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Abstract
We present an investigation into the environments of quasars with respect to galaxy clus-
ters, and environment evolution with redshift and luminosity. The positions of quasars
with respect to clusters have been studied using cluster and quasar catalogues available,
covering the redshift range 0.2 < z < 1.2. The 2D projected separations and the 3D
separations have been found and the orientation of the quasar with respect to the major
axis of the closest cluster calculated, introducing new information to previous work.
The positions of quasars with respect to clusters of galaxies will give an indication
of the large scale environment of quasars and potentially clues as to which formation
mechanisms are likely to dominate at various redshifts. For example, galaxy mergers
are most likely to occur in galaxy group environments and will create luminous quasars.
Galaxy harassment is more likely to occur on the outskirts of galaxy clusters and create
lower luminosity AGN. Secular processes such as bar instability can also create AGN and
are likely to be the cause of nuclear activity in isolated galaxies. The aim of this work is
to study the large scale environment over a large redshift range and study the evolution
as well as any change in environment with quasar luminosity and redshift. Another aim
of this work is to study the orientation of a quasar with respect to a galaxy cluster. If
galaxy clusters lie orientated along filaments, the position of a quasar with respect to a
cluster will give an indication as to where quasars lie with respect to the filament and
therefore the large scale structure.
There is a deficit of quasars lying close to cluster centres for 0.4 < z < 0.8, indicating
a preference for less dense environments, in agreement with previous work. Studying
the separations as a function of cluster richness, there was a change in quasars lying
closer to poorer clusters for z < 0.2 (Lietzen et al. 2009) to lying closer to richer clusters
for 0.2 < z < 0.4, though more clusters at low redshifts will be needed to confirm
this. There is no obvious relation between the orientation angle between a quasar and
the major axis of the closest galaxy cluster and 2D projected separations. Using faint
(Mr > −23.0 mag) and bright (Mr < −23.0 mag) quasars, there is no difference between
the two magnitude samples for the 2D separations or the cluster richness, in contrast
to Strand et al. (2008) who found brighter quasars lying in denser environments than
dimmer quasars. These is no change with redshift (over 0 < z < 1.2) in the positions of
the quasars with respect to the cluster or the cluster richness as a function of absolute
quasar magnitude. There is also no preferred orientation between the quasar and the
cluster major axis for bright or faint quasars.
Spectra of a selection of 680 star forming galaxies, red galaxies, and AGN were taken by
Luis Campusano and Ilona So¨chting and 515 redshifts calculated. Though few of these
galaxies turned out to be cluster members as was originally intended, it was possible
to use these galaxies to study the environments of quasars with respect to star-forming
galaxies and galaxy clusters. The objects were classified (33 classed as AGN), and star
formation rates calculated and compared. Three AGN and 10 star forming galaxies lie
at the same redshift (z = 0.29) as three galaxy clusters. The three galaxy clusters have
the same orientation angle and may be part of a filament along with the star forming
galaxies and AGN. Further study will investigate the relation between AGN positions
and filaments of structure.
A sample of quasar spectra taken by Lutz Haberzettl using Hectospec on the MMT were
taken to increase the number of quasars used in this study. However, when studying
the spectra, a number of high redshift quasars showed evidence of ultra-strong UV Feii
emission in their spectra. The redshifts of these quasars were too high to be included
in the main body of the study. However, a significantly large number of ultra-strong
UV Feii emitting quasars have been found in the direction of three LQGs in the redshift
range 1.1 < z < 1.6, including the Clowes-Campusano Large Quasar Group (CCLQG).
Lyα fluorescence can increase the UV Feii emission. However, Lyα emission from other
quasars was found to be negligible compared to emission from the quasar’s central source.
Though there has been no previous indication that the LQG environment is unique, the
high level of iron emission may indicate a difference in environment. Plans for future
work based on these results are outlined.
Contents
Contents i
1 Active Galactic Nuclei 1
1.0.1 AGN Signatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.0.2 Classes of AGN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Radio sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 X-ray sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Host galaxy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Unification theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 Fuelling mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.6.1 Mergers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.6.2 Interactions and Galaxy Harassment . . . . . . . . . . . . . . . . . 15
1.6.3 Hot gas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.6.4 Bars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.6.5 Choosing between fuelling mechanisms . . . . . . . . . . . . . . . . 17
1.7 Quasar formation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.8 Large Scale Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
i
1.9 Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.10 Current Standing and Motivation . . . . . . . . . . . . . . . . . . . . . . . 20
1.11 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2 Data Samples 24
2.1 Large AGN and Galaxy Surveys . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Cluster Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.1 Cluster Selection Method . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.2 Selection Criteria and Biases . . . . . . . . . . . . . . . . . . . . . 28
2.3 Quasar samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.1 Photometric Quasar Accuracy . . . . . . . . . . . . . . . . . . . . 34
2.3.2 Selection Criteria and Biases . . . . . . . . . . . . . . . . . . . . . 37
2.4 Sample windowing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5 Cluster-Quasar Separations . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5.1 Calculating the 2D Separations . . . . . . . . . . . . . . . . . . . . 42
2.5.2 Calculating the 3D Separation . . . . . . . . . . . . . . . . . . . . 42
2.5.3 Separation Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.6 Cluster Shape . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.6.1 Inertia Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.6.2 Inertia Tensor Errors . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.7 Control Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3 Quasar-Cluster Proximity as a Function of Redshift 53
3.1 Quasar-Cluster Distances . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
ii
3.1.1 Separation from the Closest Cluster Centre . . . . . . . . . . . . . 54
3.1.2 3D Separations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.1.3 Separation to Closest Cluster Galaxy . . . . . . . . . . . . . . . . . 57
3.1.4 Control Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2 Angular Separations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2.1 Control Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2.2 Comparing Angles in Observed and Control Fields . . . . . . . . . 64
3.3 Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.1 Statistics Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.2 Separation Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3.3 Angle Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.3.4 Comparing Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.4 Two Point Correlation Function . . . . . . . . . . . . . . . . . . . . . . . . 77
3.4.1 Davis-Peebles Estimator . . . . . . . . . . . . . . . . . . . . . . . . 79
3.4.2 Hamilton Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.4.3 Landy-Szalay Estimator . . . . . . . . . . . . . . . . . . . . . . . . 79
3.4.4 Comparing Estimators . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.4.5 Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4 Quasar-Cluster Proximity as a Function of Luminosity 90
4.1 Absolute Magnitudes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.1.1 Quasar SED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.1.2 Filter Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
iii
4.1.3 Selection Effects - Magnitude Limits . . . . . . . . . . . . . . . . . 94
4.1.4 Within a Cluster Environment . . . . . . . . . . . . . . . . . . . . 95
4.2 Quasar Magnitude Relations . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3 Evolution with Redshift . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.4 Angular Separations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.5 2D KS Test Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.5.1 Comparing Magnitudes . . . . . . . . . . . . . . . . . . . . . . . . 106
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5 Star Forming Galaxies 110
5.1 Star Forming Galaxies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.2 Selecting Star Forming Galaxies . . . . . . . . . . . . . . . . . . . . . . . . 111
5.3 Spectroscopic Observations . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.3.1 The IMACS Instrument . . . . . . . . . . . . . . . . . . . . . . . . 113
5.3.2 Data reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.3.3 Redshift Measurements . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4 Flux and Magnitude Calibration of IMACS Spectra . . . . . . . . . . . . 120
5.4.1 Flux Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.4.2 Magnitude Calibration . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.5 Galaxy Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.6 Extinction Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.6.1 Average Extinction Method to Correct [Oii] . . . . . . . . . . . . . 132
5.6.2 Reddening Curve Extinction Method for [Oii] . . . . . . . . . . . . 133
5.6.3 Comparison of [Oii] Reddening Correction methods . . . . . . . . 134
iv
5.7 Star Formation Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.7.1 Aperture Correction . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.7.2 Hα Star Formation Rate . . . . . . . . . . . . . . . . . . . . . . . . 137
5.7.3 [Oii] Star Formation Rate . . . . . . . . . . . . . . . . . . . . . . . 138
5.7.4 Ultra-Violet Star Formation Rate . . . . . . . . . . . . . . . . . . . 139
5.7.5 Star Formation Rate Comparison . . . . . . . . . . . . . . . . . . . 140
5.8 Validation of the Large Scale Structure at z ∼ 0.8 . . . . . . . . . . . . . . 144
5.8.1 Spectroscopic Redshifts . . . . . . . . . . . . . . . . . . . . . . . . 144
5.8.2 SDSS Galaxy Photometric Accuracy . . . . . . . . . . . . . . . . . 145
5.8.3 CFHT Cluster Red Sequence Fitting . . . . . . . . . . . . . . . . . 147
5.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6 The Environments of AGN and Star Forming Galaxies 154
6.1 AGN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.2 Star Forming Galaxies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
6.2.1 WiggleZ Dark Energy Survey . . . . . . . . . . . . . . . . . . . . . 157
6.3 Large Scale Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.4 Quasar proximity to Star Forming Galaxies . . . . . . . . . . . . . . . . . 158
6.4.1 3D Separations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.4.2 AGN and SFR of Closest Galaxy . . . . . . . . . . . . . . . . . . . 165
6.5 Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.6 Contour plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
6.7 Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
v
7 Ultra-Strong Feii Emitters 177
7.1 Feii Emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
7.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
7.3 Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
7.4 Feii Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
7.4.1 Quasar Location . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
7.5 Comparing to Control Data . . . . . . . . . . . . . . . . . . . . . . . . . . 191
7.5.1 Weymann Quasars . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
7.5.2 Control Quasar Samples from SDSS . . . . . . . . . . . . . . . . . 192
7.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
7.6.1 Location of Feii Emission . . . . . . . . . . . . . . . . . . . . . . . 194
7.6.2 Microturbulence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
7.6.3 Iron Abundance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
7.6.4 Lyα pumping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
7.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
8 Conclusions and Future Work 199
8.1 Summary of Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
8.1.1 Quasar-Cluster Proximity as a Function of Redshift . . . . . . . . 199
8.1.2 Quasar-Cluster Proximity as a Function of Luminosity . . . . . . . 202
8.1.3 Treatment of Statistical Significance . . . . . . . . . . . . . . . . . 203
8.1.4 Star Forming Galaxies . . . . . . . . . . . . . . . . . . . . . . . . . 204
8.1.5 The Environment of AGN and Star Forming Galaxies . . . . . . . 204
8.1.6 Ultra-Strong Feii Emitters . . . . . . . . . . . . . . . . . . . . . . . 206
vi
8.1.7 Methods for Environments . . . . . . . . . . . . . . . . . . . . . . 207
8.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
8.2.1 Unusual Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
8.2.2 Quasar Environments . . . . . . . . . . . . . . . . . . . . . . . . . 209
8.2.3 Feii Quasars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
A Statistics tests and models 212
A.1 The Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
A.2 Statistical Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
A.3 Selecting the Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
B Appendix 2 218
B.1 Quasar-cluster pairs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
B.2 Quasar-cluster control pairs . . . . . . . . . . . . . . . . . . . . . . . . . . 220
B.3 IMACS Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
References 225
vii
List of Tables
1.1 Classes and properties of AGN. . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Unification models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1 Properties of COSMOS and Stripe 82 clusters . . . . . . . . . . . . . . . . 26
2.2 Comparison of furthest cluster member distances . . . . . . . . . . . . . . 32
2.3 Quasar catalogues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1 Numbers of quasar-cluster pairs . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2 Separations for different redshifts . . . . . . . . . . . . . . . . . . . . . . . 57
3.3 2D KS test results for all quasar-cluster pairs . . . . . . . . . . . . . . . . 71
3.4 2D KS test for COSMOS quasar-cluster pairs . . . . . . . . . . . . . . . . 76
3.5 2D KS test for Stripe 82 quasar-cluster pairs . . . . . . . . . . . . . . . . 76
3.6 Two point correlation estimators . . . . . . . . . . . . . . . . . . . . . . . 81
4.1 SDSS filter details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.2 Average magnitudes of quasars inside and outside clusters . . . . . . . . . 97
4.3 T-test results for quasars inside and outside clusters . . . . . . . . . . . . 97
4.4 Details of bright and faint magnitude quasars samples . . . . . . . . . . . 98
4.5 Details for bright and faint control quasars samples . . . . . . . . . . . . . 98
viii
4.6 T-test p-values comparing bright quasars and faint quasars . . . . . . . . 99
4.7 T-test p-values comparing bright and faint quasars to control quasars . . 99
4.8 p-values comparing bright observed to control quasars in different redshift
ranges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.9 p-values comparing faint observed to control quasars in different redshift
ranges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.10 Comparing bright to faint observed quasars at different redshifts . . . . . 103
4.11 2D KS test for absolute magnitude for all quasar-cluster pairs . . . . . . . 106
4.12 2D KS test for absolute magnitude for bright quasar-cluster pairs . . . . . 107
4.13 2D KS test for absolute magnitude for faint quasar-cluster pairs . . . . . . 107
5.1 IMACS observation log . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.2 Extinction factors for emission lines. . . . . . . . . . . . . . . . . . . . . . 131
5.3 Photometric and spectroscopic galaxies for cluster redshifts . . . . . . . . 149
6.1 AGN from IMACS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.2 2D separations for IMACS AGN . . . . . . . . . . . . . . . . . . . . . . . 159
6.3 AGN and starburst galaxy 2D separation information . . . . . . . . . . . 161
6.4 AGN and starburst galaxy 3D separation information . . . . . . . . . . . 166
6.5 Details on the clusters at z = 0.289 . . . . . . . . . . . . . . . . . . . . . . 167
6.6 Details on objects within z ∼ 0.288 structure . . . . . . . . . . . . . . . . 169
6.7 Details on AGN on 0.225 < z < 0.275 contour plot . . . . . . . . . . . . . 170
6.8 Details on AGN on 0.275 < z < 0.325 contour plot . . . . . . . . . . . . . 172
6.9 Details on AGN on 0.375 < z < 0.425 contour plot . . . . . . . . . . . . . 172
6.10 2D KS test for AGN-galaxy pairs . . . . . . . . . . . . . . . . . . . . . . . 174
ix
7.1 Hectospec observing log . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
7.2 Median EWs and RMS of Feii from literature . . . . . . . . . . . . . . . . 184
7.3 Properties of Hectospec quasars . . . . . . . . . . . . . . . . . . . . . . . . 185
7.4 Measurements of previously published Feii emitters . . . . . . . . . . . . 192
A.1 Results from statistics test for red sequence fit . . . . . . . . . . . . . . . 216
A.2 Comparison of models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
x
List of Figures
1.1 Structure of an AGN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Unification model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1 Example of Voronoi Tessellations . . . . . . . . . . . . . . . . . . . . . . . 28
2.2 Cluster redshift distribution in COSMOS . . . . . . . . . . . . . . . . . . 29
2.3 Cluster redshift distribution in Stripe 82 . . . . . . . . . . . . . . . . . . . 30
2.4 Furthest cluster member . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5 Photometric and spectroscopic redshift from X-ray quasars . . . . . . . . 35
2.6 Error on photometric X-ray quasars . . . . . . . . . . . . . . . . . . . . . 36
2.7 Photometric and spectroscopic redshift from SDSS quasars . . . . . . . . 37
2.8 Error on photometric SDSS quasars . . . . . . . . . . . . . . . . . . . . . 38
2.9 Quasar-cluster pair selection . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.10 Angle from inertia tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.11 Error on angle from inertia tensor . . . . . . . . . . . . . . . . . . . . . . 47
2.12 Comparison of major axis and furthest cluster member for COSMOS . . . 49
2.13 Comparison of major axis and furthest cluster member for Stripe 82 . . . 50
3.1 2D separations to closest cluster centre . . . . . . . . . . . . . . . . . . . . 55
xi
3.2 Small 2D separations to closest cluster centre . . . . . . . . . . . . . . . . 56
3.3 3D separations to closest cluster centre . . . . . . . . . . . . . . . . . . . . 58
3.4 2D separations to closest cluster galaxies . . . . . . . . . . . . . . . . . . . 59
3.5 2D separations for control fields . . . . . . . . . . . . . . . . . . . . . . . . 60
3.6 Calculating orientation angle . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.7 Histograms of orientation angles . . . . . . . . . . . . . . . . . . . . . . . 62
3.8 Separations as a function of orientation angle for observed data . . . . . . 63
3.9 Separations as a function of orientation angle for control data . . . . . . . 64
3.10 Comparing orientation angles in observed and control data . . . . . . . . 65
3.11 Comparing Stripe 82 orientation angles . . . . . . . . . . . . . . . . . . . 66
3.12 Orientation angle as a function of 2D separations for control and observed
data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.13 Orientation angle as a function of 2D separations for control and observed
data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.14 Example of 2D KS test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.15 2D separations to the closest cluster BCG for observed data . . . . . . . . 73
3.16 2D separations to the closest cluster BCG for control data . . . . . . . . . 74
3.17 2D separations as a function of cluster richness . . . . . . . . . . . . . . . 75
3.18 Comparing two point correlation function estimators . . . . . . . . . . . . 82
3.19 Clustering estimator as a function of redshift . . . . . . . . . . . . . . . . 84
3.20 Correlation length as a function of redshift . . . . . . . . . . . . . . . . . 85
3.21 Clustering estimator for Stripe 82 as a function of redshift . . . . . . . . . 86
3.22 Clustering estimator for COSMOS as a function of redshift . . . . . . . . 87
4.1 Example of quasar SED . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
xii
4.2 SDSS filter response curves . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3 Quasar spectrum at varying redshifts . . . . . . . . . . . . . . . . . . . . . 93
4.4 Absolute magnitude as a function of redshift . . . . . . . . . . . . . . . . 95
4.5 Absolute magnitude of quasars lying inside and outside of clusters . . . . 96
4.6 2D separations of faint observed and control quasar-cluster pairs . . . . . 100
4.7 2D separations of faint observed and control quasar-cluster galaxy pairs . 101
4.8 2D separations of bright observed and control quasar-cluster pairs . . . . 101
4.9 Orientation angle for bright and faint quasars . . . . . . . . . . . . . . . . 104
4.10 Orientation angle for bright observed and control quasars . . . . . . . . . 105
4.11 Orientation angle for faint observed and control quasars . . . . . . . . . . 105
4.12 2D separation as a function of magnitude for faint observed and control
quasars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.1 Output from align-mask . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.2 Science frame . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.3 Data reduction flowchart . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.4 Atmospheric Extinction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.5 CCD response curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.6 Energy calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.7 Calibration correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.8 Conversion factor to calibrate the flux magnitude. . . . . . . . . . . . . . 126
5.9 Example BPT plots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.10 Classification using Nii. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.11 Classification using Sii. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.12 Histogram of the extinction values. . . . . . . . . . . . . . . . . . . . . . . 132
xiii
5.13 Compare estimated to calculated reddening values. . . . . . . . . . . . . 133
5.14 Comparing different reddening correction methods. . . . . . . . . . . . . . 135
5.15 Potential errors from galaxy shape . . . . . . . . . . . . . . . . . . . . . . 137
5.16 Comparing range of SFR using Oii . . . . . . . . . . . . . . . . . . . . . . 141
5.17 SFR(Oii) range and SFR(Hα) comparison . . . . . . . . . . . . . . . 142
5.18 SFR(Oii) and SFR(Hα comparison with redshift . . . . . . . . . . 143
5.19 SFR(UV) and SFR(Hα comparison . . . . . . . . . . . . . . . . . . . . . . 144
5.20 Redshift histogram from IMACS . . . . . . . . . . . . . . . . . . . . . . . 145
5.21 Comparing spectroscopic and photometric redshifts using IMACS redshifts 146
5.22 Errors on photometric redshifts . . . . . . . . . . . . . . . . . . . . . . . . 147
5.23 Red sequence for a cluster . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.24 Colour cuts for cluster selection . . . . . . . . . . . . . . . . . . . . . . . . 151
5.25 Best fit model for the red sequence . . . . . . . . . . . . . . . . . . . . . . 152
6.1 Distributions of redshifts of AGN and star forming galaxies . . . . . . . . 158
6.2 2D separations for IMACS AGN . . . . . . . . . . . . . . . . . . . . . . . 161
6.3 2D separation as a function of magnitude for IMACS AGN . . . . . . . . 162
6.4 3D separations for IMACS AGN . . . . . . . . . . . . . . . . . . . . . . . 163
6.5 3D separations as a function of magnitude for IMACS AGN . . . . . . . . 164
6.6 3D separations as a function of closest galaxy SFR . . . . . . . . . . . . . 165
6.7 Closest galaxy SFR as a function of quasar magnitude . . . . . . . . . . . 166
6.8 Structure at z ∼0.288 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
6.9 Extended structure at z ∼0.288 . . . . . . . . . . . . . . . . . . . . . . . . 168
6.10 Contour plot for 0.225 < z < 0.275 galaxies . . . . . . . . . . . . . . . . . 170
xiv
6.11 Contour plot for 0.275 < z < 0.325 galaxies . . . . . . . . . . . . . . . . . 171
6.12 Contour plot for 0.375 < z < 0.425 galaxies . . . . . . . . . . . . . . . . . 173
7.1 Example of Ultra-strong UV Feii emission . . . . . . . . . . . . . . . . . 178
7.2 Example of Weymann et al. measuring method . . . . . . . . . . . . . . . 182
7.3 Example of Hartig & Baldwin measuring method . . . . . . . . . . . . . . 183
7.4 Examples of levels of Feii emission . . . . . . . . . . . . . . . . . . . . . . 188
7.5 Positions of AGN on two-colour diagrams . . . . . . . . . . . . . . . . . . 190
7.6 Redshift positions Feii emitters with respect to LQGs . . . . . . . . 191
7.7 Comparing Hectospec Feii emitters to control sample . . . . . . . . 193
8.1 High redshift spectra with usual emission line . . . . . . . . . . . . . . . . 208
8.2 Unidentified spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
A.1 Fitting model 1 to red sequence . . . . . . . . . . . . . . . . . . . . . . . . 213
A.2 Fitting model 2 to red sequence . . . . . . . . . . . . . . . . . . . . . . . . 213
A.3 Fitting model 3 to red sequence . . . . . . . . . . . . . . . . . . . . . . . . 214
A.4 Fitting a weighted model 2 to red sequence . . . . . . . . . . . . . . . . . 214
xv
Acknowledgements
I would like to thank the following:
my supervisors, Roger Clowes, Ilona So¨chting, Gerry Williger, Anne Sansom, and Steve
Howell, for their help, encouragement and patience,
the other members of the Large Quasar Group, especially Lutz Haberzettl, Luis Cam-
pusano, and Matthew Graham for their input and support,
Danielle Brewsher, for her amazing help and support (thanks for the coffee breaks and
being a friend),
the Science and Technology Facilities Council and the Jeremiah Horrocks Institute for
financial support,
my friends at the Dance Studio who kept me sane, especially Tricia and Katherine
(thanks for the giggles!),
and finally, and most of all, my family for their never ending encouragement, support,
and utter faith in me! Without your support, this would never have happened. I am
very lucky to have you on my side. Thank you.
Chapter 1
Active Galactic Nuclei
Galaxies occur in a variety of shapes and sizes. Most galaxies contain a super-massive
black hole at their centre (Richstone et al. 1998). A super massive black hole refers
to a black hole with mass, MBH > 10
6M (Jogee 2006). For most galaxies, this black
hole is quiescent, so no material is accreting onto the black hole. However, in some
galaxies, material accretes onto the central black hole causing the galaxy to become
active (Lynden-Bell 1969; Rees 1985; Osterbrock 1993). This accretion releases large
amounts of energy in a small compact area around the black hole, making these galaxies
some of the brightest objects in the Universe. These galaxies are called Active Galactic
Nuclei (AGN).
The mass of the accreted material is converted into energy; the rate at which the energy
is emitted gives the rate the energy is supplied via accretion to the nucleus. In a typical
AGN, the nucleus is brighter than all the stars by a factor of 100 (Peterson, 1997). The
luminosity of the AGN is determined by the rate at which energy is emitted by the
nucleus, and is given by Equation 1.1
L = ηM˙c2 (1.1)
where η is the efficiency factor (which depends on the nature of the accretion disk; Jogee
2006), M˙ is the rate of mass accretion, and c is the speed of light. The mass accretion
rate is given by Equation 1.2.
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M˙ =
L
ηc2
≈ 1.8× 10−3
(
L∗
η
)
Myr−1 (1.2)
where L∗ is the characteristic luminosity of a field galaxy, ∼ 1044 ergs s−1. Using an
efficiency factor η =0.1 and L = 1046 ergs s−1, the mass accretion rate is M˙ = 2 M
yr−1. The Eddington rate (the mass accretion rate needed to sustain the Eddington
luminosity) is given by Equation 1.3.
LE = ηM˙Ec
2 = 1.51× 1038 M
M
erg s−1 (1.3)
where LE is the Eddington luminosity and M is a solar mass. The Eddington Lumi-
nosity is the luminosity at which the gravitational force matches the radiation pressure
force. It follows from Equation 1.3 that the high luminosities seen in AGN must be
created by a minimum central mass (Sparke & Gallagher 2000). This represents the
maximum accretion rate possible for massM (using a simple spherical accretion model),
though this rate can be exceeded if the accretion occurs in a disk. For a bright quasar,
the black hole must consume roughly 1% of the stellar mass of a bright elliptical galaxy
or 10% of a bright spiral during their lifetime (Lake et al., 1999). The Eddington ratio is
defined as λ = Lbol/LE where Lbol is the bolometric accretion luminosity of the system.
1.0.1 AGN Signatures
AGN show strong emission over a wide wavelength range, including radio, γ-ray and
X-ray, where most galaxies barely radiate (Sparke & Gallagher 2000). One of the most
prominent features in AGN spectra is the emission lines, which are stronger than those
seen in stars and other galaxies. Sometimes these emission lines are broad, emitted from
gas travelling at high speeds (∼10,000 kms−1), which is faster than the speed of stars
orbiting within the galaxy.
AGN can be distinguished from inactive galaxies by their position on a Baldwin, Phillips
and Terlevich (BPT) plot (Baldwin et al., 1981). This plot uses the ratios of lines
([Oiii]λ5007/Hβ and [Nii]λ6583/Hα) to classify objects by distinguishing between black-
body and power-law ionising spectra.
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1.0.2 Classes of AGN
There are different classes of AGN, mainly defined by their flux output as well as the
emission lines seen and other data. Table 1.1 shows some of the properties associated
with the different classes of AGN. Point-like refers to whether the host galaxy can be
resolved, and variable indicates whether the output from the central black hole is variable.
Seyfert Galaxies
Seyferts galaxies show strong nuclear emission and prominent emission lines with an
absolute magnitude in the V-band of MV > −22.5 or L < L10L (Sparke & Gallagher,
2000). This magnitude boundary is simply a convention that has arisen and has no
special meaning. The host galaxy containing the black hole at its centre can be spatially
resolved due to the central source having a low enough luminosity to allow the host to be
viewed. There are two types of Seyferts. Type 1 Seyfert galaxies have both narrow and
broad lines within their spectra while Type 2 contain only narrow lines. Often the terms
AGN, Seyferts and quasars are used interchangeably (Osterbrock & Mathews, 1986).
Quasars
Quasars are regarded as the brighter version of Seyfert galaxies, with an absolute magni-
tude in the V-band of MV < −22.5 or L > 1011L (Sparke & Gallagher, 2000). Quasars
are the most luminous objects known and have been found up to redshift of z ∼ 7
(Mortlock et al. 2011). The quasar host galaxy cannot be spatially resolved due to the
brightness of the central source. Some quasars ( 5-10%) are radio strong sources, with
the majority being radio-weak.
LINERs
Low Ionisation Nuclear Emission Line Region Galaxies (LINERs) (Heckman, 1980) are
similar to Seyfert Type 2s and show AGN signatures (Gonza´lez-Mart´ın et al., 2009), but
have strong low-ionisation lines (such as [Oi]λ6300 and [Nii]λλ6548,5483). These objects
are very common and dominate the population of active galaxies in the present universe
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and may be detected in nearly half of all spiral galaxies (Ho et al., 1994). These are
distinguishable from Hii regions by their larger values of [Nii]λ6583/Hα and lower values
of [Oiii]λ5007/Hβ. This puts them in a distinct area on the BPT plot. LINERS may
be different to other AGN due to complex absorbing structures along the line of sight
(Gonza´lez-Mart´ın et al., 2011).
Radio Loud and Quiet
AGN can also be split into radio loud and radio quiet objects. Radio loud quasars have
powerful jets of material coming out from the central black hole, and are only found in
elliptical galaxies. Radio quiet AGN do not have jets, have less radio emission, and are
found in a variety of spiral galaxies. Radio loud galaxies can be split into broad line
radio galaxies (BLRG) and narrow line radio galaxies (NLRG) which are analogous to
Type 1 and Type 2 Seyferts respectively.
BAL Quasars
A sub-category of quasars is Broad Line Absorption quasars (BAL) which show broad
absorption lines within the optical spectra, and are found in roughly ∼10% of quasars.
The line widths show evidence of high Doppler broadening in the ranges of 0.01-0.1×c,
the speed of light (Robson, 1996), which are indicative of massive outflows of material
from the quasar centre (Hopkins et al., 2008). There is also a category of low-ionisation
BAL (LoBAL), which make up only 1.5-2.1% of the entire quasar population (Dai et al.
2010). These quasars show absorption from low-ionisation lines such as Mgii and Feii.
BL Lacs and OVVs
There are other AGN types, which can be grouped together due to strong similarities
in their radio-loud flat spectra, the variability in the optical output, and are strongly
beamed (Fan 1997), called BL Lac and OVV (Angel & Stockman 1980).
BL Lacs (originally thought to be variable stars) are high-luminosity Type 1 radio loud
galaxies. It is believed these objects lie with their jets close to our line of sight as they
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show superluminal motion, evidence for synchrotron radiation within a cone, and are
beamed towards the observers line of sight. Emission and absorption lines are very weak
or absent in BL Lac spectra, leaving the spectrum featureless. They also have strong
and rapid variable radiation (on the time-scale of hours and longer).
Optically violent variable (OVV) quasars are similar to BL Lacs. OVV quasars are also
radio loud and are very rare, but they tend to show prominent broad emission lines on
the spectra and are high luminosity sources (Basu, 2001, and references therein). The
flux output is highly variable (in the orders of magnitudes) and varies erratically, with
time-scales ranging from days to years.
ULIRGs
Luminous or Ultra-Luminous Infra-red galaxies (LIRGs/ULIRGs) are believed to be the
dust-enshrouded phase of a quasar (Sanders et al., 1988a,b), emitting most of their energy
in the infra-red with luminosities of LIR > 10
12L (Meng et al., 2010). These galaxies
show evidence of strong interactions (most likely the advanced stages of a major merger)
(Rich et al., 2011; Krolik, 1999), and are roughly as numerous as AGN of comparable
luminosity (Sanders & Mirabel, 1996). More than 95% of ULIRGs show evidence of
morphological disruptions such as tidal tails, double nuclei, bridges and overlapping
disks (Veilleux 2001). It is believed ULIRGs may be the first stages of a quasar (Meng
et al., 2010) and may evolve into elliptical galaxies. Once the dust surrounding the AGN
has been consumed or swept away, the optical AGN is revealed.
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Table 1.1: Classes and properties of AGN.
Point like Broad emission lines Narrow emission lines Radio Variable Typical Lbol
(FWHM∼ 104km s−1) (FWHM∼ 400 km s−1) (ergs s−1)
Quasars Yes Yes Yes Yes Yes 1046 − 1047
Seyfert Type 1 Yes Yes Yes Weak Some 1042 − 1044
Seyfert Type 2 No No Yes Weak No 1042 − 1044
LINERs No No Yes No No 1041 − 1042
BL Lacs Yes No No Yes Yes 1044 − 1046
OVV Yes Yes Yes Yes Yes 1044 − 1046
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1.1 Structure
Figure 1.1 shows the structure of an AGN (Urry & Padovani 1995; annotated by M.
Voit).
The centre of the AGN consists of a super massive black hole, which is very hot and
luminous and photoionises the surrounding area (Osterbrock & Mathews, 1986). The
size of the accretion disk (for a 108M black hole) is roughly the size of our solar system.
Surrounding this central source is the broad line region (BLR) associated with broad
emission lines. Beyond this lies the narrow line region (NLR).
AGN appear to be axially rather than spherically symmetric. There is likely to be an
optically thick torus of dust around the quasar obscuring the unresolved radiation. This
permits the radiation to only escape along the torus axes.
Figure 1.1: The structure of an AGN is shown in this figure, highlighting different regions.
Diagram from Urry & Padovani (1995); annotated by M. Voit.)
The Broad Line Region (BLR) lies beyond the central black hole and accretion disk.
Lines emitted from this region typically have a full-width-half-maximum (FWHM) of
∼10,000 kms−1, although can be up to 15,000 kms−1 (Robson, 1996). The BLR has a
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typical radius of ∼0.07-1.0 pc (Osterbrock & Ferland, 2006) and is comprised of solar-
like abundances. The exact dynamics and kinematics of the BLR are still not clear due
to the inability to spatially resolve this region. The density is estimated to be 109 to
1010cm−3.
The BLR is comprised of a number of distinct optically thick clouds, the energy source for
which is photoionisation by the continuum radiation from the central source (Peterson,
1997). Most of the emission from the BLR arises from these clouds, although they
occupy only a small fraction of the volume of the BLR and are assumed to be arranged
in spherical shells around the central source. There are estimated to be around 5× 104
clouds in the BLR, with radii of 400R.
The Narrow Line Region (NLR) lies outside the BLR at 10-100 pc and is the largest
spatial scale where ionising radiation from the central source dominates. The NLR also
lies outside the dust torus. This region is several orders of magnitude more massive
than the BLR (although the emission is often comparable). The FWHM of lines can lie
between 200 < ∆z < 900 kms−1, though most lie within 350-400 kms−1.
Like the BLR, the NLR is also clumpy in nature, containing clouds of gas which move
at a slower speed which produces narrower spectral lines than seen in the BLR. This
region has electron densities between 102 cm−3 to 105 cm−3, and temperatures 10,000
to 25,000 K, with an average of 16,000 K (Koski, 1978).
The torus is a thick band of obscuring material around the central source but inside the
NLR so the BLR is hidden (Konigl & Kartje, 1994; Elitzur & Shlosman, 2006). This
allows the AGN radiation to only escape via the torus axes, defined by ionisation cones.
The dust in the torus is likely to be in the form of high-density clumpy clouds (e.g.
Krolik & Begelman, 1988; Nenkova et al., 2002; Deo et al., 2011), containing 109 M of
dust and molecular gas, and most of this material will be very hot (∼1000K). The torus
is a few hundred pc across, with the central torus hole being a few pc. This allows the
central engine and the BLR to be obscured unless viewed face-on. This torus is essential
for the unification models of the varying AGN types, which uses the theory that the
AGN are all similar, but simply viewed from different angles (Antonucci, 1993).
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1.2 Radio sources
Radio emission is created by synchrotron radiation, when relativistic electrons interact
with a magnetic source and lose their energy via radiation. In AGN, this is created by
outflowing plasma which produces bow shocks when it collides with the ambient NLR
gas. One way of estimating the strength of the radio sources is using the radio optical
flux at 6 cm (5 GHz) and 4400A˚ (680 THz), Rr−o. A radio quiet quasar (RQQ) has
0.1 < Rr−o < 1.0, whereas a radio loud quasar (RLQ) has Rr−o >10 (Kellermann et al.,
1989).
Radio loud quasars are only a small proportion of the AGN population except at the
high end of the luminosity distribution. It is possible quasars with radio axes close to
the plane of the sky are not detected as quasars but as radio galaxies. It is also thought
radio quiet quasars may be the remnants of radio loud quasars (Marecki & Swoboda,
2011).
It has been proposed that the two radio types have different black hole spins, with the
radio loud quasars having high spin black holes and radio quiet AGN having lower spins
(Sikora et al., 2007; Wu et al., 2011). RLQ and RQQ reside in different galaxy host
morphologies with radio loud AGN lying in early type red galaxies (Ledlow & Owen,
1996), and RQQ lying in disk galaxies (Lawrence, 1999).
1.3 X-ray sources
The most common characteristic of AGN is that they are all X-ray bright sources, a fact
which is used to find radio-quiet AGN in surveys. The X-ray emission comes from the
central core region and extends to <1 pc (Elvis et al., 1978). X-ray surveys are also very
useful in finding quasars and AGN which are optically obscured by dust, as the X-ray
regime is not as affected by dust. This wavelength is more sensitive to less luminous
AGN compared to using optical selection.
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1.4 Host galaxy
Most Seyferts are hosted by spiral galaxies, and tend to be (though are not always)
early-type spirals. Generally, radio quiet galaxies and Seyferts are found in disk galaxies,
while radio loud and broad line radio galaxies (BLRGs) are found in elliptical galaxies
(Lawrence, 1999). Georgakakis et al. (2009) state that disk-dominated host galaxies
contribute 30 ± 9 % of the total AGN space density at z ∼1.
Irregular morphological features in the host galaxies are often linked to tidal interactions.
It is more difficult to assess the morphology of quasar hosts due to the brightness of the
central source overwhelming the starlight from the host galaxy. However, not all quasars
are point-like sources and in low redshift quasars, about 50% of hosts show evidence
of morphological peculiarities such as tidal features (Peterson, 1997). The host galaxy
luminosity correlates with the quasar luminosity (Lawrence, 1999) with brighter AGN
found in more luminous galaxies.
The colours of the host galaxies are generally consist with their morphological type.
Though the colour distribution has been seen to be dependent on the influence of large
scale structure (on the scales of ∼10 Mpc) (Silverman et al., 2008). Silverman et al.
suggest that AGN prefer bluer hosts at z > 0.8 than AGN at z < 0.6. It has also been
suggested that the AGN has an impact on the host galaxy by halting the star formation
due to AGN feedback (e.g. Power et al., 2011; Blecha et al., 2011).
1.5 Unification theory
Most of the work in unification theory focuses on the morphology of the AGN and
the angle at which the AGN is viewed. AGN will appear different when viewed from
different angles, because of the dust torus preventing emission being seen from certain
areas. Table 1.2 shows the types of AGN seen when viewed from different angles.
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Table 1.2: AGN types with respect to the orientation of how they are viewed (Peterson, 1997).
Radio Orientation
Properties Face-on Edge-on
Radio Quiet Seyfert 1 Seyfert 2
QSO FIR galaxy?
Radio Loud BL Lac FR I
BLRG NLRG
Quasar/OVV FR II
Figure 1.2 shows an example of how different types of AGN can be found by viewing
the AGN from different angles. FRI galaxies are weak radio sources with a bright centre
and decreasing surface brightness. FR2 are more luminous radio galaxies, are much
more powerful (occurring on scales of kpc) and have steep radio emission found in the
inner regions (Hughes, 1991). FR stands for Fanaroff and Riley who first classified these
radio galaxies (Fanaroff & Riley 1974). FSRQ and SSRQ stand for flat-spectrum and
steep-spectrum radio quasars, respectively.
Figure 1.2: The AGN types found by viewing the AGN at different angles (Torres & Anchor-
doqui, 2004).
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The main difference between Seyferts and quasars is the luminosity of the central source.
The Seyfert Type 1 and Type 2 are thought to be the same objects, viewed from different
angles (Antonucci, 1993). At least some Seyfert Type 2s are definitely Seyfert Type 1
with an obscured BLR. Spectra from the narrow line region are indistinguishable between
Seyfert Type 1 and 2. The torus must block out 3/4 of the sky seen by the central source
(Peterson 1997), as estimated from the number of Type 1 and Type 2 Seyferts. Evidence
for a torus has been found in other wavelengths. Corral et al. (2011) looked at absorption
in X-ray spectra and found larger amounts of intrinsic material for Type 2 than Type
1, which, if this is a line-of-sight effect, suggests the presence of a dust torus. Also all
classes of Seyfert have been found to show the same nuclear continuum (Ricci et al.,
2011).
However, it is likely that not all Type 2s are Type I viewed from a different angle, and the
unification model breaks down. All quasars (high luminosity AGN) have Type 1 spectra.
If all Type 2 were Type 1 viewed from a different angle, we would still expect some quasars
with Type 2 spectra. (The reason we do not could be because high luminosity sources
either do not have an obscuring torus or the torus is thin.) Quasars with Type 2 spectra
could exist but so far have been classed as far-infra-red galaxies (FIR), which have a
quasar-like luminosity and narrow line spectra. Also the continua from Type 2 Seyferts
are not generally polarised which suggests the absence of a scattering medium, which
was suggested should be seen. In the X-ray, the fraction of exceptions to the unified
model was found to be 5% (Corral et al., 2011).
1.6 Fuelling mechanisms
The main problem in fuelling a quasar is moving the material from further out in the
galaxy into the central parsec and removing the angular momentum of the material
(Peterson, 1997).
The specific angular momentum of fuel (L = v × r) at the last stable orbit of the black
hole of mass, M8 (10
8M), is several times 1024M8 cm2s−1. However, material in the
galaxy’s disk, with an orbit of 10 kpc, has angular momentum of several times 1029 M8
cm2s−1 (Jogee, 2006). Therefore, the material needs to be moved into the centre of the
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galaxy and its angular velocity must be reduced for it to be able to join the accretion
disk which has a small radius.
There are various suggestions for fuelling an AGN, which may produce different lumi-
nosities and be dominant at different cosmic times and in different environments. For
example, major mergers offer the most plausible mechanism for the triggering of bright-
est quasars, and dominate AGN evolution at early times (z = 2− 3). At later times, the
main fuelling mechanisms are more likely to be secular processes (such as bar instabili-
ties) and minor mergers (van Breukelen et al., 2009; Cisternas et al., 2011; Ryan & De
Robertis, 2010).
Different mechanisms may also be dominant in different environments.
1.6.1 Mergers
There are two types are mergers: major and minor.
A major merger is often described as the main method for fuelling AGN. This refers to
the merger of two disk galaxies with a mass ratio of 3:1 or less. These mergers can induce
a large scale inflow of gas (∼a few percent of the galaxy’s gas) into the inner kpc and
cause starbursts and AGN activity (Kauffmann & Haehnelt, 2000). This is believed to
be the main (if not only) mechanism for the very brightest AGN. Major mergers remain
the most commonly accepted method for triggering high-luminosity AGN, though there
is little evidence they are also responsible for low-luminosity AGN.
Galaxies in clusters have a high chance of merging and have frequent interactions. How-
ever, the galaxies in the centre of a cluster are gas-poor. The velocity dispersion in the
centre of a cluster is also too high for major mergers to occur (Binney & Tremaine 2008;
Martini et al. 2007). In less dense regions and in isolated galaxies, the galaxies are more
gas-rich but the number density is lower, making interactions and mergers less likely. An
intermediate environment might be in groups where there are neighbour galaxies, where
there is still enough cold gas available and the galaxy velocity dispersion is low enough
to enable mergers to take place (Arnold et al., 2009). Mergers are likely to be rare in
cluster environments.
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During the early stages of a merger, tidal interactions cause an increase in star formation
and accretion onto the central black hole, though the effect is weak. During the final
stages of merging, large inflows of gas will trigger strong starbursts, which can be seen
in ULIRGS and sub-millimetre galaxies. The inflows also feed the black hole, but the
central black hole is obscured in the optical due to dust. Finally the gas (and dust) is
consumed by the black hole and starbursts or blown out of the system by AGN feedback.
This causes the quasar to become visible in the optical leaving a red sequence host and
bright quasar (Hopkins et al., 2008).
Merger rates increase with redshift, which has been suggested to explain some of the
increase in quasar activity and the activity peak at z∼2-3 (Carlberg, 1990) but not all
(Kauffmann & Haehnelt, 2000). The decrease of activity towards lower redshifts is also
likely to be affected by a decrease in the fuel available to the black holes. It is believed
that the accretion efficiency changes with redshift so black holes accrete at slower rates
at later times (Kauffmann & Haehnelt, 2000).
As the shape of the merging galaxies is distorted by the merger, if mergers are a dominant
fuelling mechanism, it is expected that the host of the AGN would show evidence of these
distortions. Some authors find evidence for tidal interactions and mergers (e.g. Bahcall
et al., 1997; Hutchings et al., 2003; Bennert et al., 2008) while others suggest the hosts
of AGN are indistinguishable from those of isolated elliptical galaxies which are not
interacting (e.g. Dunlop et al., 2003; Cisternas et al., 2011). Most AGN hosts (>85%)
show no evidence of strong distortions and there is no significant difference in the number
of galaxies with distortion features between active and inactive galaxies (Dunlop et al.,
2003; Cisternas et al., 2011). This suggests active galaxies are involved in mergers at the
same rate as inactive galaxies. In the redshift range 0.3 < z < 1, Cisternas et al. (2011)
found over 50% of the AGN hosts were disk dominated suggesting the AGN was formed
by a triggering mechanism which would not destroy the disk as a major merger would.
A minor merger consists of a galaxy and a satellite or dwarf galaxy with a mass ratio
of 10:1 or greater, and may result in less luminous AGN than those produced in major
mergers. These are likely to be more common than major mergers. In fact, more galaxies
are likely to have accrued a large percentage of their mass through minor mergers of
discrete subunits (e.g Ostriker & Tremaine, 1975), compared to 20% at most which have
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been through a major merger (e.g. Hernquist & Mihos, 1995). Minor mergers can “drive
structural evolution in disks without completely destroying them” (Hernquist & Mihos,
1995, and references therein). The disk may be warped or heated and this may be
the origin for the “thick” disk (e.g. Walker et al., 1996). Minor mergers can also drive
material into the centre of the host galaxies, fuelling an AGN.
1.6.2 Interactions and Galaxy Harassment
Galaxy harassment caused by close interactions of galaxies can create dynamical insta-
bilities in the galaxy and rapidly channel gas into the centre of a low luminosity host.
During the first encounter, a bar instability is formed, stronger than that induced by the
cluster’s tidal field alone. Within a few billion years, 90% of the gas in a galaxy can be
driven into the central 500 pc (Lake et al., 1999).
The strongest encounters do not necessarily occur in the centre of the cluster (Lake et al.
1998). The impact of the galaxy harassment depends on the square of the masses of the
largest galaxies encountered. If galaxies are tidally limited, the more massive galaxies
will lie on the edges of the cluster. Also, the velocity of the galaxy decreases in the outer
regions of a cluster, which makes the encounter stronger (Lake et al. 1998). Alonso et al.
(2007) determine that, in an interaction, the luminosity of the paired galaxy may be
important in determining the AGN activity.
The infall of field galaxies peaks between redshifts of 0.3 and 0.5 (Kauffmann, 1995) so if
harassment is the cause of nuclear activity in quasars in sub-L* galaxies, the frequency
of AGN in clusters should also peak in this redshift range in clusters, which is shown
in the Butcher-Oemler effect (Lake et al. 1998). The Butcher-Oemler effect (Butcher
& Oemler, 1978) suggests that the cluster core of rich clusters at intermediate redshifts
(z ∼ 0.3− 0.4) will contain more blue galaxies than lower redshift clusters.
1.6.3 Hot gas
Another approach is to consider that AGN could be formed during the host galaxy
formation and the main source of fuel is the interstellar medium formed as the galaxy
collapses (Nulsen & Fabian, 2000). The first galaxies collapse, which forms a hot gas
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and then the first quasars form shortly after. During the collapse, the radiative cooling
is quicker than the shock heating so the gas is cooled quickly. In the collapse of large
systems, some gas can form a hot atmosphere after the collapse. As the cooling time
is less than the time needed for the collapse, the hot gas will start to cool and forms a
cooling flow (Fabian, 1994), from which the black hole accretes hot gas. The black hole
growth is determined by the temperature of the gas and the Mach number of the cooling
flow.
This hot gas is depleted as time goes on and the accretion rate will drop to where the
efficiency of accretion plummets causing the quasar to shut off. The depletion of hot
gas does not, however, explain the lack of luminous AGN at the current epoch as there
are nearby ellipticals which have a supply of accretable hot gas but have low accretion
luminosities. This could be due to the accretion flow becoming advection-dominated and
therefore, having a low efficiency rate (Reynolds et al., 1996; Di Matteo & Fabian, 1997).
This model, however, fails to account for the number of luminous AGN at z ∼2 and
earlier. This model over-predicts the number of quasars with respect to the optical
luminosity function but is consistent with models from the X-ray background (Nulsen &
Fabian 2000; Somerville et al. 2008).
1.6.4 Bars
Stellar bars can be seen in abundance in spiral galaxies (possibly out to z∼1). They vary
in strength, exert a gravitational torque, and alter the mass and angular momentum
distribution of material in the galaxies. 30% of spiral galaxies have strong bars (in the
optical), a figure which increases to 50%, if weak bars are included. Bars represent a
strong non-axisymmetric distortion of the galaxy mass distribution (Binney & Tremaine,
2008). They contain prominent dust lines on the leading edge of the bar so are more
prominent in near IR images.
Mulchaey & Regan (1997) found no excess of bars in Seyfert galaxies, while Jenkins
et al. (2011) found almost 80% of Seyfert Type 2s are barred spirals. Not all barred
spirals show evidence of AGN but due to the lifetime of AGN activity, this would not be
expected. Also not all AGN in spirals have bars.
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In strong bars, the net gas-flow rate is typically <1 kms−1, which though small, is
enough to transport most of the gas in a galaxy into the centre within a galaxy’s lifetime
(Binney & Tremaine, 2008). Once the gas has been transported to the centre, it gathers
in circular orbits and creates nuclear rings, which have typical radii of a few hundred pc.
These rings are possible reservoirs for the accretion disks, though another mechanism is
then needed to move the gas onto the accretion disk region.
1.6.5 Choosing between fuelling mechanisms
Studying the properties of the host galaxies and environment can determine the likelihood
of each fuelling mechanism occurring. A major merger will create a luminous AGN in an
elliptical galaxy. There may be evidence of tidal features such as shells and tails in the
host (Bennert et al., 2008) (though not always as these features may decay, Schawinski
et al. 2010). The luminous AGN are likely to lie in areas with a low velocity dispersion
and an intermediate density (Arnold et al. 2009). Major mergers are likely to be the
cause of bright AGN and be dominant at higher redshifts.
Minor mergers and galaxy harassment cause instabilities in the host galaxy and the size
of the interaction depends on the mass of the largest galaxy. Harassment is also likely
to create ellipticals (Lake et al., 1998) (though this will depend on the strength of the
harassment) while in minor mergers, the disk can survive (Hernquist & Mihos, 1995).
Secular processes such as bar instability are likely to be more dominant in the local
universe and create lower luminosity AGN.
Different mechanisms may be dominant at different times and in different environments.
1.7 Quasar formation
To create an observed luminosity of 1012L, the quasars must have an accretion rate of
2M yr−1. (This assumes the standard efficiency rate of  ∼ 0.1.)
The highest redshift quasar found is z = 7.085, which has a luminosity of 6.3× 1013L
(Mortlock et al., 2011). The spectrum for this quasar is similar to lower redshift quasars
of the same luminosity. This quasar is estimated to have a black hole of mass 2×109M,
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which will place strong limitations on black hole formation and accretion mechanisms, as
formation mechanisms must account for a 2× 109 M black hole only 0.77 Gyr after the
Big Bang. The quasar formation mechanism for small black holes (M ∼ 105M) may
be different to that for more massive AGN (Haehnelt et al., 1998), though it is currently
not possible to detect black holes with M< 106M.
In the early universe (z > 6), the galaxy systems were rich with cold gas, had rotation-
dominated dynamics, and contain a small “seed” central black hole. They were clumpier
and more turbulent than present day blue galaxies. The size of the dark matter halo in
which optical quasars are found (Mhalo ∼ 3 × 1012M) remains constant with redshift.
At least some black holes formed early on (Silk & Rees, 1998). Shen (2009) modelled
major mergers and predicted most of the black holes with M> 108.5M will be in place
by z = 1 and 50% in place by z = 2. (For lower mass black holes, the processes are likely
to be secular and assembled more recently.)
1.8 Large Scale Structures
Large Scale Structure (LSS) is the product of the mass distribution of the early Universe,
observed today as filaments and clumpy structures connected by galaxy clusters (York
et al., 2000; Colless et al., 2001) and in place at high redshifts (Bond et al., 2010).
Structures have been found at a range of redshifts (e.g. z = 0.55, Tanaka et al. (2009);
z = 0.73, Guzzo et al. (2007); z = 0.985, Le Fevre et al. (1994), to name a few) and the
evolution with redshift has been studied (Choi et al., 2010).
Clusters lie along filaments or mostly commonly lie on the nodes of structures with
prominent filamentary structures around them (Bond et al., 1996; Springel et al., 2005).
The filaments provide pathways in which to accrete matter onto the galaxy clusters (e.g.
Tanaka et al., 2007).
Superclusters (for example, the Sloan Great Wall, the Shapley Supercluster and the
Sculptor Supercluster) are comprised of a number of clusters or groups in a network of
filaments on the scale of 10-100 Mpc (Kocevski et al., 2009). These were the sites for
early star formation and formed earlier than smaller structures. In rich superclusters,
18
the core of the structure will contain more early type red galaxies and richer groups
than the outskirts of the supercluster, and contain a larger fraction of X-ray clusters.
These differ from poor superclusters by the presence of a high density core. Galaxies
in rich clusters have lower star formation rates than galaxies in poor clusters (Porter
& Raychaudhury, 2005, 2007; Einasto et al., 2008). The environment of a supercluster
affects properties of the galaxy groups and clusters located within it.
The largest known structures in the Universe are Large Quasar Groups (LQG) which can
cover 50-200h−1 Mpc and contain between 4 and 25 quasars (e.g. Crampton et al., 1987;
Clowes & Campusano, 1991, 1994). These clusters of quasars exist at high redshifts,
presumably trace the mass distribution, and are potentially the precursors of the large
structures seen at the present epoch, such as superclusters (Komberg & Lukash, 1994).
There are ∼40 published examples of LQGs.
1.9 Environments
At radii between 25 kpc and 1 Mpc from the galaxy centre, quasars are found in higher
density regions than L* galaxies, with the overdensity being greatest closest to the quasar
(Serber et al., 2006). Observational studies have found a small-scale excess at scales
below ∼100 kpc h−1 (Hennawi et al., 2006; Myers et al., 2007), and are supported by
simulations (Degraf et al., 2011).
On scales of between 1 and 10 Mpc, AGN and quasars have been suggested to lie in
environments similar to that of L* galaxies (e.g. Smith et al., 1995; Croom & Shanks,
1999). On scales of 10 Mpc and greater, quasars are more strongly clustered than galaxies
but less than rich clusters (Serber et al., 2006, and references within). In nearby quasars,
underdensities of bright galaxies in the environments around quasars were found at a
few Mpc (Lietzen et al. 2009). Hutchings et al. (1993) and Tanaka et al. (2001) found
an excess of faint red galaxies around a quasar at z ∼1.1, extending for ∼ 20h−150 Mpc.
There are different conclusions as to whether AGN and quasars lie in dense regions and
are therefore, affected by their environment. For example, Coldwell & Lambas (2006)
suggest the galaxy number density around AGN and quasars is similar to that around
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typical galaxies so there is no relation between the AGN activity and its environment.
Miller et al. (2003) also find no difference in the local density of AGN and field galaxies.
However, other authors (e.g. Serber et al., 2006) have found an increase in the local
density around quasars greater than that around typical L* galaxies. This discrepancy
could be explained by the fact that luminous AGN do avoid high density areas but
low-luminosity AGN do not (Kauffmann et al. 2004; Kocevski et al. 2009; Lietzen et al.
2009). AGN are preferentially located 1-2 Mpc from the centres of the clusters (Johnson
et al., 2003; So¨chting et al., 2004). This excess may increase with redshift.
Dim AGN in the redshift range 0.3 < z < 0.8 have the same clustering properties as
typical local galaxies (Shirasaki et al., 2009). Dim AGN in the range 0.8 < z < 1.5 show
evidence of lying in denser environments than typical galaxies, as do bright AGN in the
redshift range 1.5 < z < 1.8, which suggests a redshift evolution in the density preferred
by both bright and dim AGN (Strand et al. 2008). Assuming AGN are the result of
major mergers, the assembly of large systems will occur more frequently in denser areas
so the bright AGN should be seen in denser environments. However, the mass assembly
of large systems stops at an earlier time than small systems and small scale assembly
continues so bright AGN can be produced via low-mass assembly at a later epoch and
lie in sparser regions (Shirasaki et al. 2009).
At low redshifts, many quasars are on the edges of rich clusters (Oemler et al., 1972;
Green & Yee, 1984; Yee, 1987; So¨chting et al., 2002), though some lie in the centres
of clusters (Schneider et al., 1992; Yee, 1990). The AGN fraction may also be higher
in clusters with low velocity dispersions as mergers become more likely (Gavazzi et al.
2011).
The general consensus is that galaxies in denser environment are less likely to host an
AGN (Kauffmann et al. 2004; von der Linden et al. 2010; Gavazzi et al. 2011).
1.10 Current Standing and Motivation
Currently, the roles of mergers, harassment and secular process are still in debate. How-
ever, it is believed that different mechanisms dominate at different times.
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Some authors have found AGN in overdense regions (e.g., Serber et al. 2006; Georgakakis
et al. 2007), while others found no difference between the environments of AGN and fields
galaxies (e.g., Miller et al. 2003; Waskett et al. 2005; Martini et al. 2007), or that AGN
avoid overdensities (e.g., Popesso & Biviano 2006). This discrepancy could be explained
by the fact that luminous AGN do avoid high density areas but low-luminosity AGN do
not (Kauffmann et al. 2004). This result also depends on the wavelength used to observe
the AGN as different types of AGN may reside in different environments (Lietzen et al.
2011). For example, radio AGN are strongly clustered and reside in high density regions,
while AGN detected in the IR are weakly clustered (Hickox et al. 2009).
However, a general consensus is developing that AGN prefer intermediate density regions,
such as galaxy groups (e.g. Waskett et al. 2005; Gilmour et al. 2007; Silverman et al.
2009). In this environment, galaxy mergers are likely to occur. Mergers are more frequent
in groups than clusters, due to the lower velocity dispersion and high density (Popesso
& Biviano 2006; Lin et al. 2010). Mergers are thought to create high luminosity quasars,
as a merger can quickly drive large amounts of material into the centre of the galaxy.
Mergers are also likely to dominate high mass systems, Mgal > 10
11 M (Hopkins et al.
2008). However, Cisternas et al. (2011) found over 50% of the AGN hosts were disk
dominated in the redshift range 0.3 < z < 1. This suggests major mergers can not be a
dominant mechanism as a major merger would destroy the disk.
Galaxy harassment can create lower luminosity AGN, as harassment will drive less gas
into the galaxy centre and onto the black hole. Galaxy harassment is also likely to occur
where the relative velocity of the encounters is decreased, but also potentially in higher
density environments (Silverman et al. 2009). Harassment can also occur in the centre
of a cluster where the cluster’s tidal field will have a strong effect on the galaxy.
There is also still much debate as to whether there is any evolution with redshift
(Fanidakis et al. 2010) The merger rate is higher at higher redshifts (z > 2), as at
lower redshifts, the gas supply in the galaxies has been depleted. However, Williams
et al. (2011) found few additional mergers occurring at z = 1−2 than at lower redshifts.
Galaxy harassment has been proposed for lower redshifts to account for the number of
lower-luminosity AGN at low redshifts (Silverman et al. 2009). While secular processes
are most likely to be dominant in the present universe and in small galaxies (Hopkins
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et al. 2008).
Strand et al. (2008) found that brighter quasars lay in denser environments than dimmer
quasars on small scales, and Hasinger et al. (2005) found a peak in the X-ray AGN
luminosity function at z ∼ 0.7. Bright AGN show a stronger evolution with redshift,
with a space density peak at z ∼ 2 as opposed to fainter AGN, which show less evolution
with redshift and have a peak in space density at lower redshifts, z < 1 (Hasinger et al.
2005; Fanidakis et al. 2010). However, others (e.g., Adelberger & Steidel 2005) found no
evidence of luminosity dependence in the clustering properties of AGN and galaxies.
However, the impact of environment on AGN and quasars and their evolution with
redshift and luminosity are still controversial subjects. The aim of this work is to study
the large scale environment over a large redshift range and study any potential evolution
as well as any change in environment with luminosity.
1.11 Outline of the Thesis
Chapter 2 describes the data samples and surveys used in this thesis, as well as the
methods created to analyse the data.
Chapter 3 studies the proximity of quasars with respect to galaxy clusters and any
evolution of the distance between a quasar and the closest cluster with redshift. This
chapter also contains a study of the distance between a quasar and the closest cluster
with respect to other cluster parameters such as the cluster richness, and the orientation
of the quasar with respect to the cluster major axis.
In Chapter 4, the evolution of the position of the quasar as a function of the quasar lumi-
nosity is studied. Again, the orientation of the quasars with respect to the cluster major
axes is studied, along with the influence of cluster richness on the quasar luminosity.
The luminosities of quasars lying within a cluster have been discussed.
Chapter 5 describes the properties of a set of spectra from star-forming galaxies, red
galaxies and AGN. This chapter uses spectra selected by Haberzettl et al. (2009) and
observed by Luis Campusano and Ilona So¨chting. The data reduction is described, the
objects have been classified and star formation rates have been calculated and discussed.
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Using the AGN and star-forming galaxies classified in Chapter 5, the environments of
AGN have been studied with respect to the star forming galaxies in Chapter 6.
Chapter 7 contains the study of a set of quasars with ultra-strong UV Feii emission within
Large Quasar Groups. The spectra for these quasars was taken by Lutz Haberzettl on
the Hectospec instrument.
Chapter 8 contains the summary and an outline of future work.
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Chapter 2
Data Samples
Studying the large Megaparsec scale environments of Active Galactic Nuclei (AGN)
and quasars and their positions with respect to the Large Scale Structure (LSS) and
galaxy clusters may determine which AGN formation mechanisms are most likely. It will
also determine whether these mechanisms change over time and whether the mechanism
changes with AGN luminosity. To do this, large samples of clusters and quasars are
required to study the relation between objects.
This chapter will look at the data samples used, how they are selected, and any selection
biases in the quasar and galaxy cluster samples used. The distances between AGN
and galaxy clusters, and the methods and reasoning involved are also discussed in this
chapter. The control field used to test the significance of the results is also presented.
The table containing the data used in Chapters 2-4 is described in Appendix 2 and
can be found in the disk attached. This catalogue contains all of the input parameters
used from the various catalogues, and all of the parameters derived from the methods
described in this Chapter.
2.1 Large AGN and Galaxy Surveys
For this work, two independent cluster data samples have been used. The clusters were
identified in data taken from the Cosmic Evolution Survey (COSMOS survey; Scoville
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et al. 2007) and Stripe 82 in the Sloan Digital Sky Survey (SDSS) (York et al. 2000).
COSMOS is a Hubble Treasury Project to survey a continuous field of 2 deg2 at the celes-
tial equator, centred on RA(J2000)=10:00:28.6 and DEC(J2000)=+02:12:21.0, which
covers a comoving area of 50× 50 Mpc at z = 0.5 (Scoville et al. 2007). The aim of this
project is to study the LSS, and map the morphology of galaxies as a function of the local
epoch and environment, over a range of redshifts (0.2 < z < 3) (Mobasher et al. 2004),
and to study the formation and environments of galaxies, dark matter, and quasars. The
initial survey was undertaken by the Hubble Space Telescope, with additional data com-
ing from observations on Subaru, the Very Large Array (VLA) radio telescopes, and the
XMM X-ray telescope. Photometric redshifts (mostly from ground based imaging) were
obtained using the Subaru telescope, the Canada-France-Hawaii Telescope (CFHT), the
United Kingdom Infra-Red Telescope (UKIRT), and the National Optical Astronomy
Observatory (NOAO), giving the redshifts for ∼ 2 × 105 galaxies at z < 1.2, and an
accuracy of ∆z/(1 + z) ≤ 0.02 (Scoville et al. 2007). Spectroscopic redshifts are given
by the zCOSMOS survey using the VLT and the Magellan telescopes (Lilly et al. 2007),
which provide ∼37,500 galaxy redshifts and several thousand quasar redshifts, with a
precision of ∆z ∼0.0003 in redshift for z < 1.2 for quasars. This large number of spectro-
scopic redshifts for galaxies and quasars makes this sample perfect for analysing quasar
and galaxy cluster positions.
Stripe 82 is an equatorial area of 270 deg2 covered in depth by the SDSS to a limit of 2
magnitudes fainter than the rest of the SDSS field (York et al. 2000). The database for
Stripe 82 is comprised of 303 runs, between −50 < RA < 59, and −1.25 < DEC < 1.25
with the whole area covered approximately 80 times (York et al. 2000). In total, this
gives a deeper visual survey than for the rest of the SDSS data. This area is also covered
by the Faint Images of the Radio Sky at Twenty-centimetres (FIRST) on the Very Large
Array (VLA), the Atacama Cosmology Telescope, and the UKIRT Infra-red Deep Sky
Survey (UKIDSS), giving radio, microwave and near-infra-red data respectively. Though
this field covers a large area, it is long and thin, limited in DEC.
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2.2 Cluster Samples
The cluster catalogue from the COSMOS field contains 1497 galaxy clusters within the
redshift range 0.2 < z < 1.356 and 1370 galaxy clusters within the redshifts 0.2 < z < 1.2.
Though the COSMOS survey does extend beyond z ∼ 1.2, galaxies become increasingly
faint at higher redshifts, limiting this catalogue, so clusters with z > 1.2 have been
excluded from this study. The clusters contain between 8 and 235 members (one cluster
has 649 members) and the centre of the cluster is defined as the mean position of all the
cluster members (see So¨chting et al. 2011 for more details).
The Stripe 82 Cluster Catalogue (Geach et al. 2011) contains 4098 clusters with redshift
range 0.038 < z < 0.832, with the majority at z < 0.5, 49 clusters with z > 0.6, and
between 5 and 173 members per cluster. The centre of the cluster is also defined as the
mean position of all the cluster members.
The cluster detection methods are briefly described in Section 2.2.1.
The COSMOS field has been used because of its depth. This data goes to high redshifts
(z∼1.2), allowing a large redshift range to be used. The Stripe 82 field covers a large
area (with a large number of spectroscopic observations), which allows the lower redshift
area to be probed though it is not as deep as the COSMOS field. The Stripe 82 field also
contains a large number of clusters, increasing the size of the data sample and improving
statistics.
Table 2.1 shows the properties of the cluster data for the COSMOS and Stripe 82 fields,
comparing redshifts, area and errors.
Table 2.1: Properties of the cluster data sets used from COSMOS and Stripe 82 in SDSS.
Survey Area Number of Redshift median Redshift
clusters range redshift errors
COSMOS 2 deg2 1370 0.201 - 1.2 0.72 0.2-5.8%
Stripe 82 270 deg2 4098 0.038 - 0.832 0.32 5-9%
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2.2.1 Cluster Selection Method
The clusters were identified in the COSMOS (So¨chting et al. 2011) and Stripe 82 (Geach
et al. 2011) samples using slightly different cluster detection methods.
The cluster selection method for the COSMOS field consists of two parts. The first part
uses relatively narrow slices in the photometric redshifts. This will find the seeds of
possible clusters in overlapping cuts.
In the first part of the method, narrow slices in redshift of thickness dz = 0.02× (1.0+z)
are used to select the initial galaxies. The slices overlap and are moved in steps of
0.02*(1.0+z)/2.0. (The figure 2.0 in the denominator is suggested by Ilbert et al. 2009 to
match the uncertainty in the photometric redshifts.) The limit of i+AB < 3.0×zphot+21.5
is applied to take into account the affects of cosmological dimming of galaxies which leads
to galaxies becoming more sparse and to avoid over-saturation by dwarf galaxies at lower
redshifts.
The second part of the method determines the exact number of members within the
clusters and the properties of the detected cluster. The cluster seeds are detected sep-
arately in each of the redshift slices using Voronoi Tessellations. Voronoi Tessellations
are used to map the density of regions and make no assumptions about the shape of the
overdensity. Each cell contains one galaxy. The cell boundary lies equidistant between
adjacent galaxies. (See Figure 2.1 for an example of Voronoi Tessellations; So¨chting
et al. 2006.) For the COSMOS cluster catalogue, only cells with densities greater than
twice the mean density level were selected. As each cell is added, the density of the
cluster is assessed and the edge of the cluster is determined as when the average density
for the cluster falls below twice the average field density. Only clusters with at least
eight adjacent galaxies above the density threshold were selected as clusters. To avoid
projection contaminations, cluster members were limited to ±0.02 ∗ (1.0+ zcl), where zcl
is the median cluster redshift.
For the Stripe 82 cluster catalogue (Geach et al. 2011), galaxies were selected using three
colour cuts to select potential cluster members; (g − r), (r − i) and (i − z). The width
and gradient of the slices are fixed by fitting colour magnitude in each filter for the
richest cluster in Stripe 82. Once galaxies have been selected, Voronoi tessellations are
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Figure 2.1: An example of using Voronoi Tessellations to find overdensities due to galaxy
clusters. Taken from So¨chting et al., 2006.
applied to find the over-dense regions where a cluster lies. For the Stripe 82 catalogue,
a minimum number of 5 adjacent cells was used to class a cluster and the edge of the
cluster is defined as when the cluster density falls below 10× the average field density.
For more details, see Geach et al. (2011) and So¨chting et al. (2011).
2.2.2 Selection Criteria and Biases
Due to the small area of sky covered by the COSMOS field, the physical area covered by
the field is small at low redshift compared to the relative size of rich clusters, creating
a bias against clusters at z < 0.2. This should not be the case in the Stripe 82 field as
the area covered is larger, allowing more low redshift clusters to be found. However the
Stripe 82 field is long and thin, covering a large RA range but is limited in DEC, which
will lead to some limitations on the cluster size at low redshifts.
The Stripe 82 cluster catalogue detects the majority of clusters up to z ∼ 0.5, with a
few of higher redshift clusters (311 with z > 0.5, and only 8 with z > 0.7). The median
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redshift of this catalogue is z = 0.32 compared to the deeper data of COSMOS where
the median redshift is z = 0.72. Because of these redshift limits, the Stripe 82 clusters
will mainly be used for low and intermediate redshifts, while the COSMOS clusters can
be mainly used for intermediate and high redshift comparisons.
The redshift distributions of the galaxy clusters in the COSMOS and Stripe 82 cluster
catalogues can be seen in Figures 2.2 and 2.3. Figure 2.2 shows a fairly even distribution
of clusters over the redshift range 0 < z < 1.2. Peaks in the number of clusters at some
redshifts may be due to the underlying LSS. Figure 2.3 shows a peak in the distribution
of redshifts in the Stripe 82 cluster catalogue with the number of clusters decreasing for
z > 0.4. This decrease is a selection effect due to the magnitude detection limits of the
Stripe 82 area, which will limit the number of galaxies found at higher redshifts. Geach
et al. (2011) claim that SDSS data allows for detection of galaxy clusters up to z ∼ 0.5.
In the Stripe 82 field, the detection of clusters with z < 0.15 is likely to be affected by
the limited field size.
Figure 2.2: The distribution of redshifts for the COSMOS cluster catalogue in the redshift range
0 < z < 1.2.
The redshift errors on the Stripe 82 clusters are estimated to be ∼5-9% (at the median
redshift) based on spectroscopic confirmation of 1549 galaxies within the clusters, and
cluster redshifts are accurate to z ∼ 0.5 (Geach et al. 2011). There are some clusters
with higher redshifts than this, and the errors on these are likely to be greater, so the
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Figure 2.3: The distribution of redshifts for the Stripe 82 cluster catalogue.
maximum error value of 9% has been used throughout.
The redshift errors on the COSMOS clusters have been estimated individually for each
cluster, based on the standard deviation of the distribution of cluster member photo-
metric redshifts (So¨chting et al. 2011). These have been found to be between 0.2% and
5.8% of the cluster redshift (with some dependency on the redshift), with a mean value
of 1.36%.
There are differences between the cluster catalogues in some definitions. For example,
Geach et al. (2011) restrict the cluster boundary when the density reaches 10× the
average field density, while So¨chting et al. (2011) use a value of 2× the average field
density as the cluster limit. To test for any differences in cluster size, the distance from
the cluster centre to the furthest cluster member has been calculated (Figure 2.4). For
this, the distance to each cluster member from the cluster centre is found and galaxy
with the largest distance is classed as the furthest cluster member. This distance is used
to indicate the size of the cluster.
For Stripe 82, the minimum cluster size increases from 0.27 Mpc at z = 0.07 to ∼0.3Mpc
at z = 0.72. The mean cluster size is 0.32 Mpc with a standard deviation of 0.26 Mpc.
For the COSMOS clusters, the minimum cluster size increases from 0.96 Mpc at z = 0.21
to 1.17 Mpc at z = 1.19. The mean cluster size is 1.23 Mpc, with a standard deviation
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of 0.70 Mpc, which is larger than the values for Stripe 82. Therefore, the COSMOS
cluster catalogue contains larger clusters than the Stripe 82 cluster catalogue due to the
selection criteria. The difference in the definition of the cluster boundary is the cause of
the difference in the maximum number of cluster members (178 for Stripe 82 and 235
for COSMOS, with COSMOS also having a cluster with 649 members).
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Figure 2.4: The distance from the centre of the galaxy cluster to the furthest galaxy. The red
points show the Stripe 82 galaxy clusters, and the blue points are the COSMOS galaxy clusters.
Figure 2.4 shows the distance from the centre of the galaxy cluster to the furthest galaxy.
The red points and the blue points mark the Stripe 82 galaxy clusters and the COSMOS
galaxy clusters, respectively. An increase in the minimum cluster size with redshift can
be seen for both the Stripe 82 and COSMOS samples. The volume of the field increases
with redshift, allowing larger clusters to be found at larger redshifts.
There are peaks with the distribution for the Stripe 82 clusters in Figure 2.4. These
suggest that at some redshift (such as z ∼0.35), there is an excess of clusters with a
large distance between the cluster centre and the distance to the furthest cluster member.
There is also a gap in the number of smaller clusters in the COSMOS data at z ∼1.05.
The reasons for both of these effects are unknown.
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This figure also shows the difference in cluster sizes selected by the two catalogues,
indicating that the cluster size is affected by the selection criteria. Table 2.2 shows
the size of the smallest cluster (using the distance to the furthest cluster member as
an indication of cluster size) for a range of redshifts for both the COSMOS and Stripe
82 cluster samples. This shows the differences in the distance to the furthest cluster
member and the increase in cluster size with redshift for both cluster catalogues for the
smallest cluster found.
Table 2.2: Comparison of distance to furthest cluster member for the smallest cluster for the
COSMOS and Stripe 82 cluster samples.
Cluster Sample z ∼ 0 z ∼ 0.2 z ∼ 0.6 z ∼ 1.2
COSMOS - 0.19Mpc 0.21Mpc 0.25
Stripe 82 0.03Mpc 0.05Mpc 0.15Mpc -
Given that the Stripe 82 catalogue restricts the cluster size at 10× the average field
density, it is possible that this method will only find the cluster cores and will miss
possible cluster members further out. As the COSMOS data is deeper than the Stripe
82 field, this data will also find fainter members than found in Stripe 82. Differences in
the selection process will not have an effect when comparing distances to cluster centres,
as the mean RA and DEC of the cluster are unlikely to be affected by this. However, this
will have an impact when looking at the distance to the closest galaxy and the distance
compared to the size of the cluster. The richness is estimated by the number of galaxies
within the cluster which have magnitudes between the magnitude of the Brightest Cluster
Galaxy (BCG) and the BCG magnitude + 3. The richness estimate will also be affected
by this density selection effect. When analysing the separation between a quasar and
the closest cluster galaxy, and any separation and the richness, the COSMOS and Stripe
82 data will be studied separately.
2.3 Quasar samples
The Stripe 82 quasars were taken from the SDSS DR7 quasar catalogue (DR7QSO)
(Schneider et al. 2010). The DR7QSO catalogue selects quasars with at least one broad
emission line (therefore only Type I sources) and includes both quasars and lower lu-
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minosity sources such as Seyfert galaxies (Richards et al. 2006). When using the word
quasar in this catalogue they often mean AGN in general. This catalogue contains
105,783 objects with absolute magnitudes of −30.28 > Mi > −22.0 ( and apparent
magnitudes of 14.86 < i < 22.36) and redshifts of 0.065 < z < 5.461. The DR7QSO
catalogue quotes redshift errors of ∆z ∼ 0.004. In the Stripe 82 area, there are 1891
quasars with redshifts in the range 0.08 < z < 0.9. The DR7QSO catalogue also covers
the COSMOS field, containing 15 quasars within the redshift range 0.34 < z < 1.18.
For the COSMOS field, the Large Quasar Astrometric Catalogue (LQAC) (Souchay et al.
2009) was used which contains 113,666 quasars, compiled from 12 quasar catalogues (four
radio selected and eight optically selected, with SDSS DR6 being the largest). All of
the quasars used within the COSMOS field were from either the SDSS Data Release 6
(Adelman-McCarthy et al. 2008) or Ve´ron-Cetty & Ve´ron (2006). For the LQAC, the
redshifts errors are ∆z = 0.01 for z < 1, and do not go above ∆z = 0.03 for redshifts
above 1.0 (Souchay et al. 2009). The redshift errors are larger for the LQAC catalogue as
this redshift error is for the entire catalogue, which includes other databases of quasars
with larger errors than the errors for SDSS. There is data from the u, b, v, g, r, i, z, J,K
photometric bands and from radio fluxes at 1.4GHz, 2.3GHz, 5.0GHz, 8.4GHz, and
24GHz. The absolute magnitudes in both the i and b bands can be found in the catalogue
and the faintest magnitude being imag = 20.31.
Overall, this has resulted in 47 quasars, 32 from the LQAC and 15 from DR7QSO, over
a redshift range of 0.132 < z < 1.188 in the area covered by the COSMOS field.
In the COSMOS field, there are two X-ray point source catalogues, from Cappelluti
et al. (2009) and Lusso et al. (2010), taken as part of the COSMOS survey. The X-ray
sources were taken from XMM-Newton data in the 0.5-2 keV, 2-10 keV and 5-10 keV
energy bands, plus some Chandra observations of the central 0.9 deg2 of the COSMOS
field. The spectroscopic redshifts are from optical data from the Inamori Magellan
Areal Camera and Spectrograph (IMACS) on the Magellan telescope, the Multi Mirror
Telescope (MMT) observations, zCOSMOS, or are available in SDSS (Brusa et al., 2009).
The spectroscopic redshifts have an accuracy of ∆z = 0.004 (Lilly et al. 2007). The
limiting X-ray fluxes are ∼ 1.7 × 10−15erg cm−2s−1, ∼ 9.3 × 10−15erg cm−2s−1, and
∼ 1.3×10−14erg cm−2s−1 in the 0.5−2 keV, 2−10 keV and 5−10 keV bands respectively.
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65% of these objects have properties typical of Type 1 quasars, and 15% have Type 2
properties. 1887 independent point sources were detected in at least one band, 1032 of
which have spectroscopically confirmed quasar redshifts, giving a photometric accuracy
of σ∆z/(1+zs) = 0.014 at i
∗
AB < 22.5 (Salvato et al. 2009) in the redshift range 0.103 < z <
4.251. 98% of the X-ray sources in this catalogue have optical counterparts (Brusa, 2010)
so some are likely to appear in the other optical catalogues. These X-ray quasars will
be used to supplement the quasars in the COSMOS field, with the X-ray quasars being
used only if there are no optical counterparts in the LQAC and DR7QSO catalogues.
No distinction will be made between the optical and X-ray sources.
2.3.1 Photometric Quasar Accuracy
The COSMOS and Stripe 82 fields are covered by photometric and spectroscopic redshift
surveys. Using quasars with both photometric and spectroscopic redshifts would increase
the quasar sample size. However, before the quasars with photometric redshifts can be
used, the accuracy of the redshifts must be tested. Within each field, comparisons were
made between objects which have both photometric and spectroscopic redshifts.
Within the redshift range of 0.103 < z < 1.2, there are 99 X-ray quasars with spec-
troscopic and photometric redshifts within the COSMOS field area. Figure 2.5 shows
photometric and spectroscopic redshifts for the X-ray quasars within the COSMOS field.
The line is the zspec = zphot line. Figure 2.5 shows some scatter but a general good agree-
ment between the two redshifts.
To assess the accuracy of the photometric redshifts for the X-ray quasars, Equation 2.1
is used to calculate the discrepancies on the photometric redshifts.
∆z =
zphot − zspec
1 + zspec
(2.1)
The errors can also be found using Equation 2.2, which is used by Salvato et al., 2009
when comparing quasar redshifts. This uses the normalised median absolute deviation
(NMAD; Hoaglin et al. (1983)). The NMAD is a more robust measure of variability than
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Figure 2.5: Photometric (zphot) and spectroscopic (zspec) redshifts for X-ray quasars within the
COSMOS field. The line is the zspec = zphot line.
that used in Equation 2.1 as it uses the sample median so is less influenced by outliers.
∆z = 1.48×median
(
(zphot − zspec)
1 + zspec
)
(2.2)
As we wish to include the effect of any outliers on the samples, Equation 2.1 will be
used.
Figure 2.6 shows the redshift error against the spectroscopic redshift, using Equation
2.1. The dashed lines show the 3σ spread and the solid line marks ∆z = 0. The values
for the ∆z and the standard deviation, σ∆z are based on the redshift range shown. This
value is larger than that quoted in Salvato et al. (2009) because of the difference in the
definition of ∆z used (Equation 2.2). Figure 2.6 show the spread in differences between
photometric and spectroscopic redshifts.
From SDSS, a catalogue of quasars with photometric redshifts has been created by
Richards et al. (2009). Comparing this photometric catalogue to quasars with spec-
troscopic redshifts from the DR7QSO catalogue gives an estimate on the errors on the
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Figure 2.6: The errors between the photometric and spectroscopic redshifts for X-ray quasars
in the COSMOS field verses the spectroscopic redshifts. The dashed lines show the 3σ limits and
the solid line shows the line ∆z = 0.
photometric redshifts. Figure 2.7 shows the comparison of the photometric and spectro-
scopic redshifts. The solid line shows the zspec = zphot relationship. The discrepancies
between the two redshift estimates increase at z > 0.6.
Figure 2.8 shows the calculated errors using Equation 2.1. The dashed lines show 3σ
and the solid line shows the line ∆z = 0. These errors are similar to those for the
X-ray quasars, though the standard deviation is less. There is still a difference in the
photometric and spectroscopic redshift estimates. The distribution of points appears
non-Gaussian so any points around ∆z = 0 have been used to calculate σ.
Accurate redshifts are needed to accurately match quasars and clusters. There were
sufficient quasars in the COSMOS and Stripe 82 fields to exclude quasars with only
photometric redshifts because of the larger errors on the photometric redshifts. Table
2.3 shows the data properties of quasar catalogues used.
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Figure 2.7: Photometric and spectroscopic redshifts for SDSS quasars within the Stripe 82 field.
The line is the zspec = zphot line.
Table 2.3: QSO data properties. The number of quasars is the total number within the
catalogue.
Survey Magnitude limit Area Number Redshift errors
SDSS DR7QSO i = 21.1 9380 deg2 105,783 0.004
LQAC i ∼ 23 9380 deg2 113,666 0.01
X-ray Catalogue i+ < 22.5 2.13 deg2 326 0.004
2.3.2 Selection Criteria and Biases
Quasar classification within SDSS is based solely on the presence of broad emission lines
(Schneider et al. 2010). Therefore, the SDSS DR7QSO catalogue selects the quasars
which have at least one emission line, thereby eliminating any Type 2 quasars.
The overall DR7QSO catalogue contains objects with luminosities greater than Mi =
−22.0. This means that, at z ≈ 0.4, an object with Mi = −22 will be rejected due to the
catalogue selection criteria. These limits are not applied to the Stripe 82 area as this field
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Figure 2.8: The errors between the photometric and spectroscopic redshifts for SDSS quasars
in the Stripe 82 field against the spectroscopic redshift. The dashed lines show the 3σ limits and
the solid line shows the line ∆z = 0.
is designed to be deeper than this and can be considered as a separate sample. However,
this selection criteria will affect the COSMOS field, limiting the lower luminosity objects
from the SDSS database at high redshifts.
Schneider et al. (2010) stress that the DR7QSO catalogue is not a statistical sample be-
cause the quasar selection process does not produce a uniform and homogeneous sample.
The algorithm used in the selection process varies over time for the different SDSS data
releases, so there is no uniform set of selection criteria (Schneider et al. 2002). Some of
the quasars included have also been found during other surveys (i.e., not targeted by the
spectroscopic SDSS quasar selection algorithm), so are not subject to the same criteria.
The LQAC contains objects from the SDSS DR6QSO release so some quasars may be
found in both catalogues. Even though DR7 will include some of the quasars from
DR6, some may have been removed from the new catalogue due to modifications in the
selection criteria. The objects in DR6 are still valid quasars.
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The quasars in X-ray catalogues have been found in the main SDSS database to obtain
the magnitudes so the quasar magnitudes can be compared.
2.4 Sample windowing
Figure 2.9 shows a flow chart of the process used to select the quasars from the catalogues.
Initially, there were 104 quasars in the COSMOS field. These were taken from the SDSS
DR7QSO catalogue, LQAC, and from the X-ray catalogues. Some quasars appeared in
two or all of these catalogues. If this was the case, quasars from the DR7QSO catalogue
were given priority (as it is the most up-to-date), then the LQAC quasar data, with
the X-ray quasar data only being used if the quasar was not found in the other two
catalogues. All of these quasars are within the redshift range 0.103 < z < 1.188. In the
Stripe 82 field, there were 1704 quasars within the redshift range 0.08 < z < 0.845. This
smaller redshift range is used as there is no cluster data above this redshift for this field.
When the quasars were matched to their nearest cluster, there were 103 in the COSMOS
field and 751 in the Stripe 82 field within a 2D projected distance of 15 Mpc of the
closest cluster, calculated at the epoch of the quasar. A maximum separation of 15 Mpc
was chosen as this is roughly ∼ 3× the size of the largest cluster as shown in Figure 2.4.
Therefore quasars lying at separation > 15 Mpc will be beyond the sphere of influence
of the largest cluster. To ensure that the cluster selected is the closest cluster to the
quasar, the separation between the quasar-cluster pair must be less than the distance to
the nearest field edge. The cluster-quasar pairs were discarded if the quasar lay closer to
the field edge than the closest cluster, as it would not be possible to determine if there
could be another cluster closer to the quasar outside the field.
This selection process reduced the numbers to 99 quasars in the COSMOS field and 578
in the Stripe 82 field.
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Figure 2.9: Flow chart showing the process used to select and eliminate quasars in final sample.
2.5 Cluster-Quasar Separations
The separation between the galaxy cluster and quasars are found using the redshift of
the quasar and the RA and DEC positions (see Section 2.5.1).
Initially all clusters lying within a specific redshift range of the quasar were selected.
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This redshift range was given by the error on the cluster redshifts. For the COSMOS
galaxy clusters, the error is given individually for the COSMOS clusters and is estimated
at 9% of the cluster redshift for the Stripe 82 clusters (see section 2.2 for more details).
This error is to equivalent of 18 Mpc at z = 0.1 and 92 Mpc at z = 0.7. The distances
from the quasars to each of these clusters was calculated, and the clusters lying within a
2D projected distance of 15 Mpc of each quasar were selected. The distances were found
as the proper distance at the epoch corresponding to the quasar redshift. The distance
at the redshift of the quasar was used as the quasar redshift was the most accurate. This
distance would also give the most logical distance to compare as this gives the physical
distance at the epoch of the quasar.
To give an indication of where the quasar is lying with respect to the cluster, the distances
to the closest galaxy and the Bright Cluster Galaxy (BCG) were found to asses any
relationship between the quasar and BCG, and the quasar and closest galaxy.
A “separation ratio” (sepRatio) is defined as the separation using the quasar redshift at
the redshift of the quasar, divided by the average radius of the cluster. This will give an
indication as to whether the quasar lies within the cluster (SepRatio < 1) or outside the
cluster (sepRatio > 1). With this method, there will also be some line of sight problems.
Given the errors on the cluster redshift, quasars which appear to lie within the cluster
boundaries may lie in front or behind the cluster. For quasars seen as lying outside the
clusters, this effect will not exist.
The 3D separations have been calculated which will give some indication as to whether
the quasar is likely to lie within the cluster or if it is a line of sight effect. The errors
on the 3D separations have been calculated. The projected 2D separations do not take
into account the cluster redshift, except to ensure the cluster and quasar are within a
set redshift range. This means the cluster to which a quasar is attached to as the closest
cluster may be different for the 2D and the 3D separations. The information about each
quasar is included in the final database (see Section B.1 for details on the final database).
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2.5.1 Calculating the 2D Separations
The 2D projected separation between the cluster centre and the quasar at the redshift
of the quasar is given by Equation 2.3. q and g denote the quasar and galaxy cluster
respectively.
projected separation = Rtq × rq × ψ (2.3)
where the scale factor Rtq =
1
(1+zq)
, zq is the redshift of the quasar and ψ is the angular
separation.
The comoving distance, rq, was found using Equation 2.4 (Peacock 1999) and assuming
that ΩM +ΩΛ = 1 and ΩR = 0, where Ω is the density parameter.
rq =
c
H0
∫ z
0
(ΩM (1 + z)
3 + 1− ΩM )−0.5dz (2.4)
The angular separation, ψ, between the cluster and the quasar is given using spherical
trigonometry (Equation 2.5) (Smart & Green 1977).
cosψ = cos θg cos θq + sin θg sin θq cos(φg − φq) (2.5)
where θ = (pi2 - DEC) and φ = RA (DEC and RA are both in radians).
The projected separations between the cluster centres (the mean of the RA and Dec of
all cluster members) and the quasars have been calculated at the redshift of the quasar.
The 2D projected separations between the quasar and the BCG, and the quasars and
closest cluster galaxy have also been calculated using this method.
2.5.2 Calculating the 3D Separation
The 2D separations are only projected separations and do not give information about
where, in 3D space, the quasar lies in relation to the galaxy cluster. The 3D separation
takes into account the differences in redshift of the quasar and cluster and calculates
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the actual physical separation in Mpc. Finding the 3D separations is limited to only
the distance between the quasar and the cluster centre. Without individual redshifts for
each galaxy within the cluster, it is not possible to determine the physical 3D distance
to the closest cluster member or the edge of the cluster. For these values, only the 2D
projected distance can be estimated.
The 3-dimensional separations are found using the positions and redshifts of both the
cluster and the quasar. The distances to each cluster and quasar were calculated, and the
separation between the quasar and cluster centre calculated using simple trigonometry.
The separations are much larger than the 2D projected distances given the differences
in redshift of the cluster and the quasar, and the errors involved are also larger due to
the errors associated with the cluster redshifts. The separations were calculated at the
redshift of the quasar.
The 3D distance was calculated using Equation 2.6 (Kibble & Berkshire 2004).
sep 3D =
√
(x1− x2)2 + (y1− y2)2 + (z1− z2)2 (2.6)
where x1, y1 and z1 are given by Equations 2.7 - 2.9, which use the quasar redshift and
position.
x1 = Rt0 × rq × sin θq × cosφq (2.7)
y1 = Rt0 × rq × sin θq × sinφq (2.8)
z1 = Rt0 × rg × cos θq (2.9)
x2, y2 and z2 are calculated using Equations 2.10 - 2.12 and use the redshift and position
of the cluster centre.
x2 = Rt0 × rg × sin θg × cosφg (2.10)
y2 = Rt0 × rg × sin θg × sinφg (2.11)
z2 = Rt0 × rg × cos θg (2.12)
rg and rq are the comoving distances for the galaxy cluster and the quasar respectively,
given by Equation 2.4, and Rt0 is the scale factor at the present epoch and is equal to
1.0.
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2.5.3 Separation Errors
Given that the 2D separations rely on only the redshift of the quasar and the positions
of both the quasar and cluster, the errors are relatively small. The errors on the quasar
redshift can be found in Table 2.3.
The errors on the 3D separations are larger due to the increased error on the redshifts of
the clusters which is also dependent on the cluster redshift. For the errors on the galaxy
clusters, see section 2.2.2. The 3D separations are useful as they give information about
the actual physical separations between the quasar and the galaxy cluster centre.
Errors on the 3D separations were calculated using the cluster redshift errors. To do
this, the physical distance represented by the cluster redshift error is estimated. For
this, the distance to the cluster has been calculated. Then the distance to the cluster is
calculated if the cluster were to be lying at z ±∆z, using Equation 2.6. The difference
in the two distances estimates the physical distance which corresponds to the error on
the cluster redshift. This gives a good estimate on the error on the 3D separations.
For the COSMOS sample, the mean error on the 3D separations due to the error on the
cluster redshift is < ∆sep3D >= 29.7 Mpc with a standard deviation of 8.9 Mpc. For
Stripe 82 clusters, the mean error on the 3D separations is < ∆sep3D >= 139.17 Mpc
with a standard deviation of 27.8 Mpc. This is expected due to the larger errors on the
Stripe 82 cluster redshifts.
2.6 Cluster Shape
The length of the major and minor axes of the galaxy clusters has been estimated using
the inertia tensor. This method will also provide information about the orientation of
the cluster in the sky. This information is used when studying the separation ratio,
which uses the mean of the major and minor axes as an estimate of the cluster radius.
The orientation of the cluster is used to look at large scale structure and to study the
positions of the quasars with respect to the orientation of galaxy clusters.
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2.6.1 Inertia Tensor
The inertia tensor was used to calculate the moment of inertia for each cluster member.
We have no information about the masses of the individual galaxies so have assumed a
point mass for each galaxy and have also assumed an elliptical 2D distribution. Given
that most clusters are elliptical, for the inertial tensor, this is a good assumption. A 2D
distribution has been used as the redshift information for each individual galaxy in a the
cluster is not available, giving no information about the 3D mass distribution. With only
a few galaxies in some clusters, calculating the density of the cluster would be unreliable
so a uniform distribution has been used. Using the mean of the moment of inertia for
each cluster member, the overall inertial tensor for the cluster is found. The centre of
the galaxy cluster is taken as the mean position of all the cluster members. The tensor
is given by:
I =
∣∣∣∣∣∣∣
Ixx Ixy
Iyx Iyy
∣∣∣∣∣∣∣
where
Ixx = Σ((y − y)2)
Iyy = Σ((x− x)2)
Ixy = Iyx = −Σ(x− x)× (y − y)
The array is then diagonalised and, from the resultant array, the major axis is given by
ia =
√
4I′yy
n and the minor axis is given by ib =
√
4I′xx
n , where n is the number of galaxies
within the cluster, and I ′xx and I
′
yy are from the diagonalised array.
The major and minor axes found using the inertia method are only the axes of the
cluster as seen projected on the sky. Due to the lack of redshift information on each
cluster member, the shape of the cluster along the line of sight can not be estimated.
Figure 2.10 shows the major and minor axes, and the angle for an example cluster. The
vertical line is set at the RA of the centre of the cluster. The orientation angle between
the major axis of the cluster and the vertical line through the RA of the cluster centre
is taken as ±90 deg with 0 degrees lying at the RA of the cluster centre. This angle
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will also be a projected angle between the cluster’s major axis and the vertical line of
constant RA (i.e., this is not a solid angle estimate).
Figure 2.10: The angle and major and minor axes calculated using the inertial tensor method.
2.6.2 Inertia Tensor Errors
To calculate the errors on the angle of orientation of the cluster, the inertia tensor is
calculated for each cluster with a single member removed and repeated for each cluster
member. The spread in the angles of the orientation of the galaxy cluster shows the effect
a single galaxy has on that cluster. Clusters with a larger standard deviation are more
affected by single members. This method does work for most of the clusters. However,
for clusters with a small number of members (e.g., < 10 members), this method is less
reliable as each cluster member has a larger affect on the overall angle value than in a
cluster with a large number of members.
Figure 2.11 shows the standard deviation in the errors on the angles of the clusters
against the number of cluster members. The spread in the estimated angle of orientation
decreases as the number of member galaxies increases as a single member has less impact
on the estimated orientation of the cluster. On average, the errors were found to be within
20◦ (2σ) of the quoted angle of orientation from the inertia tensor.
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Figure 2.11: The standard deviation of the angle of the orientation of the galaxy cluster found
when a single member is removed from a cluster.
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This method relies on the cluster being elliptical. The errors on the angle of the cluster
will be larger for more circular clusters as their major axes are less well defined. To
test for this effect, the ratio of the minor to major axes has been calculated, to assess
the ellipticity of the clusters. The average ratio between the minor and major axis is
0.46±0.19, indicating on average, the clusters are elliptical. In Stripe 82, 4% of the
clusters have a ratio between the minor and major axis of 0.80. This percentage is
slightly higher for the COSMOS field at 6%. However, this does indicate that the errors
on the orientation of the cluster for most clusters will not be affected by ellipticity of the
cluster.
To check the accuracy of the length of the major axis of the clusters from the inertia
tensor method, the projected 2D separations from the cluster centre to the furthest
cluster member have been calculated and plotted against the estimated major axis length
for the COSMOS sample (Figure 2.12) and for Stripe 82 (Figure 2.13). As the galaxy
clusters are mostly elliptical, the distance to the furthest cluster member should correlate
roughly to the length of the major axis estimated from the inertial tensor method.
For COSMOS clusters, there is a large amount of scatter (Figure 2.12). The solid line is
the x = y line. The dotted line is the line of best fit, where the distance to the furthest
galaxy member is 0.76× the length of the major axis.
However, for the Stripe 82 sample (Figure 2.13), the distance to the furthest cluster
member is calculated to be larger than major axis estimate. The solid line is the line of
x = y and the dotted line is the line of best fit, where the distance from the cluster centre
to the furthest galaxy member is 1.98× the length of the major axis. This difference is
likely due to the selection criteria used in selecting the cluster members, as discussed in
Section 2.2.2. The clusters identified in Stripe 82 also have a lower minimum number of
members, which will increase the error associated with the inertial tensor.
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Figure 2.12: The distance to the furthest cluster member plotted against the major axis estimate
for the COSMOS cluster sample. The solid line is the distance to the furthest member = length
of the major axis. The dashed line is the line of best fit between the major axis values and the
distance to the furthest cluster member and is found to be the distance to the furthest cluster
member = 0.76 × the length of the major axis.
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Figure 2.13: The distance to the furthest cluster member plotted against the major axis estimate
for the Stripe 82 cluster sample. The solid line is the distance to the furthest member = length
of the major axis. The dashed line is the line of best fit between the major axis values and the
distance to the furthest cluster member and is found to be the distance to the furthest cluster
member = 1.98 × the length of the major axis.
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2.7 Control Sample
To check any results found are not due to random alignments, a sample of control
quasars has been created. This sample was created by taking the existing samples and
randomly selecting the RAs and DECs, without replacement. This created a random
sample of quasars with the same distributions of RA and DEC as the observed sample.
The separations between quasars from the random quasar sample and clusters from the
COSMOS and Stripe 82 cluster samples were calculated using the methods described in
Section 2.5. The cluster samples were not altered for this.
If observed results match the simulated results obtained using this random sample, any
patterns seen in the observed sample should be due to random coincidence and not a
physical process. However, if there are any large structures within the field, there is no
way to avoid some of these structures potentially appearing in the random sample.
The absolute magnitude was calculated using (Peacock 1999):
Mr = r − 2.5(α− 1) log(1 + z)− 5 log
(
LD
rpc
)
(2.13)
where r = the apparent r magnitude, rpc = 10pc and LD = the luminosity distance
which is given by:
LD =
√
L
4piF
(2.14)
where L is the luminosity, and F is the flux.
α is related to the power law of the Spectral Energy Distribution (SED) of the quasar,
using the form fν ∝ ν−α where α = 0.5+0.5−0.05 (Vanden Berk et al. 2001; Zheng et al. 1997;
Schneider et al. 2001). To study the evolution of the environments of AGN and quasars,
a large redshift range has been used. Because of this, at different redshifts different parts
of the spectra will be seen in the r band.
As the control sample uses the same selection methods for finding quasar-cluster pairs
as the observed sample, the two samples will not nessarily have the same sample size.
For example, a smaller control sample would indicate more quasars lie at distances < 15
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Mpc in the observed sample than in the control sample. When using the statistical tests
in Chapters 3, 4, and 6, the effect of the sample size and of differing sample sizes has
been investigated, and numbers have been normalised where needed.
All parameters (e.g., separation ratio, distances to BCG and closest galaxy, etc.) have
been calculated for the simulated data. Results from these control catalogues will be
compared to results obtained from the observations and will be used to assess the signif-
icance of any results. The control samples are included in the attached disk and further
details on the database file can be found in Appendix 2.
All the results are presented in Chapters 3 and 4.
2.8 Summary
The quasar and cluster catalogues cover a redshift range of 0 < z < 1.2, though in
the range 0.8 < z < 1.2, there are only redshifts in the COSMOS field. Quasar-cluster
pairs have been selected where the quasar lies at the same redshift of the cluster (within
the cluster redshift errors) and within a 2D projected distance of 15 Mpc. There are
99 quasar-cluster pairs in the COSMOS field and 578 in the Stripe 82 field. The 2D
projected separations at the epoch of the quasar have been found between the quasar
and the closest cluster centre, the closest cluster member, and the BCG of the cluster.
The 3D distances between the quasar and closest cluster centre have also been found,
which uses the redshifts of both the quasar and the cluster. The errors on the 3D
separations have been found using the errors on the cluster redshift.
The orientation of the cluster is found using the inertia tensor. This method also gives
an estimate of the length of the major and minor axes of the cluster. The orientation
angle between the quasar and the cluster major axis have been calculated to study the
orientation of the quasar with respect to the closest cluster.
There are small differences in the definitions of the boundaries of a cluster for the 2 fields,
which mean that the clusters selected have different properties such as cluster size. The
fields have been studied together and separately to account for these differences.
52
Chapter 3
Quasar-Cluster Proximity as a
Function of Redshift
This chapter investigates the distances between quasars and clusters as a function of
redshift. Different mechanisms can trigger quasar activity and dominate in different
environments. The distance a quasar lies from a cluster gives an indication of that
environment and studying the change in the environment over a range of redshift allows
the evolution of the quasar triggering mechanisms to be studied. The distances to the
nearest galaxy and the 3D distances have also been studied.
The results are also compared to studies of the control field which uses a random sample
of quasars (see Section 2.7 for more details).
3.1 Quasar-Cluster Distances
Different distances have been calculated (Sections 2.5.1 and 2.5.2):
• projected 2D separation between the quasar and the closest cluster centre at the
redshift of the quasar;
• projected 2D separation between the quasar and the closest cluster member at the
redshift of the quasar, and
53
• 3D separation between the quasar and the closest cluster centre
Each of these values will be studied separately and compared to the same distance in the
control field. This control field will be used to compare the observed data to a random
sample, making it possible to determine whether any trends seen are real.
To study the evolution of quasar-cluster separations with redshift, redshift slices have
been taken with low redshift defined as 0 < z < 0.4, intermediate redshift as 0.4 < z < 0.8
and high redshift as 0.8 < z < 1.2.
The number of quasar-cluster matches within 15 Mpc, median redshift of the quasars
and number of quasar-cluster matches to the closest cluster within the redshift ranges
described above can be seen in Table 3.1.
Table 3.1: Information on the final number of quasar-cluster matches.
Survey QSO-cluster median z 0 < z < 0.4 0.4 < z < 0.8 0.8 < z < 1.2
pairs
Both fields 677 0.487 192 420 65
COSMOS 99 0.905 11 24 64
Stripe 82 578 0.467 181 396 1
3.1.1 Separation from the Closest Cluster Centre
Figure 3.1 shows the separations between a quasar and the closest cluster centre as a
function of redshift for the COSMOS (blue points) and Stripe 82 (red points) fields. This
clearly shows the area where each survey dominates. There are no quasars in the top
left of the figure as would be expected due to the limited field sizes. However, this would
not affect the top right of the figure, where at high redshifts, there is a deficit of quasars
lying at large separations from a cluster centre.
There appears to be a “spike” in the number of quasars at z ∼ 1.15−1.2. This indicates
an increase in the density in this area, possibly the present of the LQG.
The lines on Figure 3.1 show the physical distance to the edge of the field for a quasar
lying at the centre of that field, to give an indication of the approximate size of the field.
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Figure 3.1: The quasar-closest cluster centre separations for the redshift range 0 < z < 1.2.
The red points are from Stripe 82 and the blue points are from COSMOS. The lines indicate the
field edge for the COSMOS (blue) and Stripe 82 (red) fields.
The COSMOS field is square so at the centre of the field, the minimum distance to the
edge of the field will be the same in the RA and DEC directions. The Stripe 82 field,
however, is rectangular. The width of Stripe 82 is only 3◦ in DEC and 118◦ in RA, so
therefore limited most by the DEC range. The distance from DEC=0 to the closest
edge has been used.
Figure 3.2 shows the separations up to 5 Mpc for the COSMOS and Stripe 82 fields.
The red points are from Stripe 82 and the blue points are from the COSMOS field.
There appears to be a deficit of quasars lying close to a cluster centre (<1 Mpc) in the
intermediate redshift range, 0.4 < z < 0.8. In this redshift range, only 33% of quasars
lie at separations <5 Mpc and only 2.4% lie closer than 1 Mpc. This is potentially
significant. This deficit is most evident in the COSMOS sample as the COSMOS field
covers the whole redshift range. It can also be seen to some extent in the Stripe 82
sample, though this sample becomes less complete for z > 0.6. This deficit of quasars at
close distances to galaxy clusters should not be caused by the field size as the deficit at
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larger separations will be.
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Figure 3.2: The separations between quasar and the closest cluster centre for the redshift range
0 < z < 1.2. The red points are from Stripe 82 and the blue points are from COSMOS.
At low redshifts, z < 0.4, the COSMOS field will be affected by the field edge so the
results for separations at redshifts z < 0.4 should not be considered complete for the
COSMOS sample. However, at higher redshifts, the limited field size should not affect
the results. For redshifts z > 0.8, 75.8% of the quasars lie at distances <5Mpc with
19.4% lying within 1Mpc. For the Stripe 82 field, above z = 0.6, the number of quasar-
cluster pairs decreases. This is due to the reduction in the completeness of the Stripe 82
sample (Geach et al. 2011) and should not be considered as a physical effect.
Table 3.2 shows the fractions of quasars lying < 1 Mpc and < 5 Mpc from the centre of
a cluster for low (0 < z < 0.4), intermediate (0.4 < z < 0.8) and high (0.8 < z < 1.2)
redshift ranges, for the combined COSMOS and Stripe 82 sample, and for the COSMOS
and Stripe 82 fields separately. At low redshifts, all of the quasars in the COSMOS field
lie < 5 Mpc from a cluster centre. This is an effect of the limited field size which means
the field is too small to get quasar-cluster pairs with larger separations. The Stripe 82
data shows a decrease in the fraction of quasars lying close to a cluster centre as the
56
redshift increases. This can also be seen to a lesser extent in the COSMOS data. At
higher redshifts, the fraction of quasars lying close to a cluster centre appears to increase
again. This would mean quasars avoid the higher density regions at intermediate redshifts
(0.4 < z < 0.8) so secular processes would be more dominate in this redshift range.
Table 3.2: The percentage of quasars at distances from the closest cluster centre for the COSMOS
and Stripe 82 fields, at low, intermediate and high redshifts.
0 < z < 0.4 0.4 < z < 0.8 0.8 < z < 1.2
< 1 Mpc < 5 Mpc < 1 Mpc < 5 Mpc < 1 Mpc < 5 Mpc
Both fields 10.4% 68.9% 2.4% 33.0% 19.0% 74.6%
COSMOS field 38.5% 100% 8.3% 79.2% 19.4% 75.8%
Stripe 82 field 8.3% 66.7% 2.0% 30.2% - -
3.1.2 3D Separations
Figure 3.3 shows 3D separations between quasars and the closest cluster centre as a
function of redshift for the Stripe 82 field (red points) and COSMOS field (blue points)
with error bars showing the error on the calculated 3D separation. As mentioned in
Section 2.5.3, the errors have been calculated for the 3D separations using the error
on the cluster redshifts. Figure 3.3 shows the errors on the 3D separatios in Mpc. The
errors on the COSMOS cluster (1-5%) are significantly lower than those for the Stripe 82
clusters (9% of the cluster redshift). The errors increase with redshift, which is expected
as the error on the cluster redshift is a fraction of the redshift.
As can be seen in Figure 3.3, the errors on the 3D separations are too large to allow
conclusions to be drawn from the 3D separations. However, the 3D separations will be
included in later Chapters for completeness.
3.1.3 Separation to Closest Cluster Galaxy
The 2D projected separations between the quasar and the closest cluster member have
been calculated. This distance is a projected 2D distance as the redshift information for
individual cluster members is not available.
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Figure 3.3: The closest 3D separations between quasar and the closest cluster centre for the
redshift range 0 < z < 1.2 and errors on the 3D separations. The red points shows quasars from
the Stripe 82 data while the blue points mark COSMOS quasars.
Figure 3.4 shows the 2D projected separations between the quasar and the closest cluster
member for the Stripe 82 field (red) and the COSMOS field (blue). In this Figure, the
deficit of quasars lying close to clusters at intermediate redshifts is not so apparent.
There appears to be no evolution with redshift of the distance a quasar lies from the
closest galaxy. A larger data sample at higher redshifts is needed to further test any
evolution with redshift. The significance of this will be tested in Section 3.3.
3.1.4 Control Field
Section 2.7 describes the method used to create a control sample of quasars. This involves
randomly re-sampling the RAs and DECs of quasars to create a random sample with
the same distribution of positions as the observed sample. The positions and redshifts
of the galaxy clusters have been left the same. The field edge effects are the same for
the control sample as for the observed sample, as the two datasets have been treated the
same.
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Figure 3.4: The closest separations between quasar and the closest cluster member for the
redshift range 0 < z < 1.2. The red points are quasars from Stripe 82 and the blue points are
quasars from COSMOS.
Figure 3.5 shows the 2D projected separations between the samples of control quasars
and the closest cluster centres. The red points show separations using the control quasars
with randomly selected positions in the Stripe 82 field whereas the blue point mark the
control quasars in the COSMOS field. The lines on Figure 3.5 show the physical distance
to the edge of the field for a quasar lying at the centre of that field, to give an indication
of the approximate size of the field. These lines are the same as those in Figure 3.1.
This Figure shows the distribution of the control quasar-cluster separations with redshift
is similar to that of the COSMOS and Stripe 82 observations shown in Figure 3.1. For
the COSMOS sample (blue points), there appear to be more quasars lying further away
from the closest cluster centre in the observed sample than in the control sample. This
suggests, for the COSMOS field, quasars prefer to lie in less dense regions.
For the Stripe 82 data, between 0.2 < z < 0.4, there appear to be more quasars lying
further away from the closest cluster centre than are seen in the observed data sample.
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In Figure 3.5, there is no evidence of the deficit of quasars lying close to a cluster centre
at 0.4 < z < 0.8, which is seen in Figure 3.1. In the COSMOS control sample at
high redshifts, there is a lack of quasars lying at large distances from the closest cluster
centre. This lack is not seen in the observed samples. More control samples are needed
to investigate this deficit.
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Figure 3.5: The separations between a control quasar and the closest cluster centre for the
redshift range 0 < z < 1.2. The red points are from Stripe 82 and the blue points are from
COSMOS. The lines indicate the field edges for the COSMOS (blue) and Stripe 82 (red) fields.
The errors on the 3D separations will have the same distribution as for the observed
data. It is not possible to comment on any trends from the calculated 3D separations as
the errors are too large.
Statistical tests will test the validity of these results and observations based on visual
inspection (see Section 3.3).
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3.2 Angular Separations
We define the angular separation as the angle between the line connecting the cluster
centre with the quasar position and the major axis of the cluster. First the angle be-
tween the line connecting the cluster centre with the quasar position and the Declination
axis intersecting the quasar position is calculated (θq in Figure 3.6 which shows the ge-
ometrical arrangement). Second the angle between the major axis and the Declination
axis intersecting the cluster centre, θc, is found. These are then used in Equation 3.1 to
derive the angular separation of the quasar with respect to the major axis of the galaxy
cluster, θcq.
θcq = 180− θq + θc (3.1)
Figure 3.6: The angles used to calculate the angle between a quasar and the major axis of the
closest cluster.
An angle of 0◦ indicates that the quasar lies in line with the major axis of the cluster.
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An angle of 90◦ indicates the quasar lies perpendicular to the major axis of the cluster
(i.e., in line with the cluster minor axis). The distribution of the angles between a quasar
and the major axis of the closest cluster can be seen in Figure 3.7 for COSMOS (blue)
and Stripe 82 (red). Section 2.6.2 describes the method used to calculate the errors on
the major axis of the cluster. The errors on the angle are 13◦ ± 10◦. This error is not
large enough to have a significant impact on the overall distribution of the angles.
Figure 3.7: Histogram of angles between a quasar and the major axis of the closest galaxy
cluster for COSMOS (blue) and Stripe 82 (red).
Figure 3.8 shows the separations between the quasar and the closest cluster centre over
the redshift range 0 < z < 1.2. The points are colour coded to show the angle between
the cluster major axis and the quasar. The figure shows no pattern in the distributions
of angles with either redshift or separation distance, which suggests quasars lie at no
preferential angle to the cluster orientation. Again, the errors on the orientation angle
are not large enough to have a significant impact on this result.
These observations are based on the visual inspection of the plots. A statistical analysis
can be found in Section 3.3.
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Figure 3.8: The separations between a quasar and the closest cluster centre for the redshift
range 0 < z < 1.2. The points are colour coded with respect to the angle between the quasar
and the cluster major axis.
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3.2.1 Control Field
The angles between the control quasars and the cluster major axis were found using the
method described in Section 3.2.
Figure 3.9 shows the distribution of separations between the control quasars and the
closest cluster centre as a function of redshift. The distribution of angles between a
control quasar and the major axis of the closest cluster is shown by the colours of the
points. This will be compared to observed data (seen in Figure 3.12) in Sections 3.2.2
and 3.3.
Figure 3.9: The closest separations between a control quasar and the closest cluster centre for
the redshift range 0 < z < 1.2. The points are colour coded with respect to the angle between
the quasar and the cluster major axis.
3.2.2 Comparing Angles in Observed and Control Fields
For each of the histograms in this section, the solid line shows data from the observed
field and the dotted line shows the data from the control field.
Figure 3.10 shows the distributions of the orientation angle of the quasar with respect
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to the cluster major axis for Stripe 82 (red) and COSMOS (blue), for the the observed
(solid) and control (dotted) fields. There are no significant differences between the overall
distributions of the angles for the observed and control fields for either the COSMOS or
the Stripe 82 field. The sample size is different for the control and observed sample, which
is more noticeable in the Strip 82 sample. Figure 3.11 shows just the angle distribution
for Stripe 82. where the count has been normalised. This shows that there is no difference
in the distributions so the difference seen in Figure 3.10 is due to different sample sizes.
Figure 3.10: The orientation angle of the quasar with respect to the cluster major axis for Stripe
82 (red) and COSMOS (blue) for the observed (solid) and control (dotted) fields.
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Figure 3.11: The orientation angle of the quasar with respect to the cluster major axis for Stripe
82 for the observed (solid) and control (dotted) fields.
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Figure 3.12 shows the distributions of the orientation angle of the quasar with respect to
the cluster major axis for a range of 2D projected separations: < 1 Mpc (red), 1-5 Mpc
(blue) and >5 Mpc (green). At close separations (<1 Mpc), more quasars in the observed
fields prefer to lie at angles > 60◦ than in the control fields. However, the sample of
quasars at close separations is small for both the observed and control samples. A larger
number of objects would be needed to further assess this difference. At intermediate
(1-5 Mpc) and larger (> 5 Mpc) separations, there is no observable difference between
the angles for the observed and control fields.
Figure 3.12: The orientation angle of the quasar with respect to the cluster major axis for the
separations < 1 Mpc (red), 1-5 Mpc (blue) and >5 Mpc (green) for the observed (solid) and
control (dotted) fields.
Figure 3.13 shows the distributions of the orientation angle of the quasar with respect to
the cluster major axis for different redshift ranges: 0 < z < 0.4 (red), 0.4 < z < 0.8 (blue)
and 0.8 < z < 1.2 (green). There appears to be no difference between the distributions
of angles from the observed and and control fields, for any of the redshift ranges.
These observations are based on the visual inspection of the plots. A statistical analysis
can be found in Section 3.3.
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Figure 3.13: The orientation angle of the quasar with respect to the cluster major axis as a
function of the quasar redshift for the redshift ranges 0 < z < 0.4 (red), 0.4 < z < 0.8 (blue) and
0.8 < z < 1.2 (green) for the observed (solid) and control (dotted) fields.
3.3 Statistics
3.3.1 Statistics Tests
One Dimensional Kolmogorov Smirnov Test
The Kolmogorov Smirnov (K-S) test is used to determine if two datasets are significantly
different. This test is used when the data is continuous (i.e., unbinned) and makes no
assumption about the underlying distribution of the data. The test works by creating a
cumulative distribution function for each dataset and comparing the two distributions.
The value D is the maximum value of the absolute difference between the two cumulative
distribution functions. The p-value given is the significance of any non-zero value of D
returned. The cumulative probability distribution used to calculate the p-value is given
by (Press et al. 1992):
PKS(z) = 1− 2
∞∑
j=1
(−1)j−1exp(−2j2z2) (3.2)
where PKS(z) is the cumulative distribution function which finds the probability of the
variable z, and j is an integer between 1 and ∞.
QKS(z) = 1 − PKS(z) is the cumulative probability function and is also used. The
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limiting values for both cumulative distribution functions are:
PKS(0) = 0 PKS(∞) = 1
QKS(0) = 1 QKS(∞) = 0
In terms of QKS , the p-value of an observed D is approximated by:
Probability(D > Dobs) ≈ QKS
([√
Ne + 0.12 +
0.11√
Ne
]
D
)
(3.3)
where Ne is the effective number of data points. This approximation is good as long as
Ne ≥ 14 (Press et al. 1992).
The K-S test is most sensitive around the median of values and less sensitive towards
the extreme ends of the distribution.
The null hypothesis is that the two distributions are drawn from the same continuous
distribution and a p-value of 1 indicates that the null hypothesis is likely to be the
correct one. This test uses a two-sided alternative hypothesis. This tests whether the
distributions are different, but not how. For example, it will not test whether distribution
x is shifted to the right or left of distribution y.
Two Dimensional Kolmogorov Smirnov Test
To assess the evolution of the projected 2D separations between a quasar and the closest
cluster centre with redshift, a two dimensional KS test is used.
Each data point is given a pair of coordinates (x, y), which, in this case, will be the red-
shift and the projected 2D separation. The (x, y) plane is then split into four quadrants
around a given point (xi, yi) which is the point which maximises the difference between
the number of points in each quadrant. Then the integrated probability in each of the
four natural quadrants is found. An example of these quadrants can be found in Figure
3.14. The squares and triangles show the two different samples and the dotted lines
show the quadrants with the shaded quadrant being the quadrant where the maximum
difference between the number of squares and triangles occurs.
The KS statistic D is now taken as the maximum difference between corresponding
integrated probabilities (Press et al. 1992). The significance of the difference between
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Figure 3.14: An example of the 2 dimensional KS test (Press et al. 1992).
quadrants is determined by Equation 3.4.
Probability(D > Dobs) ≈ QKS

 √ND
1 +
√
1− r2(0.25− 0.75√
N
)

 (3.4)
whereQKS = 1−PKS(z) is the cumulative probability function (PKS(z) is from Equation
3.2), and N = N1N2N1+N2 where N1 and N2 are the numbers in each sample.
The 2D KS test is slightly dependent on the distribution so the probability given is only
an estimate. This test is also affected by sample size, so statistics for the COSMOS
field will be less accurate than the statistics for the Stripe 82 field which has more
quasar-cluster pairs due to the larger sky area covered.
From this test, a small probability indicates that the two samples are significantly dif-
ferent. This means that any trends seen in the observed data are likely to be real and
not due to random chance (Press et al. 1992).
In the one dimensional KS test, a large value for D indicates there is a large maximum
difference between the cumulative probability distributions of the observed and control
samples. (A small value of D means the cumulative probabilities are similar.) For a
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two dimensional KS test, a large value for D indicates the maximum differences between
the quadrants. Therefore, a large value of D indicates a large difference between the
control and observed distributions and any trends seen within the observed samples are
significant.
3.3.2 Separation Statistics
The distributions of characteristics of the quasar-cluster pairs can be seen in Table
3.3, which shows the D and p-values using the two dimensional KS test for different
characteristics of quasar-cluster pairs. This table shows the statistics for all of the
observed data and does not distinguish between the COSMOS and Stripe 82 fields.
Table 3.3: D and p-values from two dimensional KS test for different characteristics of quasar-
cluster pairs.
Distribution D p-value
2D quasar-cluster centre separation - redshift 0.115 0.006
2D quasar-cluster centre separation - quasar orientation angle 0.086 0.074
2D quasar cluster centre separation - cluster richness 0.067 0.274
2D quasar-closest galaxy separation - redshift 0.107 0.013
2D quasar-BCG separation - redshift 0.120 0.004
3D quasar-cluster centre separation - redshift 0.129 0.013
3D quasar cluster centre separation - cluster richness 0.067 0.276
quasar orientation angle - redshift 0.084 0.089
quasar orientation angle - cluster richness 0.063 0.343
2D Projected Separations
To study any changes in separations between a quasar and the closest cluster centre, the
two dimensional KS test is used with one variable as the 2D projected separations and
the other as the redshift, angle between quasar and cluster major axis, or the cluster
richness.
Using a significance level of p=0.01, the 2D projected separations between the quasar
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and cluster centre as a function of redshift are shown to have significantly different
distributions for the observed and control fields. The observed data is shown in Figure
3.1 and the control data is shown in Figure 3.5. In Figure 3.1, there is a possible deficit
of quasars lying close to a cluster centre in the redshift range 0.4 < z < 0.8, which is
not as pronounced in the control data in Figure 3.5. This, as well as the 2D KS test
result, suggests that there is a potential evolution of the position of quasars with respect
to galaxy clusters as a function of redshift.
The distributions for the observed and control data for the 2D projected separations
between the quasar and the cluster BCG also significantly different, according to the
2D KS test. Figure 3.15 shows the 2D projected separation between a quasar and the
BCG of the closest galaxy cluster for the COSMOS (blue) and Stripe 82 (red) fields.
Figure 3.16 shows the 2D projected separation between a control quasar and the BCG
of the closest galaxy cluster for the COSMOS (blue) and Stripe 82 (red) fields. For both
Figures, the lines indicate the edges of the fields. In the observed data, the quasar prefer
to lie closer to the BCG than in the control data sample.
Cluster Richness
Lietzen et al. (2009) found that groups of galaxies with a quasar lying at less than 2Mpc
tended to be poorer on average. In contrast, in the COSMOS and Stripe 82 samples,
the average cluster richness for clusters with a quasar lying at <2 Mpc is 11.6 compared
to a richness of 8.9 for clusters lying at >2Mpc from a quasar. This suggests, for the
richest clusters, quasars lie closer to the cluster centre. However, the quasar sample used
by Lietzen et al. (2009) used only quasars in the redshift range 0.078 < z < 0.172, which
is below the redshift range for most of this work.
Figure 3.17 shows the 2D projected separations between the quasar and closest cluster
centre as a function of the richness of the galaxy cluster for z < 0.2 (red) and 0.2 <
z < 0.3 (blue). The lines shown are best fit lines for separation = richness + c for the
different redshift ranges. This shows a change in the trend for quasars to lie closer to a
poorer cluster at z ∼0.2.
Lietzen et al. (2009) also found that the richest clusters lay between 5 and 15h−1 Mpc
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Figure 3.15: The 2D projected separation between an observed quasar and the closest cluster
BCG for the COSMOS (blue) and Stripe 82 (red) fields. The lines indicate the field edges for
the COSMOS (blue) and Stripe 82 (red) fields.
from a quasar. In contrast, in the COSMOS and Stripe 82 samples, 13 out of 14 of
the richest clusters (richness > 40) lie at 2D projected separations of < 5.5 Mpc from a
quasar; the 14th lies at 8.5Mpc from a quasar. Given the small redshift range covered
by Lietzen et al. (2009), this result is likely to be larger than the cluster richness’s they
measured.
3D Separations
The two dimensional KS test values for the distribution of the 3D separations between
quasar-cluster pairs and the quasar redshift, angle between the quasar and cluster major
axis, and cluster richness are not significant. However, given the large errors on the 3D
separations, it is not possible to come to any conclusions about these distributions.
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Figure 3.16: The 2D projected separation between a control quasar and the closest cluster BCG
for the COSMOS (blue) and Stripe 82 (red) fields. The lines indicate the field edges for the
COSMOS (blue) and Stripe 82 (red) fields.
3.3.3 Angle Statistics
Comparing the 2D projected separation between quasars and the closest cluster centre
and the quasar orientation angle gives a p-value of 0.074 and D = 0.086. This indicates
the distribution of the angles with respect to the separation between the quasar and
cluster centre in the control sample and the observed sample are not significantly differ-
ent. This suggests that there is no link between the orientation of the cluster major axis
and the separation distance between the quasar and the cluster centre.
Comparing the redshift with the angle between the quasar and cluster major axis gives
a p-value of 0.089 and D = 0.084. This indicates that the angles from the control sample
and the angles from the observed samples as a function of redshift are not significantly
different.
Therefore, the orientation angle of the quasar with respect to the major axis of the
closest cluster is not dependent on redshift or quasar-cluster separation.
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Figure 3.17: 2D projected separations between quasar and closest cluster centre against cluster
richness as a function of cluster redshift for z < 0.2 (red) and 0.2 < z < 0.3 (blue). The lines
show the best fit for separation = richness + c for z < 0.2 and 0.2 < z < 0.3.
1D KS Test
To test whether there is a pattern in the distribution of angles between the quasar and
the major axis of the closest cluster, a 1D KS test can be used. The null hypothesis for
the K-S test is that the distribution of angles for the observed samples could be from
the same distribution as the angles taken from the control field.
The p-value from the K-S test was found as 0.696 with D = 0.039. Therefore the null
hypothesis, that the samples have the same distribution, should be accepted. This means
that quasars do not lie in any preferred direction with respect to the cluster axis of the
closest cluster. This is supported by results from the 2D KS test.
3.3.4 Comparing Fields
The COSMOS and Stripe 82 fields have also been considered separately; the statistics
of which are shown in Tables 3.4 and 3.5 for COSMOS and Stripe 82, respectively.
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Table 3.4: D and p-values from the two dimensional KS test for different characteristics of
quasar-cluster pairs for the COSMOS field.
Distribution D p-value
2D quasar-cluster centre separation - redshift 0.290 0.006
2D quasar-cluster centre separation - quasar orientation angle 0.319 0.002
2D quasar cluster centre separation - cluster richness 0.327 0.001
2D quasar-closest galaxy separation - redshift 0.302 0.003
2D quasar-BCG separation - redshift 0.230 0.049
3D quasar-cluster centre separation - redshift 0.180 0.205
3D quasar cluster centre separation - cluster richness 0.206 0.105
quasar orientation angle - redshift 0.170 0.264
quasar orientation angle - cluster richness 0.177 0.226
Table 3.5: D and p-values from dimensional KS test for distribution of different characteristics
of quasar-cluster pairs for the Stripe 82 field.
Distribution D p-value
2D quasar-cluster centre separation - redshift 0.124 0.005
2D quasar-cluster centre separation - quasar orientation angle 0.087 0.111
2D quasar cluster centre separation - cluster richness 0.089 0.103
2D quasar-closest galaxy separation - redshift 0.131 0.002
2D quasar-BCG separation - redshift 0.300 0.004
3D quasar cluster centre separation - cluster richness 0.076 0.199
3D quasar cluster centre separation - cluster richness 0.064 0.415
quasar orientation angle - redshift 0.086 0.119
quasar orientation angle - cluster richness 0.066 0.376
For the COSMOS field, all of the relations for the 2D projected separation between a
quasar and the closest cluster centre are statistically significant, as well as the separation
between a quasar and the closest cluster member as a function of redshift. This is using
a p-value of 0.01.
For the Stripe 82 field, the observed distributions for the 2D projected separations for
the cluster centre, closest cluster member and cluster BCG as functions of redshift are
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statistically different to the control sample distributions. The distributions for the 2D
projected quasar-cluster centre separations as a function of cluster richness and ori-
entation angle are not significantly different from the control samples. The observed
distribution of the 2D separation between the quasars and the closest cluster centre
and the quasar orientation angle with respect to the cluster major axis is significantly
different from the control sample for the COSMOS field but not for the Stripe 82 field.
This could indicate a difference in the COSMOS and Stripe 82 fields. However, the
COSMOS field has fewer quasar-cluster pairs, which will effect the statistics, so caution
should be taken when comparing the p-values and distributions from the different fields.
Neither the COSMOS or Stripe 82 fields show any relation between the quasar orientation
angle and the quasar redshift, supported by a small value for D (the maximum difference
between the quadrants is small) and a large p-value (they are from significantly different
distributions). This means that there is no relation between the quasar orientation with
respect to the cluster major axis and the quasar redshift in either the COSMOS or Stripe
82 field.
3.4 Two Point Correlation Function
When studying the clustering of galaxies and AGN, the two-point correlation function
is often used. The two-point correlation function gives a measure of the strength of the
clustering. However, this correlation function does not contain any directional infor-
mation. It will be used here to compare the COSMOS and Stripe 82 data samples to
previously published data.
There are two ways to find the correlation function, angular and spatial. The angular
correlation function is used when there is no redshift information (Cress et al. 1996).
However, this would remove any information about redshift evolution. Therefore, for
this section, the spatial correlation function in two dimensions has been used, with the
redshift of the quasar used for the redshift of the quasar-cluster pair, and the 2D projected
separations as the separation, r.
The two point correlation function is a simple way to characterise clustering. It is defined
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as a measure of the probability of finding a cluster in a volume δV at a separation of r
from a quasar,
dP = ndV (3.5)
where n is the number density of either quasars or clusters.
The correlation function is given by:
dP = n2(1 + ξ(r))δV1δV2 (3.6)
where ξ(r) is the estimator and δV1 and δV2 are volume elements. This is the probability
dP of finding, simultaneously, a quasar and a cluster at a separation r from each other
within 2 volume elements δV1 and δV2 in a sample with number density n of clusters. As
it is not possible to use the 3D distances due to the large uncertainties created by the
redshift errors, the 2D projected distances will be used and the number of objects per
area element used. If there is clustering at distance r, ξ > 0 and if there is no clustering
and quasars and cluster avoid each other, ξ < 0. Larger positive values of ξ indicate
stronger levels of clustering. At small distances, the correlation function acts as a power
law, so the estimator is :
ξ(r) =
(
r
r0
)γ
(3.7)
where r0 is the correlation length and γ is the power law slope. For galaxy distributions,
γ = -1.77 and when separation is r <10h−1Mpc, r0 ∼5h−1Mpc (Coil et al. 2004).
There are various different ways to estimate ξ(r), including the standard Davis-Peebles
estimator (Davis & Peebles 1983), the Hamilton estimator (Hamilton 1993) and the
Landy-Szalay estimator (Landy & Szalay 1993). All of the estimators used the following
variables:
• QG(r): the number of quasar-cluster pairs in the observed sample within 2D pro-
jected separation r
• QR(r): the number of pairs, within 2D projected separation r, between an observed
quasar and a cluster from a catalogue where the positions have been randomly
selected
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• RR(r): the number of pairs, within 2D projected separation r, between a quasar
and a cluster, both from catalogues where the positions have been randomly se-
lected
• N : the number of quasar-cluster pairs in total from the observed data catalogues
(within all 2D projected separations r)
• NR: the number of quasar-cluster pairs from the catalogues containing quasars and
clusters with randomly selected positions (within all 2D projected separations r)
3.4.1 Davis-Peebles Estimator
The standard Davis-Peebles estimator (Davis & Peebles 1983) is given by:
ξDP (r) =
2NR
N − 1
QG(r)
QR(r)
− 1 (3.8)
where QG(r), QR(r) and N are described in Section 3.4. However, this was found to
have systematic biases due to finite sampling, though is still often used (Landy & Szalay
1993; Mullis et al. 2004). The estimators have been compared in Section 3.4.4.
3.4.2 Hamilton Estimator
The Hamilton estimator (Hamilton 1993) was suggested:
ξHam(r) =
4NNR
(N − 1)(NR − 1)
QG(r)×RR(r)
[QR(r)]2
− 1 (3.9)
where QG(r), QR(r), RR(r), N and Nr are described in Section 3.4.
3.4.3 Landy-Szalay Estimator
The Landy-Szalay estimator (Landy & Szalay 1993) is given by:
ξLS(r) =
NR(NR − 1)
N(N − 1)
QG(r)
RR(r)
− (NR − 1)
N
QR(r)
RR(r)
+ 1 (3.10)
where QG(r), QR(r), RR(r), Nr and N are given in Section 3.4 (Mullis et al. 2004).
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3.4.4 Comparing Estimators
The Hamilton estimator (Hamilton 1993) and the Landy-Szalay estimator(Landy & Sza-
lay 1993) show less variance than the Davis-Peebles (Labatie et al. 2010). The Davis-
Peebles estimator is more sensitive to fluctuations in the number of galaxies used. The
Landy-Szalay estimator has the lowest variance (though the Hamilton is close). The
Hamilton is potentially more sensitive to density of random points (Kerscher et al. 2000).
The Landy-Szalay shows the smallest deviations on large scales (r ∼ 30h−1Mpc), there-
fore deals with the edge corrections the best (Kerscher et al. 2000).
Field edge corrections should not be a large source of error in this analysis. When
selecting the quasar-cluster pairs, a quasar-cluster pair was only selected if the distance
between the quasar and the closest cluster centre was less than the distance to the nearest
field edge. This ensures the cluster selected as closest to a quasar is the actual closest
cluster, though the field edge will still be an affect for low redshift due to the limited
field size. This selection process was also repeat on the random re-sampled catalogues.
3.4.5 Application
To create the random points, the positions of either the quasar or the cluster or both were
randomly selected without replacement so the overall distribution of positions would be
the same as the distributions of positions in the observed data.
To calculate the number of pairs QR(r) between a quasar and a random cluster, the
positions of the quasars were fixed and the cluster RA and DEC were re-sampled at
random. For the number of pairs RR(r) between a random quasar and random cluster,
the positions of both the quasars and the clusters were selected at random. To increase
the sample size and decrease the noise, the sample containing random matches (i.e.,
RR(r)) was run three times. The estimators include a normalising coefficient to take the
difference in sample size into account.
To select clusters within the redshift range of the quasar, the redshift error on the clusters
was again used. For the Stripe 82 field, the redshift error was set as 9% of the cluster
redshift, and was found individually for the clusters in the COSMOS field (Section 2.2.2).
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Values for each of the estimators (Davis-Peebles, Hamilton, and Landy-Szalay) have been
calculated for the whole sample to allow a comparison. The estimators have also been
found for redshift slices, to allow any evolution with redshift to be studied. These slices
are taken as low (0 < z < 0.4), intermediate (0.4 < z < 0.8), and high (0.8 < z < 1.2)
redshifts. Table 3.6 shows the values for the Davis-Peebles, Hamilton and Landy-Szalay
estimators using 2D projected separation bins of 1 Mpc. There are discrepancies between
the values for the different estimators. However, the trend of decreasing values as the
distance r increases can be seen in each estimator.
Table 3.6: Comparing correlation function estimators for 2D projected separations r in 1 Mpc
bins over all redshifts for the Stripe 82 and COSMOS fields together.
r ξDP ξHAM ξLS
0-1 24.15+3.88−4.53 34.50
+5.48
−6.39 17.40
+2.75
−3.21
1-2 13.56+1.64−1.83 17.15
+2.04
−2.28 11.07
+1.31
−1.47
2-3 8.58+1.21−0.92 11.47
+1.57
−1.58 6.83
+0.93
−1.05
3-4 8.94+1.09−1.22 9.97
+1.20
−1.34 8.20
+1.14
−1.10
4-5 5.59+0.91−1.04 7.31
+1.14
−1.31 4.65
+0.72
−0.82
5-6 5.79+0.91−1.04 5.58
+0.88
−0.96 5.95
+0.94
−1.07
6-7 6.69+1.07−1.21 7.29
+1.14
−1.31 6.29
+0.98
−1.13
7-8 6.57+1.08−1.24 6.46
+1.07
−1.23 6.66
+1.10
−1.27
8-9 12.60+2.05−2.38 18.45
+2.93
−3.41 9.11
+1.43
−1.67
9-10 5.02+1.25−1.40 4.32
+1.03
−1.25 5.54
+1.31
−1.58
10-11 9.54+1.83−2.18 10.90
+2.07
−2.46 8.56
+1.62
−1.93
11-12 12.55+2.12−2.47 12.87
+2.17
−2.53 12.28
+2.07
−2.41
12-13 9.32+1.95−2.92 12.11
+2.48
−2.99 7.55
+1.53
−1.85
13-14 7.38+2.24−2.92 7.98
+2.40
−3.13 6.96
+2.68
−2.72
14-15 6.06+1.89−2.46 3.97
+1.33
−1.73 8.18
+2.68
−3.43
0-15 4.37+0.21−0.20 9.62
+0.41
−0.39 2.70
+0.61
−0.10
COSMOS 0-15 4.87+0.65−0.59 11.03
+1.32
−1.34 2.89
+0.29
−0.32
Stripe 82 0-15 4.29+0.22−0.23 9.41
+0.43
−0.45 2.67
+0.12
−0.11
Figure 3.18 shows the Davis-Peebles, Hamilton and Landy-Szalay estimator values cal-
culated using the whole sample (i.e, both Stripe 82 and COSMOS fields) and redshift
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range 0 < z < 1.2. Each of the estimators shows an increase in clustering close to the
quasar with the clustering decreasing at increased separations. At separations 4 < r < 8
Mpc, the estimators remain constant and at values just above zero, suggesting there is
only weak clustering at separations 4 < r < 8 Mpc. This result does not depend on
the estimator used. However, there is an increase in ξ(r) for all of the estimators for
r = 8− 9 Mpc. This suggests an increase in clustering at this distance. There is also an
increase in clustering between 10 < r < 13 Mpc. This result may be affected by small
numbers and also may the limited size of the fields.
The Hamilton is considered more sensitive to the number of random points used and the
Davis-Peebles estimator shows increased error and systematic biases. The Landy-Szalay
estimator shows the least errors, the smallest deviations, and has the best compensation
for edge corrections of the three estimators (Kerscher et al. 2000). Therefore the Landy-
Szalay estimator will be used to compare the different fields and the clustering at different
redshifts.
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Figure 3.18: The Davis-Peebles (red), Hamilton (blue), Landy-Szalay (green) estimators.
The Landy-Szalay estimator as a function of 2D projected separation, r, can also be
compared with results from Mullis et al. (2004) who found similar values for this esti-
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mator. Mullis et al. (2004) used a sample of 445 X-ray selected AGN with a redshift
range of z = 0.026 − 3.89 and a median redshift of z = 0.41 (compared to the sample
from COSMOS and Stripe 82 which has z < 1.2 but a similar median of z = 0.49).
They studied a range of separations between 5 and 60 h−1Mpc (where H0 is set as 100
h−1km s−1 Mpc−1 to allow for comparisons to previous results). At r ∼5h−1Mpc, using
a Landy-Szalay estimator, they found ξLS ' 1.6 (Figure 6 in Mullis et al. 2004). Using
the COSMOS and Stripe 82 samples, a higher value of ξLS ' 5.95 was found.
The errors on the Landy-Szalay Estimator are usually estimated using a Poisson estimate
(Croom et al. 2004), in Equation 3.11.
∆ξ(r) =
1 + ξ(r)√
QG(r)
(3.11)
However, for QG(r) < 10, Equation 3.11 does not give the correct upper and lower
confidence limits. Instead, the formulae for small-number statistics in Gehrels (1986)
are used, using Equations 3.12 and 3.13 to calculate the upper and lower limits for the
number of observed quasar-cluster pairs at separation, r, where λu and λl are the upper
and lower limits, n is the number of events (in this case, QG(r)) and S is the equivalent
Gaussian number and has been set at 1σ (so S = 1).
λu ≈ n+ S
√
n+ 1 +
S2 + 2
3
≈ N + 1 +
√
n+ 1 (3.12)
λl ≈ n− S
√
n+
S2 − 1
3
≈ n−√n (3.13)
The observed sample of quasar-cluster matches has also been split into redshift slices.
Figure 3.19 shows the Landy-Szalay estimator for the redshift slices 0 < z < 0.4 (red),
0.4 < z < 0.8 (blue), and 0.8 < z < 1.2 (green). At close separations, the intermediate
redshift sample still shows a deficit of quasars. At separations 3 < r < 6 Mpc, all 3
redshift samples show the same clustering. For separations r > 6 Mpc, the clustering in
the high redshift sample varies, which is due to the small numbers of quasar-cluster pairs
in the sample and the limited field size of the COSMOS field, which limits the possible
number of pairs with large separations. For separations r > 6 Mpc, the clustering is
comparable for the low and intermediate redshift slices. The decrease in the low redshift
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sample at larger separations is also due to limit field sizes at low redshifts. However, the
increase in clustering at r = 8 − 9 Mpc is still visible and appears in the lower redshift
range, 0 < z < 0.4.
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Figure 3.19: The Landy-Szalay estimator, ξLS , as a function of 2D projected separation r for
different redshift ranges; low (0 < z < 0.4, red), intermediate (0.4 < z < 0.8, blue) and high
(0.8 < z < 1.2, green).
To compare to previous literature, the correlation length, r0 has been calculated (Equa-
tion 3.7). A fixed value of γ = 1.8 has been used (e.g., Le Fevre et al. 1996; Croom et al.
2001; Mullis et al. 2004; Coil et al. 2004). Figure 3.20 shows the correlation length, r0,
as a function of 2D projected separation, r. The low redshift sample is shown in red, the
intermediate in blue and high in green. The large oscillations in the correlation length
in the high redshift sample is partly due to the small numbers of objects available in this
redshift range. It is also caused by negative values of ξLS , which suggests that quasars
and clusters are avoiding each other, therefore, the correlation length has no meaning.
The values for both r0 and ξLS become unreliable at large separations for the high and
low redshift samples due to the limited number of pairs with large separations in these
redshift samples. This is due to the limited field size of both samples at low redshift,
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Figure 3.20: The correlation length r0 as a function of 2D projected separation r for both
COSMOS and Stripe 82 together; low (0 < z < 0.4, red), intermediate (0.4 < z < 0.8, blue) and
high (0.8 < z < 1.2, green).
and the limited size of the COSMOS field at high redshifts.
As the cluster detection method differs slightly, the COSMOS and Stripe 82 fields have
been compared separately as well. This will use allow any differences in the clustering
in the fields to be studied. The Landy-Szalay estimator has been used as this is the
most commonly used estimator in the literature as this estimator is considered the least
biased to the number of points used (Kerscher et al. 2000).
Stripe 82
Figure 3.21 shows the Landy-Szalay estimator as a function of 2D projected separation,
r, for two different redshift ranges, low (0 < z < 0.4) and intermediate (0.4 < z < 0.8)
redshifts for the Stripe 82 field. The figure shows that the clustering close to the quasar
is greater at lower redshifts than at intermediate redshifts. At r = 8 − 9 Mpc, there is
a large increase at in ξ(r) for the lowest redshift range, 0 < z < 0.4. This may be an
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affect of the field size. There is no evidence of an increased number of quasars with 2D
projected separations between the quasar and cluster centre seen in Section 3.1.1 and
Figure 3.1 in particular. This suggests this result from the correlation function may be
due to binning the data and problems encountered when there are only a small number
of objects per bin.
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Figure 3.21: The Landy-Szalay estimator as a function of 2D projected separation r for different
redshift ranges for the Stripe 82 field. The red points and line show 0 < z < 0.4, the blue points
and line show the range 0.4 < z < 0.8, and all redshifts (0 < z < 0.8, black).
COSMOS
Figure 3.22 shows the Landy-Szalay estimator as a function of 2D projected separation,
r, for three different redshift ranges, low redshifts (0 < z < 0.4) in red, intermediate
redshifts (0.4 < z < 0.8) in blue and high redshifts (0.8 < z < 1.2) in green for the
COSMOS field. The clustering at close separations is stronger for at lower redshift than
at intermediate or high redshifts. There is no peak in the clustering at r = 8 − 9 Mpc
to correspond to the increase seen in the Stripe 82 field. However, there are less quasar-
cluster pairs in the redshift range 0 < z < 0.4 in the COSMOS data. The COSMOS
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field is also smaller, so naturally restricts the number of quasar-cluster pairs with large
separations at low redshifts.
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Figure 3.22: The Landy-Szalay estimator as a function of 2D projected separation r for different
redshift ranges for the COSMOS field; low (0 < z < 0.4, red), intermediate (0.4 < z < 0.8, blue),
high (0.8 < z < 1.2, green) and all redshifts (0 < z < 1.2, black).
3.5 Summary
Using the 2D KS test on both fields together, the distribution for the observed data
for the 2D projected separation between the quasar and the closest cluster centre as a
function of redshift proved to be significantly different from the control data sample.
In Figure 3.2, there appears to be a deficit of quasars lying close to cluster centres for
0.4 < z < 0.8, which is not seen as prominently in the control sample (Figure 3.5). When
the fields are taken separately, this difference in the distributions is still seen for each
field. However, this redshift is at the edge of the redshift limits for the Stripe 82 cluster
sample and may not be complete. The clusters in the COSMOS sample do cover this
redshift range, however the area covered by this sample is smaller. To investigate the
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significance of this result, a larger sample of quasars and clusters in the redshift range
0.4 < z < 0.8 is needed.
The observed distribution of the 2D projected separation between the quasar and the
BCG in closest cluster (Figure 3.15) is also significantly different from the distribution
in the control sample (Figure 3.16). The observed quasars prefer to lie further away
from the BCG than in the control sample. When the fields are taken separately, this
significant difference is still found in the Stripe 82 but not in the COSMOS field. For
the 2D separation between the quasar and the BCG of the closest cluster, the difference
between observed and control samples is significant for the Stripe 82 field, but not for
the COSMOS field. This difference in the fields may be due to the redshift ranges of the
fields.
The observed distribution of the 2D separation between the quasars and the closest
cluster centre and the quasar orientation angle with respect to the cluster major axis
is significantly different from the control sample for the COSMOS field but not for the
Stripe 82 field.
Figure 3.17 shows a change in the trend for quasars to lie closer to a poorer cluster at
z ∼0.2. However, richer clusters are found at higher redshifts due to the limited field
size, so this change in the trend may be due to selection effects. Larger fields would be
needed, so richer cluster at lower redshift could be found, to test this result. If there is
a change in the positions of quasars with respect to the cluster richness at z ∼ 0.2, this
would not be shown in the COSMOS field, as the cluster redshift range for the COSMOS
field is 0.201 < z < 1.2.
Using the separation ratio (which is the ratio of the 2D projected separation between the
quasar and the closest cluster centre and the mean radius of the cluster), the quasar is
estimated to lie inside a cluster for 34 out of 677 quasar-cluster pairs (i.e., 5%). This is
likely to be an overestimate, as the separation ratio relies on the 2D projected distance
between the quasar and the cluster centre. Given the large errors on the 3D separations,
it is not possible to determine whether the quasar does lie in the cluster or whether the
separation ratio is due to a projection effect. However, this result still supports the idea
that quasars avoid the highest density areas (e.g. So¨chting et al. 2002; Lietzen et al.
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2009; Strand et al. 2008).
The Landy-Szalay estimator shows that at small separations between the quasar and the
closest cluster centre, the clustering is greater in the COSMOS field than in the Stripe
82 field. There is also an increase in the clustering at r = 8 − 9 Mpc in the Stripe 82
field at low redshifts (0 < z < 0.4), which is not shown in the COSMOS field. This may
be a result of the smaller field size for COSMOS.
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Chapter 4
Quasar-Cluster Proximity as a
Function of Luminosity
This Chapter investigates the positions and angles between quasars and clusters as a
function of quasar magnitude/luminosity. The luminosity of a quasar is dependent on
the accretion rate of material onto the central black hole and this accretion rate is likely
to be affected by the quasar triggering mechanism. More violent triggering mechanisms
will likely produce higher accretion rates, and therefore brighter luminosities.
The results from COSMOS and Stripe 82 are also compared to studies of the control
field which uses a random sample of quasars (see Section 2.7 for more details).
4.1 Absolute Magnitudes
4.1.1 Quasar SED
The Spectral Energy Distribution (SED) of the quasar can be fit using a power law of
the form fν ∝ να where α = −0.5 (Vanden Berk et al. 2001). Figure 4.1 (Vanden Berk
et al. 2001) shows the power law fit to the quasar SED. As can be seen in Figure 4.1, the
power law changes at ∼5000A˚ from α ≈ −0.5 to α ≈ −2.5. The change in the slope is
likely caused by a combination of contamination from the host galaxy and a real change
within the quasar continuum (Vanden Berk et al. 2001).
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Figure 4.1: The SED of a quasar showing the power laws (Vanden Berk et al. 2001).
To calculate the absolute magnitude, Equation 2.13 has been used (see Section 2.7 for
further details). This equation uses α to correct for the slope of the quasar SED .
4.1.2 Filter Selection
The SDSS survey uses a system of 5 filters; u′, g′, r′, i′ and z′. These are not the standard
colour system but were chosen to produce 2 more orders of magnitude of photometry than
previously existed. Figure 4.2 shows the response curves for the SDSS filters (Fukugita
et al. 1996).
Table 4.1 shows the limiting magnitudes, central wavelengths, and widths of the SDSS
filters. The limiting magnitude is less for the z′ filter so fainter galaxies and quasars can
not be seen using this filter.
Ideally, a section of the spectrum containing no emission lies would be used to calculate
the magnitude as the magnitude should be calculated from the continuum. However,
selecting an area with no emission lines is difficult and in this case, a large redshift range
makes finding a range with no emission lines for all redshifts not possible. Therefore,
the wavelength range chosen has as few emission lines as possible.
Figure 4.3 shows the SDSS composite spectrum, created by Vanden Berk et al. (2001),
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Figure 4.2: Response curves of the SDSS filters (Fukugita et al. 1996).
Table 4.1: SDSS filters information.
Filter Limiting Apparent Magnitude (mag) Central λ (A˚) FWHM (A˚)
u′ 22.3 3540 570
g′ 23.3 4770 1370
r′ 23.1 6230 1370
i′ 22.3 7630 1530
z′ 20.8 9130 950
for a range of redshifts, z=0.0 (blue), 0.4 (green), 0.8 (orange) and 1.2 (red). Figure
4.3 also shows the position of the central wavelength (dotted line) ± the FWHM (solid
lines) of (a) filter g′, (b) filter r′ and (c) filter i′ in the observed frame for quasars at
different redshifts. The u′ and z′ filters have not been used as they both have a poor
response and the u′-band is also affected by atmospheric emission.
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Figure 4.3: SDSS composite quasar spectrum (Vanden Berk et al. 2001) for redshifts, z = 0.0
(blue), 0.4 (green), 0.8 (orange) and 1.2 (red) for (a) filter g′, (b) filter r′ and (c) filter i′. The
dotted lines show the central wavelentgh of the filter and the solid lines show ± the FWHM.
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Figure 4.3(c) shows that for low redshift quasars, the wavelength range of the i′-band
filter falls outside the observed wavelength range and estimates the magnitude from the
redder end of the spectra which is partly contaminated by emission from the host galaxy.
So, although the i′-band filter is the widest filter, it is not the best to use with this data.
Figure 4.3(a) shows, for higher redshift quasars, the emission lines from Civλ1546A˚ and
C[iii]λ1906A˚ fall into the filter wavelength range.
Though some emission lines such as O[iii] and Hβ fall into the wavelength range of the
r′-band filter (Figure 4.3(b), these are not as strong as some other emission lines. The
r′-band filter was chosen to calculate the absolute magnitudes as it covers an area of the
spectra with minimal emission lines over a wide redshift range. The r′-band filter also
has a lower limiting magnitude than the i′-band filter so fainter quasars can be seen.
The absolute magnitude was calculated using the r′-band apparent magnitude and Equa-
tion 2.13. The method for calculating the absolute magnitude is described in Section
2.7.
4.1.3 Selection Effects - Magnitude Limits
Figure 4.4 shows the distribution of the quasar magnitudes with redshift for COSMOS
(blue) and Stripe 82 (red) quasars, which are part of a quasar-cluster pair. Though there
are quasars in the Stripe 82 field with z > 0.8, the quasars used have been limited to z <
0.8 to match the cluster redshifts. In the Stripe 82 cluster catalogue, the completeness
decreases for z > 0.6. At z ∼ 0.6 in the Stripe 82 field, the number of faint quasars
decreases. The reason for this is due to selection effects in the DR7QSO catalogues and
is discussed in Section 2.3.2. The absolute magnitude also decreases with redshift for the
COSMOS quasars, though the decrease is more gradual across the redshift range. The
quasars in the COSMOS field are from 3 different sources, which do not have the same
imposed magnitude limits which effect the DR7QSO quasar selection.
When studying the Stripe 82 field, this limiting of the quasar magnitude at z > 0.6
should be considered. For this reason, two redshift ranges have also been considered:
z < 0.6 and z > 0.6.
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Figure 4.4: The absolute r′ magnitude of quasars as a function of quasar redshift for the
COSMOS (blue) and Stripe 82 (red) fields.
4.1.4 Within a Cluster Environment
The separation ratio (the ratio of the 2D projected separation between a quasar and
the closest cluster centre and the mean radius of the cluster) is used to give an estimate
as to whether a quasar lies within a cluster or outside. If a quasar-cluster pair have a
separation ratio of >1, the quasar lies outside the cluster. If the separation ratio is <1,
in 2D projection, the quasar lies within the cluster. As the 3D separations have large
errors, it is not possible to say whether the quasar does lie within the cluster. However,
for these purposes, it will be assumed that if a quasar-cluster pair has a separation ratio
of <1, the quasar does lie within the cluster (though in 3D this may not be the case).
Figure 4.5 shows absolute r′ magnitude of a quasar as a function of the quasar redshift
for the quasar lying inside (blue) and outside a cluster (red). Quasars lying within a
cluster at lower redshifts appear slightly dimmer than those not lying within a cluster. At
higher redshifts, the quasars lying within a cluster are brighter than at lower redshifts. As
brighter quasars are more likely to be selected at higher redshifts than dimmer quasars,
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this may be a selection effect.
Table 4.2 shows the average absolute r′ magnitude of quasars lying inside and outside
clusters, for the redshift ranges 0.1 < z < 0.6 and 0.8 < z < 1.2. The increase in bright-
ness with redshift is greater for quasars lying within clusters. However, this increase is
still within the error limits of both averages. There is also a lack of quasars lying within
clusters for the redshift range 0.6 < z < 0.8, suggesting quasars prefer to lie in less dense
regions at this redshift range.
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Figure 4.5: The absolute r magnitude of the quasar as a function of redshift for quasars lying
inside a cluster (blue) and outside a cluster (red).
In Figure 4.5, there appear to be more quasars lying “within” clusters at higher redshifts.
This may be due to larger clusters being found due to the selection criteria in the
COSMOS field, which covers the high redshift range. Larger clusters will increase the
chance of a line-of-sight projection occurring between a quasar and a cluster.
The p-values using the t-test to compare the means of the absolute magnitudes at dif-
ferent redshift ranges can be seen in Table 4.3. The redshift ranges 0.1 < z < 0.6 and
0.8 < z < 1.2 have been used as there are no quasars lying inside to 2D boundary of a
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Table 4.2: Average absolute r′ magnitude for quasars in the redshift ranges 0.1 < z < 0.6 and
0.8 < z < 1.2. The errors show 1 standard deviation.
0.1 < z < 0.6 0.8 < z < 1.2
Inside a cluster -21.72 ± 0.90 -22.73 ± 1.19
Outside a cluster -22.39 ± 1.44 -22.72 ± 1.04
cluster for 0.6 < z < 0.8. If the redshift range is changed to 0.6 < z < 1.2, the p-value
does not change. Though the p-value for the lower redshift range is lower than for the
higher redshift range, neither p-value is significant.
Table 4.3: The p-value results using the t-test for quasars lying inside and outside clusters for
the redshift ranges z < 0.6 and z > 0.8.
redshift range p-value
0 < z < 0.6 0.055
0.8 < z < 1.2 0.459
4.2 Quasar Magnitude Relations
To study differences in environments as a function of the quasar brightness, the quasars
from the COSMOS and Stripe 82 fields have been split into two magnitude samples:
bright (Mr < −23 mag) and faint (Mr > −23 mag) quasars. Technically, the faint
quasars should be called AGN. However, the term quasar will be used to be consistent
throughout and classed as either bright or faint. Table 4.4 shows the number of objects
in each sample and the range covered in absolute r′ magnitude, as well as the mean 2D
separations and mean richness of the closest cluster. The separations are found at the
epoch of the quasar. There are no major differences between means for the bright and
faint quasar samples.
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Table 4.4: Values for magnitude samples for bright (Mr < −23) and faint (Mr > −23) quasars.
The errors show 1 standard deviation.
Bright quasars Faint quasars
Mr < −23 Mr > −23
Number in sample 147 530
Absolute r′ magnitude range −23 < Mr < −26.17 −17.79 < Mr < −23
Mean 2D quasar-cluster centre 6.49 ± 3.86 5.76 ± 3.75
separation (Mpc)
Mean 2D quasar-cluster member 5.72 ± 3.67 5.10 ± 3.54
separation (Mpc)
Mean 2D quasar-cluster BCG 6.50 ± 3.85 5.78 ± 3.75
separation (Mpc)
Cluster richness 9.39 ± 12.10 9.42 ± 11.95
The quasars from control fields have also been split into the same magnitude ranges.
Table 4.5 shows the same variables as seen in Table 4.4 for quasars from the control
sample. The separations are also found at the epoch of the quasar. There appears to be
no difference between the values for the faint and the bright control samples either.
Table 4.5: Values for magnitude samples for bright (Mr < −23) and faint (Mr > −23) control
quasars. The errors show one standard deviation.
Bright quasars Faint quasars
Mr < −23 Mr > −23
Number in sample 120 483
Absolute r′ magnitude range −23 < Mr < −25.83 −17.79 < Mr < −23
Mean 2D quasar-cluster centre 6.51 ± 3.65 6.37 ± 3.57
separation (Mpc)
Mean 2D quasar-cluster member 6.11 ± 3.64 5.94 ± 3.47
separation (Mpc)
Mean 2D quasar-cluster BCG 6.53 ± 3.66 6.37 ± 3.57
separation (Mpc)
Cluster richness 9.28 ± 8.16 9.63 ± 14.54
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The Student’s t-test has been used to study the difference in the mean values. The t-test
is used to compare two small data sets, when the two samples are collected independently
of one another, for example using random re-sampling. An un-paired t-test was used as
the samples have different sizes, and was two-sided, so the alternative hypothesis was
that the mean values were different. The null hypothesis was the difference between the
means of two samples is zero.
Table 4.6 shows the p-values when the mean values for bright and faint for the 2D
separations and the cluster richness are compared. Using a significance level of 0.01,
the difference in the means for the bright and faint quasars is not significant for the
separations or the cluster richness.
Table 4.6: p-values using the Student’s t-test to compare the mean for bright and faint quasars.
p-value
Mean 2D quasar-cluster centre separation 0.043
Mean 2D quasar-cluster member separation 0.069
Mean 2D quasar-cluster BCG separation 0.048
Cluster richness 0.974
Table 4.7 shows the p-values when the means from the bright and faint observed quasar
samples are compared with the means from the bright and faint quasars in the control
samples. For the observed bright quasars, the means for the separations and the cluster
richness for the observed quasars are not significantly different from the means from
the control quasars. For the observed faint quasars, the means for the 2D projected
separation between the quasar and the closest cluster centre, and the quasars and the
closest cluster member are significantly different from the means in the control sample.
Table 4.7: p-values using the Student’s t-test to compare the mean for observed bright and faint
quasars and the mean from control bright and faint quasars.
Bright p-value Faint p-value
Mean 2D quasar-cluster centre separation 0.972 0.008
Mean 2D quasar-cluster member separation 0.386 0.0002
Mean 2D quasar-cluster BCG separation 0.940 0.011
Cluster richness 0.928 0.808
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Figure 4.6 shows the distributions of 2D projected separation between the quasar and
the closest cluster centre for faint observed (red) and control (blue) quasars. This Figure
shows more observed faint quasars lying closer to the nearest galaxy cluster than in the
control sample. This suggests that some faint quasars do lie in a preferred position with
respect to the closest cluster and the closest cluster galaxy.
Figure 4.6: 2D projected separation between the quasars and the closest cluster centre for faint
observed (red) and control (blue) quasars.
Figure 4.7 shows the distribution for the 2D separations between a faint quasar and the
closest cluster member for observed (red) and control (blue) quasars. This is a shift
in the observed quasars with respect to the control sample of quasars lying close to
closest cluster member. Figure 4.7 supports the result in Table 4.7, which gives a small
p-value (0.0002) suggesting that the observed distribution is significantly different from
the control distribution.
Figure 4.8 shows the distributions of 2D projected separation between a bright quasar
and the closest cluster centre for bright observed (red) and control (blue) quasars. This
is a slight increase in the number of observed bright quasars lying near the closest cluster,
though this increase is smaller than for faint quasars.
Though the positions of the bright and faint quasars are indistinguishable, there is a
difference for the faint quasars with respect to the control sample. There is no difference
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Figure 4.7: 2D projected separation between the quasars and the closest cluster galaxy for faint
observed (red) and control (blue) quasars.
Figure 4.8: 2D projected separation between the quasars and the closest cluster centre for bright
observed (red) and control (blue) quasars.
for the bright quasars between the observed and control sample. A larger sample of
bright quasars would be needed to investigate this.
The bright and faint quasar samples have different sample sizes, with the faint sample
containing ∼ 4× the number of quasar-clusters pairs than the bright sample. To test the
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effect of the sample size on the t-test, a random sample (selected without replacement)
was taken of 147 faint observed quasars and 120 faint control quasars, to match the
sample sizes used in the bright quasar sample. The p-value from the t-test for the
differences in the mean for the 2D projected separation between the quasar and the
cluster closest centre become 0.265, which is no longer significant. The sample size also
had an effect on the distributions for the 2D projected separations between the quasar
and the closest cluster member, increasing the p-value to 0.034. This indicates the sample
size has a large effect on the result from the t-test. However, Figures 4.6, 4.7 and 4.8
do show some potential differences between the observed and control samples for both
the faint and to a lesser extent brighter quasars. Larger sample sizes for both faint and
bright quasars would be needed to fully assess the significance.
4.3 Evolution with Redshift
To study any evolution with redshift, the magnitude samples have also been split into
high (z > 0.6) and low (z < 0.6) redshift ranges. Table 4.8 shows the values for the
two redshift ranges for bright quasars (Mr < −23). There appears to be no difference
between the positions of bright quasars at high and low redshifts with respect to 2D
separations or cluster richness.
Table 4.8: Values for magnitude samples for bright (Mr < −23) quasars for low (z < 0.6) and
high (z > 0.6) redshifts. The errors show one standard deviation.
z < 0.6 z > 0.6
Number in sample 82 65
Mean 2D quasar-cluster centre 6.60 ± 3.45 6.35 ± 4.32
separation (Mpc)
Mean 2D quasar-cluster member 5.87 ± 3.20 5.54 ± 4.18
separation (Mpc)
Mean 2D quasar-cluster BCG 6.61 ± 3.45 6.35 ± 4.29
separation (Mpc)
Cluster richness 7.63 ± 5.25 11.60 ± 16.96
Table 4.9 shows the values for the redshift ranges for faint quasars (Mr > −23). There
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appears to be no difference between the positions of high and low faint quasars.
Table 4.9: Values for magnitude samples for faint (Mr > −23) quasars for low (z < 0.6) and
high (z > 0.6) redshifts. The errors show one standard deviation.
z < 0.6 z > 0.6
Number in sample 433 97
Mean 2D quasar-cluster centre 5.74 ± 3.71 5.86 ± 3.93
separation (Mpc)
Mean 2D quasar-cluster member 5.11 ± 3.43 5.54 ± 4.18
separation (Mpc)
Mean 2D quasar-cluster BCG 5.77 ± 3.72 5.04 ± 3.62
separation (Mpc)
Cluster richness 8.39 ± 7.70 14.05 ± 22.12
These tables suggest the position of a quasar, with respect to galaxy clusters, as a
function of quasar absolute magnitude for bright and faint quasars is not dependent on
redshift. This is supported by the p-values seen in Table 4.10, which shows the results
from the t-test comparing faint and bright quasars at high (z > 0.6) and low (z < 0.6)
redshifts. There are no significant p-values, suggesting that there is no change with
redshift over the redshift range 0 < z < 1.2.
Table 4.10: p-values using the Student’s t-test to compare the mean for bright and faint quasars
with z < 0.6 and the bright and faint quasars with z > 0.6.
Bright p-value Faint p-value
Mean 2D quasar-cluster centre separation 0.712 0.791
Mean 2D quasar-cluster member separation 0.601 0.861
Mean 2D quasar-cluster BCG separation 0.696 0.819
Cluster richness 0.075 0.015
4.4 Angular Separations
The mean orientation angle between the quasar and the major axis of the closest cluster
is 45◦ for both the bright and faint quasar samples, for high and low redshifts, suggesting
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a uniform distribution. Figure 4.9 shows the distribution of the orientation angle between
a quasar and the major axis of the closest cluster for bright (Mr < −23, red) and faint
(Mr > −23, blue) quasars.
Figure 4.9: The orientation angle between a quasar and the major axis of the closest cluster for
bright (red) and faint (blue) quasars.
There are differences in the distributions of the orientation angle for the two magnitude
samples. For example, for angle > 60◦, the distribution for the faint quasars is even.
However, for the bright quasars, there is a spike at 65 − 75◦. Overall, the distribution
for the faint quasars appears to be more uniform. The significance of these differences
will be tested in Section 4.5.
Figures 4.10 and 4.11 show the distribution of the orientation angle between a quasar
and the major axis of the closest cluster for bright and faint quasars, respectively. The
solid lines show the distribution for observed quasars, while the green dashed lines show
the distribution for quasars from the control sample.
There are differences in the distributions of the orientation angle for the observed and
control samples. For the bright quasars, the largest difference between the observed and
control field is for < 20◦. This shows more control quasars lying at this orientation than
observed quasars. For the faint quasars, this difference (with more control quasars lying
at the orientation than observed quasars) is for angles between 20◦ and 40◦. However,
the errors on the orientation angles are ∼ 13±10◦ (Section 3.2), making these differences
less significant.
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Figure 4.10: The orientation angle between a quasar with Mr < −23 and the major axis of the
closest cluster for observed (solid red) and control (dashed green) quasars.
Figure 4.11: The orientation angle between a quasar with Mr > −23 and the major axis of the
closest cluster for observed (solid blue) and control (dashed green) quasars.
The significance of these differences will also be tested in Section 4.5.
4.5 2D KS Test Results
The two dimensional KS test (Section 3.3.1) has been used to determine whether the
distributions of the following variables are the same with respect to the control data:
• Absolute magnitude of the quasar and the 2D projected separation between the
quasar and the closest cluster centre,
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• Absolute magnitude of the quasar and the 2D projected separation between the
quasar and the closest cluster galaxy,
• Absolute magnitude of the quasar and the 2D projected separation between the
quasar and the BCG,
• Absolute magnitude of the quasar and the cluster richness, and
• Absolute magnitude of the quasar and the orientation angle between the quasar
and the cluster major axis.
The D and p-values of these distributions are shown in Table 4.11 for the whole magnitude
range.
Table 4.11: D and p-values from two dimensional KS test for different characteristics of quasar-
cluster pairs with respect to the quasar absolute magnitude.
Distribution D p-value
Quasar Mr - 2D quasar-cluster centre separation 0.112 0.008
Quasar Mr - 2D quasar-cluster galaxy separation 0.122 0.003
Quasar Mr - BCG separation 0.115 0.006
Quasar Mr - cluster richness 0.068 0.260
Quasar Mr - quasar orientation angle 0.074 0.177
The two dimensional KS test shows that the distributions using the 2D projected sep-
arations for the observed sample are significantly different from the same distributions
in the control sample. However, the observed distributions for the richness and orienta-
tion angle as a function of the absolute magnitude are not significantly different to the
distributions in the control samples.
4.5.1 Comparing Magnitudes
The 2D KS test in Section 4.5 indicates that the 2D projected separations as a function
of quasar absolute r′ magnitude are significantly different in the observed and control
samples. To assess the difference between bright and faint quasar environments, the 2D
KS test has been performed on the bright (Mr < −23.0 mag) and faint (Mr > −23.0
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mag) magnitude samples, used in the previous sections. The D and p-values for the
bright quasars are shown in Table 4.12 and for the faint quasar in Table 4.13. These
observed distributions are compared to the distributions from the control samples.
Table 4.12: D and p-values from two dimensional KS test for different characteristics of bright
quasar-cluster pairs with respect to the bright quasars with absolute magnitude Mr < −23.0.
Distribution D p-value
Quasar Mr - 2D quasar-cluster centre separation 0.115 0.115
Quasar Mr - 2D quasar-cluster galaxy separation 0.143 0.266
Quasar Mr - BCG separation 0.119 0.488
Quasar Mr - cluster richness 0.115 0.532
Quasar Mr - quasar orientation angle 0.138 0.307
None of the distributions for the bright quasars have significant p-values, indicating that
the distributions for the observed samples are not different from those for the control
samples.
Table 4.13: D and p-values from two dimensional KS test for different characteristics of faint
quasar-cluster pairs with respect to the faint quasars with absolute magnitude Mr > −23.0.
Distribution D p-value
Quasar Mr - 2D quasar-cluster centre separation 0.126 0.007
Quasar Mr - 2D quasar-cluster galaxy separation 0.142 0.002
Quasar Mr - BCG separation 0.130 0.005
Quasar Mr - cluster richness 0.078 0.235
Quasar Mr - quasar orientation angle 0.008 0.174
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The distribution of 2D projected separations for observed faint quasars are significantly
different from the same distributions for faint quasars from the control samples. This
supports the result seen in Table 4.7, where the mean of the distribution of 2D separations
between the observed quasars and the closest cluster centre is significantly different from
the mean of the same distribution for the control sample.
Figure 4.12 shows the distribution of 2D projected separations between a quasar and
closest cluster centre as a function of the absolute r′ magnitude for the faint quasars.
For quasars with Mr > −21, there are more observed quasars lying closer to the cluster
centre than control quasars.
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Figure 4.12: 2D projected separation between the quasar and the closet cluster centre as a
function of the quasar absolute r′ magnitude for faint observed (red) and control (blue) quasars.
4.6 Summary
Using the separation ratio, at low redshifts (z < 0.6), the average quasar absolute magni-
tude is fainter (-21.72 ± 0.90) for quasars lying within a cluster than outside the cluster
(-22.39± 1.44), though the difference is within errors. At higher redshifts (0.8 < z < 1.2),
the magnitudes of quasars inside and outside clusters are more comparable. However,
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the separations used are 2D projected separations. Using the t-test, this difference is
not significant. In 3D, the quasars and clusters may not lie at the same redshifts. In the
redshift range 0.6 < z < 0.8, there are no quasar lying within clusters, suggesting at this
redshift range, quasars prefer to lie in less dense environments.
Using the t-test and comparing the means for faint (Mr > −23.0 mag) and bright
(Mr < −23.0 mag) quasars, there is no difference between the two magnitude samples
for the 2D separations or the cluster richness.
For the bright quasar sample, there is no difference between the observed and control
samples from either the t-test or the 2D KS test. This suggests that quasars with
Mr < −23 mag do not lie in any preferred position with respect to clusters or with
respect to the cluster richness. This may be due to the limited number of quasars with
Mr < −23 mag in the COSMOS and Stripe 82 quasar samples.
However, there is a difference between the distributions for the 2D separations for faint
quasars in the observed and control samples, shown in the results from both the t-test
and the 2D KS test. This suggests that faint quasars lie in preferred positions with
respect to galaxy clusters. The 2D KS test shows that there is a difference between
the distribution of the 2D projected distance between the quasar and the closest cluster
centre as a function of the quasar absolute r′ magnitude for faint observed and control
quasars. Figure 4.12 shows that observed quasars with Mr > −21mag prefer to lie closer
to the closest cluster centre than quasars from the control sample.
These is no change with redshift (over the range 0 < z < 1.2) for the positions of the
quasars with respect to the cluster or the cluster richness as a function of absolute quasar
magnitude. There is also no preferred orientation between the quasar and the cluster
major axis for either bright or faint quasars.
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Chapter 5
Star Forming Galaxies
Spectra have been taken of a group of star forming galaxies and candidate z ∼ 0.8 early
type galaxies in the direction of the Clowes-Campusano Large Quasar Group (CCLQG)
using the Inamori-Magellan Areal Camera and Spectrograph (IMACS) instrument on the
Magellan Baade Telescope. This data was taken by Luis Campusano and Ilona So¨chting
and was initally intended to be used to provide spectroscopic redshift confirmation for
cluster members in this area to enable the clusters to be used in the studies in Chapters
3 and 4, and to study the environments of quasars with respect to star-forming galaxies.
Unfortunately few galaxies were cluster members. However, it was possible to study
the environments of some of quasars with respect to star-forming galaxies and galaxy
clusters. The results can be found in Chapter 6.
This chapter will explain the data reduction process as well as discuss the redshift de-
termination, classification, and extinction correction of the observed objects. The Star
Formation Rate (SFR) has been calculated using different methods and compared. Also
details of the determination of the redshifts of galaxy clusters known in the area are
being presented.
The IMACS catalogue is described in Appendix 2 and available on the attached disk.
This catalogue contains all of the input parameters used, and all of the parameters
derived from the methods described in this Chapter.
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5.1 Star Forming Galaxies
Star forming galaxies are an important stage in the evolution of galaxies. Environmental
effects may show the key to triggering star formation, through events such as galaxy
mergers or galaxy harassment. Star formation rates can vary, with some galaxies having
rates as high as hundreds of solar masses per year. These are often called starburst
galaxies. Though the definition of a starburst galaxy is not fixed, generally a galaxy
with SFR > 10 Myr−1 can be considered a starburst galaxy (Kennicutt 2005). The
star formation can occur across the whole galaxy or in areas around the galaxy nucleus.
Lyman Break Galaxies (LBGs) are a subset of high redshift, actively star-forming galax-
ies with relatively low dust obscuration compared to typical galaxies (Coppin et al. 2007)
and are identified by their colours in the Far-UV around the 912A˚ Lyman continuum
discontinuity (Giavalisco 2002). Overdensities of Lyman Break galaxies have been found
in the region of the CCLQG (Haberzettl et al. 2009) suggesting they trace the Large
Scale Structure (LSS).
5.2 Selecting Star Forming Galaxies
The star forming galaxies were selected by Haberzettl et al. (2009) and observed by Luis
Campusano and Ilona So¨chting. Two slightly overlapping fields of 1.2 deg were imaged in
the direction of the CCLQG. NUV and FUV observations were taken using the Galaxy
Evolution Explorer (GALEX)1 as part of the Guest Investigator program cycle 1 proposal
35 and consisted of two ∼20,000s exposures in the FUV and two ∼35,000s exposures in
the NUV. Point sources were extracted and their positions cross-correlated with the SDSS
DR5 catalogue. The parameter PhotoTypesvalues within the SDSS DR5 catalogue was
used to discriminate between stars and galaxies, and objects marked GALAXY were
selected.
A selection of objects were selected from GALEX data in the Far- and Near-UV to
identify star-forming galaxies and Lyman Break galaxies in particular. Additional com-
plementary data for these galaxies was found in the SDSS database. This resulted in
1http://www.galex.caltech.edu/researcher/techdoc-ch1.html
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magnitude values from 7 pass-bands, u, g, r, i, z and the NUV and FUV, for each galaxy.
To identify LBGs with z > 0.5, the FUV dropout techniques by Burgarella et al. (2006)
was used, which select objects with mNUV < 23.5 mag and mFUV −mNUV > 2 mag,
where mNUV and mFUV are the NUV and FUV magnitudes. For full details about the
selection criteria, see Haberzettl et al. (2009).
5.3 Spectroscopic Observations
On February 25th and 26th 2007, multi-object spectroscopy was taken by Luis Cam-
pusano and Ilona So¨chting on the IMACS instrument on the 6.5m Baade Magellan
telescope, at Las Campanas Observatory in Chile. The aims of these observations were
to:
• obtain redshifts for Lyman Break galaxies (LBGs),
• confirm the suspected large scale structure at z ∼ 0.8 (Haines et al. 2004),
• obtain additional quasars for studies of the large scale environment of quasars.
At z ∼ 0.8, there is evidence of a potential large scale structure (Haines et al. 2004),
however, spectroscopic redshifts of clusters within this structure are needed to confirm
how the large scale structure relates to galaxies and their properties.
The galaxy clusters have been found by Ilona So¨chting in the R and z deep images
from the MegaCam instrument at the Canadian-France Hawaiian Telescope (CFHT).
The technique used Voronoi Tessellations for density sampling and colour discrimination
(slices in the R− z versus z in colour space) that takes advantage of the existence of the
cluster red sequence (Gladders & Yee 2000). The redshift of the cluster can be deduced
from the colour of the red sequence if the spectroscopic redshifts are available for some
of the clusters across the full redshift range. Calibration of this relation for clusters in
this field is addressed in this work (Section 5.8).
The redshifts from the IMACS observations were used in Haberzettl et al. (2009) to
investigate potential sheets of structures using the over-densities of LBGs. The redshifts
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allow the accuracy of the photometric redshifts to be determined and to be restricted
to objects brighter than mNUV = 23.5 mag due to an increase in photometric redshift
error at fainter magnitudes.
5.3.1 The IMACS Instrument
The spectra were taken on the short f/2 camera. The camera has a 27.4 arcsec diameter
field of view with a central scale of 0.2 arcsec per pixel. For the spectral observations,
the 150 grism (which has 150 lines per mm) was used, which has a wavelength range of
3200-10,000A˚, central wavelength of 7200A˚ and a blaze angle of 10.8◦. The dispersion
of this grism is 2.63 A˚ per pixel, which gives a spectral resolution of R = 26.3A˚.
Three separation multislit masks were used. Two have 7 exposures of 1800 sec each,
giving a total exposure time of 12600 secs. Due to observational time constraints, the
data for the last mask only has 5 exposures of 1800 secs, giving a 9000 sec exposure time
in total. Each mask contains ∼200 slits.
Table 5.1 shows the details about the observations, including the exposures times, dates
and positions of the centres of the fields.
Table 5.1: Observing log for IMACS observations.
Mask Date Exposures (secs) Slits RA DEC
GALEX 1 25.02.07 3 × 1800 240 10:46:59.4 +05:23:30.1
GALEX 1 26.02.07 4 × 1800 240 10:46:59.4 +05:23:30.1
GALEX 3 25.02.07 7 × 1800 218 10:47:53.4 +05:39.12.0
GALEX 4 26.02.07 5 × 1800 206 10 47:53.4 +05:22:47.9
5.3.2 Data reduction
Most of the data reduction was completed using Cosmos2 software, designed for the
IMACS instrument. The last steps of the data reduction process were completed using
2The Cosmos software was written for the data reduction of IMACS data. This is not be confused
with the Cosmos Evolution Survey, COSMOS.
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IRAF3 software.
The positions of the slits were located using align-mask on the image of the slits. The
program locates the edges of the slits and uses the peak of the flux in the slit to locate the
slit centre. This defines the slit position, and creates an estimate of the aperture size and
position across the CCD. align-mask is also performed on the images of the comparison
arcs and uses the previous slit position and the aperture size to predict where the arc
lines should be. The predicted lines are compared to their observed positions and a list
of offsets created.
Figure 5.1 shows the errors on the offsets of the positions of the lines (i.e. the difference
between the predicted positions from the image of the slit mask and the actual image of
the arc spectral lines). The distortions within the instrument can be seen in the areas
of small systematic errors. The large error lines are due to problems such as bad pixels,
which create bright lines which are mistaken for spectral lines and will be removed using
a bad pixel mask later in the data reduction. This process is repeated, each time refining
the slit position, until the errors have been reduced as much as possible.
The next step is to use map-spectra to give an approximate wavelength calibration.
This program uses a standard configuration file for the instrument which estimates the
wavelength calibration using the known positions of the slits. This is only an initial
estimate and must be refined using adjust-map, which uses the comparison arc spectral
lines to map the wavelength calibration on the CCDs. The wavelengths of the arc
spectral lines are known. A list of the wavelengths of spectral lines from the comparison
arc is included within the software and contains a list of bright isolated lines. If dim
closely clustered lines are used, the wrong line can be selected and the errors on the final
positioning increased. The more lines used, the more accurate the wavelength calibration
will be. For each slit, a map of the wavelength per pixel across the width of the aperture
is created.
The wavelength calibration should be checked to ensure the correct wavelength positions
of the arc spectral lines are accurately predicted. Running spectral-map will create a
list of the predicted positions of the spectral lines. The positions of these lines can be
3IRAF is a data reduction package, written and supported by the NOAO, which is operated by AURA,
Inc.
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Figure 5.1: The output from align-mask. The lines indicate the offsets between the predicted
and observed positions.
plotted over the image of the comparison arc. If the positions do not match, the program
is matching the wrong wavelength on the line list to a spectral line. Further adaptation
of the line list to include only a selection of the brightest lines may correct this problem.
If this does not work, it may be necessary to rerun adjust-map. These parameters in
adjust-map allow various elements such as the width of the slit, errors, the tilt of the
slit, and the height and width of the lines to be adjusted.
All of the above procedures create files which are used to locate and define the aperture
sizes, and to create the wavelength calibration for the spectroscopic images.
At this point, it is necessary to create a bad pixel mask. The initial file used is from
the Cosmos data reduction package and contains the positions of any bad pixels or bad
columns in the CCDs. The program badorders adds to this file the positions of the
zero’th order contamination. When used in other programs such as Sflats and subsky,
this mask will remove the affected areas by replacing the area with a blank section. This
also removes any other data in this area. The bad pixel mask can be edited to ensure
only the zero’th order contamination is removed and all possible information is retained.
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The science images were bias subtracted and flat fielded. The bias frames were combined
using an IRAF routine, zerocombine and the flat fields combined in Cosmos using the
function Sflats. The bad pixel mask is included to mask out bad areas of the CCDs. The
bias subtraction and flat fielding of the science (and arc) images is done in the program
biasflat which requires the map file created in adjust-map to show the positions of the
slits (the product of which can be seen in Figure 5.2). It is important to bias subtract
the arc images as this will reduce the noise level and prevent any of the weaker lines
being missed.
Figure 5.2: The flat fielded and bias subtracted science frame showing the first order spectra
with sky lines and the zero’th order contamination.
The sky lines are removed using subsky, which uses the procedure by Kelson (2003). It
is essential that the comparison arcs are correctly matched to the science frames and the
wavelength calibration is accurate. If not, the positions of the sky lines are incorrectly
predicted and removed.
At this point, the spectra are still in a single image per mask, each image containing
over 200 spectra each. To separate these, the program extract is used to cut the slits
and put the spectra into a multi-extension fits file which can be viewed in the program
gaia, in IRAF or using the Cosmos program viewspectra. This is completed for each of
the separate exposures for each mask. Using the program sumspec, the exposures are
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summed to give a single data cube for each mask, scaled with exposure time. Cosmic
ray removal is completed by removing any data points with value greater than 4σ above
the mean value summed across the spectra. The value was obtained through trial and
error as the level must be selected such that the emission lines are left but the cosmic
rays, which have a much larger flux, are removed.
5.3.3 Redshift Measurements
Using the IRAF software, the individual spectra were removed from the multi-extension
files using scopy and the 1D spectra were extracted using apall. The apall routine allows
the user to interactively select the area of the 2D spectra to extract, and multiple spectra
can be removed from single slits if two objects were observed in the same slit. From this,
the 1D spectra are extracted and run through rvidlines, which identifies spectral emission
and absorption lines from a given line list.
The redshift is estimated by an average of the redshifts from each emission line labelled in
the spectra. The error on the redshift is given by the range of these individual redshifts.
In most cases, more than four lines were used to make a positive redshift estimate. In
some cases, the zero’th order contamination caused spectral lines to be removed, though
it was possible to determine which lines were missing and the redshift could still be
found.
For the red objects in the masks, the redshift estimate was mainly taken from the 4000A˚
break which in most cases was very clear. The 4000A˚ break is the onset of absorption
features at wavelengths shorter than 4000A˚ and produces a noticeable drop in the con-
tinuum level. It is also a good indication that star formation is occurring (Gorgas et al.
1999).
A subjective quality value was also given to the spectra. This value ranges from 1
(indicating good clear spectra, low noise, and little doubt on the redshift value given)
to 4 (indicating noisy spectra with few clear spectral lines, and lower confidence in the
redshift estimate due to the lack of clear lines or fewer lines). 264 of the redshifts have
a quality value of 1, 158 have a quality of 2, with the 72 having quality 3 and only four
spectra with a quality of 4.
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A flow chart of the whole data reduction process can be seen in Figure 5.3. The yellow
boxes show processes which were run in the Cosmos software, specifically designed to
reduce IMACS data. The peach boxes show processes which were run using IRAF. The
plain ovals are the necessary input files and the plain rectangular box shows the output
file which is needed for the rest of the data reduction.
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Figure 5.3: Flow chart showing the data reduction processes. Boxes in yellow show Cosmos
software processes. Boxes in peach show IRAF processes. The plain ovals show input files needed
and the plain box shows a necessary output file.
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5.4 Flux and Magnitude Calibration of IMACS Spectra
5.4.1 Flux Calibration
Standard stars are used to calibrate the flux density of spectra. The flux density of
the standard star is known and spectra of the standard stars taken on the night of the
observations is compared to give a conversion factor for the flux for all spectra. However,
during the observations, there were some problems with the observations. Because of
this, two of the three standard stars taken did not lie on the slits. The third standard
star was reduced and analysed. However, when compared to the published values for this
star, the spectrum looked considerably different and because of the pointing problems, it
was not certain if this was indeed the standard star. Because of the lack of spectra from a
standard star, the calibration was completed by an indirect method. Though this is not
ideal, as this method will not take into account any effect on the night of the observations
(such as atmospheric turbulence and cloud), the calibration is necessary. The spectra
needed to be corrected for atmospheric extinction, detector response, count-to-energy
conversion, mirror area, and exposure time.
The extinction graph (Figure 5.4) corrects for atmospheric extinction. The values for
the extinction were taken from ctioextinct in the IRAF database. Cerro Tololo Inter-
American Observatory (CTIO) is on a site near the Magellan site where the observations
of the spectra were taken, allowing extinction values from this site have been used. These
values for the extinction are given in magnitudes per airmass. To correct for the airmass,
the equations for the atmospheric extinction is considered and rearranged to get Equation
5.1.
I
I0
= 10−
∆m
2.5 = e−τ (5.1)
where ∆m is the difference in magnitudes, given in the CTIO file in magnitudes per
airmass, I is the observed intensity after extinction, I0 is the incident intensity before
extinction, and τ is the optical depth. This is for airmass equal to 1. To convert the
extinction values due to the airmass during observations, e−τ is changed to [e−τ ]sec(z),
where z is the angle from the zenith. The value for the airmass used was an average of
the airmass values from all of the masks taken from the image header files, which were
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similar for all of the observations. Figure 5.4 shows the atmospheric extinction curve
used, taken from CTIO.
Figure 5.4: The atmospheric extinction as a function of wavelength.
The spectra also needs to be corrected for the sensitivity and response of the detector
and grism, the data for which were taken from the Magellan telescope/Las Campanas
Observatory (LCO) website. In IRAF (read in using onedspec → sinterp), a graph of
the sensitivity function can be created. As the range covered by the original data is
less than that covered by the IMACS spectra, the wavelength range was scaled to cover
the IMACS spectral range. Response values at either end of the spectra were linearly
extrapolated, so the errors on any measurements at the red and blue edges of the spectra
will be larger. Figure 5.5 shows the response curve of the Magellan Baade telescope.
The spectra on the CCD are in units of analogue to digital units (ADU) and must be
converted into energy. On the CCD, one ADU is equal to 5.2 electrons (and one electron
corresponds to one photon.) Therefore, the spectra are multiplied by 5.2 to obtain the
number of photons received. The energy of one photon is given using Equation 5.2
(where h is Planck’s constant, 6.626 × 10−34Js−1, c is the speed of light, 3 × 108ms−1
and λ is the wavelength).
Energy =
hc
λ
(5.2)
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Figure 5.5: The response curve for the Magellan Baade telescope.
Therefore, the value for the energy is multiplied by 5.2 (to convert to the number of
photons) and then divided by 2A˚ which comes from dividing by the wavelength bin
size, to convert to the final energy units of JA˚−1. A list of the wavelengths covering the
spectral range was created and then converted into the equivalent energies. Once the
table was created, sinterp in IRAF was used to create a graph of this function. Figure
5.6 shows the conversion between wavelength and energy using Equation 5.2.
The functions for the extinction, fextinction, the response function of the instrument
and telescope, fresponse, and energy conversion, fenergy, are combined to create a single
correction function using Equation 5.3.
final function =
fenergy × fextinction
fresponse
(5.3)
Figure 5.7 shows the final function correction (Equation 5.3) to be applied to the spectra.
The spectra were then multiplied by the correction function shown in Figure 5.7.
The spectra still require further corrections to take into account the mirror size and
exposure times.
final calibrated spectra =
spectra
mirror area× exposure time (5.4)
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Figure 5.6: Converting wavelength to energy.
Figure 5.7: The calibration correction for the curves described, created using Equation 5.3.
The spectra is divided by the exposure time and by the area of the telescope mirror,
to give the flux density in astronomical units of Jm−2s−1A˚−1. The exposure time was
different for mask 4 as fewer observations were taken. Also the mirror area in m2 was
used, with the area for the centre hole removed.
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5.4.2 Magnitude Calibration
The spectral lines were measured on the calibrated spectra and used to convert to mag-
nitudes. The main lines measured were [Oii]λ3727, [Oiii]λ5007, Hβλ4861, Hαλ6563,
[Sii]λλ6716, 6731 and [Nii]λ6583, which were used in the classification and to calculate
the star formation rates. The equivalent width and the flux values of each of the emission
lines were recorded and integrated over wavelength, giving units of Jm−2s−1. These val-
ues were then converted to intrinsic fluxes, according to the standard ΛCDM cosmology.
The function for the luminosity distance (Equation 2.14) in Topcat4 was used with the
cosmological parameters from Hinshaw et al. (2009) (H0 = 72 kms
−1Mpc−1, ΩM = 0.27,
ΩΛ = 0.73). Finally the values were converted into ergs
−1 and corrected with the AB
magnitude correction, so star formation rates could be estimated. AB magnitudes are
a monochromatic magnitude system which defines a magnitude for a single frequency
(ν) or wavelength (λ) (Smith et al. 2002). The AB magnitude system is defined by Oke
(1974) as:
ABν = −2.5 logFν − 48.6 (5.5)
where ABν is the AB magnitude at a given frequency, ν, and the flux, Fν is expressed
in units of ergs−1cm−2Hz−1. Or if the flux is in units of Js−1m−2Hz−1,
ABν = −2.5 logFν − 56.1 (5.6)
Most of the objects were also imaged with the CFHT using MegaCam in the r and z
passbands. An AB magnitude calibration can be estimated from the r magnitudes. The
passband of the MegaCam r filter has a central wavelength of 6250A˚ and a FWHM
of 1382A˚, giving a wavelength range of 5559–6941A˚. The continuum of the spectra was
measured over this range, taking the average of points at each end of the passband and at
the central wavelength of the passband, avoiding any emission and absorption features.
A conversion factor between the known r magnitudes and the estimated r magnitudes
from the spectra was created using Equation 5.5 or 5.6.
As our AB magnitude values are in units of wavelength, Equation 5.7 can be used to
4http://www.star.bris.ac.uk/∼mbt/topcat/
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convert from wavelength to frequency units.
Fν =
λ2
c
Fλ (5.7)
where the speed of light, c, is expressed in terms of Angstroms, as 3× 1018 A˚s−1. This
gives:
ABν = −2.5 log
(
λ2Fλ
c
)
− 56.1
= −2.5 log
(
λ2Fλ
)
+ 2.5 log(c)− 56.1
= −2.5 log(λ2Fλ)− 9.91 (5.8)
In our calculations, ABν was taken as the r magnitude value from the MegaCam data,
and λ is taken as the central wavelength for the passband of the data (i.e., 6250A˚).
Rearranging Equation 5.8, a value for Fλ is calculated at the central wavelength of the
passband. A conversion factor, C, is needed to convert between the known magnitudes
and those taken from the estimated magnitudes from the spectra. The value for C was
found using Equation 5.9 where gλ is the continuum level and Fλ is the flux found using
the known AB magnitudes from Equation 5.8.
Fλ = Cgλ (5.9)
To determine the correction factor, the values for Fλ against the continuum values were
plotted, with the gradient giving the correction factor using linear regression.
As can be seen from Figure 5.8, which shows the continuum level against the flux, Fλ,
the correction value C was calculated as 0.79 ± 0.03, which, given that this value is close
to 1, indicates the calibration process was relatively accurate. The final correction is to
multiply the estimated flux values by 0.79. This was completed for a random selection of
objects. Figure 5.8 shows the data points from 87 spectra out of a possible 110 measured.
Three points were excluded from the fit due to abnormal continuum values. These objects
were located on the images from the Faint Sky Variability Survey (FSVS) (Groot et al.,
2000) as this catalogue gives good deep images for these objects. The spectra with an
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Figure 5.8: Continuum level versus Fλ from known magnitude values from CFHT. The fitted
lines gives the conversion factor, C.
abnormal continuum value were found to be contamination from nearby bright stars or
another object lying close by, so flux will have “bled over” into the spectra, giving an
inaccurate result. Therefore, these points were excluded to remove this source of error.
5.5 Galaxy Classification
Galaxies can be classified using their emission lines as different excitation mechanisms in
different classes of galaxies will produce different ratios of emission lines. The emission
from Hii-like regions (which includes planetary nebulae and star forming regions) is
due to ionisation caused by hot young OB stars. The gas surrounding the stars in the
interstellar medium (ISM) is ionised by UV photons from the OB stars. AGN show a
wider range of ionisations than would be possible with only OB stars as the ionisation
source. To produce the emission lines seen, the source must have a harder spectrum,
which must extend further into the UV (Osterbrock & Ferland, 2006) and, for AGN, this
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is most likely to come from the accretion disk of the central black hole. The continuum
for AGN is featureless, extends over a broad wavelength range, and can be fit with a
power law (see Section 2.7 for an example of the power laws used). This group includes
Seyfert galaxies and narrow-line radio galaxies.
The different ratios give information about various conditions within the galaxy. For
example,
• [Oiii]λ5007Hβλ4861 gives a measure of the mean level of ionisation and temperature,
• [Oi]λ6300Hαλ6563 and
[Sii]λλ6716,6731
Hαλ6563 both give the importance of the partially ionised zone
which is produced by high-energy photo-ionisation (Osterbrock & Ferland, 2006),
• [Nii]λ6583 line is stronger in AGN so this line is also used as a classification line.
Therefore, by plotting
[Oiii]λ5007
Hβλ4861 against
[Sii]λλ6716,6731
Hαλ6563 or
[Nii]λ6583
Hαλ6563 , different galaxy
types lie in different regions on the plot. These diagrams were originally proposed by
Baldwin et al. (1981), and called BPT plots, and then later refined, in particular, by
Veilleux & Osterbrock (1987). The emission lines do not need to be reddening corrected,
because they are insensitive to reddening due to the small wavelength separation between
the wavelength within the line ratios.
An example of a BPT plot for different emission ratios can be seen in Figure 5.9, and
is taken from Kewley et al. (2006). The plots show the different populations of galaxies
based on their characteristic emission line ratios.
Figure 5.9: Examples of BPT plots used to classify galaxies and AGN using different emission
lines. (Kewley et al. 2006)
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It was not possible to classify all of the spectra due to missing lines, either because
they were out of the wavelength range of the spectra, or in some cases, have been
covered/removed from the spectra due to the reduction process. For those with the
lines available, both the equivalent widths and the flux for the [Oii]λ3727, [Oiii]λ5007,
Hβλ4861, Hαλ6563, [Sii]λλ6716, 6731 and [Nii]λ6583 lines were measured. When visible,
the [Oi]λ6300 line was also measured. However, this line was only visible on a few
spectra and was usually faint, so this line has not been used as a classification line. The
classification criteria were taken from Veilleux & Osterbrock (1987), and from Yan &
DEEP2 Team (2006). The classification using the [Nii]λ6583 emission line is preferred
over that using the [Sii] lines. The [Sii] line is a doublet so the sum of the two lines was
used to classify the object. However, both lines are not always present or the lines may
be blended causing an inaccurate line flux measurement.
The IMACS spectra have been classified as either star forming galaxies or AGN, with
no distinction is made between LINERs or Seyfert galaxies. AGN are classed using
Equations 5.10 and 5.11 (Kewley et al. 2006). Galaxies were only classed using Equation
5.11 if the [Nii] emission line was not available, which occurred for 32 galaxies. 129
galaxies were classified using the [Nii] emission line.
log([Oii]/Hβ) >
0.61
log
(
[Nii]
Hα
)
− 0.05
+ 1.3 (5.10)
log([Oii]/Hβ) >
0.72
log
(
[Sii]
Hα
)
− 0.32
+ 1.3 (5.11)
Figure 5.10 shows the BPT plot using [Nii] to classify the star forming galaxies and the
AGN from the IMACS spectra, while Figure 5.11 uses the [Sii] emission lines. The lines
show the separations between star forming galaxies and AGN, taken from Kewley et al.
(2006), who use the line ratios from Veilleux & Osterbrock (1987). BPT plots can be
broken down further into other galaxies types such as low-ionization nuclear emission-
line regions (LINERs). This, however, is not necessary for our purposes. From Figure
5.10, it appears most of the IMACS objects are star-forming galaxies. This is less clear
for Figure 5.11 which uses the [Sii] emission lines, which is expected as this diagram is
more prone to errors for the reasons mentioned previously. However, if the [Nii] line is
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not present (for example, due to a zero’th contamination over the [Nii] line), the [Sii]
emission lines can be used to classify the galaxies.
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Figure 5.10: Classification using the [Nii]λ6583 line for the IMACS spectra. The line shows the
theoretical separation between the star forming galaxies and the AGN.
Using the above classification, 33 galaxies were classed as AGN and 70 were classed as
star forming galaxies. The galaxies without the lines required to classify the galaxy using
the BPT plot will be classed as star forming galaxies. None of the galaxies show evidence
of the broad emission lines seen in AGN spectra, so this will be a good assumption.
5.6 Extinction Correction
The flux of the spectral lines has not been corrected for reddening due to interstellar
dust in both the observed galaxy and in intergalactic space. This was estimated using
Equation 5.12 (Osterbrock & Ferland, 2006):
F (Hα)o
F (Hβ)o
=
F (Hα)e
F (Hβ)e
10−c[f(Hα)−f(Hβ)] (5.12)
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Figure 5.11: Classification using the [Sii]λλ6717, 6731 doublet for the IMACS spectra. The line
shows the theoretical separation between the star forming galaxies and the AGN.
where F (λ)0 is the unreddened intrinsic flux (i.e., the observed flux), F (λ)e is the emitted
flux, and f(λ) is the reddening curve taken from Osterbrock & Ferland (2006), and
requires the Hα line to be visible. For Hii-like regions, the known ratio for F (Hα)eF(Hβ)e
is 2.86 (assuming case B recombination and a temperature of 10000K; Osterbrock &
Ferland 2006; Tresse et al. 2002).
The only unknown is c, which is a measure of the extinction and is different for each
galaxy, as it depends on the dust within the galaxy and between the viewer and the
galaxy. It is found by rearranging Equation 5.12 to give Equation 5.13 and calculating
for each individual source.
c =
log F (Hα)o
F (Hβ)o
− log(2.86)
−(f(α)− f(β)) (5.13)
where F (λ)O is the observed flux and f(λ) is the taken from the reddening curve.
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Table 5.2: The extinction factors for emission lines, with R=3.1 from Osterbrock & Ferland
2006, using the standard curve for typical diffuse interstellar medium.
Emission line f(Hλ)-f(Hβ) f(λ)
Hα -0.346 0.818
Hβ 0.00 1.164
[Oiii]λ 5007 0.304 1.122
[Oii]λ 3727 0.724 1.542
Table 5.2 uses interstellar extinction lines to estimate values for the reddening curve,
using the standard curve, and R=3.1 (Osterbrock & Ferland, 2006). The reddening
values for [Nii] and [Sii] were taken as the same as for Hα due to the close proximity of
the lines.
R is ratio of the visual extinction at V (i.e A(V )) and the colour excess between B (taken
at 4350A˚) and V (5550A˚) values, E(B−V ) (Equation 5.14). A standard value for R for
our galaxy is R = 3.1.
R =
A(V )
(E(B − V )) (5.14)
To correct for the interstellar extinction, Equation 5.15 is used.
F (λ)e = F (λ)oexp[Cf(λ)] (5.15)
where F (λ)e is the emitted flux (i.e, the flux which would be received if there were no
extinction), F (λ)o is the observed flux and C is a measure of the extinction and related
to c by c = 0.434C.
Therefore, Equation 5.13 is used to calculate c which is used to calculate the intrinsic
flux, F(λ)e.
The main problem with the reddening correction method described above is the depen-
dence on Hα, needed to find the measure of the extinction, c. For objects with z > 0.5,
the Hα emission line moves out of the optical window. So for higher redshift objects, an-
other method which uses [Oii]λ3727 is used. To obtain accurate star formation rates, the
131
flux for [Oii]λ3727 needs to be reddening corrected. To test which method for reddening
correction is the most reliable, the [Oii] lines were reddening corrected using different
methods, for objects where the Hα line was visible.
5.6.1 Average Extinction Method to Correct [Oii]
If an object has both Hα and [Oii] in the spectra, the extinction correction can be
estimated using the Hα flux. However, for objects with z > 0.5, this is not possible.
For this reason, the measure of the extinction correction, c, has been calculated for
all objects containing both Hα and [Oii] in the spectra. A mean of these extinction
correction values, c, is then applied to objects with redshift of z > 0.5.
An average of the values for c from the objects with Hα was found to be 0.82 with a
standard deviation of 0.66. This method will not be perfect due to the extinction factor
being dependent on an individual galaxy’s properties and the range of values seen is
large. Figure 5.12 show a histogram of the values and shows a profile with a main peak
at this value.
Figure 5.12: The histogram shows the spread of values for the extinction, c, taken from spectra
with z < 0.5.
Figure 5.13 shows the corrected [Oii] fluxes using the individual values for c against the
corrected [Oii] fluxes using the average value of c, c=0.82. There is not a significant
difference between the corrected fluxes using individual and an average value for c for
the extinction.
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Figure 5.13: Comparing L([Oii]) with an average value of c for the reddening to the L([Oii])
with individual values for c, for objects with z < 0.5 containing the [Oii] and Hα emission line.
If an object has an individual value for the extinction correct, c, this individual value
will be used. Otherwise the [Oii] flux will be corrected using the average value for the
extinction.
5.6.2 Reddening Curve Extinction Method for [Oii]
It has been suggested by Kewley et al. (2004) that using Equation 5.16 and the reddening
curve from Cardelli, Clayton & Mathis (1989) will give realistic reddening corrected
values. Equation 5.16 shows the relationship between the observed and redden corrected
values for the [Oii] luminosities.
L([Oii])i(ergs
−1) = L([Oii])o(ergs
−1)× 100.4k[OII]E(B−V ) (5.16)
where L([Oii])i is the intrinsic [Oii] luminosity, L([Oii])o is the observed [Oii] luminosity,
and k[Oii]=4.771, a constant from the reddening curve from Cardelli et al. (1989). Kewley
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et al. (2004) calculated the best fit for E(B − V ) for their data sample as:
E(B − V ) = (0.174± 0.035) log(L([Oii])i)− (6.84± 1.44) (5.17)
When this is substituted into Equation 5.16, the value for the intrinsic [Oii] luminosity
is given by:
L([Oii])i = 3.11× 10−20L([Oii])1.495o (5.18)
5.6.3 Comparison of [Oii] Reddening Correction methods
Both the extinction correction using the average extinction value from Osterbrock &
Ferland (2006) and using an average E(B − V ) value from Kewley et al. (2004) were
used to calculate the intrinsic luminosity and the results compared using the objects
which contained both [Oii] and Hα within the spectra.
Figure 5.14 shows the reddening corrected [Oii] fluxes using the best fit E(B− V ) value
from Kewley et al. (2004) on the ordinate axis. The values for the reddening corrected
[Oii] fluxes using a mean of the estimated values c values from the Osterbrock & Ferland
(2006) method are on the abscissa axis. This Figure shows a large difference between
the [Oii] fluxes using the methods from Kewley et al. (2004) and Osterbrock & Ferland
(2006). The line is the best fit line.
As can be seen in Figure 5.13 and 5.14, using an average value for the extinction coef-
ficient, c, appears to give a more reliable and predictable comparison to the extinction
values corrected using the Hα line. Even if the outliers were to be removed from Figure
5.14 (these points have some of the largest fluxes for Hβ; further investigation is needed
to determine the reason for this), the [Oii] reddening corrected values would still be over
estimated by a factor of ∼ 7, which can be seen from the gradient of the fitted line in
Figure 5.14.
It should be noted that the calculation for E(B − V ) is empirical and, therefore, should
not be applied blindly to another sample of galaxies as they may have different properties,
which would give variations on the extinction value obtained. Kewley et al. (2004)
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Figure 5.14: Comparing of the [Oii] flux when corrected using the reddening correction method
from Kewley et al. (2004) to the [Oii] flux when corrected using an average of all the estimated
c values using the method from Osterbrock & Ferland (2006) for objects with z < 0.5.
take galaxies from the Nearby Field Galaxy Survey (NFGS) which contains 198 nearby
galaxies. The galaxies in the IMACS data have larger redshifts so are further away and
likely to be affected by dust extinction due to an increase in the volume of intergalactic
space, therefore, an increase in intergalactic dust. The galaxies within the IMACS data
may have different properties to the NFGS sample, producing a different value of E(B−
V ) if it could be calculated.
An averaged value of the extinction coefficient, c, will therefore be used to complete the
reddening correction on [Oii] for the objects with z > 0.5, which do not have the Hα
line within their spectra.
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5.7 Star Formation Rates
The star formation rate (SFR) can be calculated using several different emission lines.
The Balmer emission lines, especially the Hα line, are a direct star formation probe as
they scale directly with the total ionising flux. Therefore, the Balmer lines are the most
popular and accurate method used to calculate the SFR. Lines such as the [Oii]λ3727
forbidden line can be used, though this line is affected by metallicity and reddening. Also
the Ultra-Violet (UV) flux can give a measure of the SFR. Each method has different
strengths and weaknesses as they measure slightly different aspects of SFRs.
Different star formation indicators give different information about the stellar popula-
tions in the galaxies. For example, Hα measures the SFR on time-scales of ∼10Myrs as
opposed to the UV SFR which measures time scales of ∼100Myrs, so therefore, measures
an older stellar population. The emission lines and the UV continuum are also sensitive
to different stellar masses with emission lines being more sensitive to lower mass stars
(Gilbank et al. 2010).
5.7.1 Aperture Correction
The IMACS observations were taken using rectangular slits so some light will be lost as
the slit will only collect part of the light from the source. This loss is an inherent problem
with slits. The slit has a width of 2 arcsecs. Therefore any object with a Petrosian radius
>1 arcsec (which was true for all the objects in the sample) will be affected by slit loss
and the estimated SFR will be an underestimate of the true value. To correction for the
aperture size, the SFR per arcsec2 was calculated for each object using the slit size and
the Petrosian radius for each object. The Petrosian radius is defined as radius at which
the Petrosian ratio, Rp, is equal to 0.2. The Petrosian ratio is defined as the ratio of
the local surface brightness with radius r from the centre of the galaxy and the mean
surface brightness with radius r, 5. Then assuming the galaxies are circular with radius
equal to the Petrosian radius, the total SFR rate was produced.
There were two main assumptions used in this method. It was assumed that the galaxies
5http://cas.sdss.org/dr4/en/help/docs/algorithm.asp?key=mag petro
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are circular. This assumption will mean that, depending on the orientation of the galaxy
with respect to the slit, some of these values will be an under or over estimate if the
galaxy is elliptical. An example of this can be seen in Figure 5.15 which shows the
assumptions of (a) a circular cluster. However, if (b) the cluster is elliptical and aligned
along the slit, the SFR will be over-estimated as the light received is under-estimated. If
the slit is aligned at 90◦ to the cluster’s major axis, the SFR could be under-estimated
(c).
It was also assumed that the slit was centred on the centre of the galaxy. This means
the slit will be placed across the central bulge, which is brighter than the outskirts of the
galaxy. Assuming this is representative of the whole galaxy will give an overestimate of
the SFR as the stellar population varies across the radius of the galaxy and the rate is
likely to be higher in the bulge than the outskirts. However, correcting for the aperture
size in this way will give an upper limit on the SFR while the uncorrected SFR will give
a lower limit.
Figure 5.15: Examples of potential errors from using assumptions about galaxy shape.
5.7.2 Hα Star Formation Rate
To calculate the SFR, the Hα line is used, as the Hα luminosity is directly proportional to
the number of photons from the Lyman continuum in young stars. The Hα line gives an
indication of the number of ionising stars, which, when an initial mass function (IMF)
is assumed (for Kennicutt (1998), a Salpeter IMF was used) and a solar abundance,
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gives the star formation rate. Other Balmer lines, such as Hβ and Hγ, could be used
though these lines are weaker and more sensitive to stellar absorption. The Hα line is
still subject to metallicity dependencies and uncertainties from dust corrections though
not as heavily as other indicators. The method assumes a solar abundance within the
system and that the ionised gas traces all the massive star formation. Equation 5.19 is
the equation most commonly used for calculating the SFR using Hα.
SFR(Myr−1) = 7.9× 10−42L(Hα)(ergs−1) (Kennicutt 1998) (5.19)
Due to metal-rich stars producing less Hα, the Hα will overestimate the SFR for high-
metallicity galaxies (Gilbank et al. 2010).
5.7.3 [Oii] Star Formation Rate
For objects with z > 0.5, the Hα emission line is redshifted out of the range of the optical
spectrum so other emission lines are used as SFR indicators. Another SFR indicator is
the [Oii]λ3727 forbidden line (Kennicutt, 1998; Kewley et al., 2004). Forbidden lines are
not directly linked to the luminosity but are more sensitive to metallicities and abun-
dances so are more prone to errors and uncertainties. Unfortunately these methods have
yet to agree (e.g., Gilbank et al. 2010), and produce different SFR estimates as the ratio
of [Oii]/Hα varies and is individual to a galaxy due to variations in the gas fractions
and excitation differences. Different formulae have been created using separate samples
(so therefore producing distinct values). Kewley et al. (2004) used high resolution spec-
tra and a different reddening correction method than Kennicutt (1998) and took the
metallicity abundance into account (Equation 5.22). The abundances were taken from
galaxies in the Nearby Field Galaxies Survey (NFGS). The methods in Kennicutt (1998)
are quoted to agree within a factor of two with the methods in Kewley et al. (2004)
(Kewley et al. 2004).
SFR(Myr−1) = (1.4± 0.4)× 10−41L[Oii](erg s−1) (Kennicutt 1998) (5.20)
SFR(Myr−1) = (6.58± 1.65)× 10−42L[Oii](erg s−1) (Kewley 2004) (5.21)
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SFR(Myr−1) = (9.53± 0.91)× 10−42L[Oii](erg s−1) (Kewley2004,Z)(5.22)
5.7.4 Ultra-Violet Star Formation Rate
The UV SFR measures the continuum of young stars. The UV needs to be corrected
for dust extinction but is insensitive to metallicity (e.g. Glazebrook et al. 1999; Kewley
et al. 2004). However, more evolved stars also produce UV emission which contributes to
the UV luminosity observed and needs to be corrected for. This last correction is more
prominent at lower redshifts as the stellar populations become more evolved (Gilbank
et al., 2010).
UV data was taken in the Near-UV (1344-1786A˚) and Far-UV (1771-2831A˚) by GALEX.
The values given for the NUV and FUV fluxes were given in units of counts per second.
To convert to units of µJy, the FUV was multiplied by 108 and NUV by 36. This is to
convert to the units of flux of ergs−1m−2Hz−1 needed to calculate the SFR.
Jy = 10−26Wm−2Hz−1
= 10−26Js−1m−2Hz−1
µJy = 10−32Js−1m−2Hz−1
= 10−25ergs−1m−2Hz−1 (5.23)
The flux is then converted onto a UV luminosity using Equation 5.24.
L = 4piD2LF (5.24)
where L is the luminosity, F is the flux and DL is the luminosity distance. This gives
the luminosity in units of ergs−1Hz−1.
The UV luminosities need to be corrected for dust extinction. Most methods to correct
for dust extinction in the UV use infra-red data. However infra-red observations are
not available for this data. Salim et al. (2007) measured the SFR for a large sample
of optically selected galaxies and fit SEDs to obtain estimates for the dust attenuation,
which can then be used on the FUV, when it is not possible to fit an SED (for example
when the data is not available as in this case). From this they obtained:
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AFUV = 3.32× (FUV −NUV )0 + 0.22 (FUV −NUV )0 < 0.95 (5.25)
= 3.37 (FUV −NUV )0 ≥ 0.95 (5.26)
where AFUV is the dust attenuation in units of magnitudes and the (FUV −NUV )0 are
in the rest frame colours. This equation does not assume the objects have classifications.
This can then be applied to the GALEX data and the UV SFRs obtained using Equation
5.27 from Salim et al. (2007).
SFRFUV (Myr−1) = 1.08× 10−28 × L0FUV × 100.4AFUV (5.27)
where L0FUV is the rest frame FUV luminosity in units of ergs
−1Hz−1 and AFUV is the
dust attenuation given by Equation 5.26.
5.7.5 Star Formation Rate Comparison
The Kennicutt method using Hα (Equation 5.19) and the three methods for estimating
SFR with [Oii] (Equations 5.20- 5.22) were all used to calculate the SFR so a comparison
could be made. Figure 5.16 uses a sub-sample containing only objects with both [Oii]
and Hα in the spectra and shows the measurements for the SFR from the [Oii] line for
the three methods (using Equations 5.20 - 5.22) against the measurements for the SFR
from the Hα line. The red points are the SFRs calculated using Equation 5.20 (e.g.
Kennicutt, 1998), the green points are using Equation 5.21(Kewley et al. 2004 without
abundance) and the black points use Equation 5.22 (Kewley et al. 2004 with abundance
corrections). As can be seen in Figure 5.16, the different methods give a range of possible
star formation rates.
For later comparisons, the [Oii] from the Equation 5.22 (i.e, corrected for abundance)
will be used and Equations 5.20 and 5.21 will be used to give the upper and lower limits
for the SFR[Oii]. Figure 5.17 shows the comparison between the SFR using Hαλ6563
to the SFR values obtained using [Oii] from the Equation 5.22. The fitted line shows
[Oii] = m ∗Hα+ c, where m is the gradient and c is the intercept. The gradient is 0.55,
which suggests that the SFR for the [Oii] is found to be twice that of the SFR found
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Figure 5.16: Comparing the SFR using [Oii]λ3727 with those found using Hαλ6563. The red
points use Equation 5.20. The green points use Equation 5.21 and the black points use Equation
5.22.
using the Hα. The intercept is not zero therefore there are some systematic errors.
When comparing SFR at z > 0.5 (i.e, the Hα has been redshifted out of the wavelength
range of the spectra), the SFR[Oii] calculated by Equation 5.22 can be adjusted using
the systematic error to give comparable values to the Hα SFRs. The error bars on
Figure 5.17 show the upper and lower limits for the SFR([Oii]) using the equations
from Kennicutt (Kennicutt 1998) and Kewley without abundance (Kewley et al. 2004),
respectively.
The star formation rates can be compared to known star formation rates of other ob-
jects. For example, the Milky Way has a current star formation rate of 4 Myr−1 (Dekel
et al. 2009) while dusty sub-millimetre galaxies (which have the most extreme formation
rates) have SFRs of up to ∼1000 Myr−1 (Dekel et al. 2009).
To check that the difference between SFRs determined from [Oii] and Hα is not a side
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Figure 5.17: Comparing the SFR([Oii]) calculated using Equation 5.22 with SFR(Hα).
effect of the calibration, the SFRs were split into redshift slices. The IMACS instrument
is less sensitive at the blue end of the spectra, and could affect the measurements for
the [Oii] lines, especially for low redshifts. Therefore, the galaxies with higher redshifts
should show more consistency between values for Hα and [Oii] star formation rates, as
the [Oii] line will move out of the effected region at higher redshifts.
Figure 5.18 shows the SFR[Oii] (using Equation 5.22) over different redshifts ranges. The
plotted line is SFR(Hα)=SFR([Oii]). The spread in SFRs and the discrepancy between
the Hα and [Oii] SFR values can still be seen. However the discrepancies increase for
the highest redshift range 0.4 < z < 0.5. The Hα line will be approaching the edge of
the spectral wavelength range at this redshift, so the Hα estimate is likely to be affected
by a decrease in sensitivity at the edge of the wavelength range. This would also be an
affect at the lowest redshift range. However, more galaxies in the redshift range would
be needed to test this.
Another factor affecting the SFR and the differences in the methods is the range of
masses for the galaxies. Gilbank et al. (2010) showed that the mass has a different effect
142
0 10 20 30 40 50
0
10
20
30
40
50
SFR(Hα) (solar masses per year)
SF
R(
OI
I,Z
) (
so
lar
 m
as
se
s p
er 
ye
ar)
0.2<z<0.3
0.3<z<0.4
0.4<z<0.5
Figure 5.18: Comparing the SFR from [Oii] from Equation 5.22 with SFR from Hα for a range
of redshifts. The line is SFR(Hα)=SFR([Oii]).
on the SFR measured using the Hα and [Oii]. Figure 3 in the Gilbank paper shows how,
for a range of masses, the SFR rates from Hα and [Oii] are more equal at higher mass
galaxies (e.g. log(M∗) = 10.2) than at lower masses (e.g. log(M∗) = 9.6), indicating the
sample of galaxies may contain a large number of low mass galaxies.
Figure 5.19 shows the comparison between the SFR found using the Hα emission line and
the SFR using the UV emission. The fitted line shows SFR(UV ) = m ∗ SFR(α) + c,
where m is the gradient and c is the intercept. Though the intercept is small, there
is a steep gradient. This could be expected as the UV SFR measures an older stellar
population on time scales of ∼100Myrs while Hα measures the SFR on shorter time-
scales of ∼10Myrs so measures emission from younger stars. A difference in Hα-UV SFR
may be due to the difference in time-scales and stellar populations (e.g., Sullivan et al.
2000, 2001). Galaxies have been found with no evidence of Hα emission and evidence of
star formation in the UV (Salim et al. 2007) suggesting that these SFR indicators give
information on different populations.
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Discrepancies may also be due to the model of the dust attenuation used (Salim et al.
2007), which will affect the luminosity and therefore, the resultant SFR. Ideally the dust
attenuation should be calculated on a galaxy-by-galaxy basis as it is dependent on the
individual galaxy. However, this is not always possible and was not possible here due to
the lack of infra-red data.
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Figure 5.19: Comparing the SFR from UV emission to the SFR from Hα for a range of redshifts.
The line is SFR(UV ) = m ∗ SFR(α) + c, where m is the gradient and c is the intercept.
5.8 Validation of the Large Scale Structure at z ∼ 0.8
5.8.1 Spectroscopic Redshifts
Out of a possible 680 spectra, the redshifts for 515 galaxies were calculated using the
function rvidlines within IRAF. (The other objects were missing either the emission or
absorption lines needed to allow a redshift to be determined.) The redshift distribution
can be seen in Figure 5.20. The blue bars show the distribution of objects selected to
be Lyman Break Galaxies (Haberzettl et al. 2009), while the red bars show the redshifts
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of the red objects. There are obvious peaks in the redshifts at 0.3, 0.4, ∼0.5 and 0.7,
indicating potential large scale structures. It has been previously thought there may be
a structure at z ∼ 0.3 but little work has has been done in this area.
As can be seen from Figure 5.20, the number of galaxies decrease at higher redshifts.
This could mean the sample is incomplete at and above a redshift of 0.7. This may
also be due to the limiting magnitude of i < 21.3 in the SDSS data, which cut out any
fainter sources, leaving only the brightest high redshift objects. For this reason, the
lower redshift peaks are more reliable and the peak at redshift 0.7 is more suspicious.
Figure 5.20: Histogram of the redshifts from the IMACS data. The blue bars show star forming
galaxies selected by Haberzettl et al. (2009) and the red bars show red galaxies.
5.8.2 SDSS Galaxy Photometric Accuracy
The SDSS database was used to obtain both spectroscopic and photometric redshifts
for the galaxies within the field. These galaxy redshifts can be used to estimate the
redshifts of galaxy clusters within the area. Photometric redshifts are not as accurate as
spectroscopic redshifts as they rely on the colour of the galaxy which in turn depends
on the properties of the galaxy. The more filters or wavebands used in a photometric
redshift estimate, the more accurate it is.
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To test the accuracy of the SDSS photometric redshifts, they were matched by position
to the IMACS spectroscopic redshifts. To ensure the correct galaxies were selected, the
difference in sky position given by SDSS and IMACS was purposely selected at 0.001◦.
The two redshifts were plotted against each other to show the correlation and the spread
of redshifts calculated.
Figure 5.21 shows the photometric and spectroscopic redshifts of galaxies plotted against
each other. The line of zspec = zphot is shown in solid black and intercepts both axes at
zero. Though there is scatter, the photometric redshifts best estimate the spectroscopic
redshift between 0.4 < z < 0.8. Below this redshift, the photometric redshifts are an
underestimate. It is difficult to determine a trend above z ∼ 0.8 due to the lack of
data points. The line of points in the bottom left corner is due to a lack of photometric
redshifts. There appears to be systematic differences between the redshifts, with the
photometric redshifts being lower than the spectroscopic counter-parts.
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Figure 5.21: Comparing the photometric redshifts of SDSS galaxies to their spectroscopic red-
shifts from the IMACS spectroscopic data. The line fitted is the zspec = zphot line.
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The error on the photometric redshifts, ∆z, using Equation 2.1, is plotted against the
spectroscopic redshift with lines showing the 3σ levels (Figure 5.22). This shows the
photometric redshifts increase above ∼ 0.8.
0.2 0.4 0.6 0.8 1.0
−
0.
6
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
0.
6
Errors on photometric redshifts
zspec
∆z
<∆z> = −0.063
σ = 0.098
Figure 5.22: The errors between the photometric redshifts and spectroscopic redshifts. The
dashed lines show the 3σ boundaries.
5.8.3 CFHT Cluster Red Sequence Fitting
Imaging data using r and z band filters on MegaCam on the CFHT were taken over two
fields, one of which is partly covered by the IMACS spectra.
From this, clusters were selected by Ilona So¨chting using the same method as was used to
select the COSMOS clusters (So¨chting et al. 2011), but instead of photometric redshifts,
overlapping colour slices in the R − z vs z space were used to resolve clusters in the
radial direction. Only 18 cluster members had photometric or spectroscopic redshifts.
To estimate redshifts for all the clusters, the red sequence was used to calibrate the
colour to the redshift of the cluster. The red sequence comes from the fact that cluster
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contain populations of galaxies which have a very tight relationship in colour-magnitude
space. An example of this can be seen in Figure 5.23
So to obtain redshift estimates for all of the clusters within the CFHT catalogue, the
red sequence was fit to each cluster.
Finding the Red Sequence
The cluster red sequence method uses the colour of red elliptical galaxies to find the best
linear fit to the galaxy distribution in a colour-magnitude diagram. This colour changes
as the redshift increases, giving a natural redshift estimate. To obtain redshifts for these
clusters, the colour (R− z) at a reference z magnitude of z = 16 is used as a proxy. The
R− z vs z colour magnitude diagram was the best to use in this case as it best samples
the intermediate redshifts (Gladders & Yee 2000). However, since this linear fit has a
slope and a zero point, a reference point is needed on the z magnitude axis, which is
read as a zero point. z = 16 is a convenient point (So¨chting, private communication).
For each cluster, a line is fitted to the red sequence. This is done by eye and was double
checked by an independent observer to agree whether this is the best fit of the sequence.
Once the best fit line is found, the value of the intercept at z = 16 is found.
Redshift Accuracy
Once the R− z values at the zero point, z = 16 mag, have been found, they need to be
compared to known redshifts (either spectroscopic or reliable photometric estimates) to
give the calibration between R−z and redshift. The IMACS data covers roughly a third
of one field of the CFHT data and provides spectroscopic redshifts for clusters. A SDSS
search was also performed, finding objects with both spectroscopic and photometric
redshifts.
The photometric redshifts are less reliable than the spectroscopic redshifts and for a
single cluster, there was usually a large spread in redshift values. Therefore, it was not
possible to select a reliable single value for a cluster with a large spread. However, some
clusters did have multiple members within a small redshift range, suggesting reliable
photometric redshifts. For a reliable photometric redshift, five or more members were
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needed, showing a small spread in redshift, the average giving the redshift, and the spread
giving the error. Where possible, a spectroscopic and photometric redshift were obtained
to show the accuracy of the photometric determination from the red sequence method
(Table 5.3). The average difference between the photometric redshifts from SDSS and
spectroscopic redshifts from IMACS is 0.0985 with a spread of 0.110. However three of
the points (Clusters 5, 12 and 32) have large errors on the photometric redshifts which
is given by the spread of the individual member redshifts. If the three points with large
spread are removed, the average difference is reduced to 0.0219 with a spread of 0.0190.
For this, the errors on the photometric redshifts used are ∼0.1.
Table 5.3: The photometric and spectroscopic redshifts for 7 of the CFHT clusters and the
differences between the two values.
Field Cluster Photo z Phot z err Spec z Difference
LQG1 5 0.365 0.046 0.108 0.257
LQG1 6 0.3175 0.0184 0.264 0.0535
LQG1 7 0.199 0.009 0.196 0.003
LQG1 12 0.588 0.0308 0.305 0.283
LQG1 32 0.753 0.0823 0.691 0.062
LQG2 7 0.266 0.0023 0.283 0.017
LQG2 9 0.274 0.008 0.288 0.014
Using both spectroscopic and photometric cluster redshifts, 18 clusters were used to plot
the red sequence in order to derive the redshift for the other clusters.
Calibrating the Colour and Redshifts
Figure 5.23 shows the red sequence fit to a galaxy cluster. The external lines show the
colour cuts used to select the cluster and the central line shows the fit to the red sequence.
The asterisks indicate the core cluster members and the crosses mark all galaxies residing
with the cluster boundary. Note that all galaxies which reside both within the cluster
boundary and within the colour filter are considered final cluster members even if they
haven’t been included in the original core selection.
The value for the zero point of the red sequence line is plotted against the redshift. It is
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Figure 5.23: The red sequence fit to a galaxy cluster. The external lines show the colour cuts
used to select the cluster and the central line shows the fit to the red sequence. The asterisks
indicate the core cluster members and the crosses mark all galaxies residing with the cluster
boundary.
this correlation between the colour and redshift which will give the relationship used to
estimate the redshifts for other clusters, which do not have a redshift, from their colours.
This method is less accurate at higher redshifts as the fraction of blue galaxies increases
and the number of galaxies lying within the filters decreases. This is due to the evolution
time needed to create the red sequence. This means the distribution of the galaxies on
the colour cut plot becomes wider and the fitting is more prone to error. (See Figure
5.24.)
To find the redshift-colour relation, initially a straight line fit was used, but this proved
to be an inadequate fit to the data. Five different models were used (linear, squared,
and cubic, along with log and inverse) to fit to the clusters. (See Appendix A for the
different models tested and the statistical tests used). To test the fitting of the different
models, various statistical tests were performed as different tests have different strengths.
These tests included the residual standard error which gives the standard deviation of
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Figure 5.24: The colour cuts used to select cluster members. The crosses indicate possible
cluster members from the first colour cut and the stars show the final members selected from the
final colour cut.
the differences between the positions of the points and the predicted position from the
fit. An F-test and an Akaike’s Information Criterion (AIC) test were performed. The
F-test uses the null hypothesis that the two samples (here the known redshift values and
the predicted redshifts from a model) are not significantly different. If the calculated
value for F from the test is greater than critical value for the F-test, the null hypothesis
is rejected. The p-value from the F-test gives the probability that if the null hypothesis
is rejected, it is a mistake. So a small p-value means it is correct to reject the null
hypothesis. The AIC test is a penalised log-likelihood and is a way of comparing models,
rather than a hypothesis test. This test gives a measure of the goodness of the fit and
ranks the models in order of their fit to the data, with the model with the lowest AIC
value giving the best fit.
The best fit model (using a variety of tests) was a cubic model with the form y =
ax+bx2+cx3+d. From the fit, the values are given as a = 0.21±0.22, b = −1.07±0.41,
c = 2.15± 0.10, and d = −1.00± 0.22. This model was also weighted, giving a weight of
2 to the spectroscopic redshifts and 1 to the points with photometric redshifts. Figure
5.25 shows the redshift plotted against the zero point of the red sequence. The points
shown in Figure 5.25 are a combination of spectroscopic points from SDSS and IMACS
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and some photometric points from SDSS. The line shows the model fitted to this data.
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Figure 5.25: The best model fit for the redshift to the z magnitude.
As the highest redshift value measured by either the IMACS data or the SDSS search
was only 0.7, this fit should only be trusted up to a redshift level of around 0.74− 0.75
Looking at the difference between the spectroscopic redshifts and the estimated redshifts
from the red sequence, the average difference between the value is 0.035 with a spread
of 0.028, which suggests that the red sequence will give a reliable fit.
5.9 Summary
Spectra of a selection of 680 star forming galaxies, red galaxies, and AGN were taken
using the IMACS instrument on the Magellan Baade telescope. From the 680 spectra
taken, the redshifts of 515 galaxies were calculated. The objects in the spectra were
classified and the star formation rates calculated, where possible.
Different methods of reddening correction have been tested. An average value for the
extinction for [Oii] in spectra where the Hα emission line is within the spectra wavelength
was applied to spectra without a Hα emission line to correct for the dust extinction.
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The star formation rates were calculated using the Hα and [Oii] emission lines, and the
UV emission from GALEX, and compared. There is a systematic difference between the
Hα SFRs and the SFRs found using [Oii]. This may be due to the extinction correction.
However [Oii] is more affected by metal abundances within the galaxy, which would also
affect the SFR value found.
There is a large difference between the Hα SFRs and the SFRs using UV. This may
be due to the dust attenuation model used, as an averaged value of the dust extinction
was used due to the lack of infra-red data. However, there are also differences between
the stellar populations and the time-scales measured by the Hα and UV emission, which
could also account for these differences.
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Chapter 6
The Environments of AGN and
Star Forming Galaxies
This chapter will study the environments of 33 objects, which were classified as AGN
using the IMACS spectra. The environments will be studied with respect to 649 nearby
star forming galaxies found in the IMACS data and the WiggleZ Dark Energy Survey.
The WiggleZ Dark Energy Survey had provided an additional 112 star forming galaxies
to the sample of star forming galaxies from the IMACS spectra, though the actual SFRs
are not available.
The IMACS and WiggleZ data sets are not exhaustive surveys of this area, so there may
be other star forming galaxies and AGN not accounted for here. Conclusions will be
drawn from the data available.
Results have been compared against a control sample of AGN created from a set of
AGN with randomised positions (the same method used for the quasar control sample
to compare to galaxy clusters; see Section 2.7).
6.1 AGN
There is only one quasar from the DR7QSO catalogue in the field of the IMACS spectra,
with z < 1.0. This quasar has a redshift of z = 0.56 and lies near the bottom left edge
154
of the field. There are two galaxies from the IMACS spectra nearby. One unfortunately
does not have a spectroscopic redshift due to missing lines. The other galaxy has a
redshift of 0.42 and has been classified as a star forming galaxy. There are also no
quasars available in this area of the sky from the 2dF survey.
There are 33 AGN classified using the BPT plot (Section 5.5). Table 6.1 shows the mask
the object is found in, the positions, redshifts, SFR(Hα), and absolute r magnitudes of
the AGN from the IMACS spectra.
Table 6.1: Galaxies classed as AGN from the IMACS spectra.
Name Mask RA(J2000) DEC(J2000) redshift SFR(Hα) Absolute r
Myr−1 magnitude
obj4865 1 10:46:12.06 00:21:54.67 0.424 2.172 -19.059
obj4388 1 10:46:20.81 00:21:41.51 0.267 1.817 -17.233
obj5091 1 10:46:24.54 00:22:00.95 0.343 1.136 -18.464
obj2138 1 10:46:55.81 00:20:46.58 0.272 5.304 -18.690
obj5572 3 10:47:04.04 00:22:13.31 0.468 7.444 -15.078
obj5222 1 10:47:05.69 00:22:04.34 0.287 2.265 -21.391
obj3202 4 10:47:05.70 00:21:13.24 0.345 1.020 -19.946
obj2262 1 10:47:07.16 00:20:49.06 0.347 3.402 -18.740
obj2250 1 10:47:14.08 00:20:47.76 0.201 3.147 -17.221
obj4565 4 10:47:14.48 00:21:46.73 0.407 1.185 -19.696
obj7093 3 10:47:15.49 00:22:57.67 0.399 6.309 -18.532
obj4339 4 10:47:16.94 00:21:40.47 0.304 1.406 -17.799
obj3909 4 10:47:21.74 00:21:30.39 0.344 1.050 -18.053
obj4890 1 10:47:28.45 00:21:55.25 0.288 2.198 -17.922
obj3271 4 10:47:32.23 00:21:14.93 0.179 0.407 -16.792
obj4715 3 10:47:33.46 00:21:49.85 0.318 1.392 -17.990
obj4571 1 10:47:35.84 00:21:46.83 0.417 4.314 -19.772
obj6093 3 10:47:36.39 00:22:27.89 0.385 0.926 -19.041
obj5104 3 10:47:39.94 00:22:01.40 0.320 5.618 -17.845
obj4385 4 10:47:40.83 00:21:42.96 0.383 1.005 -22.633
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obj4769 3 10:47:44.81 00:21:51.98 0.306 2.609 -18.179
obj4704 1 10:47:47.75 00:21:50.43 0.406 1.336 -18.509
obj5294 3 10:47:50.15 00:22:05.92 0.287 3.230 -19.606
obj4648 3 10:48:05.34 00:21:48.97 0.307 0.170 -19.149
obj6918 3 10:48:11.93 00:22:52.36 0.262 17.900 -24.341
obj3246 4 10:48:12.03 00:21:13.63 0.264 0.572 -15.048
obj5866 3 10:48:19.44 00:22:22.88 0.402 3.897 -19.050
obj4487 4 10:48:24.46 00:21:44.70 0.118 0.192 -18.643
obj5667 4 10:48:27.34 00:22:16.84 0.398 1.729 -21.067
obj5046 4 10:48:27.92 00:21:59.11 0.227 0.837 -17.134
obj7062 3 10:48:31.62 00:22:55.71 0.390 2.028 -22.266
obj2403 4 10:48:33.04 00:20:53.03 0.423 1.273 -18.871
obj4436 4 10:48:35.07 00:21:42.48 0.371 1.488 -16.847
There are no AGN classified at redshifts > 0.5, as the Hα line is needed for the classifi-
cation and is redshifted out of the wavelength range of the spectra at z > 0.5. Therefore,
the environments of AGN with z < 0.5 will be studied.
6.2 Star Forming Galaxies
Star formation in normal galaxies such as the Milky Way is in the range ∼0-20 Myr−1,
while starburst galaxies have SFRs up to ∼100 Myr−1. Ultra-luminous infra-red galax-
ies (ULIRGs) have much higher rates, forming up to ∼1000 M per year (Grebel 2011).
Therefore, in this Chapter, we will define :
• galaxies with a SFR of 0-20 Myr−1 as being normal star forming galaxies,
• galaxies with a SFR of 20-100 Myr−1 as being high star forming galaxies (star-
bursts), and
• galaxies with a SFR of >100 Myr−1 as being ultra-high star forming galaxies
(ULIRGs).
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6.2.1 WiggleZ Dark Energy Survey
Spectroscopic redshifts for star forming galaxies are available from the WiggleZ Dark
Energy Survey (Glazebrook et al. 2007; Drinkwater et al. 2010) using the AAOmega
spectrograph on the 3.9-m Anglo-Australian Telescope (AAT). The AAOmega spectro-
graph uses optical fibres to take up to 400 spectra simultaneously over a 2 deg diameter
field of view, covering a wavelength range of 3700-8750A˚ (Glazebrook et al. 2007). The
aim of the WiggleZ Dark Energy Survey is to study intermediate redshift (0.2 < z < 1.0)
UV-selected star forming galaxies in order to determine large-scale structure and is used
to test the predictions of the cosmological constant model of dark energy (Drinkwater
et al. 2010). The survey covers 1000 deg2 along the equatorial plane over 221 nights.
The survey contains the redshifts of ∼240,000 emission line galaxies with ∼90% of the
galaxies within the redshift range 0.2 < z < 1.0. The median redshift is 0.6 and an error
of σz = 0.0042 for the lowest quality spectra and σz = 0.0022 for the highest quality
spectra (Drinkwater et al. 2010). Only spectra with a quality value of 3 or above have
been used. Spectra with quality values of 1 or 2 have either no redshift or the redshift
is uncertain. Spectra with a quality value of 3 (which indicates a reasonably confident
redshift) have a redshift error of σz = 0.0042. Spectra with a quality of 4 (redshift with
multiple emission lines in agreement) has an error of σz = 0.0031, and a quality of 5
(excellent redshift with high signal-to-noise) has an error of σz = 0.0022 (Drinkwater
et al. 2010).
The galaxies from the WiggleZ survey have been used to augment the sample of galaxies
within the area of sky covered by the IMACS data. These galaxies have redshifts but
the SFRs have not been calculated and the spectra are not publicly available.
6.3 Large Scale Structure
Figure 6.1 shows the redshift distribution for star forming galaxies (red), including galax-
ies taken from the WiggleZ survey, and AGN (blue) in the redshift range 0.05 < z < 0.6.
There is a peak in the number of star forming galaxies and an increase in the number
of AGN at z ∼ 0.3, suggesting large scale structure. There are also smaller peaks in the
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number of galaxies and AGN at z ∼ 0.25 and z ∼ 0.4. These peaks in the number of
galaxies and AGN will be studied later in this Chapter.
Figure 6.1: The distribution of redshifts for star forming galaxies (red) and AGN (blue) within
the area of sky covered by the IMACS spectra.
6.4 Quasar proximity to Star Forming Galaxies
In Section 2.5, the positions and redshifts of the AGN and galaxy clusters were used to
calculate the separations between quasars and the centre of galaxy cluster. The same
method has been used here to calculate the 2D projected separations between AGN and
star forming galaxies, at the epoch of the AGN. The galaxies within a redshift range of
the AGN, set by the redshift errors on the galaxies, are selected and the 2D projected
distances between the AGN and the galaxy calculated. For star forming galaxies, the
errors on the redshift of the galaxies were used to select the redshift range. The errors
on the redshifts for the WiggleZ galaxies are between 0.002 and 0.004, depending on the
quality of the spectra. These errors are larger than the redshift errors estimated for the
IMACS spectra, which are of the order 10−4. Therefore, a redshift range of ±0.004 was
used to take into account the redshift errors on the WiggleZ star forming galaxies.
The significance of any relation in the section is tested in Section 6.7 using the two
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dimensional KS test, which is described in Chapter 3.3.1.
Table 6.2 shows the 2D projected separations between the AGN and the closest galaxy,
the name of the closest galaxy, the SFR of the closest galaxy, and the number of galaxies
with a 2D projected separation of <1 Mpc of the AGN.
Table 6.2: 2D projected separations between AGN and the closest
star forming galaxy.
Name Closest 2D projected SFR(Hα) <1Mpc
Galaxy separation (Mpc) (Myr−1)
obj2138 obj2422 0.518 15.001 2
obj2250 obj2298 0.398 2
obj2262 obj2090 0.500 2
obj2403 obj2764 0.838 4.825 3
obj3202 obj3054 0.277 8
obj3246 obj3060 0.547 0.534 4
obj3271 obj2838 0.681 9.647 3
obj3909 obj3875h 0.298 4
obj4339 obj4453 0.554 6.678 2
obj4385 obj4159 0.840 3.967 1
obj4388 obj4096 1.067 5.057 0
obj4436 obj4687 0.579 20.173 1
obj4487 obj5153 0.592 0.780 8
obj4565 obj4914 0.772 13.999 1
obj4571 obj4736 0.641 3
obj4648 obj4796 0.387 4.065 2
obj4704 obj4847 0.817 12.219 1
obj4715 obj4572 0.236 5
obj4769 obj4832 0.260 13.809 6
obj4865 obj4913 0.119 2
obj4890 obj4960 0.253 5
obj5046 obj5108 0.150 1.420 6
obj5091 obj5078 0.349 26.225 2
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obj5104 obj4960 0.644 2
obj5222 obj5295 0.184 16.439 3
obj5294 obj5048 0.632 5.652 2
obj5572 obj5685 0.497 23.744 4
obj5667 obj6117 1.027 11.734 0
obj5866 obj6117 0.532 11.734 1
obj6093 obj5902 0.675 32.471 1
obj6918 obj6985 0.096 8.831 4
obj7062 obj7498 1.742 13.934 0
obj7093 obj6589 1.341 0
Figure 6.2 shows the 2D projected separations (for the epoch of the AGN) between
an AGN and the closest star forming galaxy as a function of redshift for the observed
data (red) and control data (blue). A control data set of AGN has been created by
randomising the RAs and DECs of the AGN. This method of randomising the positions
of the AGN is the same method as used for the quasars in the previous chapters and is
described in more detail in Section 2.7. There appears to be no difference between the
control and observed samples.
The median 2D projected separation is 0.532 Mpc for the observed sample and 0.551
Mpc for the control sample. The significance is tested in Section 6.7. Only three AGN lie
near star forming galaxies which can be classed as starburst galaxies (i.e, star formation
rates of 20-100 Myr−1). These are obj4436, obj6093, and obj5091. Table 6.3 shows
the details for these three AGN and the closest starburst galaxy. The brightest of these
AGN lies nearest to the starburst galaxy with the highest star formation rate. However,
a larger sample is needed to determine whether this is a real effect.
Figure 6.3 shows the 2D projected separations between AGN and the closest star forming
galaxy as a function of the absolute r′ magnitude of the AGN for the observed data (red)
and control data (blue). The brightest AGN classified from the IMACS spectra has the
smallest 2D projected separation between the AGN and closest star forming galaxy.
However, the next two brightest AGN lie at larger separations than most of the fainter
AGN. All of these pairs are from the IMACS data.
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Figure 6.2: The 2D projected separations between an AGN and the closest star forming galaxy
as a function of redshift for the observed data (red) and control data (blue).
Table 6.3: AGN information lying close to starburst galaxies.
AGN redshift Absolute r′ 2D projected SFR(Hα)
magnitude separation (Mpc) Myr−1
obj4436 0.371 -16.847 0.579 20.173
obj5091 0.343 -18.464 0.346 26.225
obj6093 0.285 -19.041 0.675 32.471
6.4.1 3D Separations
Spectroscopic redshifts of the star forming galaxies within the field enable the calculation
of the 3D separations between the AGN and the nearest star forming galaxy. The same
method as that described in Section 2.5.2 to find the 3D separations between the quasars
and the closest galaxy cluster is used here. The errors on the redshifts of the star forming
galaxies from the IMACS spectra were calculated in rvidlines. The errors on the redshift
of the WiggleZ galaxies are dependent on the quality of the spectra. Spectra with a
quality value of 3 (which indicates a reasonably confident redshift) has a redshift error
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Figure 6.3: The 2D projected separations between an AGN and the closest star forming galaxy
as a function of the absolute r′ magnitude of the AGN for the observed data (red) and control
data (blue).
of σz = 0.0042. Spectra with a quality of 4 (redshift with multiple emission lines in
agreement) has an error of σz = 0.0031, and a quality of 5 (excellent redshift with high
signal-to-noise) has an error of σz = 0.0022 (Drinkwater et al. 2010).
Figure 6.4 shows the 3D separations and the errors on the 3D separations as a function
of redshift. Unlike with the galaxy clusters, the error on the galaxy redshifts are signif-
icantly lower, giving small errors on the 3D separations so the 3D separations can be
used.
The median 3D separation for the observed sample is 3.91 Mpc and for the control is
2.38 Mpc. The significance is tested in Section 6.7.
Figure 6.5 shows the 3D separations between an AGN and the closest star forming galaxy
with errors as a function of the absolute r′ magnitude of the AGN. Most of the AGN lie
within a 3D separation of <10 Mpc, regardless of the absolute magnitude of the AGN.
The brightest AGN in the IMACS sample has the smallest 3D separation between it and
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Figure 6.4: The 3D separations between an AGN and the closest star forming galaxy with errors
as a function of redshift.
the closest star forming galaxy, with a star formation rate of 8.831 Myr−1. However,
the other bright AGN lie over a wide range of 3D separations. A few of the points on
Figure 6.5 have large error bars. The closest star forming galaxy to these AGN is from
the WiggleZ catalogue, which has larger errors on the redshifts than the errors on the
redshift for the galaxies from the IMACS spectra.
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Figure 6.5: The 3D separations between an AGN and the closest star forming galaxy with errors
as a function of the absolute r′ magnitude of the AGN.
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6.4.2 AGN and SFR of Closest Galaxy
Figure 6.6 shows the 3D separations between an AGN and the closest star forming galaxy
(with errors) as a function of the SFR determined from the Hα emission of the closest
galaxy. There does not appear to be any relation between the distance between the AGN
and the star forming galaxy, and the strength of the SFR of the galaxy.
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Figure 6.6: The 3D separation between an AGN and the closest star forming galaxy with errors
as a function of the SFR(Hα) of the closest galaxy.
Figure 6.7 shows the SFR calculated using the Hα emission line of the closest galaxy as
a function of the absolute r′ magnitude of the AGN. There appears to be no relation
between the AGN magnitude and the SFR of the closest galaxy.
The AGN which lie close to star burst galaxies (obj4436, obj6093, and obj5091) have 3D
separation between the AGN and starburst galaxies of between 1.8 and 4 Mpc. Table
6.4 shows the 3D separations and the SFR of the starburst galaxies.
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Figure 6.7: The SFR(Hα) of the closest galaxy as a function of the absolute r magnitude of the
closest AGN.
Table 6.4: AGN lying close to starburst galaxies.
AGN 3D separation (Mpc) SFR(Hα) (Myr−1)
obj4436 3.92 ± 1.12 20.17
obj6093 3.74 ± 1.51 26.23
obj5091 1.82 ± 1.84 32.47
6.5 Clusters
There are 14 clusters from the CFHT data (described in Section 5.8.3), 5 of which have
redshifts of z < 0.5, and 3 of which all lie at the same redshift, z = 0.289. Table 6.5
shows the positions, number of members, cluster richness and orientation of the major
axis (using the inertia tensor; Section 2.6) for the three clusters at redshift z = 0.289.
The errors on the orientation angle (from the inertia tensor) were found using the method
described in Section 2.6.2.
Figure 6.8 shows three clusters with z ∼ 0.288, found in the CFHT data by Ilona
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Table 6.5: Details on the clusters lie at z = 0.289 from CFHT data.
Cluster RA (J2000) DEC (J2000) Members Richness Inertia angle
LQG1 10 10:48:41.29 +05:15:51.62 15 6 -65.34 ± 19.7
LQG1 12 10:46:44.12 +05:38:38.82 18 9 -45.34 ± 9.06
LQG1 13 10:47:36.12 +05:44:23.75 14 6 -62.99 ± 18.42
So¨chting. The redshifts were estimated using the red sequence method described in
Section 5.8.3. The red circles show star forming galaxies from the IMACS spectra and
the blue asterisks show the positions of the AGN at z ∼ 0.28. The AGN have absolute
r′ magnitudes of -19.61, -17.92, and -21.39, and 7 of the star forming galaxies have SFRs
available, with an average of SFR(Hα) = 7.04 Myr−1. The AGN appear to lie along
the major axes of the clusters and a line connecting the clusters, potentially within a
filament, which would be defined by the clusters and by the star forming galaxies in this
region at the same redshift as the clusters and AGN.
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Figure 6.8: Positions of AGN (blue asterisks), star forming galaxies (red circles) and galaxy
clusters from CFHT data (green circles) at z ∼ 0.288.
Figure 6.9 includes the positions and redshifts of other AGN (blue asterisks) and star
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forming galaxies (black circles) at a slightly lower redshift but also in this region of the
sky. This Figure includes the quasar with a redshift of z = 0.262, which has been classed
as a quasar due to an absolute r′ magnitude of -24.34 mag. This AGN lies near 2 star
forming galaxies at the same redshift, but has a slightly lower redshift than the nearby
clusters.
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Figure 6.9: Positions of AGN (blue asterisks), star forming galaxies (red and black circles) and
galaxy clusters from CFHT data (green circles) at z ∼ 0.288.
Table 6.6 shows the positions, redshifts and absolute r′ magnitudes of the six quasars
lying between 0.26 < z < 0.29, along with the 2D projected distances and the 3D
distances to the three galaxy clusters with redshift z = 0.289. This table shows small 2D
and 3D separations between the top three AGN in the table and the clusters, suggesting
they could be part of the same structure. However, the redshifts of the clusters have
been estimated using the red sequence. To determine how close the redshifts of the
quasars and star forming galaxies are, the cluster redshifts need to be spectroscopically
confirmed.
There is a cluster lying at z ∼ 0.39, with an AGN at z = 0.34 at a 2D projected distance
of 0.65 Mpc but a 3D distance of 154 Mpc. However, the errors on the cluster redshift
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Table 6.6: AGN information for AGN in the redshift range 0.26 < z < 0.29, at the epoch of the
AGN.
AGN redshift Absolute r′ 2D separation (Mpc) 3D separation (Mpc)
magnitude cl10 cl12 cl13 cl10 cl12 cl13
obj4890 0.288 -17.922 7.50 4.96 5.29 8.36 6.17 6.44
obj5222 0.287 -21.391 7.37 2.40 3.99 12.06 8.04 9.03
obj5294 0.287 -19.606 5.25 4.66 3.49 10.05 9.55 8.68
obj2138 0.272 -18.690 6.67 6.79 8.59 64.45 64.47 64.84
obj3246 0.264 -15.048 2.40 9.85 8.53 94.17 94.62 94.56
obj4388 0.267 -17.233 11.33 4.50 8.35 87.35 86.68 86.99
obj6918 0.262 -24.341 6.88 5.44 2.77 102.13 101.98 101.77
are likely to be large as the redshifts have been estimated using the red sequence and
spectroscopically confirmed. There is another cluster at z ∼ 0.17. However, this cluster
lies near the edge of the IMACS field, and there are no quasars nearby.
6.6 Contour plots
In Section 6.3, three peaks in the number of galaxies and AGN in small redshift ranges
were identified at z ∼ 0.25, z ∼ 0.3, and z ∼ 0.4. The contours on Figures 6.10 - 6.12
are created using a Gaussian kernel sigma of 0.02 deg, and each contour line shows a
doubling of the density above the local mean density. The contours use the star forming
galaxies from both the IMACS data and the WiggleZ data.
Each Figure shows an empty area in the top left corner. This void is due to the shape of
the IMACS spectra which is “L” shaped and has no spectra is the region RA < 161.74
and DEC > 5.58.
Figure 6.10 shows a contour plot of the local density of star forming galaxies in the
region of sky covered by the IMACS data at z ∼ 0.25. The star forming galaxies have
been used to create the contours and the red points show the positions of the AGN.
Table 6.7 shows the magnitudes, 2D projected separations and 3D separations of the
AGN numbered on Figure 6.10. AGN 5 (obj4388) appears to be isolated. However, this
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AGN is near the edge of the field so it is not possible to determine whether this AGN is
indeed isolated. AGN 3 and 4 (obj3246 and obj2138) lie near galaxy contours but not
on the contours. AGN number 1 and 2 on Figure 6.10 (obj6918 and obj5946) lie within
a contoured area. AGN number 1 (obj6918), which lies near the centre of the contours,
has one of the brightest magnitudes (Mr = −24.34) in the AGN sample from IMACS.
Figure 6.10: Contour plot showing the positions of the AGN with respect to the density of the
local star forming galaxies for 0.225 < z < 0.275. The contours start at the mean density and
each contour corresponds to doubling the density above the mean density. There are 35 star
forming galaxies used in the contours in this plot.
Table 6.7: AGN information from Figure 6.10 at the epoch of the AGN.
Number Name Absolute r 2D projected 3D separation
Magnitude separation (Mpc) (Mpc)
1 obj6918 -24.34 0.096 2.32 ± 1.21
2 obj5046 -17.13 0.150 2.12 ± 0.8
3 obj3246 -15.05 0.547 8.14 ± 1.08
4 obj2138 -18.69 0.518 4.58 ± 1.50
5 obj4388 -17.23 1.067 18.52 ± 1.29
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Figure 6.11 shows a contour plot of the local density of star forming galaxies at z ∼ 0.3.
The red points show the positions of the AGN. Table 6.8 shows the magnitudes, 2D
projected separations, and 3D separations of the quasars numbered on Figure 6.11. AGN
number 9 (obj2138) lies on the edge of contour lines. The other AGN in Figure 6.11 all
lie around a central area of structure. AGN numbers 1 and 7 (obj5222 and obj4715)
appear to lie at the centre of the contours, while AGN numbers 2 and 6 (obj4890 and
obj4769) lie between the peaks, in regions of rapidly changing density. AGN numbers 3,
4, 5 and 8 (obj5104, obj5294, obj4648 and 4339 respectively) lie on the outskirts of the
contours, suggesting they lie on the edges of the changes in density.
Figure 6.11: Contour plot showing the positions of the AGN with respect to the density of the
local star forming galaxies for 0.275 < z < 0.325. The contours start at the mean density and
each contour corresponds to doubling the density above the local mean density. There are 63
star forming galaxies used in the contours in this plot.
Figure 6.12 shows a contour plot of the local density of star forming galaxies for z ∼ 0.4.
Table 6.9 shows the magnitudes, 2D projected separation and 3D separations of the
quasars numbered on Figure 6.12. AGN numbers 1, 3, 6 and 12 (obj7093, obj7062,
obj4436 and obj4865 respectively) appear to lie in isolated regions. However, these areas
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Table 6.8: AGN information from Figure 6.11 at the epoch of the AGN.
Number Name Absolute r 2D projected 3D separation
Magnitude separation (Mpc) (Mpc)
1 obj5222 -21.39 0.184 1.46 ± 1.72
2 obj4890 -17.92 0.253 1.02 ± 0.95
3 obj5104 -17.85 0.644 2.91 ± 1.20
4 obj5294 -18.61 0.632 2.02 ± 1.28
5 obj4648 -19.15 0.387 4.20 ± 1.53
6 obj4769 -18.18 0.260 2.32 ± 1.10
7 obj4715 -17.99 0.236 1.27 ± 1.45
8 obj4339 -17.80 0.554 4.46 ± 1.35
9 obj2138 -18.69 0.518 4.57 ± 1.50
are on the edges of the field so it is not possible to determine if there is any other
structure outside the field of view and whether they are actually isolated. AGN number
11 (obj4565) does appear to be isolated, lying between areas of higher density.
Table 6.9: AGN information from Figure 6.12 at the epoch of the AGN.
Number Name Absolute r 2D projected 3D separation
Magnitude separation (Mpc) (Mpc)
1 obj7093 -18.53 1.431 7.71 ± 1.07
2 obj6093 -19.04 0.675 1.81 ± 1.31
3 obj7062 -22.27 1.742 14.29 ± 1.40
4 obj5866 -19.05 0.532 13.84 ± 0.96
5 obj5667 -21.07 1.027 15.64 ± 1.66
6 obj4436 -16.85 0.579 3.92 ± 1.52
7 obj2403 -18.87 0.838 15.69 ± 1.53
8 obj4704 -18.51 0.817 2.27 ± 1.39
9 obj4385 -22.63 0.840 3.22 ± 1.84
10 obj4571 -19.77 0.641 4.73 ± 1.33
11 obj4565 -19.70 0.772 4.65 ± 0.94
12 obj4865 -19.06 0.199 4.73 ± 1.05
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Figure 6.12: Contour plot showing the positions of the AGN with respect to the density of the
local star forming galaxies for 0.375 < z < 0.425. The contours start at the mean density and
each contour corresponds to doubling the density above the local mean density. There are 46
star forming galaxies used in the contours in this plot.
6.7 Statistics
The two dimensional KS test has been used on the AGN-galaxy pairs in the IMACS field
to test the significance of any relationships between separations, the magnitude, redshift
and SFRs. Table 6.10 shows the D and p-values from this test. The top half of the table
uses the 2D projected separations between the galaxy and the AGN. The bottom half of
the table uses the 3D separations.
Using a significance level of 0.01, the distributions for the observed and control sam-
ples are not significantly different for any of the distributions with the 2D projected
separations or the 3D separations.
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Table 6.10: D and p-values from two dimensional KS test for distributions of different charac-
teristics of AGN-galaxy pairs for the IMACS field.
Distribution D p-value
2D quasar-galaxy separation - redshift 0.182 0.720
2D quasar-galaxy separation - Absolute r magnitude 0.197 0.625
2D quasar galaxy separation - SFR(Hα)(2D) 0.285 0.351
Absolute r magnitude - SFR(Hα)(2D) 0.283 0.362
3D quasar-galaxy separation - redshift 0.320 0.311
3D quasar-galaxy separation - Absolute r magnitude 0.379 0.031
3D quasar galaxy separation - SFR(Hα)(3D) 0.497 0.027
Absolute r magnitude - SFR(Hα)(3D) 0.465 0.040
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However, as mentioned previously, the catalogues of star forming galaxies used here are
not complete samples. The star forming galaxies in the IMACS field were not selected
to cover the entire field at the redshift range 0 < z < 0.5, which covers the range of these
AGN.
6.8 Summary
None of the relations for the 2D projected separations or the 3D separations between an
AGN and the closest star forming galaxy are statistically significant.
Three of the AGN lie at the same redshifts as three of the clusters from the CFHT data.
These clusters were found by Ilona So¨chting and the redshifts were estimated using the
red sequence. Three AGN and 10 star forming galaxies lie at the same redshift, and are
potentially part of the same structure. The spectroscopic redshifts of the clusters will
support this result.
Taken individually, the brightest AGN, which would be classed as a quasar, has the
smallest 3D separation between the quasar and a star forming galaxy and lies in the
middle of contours in Figure 6.10 so in a high density region. This quasar has Mr =
−24.34 and is the only AGN from the IMACS sample bright enough to be classed as
a quasar. This quasar can be seen in Figure 6.9 lying near star forming galaxies and
potentially near a filament structure.
The contour plots show AGN lying in various different areas. In the high redshift slice
(0.375 < z < 0.425), all AGN appear to avoid the high density regions, preferring to lie
on the edges of contours, therefore on the edges of the mass distributions. In the redshift
slice for 0.275 < z < 0.325, most AGN also lie on the edges on the contours. However,
there are a few AGN which lie in the centres of the contours, i.e., in the middle of the
mass distributions. There are less AGN in the lowest redshift slice (0.225 < z < 0.275)
so it is difficult to determine the preferred environment. Two of the five AGN lie in the
middle of the contours, while two lie on the edges. This change in preferred positions
may indicate a change in preferred small-scale environment with redshift over the range
0.225 < z < 0.425. However, the data used for the contours comes from the IMACS
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spectra, which is not a complete sample of star forming galaxies in this area. A more
complete sample of the star forming galaxies in this region of sky would be needed
properly studying this possible evolution with redshift.
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Chapter 7
Ultra-Strong Feii Emitters
In this Chapter, we present 15 quasars (12 from Hectospec spectra and 3 from SDSS)
which show evidence of strong to ultra-strong UV Feii emission. The quasars are all
within an area of two deg2 covering a portion of the CCLQG (z = 1.28) and two other
LQGs (at z = 1.11 and z =1.54). This area has a very high density of quasars in a small
area, which is the only other known feature in this area at this redshift. The quasars
span a redshift range of 1.11 < z < 1.67, four of which are confirmed members of LQGs
(qso48, qso425, qso26 and qso22).
The data used in this section was taken by Lutz Haberzettl and was initially intended
to be used to provide more quasars to be used in the studies described in Chapters 3
and 4. Unfortunately, this is not work. However, further study showed a high number
of quasars with an excess of ultra-strong Feii emission and it was decided to investigate
this further.
The cosmology used is H0 = 70kms
−1Mpc−1, Ωm = 0.27 and ΩΛ = 0.73.
7.1 Feii Emission
Iron emission can be seen in Active Galactic Nuclei (AGN) and quasars in the optical
and ultra-violet at varying levels. Few quasars have been found to be strong or ultra-
strong UV Feii emitters, suggesting this strength of emission is rare. The most notable
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ultra-strong UV Feii emitters are:
• IZw1, a Seyfert galaxy (Bruhweiler & Verner, 2008; Vestergaard & Wilkes, 2001),
• 2226-3905 (Graham et al., 1996),
• 0335-336 from Weymann et al. (1991), and
• Mrk 376 and Mrk 486 (Seyfert galaxies).
All of these show ultra-strong Feii emission in the rest-frame region between 2255A˚ and
2650A˚. An example of this can be seen in Figure 7.1, taken from (Graham et al., 1996).
Figure 7.1: Example of ultra-strong Feii emission in quasar 2226-3905 from Graham et al.
(1996).
The presence of ultra-strong Feii has been shown to be a general characteristic of low-
ionization Broad Absorption Line (BAL) quasars (Weymann et al., 1991; Duc et al.,
2002). BAL quasars make up ∼10% of the quasar population. Iron low-ionisation
BAL (FeLoBAL) quasars are even more rare, making up 1.5-2.1% of the entire quasar
population (Dai et al. 2010). Although both 2226-3905 and IZw1 have no BAL features,
they do show evidence of emission features seen in low-ionisation BAL quasars (Graham
et al., 1996).
Several mechanisms have been suggested for producing UV Feii emission in AGN and
quasars; the relative importance of each is still unknown. It is assumed that the Feii
is produced within the Broad Line Region (BLR) and by the environment within this
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region (Shields et al., 2010). However, the emission strength can not be explained by
standard photoionization cloud models (e.g. Collin & Joly 2000). The most commonly
accepted physics of Feii emission come from Elitzur & Netzer (1985). The observed UV
Feii emission is most likely caused by the interplay of different mechanisms (Elitzur &
Netzer, 1985; Sigut et al., 2004; Osterbrock & Ferland, 2006). Collisional excitation can
excite the Feii to a few eV above ground level, whereas resonance fluorescence (from
both the continuum and Lyα) can excite Feii to 5-10 eV above ground level.
Simulations of Feii emitting regions have suggested that the Feii abundance alone may
not be the main factor influencing the strength of the UV Feii emission seen, though
still important (Sigut & Pradhan, 2003). There are several non-abundance factors such
as the gas density in the BLR and the strength of the radiation field (Sameshima et al.,
2009). Large Fe abundances and high densities alone can not reproduce the high level
of Fe emission seen (Baldwin et al. 2004).
Lyα excitation (or fluorescence) is thought to be fundamental in enhancing UV Feii
emission (Sigut & Pradhan, 2003), accounting for most of the identified Feii emission
between 2000A˚ and 3000A˚. Sigut and Pradhan (1998) found Lyα fluorescent excitation
can more than double the UV flux. The Feii flux strength can be strongly modified
by increasing the microturbulence within the BLR in the AGN (Vestergaard & Wilkes,
2001; Sigut & Pradhan, 2003; Sigut et al., 2004; Verner et al., 2003, 2004; Bruhweiler
& Verner, 2008). Bruhweiler & Verner (2008) explain this by considering the spread of
the line absorption coefficient over a larger wavelength, which in turn increases the flux
absorption by the Feii. This increases the effectiveness of radiative pumping, producing
enhanced Feii emission. They also found an increase in the photoionizing flux increased
the predicted Feii flux (as was expected), and while increasing the hydrogen density did
have an effect, it was smaller than the influence from the other two factors. A number of
mechanisms may be involved in increasing the Feii emission. For example, an increase
in the microturbulence increases the fluorescence in the BLR (Wang et al., 2008), which
both increase the strength of the Feii emission. Although, it has been proposed that
the weak emission between 2800 and 2900A˚ indicates that collisional excitation is more
likely as high gas temperatures would give rise to strong Feii lines (Wang et al., 2008).
179
Models have been compared to the spectrum of IZw1 and can predict the overall spectrum
but there are discrepancies with the observed spectra at other wavelengths such as 1800-
2000A˚, and especially for Feiii (Sigut & Pradhan, 2003; Sigut et al., 2004).
Large Quasar Groups (LQGs) are some of the largest structures seen in the Universe and
can span 50-200 h−1 Mpc. These clusters of quasars exist at high redshifts, presumably
trace the mass distribution, and are potentially the precursors of the large structures
seen at the present epoch, such as super-clusters (Komberg et al., 1996). There are
∼40 published examples of LQGs. The observations for this Chapter were taken in the
direction of the Clowes-Campusano LQG (CCLQG) (Clowes & Campusano, 1991, 1994)
which lies at a redshift of z ∼ 1.3, spans ∼100-200h−1 Mpc.
Three different LQGs have been found in this area. The CCLQG lies at z = 1.28,
contains 34 members, and is statistically significant. There is another layer of quasars
at z = 1.54, which is not statistically significantly (with 21 members), and there is a
new layer at z = 1.11, which has recently been found and contains 38 members (Clowes
et al. 2011; private communication). The latest discussion of these LQGs can be found
in Clowes et al. (2011).
7.2 Data
The spectra were taken with the Hectospec instrument, a multiobject optical spectro-
graph, fed by 300 optical fibres, mounted at the 6.5m Multiple Mirror Telescope (MMT)
on Mount Hopkins, Arizona. The aim of this data was to study the impact of the LQG
on galaxies, using blue Lyman-Break galaxies (LBGs) and red-selected galaxies at red-
shifts z ∼ 0.8 and z ∼ 1.3. These galaxies will help reduce the redshift uncertainties
on the structures, and provide insight into the star formation activity of the brightest
galaxies and their relation to quasars.
The Hectospec observations, taken over nine nights, include 30 quasars taken from the
Sloan Digital Sky Survey (SDSS) photometric catalogue created by Richards et al. (2009),
and objects selected from a set of previous observations on the Anglo-Australian Tele-
scope (AAT) where the data had insufficient signal-to-noise. The quasars were selected
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to have magnitudes brighter than r ∼20.1. Objects with photometric redshifts between
0.6 and 1.8 were selected, giving priority to quasars which are likely to be within the
CCLQG. Further information on the objects (such as magnitudes) was taken from the
SDSS database. Table 7.1 shows the dates, fields, and exposures times for the Hectospec
observations.
Table 7.1: Observing log for the Hectospec data.
Date RA (J2000) DEC (J2000) Exposure (s)
17.02.2010 10:50:16.9 +04:37:12 5400
18.02.2010 10.50:16.9 +04:37:12 5400
19.02.2010 10:50:06.9 +04:29:16 5094
06.04.2010 10:50:06.9 +04:29:16 5400
07.04.2010 10:48:31.8 +05:23:29 7200
09.04.2010 10:48:31.8 +05:23:29 5400
10.04.2010 10:48:38.9 +05:25:57 5400
11.04.2010 10:48:38.9 +05:25:57 5400
11.04.2010 10:49:57.0 +04:30:01 5400
12.04.2010 10:49:57.0 +04:30:01 1800
The spectra from Hectospec cover 3900A˚ to 9100A˚ and have a dispersion of 1.2A˚ per pixel
These spectra were reduced using the Hectospec pipeline reduction by Sophia Mitchell,
a student at the University of Cincinnati. The redshifts and errors were found using
rvidlines within IRAF and can be seen in Table 7.3. The columns in Table 7.3 show the
names, RA, DEC, and redshift data for the quasars. Visual inspection of the spectra
showed evidence of an unusual frequency of quasars with strong UV Feii emission.
7.3 Spectra
Two methods have been used previously to measure the strength of the UV Feii emission.
Weymann et al. (1991) calculate the equivalent width (EW) between 2255 and 2650A˚
(W2400) with respect to an effective continuum level. The continuum level is found
in two wavelength ranges, 2240-2255A˚ and 2665-2695A˚. A straight line is then drawn
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between the centres of these two wavelength ranges to create the effective continuum.
This effective continuum is used to find the EW between 2255 and 2650A˚ (W2400). The
same method is used to find the EW between 2040 and 2130A˚ (W2070). The W2070
measurement uses the wavelength ranges 1975-2000A˚ and 2140-2155A˚ to measure the
effective continuum. Figure 7.2 shows the measurements taken for the Weymann method
to calculate W2400. “a” indicates the two small wavelength ranges used to calculate the
effective continuum, “b”. Then the EW, “c”, is found. The same method is used to
calculate W2070 using different wavelengths.
Figure 7.2: Demonstration of Weymann et al. (1991) method.
Hartig & Baldwin (1986) estimated the continuum at three different wavelengths, 2010,
2200, and 2650 A˚ in the rest frame. By linearly interpolating the continuum over the
ranges 2010 - 2200A˚ and 2200 - 2650A˚, the continuum at 2080A˚ and 2450A˚ can be
estimated. The monochromatic flux at these wavelengths are also measured (HB2080
and HB2450 respectively). The flux above the continuum is calculated (by subtracting
the continuum level from the measured flux) and then divided by the continuum level to
give a measure of the Feii emission. Figure 7.3 shows the measurements taken to calculate
the Feii strength with the Hartig & Baldwin method. “a” denotes the continuum levels
used and “b” shows the flux measurements.
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Figure 7.3: Demonstration of Hartig & Baldwin (1986) method.
Both of these methods were used to compare the quasars from Hectospec and SDSS to
values for previously published ultra-strong UV Feii quasars and the composite spectra
from Vanden Berk et al. (2001). The SDSS composite excludes BAL quasars. Given the
redshifts of the Hectospec quasars, the BAL region of the spectra lies outside the spectral
window so it is not possible to determine whether they are BALs. Therefore, we also used
a high luminosity BAL composite and a low luminosity composite, both from Brotherton
et al. (2001) using the First Bright Quasar Survey (FBQS) and the Large Bright Quasar
Survey (LBQS), to compare to BAL samples. Table 7.3 shows the Feii measurements
using both methods for the quasars within the redshift range 1.1 < z < 1.7, from the
Hectospec data, labelled qsoxxx, and quasars in the DR7QSO catalogue (Schneider et al.
2010) in the area of sky covered by the Hectospec observations, labelled with a 17 digit
number. The values for the strength of the Feii for the composite spectra are also shown
for comparison.
Using the values for the median equivalent width of the Feii bumps in Table 7.2, the
representative average value for the Feii equivalent width was taken as 30, with any
value greater than 45 being classed as ultra-strong Feii and anything between 30 and 45
classed as strong. Using this system, eight quasars were classed as ultra-strong (seven
from Hectospec data and one from SDSS DR7QSO), with seven classed as strong Feii
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emitters (five Hectospec and two DR7QSO) from a sample size of 34 quasars within a
two deg2 area, all within the redshift interval of 1.1 < z < 1.7.
The quasars in Weymann et al. (1991) are split into groups of BAL and non-BAL. BAL
quasars tend to have stronger Feii emission. The mean values for the equivalent with of
the Feii emission and the RMS errors (A˚) for their BAL and non-BAL samples are given
(see Table 7.2). Typical broad absorption lines are at shorter wavelengths than Civ so
are below the wavelength range of our spectra. We are unable to classify our quasars as
either non-BAL or BAL so have compared our results to both samples.
Table 7.2: The median EWs and RMS errors (A˚) on the EW on the samples from Weymann
et al. (1991).
Sample 2400median (A˚) 2400RMS (A˚) 2070median (A˚) 2070RMS (A˚)
All 29.86 15.71 4.86 2.60
non-BAL 29.51 11.45 4.33 2.09
BAL 33.10 18.30 4.90 2.85
7.4 Feii Results
The details of the quasars studied in the area as the CCLQG can be seen in Table
7.3. The table contains all of the quasars within the area 161.5 < RA < 163.5 and
4.0 < DEC < 6.0, which is the sky area covered by the Hectospec data. The columns
in Table 7.3 show the the names, RA, DEC, and redshift data for the quasars as well as
the measurements of the Feii strength using both the Weymann, and Hartig & Baldwin
methods. The quasars have been split into 3 groups. These groups are based on the mean
W2400 equivalent width from Weymann, giving the average Feii value of 30 (supported
by the SDSS composite spectra value of 27, within errors) and class values above 45 (i.e.,
the average plus one RMS) as ultra-strong quasars. Any objects with a W2400 value
between 30 and 45 is classed as strong and anything below 30 classed as weak. The
last section at the bottom of Table 7.3 shows other quasars from the Hectospec spectra
which are not at the redshift of the LQGs but for which it was possible to measure the
UV Feii emission.
184
Table 7.3: Properties of the Hectospec quasars along with the
properties for any other quasars within the field from the SDSS
DR7QSO catalogue (Schneider et al. 2010). The columns show
the the names, RA, DEC, redshift, and Feii measurements using
both the Weymann (Weymann et al. 1991), and Hartig & Baldwin
(Hartig & Baldwin 1986) methods.
Group Quasar Redshift RA (J2000) DEC (J2000) W2400 W2070 HB2080 HB2450
Ultra-strong qso412 1.1593 10:49:47.35 +04:17:46.35 56.08 0.81 0.001 0.187
qso425 1.2303 10:48:00.41 +05:22:09.90 56.01 4.86 0.078 0.28
587728879806972003 1.607 10:49:14.33 +04:14:28.65 54.34 7.26 0.135 0.293
qso27 1.3145 10:49:30.46 +05:40:46.20 53.75 4.25 0.128 0.142
qso421 1.665 10:48:15.94 +05:50:07.80 53.32 6.3 0.105 0.189
qso417 1.6533 10:49:26.83 +04:23:34.80 49.03 5.12 0.105 0.254
qso29 1.4166 10:49:21.07 +05:09:48.30 47.78 6.72 0.115 0.223
qso41 1.434 10:51:31.94 +04:51:24.90 47.53 5.02 0.066 0.147
Strong 587732701256548431 1.593 10:52:51.72 +05:57:33.90 43.33 4.52 0.113 0.215
587732701256089663 1.503 10:48:40.35 +05:59:12.98 37.94 4.51 0.08 0.130
qso217 1.6222 10:49:58.92 +04:27:23.40 37.64 1.44 0.07 0.198
qso48 1.2166 10:50:10.06 +04:32:49.20 35.33 4.22 0.097 0.139
qso219 1.3491 10:49:34.71 +05:48:36.00 35.15 4.38 0.009 0.061
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qso221 1.665 10:48:15.94 +05:50:07.80 33.92 5.51 0.102 0.036
qso410 1.4184 10:50:00.36 +04:51:57.90 31.39 1.18 0.067 0.118
Weak 587732576700596362 1.689 10:52:55.65 +05:51:12.93 32.8 0.87 0.086 0.131
588010358541910265 1.552 10:51:54.14 +04:10:59.55 29.94 2.09 0.008 0.015
588010359615651877 1.608 10:51:41.91 +04:58:27.90 29.42 5.12 0.099 0.13
qso49 1.1314 10:50:07.90 +04:36:59.70 28.46 3.27 0.085 0.137
qso45 1.3171 10:50:36.10 +04:56:11.40 27.81 3.53 0.078 0.097
588010359615914006 1.132 10:53:52.73 +05:00:43.92 26.89 6.49 0.091 0.054
qso22 1.2164 10:50:30.77 +04:30:55.05 26.5 3.41 0.074 0.085
588010360688869424 1.228 10:46:56.71 +05:41:50.25 24.57 3.02 0.045 0.102
587728880343711798 1.696 10:47:51.89 +04:37:09.90 24.49 0.66 0.065 0.169
qso420 1.2381 10:48:40.85 +04:09:38.55 24.42 10.86 0.068 0.013
587728879270494315 1.193 10:52:49.68 +04:00:46.50 24.12 4.41 0.056 0.145
qso26 1.111 10:49:32.23 +05:05:31.50 23.16 1.77 0.052 0.106
588010360152064102 1.334 10:47:33.17 +05:24:55.05 20.42 3.72 0.09 0.097
qso413 1.2948 10:49:43.30 +04:49:48.75 19.37 2.27 0.012 0.091
587728881417650297 1.517 10:49:38.35 +05:29:31.95 18.83 2.43 -0.029 0.138
587728881417715881 1.307 10:50:18.12 +05:28:26.40 18.46 2.3 0.053 0.015
588010360152653920 1.528 10:52:43.99 +05:26:22.95 15.74 3.87 0.108 0.048
587728881417846834 1.488 10:51:18.60 +05:33:31.65 13.24 3.46 0.087 0.098
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588010358541451372 1.606 10:47:47.64 +04:05:27.90 7.58 1.55 -0.003 0.054
Composites SDSScomposite NA - - 27.0 2.02 0.059 0.103
HighBAL NA - - 21.98 2.89 0.037 0.096
lowBAL NA - - 18.15 5.45 0.075 0.064
Outside qso223 2.042 10:49:16.38 +05:48:26.03 27.81 6.16 0.068 0.186
1.1 < z < 1.7 qso218 2.227 10:49:58.91 +04:27:23.34 19.56 2.98 0.065 0.196
qso210 1.738 10:49:14.94 +05:14:52.64 19.13 2.89 0.064 0.083
qso225 1.730 10:48:05.38 +05:39:37.26 17.67 0.35 0.020 0.090
qso222 1.949 10:49:18.41 +04:59:59.06 10.07 5.28 0.077 0.013
qso215 1.93 10:51:47.95 +04:43:11.96 6.05 6.72 0.119 0.015187
Figure 7.4 shows some examples of ultra-strong (a), strong (b), and weak (c) UV Feii
emission.
(a) Ultra-strong FeII emission
(b) Strong FeII emission
(c) Weak FeII emission
Figure 7.4: Example of (a) Ultra-strong, (b) strong, and (c) weak UV Feii emission.
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The u, g, r, i, z magnitudes were taken from the SDSS database and the colours can be
seen in Figure 7.5. The green points were taken from the DR7QSO catalogue. The
points overlaid are the Hectospec quasar sample within the redshift range of the LQGs
with the red stars showing quasars with lower than average Feii strengths (W2400<30),
blue triangles showing the strong Feii emitters (30<W2400<45), and the black diamonds
showing the ultra-strong emitters (W2400>45). There is a possible trend for the strong
and ultra-strong Feii emitters to lie outside the main area of the colour plots indicated
by the green points from the DR7QSO catalogue. However, this trend is weak so it will
not be possible to select strong Feii emitters solely on colour cuts
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Figure 7.5: Two-colour diagrams for Hectospec quasars. The background green points are
taken from the SDSS DR7QSO catalogue. The black diamonds show the ultra-strong quasars
(W2400>45 ), the blue triangles show the positions of strong Feii emitters (30<W2400<45) while
the red stars show the positions of the weaker emitters (W2400<30).
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7.4.1 Quasar Location
The strong and ultra-strong UV Feii emitting quasars are in the area of the 3 LQGs.
This area consists of potentially 3 layers of quasars at different redshifts; z = 1.11, z =
1.28 and z = 1.54. Figure 7.6 shows the redshifts of the strong and ultra-strong Feii
emitters (W2400>30; blue) and weak Feii emitters (W2400<30; green) with respect to
the redshifts of the quasars in these LQGs (red).
Figure 7.6: Redshift location for the LQGs (red) (Clowes et al. 2011; private communication)
and the positions in redshift of the strong and ultra-strong Feii emitters (W2400>30; blue) and
weak Feii emitters (W2400<30; green) from Table 7.3.
Figure 7.6 shows that the strong and ultra-strong Feii emitters appears to prefer to lie
between the LQGs rather than in the groups. The weak emitters do not appear to lie in
any preferential redshift positions.
7.5 Comparing to Control Data
7.5.1 Weymann Quasars
The SDSS survey has spectra from three of the quasars in the Weymann paper (one non-
BAL and two BAL quasars). Measurements of these three quasars were taken in order
to compare values quoted in Weymann et al. (1991) to the equivalent widths measured
using current spectra. With only three matching spectra (seen in Table 7.4), it is only
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Table 7.4: Measurements from Weymann et al. (1991) with matching SDSS measurements and
the percentage difference as a fraction of the largest measurement.
Quasar Re-measured W2400 Weymann W2400 % Difference
0043+0048 35.21 44.66 21.2
1216+1103 25.41 19.37 23.7
1227+1215 27.90 42.14 33.8
possible to say the measurements match within less than 35%. It is also possible that
the strength of the Feii has varied over the years between when the spectra were taken.
7.5.2 Control Quasar Samples from SDSS
The spectra described above have been taken in the direction of the CCLQG. To assess
whether the environment of the LQG is likely to be a factor in the number of ultra-strong
and strong Feii emitting quasars, control samples were taken from the quasars in Stripe
82, in areas which do not contain any previously known LQGs. The field control samples
were taken from SDSS stripe 82 which has a similar limiting magnitude as our control
samples. Four two deg2 samples were taken, containing in total 128 quasars within the
redshift range 1.1< z < 1.7.
The Feii 2400 bumps on the spectra were measured with the Weymann, and Hartig and
Baldwin methods as used on our spectra. In these control samples, three quasars on
average were found to be classed as ultra-strong per 2 deg2 field, and five per 2 deg2 field
as strong.
Using a minimal spanning tree based method for finding LQGs (as discussed in Clowes
et al. 2011), only seven of the quasars from the Stripe 82 samples were found to be
part of candidate groups, and none of these had a W2400 measurement greater than 31.
However, given the limited width (therefore area covered) of Stripe 82, we can only say
for certain which quasars are definitely part of a quasar group. Other quasars within
our control samples may also be part of groups, containing members which lie beyond
the edges of Stripe 82.
Figure 7.7 shows the distribution of Feii strengths from the equivalent widths measured
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using the Weymann method in solid blue and the blue line shows the density function of
the distribution for the observed quasars in the CCLQG field. The red hatched columns
show the distribution of the control samples and the red dotted line shows the density
function of the distribution for the control fields from Stripe 82. The solid blue line
shows two concentrations, one at an equivalent width of ∼ 25 and another at a higher
Feii strength of ∼ 50. The red dotted line from the control samples only shows one peak
at a slightly lower value than the first blue peak. The red hatched bars show evidence of
more quasars with lower Feii emission in the control sample than is seen in the sample in
the direction of the CCLQG. There is also an excess of quasars with higher Feii emission
in the CCLQG than is seen in the control samples from Stripe 82.
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Figure 7.7: Frequency of W2400 strength in the control sample and our observed quasars.
The figure shows frequency density of W2400 strengths from the Hectospec quasars and SDSS
quasars (solid blue) and from the Stripe 82 control sample (red hatches). The fitted lines show the
probability distribution of the sample. The dashed red line shows the distribution for the control
sample while the solid blue line shows the distribution for the Hectospec and SDSS sample.
To test the significance, a Mann-Whitney test has been used. The Mann Whitney test
assesses whether there is a significant difference between medians of two independent
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samples. It uses the null hypothesis that the distribution in both of the samples is the
same. The alternative hypothesis can be either that the samples are simply different, or
that one sample is shifted in one direction. The two samples are combined and ranked
from lowest to highest. The samples are then sorted back into their original groups and
the ranks for each sample are summed. If the distributions were the same (i.e., the null
hypothesis is correct), the sum of the ranking should be the same for each sample.
The Mann-Whitney test gives level of confidence of 0.9973 (p-value of 0.0027) that the
distribution in our control sample is shifted to higher strengths than the control sample.
Given that the number of ultra-strong Feii emitters is significant, the overdensity of
ultra-strong Feii emitters is ∼ 3× that of the control samples from Stripe 82.
7.6 Discussion
7.6.1 Location of Feii Emission
It was previously thought that UV and optical Feii are emitted from the BLR around the
quasar. Some studies have found that the line widths of Hβ (also emitted from the BLR)
are larger than the widths for Feii (e.g., Marziani et al. 2003; Vestergaard & Peterson
2005). This suggests that these two emission lines do not originate from the same area
and the Feii originates further out in the BLR in an intermediate line region which lies
at the outer edge of the BLR. The kinematics of this area are dominated by infall and
may be a transition area between the torus, and the BLR and accretion disk (Hu et al.
2008b,a). The infall of material could cause an increase in the microturbulence.
7.6.2 Microturbulence
Microturbulence is the non-thermal random motions within a cloud’s line emitting region
(Bottorff & Ferland 2000; Bottorff et al. 2000) and affects the line widths in the quasar
spectra. The presence of microturbulence can explain the smooth line profiles and is
needed in some cases to reproduce observed line ratios (Bottorff et al. 2000). A typical
quasar BLR could support a number of individual microturbulent motions with a velocity
range between 0 kms−1 (thermal broadening only) to ∼ 104 kms−1. The microturbulence
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in clouds can be very high if the cloud is magnetically confined.
There is an inverse relation between the velocity shift in Fe (which causes the broad lines
seen) due to the motions in the clouds and the Eddington ratio, Lbol/LE , where Lbol is
the bolometric luminosity and LE is the Eddington luminosity. This suggests that the
Eddington ratio is a potential driver for microturbulence and therefore, the increase in
Feii emission (Hu et al. 2008a).
Bruhweiler & Verner (2008) looked at the effects of abundance, ionising flux, and mi-
croturbulence and showed that microturbulence may have the greatest effect on Feii
emission. Microturbulence increases the line widths which allows line photons to escape
more easily, increasing the importance of continuum pumping (Baldwin et al., 2004) and
fluorescence efficiency (Netzer & Wills, 1983).
7.6.3 Iron Abundance
Iron is primarily produced in Type Ia supernovae from long lived intermediate-mass
white dwarf binaries, which means that, due to the time scales of white dwarf lifetime
evolution, it will only be found in substantial amounts at cosmic times greater than
1 Gyr (Bruhweiler & Verner, 2008). If the iron were produced in the host galaxy of
the quasar, this host galaxy would have to have had a large starburst around 1 Gyr
previous to produce excess amounts of iron. The iron, from nearby galaxies, can also
be distributed to the intergalactic medium (IGM) via winds and falls onto the quasars.
The iron abundance would be dominant if there were a number of star forming galaxies
within the close vicinity of the quasar and the winds were strong enough to distribute
the metals widely.
Iron emission has also been associated with radio galaxies, and in particular the jets and
plumes (Hlavacek-Larrondo et al. 2011). In 4C+55.26, a large plume-like feature from
one of the X-ray cavities shows an unusual amount of Fe emission. If associated with SN,
it would require 2.5 SN1a per century to create the metal enrichment seen. It is likely
both SN1a (∼ 70%) and SNII (∼ 30%) contribute to the galaxy enrichment (Sanders
& Fabian 2006). It is suggested that this material could be created through SNe and
moved out of the galaxy by the central AGN. However, it is still unclear why a large
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amount of iron would have accumulated in some AGN.
Barai et al. (2011) show that AGN winds may be more effective than supernovae (SNe)
in moving metals into the IGM, and will be a significant contributor to IGM metal
enrichment through cosmic time. Cen & Ostriker (1999) found that metallicity is strongly
dependent on the local density with higher density regions having higher metallicities
(over area of 50-100h−1 Mpc). However, when including anisotropy of the AGN outflows
into the model, the outflows from the AGN will enrich the lower-density regions first as
the outflow follows the path of least resistance (Barai et al., 2011). Baria found that the
AGN outflows could be responsible for 10-20% of the observed enrichment values of the
IGM. They did not include other enrichment methods such as supernovae.
At high redshifts, the outflow will encounter a more dense IGM environment than at late
times. However, though the expansion of the metals due to the pressure from the outflow
will stop quickly when it hits the IGM, the material will be carried along with the Hubble
expansion, allowing it to cover large distances. Kirkpatrick et al. (2011) studied metal
enriched outflows from AGN and found that the outflows would have difficulty moving
metal enriched materials out further than 1 Mpc from the AGN, unless the black hole
mass was greater than 109M.
7.6.4 Lyα pumping
While collisional excitation can produce the optical Feii lines, the temperature is unlikely
to be high enough to produce the UV Feii emission produced by the 8-10 eV levels of
Feii. In producing the UV emission, continuum and Lyman-α pumping are likely to be
significant. The Lyα from star-forming galaxies and from the other quasars causes Lyα
pumping, which increases the Feii emission in the quasar. This is seen in symbiotic stars
and may be more prevalent in quasars due to the stronger UV radiation from the central
source. Fluorescent excitation by Lyα can more than double the Feii flux in both the
UV and in the optical (Sigut & Pradhan, 2003). This would again require the quasars
to be in close proximity to star forming galaxies.
Using the DR7QSO catalogue, the flux contribution from neighbouring quasars to each
quasar can be calculated simply using the 3D distances between the Hectospec quasars
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with strong Feii emission and the SDSS quasars within the redshift range and area.
This uses the luminosity (from the SDSS r-band magnitudes) of the objects to calculate
the emission received. Without Lyα emission line measurements (not found within our
spectra), it is not possible to calculate the Lyα contribution alone.
To take into account the lifetime of a quasar and the light travel time, only the flux from
objects within a distance of c×3 quasar lifetimes was considered, assuming a lifetime
of 108 years (Hopkins et al., 2008). This uses the assumption that a LQG had always
been a LQG so there would naturally be an excess of Lyα within the system. The flux
for every quasar within a distance of 3 × c is summed at the positions of each of the
strong and ultra-strong quasars. The flux from the additional quasars is of the order of
10−5J s−1 m−2, which is negligible in comparison to the flux from the central black hole
(∼ 1038J s−1 m−2).
However, these calculations do not take into account Lyα or flux from others sources
such as star-forming galaxies so will be an underestimate of the actual flux received at
the quasar. Haines et al. (2001) found a quasar within the LQG residing between two
merging clusters and lying within a band of star-forming galaxies. If this is the case with
the quasars studied here, the flux from the star-forming galaxies will play a much larger
role than the Lyα flux from other nearby quasars.
7.7 Summary
The area of the CCLQG has a significantly higher number of strong and ultra-strong UV
Feii emitters than the control fields tested. The only unusual feature in this region is
the existence of 3 LQGs. Previously, there has been no indication that the environment
within a LQG is unique. However, the high level of Fe emission may indicate there is an
environmental difference which would cause this metal increase.
If quasars in LQGs trace the LSS, it is likely there will be an increase in the number of
clusters in this area (as clusters are also believed to trace the LSS). This would mean
there may be more major mergers in this region as there is a higher density. A large
number of major mergers may lead to a high number of starburst galaxies. This would
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later lead to a larger number of supernova and an increase in the iron abundance. An
increase in the number of star forming galaxies would also raise the Lyα flux density and
would increase the level of Lyα pumping.
There is currently no data on the other objects in these regions such as star forming
galaxies and galaxy clusters. Without more data, it is not possible to comment on
exactly what effect the environment has on these quasars.
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Chapter 8
Conclusions and Future Work
8.1 Summary of Conclusions
8.1.1 Quasar-Cluster Proximity as a Function of Redshift
Using the 2D KS test on both fields together, the distribution for the observed data
for the 2D projected separation between the quasar and the closest cluster centre as a
function of redshift proved to be significantly different from the control data sample.
In Figure 3.1, there appears to be a deficit of quasars lying close to cluster centres for
0.4 < z < 0.8, which is not seen as prominently in the control sample (Figure 3.5). This
would indicate quasars at 0.4 < z < 0.8 prefer to lie in less dense environments. When
the fields are taken separately, this difference in the distributions is still significant for
each field, indicating this relation is not dependent on the field. This would agree with
previous work that AGN and quasars avoid high density areas (e.g., Popesso & Biviano
2006; Silverman et al. 2009; Gavazzi et al. 2011).
The observed distribution of the 2D projected separation between the quasar and the
BCG in the closest cluster (Figure 3.15) is also significantly different from the distribution
in the control sample (Figure 3.16). The observed quasars prefer to lie further away from
the BCG than in the control sample. When the fields are taken separately, this significant
difference is still found in the Stripe 82 but not in the COSMOS field.
The observed distribution of the 2D separation between the quasars and the closest
199
cluster centre and the quasar orientation angle with respect to the cluster major axis
is significantly different from the control sample for the COSMOS field but not for the
Stripe 82 field. This may be a product of the cluster detection mechanism. The angle
of the cluster major axis is affected by the distribution of the cluster members, which
is affected by the cluster member selection process. The same detection method needs
to be run on both fields to test if the differences in the orientation distributions for the
different fields are due to the cluster detection method.
For the 2D separations between the quasar and the cluster richness, the difference be-
tween observed and control samples is significant for the COSMOS field, but not for the
Stripe 82 field. This difference may be due to the difference in cluster selection crite-
ria. The COSMOS catalogue uses 8 as the minimum number of members as opposed to
Stripe 82 which uses 5 minimum members to define a galaxy cluster.
Lietzen et al. (2009) found that groups of galaxies with a quasar lying at less than 2Mpc
tended to be poorer than on average. In the COSMOS and Stripe 82 samples, the
average cluster richness for clusters with a quasar lying at <2 Mpc is 11.6 compared to a
richness of 8.9 for clusters lying at >2Mpc from a quasar. This suggests, for the richest
clusters, quasars lie closer to the cluster centre. However, the quasar sample used by
Lietzen et al. (2009) used only quasars in the redshift range 0.078 < z < 0.172, which
is below the redshift range for most of this work. When samples of 0 < z < 0.2 and
0.2 < z < 0.4 were compared, there was a change in the trend for quasars to lie closer to
a poorer cluster at z ∼0.2. However, richer clusters are found at higher redshifts due to
the limited field size, so this change in the trend may be due to selection effects. Larger
fields would be needed, so richer clusters at lower redshifts could be found, to test this
result.
Lietzen et al. (2009) also found that the richest clusters lay between 5 and 15h−1 Mpc
from a quasar. In contrast, in the COSMOS and Stripe 82 samples, 13 out of 14 of
the richest clusters (richness > 40) lie at 2D projected separations of < 5.5 Mpc from a
quasar; the 14th lies at 8.5 Mpc from a quasar. Given the small redshift range covered
by Lietzen et al. (2009), this change in the trend may be due to selection effects. A
larger number of quasar-cluster pairs in the redshift range 0 < z < 0.4 would be needed
to support this result.
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Using the separation ratio (which is the ratio of the 2D projected separation between
the quasar and the closest cluster centre and the mean radius of the cluster), the quasar
is estimated to lie inside a cluster for 34 out of 677 quasar-cluster pairs (i.e., 5%). This
is likely to be an overestimate, as the separation ratio relies on the 2D project distance
between the quasar and the cluster centre. Given the large errors on the 3D separations,
it is not possible to determine whether the quasar does lie in the cluster or whether the
separation ratio is due to a projection effect. More accurate redshifts for the galaxy
clusters are needed to fully determine exactly where these quasars lie. However, as more
quasars are likely to lie outside cluster than this result suggests, this result likely to be
an overestimate and and still supports the idea that quasars avoid the highest density
areas (e.g. So¨chting et al. 2002; Strand et al. 2008; Lietzen et al. 2009, 2011).
Haines et al. (2001) and So¨chting et al. (2002) found quasars located between close,
potentially merging clusters of galaxies. If the galaxy clusters align along filaments, and
the merging is due to infall along those filaments, a quasar would be expected to lie at
an orientation angle of ∼ 0◦ with respect to the cluster major axis. This would indicate
the quasars lay within the filament and would likely lie along a line connecting the major
axes of the two clusters. However, there is no evidence that quasars have any preferred
orientation angle with respect to the closest cluster major axis and this does not evolve
with redshift. So while some quasars may be triggered by the tidal forces created by
merging galaxy clusters (and potentially major mergers when the galaxy clusters do
collide), this is not a dominate mechanism (as suggested by Shirasaki et al. 2009). And
this mechanism is also not the preferred mechanism at any redshift.
There is no obvious relation between the orientation angle between a quasar and the
major axis of the closest galaxy cluster and the richness of the cluster.
The Landy-Szalay estimator shows that at small separations between the quasar and the
closest cluster centre, the clustering is greater in the COSMOS field than in the Stripe
82 field. There is also an increase in the clustering at r = 8 − 9 Mpc in the Stripe 82
field at low redshifts (0 < z < 0.4), which is not shown in the COSMOS field. This may
be a result of the smaller field size for COSMOS.
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8.1.2 Quasar-Cluster Proximity as a Function of Luminosity
Using the t-test and comparing the means for faint (Mr > −23.0 mag) and bright
(Mr < −23.0 mag) quasars, there is no difference between the two magnitude samples
for the 2D separations or the cluster richness.
For the bright quasar sample, there is no difference between the observed and control
samples from either the t-test or the 2D KS test. This suggests that quasars with
Mr < −23 mag do not lie in any preferred position with respect to clusters or with
respect to the cluster richness. This may be due to the limited number of quasars with
Mr < −23 mag in the COSMOS and Stripe 82 quasar samples.
However, there is a difference between the distributions for the 2D separations for faint
quasars in the observed and control samples, shown in the results from both the t-test
and the 2D KS test. This suggests that faint quasars lie in preferred positions with
respect to galaxy clusters. The 2D KS test shows that there is a difference between
the distribution of the 2D projected distance between the quasar and the closest cluster
centre as a function of the quasar absolute r′ magnitude for faint observed and control
quasars. Figure 4.12 shows that observed quasars withMr > −21 mag prefer to lie closer
to the closest cluster centre than quasars from the control sample.
However, this result is dependent on the sample size used in the t-test. Using a reduced
sample for the faint quasars to match the size of the bright quasar sample, the signifi-
cance between the faint observed and control quasars for the 2D projected separations
between the quasar and the closest cluster centre, and the quasar and the closest clus-
ter member, disappeared. The normalised histograms in Figures 4.6 - 4.8 do suggest a
possible difference between the observed and control quasar samples for both the faint
and to a lesser extent brighter quasars. A larger sample of both faint and bright quasars
would clarify this difference and significance. A larger number of control samples would
also help to improve the statistical significance.
Using the separation ratio, the quasars within a cluster are brighter at higher redshifts
(z > 0.8) than lower redshift (z < 0.6). However, as mentioned previously, the separation
ratio is based on the 2D separation between the quasar and the closest cluster centre, as
the errors on the 3D separations are too large to determine if the quasar does lie inside
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the cluster.
Strand et al. (2008) found that brighter quasars (Mi < −23.25 mag) lay in denser
environments than dimmer quasars (Mi > −23.25 mag). For the Stripe 82 and COSMOS
samples, using the same magnitude boundary, no difference in the environment is found.
The brighter quasars lie on average, 6.2±4.0 Mpc from the closest cluster centre, while
the dimmer quasars lie 5.8±3.8 Mpc from the closest cluster centre. This does not alter
if the redshift range is reduced to z < 0.6, to match that used by Strand et al. (2008).
These is no change with redshift (over the range 0 < z < 1.2) for the positions of the
quasars with respect to the cluster or the cluster richness as a function of absolute quasar
magnitude. There is also no preferred orientation between the quasar and the cluster
major axis for either bright or faint quasars.
8.1.3 Treatment of Statistical Significance
To improve the statistical significance of the results in Chapters 3 and 4, a larger number
of control samples should be used. Due to time limitations, only one control sample was
used. With only one control sample, it is possible for trends to appear in the control
sample which would cause the results for the statistical significance to be inaccurate.
For this, the random sampling of the RAs and DECs would be repeated multiple times
(ideally ∼ 1000, using the number of control samples used in previously literature as a
reference). Increasing the number of control samples would give a better indication of
the significance of any trends observed and improve the statistics.
Using a larger number of control samples, it would be possible to improve the conclusions
drawn from Figures 3.10-3.13 and Figures 4.6-4.11. These figures show the distribution
of angles between the quasar and the closest cluster major axis. In these Figures, one
control sample is not enough to accurately show if any trends seen are real. A larger
number of control samples would create a band of possible angles of the histogram. Any
peaks in the histograms over or below this band is likely to be significant.
The two-point correlation function works best with a large number of random samples
(often 1000+). In Chapter 3, the Landy-Szalay estimator was used because, of the
three estimators studied, the Landy-Szalay estimator works best with a limited number
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of random samples (Kerscher et al. 2000). However, the results from the two-point
correlation function would also be improved by a larger number of control samples.
8.1.4 Star Forming Galaxies
Spectra of a selection of 680 star forming galaxies, red galaxies, and AGN were taken
using the IMACS instrument on the Magellan Baade telescope. From the 680 spectra
taken, the redshifts of 515 galaxies were calculated. The objects in the spectra were
classified and the star formation rates calculated, where possible. 33 AGN were classified
using the BPT plot. Only one of the AGN is brighter enough to be classed as a quasar.
70 objects from the IMACS spectra were classified as star forming galaxies. The process
used to select the objects for the IMACS spectra selected for star forming galaxies.
Therefore, if not classed as an AGN, and the spectra does not show any evidence of
broad emission lines (which are a signature of AGN), the galaxies were also classed as
star forming galaxies.
The star formation rates were calculated using the Hα and [Oii] emission lines, and the
UV emission from GALEX, and compared. There is a systematic difference between the
Hα SFRs and the SFRs found using [Oii], a well known problem (e.g., Gilbank et al.
2010). This may be due to the extinction correction. However, [Oii] is more affected
by metal abundances within the galaxy, which would also affect the SFR value found
(Kewley et al. 2004).
There is a large difference between the Hα SFRs and the SFRs using UV. This may
be due to the dust attenuation model used, as an averaged value of the dust extinction
was used due to the lack of infra-red data (Salim et al. 2007). However, there are also
differences between the stellar populations and the time-scales measured by the Hα and
UV emission, which could also account for these differences (Gilbank et al. 2010).
8.1.5 The Environment of AGN and Star Forming Galaxies
None of the relations for the 2D projected separations or the 3D separations between an
AGN and the closest star forming galaxy are statistically significant.
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Three of the AGN lie at the same redshifts as three of the clusters from the CFHT data.
These clusters were found by Ilona So¨chting and the redshifts were estimated using the
red sequence. Three AGN and 10 star forming galaxies lie at the same redshift, and are
potentially part of the same structure at z ∼ 0.289. The redshifts of the clusters need
to be spectroscopically confirmed to support this result. The three galaxy clusters have
the same orientation angle (within errors). The AGN appear to lie within the filament
and are relatively faint (with magnitudes of -17, -19, and -21).
Taken individually, the brightest AGN, which would be classed as a quasar, has the
smallest 3D separation between the quasar and a star forming galaxy and lies in the
middle of contours in Figure 6.10. This quasar has Mr = −24.34 mag and is the only
AGN from the IMACS sample bright enough to be classed as a quasar. This quasar does
not lie close to the clusters, but does lie close to star forming galaxies at the same redshift.
As quasars are expected to have different fuelling mechanisms than low-luminosity AGN
(Hopkins & Hernquist 2009), quasars are likely to reside in different environments to
AGN. Quasars are believed to be triggered by major mergers, which will occur in galaxy
groups, which are not as density as galaxy clusters but contain galaxies with a supply
of gas and have a lower velocity dispersion. This quasar appears to lie in a less dense
region, surrounded by a few star forming galaxy and could be part of a galaxy group.
Contour plots of this area of sky show a possible evolution of preferred environment over
the redshift range 0.225 < z < 0.425. The contour plots show AGN lying in various
different areas. In the high redshift slice (0.375 < z < 0.425), all AGN appear to avoid
the high density regions, preferring to lie on the edges of contours, therefore on the
edges of the mass distributions (as seen in So¨chting et al. 2004). In the redshift slice
0.275 < z < 0.325, most AGN also lie on the edges of the contours. However, there
are a few AGN which lie in the centres of the contours, i.e., in the middle of the mass
distributions. There are less AGN in the lowest redshift slice (0.225 < z < 0.275) so it is
difficult to determine the preferred environment. Two of the five AGN lie in the middle
of the contours, while two lie on the edges, and one is too close to the edge of the field
to determine its environment.
This change in preferred positions may indicate a change in preferred small-scale envi-
ronment with redshift over the range 0.225 < z < 0.425. However, the data used for
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the contours comes from the IMACS spectra, which is not a complete sample of star
forming galaxies. A more complete sample of the star forming galaxies in this region of
sky would be needed properly studying this possible evolution with redshift.
8.1.6 Ultra-Strong Feii Emitters
The area of the CCLQG has a significantly higher number of strong and ultra-strong UV
Feii emitters than the control fields tested. The only unusual feature in this region is the
existence of three LQGs (two of which are statistically significant), including the CCLQG
(Clowes et al. 2011). Previously, there has been no indication that the environment
within a LQG is unique. However, the high level of Fe emission may indicate there is an
environmental difference which would cause this metal increase.
It appears that the strong and ultra-strong UV Feii emitters may lie between LQGs,
rather than within the groups.
If quasars in LQGs trace the LSS, it is likely there will be an increase in the number of
clusters in this area (as clusters trace the LSS). This would mean there may be more
major mergers in this region as there is a higher density. A large number of major
mergers may lead to a high number of starburst galaxies which would then later lead to
a larger number of supernova and an increase in the iron abundance. An increase in the
number of star forming galaxies would also create an increase in the Lyα in the region,
which would increase Lyα pumping (Sigut & Pradhan, 2003). Using other quasars in
the area, the level of emission received from outside sources is negligible compared to
the emission from the quasar’s central source. However, this does not include emission
from any star forming galaxies near the quasar, which would increase the Lyα emission.
Another mechanism to increase the Feii emission is microturblence (e.g., Vestergaard
& Wilkes 2001; Verner et al. 2004; Bruhweiler & Verner 2008). This is likely to occur
in the intermediate line region, close to the central source. More work on the close
environments around these quasars is needed to assess how the environment in a LQG
could increase the microturbulence in the centre of the host galaxy.
There is currently no data on the other objects in these regions such as star forming
galaxies and galaxy clusters. Without more data, it is not possible to comment on
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exactly what effect the environment has on these quasars.
8.1.7 Methods for Environments
Two methods have been used to study the positions of quasars with respect to galaxy
clusters, the two point correlation function and a simpler method, which does not involve
binning the data. The two point correlation function has been used to compare the
clustering from the COSMOS and Stripe 82 fields to other published data. This allows
a comparison of the fields and the effect of binning the data.
As the two point correlation function involves binning the data, there are problems when
there are small numbers in a bin. This is also a problem with viewing the data and using
statistical tests, such as the t-test and the KS test, and can only be resolved with a larger
data set.
Using simple plots and statistics gives a good idea of the significant of the relationships
between different characteristics of quasar-cluster pairs (such as richness and absolute
magnitude), something that can not be done using only the two point correlation function
without choosing bins. When binning the data, the results are dependent on the binning
selected, which could smear out any results or create false results.
Angle method is a good indication of the orientation, which is not given in the correlation
function. Finding the orientation angle of the quasar with respect to the closest cluster
major axis will give a better indication of the position of a quasar around clusters.
Clusters trace the large scale structure and lie along filaments. Angular information gives
more details about where quasars lie in relation to filaments and large scale structures.
The two point correlation function does not provide angular information.
8.2 Future Work
8.2.1 Unusual Spectra
During the IMACS observations, there were a few spectra which have not been fully
explained.
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Figure 8.1 shows the spectrum of a quasar at z = 2.157 ± 0.007. The redshift for this
quasar was calculated from the lines shown in Figure 8.1. However, the emission line at
9540A˚ has not been identified. At z = 2.157, this emission line would be at 3021A˚. The
spectra has been checked to ensure this emission line is real and not an artefact of the
data reduction process. This line was not seen in the other spectra.
Figure 8.1: Spectra for QSOcand 02, a high redshift quasar, from the IMACS spectra
It was possible to estimate the UV Feii emission for the 2255-2650A˚ bump and was esti-
mated to have an equivalent width of 35.1 using Weymann et al. (1991) and a monochro-
matic flux value of 0.28 using Hartig & Baldwin (1986). However, there is a gap in the
spectra due to a zero’th order contamination in the middle of this wavelength range,
so these values are only estimates. It is not possible to measure the weak Feii bump at
2040-2130A˚, as the whole wavelength range from 2052A˚ to 2164A˚ is missing. If these val-
ues are accurate, these Feii emission values would mean this quasar had an average Feii
emission. However, better spectra with no missing areas would be needed to accurately
assess the Feii emission strength for this quasar.
There were also 17 spectra with strong fluxes but no emission lines so it was not possible
to calculate the redshifts. Figure 8.2 shows a sample of the spectra from these objects.
These objects do sometimes show evidence of weak absorption lines but no emission
lines. More work will be needed to identify these objects.
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(a) Object 3444
(b) Object 3867
(c) Object 6455
Figure 8.2: Examples of objects where the spectra show strong flux but no emission lines from
the IMACS spectra.
8.2.2 Quasar Environments
A minimal spanning tree could be used to connect the clusters and determine any fila-
mentary structure in the COSMOS and Stripe 82 fields. The method of calculating the
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angular orientation of the quasar can then be used to assess the position of the quasar
with respect to these filaments. The angular information could be extended to the ori-
entation of the quasar with respect to more than the closest cluster to show the wider
environment.
There are quasars within the COSMOS and Stripe 82 fields, which did not lie within 15
Mpc of a galaxy cluster. It would be interesting to study these, and if possible determine,
if the small scale environment around these quasars is different to that of quasars lying
within 15 Mpc of a cluster. This would help determine whether the small scale or large
scale environment has more of an effect on a quasar, and whether this changes with
redshift and luminosity.
For the filament at z = 0.289 in the IMACS spectra, spectroscopic redshifts of the
clusters would confirm this filament. Also, with a more complete sample of star forming
galaxies, it would be possible to determine if there were any other galaxies in this area,
and determine other strucutures like this.
Radio data on the quasars within this filament would help to study the environments
of radio AGN. Whether radio loud quasars lie in different environments is still under
debate. However, it is thought that radio quiet quasars avoid peaks in density (So¨chting
et al. 2004) so if these AGN are lying within a filament, they should be radio loud.
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8.2.3 Feii Quasars
SDSS spectra cover the wavelength range 3850-9000A˚. As the UV Feii bump is at 2255-
2650A˚, the Feii feature will be visible within the redshift range 0.8 < z < 2.3. The SDSS
DR7QSO catalogue contains 70,980 quasar spectra within this redshift range. The UV
Feii emission has been measured using an automated program written by Srinivasan
Raghunathan at the Universidad de Chile. These spectra need to be checked as some
have extremely strong UV Feii, which is unlikely to be real emission. However, within
this catalogue, there will be quasars with strong and ultra-strong Feii emission. The
environments and positions of these quasars with respect to the LSS need to be studied.
Information about the properties of galaxies and clusters of galaxies in the environment
of a LQG is needed to study how these quasars could have acquired an excess of iron.
If the galaxies in the area of the LQG show evidence for an increased level of star
formation or past starbursts, this excess of star forming galaxies could produce an iron
excess. Ideally, the redshifts and SFR of galaxies within clusters at 1.1 < z < 1.7 could
be used to study the exact environment in LQGs. However, cluster detection at z > 1.1
is difficult, with most clusters being detected using X-ray or Spitzer mid-IR (Foley et al.
2011 and references therein).
The Webster LQG (Webster 1982) contains 4 quasars and lies at a redshift of z = 0.37.
At this redshift, it will be possible to obtain redshifts and other characteristics (such as
star formation rates) for galaxies in and around a LQG. This could then be applied to
the higher redshift LQG, under the assumption that they have similar characteristics at
higher redshifts. If possible, the Feii emission will be measured but this will depend on
the sensitivity in the UV of the telescope used. Spectra from this LQG will allow more
information to be gathered about the exact environments in LQGs.
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Appendix A
Statistics tests and models
A.1 The Models
In order to fit the red sequence, a number of different models were tested. Four final
models were selected to test. The models are given by:
Model 1 : y = ax2 + bx+ c (Figure A.1) (A.1)
Model 2 : y = ax3 + bx2 + cx+ d (Figure A.2) (A.2)
Model 3 : y = ax1/2 + b (Figure A.3) (A.3)
Figures A.1 to A.3 show the value of the red sequence of a cluster at zmag = 16 against
the redshift of the galaxy cluster. The fitted line shows the model fit.
A weighted version of model 2 was also tested. As the spectroscopic redshifts are more
likely to be accurate than the photometric redshifts, a weight of two was given to points
with spectroscopic redshifts and a weight of one to points with photometric redshifts.
Figure A.4 shows the fit of the model to the data for the weighted version of model 2.
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Figure A.1: Model 1
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Figure A.2: Model 2
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Figure A.3: Model 3
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Figure A.4: Model 2 with weights
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A.2 Statistical Tests
The residual standard error is the square root of the error variance, and measures the
deviation from the data sample and the fitted values from the model.
Multiple R2 is the fraction of the total variance explained by the model, and should be
close to one. R2 is defined as the ratio of the sum of squares explained by a regression
model and the ”total” sum of squares around the mean1.
The Fisher’s F-test compares the difference between 2 variances, and divides the larger
one by the smaller. If the ratio is one, then the variances are the same. The F-statistic
should, therefore, be close to one for the best fit model. A larger ratio (F>>1) indicates
the models are significantly different (as the top of the ratio of the variances will be a lot
larger than the bottom). When comparing the models here, the model with the smallest
value from the F-test will be the one which fits best to the observed data.
The Akaike’s Information Criterion (AIC) test is a penalised log-likelihood and is a
means of comparing models, rather than a hypothesis test. This test gives a measure of
the goodness of the fit and ranks the models in order of their fit to the data, with the
model with the lowest AIC value giving the best fit. A value for the AIC test is found
using:
AIC = −2× log(−likelihood) + 2(p+ 1) (A.4)
where p is the number of parameters in the model. This can therefore be used to compare
models.
A.3 Selecting the Model
Each model was compared to the data to judge how well it fitted the data using the
Residual standard error, multiple R2, and F-test. Table A.1 shows the results from the
statistics tests the fit of each of the models to the data.
1http://www.people.vcu.edu/ nhenry/Rsq.htm
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Table A.1: The statistical tests results for each model for fit to data.
Model Residual standard error Multiple R2 F-test
Model 1 0.02715 0.9831 435.9
Model 2 0.02451 0.9871 358.1
Model 3 0.02944 0.9788 738.2
Model 2 with weights 0.03116 0.9897 446.6
Comparing the values for Table A.1, model 2 appears to be the best fit to the data
points. Model 2 has the lowest value for the F-test, suggesting it has the least significant
difference between the model and the data. It also has the lowest residual standard
errors and the lowest p-value.
When viewing the fits of the models (Figures A.1 - A.4), the fit near the high redshift end
needs to be considered. Ideally, this fit should allow us to extrapolate to high redshift
and obtain higher redshift clusters. Model 1 fits well at the high redshift end but the
function appears to flatten at higher values for the red sequence fit. This would mean
the redshifts would not increase pass a certain value of zmag. Model 2 fits well but
the function appears to start increasing at around zmag = 1.95, making it difficult to
predict what will happen at a higher value of zmag. Model 3 appears more predictable
at higher values of zmag and therefore, at higher redshifts, but does not appear to fit as
well as the other models at lower redshifts.
As model 2 appears to fit the best at lower redshifts, weights were added to the model
to adjust the fit to give more weight to the spectroscopic points, which are more likely
to be accurate than the photometric points. This does adjust the fit at higher values of
zmag, though not by a large amount.
The models were also compared to one another. Table A.2 shows the comparison of the
fit of each model to the fits from the other models, using anova in R.
Pr(>F) is the p-value for the F-test. A large p-value indicates the model is not signifi-
cantly different to the data, which is required in this case. The residual sum of squares
(RSS) is the a measure of the discrepancy between the fitted model and the data, with
a small RRS meaning the model is a good fit to the data.
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Table A.2: Comparison of models using different statistical tests compared between models.
Model RSS F-test Pr(>F) AIC
Model 1 0.01106 -74.026
Model 2 0.00841 4.4090 0.05436 -76.954
Model 3 0.01387 4.5451 0.03012 -71.947
Model 2 with weights 0.01359 0.2352 0.79345 -77.141
Model 2 with weights has the largest p-value and the lowest value for the AIC, suggesting
that this is the best of the four models to use. Therefore, model 2 with weighted values
for the redshift will be used to correlate the red sequence.
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Appendix B
Appendix 2
The disk included with this thesis contains the data used in the Chapters.
B.1 Quasar-cluster pairs
The file quasar-cluster pairs.txt contains the quasar-cluster pairs in used in Chapters
2-4.
The columns are as follows:
• Field : the quasar is from the COSMOS or Stripe 82 field
• idq : quasar ID
• zq : quasar redshift
• ra q : RA(J2000) for the quasar
• dec q : DEC(J2000) for the quasar
• idc: ID for the closest cluster
• zc: cluster redshift
• zcerr : error on the cluster redshift
• ra c: RA(J2000) for the cluster centre
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• dec c: DEC(J2000) for the cluster centre
• sep qc zq : separation between quasar and closest cluster centre using the quasar
redshift at the quasar epoch
• degree: angle between the line running through constant RA of the quasar and the
cluster centre
• UMAG : u band magnitude
• GMAG : g band magnitude
• RMAG : r band magnitude
• IMAG : i band magnitude
• ZMAG : z band magnitude
• absMr : absolute r band magnitude using α=0.5 and Equation 2.13
• members: Number of galaxies within the cluster
• richness: Number of galaxies with magnitude between the magnitude of the BCG,
MBCG, and MBCG+3
• inertia ang : angle of the orientation of the cluster major axis using the inertial
tensor method between 0 and 180◦
• average: average of the angles for the cluster orientation from calculating the
inertial tensor errors
• stan dev : standard deviation of the orientation of cluster angles from calculating
the errors
• maj axis Mpc: length of the cluster major axis in Mpc
• min axis Mpc: length of the cluster minor axis in Mpc
• meanRadius: mean of the length of the major and minor axes in Mpc
• ra bcg : RA(J2000) of the brightest cluster galaxy
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• dec bcg : DEC(J2000) of the brightest cluster galaxy
• sep bcg : separation between the quasar and the BCG using the redshift of the
quasar at the quasar epoch
• dist redge: distance between the quasar and the right edge of the field
• dist ledge: distance between the quasar and the left edge of the field
• dist tedge: distance between the quasar and the top edge of the field
• dist bedge: distance between the quasar and the bottom edge of the field
• sepRatio: sep qc zq divided by the mean of the major and minor axes
• closest gal : separation between the quasar and the closest cluster member using
the redshift of the quasar at the quasar epoch
• degree clqso: angle between the cluster major axis and the quasar
• idc 3D : the ID of the cluster with the shortest 3D separation
• ra 3D : the RA(J2000) of the cluster with the shortest 3D separation
• dec 3D : the DEC(J2000) of the cluster with the shortest 3D separation
• zc 3D : the redshift of the cluster with the shortest 3D separation
• zcerr 3D : the error on the redshift of the cluster with the shortest 3D separation
• sep 3D : 3D separation between quasar and closest cluster centre
• sep 3D err : error on the 3D separations using zerr 3D
B.2 Quasar-cluster control pairs
The file quasar-cluster pairs control.txt contains the quasar-cluster pairs from the control
fields in used in Chapters 2-4.
The columns are as follows:
220
• Field : the quasar is from the COSMOS or Stripe 82 field
• zq : quasar redshift
• ra q : RA(J2000) for the quasar
• dec q : DEC(J2000) for the quasar
• idc: ID for the closest cluster
• zc: cluster redshift
• zcerr : error on the cluster redshift
• ra c: RA(J2000) for the cluster centre
• dec c: DEC(J2000) for the cluster centre
• sep qc zq : separation between quasar and closest cluster centre using the quasar
redshift at the quasar epoch
• degree: angle between the line running through constant RA of the quasar and the
cluster centre
• absMr : absolute r band magnitude using α=0.5 and Equation 2.13
• members: Number of galaxies within the cluster
• richness: Number of galaxies with magnitude between the magnitude of the BCG,
MBCG, and MBCG+3
• inertia ang : angle of the orientation of the cluster major axis using the inertial
tensor method between 0 and 180◦
• average: average of the angles for the cluster orientation from calculating the
inertial tensor errors
• stan dev : standard deviation of the orientation of cluster angles from calculating
the errors
• maj axis Mpc: length of the cluster major axis in Mpc
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• min axis Mpc: length of the cluster minor axis in Mpc
• meanRadius: mean of the length of the major and minor axes in Mpc
• ra bcg : RA(J2000) of the brightest cluster galaxy
• dec bcg : DEC(J2000) of the brightest cluster galaxy
• sep bcg : separation between the quasar and the BCG using the redshift of the
quasar at the quasar epoch
• dist redge: distance between the quasar and the right edge of the field
• dist ledge: distance between the quasar and the left edge of the field
• dist tedge: distance between the quasar and the top edge of the field
• dist bedge: distance between the quasar and the bottom edge of the field
• sepRatio: sep qc zq divided by the mean of the major and minor axes
• closest gal : separation between the quasar and the closest cluster member using
the redshift of the quasar at the quasar epoch
• degree clqso: angle between the cluster major axis and the quasar
• idc 3D : the ID of the cluster with the shortest 3D separation
• ra 3D : the RA(J2000) of the cluster with the shortest 3D separation
• dec 3D : the DEC(J2000) of the cluster with the shortest 3D separation
• zc 3D : the redshift of the cluster with the shortest 3D separation
• zcerr 3D : the error on the redshift of the cluster with the shortest 3D separation
• sep 3D : 3D separation between quasar and closest cluster centre
• sep 3D err : error on the 3D separations using zerr 3D
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B.3 IMACS Spectra
The file IMACS spectra.txt contains the input parameters used, and all of the parameters
derived from the methods described in Chapter 5.
The columns are as follows:
• Name: Object name
• Mask : Number of mask used in observations
• RA: Right ascension (J2000)
• DEC : Declination (J2000)
• Redshift : Estimated galaxy redshift
• zerror : Estimated redshift error
• Lines: Number of lines used to estimate the redshift
• Quality : Quality of the spectra
• Class: Object classification
• SFR(Ha): SFR using the Hα emission line in Myr−1
• SFR([OII]) Ken: SFR using the [Oii] emission line and Equation from Kennicutt
(1998) in Myr−1
• SFR([OII]) Kew): SFR using the [Oii] emission line and Equation from Kewley
et al. (2004) in Myr−1
• SFR([OII],Z): SFR using the [Oii] emission and abundances values with Equation
from Kewley et al. (2004) in Myr−1
• SFR(FUV): SFR using far ultra-violet emission from GALEX in Myr−1
Objects only have a classification if they have been classified using a BPT plot. The
letter h, m, l which appear after some of the object names indicate there was more than
one spectrum within the split and stand for high, middle and low (the position within
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the slit). As it was not known which of spectra were the intended target, all of the
spectra were reduced and analysed.
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