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Abstract
The study of quantum chromodynamics (QCD) at finite temperature and density provides important
contributions to the understanding of strong-interaction matter as it is present e. g. in nuclear matter and
in neutron stars or as produced in heavy-ion collision experiments. Lattice QCD is a non-perturbative
approach, where equations of motion for quarks and gluons are discretized on a finite space-time lattice.
The method successfully describes the behavior of QCD in the vacuum and at finite temperature, however
it cannot be applied to finite baryon density due to the fermion sign problem. Various QCD-like theories,
that offer to draw conclusions about QCD, allow simulations also at finite densities.
In this work we investigate two-color QCD as a popular example of a QCD-like theory free from the
sign problem with methods from lattice gauge theory. For the generation of gauge configurations with
two dynamical quark flavors in the staggered formalism with the “rooting trick” we apply the Rational
Hybrid Monte Carlo (RHMC) algorithm. We carry out essential preparatory work for future simulations
at finite density.
As a start, we concentrate on the calculation of the effective potential for the Polyakov loop, which
is an order parameter for the confinement-deconfinement transition, in dependence of the temperature
and quark mass. It serves as an important input for effective models of QCD. We obtain the effective
potential via the histogram method from local distributions of the Polyakov loop. To study the influence
of dynamical quarks on gluonic observables, the simulations are performed with large quark masses and
are compared to calculations in the pure gauge theory.
In the second part of the thesis we examine aspects of the chiral phase transition along the temperature
axis. The symmetry group of chiral symmetry in two-color QCD is enlarged to SU(2N f ). Discretized two-
color QCD in the staggered formalism exhibits a chiral symmetry breaking pattern of U(2N f )→ O(2N f ),
contrary to the continuum theory. We determine pseudo-critical couplings where Ferrenberg-Swendsen
reweighting is applied for an improved extraction of the peak of the chiral susceptibility. In order to assess
the universality class critical exponents are studied via the scaling behavior of the chiral condensate and
the corresponding susceptibility. Simulations are performed at various small quark masses to obtain
results in the chiral limit. By introducing an improved discretization of the gauge action we mitigate
effects of an unphysical “bulk” phase, which appears as a discretization artifact at small values of the
lattice coupling. Furthermore, an important step is the detailed investigation of finite volume effects,
which become relevant at very small quark masses.
When temperature is varied using the coupling constant, also the underlying length and energy scale is
modified. It is desirable to simulate along “lines of constant physics” (LCP) in parameter space. We thus
have begun to calculate meson masses to determine LCP via the pion to rho meson mass ratio. Influence
of the bulk phase at low lattice couplings and finite-volume effects at larger couplings however hamper
their calculation.

Zusammenfassung
Untersuchungen der Quantenchromodynamik (QCD) bei endlicher Temperatur und Dichte liefern bedeu-
tende Beiträge zum Verständnis stark wechselwirkender Materie, wie sie z. B. in Kernmaterie, bei Schwe-
rionenkollisionen oder in Neutronensternen vorkommt. Gitter-QCD ist ein nicht-störungstheoretischer
Zugang, bei der die Bewegungsgleichungen von Quarks und Gluonen auf einem endlichen Raumzeitgit-
ter diskretisiert werden. Sie beschreibt erfolgreich das Verhalten der QCD im Vakuum und bei endlicher
Temperatur. Aufgrund des Fermion-Vorzeichenproblems kann sie jedoch nicht bei endlicher Dichte ge-
nutzt werden. Eine Reihe von QCD-ähnlichen Theorien, die Rückschlüsse auf die QCD erlauben, ermög-
lichen Simulationen auch bei endlicher Dichte.
In dieser Arbeit untersuchen wir daher Zwei-Farb-QCD als ein typisches Beispiel einer QCD-ähnlichen
Theorie ohne Vorzeichenproblem mittels Methoden der Gittereichtheorie. Zur Erzeugung der Gitterkon-
figurationen mit zwei dynamischen Fermionenflavors im Staggered-Formalismus mit dem „Wurzeltrick“
wird der Rational Hybrid Monte Carlo (RHMC) Algorithmus angewendet. Für zukünftige Simulationen
bei endlicher Dichte werden in dieser Arbeit wichtige Vorarbeiten geleistet.
Zunächst konzentrieren wir uns auf die Berechnung des effektiven Potentials des Polyakov-Loops, der
ein Ordnungsparameter des Confinement-Deconfinement-Übergangs ist, in Abhängigkeit der Temperatur
und der Quarkmasse. Dies dient als wesentlicher Input für effektive Modelle der QCD. Wir berechnen das
effektive Potential mittels der Histogramm-Methode aus den lokalen Verteilungen des Polyakov-Loops.
Um den Einfluss dynamischer Quarks auf gluonische Observablen zu untersuchen, werden die Simulatio-
nen bei großen Quarkmassen und im Vergleich zu Rechnungen in der reinen Eichtheorie durchgeführt.
Der zweite Teil der Arbeit befasst sich mit der Untersuchung von Aspekten des chiralen Phasenüber-
gangs entlang der Temperaturachse. Die Symmetriegruppe der chiralen Symmetrie ist in der Zwei-Farb-
QCD auf SU(2N f ) erweitert. Im Staggered-Formalismus weist die diskretisierte Zwei-Farb-QCD abwei-
chend von der Kontinuumstheorie eine chirale Symmetriebrechung gemäß U(2N f )→ O(2N f ) auf. Zur
Bestimmung der Universalitätsklasse werden zunächst pseudo-kritische Kopplungen und anschließend
über das Skalierungsverhalten von chiralem Kondensat und der zugehörigen Suszeptibilität kritische Ex-
ponenten bestimmt. Wir nutzen die Ferrenberg-Swendsen Reweighting-Methode um die Extraktion der
Maxima der chiralen Suszeptibilität zu verbessern. Simulationen bei kleinen Quarkmassen sind nötig um
Ergebnisse im chiralen Grenzfall zu erhalten. Um eine unphysikalische „Bulk“-Phase zu umgehen, die
bei kleinen Werten der Kopplungskonstanten als Gitterartefakt auftritt, wird eine verbesserte Diskreti-
sierung für die Eichwirkung eingeführt. Wichtig ist weiterhin auch eine detaillierte Untersuchung von
Volumen-Effekten, die sich bei sehr kleinen Quarkmassen zeigen.
Da sich mit Variation der Kopplungskonstanten nicht nur die Temperatur sondern auch die zugrunde
liegende Längen- und Energieskala ändert, ist es wünschenswert, im Parameterraum entlang „lines of
constant physics“ (LCP) zu simulieren. Daher haben wir begonnen Massen von Mesonen zu berechnen,
um die LCP über das Verhältnis der Pion und Rho-Meson Massen zu bestimmen. Einflüsse der „Bulk“-
Phase bei kleinen Kopplungen und Volumen-Effekte bei größeren Kopplungen erschweren jedoch deren
Berechnung.
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1 Introduction
1.1 Quantum chromodynamics
Gravity, electromagnetism, the weak and the strong force constitute the fundamental forces of nature,
the world we live in. The latter three are main building blocks of the successful Standard Model of
particle physics. Quantum chromodynamics (QCD) is the accepted theory of the strong force describing
the interaction of quarks and gluons. Quarks and anti-quarks are massive spin-1⁄2 fermions and carry
color (and fractional electric) charge. The strong force between quarks is mediated by gluons, the
gauge bosons of QCD. Unlike in quantum electrodynamics (QED), where photons, the respective force
carries, are uncharged, in QCD also gluons are color-charged and can hence self-interact. Under normal
conditions quarks are bound into hadrons: a quark and an antiquark build a meson, three quarks make
up a baryon. These are the effective degrees of freedom perceived in our surrounding. Only at very large
temperatures or densities quarks and gluons are liberated in the so-called quark-gluon plasma.
A wide range of phenomena is governed by QCD, extending into several disciplines of physics which
are relevant on very different length scales: particle physicists probe hot and dense strong-interaction
matter in heavy-ion collision experiments, nuclear physics analyzes the structure of nuclei, astrophysics
explores dense hadronic matter in neutron stars and the evolution of the early universe is of central
interest in cosmology.
Two main properties of QCD govern the behavior of strong-interaction matter, confinement and asymp-
totic freedom. Experimental observations show, that at low temperatures and densities quarks and glu-
ons are trapped into colorless bound states, a feature known as color confinement. In pure gauge theory,
which is QCD without fermion degrees of freedom, one observes a linear rise in the static quark-antiquark
potential, making it impossible to separate the quark-antiquark pair from each other which explains the
absence of asymptotic colored states. The same situation occurs somewhat differently in QCD, where
dynamical quarks are present; once the energy is large enough for pair creation, an additional quark-
antiquark pair will appear. Several mechanisms for confinement have been proposed [1] but a definite
proof is still missing. The relevant symmetry for the confinement-deconfinement transition is the global
center symmetry. Details will be introduced in a later chapter.
Asymptotic freedom has been discovered in the 1970s by Politzer, Wilczek and Gross which have been
awarded the Nobel Prize in Physics in 2004 [2]. The coupling constant of the strong interaction – despite
its name – is not constant but depends on the energy scale. We show the running of the coupling con-
stant in Figure 1.1. At large momentum transfers QCD is asymptotically free, i. e. the coupling strength
becomes small. This fact allows the use of perturbation theory in the high energy regime, which also
includes physics at very high temperatures or large chemical potentials. However, at low energy scales
QCD is strongly coupled. Perturbation theory fails to describe phenomena like bound states, dynamic
chiral symmetry breaking and confinement. Non-perturbative approaches are thus required.
1.2 QCD phase diagram
Information about the phase structure of strong-interaction matter is conveniently represented in a phase
diagram which depicts which phase is thermodynamically favored at a set of control parameters (exter-
nal conditions). The phase diagram of QCD is usually visualized in the plane of temperature T and
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Figure 1.1: Left: Running of the strong coupling constant αs, taken from [3]. Right: Schematic QCD phase
diagram in the temperature-density plane, taken from [4].
(baryon) chemical potential µ or the net baryon density n.1 However, one has to bear in mind that it
contains static properties only. Information about dynamic processes like thermalization or dynamics
out of equilibrium is missing. We present a schematic QCD phase diagram in Figure 1.1, which depicts a
commonly accepted, rather minimal version of current knowledge.
In the vacuum, quarks and gluons are bound into hadrons which are the relevant degrees of freedom.
If one heats up the system, ultimately, due to asymptotic freedom, the bound states break up into a
mixture of free quarks and gluons, the quark-gluon-plasma (QGP). The change from the hadronic phase
to the QGP phase, along the temperature axis, is accompanied by two important phase transitions.
Chiral symmetry is spontaneously broken at small temperatures and gets restored asymptotically at
large temperatures. The observation that chiral partners (degenerate states of opposite parity) of hadrons
are missing from the spectrum, is a major evidence for a broken axial flavor symmetry. Furthermore, the
lightness of the lightest mesons, the pions, with a mass of about 140 MeV, in contrast to the mass of
the nucleons, 938 MeV, is another indication. One concludes that chiral symmetry is broken in the
vacuum. The chiral phase transition is a true phase transition only in the chiral limit, the limit of
vanishing quark masses. Then chirality (handedness) becomes a conserved quantum number. According
to the Goldstone theorem the pions become massless when the symmetry is spontaneously broken. The
corresponding order parameter is the chiral condensate,
¬
ψψ
¶
, that is finite in the chirally broken
phase but zero in the restored phase. To investigate chiral behavior it is often sufficient to consider
only the lightest two quark flavors. In the chiral limit of two quark flavors, the transition is then of
second order. Finite current quark masses break chiral symmetry explicitly as they mix left- and right-
handed components in the Lagrangian. In the case of light quarks, the chiral condensate still serves as an
approximate order parameter. Pions then acquire a small mass according to the Gell-Mann-Oakes-Renner
relation as predicted by chiral perturbation theory which explains their lightness.
The second transition along the temperature axis is the confinement-deconfinement transition. While
quarks and gluons are confined to hadrons at low temperatures, they are liberated at large temperatures
or densities. Confinement is related to the breaking of center symmetry for which the Polyakov loop
serves as an order parameter. While chiral symmetry is realized in the chiral limit, center symmetry is
only exact in the opposite mass limit, the limit of infinitely heavy quarks, where we regain pure gauge
theory. A theory with Nc colors is governed by the SU(Nc) gauge group. Infinitely heavy quarks are
considered as static as they do not participate in the dynamics of the system. Finite quark masses,
however, explicitly break center symmetry since quarks are sensitive to center transformations. The first
1 In this realm the terms chemical potential and density are often used interchangeably as finite (baryon) density also
implies finite (baryon) chemical potential (the opposite is not necessarily the case).
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order phase transition which is present at zero chemical potential in SU(3) gauge theory then turns into
a crossover transition. For the pure SU(2) gauge theory the transition is of second order [5].
The behavior including quarks along the temperature axis is well known from Lattice QCD calculations.
Both transitions are found to be rapid crossovers. The transition temperatures of the two transitions at
vanishing density coincide at about 155 MeV [6, 7, 8], unfortunately the mechanism that apparently
links the two transitions is yet unknown.
Lattice gauge theory has led to accurate results along the temperature axis, however, its applicability is
limited to vanishing chemical potential due to the “sign problem”. A lot of our present knowledge at finite
density stems from simplifying models which share important symmetries with the full theory of QCD
but are simpler to calculate. Prominent examples of these models are the Nambu–Jona-Lasinio (NJL)
model or the Quark-Meson (QM) model. Polyakov loop-enhanced versions of these models, labeled PNJL
and PQM, additionally consider gauge degrees of freedoms via a constant background field. Studies in
these models hint at a rich variety of phases in the QCD phase diagram.
Effective model calculations suggest that at finite density and moderate temperatures, the combined
chiral and deconfinement transition is of first order. The line of first order transitions then must end
in a second order critical point. Nuclear matter, mainly consisting of neutrons and protons, is located
at small temperatures and at a (net) baryon density on the order of 1017 kg/m3. At very high baryon
densities one expects to find color-superconducting phases [9]. Also inhomogeneous phases have been
suggested to play a role at low temperatures and intermediate values of the chemical potential, see [10]
for a review.
Experimental access to the QCD phase diagram is provided relativistic heavy-ion collision experiments,
e. g. at RHIC, the LHC or the future FAIR facility in Darmstadt. At the collision point hot and dense matter
is produced ranging into the QGP phase. However, heavy-ion collision experiments do not allow direct
measurements of deconfined matter. Conditions of the collision have to be reconstructed from measure-
ments of the asymptotic collision fragments. Important experimental signals for a phase transition are
fluctuations, which especially grow large in the vicinity of a critical point.
The phase structure of strong-interaction matter also has relevance to cosmology, in particular for
the description of the evolution of the early universe. During the first moments after the Big Bang,
the universe cooled down along the finite temperature axis at very small baryon chemical potential
forming the first hadrons. Extreme densities but small temperatures are conditions found in neutron
stars, extremely compact astrophysical objects composed of nuclear matter. The degeneracy pressure of
the neutrons keeps the neutron star from further collapsing. The equation of state for neutron matter
as predicted by models can be compared with constraints from astrophysical observations [11]. It is an
important goal to calculate the dependence of the QCD equation of state on chemical potential as it is also
highly relevant for the understanding of heavy-ion collision experiments. Quark number susceptibilities,
for example, are a central quantity here, which can be obtained from Lattice QCD simulations, and are
related to fluctuations of conserved quantum numbers in experimental measurements. Furthermore,
they are an important tool to estimate the location of the QCD critical point.
For more details on QCD phases, their study via theoretical methods and experimental approaches we
refer to the literature [12, 13, 14, 15].
1.3 Lattice QCD
The formulation of gauge theories on a discretized lattice was initiated by Wegner [16] and Wilson [17]
in the 1970s. Lattice gauge theory is a powerful first principles method starting from the action of the
theory. As an inherently non-perturbative method it is well suited to study the non-perturbative low
energy regime of QCD. Lattice QCD provides a quantization of continuum QCD on a hypercubic lattice
in Euclidean space-time. The finite lattice spacing and the finite lattice size act as UV and IR regulators.
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Its interpretation as a statistical model of a classical theory allows the use of well known Monte Carlo
methods.
Lattice QCD has provided valuable knowledge in the vacuum and on the physics along the temperature
axis, yet mainly limited to vanishing density. The determination of masses in the hadron spectrum [18]
is a prime example of the accuracy that Lattice QCD calculations have acquired. At finite temperature
Lattice QCD has by now reliably determined the transition temperatures for the chiral and deconfinement
crossover transitions and QCD thermodynamics like the equation of state [19].
However, Lattice QCD is not free of problems. Especially the introduction of fermions poses several
issues. In the naive discretization of fermions on the lattice one obtains 16 fermion flavors per one
continuum flavor. Different fermion formulations reduce these doublers, but have to sacrifice important
quantities like chiral symmetry. Actually, according to a no-go theorem one can either obtain a doubler-
free theory or the correct continuum chiral symmetry. Furthermore, the axial UA(1) symmetry, that is
anomalously broken by quantum effects in the continuum, is unbroken in lattice formulations.
Special issues are associated with the use of staggered quarks which will be considered in the present
thesis. In this fermion formulation, the number of doublers is reduced from 16 to 4 by replacing the
Dirac structure through a spin diagonalization by simple phase factors. The lack of Dirac structure then
leads to a symmetry breaking pattern different from the continuum. Moreover, to further reduce the
number of quark flavors one commonly uses the “staggered rooting trick” which becomes exact only in
the continuum limit.
On the path to physical results, several limits or extrapolations have to be performed: To obtain the
continuum limit the finite lattice spacing has to be removed while at the same time the lattice volume
has to be sent to infinity. Special care has to be taken to simulate the same physical theory at each
intermediate step.
Calculations in Lattice QCD are performed in Euclidean space-time. Therefore an ill-defined ana-
lytic continuation is necessary if one wants to study dynamical quantities like transport coefficients and
spectral functions [20].
At finite baryon density of QCD we encounter a further complication, known as the “sign problem”. The
“fermion determinant”, which contains the dynamical contributions from the quarks in the action, is used
as the probability measure in the Monte Carlo integration. At non-vanishing quark chemical potential
the determinant becomes complex. Importance sampling, the basis of efficient Monte Carlo simulations,
thus breaks down. Several approaches based on extrapolation or expansion (Taylor expansion, analytic
continuation from imaginary chemical potential or reweighting techniques) have been pursued, which
can reach into the finite density region but are restricted to small chemical potentials, see [21] and
references therein. In recent years, two new developments (complex Langevin dynamics and Lefshetz
thimbles) have enabled to directly peek into the finite density region despite the complex action [22].
In addition to these theoretical challenges, fermions on the lattice have always required extreme com-
putational efforts and still do in spite of major progress in simulation algorithms and the large increase
in computer power over the last decades. Simulations including dynamical fermions are several orders
of magnitude more expensive than simulations with gauge degrees of freedom only (pure gauge the-
ory). To simulate at physical quark masses is a goal only achieved in recent years. These simulations
have been performed with improved staggered fermions which are comparably cheap but only have a
residual chiral symmetry. Lattice fermion formulations which have the correct chiral symmetries, “chiral
fermions”, are even more expensive.
1.4 Two-color QCD
Instead of working around the sign problem of Monte Carlo methods in QCD, one can also study theories
free of the sign-problem that are similar to QCD. Such QCD-like theories are obtained by slight modifica-
tions of the QCD Lagrangian. A basic deformation is to change the number of colors, Nc. The obvious
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Figure 1.2: Phase diagram of two-color QCD from lattice calculations [25] (left) and from the Polyakov
Quark Meson Diquark (PQMD) model via a functional renormalization group approach [26]
(right). The chiral (confinement-deconfinement) crossover transitions are labeled with σ (Φ).
choice is to use the gauge group SU(2) instead of SU(3). Two-color QCD is attractive as it demands
reduced computer effort in direct comparison to three-color QCD due to the lower number of gauge de-
grees of freedom. A further possibility is to implement quarks in the adjoint instead of the fundamental
representation, leading to adjoint QCD. Also the use of gauge groups different than SU(N) is feasible –
the exceptional Lie group G2 is a popular example [23, 24]. Considering QCD with finite isospin chemi-
cal potential and an even number of quark flavors also represents a theory free of the sign-problem. All
mentioned options have in common, that the fermion determinant is real also at finite chemical potential
and thus the theory can be simulated via well known Monte Carlo methods.
Two-color QCD shares crucial non-perturbative features with the three-color theory: At small momenta
one finds a strong coupling phase where quarks and gluons are confined. For large momenta they are
weakly coupled due to asymptotic freedom. However, since the fermion fields are now described by
a pseudo-real representation of the SU(2) gauge group, there are important differences. Contrary to
three-color QCD, baryons in two-color QCD consist of two quarks only and are bosons. As there is no
quantum number that distinguishes between quarks and anti-quarks, qq meson and qq baryon (diquark)
states lie in the same multiplet. In the chiral limit the lightest baryon (diquark) becomes a Goldstone
boson, as it is degenerate with the pion. This is because the pseudo-reality of the matter representation
leads to an enhanced global flavor symmetry, which also modifies the pattern of (spontaneous) chiral
symmetry breaking.
Moreover, two-color QCD is an excellent example to test the impact of baryonic degrees of freedom,
which are usually neglected in effective model calculations of the QCD phase diagram. When they are
omitted, the resulting phase diagram looks very similar to those obtained in three-color QCD model
calculations, including a first order chiral phase transition ending in a critical endpoint. However, the
inclusion of diquarks, the lightest baryonic degrees of freedom, leads to remarkable changes in the phase
diagram as demonstrated in a Quark-Meson-Diquark model [27]. Large regions of the phase diagram,
including the critical point, are actually covered by a diquark-condensation phase.
At sufficiently large baryon density, the fermionic nature of quarks will become dominant. When
the temperature is low and the chemical potential is large enough, quark pairs will form a diquark
condensate due to large Fermi surfaces and an attractive quark-quark interaction.2 Because of sponta-
neous breaking of baryon number conservation, the diquark-condensation phase is superfluid. While in
two-color QCD diquarks can be color singlets, the analogous phase in three-color QCD leads to color
superconductivity as in this case diquarks carry net color charge. The diquark condensate,


ψψ

, acts
as an order parameter for diquark condensation. It is related to the chiral condensate
¬
ψψ
¶
via the
enlarged U(2N f ) flavor symmetry. Thus, at finite chemical potential we expect a transition from the nor-
2 This is due to the Cooper instability as in Bardeen-Cooper-Schrieffer (BCS) theory of low-temperature superconductivity.
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mal low density phase with
¬
ψψ
¶
> 0 and vanishing diquark condensate,


ψψ

= 0, to a high density
superfluid phase with


ψψ

> 0 and
¬
ψψ
¶→ 0. At µ= 0 the ground state is aligned towards the chiral
condensate. As the chemical potential is increased the chiral condensate can gradually rotate into the
diquark condensate. Simultaneously chiral symmetry becomes approximately restored at large densities.
In the “BEC-BCS crossover” the pairing turns from a Bose-Einstein condensate of tighly bound diquark to
a BCS-like phase. The BCS-like phase is instead characterized by pairing of spatially delocalized Cooper
pairs.
The phase structure at finite chemical potential is constrained by the “Silver Blaze property”, a term
coined by Cohen [28]. It is a generic feature of theories with a relativistic chemical potential at zero tem-
perature. The partition function and all thermodynamic quantities derived from it must be independent
of the chemical potential below a threshold chemical potential µc. At zero temperature the relativistic
chemical potential has to be increased above the mass gap of the theory before any states are excited,
unless a first order phase transition occurs before that point. For two-color QCD the lowest baryonic
excitation is the diquark. As the diquark and the pion are degenerate, the onset quark chemical potential
thus equals half the pion mass, µc = mpi/2 as predicted by chiral perturbation theory [29]. Only beyond
this limit the diquark condensation can take place.
1.5 Existing research
Two-color QCD including its special phase structure has long been of interest for lattice simulations.
First dynamical lattice simulations of two-color QCD have used two flavors of staggered quarks (cor-
responding to eight continuum flavors) [30]. Following works [31, 32, 33] reduced the number of
flavors (N f = 1 staggered quarks, leading to four continuum flavors). In addition, staggered quarks in
the adjoint representation have been investigated [34]. More recent studies have focused on the use of
Wilson quarks [35, 36, 25] which avoid the questionable staggered rooting trick but are computationally
more expensive. Figure 1.2 shows a recent phase diagram from two-color lattice QCD, which displays
a hadronic phase at low temperature and density, a QGP phase at large temperatures and a diquark
condensation phases at large chemical potential.
Using a low-energy effective Lagrangian a systematic analysis of phases and symmetry breaking pat-
terns in QCD-like theories at finite baryon density, i. e. two-color QCD or QCD with fermions in the
adjoint representation, has been presented in [29].
Various aspects of two-color QCD like its phase structure and several thermodynamic quantities have
also been studied via effective model approaches like the NJL model [37] and the PNJL model [38].
Furthermore studies using a (Polyakov-Loop-) Quark-Meson-Diquark model via the Functional Renor-
malization Group (FRG) approach have been performed [27, 26]. A resulting phase diagram is displayed
in the right panel of Figure 1.2. The phase diagram of two-color QCD has also been examined using a
Dyson-Schwinger approach [39].
As both real and imaginary chemical potential can be investigated in two-color QCD using the lattice
approach, one can test the applicability of an analytic continuation of the (pseudo-)critical line from
imaginary to real chemical potential. This has been done using staggered quarks in [40]. Recently a
different group using improved Wilson quarks also compared results at imaginary and real chemical
potential to calculations within the PNJL model [41].
Apart from investigations of the phase diagram, further studies of two-color QCD have treated e. g. the
effect of external magnetic fields [42] or the influence of a chiral chemical potential [43].
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1.6 Scope of this work
In this thesis we perform important preliminary studies for simulations at finite densities in two-color
QCD with staggered quarks. The staggered formulation is chosen since it is computationally much
cheaper than chiral fermions, but in comparison to Wilson fermions it satisfies a form of chiral symmetry.
We apply the staggered rooting procedure in order to obtain two flavors of quarks in the continuum. This
enables the comparison with recent model calculations. We investigate two main aspects of two-color
QCD at zero density along the temperature transition.
First, we study unquenching effects on quantities related to the confinement-deconfinement phase
transition. The effective potential for the Polyakov loop will be a main objective in future simulations at
finite density. It is an important input for model calculations of QCD. Therefore we study its behavior in
this work at vanishing density as a reference. Also the Polyakov loop, the corresponding susceptibility
and its correlator are calculated. This part is performed in the fixed scale approach in order to reduce
the impact of a change in the scale. Working with rather heavy quarks, we show all our calculations in
comparison to pure gauge results to present the effects of dynamical quarks.
Second, before going to finite density we need to understand the chiral symmetry breaking pattern
at vanishing chemical potential. Continuum chiral symmetry breaking patterns are well studied but the
breaking pattern present in staggered two-color QCD is rather unknown. For that purpose we study crit-
ical scaling of the chiral condensate and the chiral susceptibility. The aim is to extract critical exponents
to determine the universality class. Furthermore, we extract pseudo-critical couplings from the chiral
susceptibility and subsequently determine the critical couplings from an extrapolation to the chiral limit.
To our knowledge the symmetry breaking pattern special to the staggered formulation in two-color Lat-
tice QCD has not been investigated numerically in this detail before. We also add a detailed analysis on
finite-size effects.
We moreover examine an unphysical bulk phase, which is a lattice artifact at small couplings. Its
presence might distort our measurements. As a way around it, we employ an improved gauge action.
Furthermore we show first steps in meson spectroscopy. It is often desirable to perform calculations
along a path in parameter space, where the resulting physics does not change, so called lines of constant
physics. This can be realized by calculating meson masses and obtaining the ratio of masses of the pion
and the rho meson, mpi/mρ, which has to be fixed to a constant value. We therefore have started the
calculation of meson masses. Preliminary results at several lattice parameters will be shown, however,
complete lines of constant physics are computationally extremely expensive and could therefore not yet
be determined.
Structure of this thesis
This document is organized as follows: In Chapter 2 we introduce two-color QCD, describe its lattice
regularization and review the necessary theoretical background. The computational foundation of the
simulations, the Rational Hybrid Monte Carlo algorithm, will be presented in Chapter 3. In Chapter 4
we will discuss the bulk phase and introduce an improved gauge action. Results of our simulations
will follow in Chapters 5 and 6. Chapter 5 in particular addresses the calculation of the Polyakov-loop
effective potential and further Polyakov-loop related observables with a focus on unquenching effects
at rather large quark masses. In Chapter 6 we present the analysis of the chiral phase transition along
the temperature axis. We show results from calculations with two light flavors of staggered quarks using
both the Wilson gauge action and an improved gauge action. Chapter 7 treats meson spectroscopy which
is necessary to determine the lines of constant physics. Finally, in Chapter 8 we will summarize our work
and give an outlook.
Our conventions and supplementary material regarding the numerical implementation is presented in
the Appendix.
13

2 Theoretical foundations
In this chapter we introduce the relevant theoretical background of two-color QCD and its lattice regu-
larization. As we cannot go into full detail, we instead refer the reader to textbooks on the path integral
representation of quantum field theories and quantum chromodynamics, like [44, 45, 12]. A pedagogical
introduction to lattice gauge field theory can be found e. g. in [46].
2.1 Two-color QCD in the continuum
Two-color QCD is a gauge theory analogous to QCD but with the gauge group SU(2) instead of SU(3).
The Lagrangian, constrained by renormalizability, local gauge invariance, locality and Poincaré invari-
ance, is given in the continuum by
LQC2D =−
1
4
F aµν F
aµν +ψ

iγµDµ−m

ψ (2.1)
with the field strength tensor F aµν = ∂µ A
a
ν − ∂ν Aaµ + g f abcAbµAcν , which contains the coupling g and the
structure constants f abc = εabc of SU(2), and the covariant derivative Dµ = ∂µ − giAaµ τa2 with the Pauli
matrices τa in color space. Gauge degrees of freedom are described by SU(2) elements Aaµ in the adjoint
representation. Fermions are represented as Dirac fields in the fundamental representation by anti-quark
and quark fields ψ and ψ. Flavor indices are suppressed. The diagonal mass matrix m contains bare
quark masses for N f quark flavors. In our calculations we will use two degenerate quark flavors.
Gauge invariance of the Lagrangian is expressed by the symmetry under local SU(2) transformations,
ψ(x)→ Ω(x)ψ(x), (2.2)
ψ(x)→ψ(x)Ω†(x), (2.3)
Aµ(x)→ Ω(x)Aµ(x)Ω†(x)− ig

∂µΩ(x)

Ω†(x) (2.4)
with a local gauge transformation Ω(x) ∈ SU(2). Physical quantities must not depend on the choice of
gauge, thus observable quantities have to be constructed in a gauge invariant way.
For degenerate quark masses we also find a global U(N f ) flavor symmetry,
ψ(x)→ ei taθVa ψ(x), (2.5)
ψ(x)→ψ(x) e−i taθVa (2.6)
with the generators ta of U(N f ). In the chiral limit, m = 0, Eq. (2.1) additionally satisfies the chiral
symmetry,
ψ(x)→ ei taθAa γ5ψ(x), (2.7)
ψ(x)→ψ(x) ei taθAa γ5 . (2.8)
Due to the Adler-Bell-Jackiw anomaly [47, 48] this is reduced to a SUA(N f ) chiral symmetry. Like QCD,
the Lagrangian is invariant under a global SUV (N f )× SUA(N f )× UB(1) flavor symmetry. This includes
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vector flavor symmetry (V ), known as isospin symmetry for N f = 2, and baryon number conservation
(B). In two-color QCD the flavor symmetry is enlarged as we will explain in a later section.
We omit the so-called θ -term, a possible addition to the QCD Lagrangian,
Lθ = θ
g2F aµν F˜
aµν
32pi2
, (2.9)
that is also allowed by gauge invariance. F˜ aµν = 1
2
εµνρσF aρσ is the dual field strength tensor. The
θ -term would break CP symmetry, however there is no evidence in nature, that CP is broken by the
strong interaction – an open question known as the strong CP problem. Inclusion of the θ -term has been
considered in two-color QCD before [49].
Using the Feynman path integral formulation for quantization we can express the expectation value of
a time ordered product of operators as
¬
0
T Oˆ1(x1) . . . Oˆn(xn)0¶= ∫ dAµDψDψO1(x1) . . .On(xn) eiS˜[Aµ,ψ,ψ]∫
dAµDψDψ e
iS˜[Aµ,ψ,ψ]
. (2.10)
Next we perform the Wick rotation to a Euclidean description by analytic continuation to imaginary time,
yielding ¬
0
T Oˆ1(x1) . . . Oˆn(xn)0¶= ∫ dAµDψDψO1(x1) . . .On(xn) e−S[Aµ,ψ,ψ]∫
dAµDψDψ e
−S[Aµ,ψ,ψ]
, (2.11)
which contains the Euclidean action
S =
∫
d4x

1
4
F aµν F
aµν +ψ

Dµγ
µ+m

ψ

. (2.12)
Instead of a highly oscillating phase factor eiS˜ we are left with the real valued exponential e−S. In analogy
to statistical mechanics this factor can be understood as a statistical weight, and is often called Boltzmann
factor. In the same manner we call the denominator of Eq. (2.11), the partition function
Z =
∫
DAµDψDψ e
−S[Aµ,ψ,ψ] . (2.13)
2.2 Lattice regularization
To make the path integrals over all field configurations finite, the expressions of Equation (2.11) have
to be regulated. We choose to do so by discretizing the theory on a finite lattice in four space-time
dimensions with Nτ sites in temporal direction and Ns sites in each spatial direction. UV regularization
is provided by a finite lattice spacing a between the lattice sites. The finite extent of the lattice acts as a
IR regulator. The spatial lattice volume amounts to V = L3 with L = aNs.
To obtain physical results we eventually need to remove the regularization. Two limits need to be
taken to this end:
• continuum limit: To remove the UV cutoff we reduce the lattice spacing a to zero a → 0. How to
control and determine the lattice spacing will be covered in a later section.
• infinite volume limit: One removes the IR cutoff by increasing Ns towards infinity.
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Simulations become increasingly expensive at smaller lattice spacings on larger lattice volumes. It is thus
only possible to perform extrapolations towards the continuum and infinite volume limits. By comparison
of results from different lattice sizes or different lattice spacings one can quantify the artifacts stemming
from the lattice regularization.
On the lattice sites x (where x i ∈ a{0, . . . ,Ns − 1} and t = x4 ∈ a{0, . . . ,Nτ − 1}) we define fermion
fieldsψ(x). Before we in detail explain the discretization of fermions we will consider the gauge degrees
of freedom: Gauge fields are treated differently than fermions in order to obtain a gauge invariant
description. They are introduced as SU(2) group elements1 Uµ(x) located on the links between two
neighboring sites, where µ encodes the direction of the link (index 1: x , 2: y , 3: z and 4: t). The link
variables act as parallel transporters, the connection to continuum gauge fields Aµ is given by
Uµ(x) = Pe
i g
x+µˆ∫
x
dx ′µAµ(x ′)
, (2.14)
where P denotes path ordering and µˆ is the basis vector of length a in direction µ. The parallel transport
into a backwards direction can be calculated as
U−µ(x) = U†µ(x − µˆ) . (2.15)
We impose periodic boundary conditions for the link variables. For numerical reasons SU(2) matrices
are usually implemented in the quaternion representation, see details in Appendix A.2.
Gauge invariant quantities can be built from traces of closed loops of ordered link products. Closed
rectangular loops with spatial extent R and temporal size T , called Wilson loops, W(R, T ), play an im-
portant role. The smallest non-trivial combination is a one-by-one loop, the plaquette Pµν(x) at site x in
the µ− ν plane:
µ
ν
x x + µˆ
x + νˆ
P =∏
C
U Pµν(x) =
∏
C
U
= Uµ(x) · Uν(x + µˆ) · U−µ(x + µˆ+ νˆ) · U−ν(x + νˆ)
= Uµ(x) · Uν(x + µˆ) · U†µ(x + νˆ) · U†ν(x). (2.16)
Removing the first link Uµ(x) from the plaquette, we are left with a so-called staple Vµ,ν(x), defined such
that
Pµν(x) = Uµ(x) · Vµ,ν(x) . (2.17)
Elementary plaquettes are the building blocks of the gauge action. The most simple gauge action, known
as the standard Wilson gauge action [17], is constructed as
Sg[U] =− βNc
∑
x ,µ<ν
ReTrPµν[U](x) (2.18)
with the lattice gauge coupling β = 2Nc
g2
. It provides the correct continuum limit
lim
a→0Sg =
∫
d4x
1
4
F aµν F
aµν (2.19)
1 Some basic properties of SU(2) elements are listed in Appendix A.2.
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with leading discretization errors of O (a2).
However, the lattice action is not unique. Many possible discretizations lead to the correct continuum
limit. To suppress artifacts due to finite lattice spacing one can craft improved actions. More involved
discretizations of the gauge action use terms containing larger loops while still obtaining the correct
continuum limit. In a later chapter we will introduce and make use of the Symanzik tree-level improved
gauge action which additionally includes a two-by-one loop (rectangle) contribution.
2.3 Fermions on the lattice
The introduction of fermions on the lattice poses conceptual problems and computational challenges as
we will see in the following sections.
Fermion degrees of freedom are represented by Grassmann-valued fields, Ψ and Ψ, that satisfy anti-
commutation relations. A naive discretization of the fermionic part of the action, Eq. (2.12), in the free
field case leads to
SF,naive = a
4
∑
x
Ψ(x)

γµ∆µ+m

Ψ(x) (2.20)
with a simple symmetric finite difference operator
∆µ f (x) =
f (x + µˆ)− f (x − µˆ)
2a
. (2.21)
One easily finds that the inverse fermion propagator,
G−1naive(x) = iγµ
sin (apµ)
a
+m, (2.22)
for m = 0 has the expected physical zero at pµ = 0 but also has 2D − 1 additional zeroes at each corner
of the Brillouin zone in D space-time dimensions. This is interpreted as 16 degenerate fermion flavors
for D = 4. Appearance of these unphysical doublers is known as the fermion doubling problem. This issue
persists when we move to the interacting case. Several attempts have been pursued to work around the
fermion doubling problem. According to the Nielsen-Ninomiya no-go theorem [50] it is impossible to find
a fermion discretization that fulfills all of the following requirements:
• correct continuum limit,
• free of doublers,
• invariance under continuum chiral symmetry and
• local fermion operator.
Each fermion implementation therefore has to sacrifice one of these important features. Continuum
chiral symmetry is meant in the form of a condition on the massless fermion operator D,
D,γ5
	
= Dγ5+ γ5D = 0, (2.23)
which is implied from Eq. (2.8).
In the famous Wilson fermion formalism one adds a term to the fermion action
SW = a
4
∑
x
Ψ(x)
 
γµ∆µ+ ra
∑
µ
µ+m
!
Ψ(x) (2.24)
18
with Wilson parameter r (usually set to 1) and the second order finite difference operator
µ f (x) =
f (x + µˆ)− 2 f (x) + f (x − µˆ)
2a2
. (2.25)
This term vanishes linearly with the lattice spacing, such that the continuum limit is unchanged. From
the inverse propagator,
G−1W (x) = iγµ
sin (apµ)
a
+ r
∑
µ
1− cos (apµ)
a
+m, (2.26)
we find that unphysical poles are suppressed by the Wilson term that acts like an additional mass term
for them. The major downside of Wilson fermions is the fact, that they explicitly violate chiral symmetry
at finite lattice spacing.
Staggered fermions will be used throughout this project and are described in detail in the next section.
Ginsparg and Wilson have investigated spin-blocking on a chirally symmetric continuum fermion ac-
tion and found a way to work around the implications of the Nielsen-Ninomiya theorem. They obtained
a modified definition of chiral symmetry, the Ginsparg-Wilson relation [51],
Dγ5+ γ5D = aDγ5RD (2.27)
with some local operator R. Eq. (2.27) goes over into Equation (2.23) in the continuum limit. As the
conditions of the Nielsen-Ninomiya theorem do not apply with this weaker definition of chiral symmetry,
fermion formulations that obey Eq. (2.27) can have the correct chiral symmetry without doublers [52].
The Ginsparg-Wilson relation is satisfied e. g. by overlap fermions or domain-wall fermions. However,
these chiral fermions are extremely expensive to simulate.
2.4 Staggered fermion formulation
A popular approach to reduce the number of fermion flavors is the staggered fermion formulation, based
on work by Kogut and Susskind [53]. First, a local variable transformation of the fermion fields will be
used to reveal a symmetry of the fermion action. This transformation will replace the Dirac matrices γµ
in the fermion action with simple phase functions. Next, the degeneracy of the fermion action allows to
reduce the number of fermion flavors from 16 to 4.
We will show the derivation in the free fermion case (Uµ(x) = 1) and start from the naive fermion
action with explicit summation over directions µ:
SF = a
4
∑
x
Ψ(x) 4∑
µ=1
γµ
Ψ(x + µˆ)−Ψ(x − µˆ)
2a
+m Ψ(x)Ψ(x)
 (2.28)
To spin-diagonalize the fermion operator we use the variable transformation
Ψ(x) = A(x) ψ(x), (2.29)
Ψ(x) =ψ(x) A†(x) (2.30)
with a special choice of space-time dependent combinations of Dirac matrices
A(x) = γ x11 γ
x2
2 γ
x3
3 γ
x4
4 , (2.31)
A†(x) = γ x44 γ
x3
3 γ
x2
2 γ
x1
1 . (2.32)
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Gamma matrices are transformed as
A†(x)γµ A(x ± µˆ) = ηµ(x)14, (2.33)
which defines the staggered phase function ηµ(x),
ηµ(x) = (−1)
∑
ν<µ
xν
= (−1)x1+...+xµ−1 . (2.34)
For later use we also define the conjugate staggered phase function
ζµ(x) = (−1)
∑
ν>µ
xν
= (−1)xµ+1+...+x4 . (2.35)
Applying the transformation to the above fermion action we obtain
SF = a
4
∑
x
ψ(x) 4∑
µ=1
ηµ(x)
ψ(x + µˆ)−ψ(x − µˆ)
2a
+m ψ(x)ψ(x)
 (×14) (2.36)
which is diagonal in Dirac space. Through the staggered transformation the spin matrices have been
replaced by simple sign factors. We keep only one of four degenerate degrees of freedom, thus reducing
the number of fermion flavors from sixteen to four (in four dimensions). Coupling to the gauge fields
again and dropping the Dirac structure, we finally arrive at the staggered fermion action
SF,stag = a
4
∑
x
ψ(x) 4∑
µ=1
ηµ(x)
Uµ(x)ψ(x + µˆ)− U−µ(x)ψ(x − µˆ)
2a
+m ψ(x)ψ(x)
 . (2.37)
At this point we specify some more details on the staggered Dirac operator for later reference. The
fermion action in general is bilinear in the quark fields
SF = a
4
∑
x ,y
ψ(x) M(x , y) ψ(y)
and the staggered fermion operator can be written as
M(x , y) = MS(x , y) +m δx ,y =
1
2a
∑
µ
ηµ(x)

Uµ(x)δy,x+µˆ− U−µ(x)δy,x−µˆ

+m δx ,y . (2.38)
The hermitian conjugate operator reads
M†(x , y) =− 1
2a
∑
µ
ηµ(x)

Uµ(x)δy,x+µˆ− U−µ(x)δy,x−µˆ

+m δx ,y (2.39)
such that
M†(x , y)(m) =−M(x , y)(−m) . (2.40)
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We also add the (symbolic) derivative with respect to the gauge fields which will be necessary for the
numerical implementation2:
∂M(x , y)
∂ Uµ(z)
=
1
2a
ηµ(x) δy,x+µˆ δx ,z, (2.41)
∂M†(x , y)
∂ Uµ(z)
=− 1
2a
ηµ(x) δy,x+µˆ δx ,z . (2.42)
For the staggered transformation of the fifth Gamma matrix, γ5 = γ1γ2γ3γ4, we find
A†(x)γ5 A(x) = (−1)x1+x2+x3+x4 γ5 = η5(x)γ5 (2.43)
with the even/odd-sign function η5(x):
η5(x) = (−1)x1+x2+x3+x4 =
(
+1 for even sites,
−1 for odd sites. (2.44)
Properties of staggered fermions
Staggered fermions are computationally cheap due to the missing Dirac structure and are widely used
in Lattice QCD.
The staggered fermion operator is bounded from below by the mass parameter. In contrast to the
Wilson formulation no additive mass renormalization is present, which allows for an easier extrapolation
to the chiral limit.
One staggered fermion flavor translates into four continuum flavors, commonly named tastes. In the
eigenvalue spectrum one finds an approximate four-fold degeneracy, which becomes exact only in the
continuum limit where interactions between different tastes decouple. Standard staggered quarks show
a flavor symmetry breaking of order O(a2). These unphysical interactions lead to different tastes of each
particle in the hadronic spectrum. Taste splitting can be observed e. g. in the measurement of meson
masses, most prominently in the masses of the light pseudo-scalar mesons (pions).
Improved staggered fermion actions (known as p4 [54], asqtad [55], HISQ [56] or stout [57]) have
been developed that advance on two important aspects: On the one hand one has achieved an enhanced
dispersion relation by using a higher order discretization of the finite difference operator. This e. g. allows
to obtain the correct Stefan-Boltzmann limit in thermodynamic observables. On the other hand one uses
“fat links” (by admixture e. g. of so-called 3-staples) or performs link smearing. These techniques remove
high frequency modes in the gauge configuration which are responsible for flavor symmetry breaking.
Suppression of flavor symmetry breaking then yields a reduced taste splitting for hadronic observables.
To further reduce the number of fermion flavors one uses a method called rooting. Taking the fourth
root of the fermion determinant (to be introduced later) is believed to result in a theory of a single
fermion flavor [58]. There has been a lot of debate whether this is a valid procedure (see e. g. the
discussions summarized in [59, 60, 61, 62] and a recent investigation in the Schwinger model [63]).
Apparently, the rooting procedure leads to a theory that is non-local and non-unitary at finite lattice
spacing but has the correct continuum limit including the correct universality class [62]. It has been
shown that the eigenvalue spectrum of the free staggered Dirac operator can be decomposed into four
degenerate single flavor operators [64]. For the interacting case the eigenvalues after sufficient levels of
gauge smearing approximately correspond to those of a chiral fermion operator for a single flavor [65].
This suggests that in the continuum limit also the interacting staggered Dirac operator decomposes
into four degenerate single flavor operators. If it is suitably degenerate, the rooting procedure is well
2 They enter the fermion force in the molecular dynamics (MD) trajectory of the Rational Hybrid Monte Carlo (RHMC)
algorithm as explained in Chapter 3.
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defined. Still, the degeneracy is not present at finite lattice spacing and thus produces artifacts. It is
unclear whether these artifacts disappear smoothly in the continuum limit. Nevertheless, simulations
with rooted staggered quarks have led to very successful and precise results in the field of lattice gauge
theory [18, 19]. An algorithm that allows the exact implementation of the rooting procedure is the
Rational Hybrid Monte Carlo (RHMC) algorithm that will be presented in Chapter 3.
2.5 Symmetries of two-color QCD
We have already commented on the sign problem of Lattice QCD at finite chemical potential and methods
that work around the sign problem in the Introduction. Integrating out the fermion degrees of freedom,
which appear bilinear in the action, leads to a determinant factor for each quark flavor. The overall
factor needs to be non-negative in order to be interpreted as a probability measure in direct Monte Carlo
methods using importance sampling (as will be described in Chapter 3).
An important symmetry satisfied by the continuum Dirac operator and also by lattice fermion operators
(e. g. in the Wilson or staggered formulation) is γ5-hermiticity, 
γ5D
† = γ5D ⇔ γ5Dγ5 = D† . (2.45)
In general it is only valid at vanishing chemical potential. From this property one can easily derive,
det(γ5Dγ5) = det(D
†) ⇒ det(D) = det(D)∗, (2.46)
that the determinant of D is real, as eigenvalues are either real or come in complex conjugate pairs.
γ5-hermiticity is also inherited by the quark propagator, given as the inverse Dirac operator.
The usual γ5-hermiticity, Eq. (2.45), takes on a special form in the staggered formalism as γ5 is re-
placed by η5(x):
M†S (x , y) = η5(x)MS(x , y)η5(y), (2.47)
which also implies anti-hermiticity,
M†S =−MS, (2.48)
since
η5(x)η5(x ± µˆ) =−1 . (2.49)
2.5.1 Anti-unitary symmetry and characterization by Dyson index
γ5-hermiticity ensures reality of the fermion determinant but is valid only for µ = 0. In this section we
describe an additional symmetry of typical QCD-like theories that leads to a real fermion determinant
even at finite density. A classification of theories according to the symmetry of their fermion operator
stems from Random Matrix Theory, and has been applied to QCD-like theories at finite density [66, 67].
There are two noteworthy symmetry classes for theories with real fermion determinants, distinguished
by the so-called Dyson index, β = 1 and β = 4.
The fundamental representation of SU(2) is pseudoreal while its adjoint representation is real. These
properties lead to an anti-unitary symmetry of the Dirac operator D in the continuum description of
two-color QCD [29],
[D(µ), T] = [D(µ),Cτ2K] = 0, (2.50)
where C = γ2γ4 is the charge conjugation matrix, τ2 is a Pauli matrix in color space and K is the complex
conjugation operator. In this combination T is an anti-unitary operator. From Eq. (2.50) one can easily
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deduce that all eigenvalues of the Dirac operator come in complex conjugate pairs. Thus the determinant
is guaranteed to be real. As there might be an odd number of real negative eigenvalues, the determinant
is not necessarily non-negative.
If we in addition have T 2 =−1, the eigenvectors corresponding to the pair of eigenvalues are linearly
independent, which implies that the determinant is even non-negative. This case is denoted by the Dyson
index β = 4. Popular representatives of this class are (any-color) QCD with adjoint quarks and also QCD
with the gauge group G2.
If T 2 = 1 is realized, corresponding to Dyson index β = 1, the determinant is real but not necessarily
non-negative. Two-color QCD with fermions in the fundamental representation falls into this class.
In the remaining Dyson class, denoted with β = 2, no such anti-unitary symmetry is present and
fermion representations are complex. This is realized e. g. in three-color QCD with fundamental quarks
where (direct) simulations at finite density are impossible. Due to γ5-hermiticity, Eq. (2.45), the fermion
determinant is real at zero baryon chemical potential, and also for purely imaginary chemical potential.
If one chooses an even number of degenerate quark flavors in two-color QCD, the determinant factors
are in total non-negative such that they can be viewed as a probability measure. Another possibility is to
consider QCD with pure isospin chemical potential. An even number of degenerate quarks of opposite
isospin leads to a non-negative fermion determinant though the theory has Dyson index β = 2.
Turning to lattice discretization, the anti-unitary symmetry as in Equation (2.50) is correct for naive
lattice fermions. In the Wilson formalism the symmetry is violated by the Wilson term. The staggered
formalism is a special case which will be discussed in a moment.
2.5.2 Extended flavor symmetry
Another consequence of the (pseudo-)reality of the representations of SU(2) is an enlarged flavor sym-
metry of two-color QCD and (any-color) adjoint QCD. The kinetic part of the Euclidean Lagrangian of
two-color QCD can be written as
Lkin =ψ/Dψ=ψ†L iσµDµψL −ψ†Riσ†µDµψR, (2.51)
where the spinors are given in the chiral basis.3 A change of variables according to
ψ˜R = σ2Sψ
∗
R, ψ˜
∗
R = σ2SψR, (2.52)
where S = τ2 for the fundamental and S = 1 for the adjoint representation, and the introduction of
Nambu-Gor‘kov spinors,
Ψ=

ψL
ψ˜R

, Ψ† =

ψ†L, ψ˜
†
R

(2.53)
with dimension 4NcN f leads to the compact notation
Lkin =Ψ†iσµDµΨ . (2.54)
In this form the U(2N f ) symmetry is manifestly visible in the combined space of flavor and spinor
components. Due to the anomaly, the axial U(1)A symmetry is broken in the continuum and thus the
flavor symmetry is only SU(2N f ) instead of U(2N f ). This enlarged symmetry is commonly known as
the Pauli-Gürsey symmetry [68, 69].
Next we address chiral symmetry breaking at vanishing chemical potential µ= 0. At low temperatures
we expect spontaneous chiral symmetry breaking to occur, characterized by the appearance of a finite
3 Euclidean gamma matrices are replaced by Pauli spin matrices, σµ = (−i,σk).
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chiral condensate
¬
ψψ
¶ 6= 0. An explicit or spontaneously generated Dirac-mass term of the form
mψψ breaks the symmetry group SU(2N f ) down to Sp(N f ), the compact symplectic group, in the
fundamental case. If the breaking happens spontaneously, this gives rise to N f (2N f − 1)− 1 (pseudo-)
Goldstone bosons according to the Goldstone theorem. For adjoint quarks the respective breaking pattern
is SU(2N f )→ SO(2N f ) leading to N f (2N f + 1)− 1 (pseudo-) Goldstone bosons [29].
More details and also a discussion of chiral symmetry breaking at finite baryon density can be found
in [29].
2.5.3 Symmetries of the staggered lattice formulation
As staggered fermions have no Dirac structure, the concept of left- and right-handedness is lost. The only
remnant of the γ-matrices is a phase factor ±1. This has peculiar consequences. However, we retain a
residual chiral symmetry. In the chiral limit the staggered action is invariant under a U(N f )× U(N f )
flavor symmetry,
“vector” ψ(x)→ ei taθVa ψ(x) ψ(x)→ψ(x) e−i taθVa , (2.55)
“axial-vector” ψ(x)→ ei taθAa η5(x)ψ(x) ψ(x)→ψ(x) ei taθAa η5(x), (2.56)
where η5(x) replaces the usual gamma matrix γ5 in the axial transformation, compare Equation (2.8).
Fermion fields on even and odd lattice sites4 are rotated with opposite phases in the latter case. In terms
of fermion fields defined on even (e) and odd (o) sites, the symmetry transformations can be expressed
as
ψe(x)→ Pψe(x) ψo(x)→ψo(x) P† P ∈ U(N f ) (2.57)
ψo(x)→Qψo(x) ψe(x)→ψe(x) Q† Q ∈ U(N f ) . (2.58)
In two-color QCD we combine the fields on even and odd sites into larger spinors,
X e =

ψe ,−ψTe τ2

Xo =

ψo
−τ2ψTo

, (2.59)
and then using (A.11) and the relation valid for SU(2),
τ2Uµτ2 = U
∗
µ, (2.60)
we can rewrite the staggered action in the chiral limit [34],
SF,stag =
a4
2a
∑
even x
µ
ηµ(x)
h
X e(x)Uµ(x)Xo(x + µˆ)− X e(x)U†µ(x − µˆ)Xo(x − µˆ)
i
. (2.61)
Now, with the transformation
X e→ X eV †, Xo→ VXo V ∈ U(2N f ) (2.62)
the invariance under the enlarged symmetry group U(2N f ) becomes apparent.
4 Similar to the construction of left- and right-handed fields one can also formally define projectors Pe,o =
1
2
 
1±η5(x)
on components of the fermion field living on even or odd sites of the lattice.
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fermion type Dyson index symmetry breaking pattern sign of detM
fundamental continuum quarks 1 SU(2N f )→ Sp(N f ) real
adjoint continuum quarks 4 SU(2N f )→ SO(2N f ) positive
fundamental staggered quarks 4 U(2N f )→ O(2N f ) positive
adjoint staggered quarks 1 U(2N f )→ Sp(N f ) real
Table 2.1: Classification via Dyson index and symmetry breaking patterns at µ= 0 of two-color QCD with
different fermion realizations [34].
Since the staggered lattice formalism lacks the Dirac structure, the anti-unitary symmetry of the lattice
staggered Dirac operator is interchanged for fundamental and adjoint representations compared to the
corresponding continuum expectation. Thus, instead of Eq. (2.50) we simply find, via Eq. (2.60),
[D,τ2K] = 0 (2.63)
as the anti-unitary symmetry. The classification via the Dyson index is interchanged, as we now have
(τ2K)
2 =−1 (2.64)
for the fundamental representation since the factor C2 = −1 from the charge conjugation matrix is
missing. The two-color staggered Dirac operator in the fundamental representation thus belongs to the
class β = 4. Furthermore, the exact UA(1) symmetry is not broken anomalously in lattice formulations.
Therefore chiral symmetry breaking (at µ = 0) is found to proceed like U(2N f ) → O(2N f ) [34]. In
exchange, two-color QCD with adjoint staggered quarks is categorized as β = 1 and shows a symmetry
breaking of U(2N f )→ Sp(N f ). We provide an overview of the classifications and the symmetry breaking
patterns in Table 2.1.
The continuum limit of the staggered formalism is delicate. It is an open issue how the theory in the
transition to the continuum turns from class β = 4 to β = 1 and, accordingly, how its symmetry breaking
pattern changes from U(2N f )→ O(2N f ) to the continuum version SU(2N f )→ Sp(N f ) [34].
At the same time the number of relevant fermion flavors changes. The two-color staggered action
with N f explicit quark flavors is invariant under the enlarged U(2N f ) symmetry. In the continuum, N f
staggered quark flavors translate into 4N f fermion flavors. However, we apply the rooting trick, that
reduces the number of flavors by a factor of four, but it does not change the symmetry of the staggered
fermion action.
2.6 Scale determination
In lattice simulations all input parameters enter the calculation as plain numbers, i. e. the gauge cou-
pling β and the quark mass as dimensionless product am. Likewise, all observables are calculated as
dimensionless quantities. In order to relate these quantities to experimental measurements one needs
to determine a dimensionful quantity, which typically is the lattice spacing a. From this one can obtain
observables in physical units (e. g. MeV or fm) by multiplying with appropriate powers of the lattice
spacing.
Determination of the lattice spacing a is known as scale setting for which several methods are available.
For a long time the Sommer parameter r0 [70] has been the primary means to determine the scale. It
is a characteristic length scale of the static quark potential V (r), which can be calculated from Wilson
loops. Especially in pure gauge simulations the string tension, also present in the static quark potential,
has been used to fix the lattice unit. Both methods often suffer from a bad signal-to-noise ratio and are
prone to systematic errors.
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A further possibility is to match hadronic observables to their physical value. Certain hadron mass
(e. g. of the omega baryon, the proton or the rho meson) or the pseudo-scalar decay constants fpi, fK
have been used. Here it is necessary to perform an extrapolation to the physical point (or to the chiral
limit).
Recent developments utilize the gradient flow to derive the scale [71, 72]. Their use promises high
statistical precision and small systematic uncertainties. Furthermore the quark mass dependence is rather
weak. A current overview is given in [73].
2.6.1 Temperature
In zero temperature simulations we strive towards the combined infinite space-time volume limit. All
lattice extents should be larger than the largest correlation length in the theory (usually that of the pion).
In thermal field theory, analog to classical statistical mechanics, an equilibrium thermal ensemble is
characterized by a finite, periodic Euclidean time extent aNτ. Bosons (Fermions) then have periodic
(anti-periodic) boundary conditions in the time direction. Also in lattice QCD temperature is introduced
straightforwardly in this way. Its value corresponds to the inverse finite lattice extent in time direction,
T =
1
Nτa
. (2.65)
When considering finite temperature simulations one thus has Nτ  Ns where only the spatial volume
is varied to extrapolate to the infinite volume limit. Finite volume effects are reduced by increasing the
ratio Ns/Nτ. The continuum limit corresponds to a→ 0 while keeping aNs and aNτ fixed.
In typical simulations one changes β on a lattice with fixed temporal lattice size Nτ,
T (β)

Nτ
=
1
Nτ a(β)
. (2.66)
Temperature can be changed continuously in this way. However, this approach has the disadvantage that
each calculation is performed at a different scale a. At fixed Nτ increasing the coupling β reduces the
lattice spacing a. Consequently, also the lattice volume V = a3N3s and all other quantities that contain
the lattice unit are modified. The scale has to be determined for a whole range of input parameters
resulting in the function a(β). To correctly describe the same physics, one has to tune parameters to the
line of constant physics at each value of the coupling, as described below. For the continuum limit one
repeats the calculation at larger Nτ which leads to smaller lattice spacing a at the same temperature.
In the fixed scale approach we instead change the temporal lattice size Nτ at a fixed coupling β ,
T (Nτ)

β
=
1
Nτ a(β)
, (2.67)
which keeps the scale a(β) at a constant value. Thus there is no need to determine the lines of constant
physics for each simulation. Unfortunately, the fixed scale approach also has a severe drawback. Only a
limited temperature resolution can be obtained due to discrete values of Nτ. A major aspect restricting
the temperature range is the increasing computation time for large Nτ, especially since we have to
increase Ns at the same time to obey Ns > Nτ. Additionally, even-odd decomposition constrains Nτ to
even values which leads to an even coarser resolution. The continuum limit is approached by simulating
at larger lattice couplings.
2.6.2 Lines of constant physics
So far we have ignored the second input parameter – the scale also depends on the light quark mass am.
Depending on the input parameters β , am and the lattice size Nτ, not only the lattice scale changes but
also the physics that is described by the simulation.
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Lattice QCD aims to simulate at the physical point. But as one has to perform extrapolations to the
continuum limit and to the infinite volume limit, these intermediate ensembles might resemble different
physical situations. The actual physical values of the lattice parameters are unknown a priori. For clean
extrapolations we need to tune to the same physical situation when the cutoff and the lattice size is
varied.
One first has to define the physical point through a set of quantities that are measured experimentally
and that are accessible through simulations. Suitable extrapolations are then used to obtain lattice results
at the physical point. For a theory with two light quark flavors it is sufficient to use the mass ratio of
mesons, mpi/mρ. In two-color QCD one adopts the value from three-color QCD where the physical point
is given by mpi/mρ ≈ 0.18.
The path through parameter space of the theory that keeps the physics constant (e. g. characterized by
the mass ratio) is called line of constant physics (LCP). The goal would thus be to determine the function
am(β) such, that mpi/mρ is constant when simulations are performed at the coupling β and the adjusted
bare quark mass am(β).
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3 The Rational Hybrid Monte Carlo algorithm
The Rational Hybrid Monte Carlo algorithm has been worked out by M. Clark in [74], which we will
follow closely. A detailed introduction to several topics covered in this chapter can also been found
in [75].
In the lattice formalism the expectation value is now given as
〈O〉= 1Z
∫
DUDψDψ O e−S[U ,ψ,ψ], (3.1)
where DU denotes integration over all gauge degrees of freedom (gauge links) and DψDψ the integra-
tion over Grassmann-valued fermion fields. S[U ,ψ,ψ] = Sg[U] + S f [U ,ψ,ψ] contains the gauge and
fermion action. The partition function Z =
∫
DUDψDψ e−S[U ,ψ,ψ] acts as a normalization factor.
We can integrate out the bilinear fermion contribution via the Gaussian Grassmann integral,∫
DψDψ exp
−ψ Aψ= detA, (3.2)
which leads to the probability distribution for gauge fields U ,
P[U]∼ e−Sg[U] detM[U] = e−SU [U], (3.3)
where the effective action SU = Sg − ln detM[U] contains the staggered fermion operator M[U] from
Eq. (2.38). We obtain a fermion determinant factor for each quark flavor. Ignoring the fermion deter-
minant(s) would lead to the quenched approximation where vacuum loops of quarks (often denoted as
sea quarks) are neglected. Taking into account the fermion contributions is known as simulating with
dynamical quarks.
As a full calculation of the expectation value is not possible due to the immensely large configuration
space, we will stochastically evaluate the path integral. The expectation value is just a weighted average
over the observable calculated on all gauge fields with the weight stated above. A naive sampling of
random gauge configurations is very inefficient since most of the configurations would be suppressed
exponentially.
Importance sampling
An advanced approach to generate gauge configurations which have a relevant contribution to the
expectation value is provided by importance sampling. In detail, importance sampling produces a set of
configurations (called Monte Carlo ensemble) which follows the probability distribution P[U]. Necessary
conditions on the action and possible algorithms to generate configurations according to the correct
probability distribution will be discussed later. Assuming we have an ensemble of gauge configurations
Ui distributed according to (3.3), we can calculate the expectation value as an unweighted average,
〈O〉= lim
N→∞
1
N
N∑
i=1
O[Ui] . (3.4)
Since we will only have a finite number of gauge configurations, we de facto have to truncate the sum.
The resulting estimate for the expectation value will have a standard statistical error of order 1p
N
.
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For importance sampling to work we of course need a positive weight factor. This translates into
the condition that the effective action is real and furthermore that the fermion determinant is positive.
The fermion determinant is real if it obeys γ5-hermiticity. The further requirement of positivity is also
satisfied by fundamental staggered fermions in two-color QCD as has been discussed in Section 2.5.1.
If the determinant is not positive or even complex, as is the case e. g. in three-color QCD at finite
density, importance sampling breaks down. This issue is known as the fermion sign problem.
Metropolis algorithm
Generation of new gauge configurations according to a desired probability distribution is a challenging
task of lattice QCD. Many update algorithms have been developed, mostly generating a new configura-
tion based on a previous one stochastically. The famous Metropolis algorithm [76] uses the following
steps:
1. Start from configuration Un, then perform a small random change to obtain a candidate configura-
tion Un+1.
2. Measure the action difference ∆S = SU[Un+1]− SU[Un].
3. If the action is reduced (∆S ≤ 0), accept the configuration.
4. If the action has increased (∆S > 0), accept it with probability e−∆S, otherwise keep the old
configuration.
By iterating these steps we will obtain a Markov chain of gauge configurations Ui that asymptotically
follow the desired weight distribution. The Metropolis algorithm satisfies two essential conditions of
Markov chains, namely detailed balance and ergodicity. A Markov chain obeys detailed balance if the
stationary (equilibrium) distribution pi and the transition probability matrix P satisfy
piiPi j = pi jPji . (3.5)
Ergodicity requires, that all possible configurations can be reached by the algorithm with a finite proba-
bility in a finite number of steps.
As subsequent configurations are not totally independent, observables will show autocorrelation. The
autocorrelation length depends on the respective observable, on the applied update algorithm and sev-
eral simulation parameters. It has to be considered in the error analysis of measurements.
The initial gauge configuration U0 can be chosen arbitrarily (e. g. randomly). It might thus happen that
we start from a configuration which is far away from thermal equilibrium. In simulations one monitors
observables like the average plaquette. After some thermalization time its value will fluctuate around its
equilibrium value. A certain number of configurations at the beginning of the Markov chain has then to
be discarded since they show thermalization effects.
The simple Metropolis algorithm is very easy to implement for pure gauge theory. If only a single link
is changed from one configuration to the other, the action difference ∆S is a local variable which is very
cheap to calculate. As the change in the configuration is so small, the Metropolis algorithm shows large
autocorrelation times. This is improved by using the heat bath algorithm where the candidate links are
chosen according to the local probability density proportional to the Boltzmann factor [77]. A heat bath
update can be considered as an infinite-step Metropolis update. It leads to a faster thermalization and
shows much better autocorrelation times. To speed up the motion through configuration space one can
also add micro-canonical overrelaxation updates which do not change the action and are thus always
accepted.
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3.1 Hybrid Monte Carlo
While the combination of heat bath and overrelaxation update steps is very successful in pure gauge sim-
ulations, it is impractical to use local updates for simulations with dynamical fermions. First, there is no
prescription for a heat bath or overrelaxation update in full QCD, thus one is limited to simple Metropo-
lis updates. Furthermore, the calculation of the action difference is not local anymore but involves the
calculation of the fermion determinant which is very costly. One thus strives for a global update of the
gauge configuration where many (or even all) gauge links are updated. Ideally the new configuration
is generated such that it is very probable that it will be accepted. This is accomplished via the Hybrid
Monte Carlo (HMC) algorithm. It has been introduced in [78], the adaption to QCD has been shown
in [79]. The HMC algorithm combines a molecular dynamics (MD) evolution with an accept/reject deci-
sion at the end of each trajectory. Before we explain these parts in detail we need to rewrite the fermion
determinant.
The calculation of the fermion determinant is prohibitively expensive due to the large matrix size.
Lattice sizes used in this work range from 4× 163 to 16× 643 corresponding to matrix sizes of about
104× 104 to 107× 107. Instead one rewrites the determinant via the relation∫
Dφ†Dφ exp (−φ†A φ) = 1
detA
(3.6)
using bosonic fields φ (so-called pseudo-fermions) [80]
detM[U] =
1
detM−1
=
∫
Dφ†Dφ exp (−φ†M−1φ) . (3.7)
The determinant is now interpreted as a contribution to the action from pseudo-fermion fields φ which
have the same degrees of freedom as fermionic fieldsψ have, i. e. color and space-time indices. The need
to calculate the determinant is now replaced by a calculation of the inverse Dirac matrix. This becomes
more expensive for smaller quark masses as the condition number of the matrix increases.
We obtain such a determinant factor for each quark flavor. Since staggered fermions still contain a
4-fold (taste-)degeneracy we choose to take the fourth root. The resulting power of the determinant is
thus given by α= N f/4. In our case of two degenerate light quark flavors we have α= 1/2.
Actually we replace M by M= M†M in the following. The operator M alone is not hermitian but the
product M is. Hermiticity is a necessary property for the application of a conjugate gradient algorithm.
Furthermore it is a necessary step to be able to use a fermion heat bath update, as will be discussed
below. This modification doubles the number of flavors. For staggered fermions the doubling can be
undone by using even-odd decomposition, see Appendix A.3.2.
3.2 Rational approximation
For the Metropolis acceptance test we need an exact measurement of the action both at the beginning
and at the end of the molecular dynamics trajectory. Due to the rooting procedure we now require an
exact algorithm to approximate matrix powers for non-integer exponents.
The fermion determinant with rooting now looks like
detMα =
∫
Dφ†Dφ exp
−φ†  rmc(M)2 φ . (3.8)
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Here we have used rmc(x) as an approximation of x−α/2.
Finally the action is given by
S = Sg +φ
†  rmc(M)2 φ . (3.9)
Rational approximations are more precise than polynomial approximations at the same order of ap-
proximation. Our approximation function for a generic (Dirac) operator M will thus be the ratio of
polynomial functions. Applied to a source vector it is given by
r(M)φ = c
∏n−1
k=0(M+ γk)∏d−1
k=0(M+δk)
φ (3.10)
with different orders of the polynomials in the numerator (n−1) and the denominator (d−1). For n= d
this can also be rewritten into a series of partial fractions,
r(M)φ =
 
αc +
n−1∑
k=0
αk
M+ βk
!
φ . (3.11)
The actual procedure to apply a rational approximation as in (3.11) to a vector X is as follows:
Y = r(M)X =
 
αc +
n−1∑
k=0
αk
M+ βk
!
X . (3.12)
We first solve n equations
yk =
 M+ βk−1 X ⇔  M+ βk yk = X (3.13)
for yk simultaneously with the help of a multi-shift inverter. Next we add up the fragments
Y = αc +
n−1∑
k=0
αk yk (3.14)
to obtain the result vector Y .
The calculation requires n inversion operations, one for each shift βk. Solving the system of linear
equations is typically done using the conjugate gradient (CG) algorithm. The CG method requires the
matrix to be hermitian and positive definite which is satisfied in our case of M + βk = M†M + βk
(shifts βk are all positive). The partial fraction representation is beneficial since here the denominator
monomials all act on a common vector. We can therefore use a multi-shift solver which simultaneously
performs the inversions. Multi-shift solvers build up a common Krylov space for the inversion that can
subsequently be used for all shifts. Through the use of a multi-shift solver the added complexity by the
rational approximation does not have a large impact on the computational costs.
The optimal rational approximation over some finite interval can be determined by the Remez algo-
rithm [81]. The coefficients αc,αk and βk as well as the order of approximation n will depend on the
fermion mass and the desired precision.
Different rational approximations of the Dirac operator (with separate sets of coefficients αc,αk,βk)
are used in specific parts of the algorithm:
• rmc(x) ≈ x−α/2 is used in the calculation of the action difference for the acceptance test. It uses a
high order approximation.
• r−1mc (x)≈ xα/2 is used in pseudo-fermion heat bath. It also uses the high order approximation.
• rmd(x) ≈ x−α appears in the fermion force calculation for the MD trajectory. Here a lower or-
der approximation is sufficient, since those errors (like finite stepsize errors) are corrected by the
Metropolis step.
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3.3 Molecular dynamics
The idea behind the first part of the Hybrid Monte Carlo algorithm is to evolve the gauge fields classically
with a Hamiltonian along a fictitious time. This will produce a global modification of the system. In anal-
ogy to simulations of classical particles it is called a molecular dynamics (MD) evolution. We introduce a
canonical momentum pi j,µ field as an auxiliary field which does not change the physics. The Hamiltonian
for the MD evolution is defined as
H = 1
2
pi2+ S (3.15)
=
1
2
pi2+ Sg +φ
†  rmc(M)2 φ (3.16)
where the action S from Eq. (3.9) acts as a potential contribution. The momentum contribution in the
kinetic term is given by pi2 =
∑
j,µ
Trpi2j,µ.
Equations of motion for gauge fields and conjugate momenta will be derived from the conservation of
the Hamiltonian. The calculation of the fermion force requires computation of the inverse of the fermion
matrix which is the most costly part of the algorithm.
The second part of the HMC algorithm consists of a Metropolis acceptance step. It corrects for possible
integration errors during the MD trajectory. During the MD evolution energy is conserved as it is a micro-
canonical update. If we had an integration algorithm without numerical errors, the new candidate gauge
configuration would always be accepted. Performing the integration with sufficient accuracy, the energy
difference will be small despite the global update.
In the next sections we describe the three updating steps which are necessary to generate an ensemble
which follows the probability distribution of exp (−H ). These are momentum and pseudo-fermion heat
baths as well as the molecular dynamics evolution of the gauge fields. We will go into detail for the force
calculation and the applied integration scheme. Subsequently we describe the Metropolis acceptance
test which completes the updating routine.
a) Pseudo-fermion heat bath
For the initialization of the pseudo-fermion fields we first pick normal distributed complex vectors η,
P(η)∝ e−η2/2. From these we can calculate the pseudo-fermion fields by
φ = r−1mc (M) η≈Mα/2 η, (3.17)
which in turn are Gaussian distributed according to the fermion action P(φ)∝ exp−φ†  rmc(M)2 φ,
see Eq. (3.8). In order to do this heat bath procedure we need to be able to split the approximation 
rmc(M)
2 into equal factors rmc(M).
b) Momentum heat bath
Conjugate momentum variables for the MD trajectory are initialized with random Gaussian values,
i. e. according to the probability distribution P(pi)∝ e−pi2/2.
c) Molecular dynamics (MD) evolution
During the molecular dynamics evolution the pseudo-fermion field φ acts as background field and is
kept constant. We need equations of motion for the gauge fields and the canonical momenta. The gauge
fields Uµ(x) must remain elements of SU(2) during the MD evolution, which leads to the form
U˙µ(x) = ipiµ(x)Uµ(x) (3.18)
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with traceless hermitian matrices piµ(x). ipiµ(x) is then traceless anti-hermitian and thus an su(2)
algebra element. The dot denotes the derivative with respect to the fictitious MD time τ.
We are left to determine the equation of motion for the canonical momentum fields. From the con-
servation of the Hamiltonian, H˙ = 0, and the requirement, that piµ(x) remains traceless, one finds
[79, 74]
ip˙iµ(x) = Fµ(x)

TA =

Uµ(x)
dS
dUµ(x)

TA
(no sum) (3.19)
with the traceless anti-hermitian projection
X

TA =
X − X †
2
− Tr

X − X †
2

. (3.20)
The gauge force due to the Wilson gauge action is given by
F gµ (x) =−
β
Nc
Uµ(x)Vµ(x), , (3.21)
which includes the sum of adjacent staples (in both up and down direction)
Vµ(x) =
∑
ν 6=µ
Vµ,ν(x) + Vµ,−ν(x) . (3.22)
For the fermions, using the rational approximation rmd with a lower approximation order, we find
dS f
dUµ(x)
= φ†r ′md(M)φ (3.23)
=−
n−1∑
k=0
αk φ
†

M+ β k
−1 dM
dUµ(x)

M+ β k
−1
φ (3.24)
=−
n−1∑
k=0
αk X
†
k
dM
dUµ(x)
Xk (3.25)
with the shorthand notation Xk =

M+ β k
−1
φ. The coefficients αk and β k belong to the rational
approximation rmd(x) as described before.
Gauge link updates
The gauge links are updated according to
U˙µ(x) = ipiµ(x)Uµ(x) (3.26)
using
Unewµ (x) :=

1+ εipiµ(x)

Uoldµ (x)

unitarize (3.27)
where 1+ εX approximates exp(εX ) to order O (ε) and unitarization projects the updated link matrix
back to SU(2). Unitarization for SU(2) in the quaternion representation amounts to a normalization of
the quaternion entries a0 . . . a3, cf. Appendix A.2.
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Integration scheme
For the integration scheme we demand reversibility and preservation of the phase space measure.
One important class of suitable integrators are the symmetric symplectic integrators, like the leapfrog
integrator. A characteristic of the so called leapfrog integrator is that momentum and gauge variables
are always half a stepsize apart.
Fermion and gauge forces can give contributions of very different magnitude and are costly (fermions)
or cheap (gauge) to calculate. One can split the integration into different time scales. Since calculating
the gauge force and updating the gauge links is very cheap, one performs this more often than the
cost-intensive fermion force calculation. This multiple timescale leapfrog integrator is known as the
Sexton-Weingarten (SW) integrator [82].
We actually use a combined integrator
UˆSWPQP (τ) =

Uˆferm

∆τ
2

Uˆgauge

∆τ
m
m
Uˆferm

∆τ
2
 τ
∆τ
(3.28)
with
Uˆgauge(δτ) = e
δτ
2 Pgauge eδτQ e
δτ
2 Pgauge , (3.29)
Uˆferm(δτ) = e
δτPferm , (3.30)
where Q denotes the update of the gauge links, and the evolution operators Pferm and Pgauge correspond
to updates of the momenta using the fermion or gauge forces.
This type of integrator has finite stepsize errors of order O (∆τ2). Improved integration schemes can
further reduce the finite stepsize effects. The Omelyan type integrators [83, 84] minimize the O (∆τ2)
errors using multiple fermion force calculations. The increase in computational effort is usually more
than compensated by the reduced amount of necessary integration steps.
Integration parameters are used as follows:
∆τ: largest time scale
Nmd =
τ
∆τ
: number of steps of length∆τ (time scale used for the fermion force calculation and respective
momentum updates)
Ngauge = m: number of steps of length
∆τ
Ngauge
(time scale used for the gauge force calculation and respec-
tive momentum updates and gauge link updates)
The total length of the trajectory is thus given by τ=∆τ ·Nmd. The integration error can be controlled
by the step size ∆τ. One tunes the number of steps Nmd and the step size to achieve an acceptance rate
of about 70% while keeping the product at a constant value τ≈ 1. A larger total length can be desirable
in order to reduce autocorrelation effects.
d) Acceptance step
The HMC evolution is completed by a global Metropolis acceptance test following the probability
Pacc =min (1, e
−δH ), (3.31)
where δH = H f −Hi is the difference of the system energy at the initial and the final step. Thus we
need to calculate the system energy at the beginning and the end of each MD trajectory. The Metropolis
acceptance test (stochastically) corrects for possible (systematic) finite stepsize errors of the MD inte-
gration and ensures that the whole HMC evolution follows the necessary distribution. In the initial
thermalization stage one often omits the Metropolis acceptance step as the energy decreases rapidly.
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The energy is measured by the Hamiltonian, Eq. (3.16). The gauge contribution is directly given by
the Wilson gauge action,
Sg =− βNc
∑
x ,µ,µ<ν
ReTrPµν(x), (3.32)
or an improved gauge action.
The fermionic contribution to the energy is given by
S f = φ
†  rmc(M)2φ (3.33)
= χ†χ (3.34)
with
χ = rmc(M)φ . (3.35)
Observe that at the beginning of the trajectory χ = η, see Eq. (3.17), so one can save one inversion.
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Figure 4.1: Schematic phase diagram of mixed Yang-Mills SU(2) actions (taken from [86]). M and E
denote the densities of Z(2) magnetic monopoles and electric vortices which are order pa-
rameters of the bulk phase transitions.
4 Improved gauge action
4.1 Bulk phase and bulk phase transition
In lattice gauge theories with a compact gauge group additional phases and phase transitions due to
topological lattice artifacts can appear. As a lattice artifact the position of the transition from such an
artificial phase to the normal phase is independent of Nτ and of the lattice volume. Since the transition
happens at a fixed lattice coupling β the transition disappears in the continuum limit (β →∞). Depend-
ing on its location and strength such a so-called bulk phase transition can overshadow physical transitions
which are of actual interest. Also the physics within the bulk phase might be distorted. It is then hard to
disentangle contributions of the bulk phase from continuum physics. The bulk transition contributes e. g.
to the chiral susceptibility, thus leading to potentially distorted results (i. e. peak position, peak height,
critical exponents).
Also in the SU(2) gauge theory such a bulk phase transition is present. Its location can be determined
best using a gauge action extended to a larger coupling space. A typical example is the following Wilson-
type gauge action where besides the ordinary fundamental plaquette contribution a new term using the
adjoint representation is added, e. g. [85, 86],
Sg = βF
∑
P

1− 1
2
TrF P

+ βA
∑
P

1− 1
3
TrAP

, (4.1)
where βF is the fundamental coupling, βA is the adjoint coupling and P denotes the plaquette. From
these studies we know the non-trivial phase diagram belonging to such a mixed fundamental-adjoint
SU(2) action, see a sketch in Figure 4.1. The phase structure features first order bulk transitions related
to the condensation of Z(2) magnetic monopoles and electric vortices, and a critical point close to the
βF axis which is relevant for our investigations. In the conventional SU(2) theory (βA = 0) a remnant
crossover transition is located at β = βF ≈ 2.2. This is close to the chiral crossover transitions of our
investigation which lie at about β = 1.8− 2.0 for Nτ = 4 and about 2.0− 2.1 for Nτ = 6 in the standard
Wilson gauge with N f = 2 rooted fundamental staggered fermions, see Section 6.4.2.
In the SO(3) theory, obtained by setting βF = 0, the bulk phase transition is of first order. This gauge
theory is hard to simulate as very large lattice couplings are necessary to reach the normal phase above
the bulk transition [87].
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Figure 4.2: Possible six-link contributions to improved gauge actions.
The aforementioned studies have been performed in the pure gauge case. From the introduction of
fermions one might hope that Z(2) magnetic monopoles are suppressed and thus the bulk transition is
shifted to lower couplings. However, we will present findings that the addition of dynamical quarks only
leads to a minimal change of the bulk phase transition.
The Wilson gauge action approximates the continuum result up to O(a2). Improved gauge actions
introduce operators which are irrelevant in the continuum limit but suppress lattice artifacts at finite
lattice spacings. One may expect that also the bulk phase, as a lattice artifact, can be eliminated by an
improved gauge action. In the following, we will show how to improve the gauge action and afterwards
investigate its effect on the bulk phase.
Several studies of (three-color) QCD with dynamical quarks have investigated the appearance of the
bulk transition. Simulations with improved Wilson quarks and the standard Wilson gauge action show
artificial bulk transitions but these are removed when applying an improved gauge action instead [88].
Whether the thermal transition is masked by a bulk phase transition has also been investigated using
staggered quarks, see [89] and references therein.
4.2 Improvement of the gauge action
In the “improvement program” for lattice actions, started by Symanzik [90, 91], the general idea is to
add corrections by operators which are irrelevant in the continuum but systematically remove errors at
finite lattice spacing.
Primarily the improvement in gauge theory has targeted the string tension where scaling violations are
reduced [92]. The improvement in general leads to a better ultraviolet behavior while infrared properties
are hardly changed as unwanted short-distance lattice artifacts are removed. Strong improvements
can be found in topological properties and e. g. the short-distance part of the heavy quark potential.
Furthermore high temperature bulk thermodynamic quantities are greatly improved [93].
The Wilson gauge action receives corrections starting at order O(a2). To remove these one adds
appropriate gauge-invariant objects to the simple plaquette action, formed from larger loops. There are
three loops, L (6)i , on the lattice composed of six-links, as depicted in Figure 4.2, that can enter at the
next order. The lattice gauge action is then given as
Simp.g =
β
Nc
(
c(4)(g2)ReTrL (4)+
3∑
i=1
c(6)i (g
2)ReTrL (6)i
)
, (4.2)
where L (4) =P is the ordinary plaquette. The real coefficients c(n)i of these operators can be calculated
perturbatively under the constraint that the correct continuum limit is obtained. At tree-level only planar
rectangles contribute, resulting in coefficients [94, 95, 96]
c(4)(0) =
5
3
=: c0, c
(6)
1 (0) =−
1
12
=: c1, c
(6)
2 (0) = c
(6)
3 (0) = 0 . (4.3)
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Figure 4.3: Individual contributions to “rectangle staples”.
Including one-loop improvement [97] leads to the so-called Lüscher-Weisz action with the coefficients,
valid for SU(2),
c(4)(g2) =
5
3
+ 0.1352 g2, (4.4)
c(6)1 (g
2) =− 1
12
− 0.01396 g2, (4.5)
c(6)2 (g
2) =−0.00295 g2 and (4.6)
c(6)3 (g
2) = 0 . (4.7)
However, as higher order coefficients are small, the main correction is already present in the tree-level
results. We thus choose to implement tree-level improvement using planar rectangles only. A summary
of different improvements can be found in [98].
Fortunately, the improvement can be implemented without a drastic increase in computational de-
mand. Our choice is the tree-level improved gauge action, given by
Simp.g[U] =− βNc
c0 ∑
x ,µ,µ<ν
ReTrPµν[U](x) + c1
∑
x ,µ,µ 6=ν
ReTrRµν[U](x)
 (4.8)
with coefficients defined in Eq. (4.3). The first term is the ordinary plaquette contribution and the second
term sums over all planar 2-by-1 rectangles R . From the action we derive the contribution of rectangle
plaquettes to the gauge force,
F rectµ (x) =−
β
Nc
Uµ(x)
∑
ν 6=µ
Wµν(x), (4.9)
which includes the sum of adjacent “rectangle staples” (compare Figure 4.3)
Wµν(x) = Uν(x + µˆ) Uν(x + µˆ+ νˆ) U
†
µ(x + 2νˆ) U
†
ν(x + νˆ) U
†
ν(x)
+Uµ(x + µˆ) U
†
ν(x + 2µˆ− νˆ) U†µ(x + µˆ− νˆ) U†µ(x − νˆ) Uν(x − νˆ)
+U†ν(x + µˆ− νˆ) U†µ(x − νˆ) U†µ(x − µˆ− νˆ) Uν(x − µˆ− νˆ) Uµ(x − µˆ)
+U†ν(x + µˆ− νˆ) U†ν(x + µˆ− 2νˆ) U†µ(x − 2νˆ) Uν(x − 2νˆ) Uν(x − νˆ)
+Uν(x + µˆ) U
†
µ(x + νˆ) U
†
µ(x − µˆ+ νˆ) U†ν(x − µˆ) Uµ(x − µˆ)
+Uµ(x + µˆ) Uν(x + 2µˆ) U
†
µ(x + µˆ+ νˆ) U
†
µ(x + νˆ) U
†
ν(x) . (4.10)
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Figure 4.4: Measurement of the plaquette on a 4 × 163 lattice in pure gauge. Left panel: Plaquette
average as function of the lattice coupling. Middle and right panels: Local plaquette distribu-
tions at couplings β = 1.0, 2.0 and 3.0 with unimproved (middle) and improved (right) gauge
action.
4.3 Z(2)monopole density
Next, we want to measure the Z(2)magnetic monopole density as an order parameter for the bulk phase
transition. It is defined as
M = 1− 1
NC
∑
C
∏
P ∈∂ C
sign(TrF P ), (4.11)
where we sum over all elementary 3-cubes, the product includes all faces of each cube and NC is the
number of these 3-cubes. This observable shows a very clear signal, so that a few tens of configurations
are sufficient for its measurement.
In the following we will describe its behavior in different setups. First we compare results obtained us-
ing the unimproved versus the improved gauge action in pure gauge simulations. Next we add dynamical
fermions. We further analyze its dependence on the bare quark mass and on the lattice size.
Note Figure 4.4 for the behavior of the plaquette average value as function of the gauge coupling and
the local distribution at selected values of the coupling, both are shown in the pure gauge case.
The general behavior of the Z(2) monopole density is shown in Figure 4.6. Its asymptotic behavior
can easily be explained from the local distribution of the plaquettes: At low gauge coupling a large
fraction of the local plaquettes has negative sign though the average plaquette is always positive. A large
amount of 3-cubes contains negative sign plaquettes and the monopole density builds up. Increasing
the coupling, the fraction of negative sign plaquettes shrinks enormously while the plaquettes become
aligned towards 1. Likewise, less 3-cubes can contain a negative sign plaquette, resulting in a drop of
the monopole density, asymptotically approaching zero.
The effect of using the improved SU(2) action in pure gauge is a shift of the bulk transition to lower
couplings (by ∆β ≈ 0.7), as seen in Figure 4.6.
Figure 4.5 presents the mass dependence of observables when using the improved gauge action. In
the Z(2) monopole density and the plaquette average we observe a small shift towards lower couplings
between the YM case and heavy quarks included. There is hardly any change in these observables
comparing between heavy and very light quarks. The improvement is only weakly sensitive to the
presence of dynamical quarks and almost independent of the actual value of the quark mass. As found
in the pure gauge case, also in the case with fermions the improved action shifts the bulk transition by
∆β ≈ 0.7 to lower couplings. In Section 6.5 we will realize, that the chiral phase transition is likewise
shifted by almost the same amount of the coupling, ∆β ≈ 0.6.
The Nτ dependence of the monopole density is shown in Figure 4.6. On different finite temperature
lattices (4 × 163 versus 6 × 243) the monopole density is identical within errors in the pure gauge
case. When considering results including (rather heavy) fermions we can see slight deviations between
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Figure 4.5: Mass dependence of the Z(2)monopole density (top left), plaquette average (top right) and
Polyakov loop average (bottom left) measured on a 4×163 lattice using the improved gauge
action.
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Figure 4.6: Dependence of the Z(2)monopole density on the lattice size with unimproved and improved
gauge actions for the YM case (left) and including fermions (N f = 2, finite temperature lat-
tices have am= 0.1 whereas the zero temperature lattice is at am= 0.001) (right).
different lattices in the transition region: in a small range of intermediate couplings the monopole density
is enhanced for larger lattice sizes. We have further added data from a zero temperature lattice but with
a different quark mass, see details on these ensembles in Section 7.1. There is also no difference between
zero temperature and finite temperature results. These findings are valid both for the unimproved and
for the improved gauge action. The plaquette value shows the same behavior (not shown). For a physical
transition we would expect that the coupling, at which the transition happens, rises with the temporal
lattice extent Nτ. We confirm that the bulk crossover transition basically is independent of the lattice
size.
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5 Polyakov loop dynamics at finite temperature
The main goal of this chapter is the calculation of the effective potential for the Polyakov loop in the
presence of dynamical quarks. We supplement this determination by an analysis of observables like the
Polyakov loop average value and its correlator. These observables are discussed in comparison to results
from pure gauge in order to identify the influence of dynamical quarks.
We base this work on a study of SU(2) pure gauge theory where the effective Polyakov loop potential
has been investigated [99]. Also the scale has been determined precisely. Coming from pure gauge limit
we here add dynamical quarks with rather heavy masses. Thereby we can study unquenching effects
on Polyakov loop observables. We will work in the fixed scale approach where the scale determination
will be adopted from the pure gauge investigation. Adding quarks can change the scale despite the fixed
scale approach, however the change is expected to be small and will be mostly ignored in this project.
Principles of the constraint effective potential and effective potential have been published in [100,
101]. The effective Polyakov loop potential has been subject of several previous investigations of which
we want to list a few. A determination of the Polyakov loop potential of SU(3) at finite temperature
and density from Dyson-Schwinger equations (DSE) has been performed in [102]. Furthermore, a
lattice QCD study using the histogram method has been applied to heavy-quark QCD with Wilson
quarks [103]. Greensite and Langfeld have calculated an effective Polyakov line action using the rel-
ative weights method in SU(2) [104, 105]. Their results have been obtained in the pure gauge theory
at zero density but they have sketched how to include dynamical fermions and to extend the method to
finite density.
5.1 Definition of observables
Polyakov loop
The standard order parameter for deconfinement is the Polyakov loop in the fundamental representation.
In the continuum description it is given by
l(~x) =
1
Nc
TrP exp
i g
1/T∫
0
dτ A0(~x ,τ)
 . (5.1)
On the lattice we start from a thermal Wilson line, defined as a product of gauge links along the time
direction. A single Polyakov loop at position ~x is given by the normalized trace,
l(~x) =
1
Nc
Tr
Nτ−1∏
t=0
U4(~x , t) . (5.2)
As a trace over a closed loop, this is a gauge-invariant object. For SU(2) the Polyakov loop is always real.
We next take the spatial average,
L =
1
N3s
∑
~x
l(~x), (5.3)
and finally introduce the ensemble average of the absolute value,
〈L〉= 〈|L|〉U . (5.4)
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In the following we will call the spatial and ensemble average 〈L〉 “Polyakov loop” and denote a single
Polyakov loop as a “local Polyakov loop”.
The Polyakov loop strongly depends on Nτ and vanishes in the continuum limit for all temperatures
due to the UV divergence of the bare Wilson line. The Polyakov loop thus needs (multiplicative) renor-
malization before comparing to continuum values. We will mostly show the bare quantity throughout
this work.
Center symmetry and confinement
In pure gauge theory, which is the limit of infinitely heavy quarks, the Polyakov loop acts as an order
parameter for center symmetry which is the relevant symmetry for the confinement-deconfinement tran-
sition. The center of SU(N) is given by Z(N) which is a cyclic group consisting of the N th roots of unity,
given by phase factors
Zn = z1 with z = e
2piin/N ∀ 0≤ n< N . (5.5)
For Z(2), these group elements are just 1 and −1. The gauge action is also invariant under a gauge
transformation that is periodic in (Euclidean) time up to a constant twist matrix, represented by a center
element Zn ∈ Z(2),
Ω(~x ,τ+ 1/T ) = ZnΩ(~x ,τ) . (5.6)
While the Polyakov loop is invariant under local gauge transformations, it picks up an additional factor
under such a twisted Z(2) transformation,
l(~x)→ z l(~x) . (5.7)
It is thus an order parameter of center symmetry breaking. A non-zero value of the average Polyakov
loop, 〈L〉 6= 0, indicates spontaneous breaking of the global center symmetry. This happens in the
deconfined phase at high temperatures. In contrast to that, center symmetry is realized in the low
temperature, confining phase where the Polyakov loop vanishes, 〈L〉= 0.
In pure SU(2) gauge theory the finite temperature deconfinement transition lies in the universality
class of the 3d Ising model and is of second order.1 When dynamical quarks of finite mass are introduced,
center symmetry is explicitly broken as quarks carry a unit of Z(2) charge. Color neutral objects like
mesons or baryons, composed of multiple quarks and/or antiquarks, have a total of N ≡ 0 mod Nc
Z(2) charge units. The transition changes to a smooth crossover in the presence of dynamical quarks.
The Polyakov loop then is only an approximate order parameter for the confinement-deconfinement
transition. Further details can be found e. g. in [106].
The expectation value of the Polyakov loop is related to the free energy of a static color source by
〈L〉 ∼ e−Fq(T )/T , (5.8)
which measures the energy that is necessary to add a single quark to the system. In the confined phase a
net colored object is forbidden. It would take infinite energy to add a quark to the system, thus Fq(T ) is
infinite and 〈L〉= 0. At large temperatures, where asymptotic freedom suggests, that quarks and gluons
are deconfined, Fq(T ) takes on finite values leading to 〈L〉 6= 0.
With dynamical quarks present, like in full QCD, and center symmetry explicitly broken, the free
energy of a test quark is not infinite but still large in the confined phase, implying 〈L〉 ≈ 0. To illustrate
this behavior, one imagines the color flux string streaming out from the static test quark. It can couple
to a dynamical antiquark. The resulting meson has a finite free energy. This is not possible without
dynamical quarks in the pure gauge case – there the flux string is unbreakable.
1 In contrast to that, pure SU(3) gauge theory is dual to the 3d 3-state Potts model, which has a first order phase transition.
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A simple test of confinement is given by the quark-antiquark potential which can be extracted from
Wilson loops. A rectangular Wilson loop W(r, t) represents a static quark-antiquark pair separated by
distance r and propagating for some time t. The potential between two static charges separated by
distance r is given by
V (r) = lim
t→∞

−1
t
log 〈W(r, t)〉

. (5.9)
A simple ansatz is the Cornell potential, which contains a confining linear part as the long distance
behavior and a Coulomb part representing asymptotic freedom at short distances,
V (r) = V0+σr −α/r . (5.10)
The string tension σ can be extracted from the large r behavior. In a confining theory the potential
energy between two test charges grows with distance; it requires infinite energy to separate a quark-
antiquark pair by an infinite distance. The color flux tube in between has a constant energy density,
leading to a linearly rising potential. For full QCD the picture is modified: Due to the possibility to create
quark-antiquark pairs from the vacuum, the string will break when the energy is sufficiently large. The
linear rising potential is thus screened.
Polyakov loop distributions and effective potential
For the calculation of the local effective Polyakov loop potential we need the Polyakov loop probability
distribution P(l). It is obtained via histogramming the local Polyakov loop values on the spatial lattice
volume and aggregating over the whole ensemble. The aggregation leads to good statistics which re-
sults in rather smooth histograms. We emphasize that we use the distribution of the local (‘site-wise’)
Polyakov loop in contrast to the global (volume average) Polyakov loop distribution which is also often
considered [102].
From the distribution we first calculate the constraint effective potential V0
V0(l) =− log P(l) . (5.11)
Next we need to perform a Legendre transform,
W (h) = log
∫
dl exp
 −V0(l) + hl, (5.12)
Veff(lˆ) = sup
h

lˆh−W (h), (5.13)
to obtain the effective potential. The value of the average Polyakov loop is located at the minimum of the
effective potential Veff.
A characteristic distribution of the Polyakov loop values is obtained assuming a homogeneous random
distribution throughout the group. It leads to the so-called Vandermonde distribution and potential
which are solely determined by the SU(2) integration measure as we will see below. The functional form
of the distribution in terms of the local Polyakov loop value can be derived starting from the partition
function of a single site,
Z =
∫
dU =
∫
dl P(l) . (5.14)
We rewrite the integral measure of SU(2) as in [107] using the quaternion representation, see Ap-
pendix A.2, where we have the normalization condition a2 = a20 +
3∑
i=1
a2i = 1, using
Z =
∫
dU =
1
2pi2
∫
d4a δ(a2− 1) . (5.15)
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We identify a0 = cosθ in 4d-hyperspherical coordinates for the integration over the unit 3-sphere and
after integration of the remaining angles we obtain
Z = 1
2pi2
∫
dΩ
1∫
−1
da0
Æ
1− a20 (5.16)
=
2
pi
1∫
−1
da0
Æ
1− a20 . (5.17)
The coefficient a0 equals the local Polyakov loop value, l =
1
2
Tr L = a0, cf. Appendix A.2. From Eq. (5.17)
we can read off the probability distribution of the local Polyakov loop,
PVdm(l) =
2
pi
p
1− l2, (5.18)
leading to the (constraint) effective potential for the Polyakov loop at a single site,
VVdm0 (l) =−
1
2
log(1− l2)− C , (5.19)
which is called the Vandermonde potential.
At temperatures at and below Tc the constraint Polyakov loop potential in pure gauge theory is given
to very good approximation by the Vandermonde potential [108]. A parameterization for temperatures
above Tc is given by [109]
V0(l) = V
Vdm
0 (l) + a(T )− b(T )l + c(T )l2, (5.20)
corresponding to the distribution
P(l) =
2
pi
p
1− l2 exp−a(T ) + b(T )l − c(T )l2 . (5.21)
In particular b(T ) amounts to the breaking of Z(2) center symmetry.
Polyakov loop correlator
Effective theory descriptions of QCD, which include local interactions only, often fail to describe long-
range behavior of the gauge degrees of freedom [105]. As a benchmark for such studies we measure
an observable which is sensitive to long-range interactions, the Polyakov loop correlator, defined as the
two-point function,
G(r) =
¬
L(~x)L†(~y)
¶
, (5.22)
with the spatial distance r = |~x − ~y|. It is equivalent to the Wilson loop of maximum temporal size
t = Nτ, W(r, t = Nτ).
Polyakov loop susceptibility
The Polyakov loop susceptibility is defined as
χL = N
3
s
¬
L2
¶− 〈L〉2 . (5.23)
As it is the fluctuation of the Polyakov loop, calculations need a large amount of statistics to reach a
reasonable precision.
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am
β a
p
σ Nτ Ns T/Tc 0.5 0.1 0.02
β10 = 2.577856 0.140 16 64 0.63 Ø Ø
14 56 0.71 Ø Ø
12 48 0.83 Ø Ø Ø
10 40 1.00 Ø Ø Ø
8 32 1.25 Ø Ø Ø
6 24 1.67 Ø Ø Ø
0.414 0.083 0.0166
β12 = 2.635365 0.116 14 56 0.86 Ø Ø
12 48 1.00 Ø Ø Ø
10 40 1.20 Ø Ø Ø
8 32 1.50 Ø Ø Ø
6 24 2.00 Ø Ø Ø
Table 5.1: Overview of simulation parameters and available data/ensembles. Pure gauge scale determi-
nation is taken from [99].
5.2 Simulation setup
We choose the Wilson gauge action for SU(2) without improvement and utilize the standard staggered
discretization applying the rooting procedure to describe two flavors of quarks. This project has been
performed using the fixed scale approach as described in Section 2.6.1. Critical couplings, the lattice
spacing and the temperature scale for SU(2) have been precisely determined in pure gauge simula-
tions [99]. We employ the same values of the coupling, β10 = 2.577856 and β12 = 2.635365, which are
the critical couplings in pure gauge for Nτ = 10 and 12 lattices. The lattice scale, given in terms of the
string tension σ, a
p
σ amounts to 0.140 at β10 and 0.116 at β12. As we have seen in Section 4, these
values of the coupling lie outside the bulk phase that appears at small couplings in the lattice description
of SU(2) gauge theory.
In our study we use lattices with a temporal extent from Nτ = 6 up to 16 and an aspect ratio Ns/Nτ
of four. Finite volume tests with an aspect ratio of three have been performed for some lattices and no
difference in observables (average Polyakov loop and chiral condensate) as well as in the local Polyakov
loop distributions were visible.
Relative temperatures can easily be obtained via
T (Nτ)
Tc

β
=
N cτ
Nτ
. (5.24)
Consequently our set of values for Nτ allows to cover a range of temperatures from about 0.7Tc up to
twice the critical temperature.
We require to simulate with identical physical fermion masses at each value of the coupling. Thus we
have to rescale the quark masses in lattice units. We fix am to rather large quark masses 0.5 and 0.1 as
well as a lighter quark mass 0.02 at β10 = 2.577856. The corresponding lattice masses at β12 = 2.635365
are then given by
am(β12) =
a(β12)
a(β10)
· am(β10)≈ 0.83 am(β10) . (5.25)
In Table 5.1 we summarize our simulation parameters and display which combinations of coupling,
quark mass and lattice size have been used for this study.
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Figure 5.1: Time histories of the Polyakov loop average and their respective distributions for different Nτ
for β10 and am= 0.1.
Introducing fermions will modify the lattice scale that has been determined in pure gauge simulations.
It would be necessary to determine the scale at each different quark mass. As our quark masses are
rather large, we assume that the scale does not change much.
Relying on the pure gauge scale determination and using a string tension value of
p
σ = 440 MeV we
find for the applied quark masses am= 0.5(0.414) in physical units m≈ 1.6 GeV, am= 0.1(0.083) leads
to m≈ 300 MeV, and am= 0.02(0.0166) amounts to m≈ 60 MeV as rough estimates.
Configurations are generated using the Rational Hybrid Monte Carlo (RHMC) algorithm. About 10000
trajectories with a MD length of Nmd ·∆τ = 1 each have been generated. We discarded 200 − 1 000
(in rare cases up to 3 000) configurations at the beginning of the trajectories due to thermalization.
Measurements are taken after every 5th update. All calculations for this chapter have been performed in
single-precision floating-point format.
5.3 Results
Polyakov loop
First we show time histories of the Polyakov loop, exemplarily at β10 and am = 0.1 for different values
of Nτ corresponding to different temperatures, see Figure 5.1. Also added are histograms of the (global)
distribution of the volume-averaged Polyakov loop. The thermalization phase at the beginning has been
cut off already. The Polyakov loop fluctuates around its respective equilibrium values. At large masses,
am= 0.5 and am= 0.414, and temperatures below Tc (not shown) the Polyakov loop fluctuates around
zero and flips sign several times along the time history. For all other combinations of parameters the
Polyakov loop stays within the positive Z(2) sector due to explicit breaking of Z(2) symmetry by finite
quark masses. The value of individual (local) Polyakov loops varies between −1 and 1. The volume av-
erage on individual configurations produced for this project, including ensembles with the large masses,
falls in the range of (−0.05,0.3) whereas the ensemble mean (which averages over the absolute value)
lies between 0.0 and 0.3.
We next present the temperature dependence of the ensemble-averaged Polyakov loop in Fig. 5.2. The
deconfinement transition is a smooth crossover when fermions are included.
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Figure 5.2: Temperature dependence of the bare Polyakov loop average value 〈L〉 for different couplings
and masses. For comparison pure gauge (YM) data from [110] has been added.
Due to the fixed scale approach, each data set of Figure 5.2 is at a constant scale, and thus also describe
lines of constant physics along different temperatures. We have to consider two different sources for a
scale change: a) different gauge couplings and b) different quark masses. As described earlier, we
have converted the quark masses for the two couplings according to the pure gauge scale instead of the
unknown scale including fermions. If the quark masses also modify the latter, this transformation is not
correct any more.
As we show the non-renormalized observable, the values at finer lattice spacing a (larger coupling β)
are smaller than those at larger lattice spacing. In the continuum limit a → 0 the bare Polyakov loop
average vanishes for all temperatures.
Smaller quark masses yield a larger value of the Polyakov loop. While the change from YM values to
a large mass am = 0.5 and again from am = 0.5 to am = 0.1 has a large effect, going from am = 0.1 to
am = 0.02 results only in a very small increase. There are actually two reason for the rise: First, it is a
consequence of explicit breaking of Z(2) symmetry. Second, due to the change in the bare quark mass
also the lattice scale is modified, which results in a rescaling of the bare Polyakov loop.
Renormalization of the Polyakov loop
At temperatures well above the critical temperature the Polyakov loop value should not depend on the
quark mass any more. Variations in its magnitude can be attributed to the change in scale. It is thus
appropriate to renormalize the Polyakov loop at large temperatures to a common value.
In a first step we rescale the values of the Polyakov loop of coupling β12 with a common factor such
that the YM values for both couplings agree at T/Tc = 1.67, see left panel of Figure 5.3. We find that
also the values including fermions nicely match at large temperatures between the two couplings. This
confirms that the differences in magnitude originate from the change in scale between the different
couplings. At lower temperatures results including fermions at β10 in comparison to β12 deviate from
one another. Data points at β12 are consistently lower than those at β10. In this temperature region the
Polyakov loop is sensitive to the physical quark mass and we observe that they apparently differ at the
two couplings. We conclude that the quark mass rescaling according to the pure gauge scales does not
cover the entire scale difference.
A second renormalization scheme is shown in the right panel of Figure 5.3. We have seen before, that
the change in magnitude at large temperatures can be attributed to the change in scale. We therefore
normalize the value of the Polyakov loop at the largest available temperature to unity for each coupling
value. The effect of explicit symmetry breaking due to finite fermion masses can now be observed at low
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Figure 5.3: Temperature dependence of renormalized Polyakov loop average values using different renor-
malization schemes. Left: Normalized such that YM values agree at T/Tc = 1.67. Right: Data
at β10 is normalized to 1 at the largest available temperature value. YM data is provided
by [110].
temperatures in this plot. The Polyakov loop assumes finite values also below Tc and the transition is
flattened off. We have to point out that the value of the Polyakov loop at the critical temperature in pure
gauge should actually be zero. Due to finite volume effects (Ns = 48) it also possesses a finite value here.
Distribution and effective potential of the local Polyakov loop
Figure 5.4 shows the local Polyakov loop distributions for different temperatures comparing pure-gauge
results to unquenched ones with different quark masses. To compare distributions of the local versus
global Polyakov loop see Figure 5.4 for local distributions and corresponding global distributions in
Figure 5.1. The respective constraint effective potentials are presented in Figure 5.5. At temperatures
smaller than the critical temperature in pure gauge the distribution and correspondingly the constraint
effective potential are well described by the symmetric behavior of Equations (5.18) and (5.19) stemming
from the integration measure. Z(2) symmetry is spontaneously broken at temperatures above Tc, leading
to an asymmetry towards positive Polyakov loop values in the distribution and the constraint effective
potential. The unquenched simulations show a stronger asymmetry in these observables than the pure
gauge results. This is caused by the explicit breaking of the Z(2) symmetry by the finite fermion masses.
Explicit symmetry breaking and thus the asymmetry becomes larger for smaller quark masses. Including
dynamical quarks, the distribution and the potential are almost symmetric following the description of
Equations (5.18) and (5.19) only at temperatures much smaller than the critical temperature.
In the effective potentials (Figure 5.6) the breaking manifests itself merely in a shift towards larger
Polyakov loop values, whereas the shape of the potential does not change qualitatively. Results from
the lowest mass am = 0.02(0.0166) are omitted from these plots as hardly any change compared to
am= 0.1(0.083) is visible.
In order to model the temperature dependence of the effective Polyakov loop potential we will use
an ansatz for the constraint Polyakov loop potential as introduced in Section 5.1. Actually, we will
directly fit the Polyakov loop distribution to Equation (5.21). Via Equation (5.11) and the Legendre
transform of Eq. (5.13) we would subsequently obtain the effective potential. Fits of distributions at
selected parameters are shown in Figure 5.7. We observe that in general the shape of the distributions
is perfectly reproduced by the model function. Only at large temperatures slight deviations are visible.
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Figure 5.4: Distribution of the local SU(2) Polyakov loops at β10 (left) and at β12 (right) for different
values of the quark mass and temperatures. YM data is taken from [99].
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Figure 5.5: As Figure 5.4 but showing the Polyakov loop constraint potentials. YM data is taken from [99].
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Figure 5.6: As Figure 5.4 but showing the Polyakov loop effective potentials. YM data is taken from [99].
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Figure 5.7: Exemplary fits to local Polyakov loop distributions at coupling β10 and quark mass am = 0.1
for several temperatures.
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Figure 5.8: Temperature dependence of fit coefficients for the Polyakov loop distribution at β10 for dif-
ferent values of the quark mass. YM data is taken from [99].
We summarize the temperature-dependent coefficients obtained from the least-squares fit in Figures 5.8
and 5.9.
All three coefficients rise with increasing temperature and also with decreasing mass marking devia-
tions from the symmetric behavior of the Vandermonde distribution, Eq. (5.18). Coefficient b(T ) controls
the potential term linear in the Polyakov loop, which describes breaking of Z(2) symmetry. This coeffi-
cient shows a qualitative difference between the pure gauge results and those with dynamical quarks. It
is consistent with zero at and below Tc in the pure gauge case. This is no longer the case when dynamical
quarks are included where it differs significantly from zero near Tc, as they break Z(2) symmetry explic-
itly. Large differences are visible in all three coefficients between pure gauge and the largest masses
am = 0.5(0.414) and again between am = 0.5(0.414) and am = 0.1(0.083) while only small changes
are visible when we go to the smallest mass am= 0.02(0.0166).
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Figure 5.9: Temperature dependence of fit coefficients for the Polyakov loop distribution at β12 for dif-
ferent values of the quark mass. YM data is taken from [99].
Polyakov loop correlator
Following Equation (5.22) we have measured Polyakov loop correlators. We only consider on-axis sep-
arations. Error reduction techniques like Lüscher-Weisz noise reduction [111] allow to obtain a cleaner
signal but have not been applied here.
We fit resulting Polyakov loop correlators with the symmetric ansatz of a screened Coulomb potential,
f (r) = C(r) + C(Ns − r), (5.26)
C(r) = a
e−ms r
r
+ c, (5.27)
which describes the long-range behavior primarily at high temperatures.
The effective Debye screening mass ms is inverse to the spatial correlation length, ms =
1
ξ
. At a second
order phase transition ξ diverges in the infinite volume limit due to critical fluctuations and thus ms
vanishes. For β 6= βc or in the presence of dynamical quarks both the correlation length and the effective
mass stay finite. Long range correlations are then screened by thermal fluctuations.
At large distances the correlator factorizes, therefore the asymptotic value at large distances f (Ns/2)≈
2c equals to 〈L〉2.
Exemplary Polyakov loop correlators with respective fits are shown in Figure 5.10 for two values of
the quark mass for the coupling β10. Data points at distances r ≥ rmin = 3 have been included in the fits
as we focus on the long distance behavior. We observe that the fits describe the data for all temperatures
very well while deviations from the ansatz are clearly visible at small distances.
From these fits we extract the screening mass ams for different combinations of lattice quark mass and
coupling. Using the pure gauge temperature scale we find the dependence of temperature on screening
mass shown in Figure 5.11.
Pure gauge results, provided by [110], consistently show a minimal screening mass right at the critical
temperature for both gauge couplings. In the unquenched case the behavior as function of temperature
and quark mass is not so clear. For smaller quark masses, screening by quark-antiquark pairs becomes
easier. Screening masses are thus larger for smaller quark masses. However, no clear mass ordering is
visible for the smaller two quark masses. From the approximate equality of the curves at smaller masses,
one could conclude that in the small quark mass region the scale does not change much. While we find
a minimal value of ams for some combinations of quark mass and coupling at or below Tc, others do not
show this behavior. However, we did not cover the full temperature range for the smaller quark masses,
so no definite conclusion can be drawn here.
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Figure 5.10: Polyakov loop correlators for various temperatures at β10. Lines are fits according to
Eq. (5.26). Left: am= 0.1, right: am= 0.5.
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Figure 5.11: Temperature dependence of screening masses extracted from Polyakov loop correlators for
different quark masses and lattice couplings. Pure gauge results [110] have been added for
comparison.
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Figure 5.12: Temperature dependence of the Polyakov loop susceptibility for different quark masses and
gauge couplings. Pure gauge data [110] has been added for comparison.
Polyakov loop susceptibility
As a last observable we present the Polyakov loop susceptibility in Figure 5.12. The susceptibility is
given by the fluctuation of the order parameter and thus shows rather large error bars despite our large
ensemble size.
The overall magnitude of the Polyakov loop susceptibility is ordered by the quark mass. Smaller quark
masses lead to a larger explicit symmetry breaking and thus suppress the susceptibility.
In the YM data we clearly observe a peak at the critical temperature. When dynamical quarks are
included, the Polyakov loop susceptibility only develops a rather broad peak at values slightly above
the critical temperature. Only at β10 and the large quark mass am = 0.5 at 0.8Tc a very pronounced
peak is visible. Since the temperature resolution is limited by the fixed scale approach we are unable to
determine a finer transition temperature using this observable.
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6 Chiral properties at finite temperature
This chapter treats chiral properties of two-color QCD with staggered quarks. We investigate the chiral
transition along the temperature axis which is of crossover type for finite quark masses but becomes
second order in the chiral limit. We expect a chiral symmetry breaking pattern according to U(2N f )→
O(2N f ), however the breaking is not definitely understood yet due to the staggered rooting procedure.
In order to clarify this point we analyze the scaling behavior of chiral quantities and calculate critical
exponents. Furthermore we attempt to determine a (relative) temperature scale. In the course of the
chapter we discuss issues due to the bulk phase and add an analysis of finite size errors.
6.1 Definition of observables
Chiral condensate
In the continuum the chiral condensate is given by the derivative of the partition function with respect
to the quark mass,
¬
ψψ
¶
=
T
V
∂ lnZ
∂m
. (6.1)
In the chiral limit it is an exact order parameter for the chiral phase transition. When chiral symmetry
is broken (explicitly or spontaneously), the chiral condensate shows a finite value whereas it vanishes in
the chirally restored phase at large temperatures. At finite quark masses, chiral symmetry is explicitly
broken and the chiral condensate is considered as a pseudo-order parameter.
On the lattice the chiral condensate is calculated via the inverse fermion operator,
a3
¬
ψψ
¶
=
1
N3s Nτ
N f
4
¬
TrM−1
¶
. (6.2)
The factor N f /4 stems from the 4-fold staggered duplication of quark flavors. We normalize the value
to N f = 2 flavors. Evaluation of the inverse Dirac operator would be too time-consuming. Instead, the
inverse is estimated stochastically using noisy estimators, as explained in Appendix A.3.3.
Chiral susceptibility
The corresponding susceptibility is given as the second order derivative,
χch =
T
V
∂ 2 lnZ
∂m2
. (6.3)
The chiral susceptibility consists of a connected and a disconnected contribution. In the chiral limit
the disconnected contribution diverges due to the singular part of the free energy while the connected
contribution stays finite [112].
In the lattice approach we obtain the disconnected part of the chiral susceptibility from the fluctuation
of the chiral condensate,
a2χdis =
1
N3s Nτ
N f
4
2¬
(TrM−1)2
¶− ¬TrM−1¶2 . (6.4)
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As for the chiral condensate the trace of the inverse Dirac operator is calculated using noisy estimators.
We use an appropriate estimator for the square of the trace, given in Eq. (A.24).
The connected contribution to the chiral susceptibility can be obtained via a double inversion
a2χcon =
1
N3s Nτ
N f
4
¬−TrM−2¶ . (6.5)
As the chiral condensate also the chiral susceptibility needs multiplicative renormalization, and for
finite quark masses additionally additive renormalization is required.
6.2 Critical behavior and scaling
In the chiral limit we expect to find a second order critical point. Phase transitions of second order
are characterized by a continuous order parameter but a divergent susceptibility. In the vicinity of such
critical points one observes critical phenomena due to the divergence of the correlation length ξ. The
size of the critical region can vary depending on the theory and its parameters.
Several observables or thermodynamic quantities show a power-law behavior around criticality:
• order parameter (for t < 0): M ∼ (−t)βs ,
• correlation length: ξ∼ |t|−ν ,
• specific heat: C ∼ |t|−α,
• susceptibility: χ ∼ |t|−γ,
which scale with the reduced temperature t = T−Tc
Tc
and are governed by critical exponents βs
1, ν ,α and γ.
Further scaling laws are valid only at the critical point (t = 0):
• dependence on the respective external source J : M ∼ J1/δ
• spatial correlation function: 〈M(0) M(r)〉 ∼ r−d+2−η
defining the critical exponents δ and η. Moreover one finds scaling relations between different critical
exponents, which are therefore not all independent,
γ= ν(2−η), (2−α) = βs(δ+ 1) or α+ 2βs + γ= 2 . (6.6)
Critical behavior has been studied intensely via the renormalization group (RG) as critical points are
closely related to RG fixed points. At a critical point where the correlation scale diverges, the physics
becomes blind to the microscopic properties of the underlying theory. This leads to the universality
hypothesis after which one can group very different theories into universality classes of theories that
show the same behavior at criticality. The only relevant properties are the dimensionality, the symmetry
group and its breaking pattern and the number of field components [113].
6.2.1 Pseudo-critical couplings
As the phase transition is a crossover for finite fermion masses the susceptibility stays continuous at the
transition but it still develops a peak. In the following we will only consider the disconnected part of the
susceptibility if not stated otherwise.
1 We add a subscript ‘s’ for ‘scaling’ to distinguish the critical exponent from the gauge coupling.
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We thus define the pseudo-critical coupling βpc(m) as the value of the coupling where the disconnected
part of the chiral susceptibility has its maximum for a fixed value of the quark mass am.
As usual we define the reduced temperature as
t =
T
Tc
− 1 . (6.7)
The related pseudo-critical (reduced) temperature is expected [113] to scale like
tpeak(m)∝ m1/βsδ (6.8)
such that we expect for the line of pseudo-critical couplings (via Eqs. (6.7) and (6.10) and expansion of
log(1+ x)≈ x for x  1) for a fixed Nτ:
βpc(m,Nτ) = βc(Nτ) + d(Nτ) · (m/T )c (6.9)
where c = (βsδ)−1 contains the critical exponents. This ansatz will be used to extrapolate to the chiral
limit to obtain the critical couplings βc(Nτ).
6.2.2 Temperature scale
Given the values of the critical couplings βc(Nτ) at several lattice sizes Nτ, obtained e. g. from the
maximum of the chiral susceptibility and extrapolated to zero quark mass, we can deduce a relative
temperature scale.
In the chiral limit at temperatures close to Tc we may assume for a fixed Nτ
T
Tc
=
ac
a
= exp[b(β − βc)] . (6.10)
where b is a non-perturbative parameter that we need to determine. We realize criticality at different
values of Nτ:
T (2)c
T (1)c
= 1=
N (1)τ a
(1)
c
N (2)τ a
(2)
c
. (6.11)
The lattice spacing a(2)c and the coupling β
(2)
c are not critical on the N
(1)
τ lattice. We apply Eq. (6.10) as
their leading logarithmic dependence and obtain
a(1)c
a(2)c
=
N (2)τ
N (1)τ
= exp[b(β (2)c − β (1)c )] . (6.12)
This formula can be used to determine coefficient b from critical couplings at different values of Nτ.
Subsequently Eq. (6.10) can be used as a relative temperature scale for a fixed Nτ.
6.2.3 Scaling of the chiral susceptibility and the chiral condensate
From a fit to Equation (6.9) we can already obtain the product of two critical exponents, βsδ. In order to
determine the critical exponents separately we need a second estimate. Subsequently with two-exponent
scaling the remaining ones can be determined from scaling and hyperscaling relations [113].
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We will pursue two ways to determine a further critical exponent: the peak height of the chiral sus-
ceptibility and the value of the chiral condensate at critical coupling show critical scaling with the quark
mass. Both are governed by the critical exponent δ.
First, we consider the height of the peak of the chiral susceptibility, χmax(m). Only the disconnected
contribution shows critical scaling from the singular part of the scaling function. We thus ignore the
connected part for the extraction of the peak. Contributions from the regular part can distort the results
but are subleading close to the chiral limit.
The analysis is rather straightforward as the peak height is directly given at the pseudo-critical cou-
plings βpc. Using the general scaling behavior of the susceptibility, χ ∼ |t|−γ, and the dependence of the
pseudo-critical line on the quark mass, (6.8), we obtain
χmax(m)/T
2 = χdis(m)

βpc(m,Nτ)
/T 2 ∼ (m/T )−γ/(βsδ) . (6.13)
Via a combination of the scaling relations, (6.6), we find
βsδ = βs + γ and − γβsδ =
1
δ
− 1 . (6.14)
After rewriting the critical exponents we arrive at
χmax(m)/T
2 ∼ (m/T )1/δ−1 . (6.15)
We can also express it in a scale-independent manner by rewriting the mass in units of ac via the relative
temperature scale (6.10) and obtain
χmax(m)/T
2
c = χdis(m)

βpc(m,Nτ)
/T 2c ∼ (m/Tc)1/δ−1 . (6.16)
At leading order around criticality these expressions are equivalently valid. However, as they may show
different scaling windows we will examine both variants.
Another option is to investigate the mass dependence of the chiral condensate right at the critical
coupling (the mass acts as an external source to the order parameter). Here we use an RG-invariant and
dimensionless combination for the chiral condensate:
m
¬
ψψ
¶
(m)

βc(Nτ)
/T 4c ∼ (m/Tc)1/δ+1 (6.17)
The extraction strongly depends on the precise determination of the critical coupling βc.
Known critical exponents
We concentrate on the chiral symmetry breaking pattern present in our setup. We study two-color QCD
with rooted staggered fermions in the fundamental representation, which is expected to break according
to U(2N f )→ O(2N f ). For N f = 2 this results in U(4)→ O(4). Note that the axial anomaly is not present
at finite lattice spacing in the lattice approach. In the literature we have found two studies considering
this type of breaking pattern:
Monte Carlo calculations on frustrated vector spin systems (stacked triangular anti-ferromagnetic
(STA) lattices) by Loison et al. [114] have determined critical exponents for the symmetry-breaking pat-
tern O(6)/O(4) ≡ SO(6)/SO(4) (note that SO(6) is isomorphic to SU(4)) to be α = −0.1, βs = 0.359,
γ= 1.383, ν = 0.7, η= 0.025. These values would lead to c = (βsδ)−1 = 0.574 and, using
δ =
d + 2−η
d − 2+η or δ =
βs + γ
βs
, (6.18)
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to an exponent δ = 4.85.
Using an RG analysis in a 3D SU(4) Landau-Ginzburg-Wilson Φ4 theory Basile, Pelissetto, Vicari [115]
determine the following critical exponents for the symmetry-breaking pattern SU(4)→ SO(4): η ≈ 0.2,
ν ≈ 1.1. With their values for η and ν via the relation
1
βsδ
=
2
(5−η)ν (6.19)
we obtain a guideline value for the parameter c = (βsδ)−1 = 0.38 and the exponent δ = 4.0 again via
Eq. (6.18).
6.3 Simulation setup
In this chapter we consider two light flavors of rooted standard staggered quarks. At the beginning of
the project we have employed a standard Wilson gauge action. In the course of time we have switched
to the tree-level improved gauge action. Finite temperature scans along the chiral and deconfinement
transition have been performed by varying the coupling β at fixed temporal extent Nτ. A fixed scale
approach would not have offered sufficient resolution in the interesting transition region. Several values
of the quark mass am have been considered allowing an extrapolation towards the chiral limit. Most
results have been obtained at Nτ = 4 and Nτ = 6 with selected results at Nτ = 8. The aspect ratio
defaults to Ns/Nτ = 4. For very small quark masses we have observed finite volume errors. Simulations
were then added at aspect ratio 5 and even 6 where necessary.
We scan through the lattice couplings at fixed values of the quark mass am, typically in steps of
0.05 to locate the transition region. Inside the transition region we supplement our scan with a high
resolution scan using ∆β = 0.001 to resolve the chiral susceptibility peak and have enough overlap for
Ferrenberg-Swendsen reweighting. The scale a(β , am) is different at each combination of the parameters
{β , am}.
Gauge configurations have been generated using the RHMC algorithm. The number of configurations
at each parameter amounts to at least 1000. Usually 5000 (up to 25000) configurations per ensem-
ble have been produced in the transition region. Measurements have been performed on every fifth
configuration. At the beginning of each Markov chain we have discarded an appropriate number of
configurations because of thermalization.
All calculations have been performed in so-called mixed precision. In this approach single-precision
floating-point format is employed for the MD trajectory whereas double precision is used in the calcula-
tion of the action for the Metropolis acceptance step.
6.4 Results (with standard Wilson gauge action)
6.4.1 Order parameters
We start our discussion of results with the (pseudo-) order parameters. The chiral condensate on various
lattice sizes with several quark masses as function of the lattice coupling is shown in Figure 6.1, the
corresponding measurements of the Polyakov loop follow in Figure 6.2. For better visibility error bars
are omitted in these plots as they are of the size of the crosses or smaller.
Ensembles with a large variety of quark masses have been investigated. We clearly find a crossover
transition in both pseudo-order parameters for all these quark masses. For lower quark masses the
transition is stronger (steeper) in the chiral condensate and weaker in the Polyakov loop and vice versa
which is the expected behavior. The transition is shifted towards lower couplings when the quark mass
is reduced and to larger couplings for larger temporal lattice extents.
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Nτ fit range βc c = (βsδ)−1
6 a) 1.982(2) 0.430(20)
b) 1.979(5) 0.393(59)
c) 1.990(2) 0.512(23)
4 a) 1.786(4) 0.249(11)
b) 1.792(8) 0.270(30)
c) 1.785(20) 0.247(47)
Table 6.1: Fit results of the chiral extrapolation for the critical coupling according to Eq. (6.9) using dif-
ferent fit ranges, see text for details.
The chiral condensate at large couplings is still large for m/T > 0.1 due to large explicit symmetry
breaking, but drops to low values for quark masses closer to the chiral limit.
Note that the magnitude of the Polyakov loop shrinks with increasing Nτ. Multiplicative renormal-
ization is necessary for a detailed analysis or a continuum extrapolation which is not addressed in this
chapter.
The disconnected part of the chiral susceptibility for several quark masses and lattice sizes is given in
Figure 6.3. Clear peaks are visible for small quark masses whereas peaks become flatter and broader
for increasing quark mass. We will later extract the pseudo-critical couplings from the peak of the chiral
susceptibility.
Most calculations at Nτ = 8 suffer from insufficient sample sizes and thus show large statistical uncer-
tainties.
6.4.2 (Pseudo-) Critical couplings
From the location of the peaks of the chiral susceptibility we obtain the pseudo-critical couplings as
function of temporal lattice extent and quark mass. On lattices with temporal extent 4 and 6 the peak
position can readily be determined. For the Nτ = 4 results we additionally utilize Ferrenberg-Swendsen
reweighting (see Appendix A.4) to obtain an even more precise location of the maxima. Unfortunately,
on the Nτ = 8 lattices the peak position is not as clear due to larger statistical uncertainties. In the case
of m/T = 0.8 and 0.6 we find very broad and flat maxima and thus cannot determine a peak position.
Also at m/T = 0.16 the uncertainty is too large so that we will not include this data point for further
analyses. Resulting pseudo-critical couplings are collected in Figure 6.4.
Chiral extrapolation of critical couplings
Next, using the scaling ansatz of Eq. (6.9) we extrapolate the extracted pseudo-critical couplings to the
chiral limit m = 0, separately for Nτ = 4 and 6. We only consider results at m/T < 0.2 for the fits as we
expect that larger masses are outside the scaling window. In order to estimate the systematic uncertainty
of the fits we furthermore vary the number of included points. Three fit ranges are thus considered:
a) results at all quark masses with m/T < 0.2 are included, b) same as a) but we exclude the value at
the largest mass, and c) same as a) but we exclude the value at the smallest mass.
Results from the fits are listed in Table 6.1. We additionally show input data and the fits in the right
panel of Figure 6.5 with an overview of the extrapolated critical couplings from different fit ranges in
the left panel. Large bending of the fit functions at small masses leads to surprisingly small extrapolated
values at Nτ = 4. Even though the curves mostly fall on top of each other, results obtained from different
fit ranges deviate considerably.
Using fit range a) we determine critical couplings as βc = 1.786(4) at Nτ = 4 and βc = 1.982(2) at
Nτ = 6. At Nτ = 6 where the bending at small masses is less pronounced the extrapolated values have
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Figure 6.1: Bare chiral condensate a3
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as function of the coupling for different lattice sizes and
various values of the quark mass m/T = am · Nτ using the standard Wilson gauge action.
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Figure 6.2: Bare Polyakov loop average 〈L〉 as function of the coupling for different lattice sizes and vari-
ous values of the quark mass m/T = am · Nτ using the standard Wilson gauge action.
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Figure 6.3: Disconnected part of the bare chiral susceptibility a2χdis as function of the coupling for dif-
ferent lattice sizes and various values of the quark mass m/T = am · Nτ using the standard
Wilson gauge action.
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Figure 6.6: Fit to determine parameter b for the relative temperature scale (left) and resulting relative
temperature scale (right). Bands indicate the uncertainty stemming from parameter b only.
smaller errors. Quoted errors only denote the errors from the fit, not including systematic uncertainties
which are larger. From our analysis with different fit ranges we rather suspect the error to be on the
order of 0.005.
We know from the upcoming investigation with the improved gauge action, that the bending, which
is visible here, probably is a finite volume effect. In volumes that are too small to cover the relevant
physics, the pseudo-critical couplings become reduced. This effect is stronger the smaller the quark mass
is.
Our determination of the exponent c = (βsδ)−1 is very unstable. Its extracted value lies between
0.25 and 0.27 at Nτ = 4 and between 0.39 and 0.51 at Nτ = 6 depending on the fit range. Again, the
quoted fit error does not amount for the total uncertainty. We realize, that the values of the exponent at
Nτ = 4 and Nτ = 6 do not coincide. Furthermore they are not compatible with either of the literature
values, c = 0.38 or c = 0.574, which likewise have large ambiguity, see Section 6.2.3. A possible
explanation for the mismatch will be given later in Section 6.4.4.
Relative temperature scale
From critical couplings at different values of the temporal extent Nτ we can determine a relative
temperature scale according to Eq. (6.12). For Nτ = 4 and 6 we have obtained critical couplings from
the chiral extrapolation. We use the values extracted using fit range a). At Nτ = 8, where we do not have
sufficient data points for a chiral extrapolation, we use the pseudo-critical coupling of the smallest mass
value as our best estimate for the critical coupling. This will probably over-estimate the critical coupling
as the critical coupling is expected to be smaller than the pseudo-critical couplings.
Using three critical couplings at Nτ = 4,6 and 8 we fit to Eq. (6.12), see Figure 6.6, and obtain for the
non-perturbative parameter b = 2.10± 0.12. The (pseudo-critical) value at Nτ = 8 already undershoots
the overall behavior. We finally present the (relative) temperature scale in the right part of Figure 6.6.
Bands indicate the immediate uncertainty stemming from the determination of parameter b but not that
due to the determination of the critical couplings in the chiral extrapolation.
For comparison, from the deconfinement phase transition in the pure SU(2) gauge theory the corre-
sponding value has been determined to be b = 3.26 [116] and b = 3.28± 0.07 [99] respectively.
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Figure 6.7: Scaling of the peak height of the chiral susceptibility with the quark mass for different values
of Nτ. Left and right panels use different normalization of the axes.
6.4.3 Critical exponents
Scaling of the chiral susceptibility
The dependence of the peak height of the chiral susceptibility on the quark mass is governed by the
critical exponent δ, compare Equation (6.15). It is determined at the pseudo-critical couplings (which
is defined just by the peak position) from the disconnected part of the susceptibility. We have precisely
extracted the peak height using the Ferrenberg-Swendsen reweighting method where it was applicable.
We fit our data separately for each value of Nτ. Included in the fit are data points at masses m/T < 0.2
only, as larger masses probably lie outside the scaling window. The data and the resulting fits are
presented in Figure 6.7. In the right panel of the figure we have changed the normalization of both axes
to match Equation (6.16). To do this we have made use of the relative temperature scale from Eq. (6.10).
Uncertainties in parameter b from this conversion factor are considered for the error bars shown for the
data points.
Extracted values for the critical exponent δ range from 2.5 to 4.8. They are neither consistent between
the two types of normalization nor do they agree for the different Nτ values.
Scaling of the chiral condensate
Next we try to extract the critical exponent from the scaling of the chiral condensate. Its magnitude
at the critical coupling scales with the quark mass according to Equation (6.17). As the value is taken
at the same coupling for each value of Nτ, we do not need to apply a multiplicative renormalization.
However, additive renormalization would be necessary, which we neglect here. We have chosen to use
the critical couplings extrapolated using fit range a). We have again used only those data points where
masses satisfy m/T < 0.2. Input data and fit results are displayed in Figure 6.8. We obtain values for the
critical exponent δ scattered between 1.9 and 9.1. These results are very sensitive to the values of the
extrapolated critical coupling at which the chiral condensate values are extracted.
6.4.4 Discussion
We have collected data with a high number of statistics at various small quark masses, especially at
Nτ = 4 and 6. By usage of the Ferrenberg-Swendsen reweighting method we have precisely extracted the
pseudo-critical couplings (from the peak position of the chiral susceptibility), furthermore we determined
66
 0.1
 1
 10
 100
 0.001  0.01  0.1  1
Nt=8: 1.9
Nt=6: 4.7(3)
Nt=4: 9.1(3)
δ:
ch
ira
l co
nd
en
sat
e ·
 m
/T c
4
m/Tc
Nt=4Nt=6Nt=8ﬁts
Figure 6.8: Scaling of the chiral condensate with the quark mass at the critical coupling for different values
of Nτ.
the peak height of the chiral susceptibility and the chiral condensate to investigate magnetic scaling close
to the chiral limit.
Despite these efforts we could not find consistent results from these different methods. Already the
chiral extrapolation to determine the critical coupling is very delicate. The accuracy of our determina-
tions is not sufficient to quote values of the critical exponents. We had expected to find δ in the region
of 4− 5 which is suggested in the literature, see Section 6.2.3.
We suspect that our results are affected by the presence of a bulk phase at low values of the gauge
coupling. Furthermore we have not investigated finite volume effects which we meanwhile think is an
issue at these small quark masses. We have thus decided to redo the previous investigation using an
improved gauge action and to perform a careful study of finite volume effects.
6.5 Results (with improved gauge action)
6.5.1 Order parameters
For the discussion of the qualitative behavior of the chiral condensate, the Polyakov loop and the chiral
susceptibility, we refer to Section 6.4.1 where results using the standard Wilson action are presented. For
completeness we present these observables in Figures 6.9, 6.10 and 6.11. In our simulations using the
improved gauge action we have focused on smaller quark masses. The crossover transition takes place
at lower couplings in simulations using the improved gauge action, shifted by ∆β ≈ 0.6. However, no
qualitative changes to the results from the standard Wilson action are found in these observables.
6.5.2 Finite size analysis
So far we have used a fixed aspect ratio of Ns/Nτ = 4. During an attempt to extrapolate the chiral
condensate to the chiral limit we suspected that the chiral condensate at small quark masses is lower
than the expected value. This might be caused by finite size errors. If the spatial extent of the lattice
is too small, fluctuations of the lightest excitations (pions) are suppressed leading to a reduction of the
chiral condensate. At high temperatures, where the pion gains a thermal mass, its correlation length is
reduced, thus we expect smaller finite size effects there.
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Figure 6.9: Bare chiral condensate a3
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as function of the coupling for different lattice sizes and
various values of the quark mass m/T = am · Nτ using the improved gauge action.
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Figure 6.10: Bare Polyakov loop average 〈L〉 as function of the coupling for different lattice sizes and
various values of the quark mass m/T = am · Nτ using the improved gauge action.
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Figure 6.11: Disconnected part of the bare chiral susceptibility a2χdis as function of the coupling for
different lattice sizes and various values of the quark mass m/T = am·Nτ using the improved
gauge action.
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Figure 6.12: Finite size analysis at Nτ = 4. Dependence of the chiral condensate a3
¬
ψψ
¶
on the coupling
for different spatial lattice volumes for quark mass am = 0.001 (top left), am = 0.002 (top
right), am= 0.003 (bottom left) and am= 0.005 (bottom right).
To clarify this issue we have repeated calculations at various small quark masses with larger spatial
lattice extents (Ns/Nτ = 5 and even 6). We mostly concentrate on Nτ = 4 data, only few checks for
Nτ = 6 and Nτ = 8 are added. All data in this section is produced using the improved gauge action.
Order parameters
We indeed find a reduction of the chiral condensate if the spatial size is not sufficient which confirms
our assumption. In Figure 6.12 we show the volume dependence of the bare chiral condensate for various
small quark masses. Largest deviations occur for small couplings, below the chiral crossover transition.
In the chirally restored phase no finite volume errors are visible. Due to the suppression in the broken
phase the transition becomes slightly flatter in smaller volumes.
At our lightest mass, am= 0.001, we observe significant differences between Ns = 16 and Ns = 20 and
a further increase from Ns = 20 to Ns = 24. The deviation between different volumes becomes smaller
for larger quark masses. At am= 0.005 and larger the difference in the chiral crossover transition region
between Ns = 16 and Ns = 20 is negligible, such that we can extract observables at Ns = 16 without
finite size errors.
For the masses and couplings considered here we find the Polyakov loop average value to be insensible
to the lattice volume. The measurement shows some fluctuations but no systematic effect as function of
Ns. An exemplary comparison at am= 0.001 is shown in Figure 6.13.
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Figure 6.13: Finite size analysis at Nτ = 4. Dependence of the Polyakov loop average value 〈L〉 on the
coupling for different spatial lattice volumes, exemplarily shown for quark mass am= 0.001.
Chiral susceptibility
We present the finite volume comparison for the chiral susceptibility in Figure 6.14. Two finite volume
effects can be identified in this observable. First, the peak moves to larger couplings on larger volumes.
Thus the extracted pseudo-critical couplings are increased. The peak height rises only slightly. Second,
the shoulder of the peak that is observed at small couplings is reduced when going to larger spatial vol-
umes. These contributions in the chirally broken phase might be related to fluctuations of the Goldstone
modes below Tc, that scale like χdis ∼ m−1/2 (Goldstone effect) [112].
No finite volume effects are visible in the peak region within statistical errors for the larger quark
masses am = 0.003 and 0.005. Here we can readily extract peak position and height already from
Ns = 16 data.
Chiral condensate extrapolation to infinite volume
We focus our further analysis on the chiral condensate at Nτ = 4. Finite volume effects are expected
to be of order O(V−1). To estimate the infinite volume value of the chiral condensate we fit our data at
finite spatial volumes V = N3s to the ansatz
a3
¬
ψψ
¶
(β ,V ) = a3
¬
ψψ
¶
∞ (β) +
α(β)
V
. (6.20)
Data from Ns = 16,20 and 24 lattices enter the fit. For each value of the coupling β we obtain the
infinite volume extrapolated value of the chiral condensate and the coefficient α(β) which measures the
temperature-dependent strength of finite volume deviations.
In Figure 6.15 we present the infinite volume estimate of the chiral condensate for the two smallest
masses. Sizeable differences are present for the lowest mass, am= 0.001, whereas deviations are smaller
for the larger mass am = 0.002. The displayed band presumably underestimates uncertainties from the
extrapolation.
Figure 6.16 shows the coefficient α(β) from the same fit. The proportionality factor of the finite
volume effect is clearly dependent on the coupling. The coefficient is always negative, denoting a
suppression of the chiral condensate within lower volumes. It is remarkable that for both masses the
coefficient is almost constant inside the chirally broken phase (below β ≈ 1.29). At the chiral crossover
transition the coefficient decreases towards zero in the chirally restored phase where no finite size effects
have been visible.
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Figure 6.14: Finite size analysis at Nτ = 4. Dependence of the chiral susceptibility a2χdis on the coupling
for different spatial lattice volumes and for quark masses am= 0.001 (top left), am= 0.002
(top right), am= 0.003 (bottom left) and am= 0.005 (bottom right).
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Figure 6.15: Infinite volume extrapolation of the bare chiral condensate a3
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ψψ
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at Nτ = 4 with quark
mass am= 0.001 (left) and am= 0.002 (right).
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Figure 6.16: O(V−1) coefficient α(β) of the finite volume effect on the bare chiral condensate at Nτ = 4
with quark mass am= 0.001 (left) and am= 0.002 (right).
Chiral condensate extrapolation to chiral limit
From an extrapolation of the chiral condensate to the chiral limit we could e. g. independently deter-
mine the critical coupling. For small masses in a finite volume the chiral condensate always drops to zero.
This is analogous to the behavior of the magnetization as function of the external field in magnetism (or
Ising models). The correct chiral limit is only found in the infinite volume limit. One has to take the
correct order of limits to obtain the true chiral condensate in the chiral limit. To illustrate this behavior
we have compiled data of the chiral condensate at selected values of the coupling β for different spatial
extents Ns as function of the quark mass, see Figure 6.17. A strong bending of the curves towards zero
is visible at small quark masses. This artifact of the finite volume is reduced when considering larger
volumes.
Competing effects make it hard to perform this extrapolation. While the scaling region sets an upper
limit on the quark masses, at small quark masses finite volume effects force to increase the lattice volume.
It is already computationally demanding to simulate at these small quark masses. The large lattice
volumes that are necessary pose an additional challenge.
Checks at Nτ = 6
We have also tested for finite size errors at Nτ = 6 with quark masses am = 0.001 and 0.003 varying
the spatial extent from Ns = 24 to 30. No change is visible in the chiral condensate at am= 0.003. Only
slight deviations are visible at am = 0.001 at small couplings but none in the transition region. At low
couplings the Polyakov loop average value has a very small magnitude. It is slightly lower for the larger
volume which is expected from the 1p
V
dependence in the confining phase. We do not have collected
enough data for the comparison of the chiral susceptibility which is very noisy.
Checks at Nτ = 8
On our largest lattices, at Nτ = 8, we only have results at one quark mass am = 0.005 where we do
not expect finite volume effects to appear. This is confirmed in a comparison of Ns = 32 and 40, shown
in Figure 6.18. No significant change is visible from aspect ratio 4 to 5 in the chiral condensate or the
chiral susceptibility.
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Where no larger volume data point is present, the smaller volume data point is already
considered to represent the infinite volume limit.
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Figure 6.18: Finite size check for Nτ = 8 with quark mass am = 0.005. We show measurements of the
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and the chiral susceptibility a2χdis.
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Figure 6.19: Left: Pseudo-critical couplings at Nτ = 4 as function of the quark mass m/T = am · Nτ on
different spatial lattice volumes. Right: Pseudo-critical couplings for different Nτ as function
of the quark mass m/T = am · Nτ. Only the result from the largest available lattice volume
is shown for each value.
6.5.3 (Pseudo-) Critical couplings
Next we extract pseudo-critical couplings from the peak position of the chiral susceptibility. We use
Ferrenberg-Swendsen reweighting for all masses on Nτ = 4 and 6 lattices. Not enough overlap is avail-
able for the Nτ = 8 data where we manually estimate the peak position.
We first mention the volume dependence of our data at Nτ = 4. The dependence of the pseudo-critical
coupling on Ns is shown in Figure 6.19. When the spatial volumes are too small, the crossover transition
gets shifted towards lower couplings. For the lowest mass, am = 0.001, the peak position still changes
noticeable between Ns = 20 to 24. At am = 0.002 the peaks agree between Ns = 20 and 24, whereas
at am = 0.003 and larger the peaks fall on top of each other already at Ns = 16 and 20. We gather
the values from the largest spatial volume at each quark mass and summarize the extracted pseudo-
critical couplings in Figure 6.19 for Nτ = 4 and 6 for various quark masses. We have also added a first
pseudo-critical coupling with rather large error at Nτ = 8.
In comparison to the results from the Wilson gauge action, compare Figure 6.4, pseudo-critical cou-
plings have been shifted down by approximately ∆β = 0.6. Unfortunately, the bulk crossover transition
has moved also by only about ∆β = 0.7. The current results are thus not clearly outside of the bulk
phase. Note that we have concentrated on smaller quark masses than in the previous investigation with
the Wilson gauge action. The curvature of the pseudo-critical couplings with the quark mass is consider-
ably smaller in the data obtained with the improved gauge action and, probably more importantly, large
volumes.
We have first performed a fit using the ansatz of Eq. (6.9). This time all data points are considered in
the fit assuming that we are well inside the scaling window and also because we have finite volume effects
at small masses under control. For our data at Nτ = 4 we obtain βc = 1.288(1) and c = (βexpδ)−1 =
0.92(7). A fit to the same ansatz where parameter c is constrained to 0.38 as suggested from literature,
see Section 6.2.3, leads to βc = 1.266(4), but does not provide a good description of our data. The
exponent of the unconstrained fit is close to 1, thus also a linear fit is justified which results in βc =
1.2887(4).
The data at Nτ = 6 shows a somewhat larger curvature as at Nτ = 4. A fit to Eq. (6.9) results in
βc = 1.407(16) and c = 0.49(37) but has large error estimates. A linear fit, which seems less suitable in
the Nτ = 6 case, yet is compatible with the data, leads to a critical coupling of βc = 1.419(1).
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Figure 6.20: Chiral extrapolations of pseudo-critical couplings for Nτ = 4 (left) and 6 (right).
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Figure 6.21: Scaling of the peak height of the chiral susceptibility with quark mass for Nt = 4 and 6. Data
from the largest available lattice volume has been used for each mass. The data point at the
largest mass has been omitted from the fits in the right panel.
Chiral extrapolations of the pseudo-critical couplings are compared in Figure 6.20 for Nτ = 4 and 6.
6.5.4 Critical exponents
Scaling of the chiral susceptibility
Using the Ferrenberg-Swendsen reweighting method we have precisely determined the peak height of
the chiral susceptibility. Its dependence on the quark mass is described by the scaling ansatz of Eq. (6.15).
See Figure 6.21 for the data and fit results. So far we have results at Nτ = 4 and 6 only. The resulting
values of the critical exponent δ, as stated in the figures, are close to 5 for Nτ = 4 and little smaller for
Nτ = 6. The fit results are rather stable under change of the fit range as the value of δ changes only
within the fit errors. Our global result is δ = 4.83(8).
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Figure 6.22: Scaling of the chiral condensate with quark mass. Data from the largest available lattice
volume has been used for each mass. At Nτ = 4 for am= 0.001 and am= 0.002 the infinite
volume extrapolated values from Section 6.5.2 have been used. Option i) denotes use of the
extrapolated critical coupling using the power-law-plus-offset fit, ii) using the linear fit.
Scaling of the chiral condensate
We investigate the scaling of the chiral condensate with the quark mass at the critical couplings which
we have determined by extrapolating the pseudo-critical couplings to the chiral limit. This poses a major
systematic source of error. For the Nτ = 4 data we use the extrapolated value from the power-law-
plus-offset ansatz. The result from the linear fit leads to a value very close by. Since the difference
between the two extrapolations is so large for Nτ = 6 we perform the analysis for both values of the
extrapolated critical coupling, i. e. two cases are considered: i) the critical coupling is obtained from the
power-law-plus-offset ansatz according to Eq. (6.9) and ii) the critical coupling is extrapolated with a
linear fit.
We extract the values of the chiral condensate at these couplings for different quark mass values. In
the finite volume analysis, we have seen that the chiral condensate is suppressed if the spatial lattice
volume is too small. Here we use data from the largest available spatial lattice volume for each case.
We are confident that the results at the respective critical couplings, except possibly for the lowest mass
point, are no longer affected by finite volume effects, see Section 6.5.2 for details. Where available,
the Ferrenberg-Swendsen reweighting interpolation is used to obtain an even more precise value for the
observable. We consider Nτ = 4 and 6 only, since for Nτ = 8 we so far only have data at one mass value.
The data and scaling fits according to Equation (6.17) are shown in Figure 6.22. We obtain the
following values for the critical exponent δ: the result at Nτ = 4 is δ = 3.95(4), at Nτ = 6 the fits yield
i) δ = 4.93(12) and ii) δ = 3.01(17). The value from Nτ = 6 using fit i) is compatible with our previous
result from scaling of the chiral susceptibility.
We have to remark that we have used the bare chiral condensate for the scaling analysis which is
affected by additive and multiplicative renormalization. While multiplicative renormalization is a minor
issue as data is compared at the same values of the coupling2, an additive term might necessitate a
modified fit ansatz. A renormalized observable will thus be proposed in the next section.
2 Indirectly, the scale could change since the quark mass differs in each data point.
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6.5.5 Renormalization of the chiral condensate
If we want to compare the chiral condensate or related quantities at different lattice spacings (e. g. for
different gauge couplings, or in a continuum extrapolation), we need to renormalize them first. The
chiral condensate requires multiplicative and additive renormalization. Multiplying with the appropriate
power of the quark mass eliminates the multiplicative wave function renormalization factor. A dimen-
sionless combination of the light quark condensate can be constructed with the help of the light quark
mass and the temperature:
Σ0 =
m
T 4
¬
ψψ
¶
= am N4τ a
3
¬
ψψ
¶
. (6.21)
Furthermore the chiral condensate contains a UV-divergent additive contribution cUV/a
2. This is also
present in the chiral susceptibility, especially in the connected part [112]. Several quantities have been
constructed that provide both additive and multiplicative renormalization. In simulations with two light
(up and down) and one heavier (strange) quark, a “subtracted chiral condensate” involving the light and
strange chiral condensates at zero and finite temperature is a popular choice [117],
∆l,s(T ) =
¬
ψψl,T
¶− ml
ms
¬
ψψs,T
¶¬
ψψl,0
¶− ml
ms
¬
ψψs,0
¶ , (6.22)
and a similar quantity is the “renormalized chiral condensate” [7]
∆Rl (T ) =−
ml
X 4
¬
ψψl,T
¶− ¬ψψl,0¶ , (6.23)
where X is a properly renormalized quantity with dimension of mass, e. g. the pion mass mpi.
As we simulate with two light quarks only, we do not have the possibility to perform this kind of
subtraction. An alternative suggestion uses the connected susceptibility subtraction [118]
Σ˜(β) = (m/T 4)
¬
ψψ
¶
(β)− 1
2
mχcon(β)

(6.24)
= am N4τ
N f
4
¬
TrM−1
¶
+ am
¬
TrM−2
¶
. (6.25)
Subtracting the chiral susceptibility we remove terms linear in the mass from the chiral condensate.
These include the UV-divergent constant, see a detailed description in [112]. The quark mass factor
in front contains the inverse renormalization factor. The resulting quantity includes multiplicative and
additive renormalization but it does not qualify as an order parameter since it vanishes in the chiral limit
due to the mass factor. We instead use the ratio of values at finite temperature and zero temperature
(denoted by subscript T or 0 respectively),
Σ˜0(β) =
¬
ψψ
¶
T
(β)− 1
2
mχcon,T (β)¬
ψψ
¶
0
(β)− 1
2
mχcon,0(β)
(6.26)
=
¬
TrM−1
¶
T
(β) + am
¬
TrM−2
¶
T
(β)

TrM−1

0 (β) + am


TrM−2

0 (β)
, (6.27)
which is then suited as an order parameter. We denote this observable as the normalized subtracted chiral
condensate in the following.
It has to be noted that to obtain a meaningful renormalized quantity, simulations need to be performed
along lines of constant physics. Due to limited resources this is not yet feasible for this project. We will
nevertheless show renormalized quantities at fixed quark masses am.
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Figure 6.23: Chiral condensate a3
¬
ψψ
¶
, connected part of the chiral susceptibility am
2
a2χcon and con-
nected susceptibility subtracted chiral condensate 1
am Nτ
Σ˜ as function of the coupling. Results
are measured on finite temperature lattices with Nτ = 4,Ns = 16 (left) and Nτ = 6,Ns = 24
(middle) and a zero temperature one (Nτ = 32,Ns = 16) (right). The quark mass is fixed at
am= 0.005.
For details on corresponding zero temperature ensembles which are necessary for the normalization
of Σ˜0, see Chapter 7.1.
We first discuss results of the connected susceptibility subtraction. Example data for different lattice
sizes but a fixed mass is presented in Figure 6.23 where we compare the bare chiral condensate, the
connected part of the chiral susceptibility and their difference which is proportional to the connected
susceptibility subtraction. We observe that the connected susceptibility has a small peak in the crossover
transition region. The peak is located at larger couplings than in the disconnected contribution. Its tail
at large couplings has exactly the same behavior as the bare chiral condensate.
The overall behavior of the connected susceptibility subtracted chiral condensate is very similar to the
bare condensate. In the subtraction the asymptotic value at high values of β drops to zero since the
chiral condensate and (mass times) the connected susceptibility coincide. The transition region, where
the peak gets subtracted, becomes slightly steeper compared to the bare chiral condensate. There is no
qualitative change in the chirally broken phase.
There exists no unique criterion for the location of a crossover transition. The pseudo-critical coupling
can also be estimated by the inflection point of the order parameter. Indeed, the inflection point of the
connected susceptibility subtracted chiral condensate is found at couplings very close to those of the bare
chiral condensate.
Next, we turn to the calculation and discussion of the normalized subtracted chiral condensate. We
have ensembles at densely distributed values of the coupling, especially in the respective transition
region, but not necessarily at the exact same coupling values for different Nτ. In order to calculate
the ratio according to Eq. (6.27), we therefore interpolate both the data at finite temperature (Nτ =
4 and 6) and at zero temperature (Nτ = 32) in the overlapping coupling range. These curves are shown
exemplarily in Figure 6.24. At large couplings both the numerator and the denominator vanish. In the
right panel, for Nτ = 6, an artifact of the interpolation is visible at large couplings, where the ratio rises
again while it is expected to stay at zero. However, this happens in a region which is well above the
chiral transition.
We have checked that there is no change in the zero temperature data in the relevant coupling region if
we use Ns = 20 instead of Ns = 16 for these parameters. We conclude that it is justified to use data from
different Ns in the calculation of the ratio. The values of this observable range between 0 and 1 where 1
is asymptotically reached in the chirally broken phase and very small values are obtained in the restored
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Figure 6.24: Interpolation of the connected susceptibility subtraction at finite temperature (Nτ = 4 (left)
and Nτ = 6 (right)) and zero temperature (Nτ = 32) with a quark mass of am = 0.005 and
the resulting ratio (right scale) according to Eq. (6.27).
phase, shortly after the crossover transition. Particularly at Nτ = 6 we observe that the crossover transi-
tion in the normalized subtracted chiral condensate is much steeper than in the subtracted condensate.
Pseudo-critical couplings defined via the inflection point of the normalized subtracted chiral condensate
lie at larger values than those for the bare or the connected susceptibility subtracted chiral condensate.
Comparing results from different Nτ lattices but at the same quark mass am= 0.005, see left panel of
Figure 6.25, we find that the crossover transition moves to larger couplings at larger Nτ. It also seems
that the transition becomes a bit steeper.
We furthermore show the quark mass dependence of the normalized subtracted chiral condensate
on Nτ = 4 lattices in the right panel of Figure 6.25. It shows the same behavior as the bare chiral
condensate: The crossover transition at the smaller quark mass lies at lower couplings and is slightly
sharper.
6.5.6 Discussion
The effect of moving from the standard Wilson gauge action to the improved gauge action has been
smaller than expected. While the bulk phase transition has been shifted to smaller couplings by about
∆β = 0.7, at the same time the pseudo-critical couplings of the chiral crossover transition have moved by
about ∆β = 0.6. We thus cannot rule out that results obtained with the improved gauge action are still
influenced by a bulk phase since the (pseudo-)critical couplings fall below β = 1.5, which approximately
is the position of the bulk crossover transition. We expect that only at Nτ > 8 the critical couplings would
lie above this value.
In the course of this project we have gained the important insight, that our results are affected by
finite size effects at small quark masses. Simulating in sufficiently large spatial volumes has made a by
far larger impact than the improvement of the gauge action.
Despite our large computational efforts including the finite size analysis at small quark masses the
current data is not sufficient to reliably extract critical exponents via magnetic scaling. From the pseudo-
critical couplings we have extracted c = (βsδ)−1 = 0.92(7) (for Nτ = 4) and c = 0.49(37) for Nτ = 6
which is not consistent. Our best estimate for the critical exponent δ results from the scaling of the
peak height of the chiral susceptibility that yields δ = 4.83(8). This apparently agrees with the result of
Loison et al. [114], that obtain a value of δ = 4.85. Their result for c = 0.574 is also compatible with
our finding at Nτ = 6, though our uncertainty is very large.
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Figure 6.25: Renormalized chiral condensate Σ˜0: left: Nτ-dependence at am = 0.005; right: quark mass
dependence for Nτ = 4,Ns = 16.
Scaling of the chiral condensate, however, depends strongly on the extrapolated critical couplings
which introduces a large uncertainty. Using critical couplings from two different extrapolations for
Nτ = 6 leads to very different values of δ.
So far the scaling analysis of the order parameter has been performed using the bare chiral condensate
which needs to be renormalized. In the last part we have introduced an appropriately renormalized
observable involving the chiral condensate and the connected part of the chiral susceptibility at both
finite and zero temperature. In a next step, the scaling analysis of the chiral condensate should be
repeated using the normalized subtracted chiral condensate as the scaling variable.
Since we control the temperature by varying the lattice coupling, the lattice scale is different for each
ensemble. Simulations along lines of constant physics are required to effectively reduce the impact of
the variation of the lattice scale.
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7 Meson spectroscopy
Meson masses can be used to define lines of constant physics, as discussed in Section 2.6.2. We therefore
want to perform meson spectroscopy and will consider the pion (pi) to rho meson (ρ) mass ratio mpi/mρ.
The pion mass depends significantly on the bare quark mass. Due to the Goldstone nature of the pion,
the pion mass vanishes in the chiral limit and according to the Gell-Mann–Oakes–Renner relation the pion
mass has a square-root dependence on the bare quark mass close to the chiral limit. On the contrary, the
mass of the vector meson is rather independent of the quark mass. A ratio of mpi/mρ ≈ 0.18 is considered
as the physical point in Nc = 3 lattice QCD calculations. In two-color QCD there is no physical value for
the ratio, yet it will provide an indication about how close our simulations are to the chiral limit. We
thus focus on the determination of the pion and rho meson masses.
Measurement of meson masses is done on lattice ensembles created at zero temperature. In the
upcoming sections we will first introduce simulations at zero temperature and describe the behavior of
order parameters measured on these ensembles. Subsequently, we explain how to extract ground state
meson masses from the exponential decay of the respective meson correlation function and discuss our
results.
7.1 Simulation setup
We have generated zero temperature ensembles usable for spectroscopy and scale determination on Nτ×
N3s lattices where the time extent Nτ = 32 is much larger than the spatial extent Ns = 16. As before, we
employ the improved gauge action and standard staggered fermions. Several (light) quark masses am=
0.01,0.005, 0.003,0.002 have been selected to allow for a chiral extrapolation. The values of the lattice
coupling considered are β = 1.2, . . . , 1.3 for most masses and an extended range of β = 1.2, . . . , 2.0 for
am = 0.01 and 0.005. About 5000 configurations have been generated for each combination of mass
am and coupling β . After a thermalization phase of Ntherm = 100− 1700 steps, we measure on every
fifth configuration.
For a finite size analysis we have furthermore created ensembles at one value of the quark mass,
am = 0.005, with a larger and a smaller spatial size, Ns = 20 and Ns = 8, instead of Ns = 16. Ns = 8 is
an extreme case where we expect to see large finite volume effects.
Calculation of meson correlators is done using point sources. The measurement procedure (including
the inversion) has been performed in double-precision floating-point format which is necessary to fully
resolve the meson correlator. Valence quark masses of the meson spectroscopy are set equal to the sea
quark masses used in the generation of gauge configurations.
7.2 Meson spectroscopy in the staggered formalism
As staggered quarks lack the usual Dirac structure, building meson operators from quarks in the stag-
gered formulation is more involved compared to other fermion discretizations. Staggered phase factors
have to be included appropriately. Due to taste splitting several irreducible representations of meson
operators appear. At finite lattice spacing these give different meson masses, whereas in the continuum
they should converge to the same mass. Furthermore the meson operators are not eigenstates of the
parity operator and thus excite states of both parities, leading to contributions from both parities in the
meson correlator. This complicates the extraction of masses from the correlation function.
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In this work we restrict our investigation on operators which are local in time and local in space, as
listed in Table 7.1. A temporal meson correlator projected to zero spatial momentum is given by
C(t) = 〈M(t)M(0)〉c , (7.1)
where we take the ensemble average and only connected diagrams are considered. It is composed of
(local) meson operators, each given by
M(t) =
∑
~x
χ(~x , t)φ(~x)χ(~x , t), (7.2)
containing staggered phase factors φ(~x) which depend on a particular irreducible representation. The
full expression for the meson correlator is obtained as
C(t) =−Vs(−1)tφ(~0)
∑
~x
φ(~x)η4(~x)
¬
G(~x , t,~0,0)G(~x , t,~0,0)†
¶
(7.3)
with the spatial volume Vs = N3s and the quark propagator G. The derivation is summarized in Ap-
pendix A.3.4. For detailed background information and the full list of meson representations, corre-
sponding operators, further quantum numbers and particle identification see references [119, 120].
The expected form of the correlation function is
C(t) = A+(σs)
t

e−m+ t + e−m+(Nτ−t)

+ A−(−σs)t

e−m− t + e−m−(Nτ−t)

(7.4)
with amplitudes Aσ and masses mσ for different parities σ = ±1. Contributions from exited states are
omitted. Each sum of exponentials can be combined to hyperbolic cosine (cosh) functions. We can check
the sign of the amplitudes using the relation
Aσ ∝ σσsτ0, (7.5)
with positive constant of proportionality. For channels considered in this work we have σs = +1 and
τ0 =+1, simplifying the latter relations to
C(t) = A+

e−m+ t + e−m+(Nτ−t)

+ A−(−1)t

e−m− t + e−m−(Nτ−t)

(7.6)
and
Aσ ∝ σ . (7.7)
The extracted masses will give an upper bound on the true mass, since contributions from excited states
have the same sign in Eq. (7.6). States with negative parity will give an oscillatory contribution.
Particles under consideration
We expect to find the pion in channels 1 and 2, compare Table 7.1. In channel 2 only one particle state
contributes, which is the Goldstone pion. A fit ansatz with a single cosh function will be sufficient to
extract the mass. The pion in channel 1, however, belongs to a heavier representation. Different tastes
of the ρ vector meson are present in channels 3 and 4. Further particle states admix into channels 1,
3 and 4 and have to be considered during the extraction of the mesons masses. The admixture to the
vector mesons consists of axial-vector meson states a1 and b1.
The second contribution to channel 1 is a scalar meson, denoted as f0. The physical interpretation of
light scalar mesons is intricate. In experiments they only show up as broad resonances which makes their
identification difficult. The lowest scalar-isoscalar resonance in QCD is denoted as σ or f0(500) meson
and is found around 500 MeV with a large width [3]. In our present investigation we only consider
connected contributions to the meson correlation functions. In comparison to the actual σ meson the
quark-line disconnected diagrams are missing, which would be computationally more demanding to
calculate due to large noise [121].
Diquarks, which are baryonic states, are degenerate with corresponding mesons at µ = 0 due to the
enlarged flavor symmetry. In particular, the pion and the scalar diquark are degenerate light states and
the pseudo-scalar diquark is degenerate with the scalar meson.
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Channel Operator J PC Particle
1 χχ 0++ f0
0−+ pi
2 η4ζ4χχ 0
+− –
0−+ pi
3 ηiη5ζiχχ 1
++ a1
1−− ρ
4 η4ζ4ηiη5ζiχχ 1
+− b1
1−− ρ
Table 7.1: Operators, quantum numbers and particle identification for local-local irreducible meson rep-
resentations. The sum over ~x and function arguments are omitted.
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Figure 7.1: The bare chiral condensate a3
¬
ψψ
¶
and the bare Polyakov loop average 〈L〉 as function of
the coupling, measured on T = 0 ensembles (Nτ = 32, improved gauge action) for different
spatial lattice sizes and different quark masses.
7.3 Discussion of observables at zero temperature
We first present typical observables evaluated on zero temperature lattices, which will help to interpret
the behavior of meson masses and their dependence on lattice parameters. The chiral condensate and
the Polyakov loop average for different spatial lattice sizes and quark masses is displayed in Fig. 7.1.
Figure 7.2 shows the respective results for the chiral susceptibility and the Z(2) monopole density.
Chiral condensate
The bare chiral condensate shows a behavior very similar to finite temperature simulations. It has
a large value at small couplings indicating that chiral symmetry is broken in the vacuum. Then it un-
dergoes a crossover transition for larger couplings where it drops to a small but finite value hinting to
an approximately restored chiral symmetry. The remaining magnitude arises due to explicit symmetry
breaking because of the finite quark mass. At zero temperature we would actually expect the system
to be realized in the chirally broken phase for all values of the coupling. As before, we show the non-
renormalized chiral condensate, a3
¬
ψψ
¶
, which goes to zero by construction when a becomes small
at large couplings. Furthermore, our simulations are performed at fixed mass am instead of along lines
of constant physics. When increasing the coupling, the lattice spacing becomes smaller. In effect, the
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Figure 7.2: The Z(2) monopole density and the disconnected part of the bare chiral susceptibility a2χdis
as function of the coupling, measured on T = 0 ensembles (Nτ = 32, improved gauge action)
for different spatial lattice sizes and different quark masses.
physical quark mass m will increase if am is held fixed. We compare results at different values of Ns
resulting in different spatial lattice volumes. Data at Ns = 16 and 20 lie on top of each other. Measure-
ments on Ns = 8 lattices reveal deviations due to finite spatial lattice size. Here the chiral condensate
becomes suppressed when the lattice becomes too small to resolve the relevant physics. We have further
measured the chiral condensate with a larger quark mass, am = 0.01. The additional explicit breaking
due to the higher quark mass shifts the value of the chiral condensate at all values of the coupling by a
small amount.
Polyakov loop
The Polyakov loop shows a very small value, close to zero and independent of the coupling, signaling
confinement. Its value is also independent of the masses we have tested. The dependence on the spatial
volume is proportional to 1/
p
V as expected in the confining phase. The average of the absolute values,
〈|L|〉, is a biased estimator for the true value (zero). Larger spatial volumes lead to a more precise
estimate of zero on each configuration and thus reduce the value.
Z(2)monopole density
Also at zero temperature the Z(2) monopole density shows the usual wide crossover transition. It
drops to one half at about β = 1.45. As seen before, the monopole density is independent of the quark
mass and the lattice size.
Chiral susceptibility
The disconnected part of the chiral susceptibility shows a broad peak at about β = 1.4. Position
and height of the peak seem to be independent of the spatial lattice volume within statistical errors for
Ns = 16 and 20. Results at Ns = 8 show an unexpectedly strong peak which might be related to the
suppression of the chiral condensate due to the small lattice volume. A large shoulder appears in the
broken phase at small couplings. Following the expectations, the peak height is lower for a larger quark
mass.
At this point we try to estimate the contribution of the bulk transition to the chiral susceptibility.
It should be visible at zero temperature, where no temperature-driven chiral transition is present. To
this end, we compare T = 0 data (Nτ = 32,Ns = 16 lattices) of the chiral susceptibility with finite
temperature data (Nτ = 4,Ns = 16) for the same value of the quark mass am = 0.005, as shown in
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Figure 7.3: Disconnected part of the bare chiral susceptibility a2χdis as function of the coupling, mea-
sured on T = 0 ensembles (Nτ = 32,Ns = 16, am = 0.005, imp. gauge action) compared to
finite T data (Nτ = 4,Ns = 16, am= 0.005, imp. gauge action).
Figure 7.3. On these zero temperature lattices we find a very broad peak, ranging from β = 1.2 to
β ≈ 1.6. In comparison, the finite temperature transition (at Nτ = 4) happens at β ≈ 1.3, producing a
much narrower peak with a larger peak height. If we consider that the value of the chiral susceptibility
at zero temperature only stems from the bulk phase, the contribution of the bulk phase to the chiral
susceptibility in general is negligible only above β ≈ 1.6.
7.4 Results
Channels 1 and 2: scalar and pseudo-scalar mesons
We start the discussion with the pseudo-scalar state of negative parity which we find in channel 2,
that is interpreted as the Goldstone pion. We obtain a very clean signal in the meson correlator at all
couplings. No admixture from a positive parity state is found, as expected.
At small couplings a single-cosh fit perfectly describes the data when we leave out tmin = 4 data points
at the borders (close to the sink and the source) due to contributions of excited states. At larger couplings
we find stronger deviations from the simple cosh behavior at the borders, such that it is necessary to use
tmin = 6 or higher. Furthermore we observe asymmetric correlator functions though they are expected
to be symmetric. This issue will be addressed in detail in a later subsection.
The situation in channel 1, where we expect a scalar f0 state and a heavier taste of the pseudo-scalar
pion, is different. At couplings below β = 1.5 we observe very large noise. Above that coupling we find
a non-oscillating correlator, so it only contains a positive parity state, which we assign to the f0. Masses
of the f0 state thus will be extracted only above β = 1.5, as shown in Fig. 7.5.
Exemplary correlation functions C(t) for the channels 1 and 2 are presented in Figure 7.4. To remove
the oscillatory behavior, we have multiplied the meson correlator of channel 2 with a factor −(−1)t .
From single-cosh fits to the correlation function we extract meson masses in lattice units, displayed in
Figure 7.5. Only where the signal-to-noise ratio permits, the fits are attempted. The pion mass behavior
is very flat for low couplings but starts to grow more strongly at larger couplings. Masses of the f0 meson
drop at intermediate couplings but rise again at large couplings.
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Figure 7.4: Meson correlation functions for several values of the lattice coupling. Results for channel 1
are shown on the left, results for channel 2 on the right side. Data of channel 2 has been
multiplied by −(−1)t for better visualization. A single-cosh fit has been applied to each data
set. Lattice parameters are: Nτ = 32,Ns = 16, am= 0.005.
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Figure 7.5: Extracted meson masses from channel 1 (scalar, f0) (left) and 2 (pseudo-scalar, pi) (right) for
several quark masses as function of the lattice coupling. Lattice parameters are: Nτ = 32,Ns =
16.
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Figure 7.6: Test of the Gell-Mann–Oakes–Renner relation for the Goldstone pion at an exemplary cou-
pling of β = 1.2 on lattices with Nτ = 32,Ns = 16. Masses have been extracted from channel 2
using a single-cosh ansatz with tmin = 4.
Gell-Mann–Oakes–Renner relation
We have performed a test of the Gell-Mann–Oakes–Renner (GMOR) relation [122] for the Goldstone
pion mass. The pion mass mpi is expected to scale with the quark mass m as
m2pi ∝ m . (7.8)
We display the data in lattice units instead of physical units, see Figure 7.6. Nevertheless, we find perfect
agreement with the square-root behavior,
a2m2pi ∝ am . (7.9)
Apparently the lattice scale a is mostly independent of the quark mass m in this range of quark masses.
These pion masses have been determined on Nτ = 32,Ns = 16 lattices at coupling β = 1.2, which
presumably is inside a bulk phase dominated by Z(2) monopoles. We have confirmed that the extraction
does not suffer from finite volume effects by comparing to results at a larger volume where Ns = 20.
Channels 3 and 4: Vector and axial-vector mesons
Channels 3 and 4 contain the vector ρ meson with admixtures of the a1 or b1 axial-vector mesons,
respectively. In the extraction we take the average over vector multiplets of the operators (i = 1, 2,3),
which are degenerate due to rotation symmetry. In general, we obtain a very noisy signal at all couplings
and quark masses. Only for large couplings (approx. β > 1.6) we find a reasonable signal, showing an
alternating structure which suggests to use a double-cosh fit function for the meson correlator. Figure 7.7
shows exemplary meson correlation functions for channels 3 and 4.
Extracted masses for the vector and axial-vector mesons are shown in Fig. 7.8. The errors from the
fit are much larger for the (axial-) vector mesons due to larger noise in the correlation function and the
more complicated double-cosh ansatz. The masses of axial-vector and vector states from both channels
are (within errors) very similar and fairly independent of the coupling. For the ρ meson from channel 3
and the b1 meson from ch. 4 at am= 0.005 a slight upward tendency is visible.
Finite volume effects
Performing simulations in too small lattice volumes also has strong effects on mesons present in the
theory. If the lattice cannot accommodate the correlation length of light mesons, meson masses are
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Figure 7.7: Meson correlation functions for several values of the lattice coupling. Results for channel 3
are shown on the left, results for channel 4 on the right side. Data of channel 4 has been
multiplied by −(−1)t for better visibility of the alternating structure. Lattice parameters are:
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quark masses as function of the lattice coupling. Lattice parameters are: Nτ = 32,Ns = 16.
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Figure 7.9: Finite volume comparison of the Goldstone pion (left), f0 (middle) andρ (right) meson masses
as function of the lattice coupling. Common lattice parameters are Nτ = 32, am= 0.005.
shifted to larger values as a finite volume effect. The lightest meson is the pion. As a rule of thumb one
demands L ·mpi = Ns ·ampi > 4 [46]. According to this rough estimate we should be able to accommodate
and resolve pions with masses down to ampi ≈ 0.25 on Ns = 16 lattices.
To check for finite volume effects we have added ensembles with considerably smaller (Ns = 8) and
larger (Ns = 20) volumes, and again using the quark mass of am = 0.005. Results for the Goldstone
pion, the scalar f0 and the ρ meson masses on these lattices are shown in Figure 7.9.
We first realize that in a large range of couplings the pion mass shows values of ampi ≈ 0.2 which is
smaller than the rough estimate stated above. The onset of the rise of the pion mass depends on the
lattice size – the larger the lattice is, the later the increase sets in. Measurements on smaller volumes
always result in larger meson masses, as expected. At large couplings the quark masses from Ns = 16
lattices are 20− 25% larger than from the larger Ns = 20 lattices. The Ns = 8 results, however, even
yield about a doubled pion mass.
Also for the f0 and the rho meson we observe large differences between the Ns = 8 and Ns = 16
results. Results have up to 20% deviation between Ns = 16 and Ns = 20. For the f0 the Ns = 8 results are
degenerate with the respective pion results for β > 1.55, indicating that chiral symmetry gets restored.
Mass dependence
As we have presented before, the quark mass dependence of the Goldstone pion at low gauge coupling
follows the expected GMOR relation. At larger couplings pion mass levels measured at am = 0.005 and
am= 0.01 cross, compare Fig. 7.5. In the results for the scalar meson, mass ordering is better respected.
At large couplings the scalar meson mass seems to become independent of the quark mass. This might
also be explained by finite volume effects that raise the meson mass. These effects are stronger for
smaller quark masses. Measurements of the mesons in channels 3 and 4 at large couplings fluctuate
around the same value independent of the quark mass, see Fig. 7.8. (Axial-) vector meson masses thus
can be considered to be independent of the bare quark mass. However, in this range of couplings our
results are prone to deviations due to finite lattice volume. At intermediate couplings, β < 1.7, results
for am= 0.005 lie lower than for am= 0.01, but the data has large uncertainties.
Results in comparison
We collect results from all extracted channels in Figure 7.10. Masses are only extracted where the
signal-to-noise ratio permits to apply a fit to the meson correlation function. From the lines in the figure
we can easily observe that results of different mesons are correlated as they are measured on the same
gauge ensemble.
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Figure 7.10: Extracted masses for all meson channels as function of the lattice coupling. Lattice parame-
ters are: Nτ = 32,Ns = 16 with am= 0.005 (left) and am= 0.01 (right).
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Figure 7.11: Extracted masses for all meson channels as function of the lattice coupling. Lattice parame-
ters are: Nτ = 32, am = 0.005 with Ns = 8 (left) and Ns = 20 (right). Please note that the
vertical scale is different in the left plot.
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At first glance one would expect that meson masses amM vanish at large couplings as the lattice
spacing goes to zero. However, we work at fixed quark masses instead of along lines constant physics.
Quark masses are actually fixed in lattice units, am, which implies that with increasing coupling β , thus
decreasing lattice spacing a, the physical quark mass becomes larger. This, in turn, in general leads
to growing meson masses. Finite volume effects arise at finer lattice spacing, that further increase the
meson masses as we have seen before.
The Goldstone pion is the lowest lying meson at all couplings. The f0 meson is well separated from the
pion at intermediate couplings but becomes degenerate with the pion at couplings larger than β = 1.8.
Axial-vector and vector mesons have larger masses than pion and f0 at all couplings. They become
degenerate at about the same coupling as the (pseudo-)scalar states. We expect that this degeneracy is
caused by chiral symmetry restoration induced by finite volume effects. In line with this expectation, the
difference between the pion and the ρ meson becomes smaller at larger values of the coupling.
To understand whether the degeneracy of mesonic states at large couplings is indeed triggered by
finite volume effects, we have calculated meson masses also at a smaller (Ns = 8) and a larger (Ns = 20)
lattice volume. In the spatially quenched case of Ns = 8, see left panel of Figure 7.11, the degeneracy
between pion and f0 meson already starts at a lower couplings, β ≈ 1.5. Both pion and f0 meson masses
start to increase strongly at couplings of β ≈ 1.5. (Axial-) vector meson states are fully degenerate.
Due to the extremely small spatial lattice volume, finite volume artifacts start at lower couplings already.
Effective chiral/UA(1) symmetry restoration is triggered due to the small lattice volume leading to the
meson degeneracy.
The results for larger lattice volumes, with Ns = 20, are displayed in the right part of Figure 7.11.
Effects from finite lattice volume are expected to set in at larger couplings in this case. We find, that the
pion results remain nearly flat until β = 1.7. Masses of the pion and the f0 meson are very close starting
at β = 1.75 and become degenerate not until β = 1.9.
An overview of results obtained at a larger mass, am= 0.01, is shown in the right plot of Figure 7.10.
When the quark mass is increased, meson masses are in general larger and, since heavier mesons have
a smaller correlation length, finite volume effects appear at larger couplings. This is confirmed by the
finding, that the degeneracy between the pion and the f0 meson is only apparent above β = 1.85.
7.5 Further investigations
Asymmetric correlators
We have examined the meson correlator also on single configurations, i. e. before taking the ensemble
average. These are plotted for selected ensembles in Figure 7.12. In several cases we find few out-
liers, which are significantly larger than the average. As these measurements are sometimes orders of
magnitudes higher, they have a large influence on the average correlator. Often these single correlators
are strongly asymmetric, which also leads to an asymmetry in the average correlator. Extraction of the
masses receives a large systematic error due to this distortion which is not considered in the error bars
displayed in the plots.
Measurements of the meson correlator on non-thermalized configurations (which have not been con-
sidered for the ensemble average) yield similarly large, asymmetric and fluctuating correlators. In our
simulations these anomalous configurations occur at random positions within the time series of configu-
rations.
tmin dependence
In the extraction of the meson masses from the correlator functions we leave out tmin data points at
each border of the meson correlator (towards sink and source), where contributions from excited states
are visible. We now want to comment on the dependence on this parameter tmin. When tmin is raised,
only more central values of the correlator are considered in the fit. Bending to larger values at the
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Figure 7.12: Single measurements and average of the meson correlator in channel 2 at Nτ = 32,Ns =
16, am= 0.005 for different values of the lattice coupling β .
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Figure 7.13: Pion mass dependence on tmin measured on lattices with Nτ = 32,Ns = 16, am= 0.005.
borders, introduced due to excited states, as can be seen e. g. in Figure 7.4, is then excluded from the
fit. Thus meson masses will generally be lower with larger tmin. We discuss this analysis only for the
Goldstone pion, where we can apply the fit at all coupling values. The result is shown in Figure 7.13. At
couplings smaller than β = 1.5 the admixture from excited states is small, so that tmin = 2 is sufficient
there. Increasing the value does not change the extracted meson mass. Starting from β = 1.6 upwards
we find seizable differences between masses calculated with different values of tmin, indicating stronger
contributions from excited states. In our present analysis we have decided to consistently use tmin = 6.
At large couplings the extracted masses might overshoot the actual value by up to 20% if we compare to
values obtained with tmin = 10.
Smearing
For a test we have applied APE smearing [123] to the gauge configurations before each measurement
of the meson correlator.1 It is expected that smearing of the gauge configurations enhances the ground
state signal. Yet, long range behavior like correlators at large distances should not be influenced. We
have varied the number of iterations of APE smearing and also applied smearing to both temporal and
spatial links, or only to spatial links. We have observed noticeable changes in the correlators. The
extracted masses vary strongly without a stable converging result for large iteration counts. Contrary
to expectations, noisy correlators like present in the vector channels are not improved. We have thus
decided not to use APE smearing for the meson spectroscopy for now.
7.6 Discussion
What are the prospects of determining lines of constant physics from this data? To this end we would
need to reliably determine the masses of the pion and the ρ meson. The pion already delivers a very
clear signal. At low couplings, still inside the bulk phase, it shows the correct mass dependence accord-
ing to the GMOR-relation. Only at large couplings it is affected by finite volume errors and growing
contributions from excited states. The vector ρ meson is found to be rather independent of the quark
mass. However, the extraction is almost only successful in a region where we observe significant finite
volume effects for all meson masses. Furthermore, the ρ meson at large coupling is not much heavier
than the pion, while we strive toward simulating a setup where the pion is much lighter than the ρ.
1 Creation of new gauge configurations (RHMC evolution) has not been influenced by the smearing procedure.
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In view of strong dependence on tmin, presence of a bulk phase at low couplings, finite volume effects
at large couplings and the lack of constant physics, our results have to be considered as only preliminary
and require further work.
Apparently there is only a small corridor of intermediate couplings that is neither inside the bulk phase
nor is affected by finite volume artifacts and in which the pion and ρ meson have a reasonable mass ratio.
From the monopole density in Chapter 4 and the bulk contribution to the chiral susceptibility in Fig. 7.3
one would conclude that the coupling should be larger than 1.6 in order to avoid artificial contributions
from the bulk phase. For the 32× 163 lattice with a quark mass of am = 0.005 on the other hand we
have seen that finite volume effects lead to a gradual restoration of chiral symmetry for β > 1.7. At
β = 1.65, our best current compromise for this lattice, we obtain mpi/mρ ≈ 0.51 as a rough estimate for
the pion to rho mass ratio that can be achieved at the moment.
We suggest to implement and use extended sources (wall sources) in order to improve the signal-to-
noise ratio. Larger lattice volumes might be necessary to be sure not to suffer from finite volume effects.
Instead of extracting the meson masses directly from the exponential decay of the meson correlator one
might consider to calculate effective mass plots.
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8 Summary and outlook
We have investigated two-color QCD with Lattice QCD methods. Dynamical quarks have been simulated
in the staggered formalism. It has taken large computational efforts to generate the plethora of Monte
Carlo lattice ensembles necessary for this thesis. Several important aspects at finite temperature but
vanishing baryon density have been tackled in preparation for later simulations at finite density.
Polyakov loop dynamics at finite temperature
Starting with rather heavy quarks we have investigated unquenching effects on quantities describing
the behavior of gauge degrees of freedom. We focused on the calculation of the Polyakov loop effective
potential from the local distribution of Polyakov loops. We found that the parameterization of Equa-
tion (5.21) provides a proper description not only in pure gauge but also when dynamical quarks are
included. Unquenching and, in particular, explicit center symmetry breaking effects are clearly identifi-
able in the fit parameters.
The fixed scale approach has been used to be able to adopt the scale determination from a previous
pure gauge study. In this chapter we have so far ignored the change of the scale through the fermion
mass. Though we expect the change to be mild, it would be advisable to cross-check this assumption.
While the effective Polyakov loop potential has been determined with high precision, the Polyakov
loop correlator shows large errors. Applying a smearing or noise-reduction technique might improve
these results.
Based on our data a comparison with an effective strong-coupling Polyakov loop theory for two-color
QCD has been performed [124].
Chiral properties at finite temperature
In the second part we have generated ensembles and measured chiral properties at a large number
of combinations of lattice sizes, gauge couplings and light quark masses. Initial simulations with the
original Wilson gauge action have been discontinued in favor of simulations with an improved gauge
action. Inconsistent results from the scaling behavior of chiral observables had indicated the presence of
a bulk phase which we have therefore decided to study explicitly (see below).
In simulations at Nτ = 4,6 and 8 with various values of the light quark masses we have determined
pseudo-critical couplings. Ferrenberg-Swendsen reweighting has been applied to extract the peak posi-
tion of the chiral susceptibility. Via a chiral extrapolation we have then estimated the critical couplings.
While results at Nτ = 4 are inconclusive, simulations at Nτ = 6 using both the Wilson gauge action and
the improved gauge action hint towards a value of c = (βsδ)−1 = 0.4− 0.5. The scaling behavior of the
peak height of the chiral susceptibility has led to our best estimate for the critical exponent δ = 4.83(8).
For a chiral extrapolation of the chiral condensate we were facing conflicting requirements: Chiral
scaling is visible only for very small quark masses. However, measurements at these small quark masses,
especially of the chiral condensate, are prone to finite volume effects. It was important to discover that
for very small quark masses an aspect ratio of 4 is not sufficient and noticeable deviations due to the
finite volume arise. Simulations with larger aspect ratio have subsequently been added and finite volume
effects have been analyzed in detail.
So far the scaling analysis for the chiral order parameter has been performed using the bare chiral
condensate. Taking additive and multiplicative renormalization into consideration, we have introduced
the normalized subtracted chiral condensate as an alternative scaling variable, that we suggest to use in
future analyses.
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In Section 4.3 we have studied the density of Z(2) magnetic monopoles which are present in the bulk
phase. It still remains unclear how large their influence on our results is. The bulk transition crossover
for the improved gauge action lies at about β = 1.5, which approximately coincides with the pseudo-
critical coupling for Nτ = 8. Chiral crossover transitions that have been investigated at Nτ = 4 and 6
thus lie at lower couplings, well within the bulk phase. Further runs at large time extents (Nτ ≥ 8) are
necessary to definitely simulate outside of the bulk phase. These will also be necessary to determine the
relative temperature scale via Equation (6.10).
Meson spectroscopy
We expect that some of the aforementioned investigations should be improved by properly simulating
along lines of constant physics. These would first need to be determined, e. g. via meson mass ratios
which require the calculation of meson masses.
We have thus presented basic spectroscopic studies. Computation of meson masses on zero tempera-
ture ensembles has been started. Correlators of the Goldstone pion provide a good signal and its mass
can be extracted reliably. The Gell-Mann–Oakes–Renner relation for the Goldstone pion mass is satisfied.
Other channels, especially the (axial-) vector channels, have a bad signal-to-noise ratio which hampers
the extraction of meson masses.
At present, the available data at most values of the gauge coupling does not allow a conclusive cal-
culation of the rho meson mass. At low couplings the system is in a bulk phase dominated by Z(2)
monopoles and the signal of meson channels other than the Goldstone pion are too noisy to extract any
masses. At large couplings we observe degeneracy of meson masses which probably stems from effective
chiral symmetry restoration triggered by finite volume effects. The determination of lines of constant
physics via the pion-to-rho mass ratio is therefore not yet possible. At present we obtain mpi/mρ ≈ 0.5
as a rough estimate for the pion to rho mass ratio at β = 1.65 on Nτ = 6 lattices, which is yet larger than
the physical ratio of mpi/mρ ≈ 0.2 in QCD.
Several aspects regarding meson spectroscopy are worth further investigation. One should again con-
sider applying some sort of smearing before the measurements of the propagators to improve the ground
state signal. Especially at larger couplings the contributions from excited states have become visible.
Furthermore, we have only used a single point source. Wall sources might be more appropriate, espe-
cially in the determination of vector meson masses, as they promise an enhanced signal-to-noise ratio
for the correlation function.
Implementation
We have successfully developed a software program for the simulation of two-color QCD within the
framework of lattice gauge theory. Generation of gauge configurations and measurement of several ob-
servables are implemented in CUDA, allowing to take advantage of the high-performance computing
power of NVIDIA graphics cards. The Rational Hybrid Monte Carlo algorithm allows the exact imple-
mentation of the rooting procedure required for the simulation of two continuum flavors of staggered
quarks. As the gauge action we have first used the standard Wilson action but have then extended it to
the tree-level improved gauge action.
It could be worthwhile to consider including further optimizations like the use of multiple pseudo-
fermions [74]. When performing simulations at finite densities one should also carefully determine
optimal parameters for the RHMC algorithm. Depending on the size of the forces in the MD trajectory
the time subdivision of the MD trajectory can be tuned.
So far, Gaussian random vectors are used as noisy estimators for the trace of the inverse fermion
matrix. Using random Z(2) vectors instead offers a lower variance of the estimate [125, 126] which
would improve the calculation of the chiral condensate and the chiral susceptibility.
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Simulations at finite density
A major future path of this project is the inclusion of baryon chemical potential which enables simu-
lation at finite baryon density. The naive implementation via an additional term µN = µψγ4ψ in the
action leads to a diverging energy density in the continuum limit. Instead, chemical potential is com-
monly introduced via a factor exp(µa) on links in forward time direction and exp(−µa) in backwards
direction [127].1
Even-odd decomposition will not be possible at finite density since it relies on γ5-hermiticity. However,
a similar block-diagonal structure of the fermion operator at finite density can be exploited to reduce the
computational demand [31].
To be able to produce a finite diquark condensate at finite baryon density we will have to introduce an
explicit finite diquark source j, analog to the bare quark mass as an explicit breaking of chiral symmetry.
An extrapolation to vanishing diquark source j → 0 is then necessary to obtain physical results. For
further implementation details one could follow the work of Kogut et al. [31].
As a first step at finite density one would map out the phase diagram of two-color QCD by measuring
the (pseudo-) order parameters. This can be compared to previous investigations of two-color lattice
QCD by other groups. Next, it is attractive to compare to model predictions from (P)QM(D) or (P)NJL
studies.
Apart from the calculation of the phase diagram we wish to investigate the back coupling of baryonic
matter on the gauge sector. We expect it to become visible in gluonic observables like the effective
Polyakov loop potential and the Polyakov loop correlator. The effective Polyakov loop potential at finite
density is largely unknown and its density dependence is only modeled [129]. Extracting it from lattice
simulations would provide a valuable input for future model calculations.
1 A recent work proposes to nevertheless use the µN prescription and properly subtract the divergence [128].
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A Appendix
A.1 Conventions
Units
We use natural units, ħh= c = k = 1 throughout this work. In lattice QCD simulations all quantities are
expressed in a dimensionless fashion with appropriate powers of the lattice spacing a, see the explanation
in Section 2.6.
Trace operator
Traces of matrices are not normalized by the matrix size,
TrM =
N∑
i=0
Mi i . (A.1)
Use of Pauli matrices
We use different symbols for Pauli matrices, see below, depending on their use:
• spinor space: σ,
• flavor space: t,
• color space: τ.
A.2 Properties of Lie group SU(2) and Lie algebra su(2)
Pauli matrices
We use the following representation of the Pauli matrices:
σ1 =

0 1
1 0

, σ2 =

0 −i
i 0

, σ3 =

1 0
0 −1

. (A.2)
Here we collect important properties of the Pauli matrices:
• hermiticity: σ†k = σk
• unitarity: σ†kσk = σ
2
k = 1
• determinant: detσk =−1
• trace: Trσk = 0
σkσl = i"klmσm+δkl1 (A.3)
[σk,σl] = 2 i"klmσm (A.4)
{σk,σl}= 2δkl 1 (A.5)
The Pauli matrices multiplied with i are then anti-hermitian, iσ†k = −iσk, and form a basis of the Lie
algebra su(2) and as such are infinitesimal generators of the Lie group SU(2).
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SU(2) group properties
A group element A∈ SU(2) satisfies:
• unitarity: A† = A−1,
• determinant: detA= 1.
su(2) algebra properties
An algebra element a ∈ su(2) satisfies:
• trace: Tr a = 0,
• anti-hermiticity: a† =−a.
Quaternion representation
A general SU(2) group element can be represented in the basis {1, iσk} as a unit quaternion,
A= a01+ i~a · ~σ =

a0+ ia3 ia1+ a2
ia1− a2 a0− ia3

, (A.6)
with real coefficients a0, ak ∈ R that satisfy a20 + |~a|2 = 1. Its trace (which is always real) is readily given
by TrA= 2a0.
Additionally, a general su(2) algebra element can be obtained by setting coefficient a0 to zero,
a = i~a · ~σ =

ia3 ia1+ a2
ia1− a2 −ia3

. (A.7)
Now a is traceless and anti-hermitian as required for an su(2) algebra element.
A.3 Implementation details
A.3.1 Staggered phases
Definitions
ηµ(x) = (−1)
∑
ν<µ
xν
= (−1)x1+...+xµ−1 (A.8)
ζµ(x) = (−1)
∑
ν>µ
xν
= (−1)xµ+1+...+x4 (A.9)
η5(x) = (−1)x1+x2+x3+x4 =
(
+1 for even sites
−1 for odd sites (A.10)
Important properties
ηµ(x ± νˆ) =
(−ηµ(x) if ν < µ
ηµ(x) if ν ≥ µ (A.11)
η5(x)η5(x + µˆ) =−1 (A.12)
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Presence vs. absence
The staggered phase factors can conveniently be absorbed into the gauge links. This simplifies the
calculation of the Dirac operator. On initialization of the gauge fields one multiplies each link with the
corresponding staggered phase factor. After that, explicit multiplication with the staggered phase factors
can be omitted in all calculations. In exchange, in some situations where the gauge links enter, one gains
additional factors of −1 as described below.
Fermion force
After plugging the derivative of the staggered operator into Eq. (3.25) we obtain
ip˙iµ(x) =
∑
j,µ
α j

Uµ(x) ηµ(x)

Yj(x + µˆ) ηµ(x + µˆ)⊗ X ∗j (x)
−X j(x + µˆ)⊗ηµ(x)Y ∗j (x)

TA
with Xk =

M+ β k
−1
φ and Yk = DXk. Using (A.11), the contribution of the phases in both terms
results to +1. When even-odd decomposition is used, the first term is evaluated on even sites only,
whereas the second term applies only to odd sites.
Plaquette
P =∏
C
U
= Uµ(x) · Uν(x + µˆ) · U−µ(x + µˆ+ νˆ) · U−ν(x + νˆ)
= Uµ(x) · Uν(x + µˆ) · U†µ(x + νˆ) · U†ν(x)
µ
ν
x x + µˆ
x + νˆ
P =∏
C
U
These links contain the following staggered phases:∏
C
η= ηµ(x) ην(x + µˆ) ηµ(x + νˆ) ην(x) .
Without loss of generality let µ < ν . According to (A.11) this gives ηµ(x + νˆ) = ηµ(x) and ην(x + µˆ) =−ην(x) and leads to ∏
C
η=−1 .
This additional factor of −1 has to be considered in the measurement of the plaquette, in the plaquette
contribution to the gauge action and to the gauge force. In contrast, the rectangle contribution receives
an additional factor of +1.
A.3.2 Even-odd decomposition
The fermion operator M can be split into blocks acting on even or odd sites only:
M =

Re Deo
Doe Ro

(A.13)
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For the standard staggered discretization the operators have the following properties:
Re = Ro = m, (A.14)
Deo =−D†oe =D, (A.15)
where it is important that Re and Ro are diagonal and can be inverted trivially.
If we use M= M†M , which initially doubles the number of fermion flavors, we obtain
M†M =

m2+DD† 0
0 m2+D†D

=

m2− DeoDoe 0
0 m2− DoeDeo

(A.16)
which is block diagonal, connecting even sites with even sites only and odd sites with odd sites respec-
tively. Furthermore the resulting operator m2+D†D is hermitian and positive definite which enables the
use of a standard conjugate gradient algorithm for inverting the operator. We can restrict our calcula-
tion to work only on the upper part of the matrix, hence using even sites only. This halves the number
of fermions again, also reducing the memory requirements. Furthermore the condition number of the
resulting matrix is usually less than the one of M which additionally accelerates the inversion. For this
reason the even-odd decomposition is also known as even-odd preconditioning.
Note that arrays such as those representing pseudo-fermion fields thus only have 1
2
N3s Nτ entries. Ad-
ditionally, arrays for gauge fields are ordered such, that they have all links attached to even sites in the
first half followed by all entries of the odd sites.
During the calculation of the chiral condensate and of meson correlators we actually need the inverse
of the single fermion operator M for both even and odd sites. We can then easily reconstruct the full
solution vector using the conjugate gradient acting only on D†D+m2:
Mw = v with solution vector w =

we
wo

and source vector v =

ve
vo

.
Even and odd parts of w are given by
we =

D†D+m2
−1  
vem− Deovo (A.17)
wo =
1
m
 
vo − Doewe (A.18)
Derivation:
M†Mw = M†v
m2− DeoDoe 0
0 m2− DoeDeo

we
wo

=

m −Deo−Doe m

ve
vo

The upper resulting row solved for we leads to (A.17).
Mw = v
m Deo
Doe m

we
wo

=

mwe + Deowo
mwo + Doewe

=

ve
vo

The lower row solved for wo leads to (A.18).
Even-odd decomposition cannot be applied in the presence of a chemical potential as then Eq. (A.15)
would be modified to
Deo(µ) =−D†oe(−µ) . (A.19)
More details on even-odd decomposition can be found in the literature [130, 131].
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A.3.3 Random noise estimators
Measurements of the chiral condensate and the chiral susceptibility, compare Section 6.1, require to
evaluate the position-space trace of the inverse Dirac operator (and powers thereof). A direct calculation
is too expensive because the fermion matrix is very large. Instead, the inverse is estimated stochastically
using noisy estimators. In this approach the sum is sampled using k random complex vectors r(i) that
satisfy properties of white noise,


rm

r = 0
¬
r∗mrn
¶
r
= δmn . (A.20)
Throughout this thesis we use k = 10 Gaussian random complex vectors with unit variance.
The estimate for the trace is then given by
TrM−1 =
∑
n
M−1nn (A.21)
≈ 1
k
k∑
i=1
r(i)
T
M−1r(i) =
1
k
k∑
i=1
r(i)
T
x (i) (A.22)
where x (i) = M−1r(i) is evaluated using the conjugate gradient (CG) method.
Traces of powers of the inverse fermion matrix are calculated via multiple applications of the CG
method,
TrM−2 ≈ 1
k
k∑
i=1
r(i)
T
M−1M−1r(i) =
1
k
k∑
i=1
r(i)
T
M−1x (i) =
1
k
k∑
i=1
r(i)
T
y (i) (A.23)
with y (i) = M−1x (i).
To evaluate the product of two traces one has to carefully avoid correlations between the random
vectors. The estimator for the square is given by
(TrM−1)2 ≈ 1
k(k− 1)
∑
i 6= j
r(i)
T
M−1r(i)r( j)TM−1r( j) (A.24)
where diagonal contributions are omitted, which would produce a biased result.
A.3.4 Meson correlation function
Using Equations (7.1) and (7.2) we derive the meson correlator in the staggered formalism for represen-
tations that are local in time and space. For the calculation of the staggered quark propagator G we use
a single point source at (~0,0).
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C(t) = 〈M(t)M(0)〉c
=
*∑
~x ,~y
χ(~x , t)φ(~x)χ(~x , t)χ(~y , 0)φ(~y)χ(~y , 0)
+
c
= Vs
∑
~x
φ(~x)φ(~0)
¬
χ(~x , t)χ(~x , t)χ(~0,0)χ(~0, 0)
¶
c
(translational invariance)
=−Vs
∑
~x
φ(~x)φ(~0)
¬
χ(~x , t)χ(~0,0)χ(~0,0)χ(~x , t)
¶
c
(commute)
=−Vs
∑
~x
φ(~x)φ(~0)
¬
G(~x , t,~0,0)G(~0, 0, ~x , t)
¶
=−Vs
∑
~x
φ(~x)φ(~0)
¬
G(~x , t,~0, 0)η5(~x , t)G(~x , t,~0, 0)
†η5(~0, 0)
¶
(γ5-hermiticity)
=−Vs(−1)tφ(~0)
∑
~x
φ(~x)η4(~x)
¬
G(~x , t,~0,0)G(~x , t,~0, 0)†
¶
We have used the spatial volume Vs = N3s and η5(~x , t) = (−1)tη4(~x).
Further details on the derivation can be found in [120].
A.4 Ferrenberg-Swendsen reweighting
Commonly, observables are obtained by ensemble averages via Eq. (3.4) at a single point in parameter
space. A lot of information that is contained within the distribution of measurements is unused. The
Ferrenberg-Swendsen reweighting method [132] is a smart interpolation technique that can extract more
information from a simulation.
A Monte Carlo ensemble also contains information about its neighborhood in parameter space since
some configurations could also have been produced at these other points. With the help of Ferrenberg-
Swendsen reweighting it is possible to estimate an observable at some value of an input parameter (e. g.
the gauge coupling) from measurements at a different (but close) value of the parameter. It is required
that the action distribution of the input ensemble overlaps with the expected action distribution at the
target parameter. This limits the range of use. The method has been extended to use multiple input data
sets (multi-histogram method [133]) allowing for a better overlap with the target ensemble. The action
distribution of an ensemble typically has Gaussian tails. It is thus more advisable to add ensembles at
intermediate couplings than to increase statistics of existing ensembles.
Furthermore it is possible to reweight with respect to multiple parameters, e. g. β , m, µ, simultane-
ously.
In the following we sketch the derivation of one-parameter, one-input reweighting on the basis of a
general thermodynamic system. We look at the probability to find a configuration φ with energy Eφ at
different inverse temperatures βT and β
′
T :
pβT (φ)∝ e−βT Eφ (A.25)
pβ ′T (φ)∝ e−β
′
T Eφ (A.26)
= C · e−(β ′T−βT )Eφ pβT (φ) (A.27)
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Figure A.1: Reweighting curve for the disconnected part of the bare chiral susceptibility a2χdis (left) and
the histogram of the action Simp.g (right) for Nτ = 4,Ns = 24, am = 0.001 with the improved
gauge action.
with a constant C . The expectation value of an operator Oˆ is given by¬
Oˆ
¶
β ′T
=
1
Zβ ′T
∫
dφ O(φ) pβ ′T (φ) =
C
Zβ ′T
∫
dφ O(φ) e−(β ′T−βT )Eφ pβT (φ) (A.28)
= C
ZβT
Zβ ′T
D
Oˆ e−(β ′T−βT )Eφ
E
βT
. (A.29)
From Oˆ = 1 we find
Zβ ′T
ZβT
= C
D
e−(β ′T−βT )Eφ
E
βT
, (A.30)
which then leads to
¬
Oˆ
¶
β ′T
=
D
Oˆ e−(β ′T−βT )Eφ
E
βTD
e−(β ′T−βT )Eφ
E
βT
(A.31)
=
∑
i
Oφi e−(β
′
T−βT )Eφi∑
i
e−(β ′T−βT )Eφi
(A.32)
where we use a finite number of measurements {(Oφi , Eφi )} on configurations φi from the ensemble at
βT .
We primarily use the method in the analysis of the chiral susceptibility (estimation of peak position
and peak height) which otherwise would need an even larger amount of configurations. We reweight in
one parameter, the lattice coupling β , and take into account multiple input data sets.
As an example we present data at Nτ = 4,Ns = 24, am= 0.001 using the improved gauge action. Data
from 21 ensembles at β = 1.28 to 1.302 has been used as input for the Ferrenberg-Swendsen reweight-
ing. The action histogram, see Figure A.1 (right), shows very good overlap of the input ensembles. For
comparison the action histogram of few selected ensembles (β = 1.28,1.29, 1.3) is also displayed in the
plot to get an impression of the action distribution of single ensembles.
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Figure A.2: Reweighting curves for the bare chiral condensate a3
¬
ψψ
¶
(left) and the bare Polyakov loop
average 〈L〉 (right) for Nτ = 4,Ns = 24, am= 0.001 with the improved gauge action.
From the reweighting result of the chiral susceptibility, also in Figure A.1, we can excellently extract
the peak position and the peak height including error estimates. We furthermore show the reweighting
curves for the order parameters in Figure A.2 which appear as smooth interpolations of the data points
which already have low statistical uncertainties.
A.5 Error analysis
For observables like the Polyakov loop, the chiral condensate, the plaquette and the monopole density
we have calculated the naive ensemble mean. The displayed error bars show the standard error taking
into account the autocorrelation time of the respective variable.
The (disconnected part of the) chiral susceptibility is calculated from the variance of the chiral con-
densate measurements. We have used an appropriate estimator for the square of the individual mea-
surements from the noisy estimator method (Eq. (A.24)). Then the naive average is taken for the mean
value. To estimate the error of the mean we have used a simple block bootstrap by calculating the mean
on four non-overlapping sub-blocks of the data set.
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