In this paper we consider a Cauchy problem on the self-dual relativistic non-abelian Chern-Simons-Higgs model, which is the system of equations of su(n) (n ≥ 2)-valued matter field φ and gauge field A. Since the system is non-abelian, it is extremely hard to reveal all the null structure. Instead we use angular Whitney decomposition of [23] based on the frequency localization as well as the null structure.
Introduction
The Chern-Simons theory effectively describes 1 + 2 dimensional physical phenomena especially in condensed matter physics. In general, particles interacting via the abelian Chern-Simons gauge acquire fractional statistics, which play a role in the fractional quantum Hall effect and also in high temperature superconductivity [1] . After Chern and Simons first introduced geometric invariants [6] , Chern-Simons gauge theory gets a lot of interest in physicists and mathematicians. For instance see [4, 9, 10] and references therein. local well-posedness theory on the self-dual relativistic non-abelian Chern-Simons-Higgs system in the Lorenz gauge.
Let us begin with the mathematical setup for the non-abelian Chern-Simons-Higgs system. Let G be a compact Lie group and g its Lie algebra. For the sake of simplicity, we shall assume G = SU (n, C), n ≥ 2 (the group of unitary matrices of determinant one). Then g = su(n, C) is the algebra of trace-free skew-Hermitian matrices whose infinitesimal generators are denoted by T a (a = 1, 2, · · · , n 2 − 1), and are traceless Hermitian matrices. (For example, g = su(2, C), T a is chosen to be Pauli matrices; iσ a , a = 1, 2, 3.) For a given g-valued gauge field A, the component A µ is written as A µ (t, x) = A µ,a (t, x)T a (a = 1, · · · n 2 − 1). We then define the curvature F = dA + [A, A]. More explicitly, given A µ : R 1+2 → g, we define F µν by
The associated covariant derivative is denoted by D µ = ∂ µ + [A µ , ·]. The matter field φ is also assumed to be su(n)-valued function and thus φ = φ a T a because the most natural and interesting physical case seems to be with the matter fields and gauge fields in the same Lie algebra representation [9, 10] . Throughout this paper, we adopt the Einstein summation convention, where Greek indices refer to 0,1,2 and Latin indices j, k refer to 1,2. Indices are raised or lowered with respect to the Minkowski metric η with signature (+, −, −).
The Lagrangian density of the 1 + 2 dimensional non-abelian relativistic Chern-Simons-Higgs system is defined by
where V (φ, φ † ) is the Higgs potential given by
Higgs potential is of sixth order and self-dual form, which is designed for a lower bound of energy. The constant v > 0 measures either the scale of the broken symmetry or the subcritical temperature of the system [29] . The ǫ µνα is the totally skew-symmetric tensor with ǫ 012 = 1. TrA and A † denote the trace and the complex conjugate transpose of a matrix A, respectively. [A, B] = AB − BA is the matrix commutator.
The Euler-Lagrange equation of the above Lagrangian density is
For simplicity, we assumed that the coupling constant κ in front of F µν is 1 in this paper. The potential V consists of linear, cubic, and quintic terms of φ and φ † . (For details, see Appendix below.) In particular, it contains linear term −2v 4 φ which contributes as a Higgs mass m = √ 2v 2 and gives a relativistic nature to (1.1) . The initial data set for the system comprises (f, g, a 0 , a 1 , a 2 ), where (φ, ∂ t φ)(0, x) = (f (x), g(x)) and
A µ (0) = a µ . Now we take ∂ µ of the second equation in (1.1) and use the Lorenz gauge ∂ µ A µ = 0. Then we arrive at the following system of wave equations which describes the time evolution of the fields A µ , φ.
Note that due to the Lorenz gauge condition the initial data should
We proceed the proof by the argument of Knapp type example as in [19] . We investigate carefully su(n)valued initial data which guarantee that a resonance of phases occurs and hence the Fourier transforms of matter field and gauge field have significant lower bounds, which enable us to get the necessary condition s ≥ 1 2 or σ ≥ 1 4 for the smoothness. In view of Theorem 1.2, the LWP of Theorem 1.1 is very sharp since B 1 4 2,1
is a proper subspace of H 1 4 . For the present we could not have filled the regularity or failure of smoothness fully in H 1 4 by a technical reason. However, the problem will be hopefully resolved in the near future. We end this section with the introduction of notations and organization of this paper.
Notations. Here we give some notations used throughout this paper. Since we only use L 2 t,x norm, by F we abbreviate F L 2 t,x := a F a L 2 t,x for F = F a T a . As usual different positive constants independent on dyadic numbers such as N and L are denoted by the same letter C, if not specified. A B and A B
means that A ≤ CB and A ≥ C −1 B, respectively for some C > 0. A ∼ B means that A B and A B.
The spatial Fourier transform and space-time Fourier transform on R 2 and R 1+2 are defined by
where τ ∈ R, ξ ∈ R 2 , and X = (τ, ξ) ∈ R 1+2 . Also we denote F (u) = u. Then we define space-time Fourier projection operator P E by P E u(τ, ξ) = χ E u(τ, ξ), for E ⊂ R 1+2 . We define spatial Fourier projection operator, similarly. For example, P |ξ|∼N is the Littlewood-Paley projection on {ξ ∈ R 2 : |ξ| ∼ N }.
Since we prefer to use the differential operator |∇| rather than −i∇, for the sake of simplicity, we put D := |∇| whose symbol is |ξ|.
For brevity, we denote the maximum, median, and minimum of N 0 , N 1 , N 2 by N 012 max = max(N 0 , N 1 , N 2 ), N 012 med = med(N 0 , N 1 , N 2 ), N 012 min = min(N 0 , N 1 , N 2 ).
Organization. In Section 2, we introduce the decomposition of d'Alembertian and Besov type X s,b space. Section 3 is devoted to the description on our main techniques; 2D wave type bilinear estimates and angular Whitney decomposition and on null structure. In Section 4, we give main estimates to prove the local well-posedness of (1.2). Here, we observe that the estimates of commutator of su(n)-valued functions are reduced to the nonlinear estimates of C-valued functions. Then Section 5,6,7 are on the proof of bilinear estimates, trilinear estimates, and estimates of Higgs potential, respectively. In Section 8 we show the failure of smoothness.
Preliminaries
2.1. Decomposition of d'Alembertian. We use the standard transform given by (φ,
Then the system (1.2) transforms to
(2.1) 2.2. Function spaces. As we advert in Section 1, we adopt the Besov type X s,b space. The ℓ 1 summation in Besov space enables us to focus on lower regularity and uniqueness of solutions to (1.2) instead of using ℓ 2 summation in Sobolev space H s . In this section, we also introduce the energy estimate lemma in our function space. We define the function spaces as follows.
Since we are only concerned with local time existence T ≤ 1 throughout this paper, it is convenient to utilize our function space in the local time setting. Hence we introduce the restriction space. The time-slab which is the subset of R 1+2 is given by
Then we define the restriction norm B s,b;1 ± (S T ) for a function u on the time slab S T by 
with sufficiently smooth f and F . If T ≤ 1, then for any
Proof. Appendix in [7] .
If integral equation has a special form, then we obtain the following lemma. 
with sufficiently smooth f and F . If T ≤ 1, then for any s ∈ R and some ǫ > 0 we have
.
Proof. The proof is easily followed by Appendix in [7] . Indeed, we let G ∈ B s, 
We split G = G 1 + G 2 corresponding to the Fourier domain |τ ± |ξ|| 1 T and |τ ± |ξ|| ≫ 1 T . We write w = w 1 + w 2 accordingly. By Taylor's expansion, we write w
, where the last inequality is followed by the definition
Then we have a B s, 
Now we introduce the key ingredient to handle the nonlinear terms in (1.2).
Theorem 3.1 (Theorem 2.1 of [23] ). For all u 1 , u 2 ∈ L 2 t,x (R 1+2 ) such that u j is supported in K ±j Nj,Lj , the estimate
regardless of the choices of signs ± j .
Angular Whitney decomposition.
While proceeding the proof we encounter the most serious case;
low-low-high modulation with high-high-low frequency, low-high-high frequency and high-low-high frequency.
Fortunately, we can exclude them by the support condition among space-time localized waves (see Section 5.1.). Then the remaining case in the summation is the low-low-high modulation with all input and output frequencies compatible, for which we cannot expect further cancellation. To deal with it, we first apply the angular Whitney decomposition of [23] as follows: For γ, r > 0 and ω ∈ S 1 , where S 1 ⊂ R 2 is the unit circle, we define
where P ω ⊥ is the projection onto the orthogonal complement ω ⊥ of ω in R 2 . In other words, the set T r (ω)
is a strip of radius compatible to r about Rω.
By Ω(γ) we denote a maximal γ-separated subset of the unit circle. Then for ξ 1 ,
Note that the lower bound ∠(ω 1 , ω 2 ) ≥ 3γ says that the sectors Γ γ (ω 1 ) and Γ γ (ω 2 ) are well-separated. If this separation is not required, we then have the following modification. For 0 < γ < 1 and k ∈ N, we have
Second, we apply the following null form estimate. 
Here, the bilinear form B θ12 (u 1 , u 2 ) is defined on the Fourier side by inserting the angle θ 12 = ∠(± 1 ξ 1 , ± 2 ξ 2 ) in the convolution of u 1 and u 2 ; that is,
In the proof of Theorem 1.1, we need to treat trilinear estimates but we cannot use null structure and hence we cannot invoke null form estimtes. However, by appealing the separation between angular sectors, we get the similar estimates as follows (See [23] , [24] .):
Here, r > 0 is the radius of a strip in which P K ± 0
2 ) is contained and u γ,ωj j
Nj,Lj . The angle between ω 1 and ω 2 is well-separated; ∠(ω 1 , ω 2 ) ≥ 3γ.
3.3. Bilinear interaction. The space-time Fourier transform of the product φ † 2 φ 1 of two g-valued fields φ 1 and φ 2 is written as
where φ † is the transpose of complex conjugate of φ. Here the relation between X 1 and X 2 in the convolution integral of fields is given by X 0 = X 1 − X 2 so called bilinear interaction. This is also the case for the product of two complex scalar fields.
The following lemma is on the bilinear interaction. . Given a bilinear interaction (X 0 , X 1 , X 2 ) with ξ j = 0, and signs (± 0 , ± 1 , ± 2 ), let h j = τ j ± j |ξ j | and θ 12 = |∠(± 1 ξ 1 , ± 2 ξ 2 )|. Then we have
Moreover, we either have |ξ 0 | ≪ |ξ 1 | ∼ |ξ 2 |, and ± 1 = ± 2 , in which case θ 12 ∼ 1 and max(|h 0 |, |h 1 |, |h 2 |) min(|ξ 1 |, |ξ 2 |), or else we have
3.4. Null structure. While proving the local well-posedness of (1.2), we must encounter multilinear estimates such as bilinear and trilinear estimates. Since we make use of duality argument and Cauchy-Schwarz inequality, we essentially treat only bilinear forms of wave type. Then the most serious case resulting in resonance interaction occurs when two input-waves are collinear. However, once this bilinear form possesses cancellation property so called null structure, we can expect better estimates [17] .
Before discussing the null structure, we note that the spatial part of vector potential A = (A 1 , A 2 ) can be split into divergence-free and curl-free parts:
Also we define the Riesz transform given by
Now we introduce the standard null forms:
Then we define a commutator version of null forms by
Here we give some remark on commutator version of null forms. For su(n)-valued functions u and v, we
where a, b = 1, 2, · · · , n 2 − 1 and u a , v b are smooth scalar functions. Then there holds
For the last equality see Appendix below. Then for a function space X (su(n)) defined by the functions with value in su(n), we observe that
Hence we conclude that the X (su(n)) norm of commutator version of null forms is reduced to the X (C) norm of null forms of scalar functions.
The following lemma is on null structure hidden in (1.2).
Lemma 3.4. In the Lorenz gauge, we have the following identity:
Proof. First, we note that
By Lorenz gauge condition:
Also we have
and hence we have
Next, we see that
We can treat ∂ µ A µ similarly and hence completes the proof.
We have the following corollary by Lemma 3.4.
Corollary 3.5. In the Lorenz gauge, we have the following identity.
Proof of Local Well-Posedness

4.1.
Picard's iterates. To prove (LWP) of (1.2), we construct Picard's iterates and follow the contraction principle. Indeed, by (2.1), we obtain the following integral equation for φ ± and A µ,± respectively:
To prove that our Picard's iteration converges, it suffices to show the following estimates:
On the other hand, A hom 0 and A hom j are given by
Since Riesz transform is a bounded operator in L 2 ,
To treat A hom j we recall Bernstein's inequality,
4.3.
Proof of Theorem 1.1. We give a brief proof of local well-posedness of (1.2) using the above estimates.
Our nonlinear wave equations are written as
where N φ and N A are the right-handside of (2.1).
To construct Picard's iterates φ (n)
µ,± to be identically zero, and φ µ,± are given by solving (2.1) on S T with the previous step φ (n−1) ± and A (n−1) µ,± inserted on the right-hand side, respectively. To be precise, we write φ (n)
Also we set
Recall Lemma 2.2, Lemma 2.3 and use the above estimates to get
. Note that the constant m 2 is from linear terms of V. We also have
. By absolute continuity, for any δ > 0 we can take T so small that
. This proves the local existence and uniqueness of solutions to (1.2).
Remark 4.1. One can observe in the proof of Theorem 1.1 that the existence time T depends on the profiles of initial data since (and also m explicitly) we control the iterates with c φ (T ) and c A (T ).
4.4.
Reduction to nonlinear estimates. Now we reduce the above estimates to nonlinear estimates.
We have already observed in Section 3 that the matrix structure in null forms plays no crucial role in the estimates. Also, we claim that estimates of cubic and quintic terms of A µ , φ are reduced to the nonlinear estimates of scalar functions. For example, we consider the cubic terms
Then for a function space X (su(n)), the norm of
and thus the norm of cubic terms of su(n)-valued fields is reduced to the norm of cubic terms of scalar fields.
In Appendix, we shall see that a-th component of V(φ, φ † ) is given by
Then the X (su(n)) norm of the quintic term in V is bounded by
and hence the norm of quintic terms of φ, φ † is reduced to the X (C) norm of quintic terms of scalar fields.
Therefore, from now on, we consider the su(n)-valued functions A µ , φ as C-valued functions.
Through these observations together with Lemma 3.4 and Corollary 3.5, we need to treat the following nonlinear estimates:
Recall that the last two estimates are from Higgs potential V(φ, φ † ). The estimates of linear terms in V(φ, φ † ) is followed trivially by Lemma 2.3 and definition of B s,b;1 ± , so we omit it. In the following three sections, we will focus on the proof of the above nonlinear estimates.
Bilinear estimates
This section is devoted to the proof of the bilinear estimates appearing in Section 4. Since the Riesz transforms R i are bounded in the spaces under our consideration, these bilinear estimates can be reduced to the following:
To prove the above bilinear estimates via null forms for functions u and v, we recall the substitution:
Then we have
and their symbols are given by
For these symbols, we have the following estimates.
Proof. See Lemma 5. of [25] . By Lemma 5.1, it suffices to prove (5.1), (5.3), and (5.5). Furthermore, the proof of (5.1) and (5.3) is essentially same. So we focus on the proof of (5.1) and (5.5).
Exclusion of low-low-high modulation.
In advance of proving bilinear estimates (5.1), (5.5), we give some remark on the low-low-high modulation, i.e., L 12 max ≪ L 0 ≪ N 012 min . Via duality, we essentially need to treat the integral I of the form:
By Plancherel's theorem, we get
where we have the bilinear interaction X 0 = X 1 + X 2 . We note that by the standard Littlewood-Paley trichotomy, spatial frequency N 0 , N 1 , N 2 should satisfy the following relation:
and more explicitly, satisfy one of the following:
with N 0 N 12 min ∼ N 012 min N 012 max . Also, our integral I can be written as
Then in view of first representation of I, the case ± 1 = ± 2 is excluded, since ϕ 1 and ϕ 2 have up and down cones or down and up cones, respectively. We also exclude the case ± 1 = ± 2 from second representation of I. This concludes that the low-low-high modulation with high-high-low frequency case does not appear in I.
On the other hand, suppose that N 1 ≪ N 0 ∼ N 2 . The support condition excludes the case ± 0 = ± 2 since ϕ and ϕ 2 have up and down cones or down and up cones, respectively from first representation. The case ± 0 = ± 2 is also excluded by second representation, because ϕ and ϕ 2 have then up and up, or down and down cones, respectively. We can argue similarly to exclude the case N 2 ≪ N 0 ∼ N 1 . Consequently, the low-low-high modulation with high-low-high and low-high-high frequency does not occur in I. Hence in the low-low-high modulation case, we only consider the case L 0 ≪ N 0 ∼ N 1 ∼ N 2 .
After the low-low-high modulation with all input and out frequency compatible, we consider the case L 0 N 012 min . From the relation on spatial frequency (5.7), we are concerned with N 012 min L 0 N 012 med ∼ N 012 max . Appealing the similar argument which we have seen above, we exclude the case L 0 ≪ N 012 med ∼ N 012 max and N 012 min ≪ L 0 . Hence the remaining case is
In summary, for the low-low-high modulation case, we only need to treat the following cases:
5.2.
Proof of (5.1). By definition of Besov type X s,b space,
We also apply a dyadic decomposition of space-time Fourier side to A k and φ and it yields
We can decompose the integrand of J 1 suitably and assume that F (P K ± 0 
If N 0 ≪ N 1 ∼ N 2 , then by (3.2) with j = 1, we have
For N 1 N 0 ∼ N 2 , using (3.2) with j = 1 we get
For N 2 N 0 ∼ N 1 , then
For N 1 N 0 ∼ N 2 , we have
If N 2 N 0 ∼ N 1 , then by (3.2) with j = 2, we get
We first consider the case L 12 max ≪ L 0 ≪ N 0 ∼ N 1 ∼ N 2 . To treat this case, we use (3.5) to get
Then applying Cauchy-Schwarz inequality and Theorem 3.2, we obtain
For the case L 0 ∼ N 0 ∼ N 1 ∼ N 2 , as before, using (3.5) we see that
This completes the low-low-high modulation case.
We turn our attention to the case L 2 ∼ L 0 . This is very straightforward. For N 0 ≪ N 1 ∼ N 2 , we use (3.2) with j = 1 to get
This completes the proof of (5.1).
Proof of (5.5). Recalling the definition of
As we have done in the proof of (5.1), we assume that F (P K ± 1
are nonnegative real-valued functions. Then Lemma 5.1 and Cauchy-Schwarz inequality give us
and by Lemma 3.3,
, for some 0 < γ ′ ≪ 1.
Case 1:
We only consider the case L 12 max ≪ N 0 ∼ N 1 ∼ N 2 for low-low-high modulation. By (3.5), we get
Then applying Cauchy-Schwarz inequality and null form estimates, we have
The case L 0 ∼ N 0 ∼ N 1 ∼ N 2 is readily followed by angular Whitney decomposition (3.5) and null form estimates (3.2) . Then the remaining case L 2 ∼ L 0 is straightforward. We omit the details. This completes the proof of (5.5) and hence the bilinear estimates.
Trilinear estimates
In this section, we give the proof of the trilinear estimates in Section 4. Even though we cannot reveal null forms which we enjoy in the previous section, by the well-separation of angular sectors and bilinear estimates (3.6), we obtain the required estimates. We shall show the following estimates.
The proof of (6.1) and (6.2) is essentially same. We only prove the estimate (6.1).
Exclusion of low-low-high modulation.
As in Section 5, we give a remark on the low-low-high modulation. Since we now deal with trilinear estimates, we consider the integral J of the form:
with assumption on the modulation: L 12 max ≪ L 0 ≪ N 012 min and L 34 max ≪ L 0 ≪ N 034 min . We put ψ = P K ± 3
ϕ. Since the space-time Fourier support of ψ is contained in K ±0 N0,L0 , with no harm we write ψ = P K ± 0 N 0 ,L 0 ψ. Then J can be rewritten as
Here, from the relation on frequencies ξ 0 = ξ 1 + ξ 2 and ξ 0 = ξ 4 − ξ 3 , we have the bilinear interaction:
Keeping in mind this relation, J is also represented as
On the other hand, we put ψ = P K ± 1
Then we see that the cases L 34 max ≪ L 0 ≪ N 0 ≪ N 3 ∼ N 4 and L 34 max ≪ L 0 ≪ N 34 min ≪ N 0 ∼ N 34 max do not appear. Hence for L 12 max ≪ L 0 and L 34 max ≪ L 0 , we only need to consider the following cases:
Furthermore, we can exclude the case L 3 ≪ L 4 ≪ L 0 .
6.2. Proof of (6.1). Recall the definition of B s,b;1
A dyadic decomposition of space-time Fourier side on A µ ±1 , A µ,±2 , φ ±3 gives us
Now we can write the integrand of K 1 with the combination of positive and negative parts of every
ϕ). Then without loss of generality, we may assume that F (P K ± 1
nonnegative positive real-valued functions.
This case is treated by only using bilinear estimates (3.1) and (3.2) . Indeed, if N 0 ≪ N 1 ∼ N 2 and
If N 1 N 0 ∼ N 2 and N 4 N 0 ∼ N 3 , then
For the case L 12 max ≪ L 0 and L 3 ∼ L 4 ≪ L 0 , (L 3 ≪ L 4 ≪ L 0 is already excluded.) we are left to treat L 0 ≪ N 0 ∼ N j , j = 0, 1, 2, 3, 4. To do this, we apply angular Whitney decomposition (3.4) to get
where ω 1 , ω 2 ∈ Ω(θ 12 ) and ω 3 , ω 4 ∈ Ω(θ 12 ) with 3θ 12 ≤ ∠(ω 1 , ω 2 ), ∠(ω 3 , ω 4 ) ≤ 12θ 12 . By the separation of angular sectors, we recall Theorem 3.6 to obtain
where we take the summation by L 0 ; L 0 ≪ N 0 . The case L 0 ∼ N j , j = 0, 1, 2, 3, 4 is also followed by using the separation of angular sectors and hence we omit details.
Finally, it remains to consider the case L 2 ∼ L 0 and L 4 ∼ L 0 . Here, we only treat the case N 1 N 0 ∼ N 2 and N 34 min N 0 ∼ N 34 max . If N 34 min = N 4 , using (3.1), we get
For N 34 min = N 3 , we have
First, we consider the case L 03 max ≪ L 4 . As stated in Section 6.1, we only have to consider the case L 03 max ≪ L 4 ≪ N 0 ∼ N 3 ∼ N 4 . Also, we already have L 12 max ≪ L 0 ≪ N 0 ∼ N 1 ∼ N 2 . To do this case, we invoke angular Whitney decomposition (3.4) to get
where ω 1 , ω 2 ∈ Ω(θ 12 ) satisfy 3θ 12 ≤ ∠(ω 1 , ω 2 ) ≤ 12θ 12 . Then we use Cauchy-Schwarz inequality and Theorem 3.6 to obtain
where we use the summation by L 4 ; L 0 ≪ L 4 and L 0 ; L 0 ≪ L 3 . If L 0 N 012 min , as before, we have L 0 ∼ N k , k = 0, 1, 2 and hence L 0 ∼ N 0 ∼ L 4 , which contradicts to the assumption L 03 max ≪ L 4 , so this case is excluded. Then we consider the case L 4 N 034 min . This implies that L 4 ∼ N 0 ∼ N j , j = 3, 4. It is also excluded since we have assumed L 03 max ≪ L 4 . This completes the case L 12 max ≪ L 0 and L 03 max ≪ L 4 .
Now it remains to consider the case L 0 ∼ L 2 and L 3 ∼ L 4 . This is very straightforward. Here, we only treat the case N 1 N 0 ∼ N 2 and N 4 N 0 ∼ N 3 as follows.
As Case 3 , first we consdier L 01 max ≪ L 2 ≪ N 012 min and L 3 ∼ L 4 ≪ L 0 ∼ N k , k = 0, 3, 4. Similarly, we only need to consider L 2 ≪ N 0 ∼ N 1 ∼ N 2 . We deal with this case by angular Whitney decomposition. Indeed, we write
where we used the summation L 0 ; L 0 ≪ L 2 . Now we deal with the case N 012 min L 2 , which implies L 2 ∼ N j , j = 0, 1, 2. This is impossible, because we must have L 2 ∼ L 0 . Thus we are left to treat the case L 1 ∼ L 2 and L 4 ∼ L 3 . This is treated by the similar way as in previous sections and so we omit details. There are several cases left, but the required estimates can be obtained by direct calculation. We omit the details. This completes the proof of (6.1).
Estimates of V(φ, φ † )
In this section we focus on the Higgs potential V(φ, φ † ). We only need to prove the following estimates:
7.1. Proof of (7.1). The proof of (7.1) is easier than Section 6. In fact, by definition of B s,b;1 ± ,
By a dyadic decomposition on φ ±j , j = 1, 2, 3, we have
The remaining cases are treated similarly. We omit the details. Remark 7.1. Here, we do not use the exclusion of low-low-high modulation. The fact L 12 max ≪ L 0 ≪ N 012 min is not harmful in this case. The reason is that we get essential terms of N 6 4 bound in doing bilinear estimates. However, we need the bound N 9 4 to obtain the required estimates in view of the right-hand side of (7.1). Thus the bilinear estimates (3.1), (3.2) are sufficient for it.
7.2.
Proof of (7.2). By definition of B s,b,;1 ± , we write
We apply a dyadic decomposition on φ ±j , j = 1, · · · , 5 to get
But to treat this integral as previously, we need to work further. Using Cauchy-Schwarz inequality and duality, we obtain
where the supremum is taken over ψ ′ , ψ ′′ = 1. Also, a dyadic decomposition on ψ ′ and ψ ′′ gives us 
The failure of smoothness
In this section we show the flow (φ(0), A µ (0)) → (φ(t), A µ (t)) is not C 3 near the origin. Especially, we show the gauge field is not smooth at the origin in H 4 . For this purpose we consider the system given by
where 0 < δ ≪ 1 and f is a g-valued smooth function. We denote the local solution of (8.1) by (φ(δ, t), A µ (δ, t)).
If f = f 1 T 1 for a smooth scalar function f 1 , then ∂ t A j (0) = δ∂ j a 0 .
8.1. Set up. We prove by contradiction. Assume that the flow is C 3 at the origin in H s and f = f 1 T 1 and a 0 = a 0,2 T 2 . Since (φ, ∂ t φ)(δ = 0, t = 0) = (0, 0) and (A µ , ∂ t A µ )(δ = 0, t = 0) = (0, 0), the solution φ(δ = 0, t) = 0 and A µ (δ = 0, t) = 0. By taking derivative to (8.1) w.r.t. δ we see that since
A µ (δ = 0, 0) = 0, ∂ δ A µ (δ = 0, t = 0) = δ µ0 a 0 , ∂ t ∂ δ A µ (δ = 0, t = 0) = δ µj ∂ j a 0 , the solution ∂ δ A µ (δ = 0, t) is written as
On the other hand, ∂ δ φ satisfies from the formula (9.1) below that ∂ δ φ(δ = 0) = −m 2 ∂ δ φ(δ = 0), (∂ δ φ(δ = 0, t = 0), ∂ t ∂ δ φ(δ = 0, t = 0)) = (f, 0), where m 2 = 2v 4 . Then the solution ∂ δ φ a (δ = 0) = 0 for a > 1, and hence ∂ δ φ(δ = 0) = ± 1 2 e ∓it √ m 2 −∆ f 1 T 1 .
Let us consider the second derivatives.
(· · · ) [T 2 , T 2 ] = 0.
Clearly the second derivative of cubic term of RHS of A µ is 0 at δ = 0. Hence ∂ 2 δ A µ (δ = 0, t) = 0. Taking the second derivative to the equation of φ and then removing the cubic terms, since the initial data are zero and the linear term plays a role of mass, we have In order to treat the third derivative, let us first observe that Q να (∂ 2 δ φ † (δ = 0), ∂ δ φ(δ = 0)) + Q να (∂ δ φ(δ = 0), ∂ 2 δ φ † (δ = 0)) = (· · · ) ([T 2 , T 1 ]T 1 + [T 1 , [T 2 , T 1 ]] = (· · · ) ([T 2 , T 1 ]T 1 + T 1 [T 2 , T 1 ]) = (· · · ) [T 2 , T 1 T 1 ].
It is an easy exercise to show that [T a , T b T b ] = 0 for any generator T a and T b . (For instance see the page 420 of [26] .) Therefore, we obtain We now take f 1 and a 0,2 as f 1 (ξ) = χ W λ , a 0,2 = χ 2W λ (ξ).
Using integration by parts and the fact that A hom,1 ±3 = ± 3 e ∓3it ′ D 1 2iD ∂ 1 a 0,2 T 2 , we have Taking space Fourier transform F x for ξ ∈ 2W λ gives |F x I 1 (t, ξ)| 1 |ξ|
Then the direct integration w. For ξ ∈ 2W λ from the support conditions of the integrand of N 1234 that η is at least in W λ . On the other hand, the support condition of integrand in N 1234 enforces that
which is impossible. Hence N 1234 is vanishing. If ± 1 , · · · , ± 4 ∈ R, then by taking t = ελ − 1 2 for some fixed λ − 1 2 ≪ ε ≪ 1, from (8.6) we obtain
where O 1234 (ε) is O(ε) depending on ± 1 , · · · , ± 4 . If ± 1 , · · · , ± 4 ∈ R c , then by (8.7)
|m 1234 | λ −1 .
Using these estimates we have
In the summation in R there are four cases of ± 1 = ± 3 and two cases of ± 1 = ± 3 , which results in ±1,··· ,±4∈R
Let us take λ = λ(ε, ρ, k) for any large integer k such that 2kπ − ε ε(1 − ρ) ≤ λ 1 2 ≤ 2kπ + ε ε(1 + ρ) .
Then ±1,··· ,±4∈R
(· · · ) t(1 − Cε)
Since ε ≫ λ − 1 2 , we have |F x (I)(t, ξ)| ελ Now let us consider II. By the same argument as above we have F x (II)(t, ξ) = 3i 8 ±1,··· ,±4 ∓ 1 e ∓1it|ξ| ξ 1 |ξ|
The estimate (8.7) yields 3i 8 R c (· · · ) λ 2 .
On the other hand, (8.6) leads us to R (· · · ) t(| sin(t|ξ|) + ε)
