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Abstract 
Creating an accurate hurricane location forecasting model is of the utmost importance 
because of the safety measures that need to occur in the days and hours leading up to a 
storm’s landfall.  Hurricanes can be incredibly deadly and costly, but if people are given 
adequate warning, many lives can be spared.  This thesis seeks to develop an accurate 
model for predicting storm location based on previous location, previous wind speed, and 
previous pressure.  The models are developed using hurricane data from 1980-2009. 
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1. Introduction 
Meteorological events are extremely difficult to predict.  To the average news 
viewer, it can appear that weathermen are making random guesses for their forecasts – 
there is almost never a 0% or 100% chance of rain.  This paper will attempt to predict 
hurricane paths based on past information.  We will use 30 years of historical Atlantic 
hurricane data (1980-2009) from Unisys Weather archive.   
Even with today’s technologies, there is still a long way to go before we will have 
accurate hurricane predictions.  However, forecasts for hurricane paths have been greatly 
improving since around the 1980s, and much of the issue with obtaining more accurate 
forecasts is inaccurate data. (“Hurricane Forecasting”, 2007, p.951)  It creates quite a 
challenge to get accurate data when hurricanes develop and grow over water where it is 
difficult to monitor the storm’s progress.  Weather satellites are used to collect data, but 
can be off by tens of miles when it comes to location.  (“Hurricane Forecasting”, 2007, 
p.951)  While hurricane forecasters have improved their methods of tracking hurricanes, 
it is still extremely difficult to predict storm intensity because there is not enough 
understanding about how wind speed affects the drag between sea level and the 
atmosphere. (“Kind of a Drag”, 2012, p.465)  It is very important to be able to predict 
hurricane category in addition to path because different category hurricanes require 
different levels of preparedness.  For example, during a Category 1 hurricane, staying 
indoors and away from windows should be sufficient safety measures, while a Category 5 
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hurricane requires mass evacuation, which is costly and time consuming.  However, 
accurately predicting hurricane tracks is the most important aspect of hurricane 
forecasting because it allows people to know if they are in a danger zone of a possibly 
deadly storm.   
Atlantic hurricanes typically develop in the warm waters of the Caribbean Sea.  
Hurricane season runs from June through November. (“Hurricane Season”, 2010)  
Therefore, it is important to be adequately prepared for that six month period.  Though 
there is a statistically significant chance of a hurricane occurring at any time from June 
through November, historically, the bulk of storms occur between mid-July and mid-
October. (“Tropical Cyclone Climatology”, 2013) 
Since hurricanes can occur at any time (they are just more likely to occur during 
hurricane season), this paper will take into account all Atlantic hurricanes between 1980 
and 2009 regardless of timing and see if we can accurate predict storm location purely 
based on previous location, Coriolis Effect, previous wind speed and previous 
pressure. 
In Table 1.1 we can see descriptive statistics for the dependent variable latitude 
and in Table 1.2 we can see descriptive statistics for the dependent variable longitude. 
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       Table 1.1: Descriptive Statistics for Latitude 
 
       Table 1.2: Descriptive Statistics for Longitude 
 
 So, we can see there are 11,097 pieces of data for each variable.  Latitude’s range 
(63.5) is half that of longitude (122.8), meaning that the storm has a much wider east-
west range, than north-south.  Longitude’s mean (61.513) is more than twice that of 
latitude (27.413) and longitude’s standard deviation (20.726) is twice that of latitude 
(10.632).  So, there is clearly much more variability in longitude values than latitude. 
 
 
 
Statistic Value Percentile Value
Sample Size 11097 Min 7.2
Range 63.5 5% 12.5
Mean 27.413 10% 14.3
Variance 113.05 25% 18.7
Std. Deviation 10.632 50% 27
Coef. Of Variation 0.38786 75% 34.1
Std. Error 0.10093 90% 41
Skewness 0.60135 95% 46.5
Excess Kurtosis 0.18191 Max 70.7
Statistic Value Percentile Value
Sample Size 11097 Min -13.5
Range 122.8 5% 26.8
Mean 61.513 10% 34.1
Variance 429.59 25% 46.3
Std. Deviation 20.726 50% 62.1
Coef. Of Variation 0.33694 75% 78.1
Std. Error 0.19675 90% 88.4
Skewness -0.23944 95% 93.6
Excess Kurtosis -0.51384 Max 109.3
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2. Parametric Analysis 
2.1. Parametric Methodology 
When trying to glean useful information from a dataset, the first thing to try is 
parametric analysis.  If we can find probability distribution functions (PDFs) that 
accurately fit our data, we can identify the probable location of a storm.  If we are unable 
to obtain accurate PDFs, it is necessary to move on to non-parametric methods, which 
can be more difficult to obtain and often not as accurate. 
Each subset of data will be compared against 60 continuous distributions and 
goodness-of-fit tests (Anderson-Darling, Kolmogorov-Smirnov, and Chi-Square) will be 
performed.   
The null hypothesis for all tests is 
                                          
with alternative hypothesis 
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The Anderson-Darling Goodness-of-fit test statistic is 
        
where 
  ∑
    
 
[       )               ))]
 
   
 
with   as the specified cumulative distribution and    as ordered data. 
The Kolmogorov-Smirnov Goodness-of-fit test statistic is  
     
     
(    )  
   
 
 
 
 
     )) 
with   as the specified cumulative distribution and    as ordered data. 
The Chi-square Goodness-of-fit test statistic is  
   ∑
                  ) 
        
 
where the expected is the expected data based on the assumed distribution in absolute 
value, and the observed is the observed data that is given. 
If the critical values are less than our test statistics for these tests, we will reject 
the null hypothesis and conclude that we do not have a good fit.  Based on our goodness-
of-fit results, the best fit distribution will be discussed along with its maximum likelihood 
estimators (MLEs) and graphed on top of a histogram of the data to see if it visually 
appears to fit as well, or if it appears to be at least reasonably close to our data. 
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2.2. Parametric Analysis Results 
First, we will try and find PDFs separately for all of our latitude and longitude 
data from 1980-2009. 
The top 5 tests for all three decades of latitude are listed in Table 2.1, including 
their rank within each goodness-of-fit test, as well as an average (overall) rank.  The best 
fit for latitudinal data was the three parameter Kumaraswamy distribution, which is a 
distribution that is very similar to Beta, and essentially approximates the Beta distribution 
as it has a simpler formula.  
Table 2.1: Goodness-of-fit tests for top 5 distributions for latitudinal data (1980-2009) 
 
The Kumaraswamy distribution is given by 
   )  
     
          )    
    )
 
where      is a continuous shape parameter,      is a continuous shape parameter, 
and   and   are continuous boundary parameters, where    .  Here,  ̂  
        ̂          ̂          ̂          
 
Distribution Statistic Rank Statistic Rank Statistic Rank Ave. Rank
Kumaraswamy 0.03016 2 17.595 1 307.62 2 1.67
Weibull (3P) 0.03551 4 18.911 3 300.7 1 2.67
Rayleigh (2P) 0.03553 5 18.901 2 310.69 3 3.33
Gen. Gamma (4P) 0.0373 6 19.992 4 324.02 4 4.67
Nakagami 0.03368 3 26.481 7 402.52 8 6
Kolmogorov-
Smirnov
Anderson-Darling Chi-Squared
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The cumulative distribution is 
   )          )   
where   
   
   
. 
Using the cumulative distribution formula, we can solve for a 95% confidence 
interval by setting the cumulative distribution equal to 0.025 and 0.975. 
   )    (  (
        
             
)
      
)
        
 
Solving these equations for the variable   when    )        and       gives us a 95% 
confidence interval of             ), so we are 95% confident that the true mean 
latitude is between 10.79 and 51.72. 
In Figure 2.1, we can see how the Kumaraswamy distribution appears when 
graphed on top of the histogram of our data. 
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      Figure 2.1: Kumaraswamy distribution for latitudinal data (1980-2009) 
We can see that visually this seems to be a reasonable fit for our data.  However, 
just because Kumaraswamy is the best fit out of the 60 possible distributions does not 
mean that it is a good fit.  In Table 2.2, we can see that the Kumaraswamy distribution is 
rejected by the Kolomogorov-Smirnov test, Anderson-Darling test, and Chi-Square test.  
However, the Kumaraswamy is still the best fit distribution that we are able to find. 
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Table 2.2: Goodness-of-fit results for Kumaraswamy latitudinal data 
(1980-2009) 
 
Next, we will take a look at the PDF for longitudinal data from 1980-2009.  
Table 2.3 shows the top 5 distributions for this data, and our best fit by average rank is 
Dagum, which is a distribution that is most often found in economics, actuarial research, 
and income distribution research. 
Table 2.3: Goodness-of-fit tests for top 5 distributions for longitudinal data (1980-2009) 
 
      
 
Statistic 0.03016
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 0.01019 0.01161 0.01289 0.01441 0.01546
Reject? Yes Yes Yes Yes Yes
Statistic 17.595
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 1.3749 1.9286 2.5018 3.2892 3.9074
Reject? Yes Yes Yes Yes Yes
Statistic 307.62
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 16.985 19.812 22.362 25.472 27.688
Reject? Yes Yes Yes Yes Yes
Kolmogorov-Smirnov
Anderson-Darling
Chi-Squared
Distribution Statistic Rank Statistic Rank Statistic Rank Ave. Rank
Dagum 0.03757 1 31.084 1 258.39 2 1.33
Burr 0.04087 6 48.056 4 575.49 3 4.33
Gen. Logistic 0.04129 7 49.07 6 633.55 5 6
Gen. Extreme 0.03802 3 109.51 11 N/A 7
Logistic 0.05022 10 45.062 3 878.62 9 7.33
Kolmogorov-
Smirnov
Anderson-Darling Chi-Squared
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The Dagum distribution is given by  
   )  
  (
   
 )
    
 (  (
   
 )
 
)
    
where     is a continuous shape parameter,     is a continuous shape parameter, 
    is a continuous scale parameter, and   is a continuous location parameter.  Here, 
 ̂           ̂          ̂          ̂   . 
The cumulative distribution is  
   )  (  (
   
 
)
  
)
  
 
Using the maximum likelihood estimators to find a 95% confidence interval, we 
solve 
            (  (
 
      
)
       
)
        
 
and we get a 95% confidence interval of              ), so we are 95% confident that 
the true mean longitude is between 18.34 and 101.31 
We can see how the Dagum distribution looks when graphed on top of the 
longitudinal data’s histogram in Figure 2.2.           
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       Figure 2.2: Dagum distribution for longitudinal data (1980-2009) 
Again, this seems to visually be a fairly good fit, but we must look at our 
goodness-of-fit test results in Table 2.4 to see if, in fact, it is.   
        Table 2.4: Goodness-of-fit results for Dagum longitudinal data (1980-2009) 
 
Statistic 0.03757
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 0.01019 0.01161 0.01289 0.01441 0.01546
Reject? Yes Yes Yes Yes Yes
Statistic 31.084
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 1.3749 1.9286 2.5018 3.2892 3.9074
Reject? Yes Yes Yes Yes Yes
Statistic 258.39
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 16.985 19.812 22.362 25.472 27.688
Reject? Yes Yes Yes Yes Yes
Kolmogorov-Smirnov
Anderson-Darling
Chi-Squared
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We see that Dagum is rejected by all of our goodness-of-fit tests, so although 
Dagum is the best fit of the tested distributions, it is still not a good fit for this data. 
Now, we can find distributions separately for the 1980s, 1990s, and 2000s for 
both latitude and longitude to see what kinds of results we are able to obtain.  Perhaps 
there is a change in distribution that happens over time that will allow us to obtain closer 
PDFs. 
We will begin with the 1980s latitudinal data.  In Table 2.5, we can see our top 5 
distributions.  By average rank, our best guess for the PDF is the Generalized Gamma 
distribution with four parameters.  This distribution requires a large sample size (which 
we have) in order to be useful.  It is similar to Weibull, and thus Weibull can be used if 
the sample size is not large enough. 
Table 2.5: Goodness-of-fit tests for top 5 distributions for 1980s latitudinal data 
 
 
 
 
 
Distribution Statistic Rank Statistic Rank Statistic Rank Ave. Rank
Gen. Gamma (4P) 0.0342 1 3.5786 1 55.043 1 1
Johnson SB 0.04004 2 6.1436 3 78.582 6 3.67
Error 0.04136 3 8.1222 7 59.736 2 4
Kumaraswamy 0.0454 6 5.7028 2 74.005 5 4.33
Burr 0.04521 5 7.815 6 80.662 7 6
Kolmogorov-
Smirnov
Anderson-Darling Chi-Squared
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The Generalized Gamma (4P) distribution is given by  
   )  
     )    
      )
   ( (    )  )
 
) 
where     is a continuous shape parameter,     is a continuous shape parameter, 
    is a continuous scale parameter, and   is the continuous location parameter.  We 
have  ̂          ̂           ̂          ̂        . 
We can see how the Generalized Gamma distribution looks graphed against our 
histogram of data in Figure 2.3. 
 
    Figure 2.3: Generalized Gamma (4P) distribution for 1980s latitudinal data 
This distribution does appear to follow the same shape as our histogram.  To see if 
this is a good fit, we refer to the goodness-of-fit tests as given in Table 2.6. 
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        Table 2.6: Goodness-of-fit results for Generalized Gamma (4P) for 1980s 
latitudinal data 
 
Here we see that this distribution is not a good fit for our data.  Only at the 1% 
level of significance for the Anderson-Darling test is it not rejected.  It is rejected in all 
other tests at all other levels. 
Next, we will look at 1980s longitudinal data.  Table 2.7 shows our top 5 
distributions for 1980s longitudinal data.  We see that the best test by average rank is the 
Generalized Extreme Value distribution.  This is a family of distributions that include 
Weibull, Gumbel, and Fréchet, and is essentially a limit distribution. 
Statistic 0.0342
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 0.02063 0.02351 0.02611 0.02918 0.03132
Reject? Yes Yes Yes Yes Yes
Statistic 3.5786
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 1.3749 1.9286 2.5018 3.2892 3.9074
Reject? Yes Yes Yes Yes No
Statistic 55.043
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 14.631 17.275 19.675 22.618 24.725
Reject? Yes Yes Yes Yes Yes
Kolmogorov-Smirnov
Anderson-Darling
Chi-Squared
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Table 2.7: Goodness-of-fit tests for top 5 distributions for 1980s longitudinal data 
 
The Generalized Extreme Value distribution is given by  
   )  {
 
 
   (      ) 
 
 )      )   
 
          
 
 
   (         ))                                
 
where   is a continuous shape parameter,     is a continuous scale parameter, and   is 
a continuous location parameter.  For our data,  ̂            ̂        , and 
 ̂        . 
In Figure 2.4, we can see how our distribution looks when graphed on top of our 
data’s histogram. 
Distribution Statistic Rank Statistic Rank Statistic Rank Ave. Rank
Gen. Extreme Value 0.02318 2 2.8845 1 22.799 2 1.67
Error 0.02688 4 3.521 4 20.429 1 3
Johnson SB 0.0229 1 2.9386 2 32.165 6 3
Beta 0.02673 3 3.4387 3 40.259 11 5.67
Kumaraswamy 0.03134 7 4.4015 5 51.142 13 8.33
Kolmogorov-
Smirnov
Anderson-Darling Chi-Squared
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   Figure 2.4: Generalized Extreme Value distribution for 1980s longitudinal data 
This distribution appears to fit closely to our histogram.  We can see that based on 
our goodness-of-fit tests in Table 2.8, the Generalized Extreme Value distribution has a 
good fit for our data. 
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Table 2.8: Goodness-of-fit results for General Gamma (4P) for 1980s 
longitudinal    data 
 
At the 1% level of significance, this distribution is not rejected by any goodness-
of-fit test.  It is not rejected up to the 10% level of significance for Kolmogorov-Smirnov.  
This distribution could provide a reasonable estimate when trying to predict longitudes 
for storms similar to those in the 1980s. 
Next, we will take a look at 1990s storms, starting with 1990s latitudinal data.  In 
Table 2.9, we can see our top 5 distributions.  Once again using average rank, the best 
guess for the PDF is the Pert distribution.  Pert is used mainly to model expert estimates 
and is a special case of the Beta distribution. 
 
 
 
Statistic 0.02318
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 0.02063 0.02351 0.02611 0.02918 0.03132
Reject? Yes No No No No
Statistic 2.8845
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 1.3749 1.9286 2.5018 3.2892 3.9074
Reject? Yes Yes Yes No No
Statistic 22.799
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 14.631 17.275 19.675 22.618 24.725
Reject? Yes Yes Yes Yes No
Kolmogorov-Smirnov
Anderson-Darling
Chi-Squared
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Table 2.9: Goodness-of-fit tests for top 5 distributions for 1990s latitudinal data 
 
The Pert distribution is given by  
   )  
 
       )
    )        )    
    )       
 
where, given     the continuous boundary parameters     ) and the continuous mode 
parameter,        ), we have 
   
       
   
 
   
       
   
   
In our case, we have ̂          ̂          ̂        . 
In Figure 2.5 we can see the Pert distribution graphed on top of our histogram. 
 
 
 
 
 
 
Distribution Statistic Rank Statistic Rank Statistic Rank Ave. Rank
Pert 0.03106 1 5.4149 1 86.933 1 1
Kumaraswamy 0.0347 3 5.9633 2 98.775 2 2.33
Beta 0.03207 2 6.1973 3 102.99 3 2.67
Gen. Gamma (4P) 0.03762 5 6.6265 4 106.27 4 4.33
Johnson SB 0.03606 4 7.3086 5 124.24 6 5
Kolmogorov-
Smirnov
Anderson-Darling Chi-Squared
19 
 
 
 Figure 2.5: Pert distribution for 1990s latitudinal data 
This visually does not appear to be a good fit since this histogram has two peaks.  
To see if this is a good fit, we refer to the goodness-of-fit tests as given in Table 2.10. 
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       Table 2.10: Goodness-of-fit results for Pert for 1990s latitudinal data 
 
Here we see that this distribution is not a good fit for our data.  It is rejected at all 
levels of significance for all of our distributions. 
Next, we will look at 1990s longitudinal data.  Table 2.11 shows our top 5 
distributions for 1990s longitudinal data.  We see that the best test by average rank is the 
Beta distribution.  This is interesting, because the 1990s latitudinal data was also 
essentially found to have a Beta distribution, since Pert is a special case of Beta. 
Table 2.11: Goodness-of-fit tests for top 5 distributions for 1990s longitudinal data  
 
 
Statistic 0.03106
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 0.01771 0.02019 0.02242 0.02506 0.02689
Reject? Yes Yes Yes Yes Yes
Statistic 5.4149
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 1.3749 1.9286 2.5018 3.2892 3.9074
Reject? Yes Yes Yes Yes Yes
Statistic 86.933
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 14.631 17.275 19.675 22.618 24.725
Reject? Yes Yes Yes Yes Yes
Kolmogorov-Smirnov
Anderson-Darling
Chi-Squared
Distribution Statistic Rank Statistic Rank Statistic Rank Ave. Rank
Beta 0.02199 3 1.1595 3 40.501 1 2.33
Johnson SB 0.02239 4 1.0978 1 41.607 2 2.33
Pert 0.02159 2 1.0991 2 46.554 4 2.67
Gen. Extreme Value 0.02148 1 2.9374 5 48.111 6 4
Kumaraswamy 0.02691 6 1.6777 4 42.617 3 4.33
Kolmogorov-
Smirnov
Anderson-Darling Chi-Squared
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The Beta distribution is given by 
   )  
 
       )
    )        )    
    )       
 
where      is a continuous shape parameter,      is a continuous shape parameter, 
and     are continuous boundary parameters.  We have  ̂          ̂  
        ̂           ̂          
In Figure 2.6, we can see how our distribution looks when graphed on top of our 
data’s histogram.    
 
  Figure 2.6: Beta distribution for 1990s longitudinal data  
This appears to fit visually, and we can see that based on our goodness-of-fit tests 
in Table 2.12, the Beta distribution is a good distribution for our data. 
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       Table 2.12: Goodness-of-fit results for Beta for 1990s longitudinal data 
 
This seems to be a reasonably good fit based on the Kolmogorov-Smirnov test, 
which fails to reject at the 5% level of significance, and the Anderson-Darling test, which 
fails to reject at the 20% level of significance.   
Finally, we will take a look at the distributions for 2000s data.  In Table 2.13, we 
can see our top 5 distributions.  By average rank, the best guess for the PDF is the 
Weibull distribution.  Weibull is one of the extreme value distributions, and is a lifetime 
distribution function that is often used in engineering.   
Table 2.13: Goodness-of-fit tests for top 5 distributions for 2000s latitudinal data 
 
Statistic 0.02199
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 0.01771 0.02019 0.02242 0.02506 0.02689
Reject? Yes Yes No No No
Statistic 1.1595
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 1.3749 1.9286 2.5018 3.2892 3.9074
Reject? No No No No No
Statistic 40.501
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 14.631 17.275 19.675 22.618 24.725
Reject? Yes Yes Yes Yes Yes
Kolmogorov-Smirnov
Anderson-Darling
Chi-Squared
Distribution Statistic Rank Statistic Rank Statistic Rank Ave. Rank
Weibull (3P) 0.0414 4 7.8328 2 177.12 2 2.67
Burr (4P) 0.0423 6 7.9616 3 170.63 1 3.33
Gen. Gamma (4P) 0.041 3 7.7694 1 195.31 6 3.33
Gen. Gamma 0.0381 1 11.567 7 179.44 3 3.67
Gamma 0.039 2 10.75 6 198.98 7 5
Kolmogorov-
Smirnov
Anderson-Darling Chi-Squared
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The three parameter Weibull distribution is given by 
   )  
 
 
(
   
 
)
   
   ( (
   
 
)
 
) 
where   is the continuous shape parameter,   is the continuous scale parameter, and   
is the continuous location parameter, and           We have  ̂          ̂  
        ̂            Based on the value of   , the Weibull distribution can have similar 
characteristics to other distributions.  In Figure 2.7 we can see the Weibull distribution 
graphed on top of our 2000s latitude histogram. 
 
   Figure 2.7: Weibull (3P) distribution for 2000s latitudinal data 
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This does not appear to visually be a very good fit because there are spikes in the 
histogram that are not accounted for by this distribution.  We refer to the goodness-of-fit 
tests as given in Table 2.14. 
   Table 2.14: Goodness-of-fit results for Weibull for 2000s latitudinal data 
 
   Clearly, Weibull is not a very good fit for our data even though it is our best 
option.  As we have seen, it does not appear possible to get a good parametric fit for 
latitudinal data in general. 
Lastly, we will look at 2000s longitudinal data.  Table 2.15 shows our top 5 
distributions for 2000s longitudinal data.  The best test by average rank is the Beta 
distribution, which is the same as for the 1990s. 
 
 
 
Statistic 0.04139
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 0.01561 0.0178 0.01976 0.02209 0.02371
Reject? Yes Yes Yes Yes Yes
Statistic 7.8328
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 1.3749 1.9286 2.5018 3.2892 3.9074
Reject? Yes Yes Yes Yes Yes
Statistic 177.12
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 15.812 18.549 21.026 24.054 26.217
Reject? Yes Yes Yes Yes Yes
Kolmogorov-Smirnov
Anderson-Darling
Chi-Squared
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Table 2.15: Goodness-of-fit tests for top 5 distributions for 2000s longitudinal data 
 
The Beta PDF was discussed earlier.  We have  ̂          ̂          ̂  
        ̂        . 
In Figure 2.8, we can see how the Beta distribution looks when graphed on top of 
our data’s histogram.  
       
  
     Figure 2.8: Beta distribution for 2000s longitudinal data 
Distribution Statistic Rank Statistic Rank Statistic Rank Ave. Rank
Beta 0.03637 4 8.3428 1 140.59 2 2.33
Error 0.03208 2 11.14 4 111.25 1 2.33
Gen. Extreme Value 0.03245 3 10.366 3 154.46 3 3
Johnson SB 0.02909 1 14.213 5 N/A 3
Kumaraswamy 0.04012 6 9.6698 2 170.42 4 4
Kolmogorov-
Smirnov
Anderson-Darling Chi-Squared
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             This does not look like it is as good of a fit as previous decades’ longitudinal 
graphs.  We can see that based on our goodness-of-fit tests in Table 2.16, the Beta 
distribution is, in fact, not a good fit at all. 
       Table 2.16: Goodness-of-fit results for Beta for 2000s longitudinal data 
 
All goodness-of-fit tests are rejected for every level of significance for the Beta 
distribution. 
It is clear that if we want more meaningful information about our distributions by 
decade, we must use non-parametric methods. 
The last type PDF fitting that we will attempt is for starting latitudes and 
longitudes from 1980-2009 to see if we can see any sort of pattern. 
For starting latitudes, we see that Table 2.17 shows our top 5 distributions for 
latitudinal starting location data.  The best test by average rank is the Triangular 
Statistic 0.03637
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 0.01561 0.0178 0.01976 0.02209 0.02371
Reject? Yes Yes Yes Yes Yes
Statistic 8.3428
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 1.3749 1.9286 2.5018 3.2892 3.9074
Reject? Yes Yes Yes Yes Yes
Statistic 140.59
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 15.812 18.549 21.026 24.054 26.217
Reject? Yes Yes Yes Yes Yes
Kolmogorov-Smirnov
Anderson-Darling
Chi-Squared
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distribution.  The Triangular distribution is often used in business to create simulations 
when only minimum, maximum, and likely outcomes are known. 
Table 2.17: Goodness-of-fit tests for top 5 distributions for starting latitude data 
 
The Triangular distribution is given by  
   )  
{
 
 
 
      )
    )    )
                       
     )
    )    )
                     
 
where,     the continuous boundary parameters     ) and the continuous mode 
parameter is        ).   We have ̂        ̂          ̂        . 
In Figure 2.9, we can see how the Triangular distribution looks when graphed on 
top of our data’s histogram. 
 
 
 
 
 
 
Distribution Statistic Rank Statistic Rank Statistic Rank Ave. Rank
Triangular 0.07799 3 2.6792 1 24.014 2 2
Beta 0.09623 4 2.757 3 31.047 5 4
Kumaraswamy 0.09781 6 2.7398 2 29.991 4 4
Pert 0.09777 5 3.0411 5 31.068 6 5.33
Gen. Gamma (4P) 0.10754 12 2.9866 4 18.861 1 5.67
Kolmogorov-
Smirnov
Anderson-Darling Chi-Squared
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         Figure 2.9: Triangular distribution for starting latitude data 
Visually it is hard to tell if this is a good fit, so we will take a look at our 
goodness-of-fit tests in Table 2.18. 
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       Table 2.18: Goodness-of-fit results for Beta for starting latitude data 
 
Considering how poorly most of our latitude PDFs fared, this one is a fairly good 
fit.  It is not rejected at the 2% level of significance for Kolmogorov-Smirnov or 
Anderson-Darling.  However, it is not a good fit beyond the 2% level of significance. 
For starting longitudes we see that Table 2.19 shows our top 5 distributions for 
longitudinal  starting location data.  The best test by average rank is the Johnson SB 
distribution.  Johnson SB is related to the normal distribution, but does not have to be 
symmetric.  It has been used for epidemiology data and forestry data. 
Table 2.19: Goodness-of-fit tests for top 5 distributions for starting longitude data
 
Statistic 0.07799
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 0.06124 0.0698 0.0771 0.08664 0.09297
Reject? Yes Yes Yes No No
Statistic 2.6792
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 1.3749 1.9286 2.5018 3.2892 3.9074
Reject? Yes Yes Yes No No
Statistic 24.014
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 11.03 13.362 15.507 18.168 20.09
Reject? Yes Yes Yes Yes Yes
Kolmogorov-Smirnov
Anderson-Darling
Chi-Squared
Distribution Statistic Rank Statistic Rank Statistic Rank Ave. Rank
Johnson SB 0.02312 1 0.29124 1 3.9002 3 1.67
Power Function 0.03018 2 0.91592 2 3.86 2 2
Kumaraswamy 0.03896 5 1.1332 3 3.7687 1 3
Error 0.04686 6 1.4771 4 4.8932 4 4.67
Dagum 0.05662 8 2.0073 6 5.8492 5 6.33
Kolmogorov-
Smirnov
Anderson-Darling Chi-Squared
30 
 
   The Johnson SB distribution is given by 
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 √       )
   ( 
 
 
(     (
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where   is a continuous shape parameter,     is a continuous shape parameter,     
is a continuous scale parameter, and   is a continuous location parameter.  We have 
 ̂            ̂           ̂          ̂        . 
In Figure 2.10, we can see how the Johnson SB distribution looks when graphed 
on top of our data’s histogram. 
      
 
Figure 2.10: Johnson SB distribution for starting longitude data 
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This appears visually to be a good fit for our data, but we will check the 
goodness-of-fit tests in Table 2.20 to be sure. 
        Table 2.20: Goodness-of-fit results for Johnson SB for starting longitude 
data 
  
   This appears to be a very good fit for our data as it is not rejected by any of the 
three goodness-of-fit tests at the 20% level of significance.  We should be able to predict 
future starting points well using this distribution. 
As seen in Table 2.21, the vast majority of our found PDFs were shown to be bad 
fits for our data.   
 
 
 
 
 
Statistic 0.02312
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 0.06124 0.0698 0.0771 0.08664 0.09297
Reject? No No No No No
Statistic 0.29124
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 1.3749 1.9286 2.5018 3.2892 3.9074
Reject? No No No No No
Statistic 3.9002
Alpha Value 0.2 0.1 0.05 0.02 0.01
Critical Value 11.03 13.362 15.507 18.168 20.09
Reject? No No No No No
Kolmogorov-Smirnov
Anderson-Darling
Chi-Squared
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Table 2.21: Summary of Parametric Results 
 
So, since we cannot get very much useful results out of our parametric analysis 
since it provides limited information, we will now move on to discuss other methods that 
we can use to come closer to our goal of predicting storm locations. 
 
 
 
 
 
 
Lat/Lon Data Years Best Distribution
Kolmogorov-
Smirnov
Anderson-
Darling
Chi-
Squared
Latitude 1980-2009 Kumaraswamy Yes Yes Yes
Longitude 1980-2009 Dagum Yes Yes Yes
Latitude 1980-1989 Gen. Gamma (4P) Yes No Yes
Longitude 1980-1989 Gen. Extreme Value No No No
Latitude 1990-1999 Pert Yes Yes Yes
Longitude 1990-1999 Beta No No Yes
Latitude 2000-2009 Weibull Yes Yes Yes
Longitude 2000-2009 Beta Yes Yes Yes
Latitude 
Starting 
Location
1980-2009 Triangular No No Yes
Longitude 
Starting 
Location
1980-2009 Johnson SB No No No
Rejected at 1% level of Significance?
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3. Regression Analysis 
3.1. Regression Methodology 
Linear regression is a way of predicting one or more response variables from a set 
of explanatory variables.  The model is defined as 
        
where   is an     ) vector of response variables,   is an        )) matrix of 
explanatory variables,   is an      )   ) vector of parameters, and   is an     ) 
vector of error terms.  Also,    )    and      )     , where   is the identity matrix. 
(Johnson & Wichern, 2007, p. 361) 
 The first step in regression analysis is to analyze the variables in order to develop 
a model.  We must determine what our variables are, check for interactions and higher 
order terms, and determine which terms are contributing.  We can use correlation analysis 
to detect possible confounding variables that can create inaccurate results when we try to 
use our model.   Once we have all of the terms that we would like to include, we need to 
see if our model is a good model.  In order to have a good model, we need to check our 
residuals.  We want our residuals to be independent which we can check by plotting the 
residuals and seeing if they appear to be randomly dispersed.   Ideally, the mean of our 
residuals will be close to zero, which we can see by checking that our residual plots are 
evenly dispersed on either side of zero.  Lastly, we would like our residuals to be normal.  
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A QQ plot can check to see if the data is normally distributed for us.  If the relationship 
between residuals and normalized residuals is linear at 45 degrees, then our residuals are 
approximately normal.  Residuals should also have a constant variance, so if there is no 
curve in the QQ plot, the variance should be approximately constant. (Draper & Smith, 
1998, p. 136) 
 Additionally, before moving on to find parameter estimates for our model, we 
should check for outliers.  We can use the Bonferroni outlier test to see if our p-value for 
our most extreme value is less than our level of significance.  Essentially, the Bonferroni 
p-value is an adjustment to the t-test p-value.  Instead of using the p-value for the t-test, 
we adjust the p-value so that        , where    is the Bonferroni p-value and    is the 
t-test p-value.  So now we will have much fewer data points that will fit into this “largest 
outlier” category.  If our Bonferroni p-value is less than 5%, than we have an outlier.  
(Bonferroni Outlier Test, n.d.)  We can check which point has the most influence by 
plotting Cook’s distance.  (McDonald, 2002)  Outlier data will have high values of 
Cook’s distance.  Cook’s distance is calculated as 
   
( ̂   ̂   ))
 
     
 
where  ̂  is the full regression model prediction at observation  ,  ̂   ) is the regression 
model prediction at observation   when observation   has been omitted,    is the number 
of parameters, and    is the Mean Square Error of the model.  A rule of thumb is if 
    , then that observation may be considered an outlier.  If there are outliers, we can 
check if they have a big impact on our model by checking to see if it greatly affects our 
value of    and mean square error, which will be discussed in the next paragraph.  If 
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these do not change much, it is not necessary to remove the data point for model fitting 
purposes. 
 Least squares estimation can be used to solve for estimates  ̂ of our parameters .  
The equation, 
 ̂      )       
allows us to find the parameter estimates for   of full rank.  (Draper & Smith, 1998, p. 
136)  We can check how good the model fits using the coefficient of determination, 
which is calculated as, 
   
   
   
 
∑   ̂
  
   
∑      ̅) 
 
   
 
∑    ̂   ̅)
  
   
∑      ̅) 
 
   
  
where  ̂ represents the response variables that the model predicts.  (Johnson & Wichern, 
2007, p. 367)     will be between 0 and 1, where 0 is no fit, and 1 is a perfect fit.  The 
issue to be wary of with    is that it will artificially increase as we include more and 
more parameters/variables.  Not all variables will be considered significant, so if we 
remove unnecessary variables, we can end up with a better fit, and a fit that has been less 
artificially increased by included too many parameters.  The adjusted    adjusts more for 
having too many parameters and is given by, 
    
    
     )    )
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where k  is the number of parameters and n is the number of data values.  (Draper & 
Smith, 1998, p. 139)      
  should be lower than    in general since it penalizes for more 
variables. 
 One basic way to determine which variables are highly contributing is by 
backward elimination.  If we run a regression using our full model with all parameters, 
we will end up with large p-values for some of the parameters, which based on the t-test, 
means that these are either not significantly contributing, or are confounded terms. 
(Draper & Smith, 1998, p. 339)  When we find large p-values, we should check for 
multicollinearity to determine if there is confoundedness.  If we remove the variable with 
the highest p-value, rerun the regression, remove the variable with the next highest p-
value, and continue in this way until all p-values are below 0.05 (the chosen level of 
significance), we have a better chance of having a model with higher values of    and 
    
 . 
 There are other ways to detect a good model for model comparison.  One way is 
by using the Akaike Information Criterion (AIC).  The equation for AIC is given by, 
            )  
where k is the number of parameters, and     ) is the log-likelihood function. (AIC vs. 
BIC, n.d.)  In backwards elimination, a value of AIC is calculated first for the full model, 
and then a variable is removed that most lowers the AIC value, a second variable is then 
removed that most lowers the AIC value of the variables left.  This process is continued 
until we reach the minimum AIC value.   
37 
 
 Another way to obtain a model is by using the Bayesian Information Criterion 
(BIC). The equation for BIC is given by, 
          )       )  
so we can see that BIC will more harshly penalize for too many parameters than AIC.  
(AIC vs. BIC, n.d.)  If we have 11,907 data points, ln(11,097)=9.31, so our number of 
parameters k, are being multiplied by a factor of 9.28, whereas in AIC, our number of 
parameters is multiplied by a constant 2.  BIC finds models in a similar fashion to AIC 
and tries to minimize the value of BIC.  BIC will usually give us fewer significant 
variables than AIC (due to the greater penalization of excessive parameters), so BIC is 
good for focusing on the few variables that have a big effect on our result, while AIC is 
better to use when forecasting because the extra parameters give some leeway in case 
BIC eliminated too many. (AIC vs. BIC, n.d.)     is more concerned with how well a 
model fits the current data, while AIC is more concerned with how well we can use our 
model for forecasting purposes. 
 Now, once we have found our parameter estimates using one of the methods 
above, we can predict response variables using the formula, 
 ̂    ̂  
and we can compare this against our true response variables. (Johnson & Wichern, 2007, 
p. 364)  The error terms are calculated by 
     ̂  
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and the residual sum of squares, SSR, tells us how far off our model is from predicting 
the true response variables. (Johnson & Wichern, 2007, p. 364)  Mean square error is 
calculated as 
    
∑  
 
  
and is basically just the average of the errors, and another way to examine error in the 
model. (Draper & Smith, 1998, p. 31) Looking at   ,   ,     
 , AIC, and BIC values 
allow us to compare models in multiple ways. 
 Once we have a model that fits our data well, we want to try and use that model to 
predict response variables at a different point in time.  So, we can collect data from 
different time periods, and apply our model using the formula 
 ̂   
 
  ̂      
where  ̂  represents the vector of predicted responses,  
 
  is the matrix of new 
explanatory variables from a different point in time or location, and    is our new error 
between our new predicted response and the true response for the new explanatory 
values. 
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3.2. Initial Regression Analysis 
Again, our data is hurricane data from 1980-2009.  Our dependent variables for 
regression are latitude and longitude, and our independent variables are previous 
latitude, previous longitude, Coriolis Effect (cosine of previous latitude), wind speed, 
and pressure.  We would like to also check and see if it makes sense to include 
interaction terms and higher order terms.  So, we will check for correlation in our 
dependent variables, interaction terms, and higher order terms.  Table 3.1a gives a key for 
Table 3.1b, and in Table 3.1b, the cells highlighted in red have a correlation coefficient of 
between 0.5 and 1 or -0.5 and -1. 
Table 3.1a: Key of Terms for Table 3.1b 
 
 
  
Abbreviation Full Term Abbreviation Full Term
prev lat Previous Latitude lonbar Longitude * Pressure
prev lon Previous Longitude lonwind Longitude * Wind Speed
cos(lat) Cosine(Latitude) [Coriolis Effect] coslatbar Coriolis Effect * Pressure
bar Pressure coslatwind Coriolis Effect * Wind Speed
wind Wind Speed barwind Pressure * Wind Speed
latlon Latitude * Longitude lat2 Latitude Squared
latcoslat Latitude * Coriolis Effect lon2 Longitude Squared
latbar Laitude * Pressure coslat2 Coriolis Effect Squared
latwind Latitude * Wind Speed bar2 Pressure Squared
loncoslat Longitude * Coriolis Effect wind2 Wind Speed Squared
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Table 3.1b: Correlation Matrix of dependent variables and potentially contributing terms 
 
 
  
prev lat prev lon cos(lat) bar wind latlon latcoslat latbar latwind loncoslat lonbar lonwind coslatbarcoslatwind barwind lat2 lon2 coslat2 bar2 wind2
prev lat 1
prev lon -0.1203 1
cos(lat) -0.9796 0.20912 1
bar -0.0452 -0.0214 0.04417 1
wind -0.0613 0.00222 0.07474 -0.9284 1
latlon 0.57847 0.68365 -0.4757 -0.0123 -0.0619 1
latcoslat 0.94739 0.01981 -0.8646 -0.0361 -0.0403 0.69037 1
latbar 0.99889 -0.1187 -0.9776 -0.0009 -0.1014 0.58087 0.94812 1
latwind 0.57549 -0.0917 -0.5496 -0.7402 0.73867 0.30399 0.56486 0.54074 1
loncoslat -0.9796 0.20912 1 0.04417 0.07474 -0.4757 -0.8646 -0.9776 -0.5496 1
lonbar -0.0452 -0.0214 0.04417 1 -0.9284 -0.0123 -0.0361 -0.0009 -0.7402 0.04417 1
lonwind -0.0613 0.00222 0.07474 -0.9284 1 -0.0619 -0.0403 -0.1014 0.73867 0.07474 -0.9284 1
coslatbar -0.0452 -0.0214 0.04417 1 -0.9284 -0.0123 -0.0361 -0.0009 -0.7402 0.04417 1 -0.9284 1
coslatwind -0.0613 0.00222 0.07474 -0.9284 1 -0.0619 -0.0403 -0.1014 0.73867 0.07474 -0.9284 1 -0.9284 1
barwind -0.0608 -0.0028 0.07476 -0.9177 0.99929 -0.0646 -0.0391 -0.1006 0.7415 0.07476 -0.9177 0.99929 -0.9177 0.99929 1
lat2 0.97383 -0.2179 -0.9996 -0.0454 -0.0751 0.46086 0.85032 0.97165 0.54498 -0.9996 -0.0454 -0.0751 -0.0454 -0.07513 -0.0752 1
lon2 -0.0965 0.98011 0.17555 -0.0001 -0.0419 0.66275 0.02461 -0.0941 -0.1179 0.17555 -0.0001 -0.0419 -0.0001 -0.04193 -0.0483 -0.1828 1
coslat2 -0.9926 0.1784 0.99548 0.04015 0.07282 -0.5218 -0.9062 -0.9912 -0.5614 0.99548 0.04015 0.07282 0.04015 0.07282 0.07253 -0.9922 0.15012 1
bar2 -0.0483 -0.0197 0.04733 0.99989 -0.9293 -0.0131 -0.0388 -0.0039 -0.7439 0.04733 0.99989 -0.9293 0.99989 -0.92927 -0.919 -0.0485 0.0017 0.04331 1
wind2 -0.0982 0.04392 0.11131 -0.9301 0.96746 -0.0565 -0.0752 -0.1369 0.66284 0.11131 -0.9301 0.96746 -0.9301 0.96746 0.95849 -0.1114 0.00737 0.11013 -0.928 1
4
0
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We can see that a very large number of terms have high correlation coefficient 
and could be confounded.  We will use AIC and BIC to try and narrow down our 20 
independent variables.  First, using AIC for the latitude model, we find a final model 
given in Table 3.2. 
Table 3.2: AIC Model Significant Terms for Latitude 
 
We can see that we find 15 out of 20 variables to be deemed significant by AIC 
methods.  We began with an AIC value of -9753.8 and after the 5 necessary iteration 
steps, we ended with an AIC value that was also -9753.8.  Since the AIC values didn’t 
change when we removed all unnecessary variables, it is difficult to draw any useful 
conclusions besides the fact that there is no significant difference between using the 
model developed using AIC and the full model.  We can also try to use BIC, which 
should remove more variables than AIC by the definition discussed previously.  Our BIC 
results are in Table 3.3. 
 
 
 
Term Coefficient Term Coefficient
Intercept -1.82E+03 latbar -3.51E-04
prev. lat 9.23E+00 latwind 2.06E-04
prev. lon -4.14E-03 barwind 5.62E-04
cos. Lat. 2.92E+03 lat2 1.89E-01
bar -7.94E-01 lon2 -6.26E-05
wind -5.76E-01 coslat2 -7.04E+02
latlon 5.45E-04 bar2 3.89E-04
latcoslat -7.24E+00 wind2 1.62E-04
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Table 3.3: BIC Model Significant Terms for Latitude 
 
The BIC method found 14 out of 20 variables to be significant.  The only variable 
that AIC found to be significant that BIC did not find to be significant is previous 
longitude.  Using BIC, we start with an AIC value of -9697.33 and after 6 steps we end 
with an AIC value of -9699.55.  So, this is an extremely small difference and our values 
for         
  and the residual standard error are all equivalent for the two models 
(               
                   ).  It is also noteworthy to look at the 
simplest model, that is, the model without any interaction terms or higher order terms.  
Our full model regression is in Table 3.4. 
Table 3.4: Simple Model Significant Terms for Latitude 
 
Here we have                
                   .  These are not 
significantly different from the AIC model with 15 variables and the BIC model with 14 
Term Coefficient Term Coefficient
Intercept -1.77E+03 latwind 2.02E-04
prev. lat 9.04E+00 barwind 5.70E-04
cos. Lat. 2.86E+03 lat2 1.85E-01
bar -7.96E+02 lon2 -8.69E-05
wind -5.83E+01 coslat2 -6.89E+02
latlon 5.01E-04 bar2 3.89E-04
latcoslat -7.07E+00 wind2 1.68E-04
latbar -3.51E-04
Term Coefficient
Intercept 3.42E+00
prev. lat 9.99E-01
prev. lon 1.66E-03
cos. Lat. -2.54E+00
bar -8.87E-04
wind 3.14E-03
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variables, so for simplicity in our analysis, we will only include our original terms using 
analytical model  
 ̂    )                     )                  )    
                  ))                       
  Now, we will move on to residual analysis.  We will begin with the latitude  
model.  In Figure 3.1, we can see that the residuals for all of the variables are randomly 
dispersed and evenly distributed on either side of the mean with a mean of 0.  
 
Figure 3.1: Residual analysis of explanatory variables for Latitude  
 In Figure 3.2 we can see from the Q-Q plot that the residuals are not normally 
distributed at the extremes.  However, we will assume normality for all. 
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  Figure 3.2: Q-Q Plot for Latitude 
Now that we have checked our residuals, we must check for outliers.  Figure 3.3 
shows a scatterplot of latitude and longitude. 
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      Figure 3.3: Latitude vs. Longitude Scatterplot 
It is difficult to tell based on Figure 3.3 where the outliers lie.  It is clear that the 
best-fit trend line does not fit very well with our data based on our    value of 0.2601, 
which is well below our threshold of 0.5 to be considered a moderate fit.  Since we 
cannot tell visually which outliers are farthest, we must use statistical tests. 
We can use the Bonferroni Outlier Test (which gives the p-value of the most 
extreme observation) to see if it is likely that there is an outlier.  There are 10 
observations with very low p-values below 5%, so we can remove these to possibly 
achieve a better model.  However, since these are just 10 observations out of over 10,000 
and a preliminary regression gives us an    and     
  values that are both equal to 
0.9961, which is very high, we will keep all observations in our model to not lose any 
information. We can also check our outliers by plotting Cook’s distance.  In Figure 3.4, 
we see that all of our observations, including the ones that appear to stand out, are below 
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1.  We only consider points with a Cook’s distance greater than 1 to be outliers, so there 
are no outliers.
    Figure 3.4: Cook’s Distance for Latitude 
Next, we will check our longitude model.  Like with latitude, we should first use 
the AIC and BIC methods to determine if there is a significant difference between the 
AIC model, BIC model, and the model with only our original variables; the model found 
using the AIC method is in Table 3.5. 
Table 3.5: AIC Model Significant Terms for Longitude 
 
Term Coefficient Term Coefficient
Intercept 6.23E+03 latwind -1.58E-03
prev. lat -1.51E+01 barwind 4.18E-05
prev. lon 9.86E-01 lat2 -5.63E-01
cos. lat -7.85E+03 lon2 1.11E-04
bar -4.21E-01 coslat2 1.80E+03
latlon 2.73E-04 bar2 2.51E-04
latcoslat 1.61E+01 wind2 8.91E-05
latbar -2.24E-03
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The AIC method found 14 out of 20 variables to be significantly contributing.  
We have               
        , and          .  We began with an AIC value 
of -614.93 and after 5 steps ended with an AIC value of -615.41.  Just like with the 
latitude model, there is no significant difference between using the full model and using 
the model developed by AIC.  The AIC values are extremely close together.  We will also 
try BIC to see if we can narrow our variables down further.  The BIC model is shown in 
Table 3.6. 
Table 3.6: BIC Model Significant Terms for Longitude 
 
Here we have 14 out of 20 variables significantly contributing to the model, with 
              
        , and          , which is the same as the AIC model.  
The same variables that were significantly contributing for AIC were also significantly 
contributing for BIC.  We began with an AIC value of -498.46 and after 6 steps, ended 
with an AIC value of -506.26.  This is an insignificant difference.   To see if we can 
simplify our model further, we will develop a model using only the original variables.  
The model is shown in Table 3.7. 
 
 
Term Coefficient Term Coefficient
Intercept 6.23E+03 latwind -1.58E-03
prev. lat -1.51E+01 barwind 4.18E-05
prev. lon 9.86E-01 lat2 -5.63E-01
cos. lat -7.85E+03 lon2 1.11E-04
bar -4.21E-01 coslat2 1.80E+03
latlon 2.73E-04 bar2 2.51E-04
latcoslat 1.61E+01 wind2 8.91E-05
latbar -2.24E-03
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Table 3.7: Simple Model Significant Terms for Longitude 
 
We obtain               
        , and          .  These are not 
significantly different from those obtained using the full model.  Since we do not lose a 
significant amount of information by using 5 independent variables instead of 15 from 
AIC or 14 from BIC, we will use the simplest model possible.  So, the analytical model 
that we will use is 
 ̂    )                     )                  )                      ))
                      
  As we can see in Figure 3.5, the residuals for all of the variables for longitude are 
mostly randomly dispersed and evenly distributed on either side of the mean with a mean 
of 0.  
Term Coefficient
Intercept 2.33E+00
prev. lat -6.34E-02
prev. lon 9.99E-01
cos. Lat. 4.23E+00
bar -4.20E-03
wind -2.64E-03
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 Figure 3.5: Residual analysis of explanatory variables for Longitude  
Next we will look at the Q-Q plot for longitude.  In Figure 3.6  below we see that the 
data follows along a straight line, but doesn’t appear to be quite normal.  However, we 
will assume normality in our testing. 
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Figure 3.6: Q-Q Plot for Longitude 
 Now we will check for outliers using the Bonferroni test and Cook’s Distance.  
Like with latitude, there appear to be 10 outliers for longitude.  Since this is such a small 
percentage of our total data of over 10,000 points, we will leave the outliers in.  In Figure 
3.7, we see that all points are well below our threshold value of Cook’s distance of 1, so 
no outliers appear to be significantly contributing. 
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 Figure 3.7: Cook’s Distance for Longitude 
Now, we have two models that we are working with; latitude and longitude.  For 
latitude, all p-values for the independent variables are less than 0.05 except for pressure 
(which is 0.37), so pressure could be considered not significant, or could be confounded, 
which appears to be the case (with wind speed) in the Correlation Matrix in Table 3.1.  
However, when we remove pressure, we obtain the exact same value for R-squared as 
we do when leaving pressure in, so we will not remove pressure to not lose information.  
We achieve an R-squared value of 0.996143 and an R-squared adjusted value of 
0.996141, which are quite high.  This could be due to having a very large sample size 
(10,743).  The more data we have, the less random noise we have contributing to our R-
squared value.  
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3.3. Regression Analysis Results 
Now, we will use the coefficients for our independent variables with data from 
two storms (Dean in 2007 and Felix in 2007) to see how well we are able to predict the 
true latitude 6 hours in advance.  The model that has been developed is  
 ̂    )                                   )                         )
                           ))                        
          
We have the null hypothesis given by  
                       
and alternative hypothesis 
                                       
We can use an F-test for goodness-of-fit to compare the variances of our results 
using true latitude of Dean and Felix, along with the predicted latitudes of the two 
storms using the regression formula above.  After calculating the estimate of our values 
of latitude and comparing those values to the actual values, we obtain a critical statistic 
for our F tests using the formula 
  
   
   
 
to find the value of F.  For Felix,            with a p-value  of           .  At the 
5% level of significance, we reject our null hypothesis and conclude that the model does 
have predictive power for Felix’s data.  It is worthwhile to note that when performing 
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regression on the estimated data, the p-value for all  independent variables is greater than 
5%, which suggests confoundedness in our data, or possibly insignificance.  However, 
             
        with a standard error of 0.141, so even with confounded 
variables, we appear to have a good fit.  For Dean,           with a p-value of 
          , so at the 5% level of significance, we reject our null hypothesis and 
conclude that the model does have predictive power for Dean’s data.  For Dean’s 
estimated data, only previous latitude and previous longitude have p-values below 5%, 
so Coriolis Effect, pressure, and wind speed appear to have confoundedness.  However, 
             
        with a standard error of 0.187, so since our R-squared values 
are very high, and standard error is quite low, we do appear to have a good fit for Dean’s 
data.  We can also see how the predicted latitudes compare to our actual latitudes in 
Figures 3.8 and 3.9 below. 
 
Figure 3.8: Felix Estimated and True Latitude 
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Figure 3.9: Dean Estimated and True Latitude 
We can see above that we are able to achieve quite close results for 6 hours 
predictions for latitude. 
For longitude, we have the model  
 ̂    )                               )                        )
                           ))                     
          
and all p-values are significant (less than 0.05) except for wind speed, which is 
0.159932.  However, we again have the same R-squared value if we remove wind speed, 
so we will leave it in to not lose information.  We have an R-squared value of 0.997548 
and R-squared adjusted value of 0.997547, which suggest a very good fit.   
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We test this again using a null hypothesis of  
                       
and alternative hypothesis 
                                       
For Felix, we find           with a p-value of           .  Since our p-
value is less than 5%, we reject the null hypothesis, and conclude that our data does have 
predictive power for Felix’s longitude.  When performing regression on the estimated 
data, only previous longitude has a p-value below 5%, suggesting that the other 4 
variables could be confounded.  For the estimated longitude data,              
  
      and standard error is 0.356, so this confirms that we have a good fit. 
For Dean, we find             with a p-value of           .  Our p-value 
is again less than 5%, we reject the null hypothesis, and conclude that our data does have 
predictive power for Dean’s longitude.  The regression for Dean’s estimated data shows 
that only previous longitude has a p-value below 5%, so, like with Felix, this suggests 
that the other four variables could be confounded.  However, for the estimated longitude 
data,               
         and standard error is 0.324, so we appear to have a 
good fit by both these measures and the F-test.  
We can also see how the predicted longitudes compare to our actual longitudes 
in Figures 3.10 and 3.11. 
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Figure 3.10: Felix Estimated and True Longitude 
 
Figure 3.11: Dean Estimated and True Longitude 
Our estimates appear to be quite fairly close to the true longitude.  It is 
noteworthy that the model consistently underestimates the true longitude, and it could be 
possible use a correction factor to obtain a closer estimate. 
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When we estimate latitude and longitude for our whole dataset, we obtain the 
scatterplot given in Figure 3.12.  We can see that our estimated scatterplot is more 
compact than our true scatterplot.  Our estimated values will not vary as much as real-
world data because we calculated them using a regression formula so we are missing a 
certain amount of variation. 
 
Figure 3.12: Scatterplot of Estimated Latitude vs. Estimated Longitude next to 
scatterplot of True Latitude vs. True Longitude 
For the sake of comparison, we can try to estimate latitude and longitude using a 
regression model with zero intercept,  
 ̂    )                  )                  )                      ))    
                  
 Now, for latitude for this zero intercept model, all p-values for the independent 
variables are less than 0.05, so all variables appear to be contributing.  We achieve a 
modified R-squared value of 0.996139, which only        less than the R-squared 
value for latitude without a zero intercept.  
After performing regression, we obtain the following formula for latitude: 
 ̂    )                        )                        )          
                  ))                                  
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For Felix, we find             with a p-value of           .  Since our p-
value is less than 5%, we reject the null hypothesis, and conclude that our data does have 
predictive power for Felix’s latitude.  When performing regression on the estimated data, 
none of the variables have a p-value below 5%, so there could be confoundedness.  For 
the estimated latitude data,               
         and standard error is 0.137, so 
this confirms that we have a good fit. 
For Dean, we find              with a p-value of           .  Since our p-
value is less than 5%, we reject the null hypothesis, and conclude that our data does have 
predictive power for Dean’s latitude.  When performing regression on the estimated data, 
only previous latitude and previous longitude have a p-value below 5%, so there could 
be confoundedness in the other three variables.  For the estimated latitude data,    
           
         and standard error is 0.184, so we do appear to have a good fit. 
We can also see how the predicted latitudes compare to our actual latitudes in 
Figures 3.13 and 3.14 below. 
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Figure 3.13: Felix Estimated and Actual Latitude with zero intercept 
  
Figure 3.14: Dean Estimated and Actual Latitude with zero intercept 
Comparing Figures 3.8 and 3.9 with Figures 3.13 and 3.14, as well as the fact that 
there is only a 0.000004 difference between R-square of the nonzero intercept model and 
the Modified R-squared of the zero intercept model, there does not appear to be much 
difference, so we will choose to use the nonzero intercept model. 
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For longitude for the zero intercept model, we obtain the regression model    
 ̂    )                        )                        )          
                  ))                                
and all p-values are significant (less than 0.05), so we will keep all terms in our model.  
We have a modified R-squared value of 0.999698, which is 0.00215 higher than the R-
squared value for the nonzero intercept model, and the parameter estimates are all 
similarly close as seen below. 
For Felix, we find             with a p-value of          .  Our p-value is 
less than 5%, so we reject the null hypothesis, and conclude that our data does have 
predictive power for Felix’s longitude.  When performing regression on the estimated 
data, only previous longitude has a p-value below 5%, so there could be confoundedness 
in the four remaining variables.  For the estimated longitude data, 
               
          and standard error is 0.349, so we have a good fit from 
our model based on this and on our F-test result. 
For Dean, we find             with a p-value of           .  With this p-
value less than 5%, we reject the null hypothesis, and conclude that our data does have 
predictive power for Dean’s longitude.  The regression on the estimated data gives only 
previous longitude has a p-value below 5%, so there could be confoundedness in the 
four remaining variables like with Felix.  For the estimated longitude data,    
           
         and standard error is 0.324, so we again have a good fit from our 
model based on this and on our F-test result. 
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We can see how the predicted longitudes compare to our actual longitudes in 
Figures 3.15 and 3.16. 
 
Figure 3.15: Felix Estimated and Actual Longitude with zero intercept 
  
Figure 3.16: Dean Estimated and Actual Longitude with zero intercept 
Visually we are able to get fairly close results, though the model does consistently 
overestimate the true longitude. 
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Again, when comparing Figures 3.10 and 3.11 with Figures 3.15 and 3.16, and 
since the values of R-squared and Modified R-squared are close, we will use the nonzero 
intercept model.  We also lose a small amount of information when we use a zero 
intercept model by forcing the model to start at the origin (which is not realistic in real 
world data), so it is beneficial to use the nonzero intercept model. 
When we estimate latitude and longitude for our whole dataset using the zero-
intercept model, we obtain the scatterplot given in Figure 3.17.  Again like with the 
nonzero intercept version, we can see that our estimated scatterplot is more compact than 
our true scatterplot. 
 
Figure 3.17: Scatterplot of Estimated Latitude vs. Estimated Longitude for zero 
intercept next to scatterplot of True Latitude vs. True Longitude 
Now, applying the same methods as above, we can perform the same type of 
analysis on hurricane data that is separated by maximum category for each storm.  The 
models by category are as follows: 
 ̂                                     )                       )
                          ))               
                  
 ̂                                    )                        )
                          ))                      
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In Table 3.8, we can see the R-square and R-square adjusted values by category, 
along with F test p-values for goodness-of-fit testing between the full data for that 
category from 1980-2009 and the specified storm. 
64 
 
 
 
 
 
 
Table 3.8: Summary Table for Hurricanes by Category 
 
Category Storm Name
R-square 
Lat
Adjusted R-
square Lat
F test p-
value Lat
R-square 
Lon
Adjusted R-
square Lon
F test p-
value  Lon
1 Claudette 2003 5.24*10^-30 5.28*10^-28
1 Cindy 2005 5.81*10^-7 0.0014
2 Ida 2009 2.88*10-23 1.98*10^-13
2 Dennis 1999 6.43*10^-51 3.26*10^-26
3 Jeanne 2004 1.27*10^-65 3.09*10^-65
3 Isidore 2002 6.1*10^-32 1.93*10^-36
4 Gustav 2008 1.27*10^-43 4.34*10^-48
4 Emily 2005 1.68*10^-47 1.04*10^-62
5 Ivan 2004 8.97*10^-55 4.92*10^-62
5 Katrina 2005 3.36*10^-27 1.54*10^-29
0.9965178
0.9974816
0.8131594
0.8671655
0.9945946 0.9945842 0.8928819 0.8926767
0.99718640.9972090.99626110.9962911
0.9965291
0.9956402
0.8667348
0.9974709
0.8125429
0.9956216
0.9974881 0.99748
6
4 
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As we can see, for latitude, R-square and R-square adjusted are all very high (in 
this case, all greater than 0.994), so for all five categories, we appear to obtain a good fit.  
The F test p-value for latitudes are all well under 5%, so we can say that the latitude 
models obtained by the whole category have predictive power for the individual storms.  
For longitude, our R-square and R-square adjusted values are not quite as high as for 
latitude.  However, they are all still above 0.81, which is still a good fit.  It appears that 
categories 2 and 5 have the best fits since their R-square and R-square adjusted values are 
above 0.997. Our F test p-values are all also well under 5% for longitude, so we do not 
reject our null hypothesis for any of these storms and conclude that our longitudinal 
models have predictive power for the individual storms.  So, even though our R-square 
values are not quite as high for longitude as they are for latitude, we can see by our F 
test p-values values that the models obtained by the whole category fit our individual 
storm data. 
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4. Markov Analysis 
4.1. Markov Analysis Methodology 
Markov Analysis allows us to find the probability of a sequence of events.  We 
are trying to predict storm paths, and this method gives us a way of finding the 
probability that a certain storm will move, say, 1 degree north and 2 degrees west of its 
current location in six hours. 
For manageability, all latitude and longitude values are rounded to the nearest 
whole degree.  Each movement will be recorded in a frequency matrix.  Based on the 
frequency matrix, a probability structure can be developed to show the probability that a 
storm moves in a certain way.  We can then apply this probability structure to data 
simulations to see if we can accurately predict a storm’s path. 
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4.2. Markov Analysis Results 
We will use Hurricane Wilma data, a category 5 hurricane from 2005.  We have 
data for the storm’s position every 6 hours.  As seen in Table 4.1, we find the difference 
in latitude and longitude every 6 hours.  
Table 4.1: Changes in latitude and longitude for Hurricane 
    Wilma 
  
 
Now, we can find the probabilities of each of these latitude/longitude 
movements occurring.  We can see the probabilities in Table 4.2. 
Table 4.2: Probabilities of latitude and longitude movements for 
Hurricane Wilma 
 
 So, based on Table 4.2, there is a 3% chance that a storm will move 3 degrees in 
latitude and 2 degrees in longitude.  Most possible movements have 0 probabilities 
-1 0 1 2 3 4
4 0 0 0 0 0 1
3 0 0 0 0 2 1
2 0 0 0 0 1 0
1 1 3 4 1 0 0
0 7 16 0 0 0 0
-1 0 3 0 0 0 0
Change in 
Longitude
Change in Latitude
-1 0 1 2 3 4
4 0 0 0 0 0 0.03
3 0 0 0 0 0.05 0.03
2 0 0 0 0 0.03 0
1 0.03 0.08 0.1 0.03 0 0
0 0.18 0.4 0 0 0 0
-1 0 0.08 0 0 0 0
Change in 
Longitude
Change in Latitude
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because this is only based on data from one storm, so some movements simply did not 
occur. 
Next, we create 5 simulations based on the probabilities in Figure 4.2.  Using the 
F-test comparing the simulations to the actual movements in Figure 4.1, we obtain p-
values smaller than 5% for four out of five of the simulated latitude/longitude 
movements.  Based on this test, our simulations mostly appear to fit our data well.  
However, when the probabilistic movements are graphed against the true 
movement of the storm, our results appear to be very poor.  In Figures 4.1 and 4.2, we 
can see how inaccurate our forecast is. 
 
Figure 4.1: True Latitude and Simulated Latitude for Hurricane Wilma 
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Figure 4.2: True Longitude and Simulated Longitude for Hurricane Wilma 
So, we can see that purely based on the probability of a storm moving a certain 
way without taking anything else into account, we are unable to obtain particularly 
accurate results, though this can be due to rounding latitude and longitude values to the 
nearest whole degree.  In the future, it could be worthwhile to attempt Markov analysis 
on unrounded data, which will create enormous matrices that must be analyzed in more 
intensive programs.   However, it is noteworthy that for both latitude and longitude, four 
out of five simulated storms have an end location within four degrees of the true ending 
location.  One out of five simulated storms for both latitude and longitude have ending 
locations that are far from the true ending location. 
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5. Conclusion 
 While parametric and Markov methods did not give very good results, regression 
analysis allowed us to obtain fairly accurate six hour predictions.  We could improve our 
results further if we had additionally variables, but the methods we used utilized all 
available variables that are recorded for the entirety of storms (location, pressure, and 
wind speed).  Additionally, it is necessary to develop better technologies to obtain more 
accurate measurements of those variables.  If the location data is off by 60-100 miles, that 
can make a huge difference in where the storm will make landfall and become dangerous 
to people. 
 As a next step, it would be interesting to take a look at cluster analysis to see how 
storm paths differ by area in the Atlantic, as well as how storm paths differ in other 
regions such as the Pacific.  It would also be a good to look into how a storm’s starting 
date affects its path or starting point.  As an extension of what was completed in this 
thesis, we could look at attempting to predict storm location farther into the future than 6 
hours, which was what was used throughout this paper.  Additionally, with a more 
powerful statistical program, we could greatly improve upon the Markov results, which 
were done manually.  Storms could be clustered by region and date, and probabilistic 
movement based on exact coordinates could be determined to create more accurate 
forecasts. 
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Appendix: R Code 
attach(a) 
names(a) 
#setting up linear model for latitude 
g=lm(lat~prev.lat+prev.lon+cos.lat.+bar+wind,data=a) 
summary(g)#regression 
plot(g) 
#Initial analysis for regression 
library(car) 
library(lmtest) 
outlierTest(g) #NA p-value occurs if the adjusted p-value >1 
residualPlots(g) #Testing linearity of the predictors in the model 
plot(g,which=4) #observation 42 has the greatest Cook's distance 
g.step.AIC=step(g,k=2) #Stepwise variable selections  
summary(g.step.AIC)#regression 
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Appendix: R Code (Continued) 
g.step.BIC=step(g,k=log(dim(a)[1])) 
summary(g.step.BIC)#regression 
#setting up linear model for longitude 
f=lm(lon~prev.lat+prev.lon+cos.lat.+bar+wind,data=a) 
summary(f)#regression 
plot(f) 
#Initial analysis for regression 
library(car) 
library(lmtest) 
outlierTest(f) #NA p-value occurs if the adjusted p-value >1 
residualPlots(f) #Testing linearity of the predictors in the model 
plot(f,which=4) #observation 42 has the greatest Cook's distance 
f.step.AIC=step(f,k=2)  #Stepwise variable selections  
summary(f.step.AIC) 
f.step.BIC=step(f,k=log(dim(a)[1])) 
summary(f.step.BIC) 
