PNAS article classification is rooted in long-standing disciplinary divisions that do not necessarily reflect the structure of modern scientific research. We reevaluate that structure using latent pattern models from statistical machine learning, also known as mixed-membership models, that identify semantic structure in co-occurrence of words in the abstracts and references. Our findings suggest that the latent dimensionality of patterns underlying PNAS research articles in the Biological Sciences is only slightly larger than the number of categories currently in use, but it differs substantially in the content of the categories. Further, the number of articles that are listed under multiple categories is only a small fraction of what it should be. These findings together with the sensitivity analyses suggest ways to reconceptualize the organization of papers published in PNAS.
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text analysis | hierarchical modeling | Monte Carlo Markov chain | variational inference | Dirichlet process T he Proceedings of the National Academy of Sciences (PNAS) is indexed by Physical, Biological, and Social Sciences categories, and, within these, by subclassifications that correspond to traditional disciplinary topics. When submitting a paper, authors classify it by selecting a major and a minor category. Although authors may opt to have dual or even triple indexing, only a small fraction of published PNAS papers do so. How well does the current classification scheme capture modern interdisciplinary research? Could some alternative structure better serve PNAS in fostering publication and visibility of the best interdisciplinary research? These questions may be thought of as falling under the broad umbrella of "knowledge mapping."
A special 2004 supplement of PNAS, based on the Arthur M. Sackler Colloquium on Mapping Knowledge Domains, presented a number of articles that applied various knowledge mapping techniques to the contents of PNAS itself (1) . What was striking about the issue is that two articles by Erosheva, et al. (2, henceforth EFL) and Griffiths and Steyvers (3, henceforth GS), based on similar statistical machine learning models, made statements about the number of inferred categories needed to describe semantic patterns in PNAS articles that differed by more than an order of magnitude (10 versus 300). Here we revisit these earlier analyses in the light of a new one and attempt (i) to understand the differences between them and (ii) to estimate the minimal number of latent categories necessary to describe modern scientific research, often interdisciplinary, as reported in PNAS.
To set the stage, we provide a brief overview of the relevant models and summarize the similarities and differences between the two approaches and corresponding analyses presented in refs. 2 and 3. Using the same database as in EFL (2), we explore a wide range of analytic and modeling choices in our attempt to reconcile the differences in prior analyses. We approach the choice of the number of "latent categories," which are inferred from data, with multiple strategies including one similar to that used by GS (3) . Our findings suggest that 20 to 40 latent categories suffice to describe PNAS Biological Sciences publications, 1997-2001. Thus a reconceptualization of the indexing for PNAS Biological Sciences articles would require at most doubling the 19 traditional disciplinary categories. Because the true number of underlying semantic patterns is unknown and unknowable, we also report on a simulation study that confirms that, were there as few as 20 topics, our methodology would come close to estimating this number in a reasonable way. We also suggest some implications of our reconceptualization for the multiple indexing of interdisciplinary research in PNAS and elsewhere.
Overview of the Earlier Analyses EFL (2) and GS (3) both analyzed data extracted from PNAS articles from an overlapping time period using versions of mixed-membership models (4) . A distinctive feature of mixedmembership models for documents is the assumption that articles may combine words (plus any other attributes such as references) from several latent categories according to proportions of the article's membership in each category. The latent categories are not observable. They are typically estimated from data together with the proportions. The latent categories need not correspond to existing PNAS disciplinary classifications. Rather, each category can be thought of as a probability distribution over document-specific attributes that specifies which set of, say, words and references, co-occur frequently. The latent categories are often a quantitative by-product of concepts and semantic patterns that are used in a specific disciplinary area more than in others.
A mixed-membership structure allows for a parsimonious representation of interdisciplinary research without the need to create separate categories to accommodate both existing disciplinary links and new forms of collaborative research. Mixedmembership models achieve this through specifying article-level membership parameter vectors. In general, formulating mixedmembership models requires a combination of assumptions at the population level (e.g., PNAS Biological Sciences), subject level (individual articles), latent variable level (article's membership vector), and the sampling scheme for generating subject's attributes (article's words and/or references). Variations of these assumptions can easily produce different mixed-membership models, and the models used by EFL and GS are special cases of the general mixed-membership model framework presented by EFL.
We summarize other aspects of analytic choices, model fitting, and model selection strategies by EFL and GS in Table 1 . We believe that analytic decisions, such as working with the Biological Sciences articles* versus with all PNAS articles, including commentaries and reviews in the database, or excluding rare words from the analysis, cannot account for the order of magnitude difference in the most likely number of latent categories inferred from the similar data. Given that the models were so similar, we questioned the discrepancy between 8 to 10 latent categories used by EFL and 300 likely latent categories reported by GS. Why was there such a large difference in this key feature around which all other results revolved? More importantly, in light of this issue, can this type of statistical model support a substantive reconceptualization of the classification scheme in use by PNAS?
Below, we report on new analyses and results for the PNAS data and offer evidence in support of the utility of mixed-membership analysis for grounding considerations about a useful reconceptualization of PNAS categories.
Main Analysis
Mixed-Membership Models. We attempted to reconcile the differences in the original analyses of EFL and GS as follows: First, we used a common database for all models considered in this paper. Second, we varied data sources and hyperparameter estimation strategies to closely match those of the original analyses. Third, we remedied the absence of dimensionality selection strategy in EFL by allowing the number of latent categories, K, to change between 2 and 1,000, and comparing goodness of fit for different values of K. Table 2 summarizes the resulting four mixed-membership models in a 2 × 2 layout. Model 3 is the closest to EFL's model except that we now employ a symmetric Dirichlet distribution (α k ¼ α for all k) that matches GS's assumption. Model 2 uses the same data source and hyperparameter estimation strategy as in GS. We include models 1 and 4 to complement the other two by balancing the choice of data and estimation strategies.
Let x 1 be the observed words in the article's abstract and x 2 be the observed references in the bibliography. We assume that words and references come from finite discrete sets (vocabularies) of sizes V 1 and V 2 , respectively. For simplicity, we assume that the vocabulary sets are common to all articles, independent of the publication time. We assume that the distribution of words and references in an article is driven by an article's membership in each of K latent categories, λ ¼ ðλ 1 ;…;λ K Þ, representing proportions of attributes that arise from a given latent pattern; λ k ≥ 0 for k ¼ 1;2;…;K and ∑ K k¼1 λ k ¼ 1. We denote the probabilities of the V 1 words and the V 2 references in the kth pattern by θ k1 and θ k2 , for k ¼ 1;2;…;K. These vectors of probabilities define multinomial † distributions over the two vocabularies of words and references for each latent category. We assume that article-specific (latent) vectors of mixed-membership scores are realizations from a symmetric Dirichlet ‡ distribution. For an article with R 1 words in the abstract and R 2 references in the bibliography, the generative sampling process for the mixedmembership model is as follows:
Mixed-Membership Models: Generative Process.
Sample
This process corresponds to models 3 and 4 in Table 2 . The process for models 1 and 2 relies on steps 1 and 2 where only words in abstracts, x 1 , are sampled. The conditional probability of words and references in an article is then
jv dD α ðλÞ:
Estimation and Posterior Inference. Given a collection of articles, we treat pattern-specific distributions of words and references, fθ k1 g and fθ k2 g, as constant quantities to be estimated, and articlespecific proportions of membership λ k as incidental parameters whose posterior distributions we compute. We assume that the hyperparameter α is unknown and estimated from the data in models 1 and 3; we fix the value of α at 50∕K following the GS's heuristic in models 2 and 4. We carry out estimation and inference using the variational expectation-maximization algorithm (5, 6) . Variational methods provide an approximation to a joint posterior distribution when the likelihood is intractable. When we fix the hyperparameter α, as in models 2 and 4, we can use a Gibbs sampler to obtain the exact joint posterior distribution as implemented by GS in their original analysis. When we estimate α, however, we rely on variational approximations for estimation and inference. Simulation studies for the Grade of Membership model have shown that results obtained from both estimation methods are similar (7) . We give full details in SI Text.
Dimensionality Selection. Each time we fit a mixed-membership model to data, we must specify the number of latent categories, K, in the model. The goal of dimensionality selection is to identify a number of latent categories K Ã that is optimal in some sense. We identify the number of latent categories that leads to an optimal model-based summary of the database of scientific articles in a predictive sense, by means of a battery of out-of-sample experiments involving a form of cross-validation. We use 5-fold crossvalidation, common in the machine learning literature, e.g., ref. 8, and explain the rationale for this choice in SI Text. Each out-ofsample experiment consists of five model fits for a given value of K. First, we split the N articles into five batches. Then, in turn, we estimate the model parameters using the articles in four batches, and we compute the likelihood of the articles in the fifth held-out batch. This leads to mean and variability estimates of quantities that summarize the goodness of fit of the model for a given K, on a batch of articles not included in the estimation. We consider a grid of values for K that range from a small to a large number of latent categories; namely, K ¼ 2;…;5;10;…;45;50;75;100; 200;…;900;1;000.
Sensitivity Analyses
Fitting the four mixed-membership models from Table 3 to the PNAS dataset allows us to examine the impact of using references and estimating the hyperparameter α in a 2 × 2 design. We examine the sensitivity of empirical PNAS results obtained with mixedmembership models by considering the impact on model fit and selection of (i) our key assumption of mixed membership and our simple bag-of-references model. In addition, (ii) we use a simulation study to investigate the methodological issue of the potential impact on dimensionality selection due to fixing hyperparameter α, following the strategy of GS. Finally, to address interpretation issues, we study (iii) the distributions of shared memberships for different values of K and investigate (iv) whether increases in model dimension K beyond some optimal value change the macrostructure of the latent categories.
(i) Alternative Models. To study sensitivity of our latent dimensionality results to the key assumption of mixed membership, we implement another mixture model assuming that research reports belong to only one of the latent categories. This full-membership model can be thought of as a special case of the mixed-membership model where, for each article, all but one of the membership scores are restricted to be zero. As opposed to traditional finite mixture models that are formulated conditional on the number of latent categories K, this model variant allows the joint estimation of the latent categories, θ, and of the model dimension K.
We assume an infinite number of categories and implement this assumption through a Dirichlet process prior, D α ; for λ, e.g., see refs. 9 and 10. The distribution D α models the prior probabilities of latent pattern assignment for the collection of documents. In particular, for the nth article, given the set of assignments for the remaining articles, λ −n , this prior puts a probability mass on the kth pattern (out of K −n distinct patterns observed in the collection of documents excluding the nth one), which is proportional to the number of documents associated with it. The prior distribution also puts a probability mass on a new, (K −n þ 1)th latent semantic pattern, which is distinct from the patterns (1;…;K −n ) observed in λ −n . That is, D α entails prior probabilities for each component of λ n as follows:
mð−n;kÞ N−1þα if mð−n;kÞ > 0
where mð−n;kÞ is the number of documents that are associated with the kth latent pattern, excluding the nth document, i.e., mð−n;kÞ ¼ ∑ N m¼1 Iðλ m½k ¼ 1;m ≠ nÞ. The generative sampling process for this full-membership model is as follows:
1. Sample λ ∼ Dirichlet ProcessðαÞ 2. Sample x 1 ∼ Multinomialðθ k1 ;R 1 Þ, where λ n½k ¼ 1. 3. Sample x 2 ∼ Multinomialðθ k2 ;R 2 Þ, where λ n½k ¼ 1.
As with mixed-membership models, we considered two versions of the data: words from the abstract and references from the bibliography of the collection of articles. Model 5 corresponds to this process with steps 1 and 2, where we sample only words, x 1 . Model 6 corresponds to this process with steps 1-3, where we sample words and references, x 1 and x 2 . We provide full details about estimation and inference via Markov chain Monte Carlo methods in SI Text.
Additionally, we fit a mixed-membership model with a timedependent bag of references. This confirmed that giving up the time resolution of the articles in our database has a negligible impact on model selection results.
(ii) Simulation Study. We simulated data from a mixed-membership model with K Ã ¼ 20 latent categories to obtain a corpus of documents we could use as ground truth. We used a vocabulary of 1,000 words and simulated 5,000 documents. We sampled the length of each document from a Poisson distribution with a mean of 100 words. We set the hyperparameter controlling mixed membership equal to α ¼ 0.01, whereas we sampled the banks of Bernoulli parameters corresponding to latent patterns from a symmetric Dirichlet with hyperparameter 0.01. We then treated K Ã as unknown and approached model estimation in two ways: (i) by estimating the hyperparameter α as in our main analysis and (ii) by setting the hyperparameter α ¼ 50∕K, for a given K, according to the ad hoc strategy implemented by GS.
For model selection purposes, we considered a grid for K as follows: increments of 4 for 10 ≤ K ≤ 50, increments of 10 for 60 ≤ K ≤ 100, and increments of 50 for 150 ≤ K ≤ 500. Thus, we fit the model 25 times for each of 24 values of K.
(iii) Shared Memberships. Assume that a document is associated with latent category k ∈ f1;…;Kg if and only if its membership score for this category is greater than sd þ 1∕K, where sd is the posterior standard deviation of the membership scores. For each value of K in our grid, we computed the number of documents associated with exactly k ∈ f1;…;Kg latent categories. We then examined these distributions of the shared membership for a range of models with up to K ¼ 300.
(iv) Macrostructure. Attempting to interpret the latent categories manually for all values of K in our grid is unreasonable. Hence, we analyzed computationally whether increases in model dimension K destroy the macrostructure and reorganize the latent categories by comparing multinomial probabilities for the latent patterns from the model with a smaller dimension K Ã with the closest-matching ones of the model with a larger dimension.
We provide details for sensitivity analyses (iii) and (iv) in SI Text.
Main Results
Dimensionality. Our primarily goal is to assess qualitatively and quantitatively a reasonable range for the number of latent categories underlying the PNAS database. Our analysis offers some insights into the impact on the results from differences in the models and the inference strategies. The simulation study also investigates the impact of such differences on model fit and dimension selection in a controlled setting.
Dimensionality for Mixed-Membership Models. To provide a quantitative assessment of model fit in terms of the number of latent categories K, we relied on their predictive performance with out-of-sample experiments, as described above. Recall that for mixed-membership analysis with models 1-4, we assume that K is an unknown constant. We split the articles into five batches to be used for all values of K. We considered values of K on a grid, spanning a range between 2 and 1,000. To summarize goodness of fit of the model in a predictive sense, we examine the held-out probability, that is, the probability computed on the held-out batch of articles. § For each value of K on the grid, we computed the average held-out log-probability value over the five model fits. Fig. 1 summarizes predictive performance of the mixed-membership models 1-4, for values of K ¼ 2;…;100 (the average log-probability values continued to decline gradually for K greater than 100). The goodness of fit improves when we estimate the hyperparameter α (solid lines); however, all plots suggest an optimal choice of K falls in the range of 20-40, independent of the estimation strategy for α and of references inclusion. Values of K that maximize the held-out log probability are somewhat greater when the database includes references. We obtained similar dimensionality results using the Bayesian information criterion (11) .
Dimensionality for Full-Membership Models. Although we base the choice of K for mixed-membership models 1-4 on their predictive performance, semiparametric full-membership models 5 and 6 allow us to examine posterior distribution of K. Thus adding references to the models reduces the posterior uncertainty about K.
Dimensionality: Overall. Our simulation showed that setting the hyperparameter α as a function of K in the same way as GS did had the greatest impact on estimates of the document-specific mixed-membership vectors, leading to a modest upward bias in the choice of an optimal K, but did not result in an order of magnitudes difference. We provide more detailed results on our simulation study in SI Text.
Overall, for all six models, values of K in the range of 20-40 are plausible choices for the number of latent categories in PNAS Biological Sciences research reports, 1997-2001.
Qualitative and Quantitative Analysis of Inferred Categories. For illustrative purposes, we consider K Ã ¼ 20 for the mixed-membership model with words and references. We obtain qualitative descriptions of the latent categories using two approaches: via examining high probability words and references in each category and via comparing the model-based inferred article categories with the original PNAS classifications.
Studying the lists of words and references that are most likely to occur according to the distribution of each latent category, we see some interesting patterns that are distinct from current PNAS Fig. 1 . Average held-out log probability corresponding to four mixed-membership models we fit (Table 3 ) to the PNAS Biological Sciences articles, 1997-2001, using words from article abstracts (Left) and words and references (Right). Solid lines correspond to models fitted by estimating the hyperparameter α; dashed lines correspond to models fitted by setting the hyperparameter equal to α ¼ 50∕K. Number of latent categories Probability density Fig. 3 the average membership of the set of documents in the ith PNAS class (row) in the kth latent category (column). ¶ We threshold the average membership scores so that small values (less than 10%) would not distract from the visual pattern. Fig. 3 (Left to Right) details results for models 1 and 2 (words only) and models 3 and 4 (words and references). The results reveal the impact of expanding the database to include references and of setting the hyperparameter at α ¼ 50∕K (models 2 and 4). When we include the references, the relationship of estimated latent categories with designated PNAS classifications becomes more composite for each estimation method. When we estimate the hyperparameter α, we observe a better agreement between estimated latent categories and the original PNAS classifications. A greater number of darker color blocks point to more articles with estimated substantial membership in just a few latent categories for the α-estimated models. Lighter blocks for the constrained-α models may be due to more spread-out membership (due to small membership values of all articles) or to an apparent disagreement of estimated membership vectors among articles from original PNAS classifications. Either explanation leads us to conclude that estimating hyperparameters gives us a model that has a better connection to the original PNAS classification.
From an inspection of the estimated categories, we see that small subclassifications such as Anthropology do not result in separate categories and broad ones such as Microbiology and Pharmacology have distinct subpatterns within them. Nearly all of the PNAS classifications are represented by several word-andreference co-occurrence patterns, consistently across models. When we investigated the impact of increases in dimensionality K on interpretation, we found substantial reorganization among distributions of words and references in the latent categories. We compared estimated multinomial distributions for words and references between categories from pairs of models of dimensions K 1 and K 2 , where K 1 < K 2 , by computing correlations between all pairs of vectors. We found that correlations between the K 1 vectors in the smaller model and K 1 best-matching vectors from the larger model tend to diminish as K 2 increases, indicating that the macrostructure is not preserved. As expected, we also found that correlations between the K 1 vectors in the smaller model and additional vectors from the larger model were small.
Predictions. Recall that our database includes 11,988 articles, classified by the authors into 19 subcategories of the Biological Sciences section. Of these, 181 were identified by their authors as having dual classifications. Here, we identify publications that have similar membership vectors to dual-classified articles, i.e., single-classified articles that may have been also cross-submitted. Table 3 summarizes these results. The parametric models 1-4 predict that respectively 554, 114, 1,008, and 538 additional articles were similar to the author identified dual-classified articles. By similar, we mean that their mixed-membership vectors in the 20 latent semantic patterns match a membership vector of a dual-classified article to the first significant digit. Of particular interest is the large proportion of Biochemistry, Neurobiology, Biophysics, and Evolution articles that our analyses suggest as potential dual-classified articles.
Discussion
We have focused on alternative specifications for mixed-membership models to explore ways to classify papers published in PNAS that capture, in a more salient fashion, the interdisciplinary nature of modern science. Through the data analysis of 5 y of PNAS Biological Science articles, we have demonstrated that a small number of classification topics do an adequate job of cap- turing the semantic structure of the published articles. They also provide us with a reasonable correspondence to the current PNAS classification structure.
The machine learning literature contains many variants of mixed-membership models for classification and clustering problems. For example, Blei and Lafferty (12) describe a dynamic topic model and apply it to data from 125 y of Science. A different approach to references might exploit the network structure of authors with the mixed-membership stochastic block model of ref. 13 or the author-topic model of ref. 14; see also a review of such models in the psychological literature (15) . The selection of appropriate dimension for number of latent categories, K, is often hidden behind the scene in applications, with some exceptions such as those involving a probability distribution over the number of dimensions such as models with the Dirichlet process (16) and its many variants (17) (18) (19) (20) .
Here we provide an extended analysis of dimensionality in a database of PNAS publications, contrasting our findings with earlier published ones (2, 3) . The consistency of our results across multiple variants of mixed-membership models indicates that this type of statistical analysis, when done carefully, could support a substantive reconceptualization of the classification scheme used by PNAS. A more in-depth study of semantic patterns, inferred from actual data extracted from papers published in PNAS using tools such as those described in this paper, would also assist in the review process and the indexing of published papers, to reflect modern, overlapping, and interdisciplinary scientific publications. Finally, instead of relying solely on citations, researchers could be suggested related work via articles with the "most similar" semantic patterns, in an automated manner. 
SI Text
In the main paper, we summarized our main analyses and the sensitivity analysis using models 1-4. Here we present further details and supplementary results that support the claims and conclusions in the paper. We begin with a detailed description of the estimation and inference associated with the mixed-membership models and some technical justification regarding the cross-validation approach for model assessment. We then provide the details of estimation and inference for the full-membership sensitivity analysis and follow up with the results of the rest of our sensitivity analyses concerning the distribution of shared membership and the effects of model size on the macrostructure of latent categories. Next, we present results from the simulation study described in the main paper. Finally, we provide a more complete discussion of results and interpretation of all of the latent semantic patterns in the fit of the mixed-membership model presented in the main paper.
Estimation for Mixed-Membership Models. In the mixed-membership case, we assume the number of topics (K < ∞) is fixed during inference. The probability of a document according to this model is
and the integral does not have a closed form solution. We need the probability to compute the joint posterior distribution of the latent variables encoding mixed membership, and latent category indicators for words and references to compute the denominator of pðλ;z jα;θÞ: ;
The variational method prescribes the use of a mean-field approximation to the posterior distribution in Eq. S2, described below. Such an approximation leads to a lower bound for the probability of a document, which depends upon a set of free parameters (γ, ϕ
). These free parameters are introduced in the mean-field approximation and are chosen to minimize the Kullback-Leibler (KL) divergence between true and approximate posteriors.
normalize the vectors of θ to sum to 1 8.
find pseudo MLE for α with Newton-Raphson (Eq. S5-S6) until convergence ; 9. return (α, θ) Algorithm 1: The variational EM algorithm to solve the Bayes problem in finite mixture model of text and references. The MFLB algorithm called in step 4 is the Mean-Field Lower-Bound procedure detailed in Algorithm 2. In our implementation, the M step updates (steps 5-6) are performed incrementally, within step 4 of the algorithm outlined above, thus speeding up the overall run time. The variational EM algorithm we develop for performing posterior inference, see Algorithm 1, is an approximate EMlike algorithm, with estimation and maximization steps. During the M step, we maximize the lower bound for the probability over the hyperparameters of the model, (α, θ), to obtain to (pseudo) maximum-probability estimates. During the E step, we tighten the lower bound for the probability by minimizing the KL divergence between the true and the approximate posteriors over the free parameters, (γ, ϕ
), given the most recent estimates for the hyperparameters.
In the M step, we update the hyperparameters of the model, (α, θ 1 , θ 2 ), by maximizing the tight lower bound for the probability over such hyperparameters. Given the most recent updates of the free parameters the bound depends on, (γ, ϕ
). This leads to the following (pseudo) maximum-probability estimates for the parameters:
[S3]
where n is the document index, introduced above. The document index is necessary as all documents are used to estimate the latent semantic patterns. A closed form solution for the (pseudo) maximum-probability estimates of α does not exist. We can produce a method that is linear in time by using a Newton-Raphson algorithm, with the following gradient and Hessian for the log probability:
In the approximate E step we update the free parameters for the mean-field approximation of the posterior distribution in Eq. S2, (γ, ϕ
), given the most recent estimates of the hyperparameters of the model, (α, θ), as follows:
This minimizes the posterior KL divergence between true and approximate posteriors, at the document level, and leads to a new lower bound for the probability of the collection of documents. Note that the products over words and references in formulas S7 and S8 serve the purpose of selecting the correct probabilities of occurrence in the respective vocabularies, at a specific position, (r 1 , r 2 ), in the document. That is, the updates of the free parameters (ϕ
) depend only on the probabilities (θ k1½v 1 , θ k2½v 2 ), where v 1 ≔fv ∈ ½1;V 1 s:t: x r 1 1½v ¼ 1g and v 2 ≔fv ∈ ½1;V 2 s:t: x r 2 2½v ¼ 1g. Using this notation, the updates simplify to
The mean-field approximation to the likelihood we described above is summarized in Algorithm 2.
).
normalize ϕ r 2 to sum to 1
Algorithm 2: The mean-field approximation to the likelihood for the finite mixture model of text and references. In order to develop the mean-field approximation for the posterior distribution in Eq. S2 we use in the E step above. We posit N independent fully factorized joint distributions over the latent variables, one for each document, qðλ;z
which depends on the set of previously mentioned free parameters, (γ, ϕ
). The mean-field approximation consists in finding an approximate posterior distribution, pðλ;z 
Þ:
The factorized distribution leads to a lower bound for the probability; in fact, it is possible to find a closed form solution to the integral in Eq. S1 by integrating the latent variables out with respect to the factorized distribution. An approximate posterior,p, is computed by substituting the lower bound for the probability at the denominator of Eq. S2. The mean-field approximation is then obtained by minimizing the Kullback-Leibler divergence between the true and the approximate posteriors, over the free parameters.
The mean-field approximation has been used in many applications over the years (1) (2) (3) (4) . Intuitively, the approximation aims at reducing a complex problem into a simpler one by "decoupling the degrees of freedom in the original problem." Such decoupling is typically obtained via an expansion that involves additional, free parameters that are problem dependent, e.g., fγ;ϕ Cross-validation methodology. In the article, we use several methods to arrive at choices for K, the number of latent semantic patterns including 5-fold cross-validation for the mixed-membership models, following the approach described in Hastie et al. (8) and widely used in other machine learning applications. There are many ways to approach the cross-validation methodology depending on the fraction of data used for estimation, and the complementary fraction used for cross-validation.
Results in Breiman et al. (9) and Kohavi (10) suggest that leave-one-out cross-validation typically leads to estimates with low bias and high variance. Using a larger portion of the database as the test set, as in k-fold cross-validation, can reduce the variance of the estimates at a cost of little-to-modest increase in bias. For large databases, such as the one we consider in our article, many authors including Mahmood and Khan (11) suggest the use of 10-fold or 5-fold cross-validation, perhaps coupled to other methods (such as the bootstrap) to increase the diversity of the otherwise few folds, but seldom 3-fold and 2-fold. The decision on the number of "folds" to use is somewhat arbitrary, depending on the objective of the analysis and any resolution of differential performance is typically settled empirically. When cross-validation is combined with the bootstrap or other sampling schemes, "shared wisdom" suggests leaving enough data in the test set to avoid reporting overconfident results [see, e.g., Hastie, et al. (8)]. Overconfidence may still happen with 10-fold hybrid cross-validation/sampling schemes, in our experience, but seldom with 5-fold. This is the reason why we chose the 5-fold crossvalidation scheme.
There are other related suggestions in the literature that appear to relate to both cross-validation and some of the other strategies for model selection emerging in the literature that we have chosen not to pursue at this time such as the switch-back scheme in Grunwald, et al. (12) .
Estimation for Full-Membership Models. In the infinite mixture case, we assume the total number of latent semantic patterns, K, to be unknown and possibly infinite. The posterior distribution of λ, which is the goal of the posterior inference in this model, cannot be derived in closed form. However, the component-specific full conditional distributions, i.e., Prðλ n jλ −n Þ for n ¼ 1;…;N, are known up to a normalizing constant. Therefore we can explore
Following Algorithm 3 in ref. 13 , we derive the full conditional distribution of the pattern assignment vector. The full conditional probability that document (x 1n , x 2n ) belongs in an existing topic k, given all documents, fx 1n ;x 2n g N n¼1 , and the full-membership vectors of all other documents, λ −n , is given by
if mð−n;kÞ > 0, where λ −n is the topic assignment vector for all documents other than (x 1n , x 2n ). The full conditional probability that document (x 1n , x 2n ) belongs to a semantic pattern that no other document in the collection belongs to (number k ¼ K −n þ 1) is the following:
The sparseness of fx 1n ;x 2n g N n¼1 and symmetry of the Dirichlet prior leads to a form of S12 and S13 that are more quickly computed. Recall that the dimensions of the vectors x 1n and x 2n are V 1 ¼ 30, 179 and V 2 ¼ 73, 321, respectively. Although the dimensions are large, many elements of each vector are equal to zero, corresponding to words that were not used in that abstract and references that were not cited in that bibliography. Only the nonzero values and their coordinates are needed for computation; the full vectors need not be held in memory. Only the nonzero elements contribute to the sums in S12 and S13. Define V i ¼ fv: x in½v > 0g, for i ¼ 1, 2. The product terms associated with the zero elements of x 1n and x 2n cancel yielding the following equations:
if mð−n;kÞ > 0;
[S14]
; otherwise:
[S15]
The parameters of the model estimated in this way are the vector λ of pattern assignments and the total number of latent semantic patterns, K. The posterior distributions of λ and K can be found using a Gibbs sampler with these full conditional distribution as shown in Algorithm 3.
sample λ n from Multinomial (Eq. S12-S13) 5.
update K≔ dimðλÞ
normalize ϕ r 2 to sum to 1 end 8.
until 50 iterations after convergence (see discussion); 9. return posterior distribution of (λ, K) Algorithm 3: The MCMC algorithm to find the posterior distribution of classification in the infinite mixture model of text and references, described in the main article.
In order to assess convergence of the Markov chain, we examine the total number of latent semantic patterns, K (which varies by Gibbs sample) and consider the Markov chain converged when the distribution of K has converged. We started chains with 10, 25, 40, and 11,988 semantic patterns, and they converged after approximately 30 iterations. Thus we are reasonably confident of convergence despite the small number of iterations because of the diversity of chain starting values.
In the estimation of the posterior distribution of λ and K, there are two hyperparameters that must be chosen. The prior distribution on λ depends on the value of α; values of α greater than one encourage more groups, whereas values of α smaller than one discourage new groups. We interpret α as the number of documents that we a priori believe belong in a new topic started by one document. However, once a document has started a new group, other documents will be less likely to join that group based on its small size. Therefore we use α ¼ 1 as the standard value.
The posterior distribution of λ also depends, through θ, on the η parameters. This is the Dirichlet prior on the probability vector over words or references for each semantic pattern. A value of η smaller than V , the vocabulary size, implies a prior belief that the word distributions will be highly skewed (a few likely words in every pattern and many words with almost no probability of use in any pattern). These values of η cause all documents to appear in one large group, K ¼ 1. A value of η larger than V implies a prior belief that all words are equally likely to be used in a given pattern. Here, we take η 1 ¼ 1;000 × V 1 and η 2 ¼ 1;000 × V 2 as values that encourage a range of values of K.
Distributions of Shared Memberships. One advantage of using mixed-membership models is that they can model articles that do not fit into a crisp classification scheme. Discussing the details and the interpretations of the shared memberships addresses a fundamental aspect of the models being used. According to our analyses, the model of text and references with K ¼ 20 is interpretable and fits the data well. In the main article, Table 3 and the discussion of the predictions address the issue of shared membership predicted by our model. Here, we look into the shared memberships for this model in more detail.
To address interpretation issues, we begin by studying the distributions of shared memberships for different values of K. We identified a threshold to decide what magnitude of posterior membership may be counted as association of an article to a latent semantic pattern, and we computed the empirical distribution of how many patterns the articles in our database are associated with, for each value of K. We consider two thresholds to establish associations of documents to latent semantic patterns: namely, a simple threshold T 1 ¼ 1∕K, and a threshold T 2 ¼ ð1∕K þ standard deviation of the posteriordistribution of the membershipsÞ that takes into account the posterior variability of the memberships. For instance, with an estimated α ¼ 0.01 and a model with K ¼ 20 latent categories, the standard deviation of the membership of document n to latent category k, σðλ n½k Þ, is 0.209. The simple threshold T 1 would designate as associations all memberships larger than 1∕20 ¼ 0.05. Using threshold T 2 , we would call associations only those memberships of magnitude larger than 0.209 þ 1∕20 ¼ 0.259. Note that at most three such memberships can happen for each document with K ¼ 20. Each threshold leads to a theoretical maximum number of associations per document, depending on the estimated value of α and the prespecified number of latent categories K.
Using these thresholds, we computed the number of documents associated with exactly zero, one, two, three, etc., latent categories corresponding to the best models of text and text and references with K ¼ 20 described in the main text. The percentage of documents associated with X topics is given in Table S1 . (There are 11,988 documents in total.) This analysis suggests that most of the documents are associated with a few latent categories, much less than the theoretical limit. The words in the article abstracts are informative for the 20 latent semantic patterns; they assign most articles to three or fewer patterns. Adding the articles' references to the model helps to further focus the documents' memberships over fewer patterns.
Next, we pursued this analysis on a much larger scale. Although the new analysis does not involve careful interpretation, it aims at quantifying the extent to which our approach leads to potentially interpretable latent categories. We evaluate the potential for interpretability, by looking at the number of documents associated with exactly zero, one, two, etc., latent categories for a battery of models of text and of text and references with a prespecified number of latent categories ranging from K ¼ 10 to K ¼ 300. We use both thresholds described above to identify substantial associations of documents to latent categories, and we compare the number of associations to their corresponding theoretical maxima. The results are summarized in Fig. S1 . We plot models with K latent categories on the Y axis, and the proportion of documents with exactly zero, one, two, etc., latent category associations on the X axis. The intensity of the color indicates the frequency of articles with exactly that many associations to latent categories for a given model and threshold. The line on each figure is the theoretical maximum number of associations for a given threshold.
This large-scale analysis confirms the findings reported above for the models of words and words and references with K ¼ 20. Independent of the model and the threshold used, most documents are associated with a few latent categories, much less than the theoretical limit would allow. Overall, most documents are associated with around five latent categories in the models that consider words only as data, even as K gets large. Models that consider both words and references as data lead to a smaller number of latent categories associations per document; this result is independent of the threshold and of K. Using threshold T 2 , which takes into account variability, to designate pattern association also leads to memberships that associate documents with fewer semantic patterns; this result is independent of K and of whether we consider text or text and references as data.
Macrostructure as the Model Size Increases. We sought to quantify the extent to which a model with a large number of latent categories (say K ¼ 300) retains, in some sense, the macrostructure seen for the model with K ¼ 20 described in the main article. Manually interpreting the results of the models with K ¼ 300 latent categories is not feasible; thus we choose not to attempt a qualitative interpretation of these models. Instead, we carried out a battery of experiments aimed at exploring the impact of an increase in the number of latent categories, K, on the macrostructure and organization of the latent categories, quantitatively.
The main obstacle to this analysis is that the log-probability optimization problem is not convex for the class of membership models we consider. We need to be able to distinguish the effect of nonidentifiability present in membership models (i.e., the label switching problem described by ref. 14) on macrostructure and reorganization of the latent categories from the effect of increases in K, which is the quantity of interest. We devised a simple strategy to do this. We performed several local analyses to quantify how the K estimated distributions change as we increase K. Each of these analyses is local to a mode in the parameter space -in the sense that each analysis corresponds to a parameter set that evolves from the mode identified by the first model fit with K ¼ 10. Each analysis includes fitting a battery of models with different values of K. In detail, we repeat B times the following three steps, which instantiate a local analysis:
1. We set a grid for K: 10-50, every 5, 60-150 every 10, and 175-300 every 25.
2. We fit a model of text with K ¼ 10. As we repeat this step, we require that the model of text with K ¼ 10 is different (modulo a Procrustes transform; e.g., see ref. 15 ) from other previously fit models with K ¼ 10, to make sure our B analyses explore B different modes in the parameter space. 3. We fit each subsequent, larger model with K on the grid by initializing as many of the latent distributions θ as possible using the preceding model estimates for θ, and by sampling the remaining θs from a symmetric Dirichlet distribution with parameter α estimated in the previous model.
We also tried an alternative initialization scheme, where we set all the remaining θ equal to 1∕V , where V is the number of words in the vocabulary. This scheme attempts to avoid sampling distributions close to one of the existing ones, thus possibly creating conflicts that may not be trivially resolved using additional Procrustes transforms.
According to the procedure above, we performed B ¼ 5 analyses from five different modes identified by the model fit with K ¼ 10. This resulted in five examples of evolution of θs as K increased. Using these results, we can analyze to what extent increases in K lead to a different macrostructure and organization of the inferred classes. In each of the five analyses we observe substantial reorganization, as well as addition of θ vectors. We computed the correlation between pairs of θ vectors in order to discover for how many of them the corresponding θ vector in the larger model would still be the best match. To test whether there is stability of the inferred θ vectors to multiple evolutionary histories, this was done for each of the B ¼ 5 experiments corresponding to five distinct modes in the parameter space.
In Fig. S2 , we plot the evolution of θ vectors as a function of K that corresponds to one starting mode (out of five). In Fig. S2 we see a clear pattern, one that we consistently found in the results corresponding to the other four modes (not presented here). The red CDFs rise very rapidly because nearly all of the correlations are near 0. The black CDFs rise more slowly because many of the correlations between matching θ vectors are large.
Consider, for instance, the third row of the panels, corresponding to the evolution of the model of text with K ¼ 20, discussed in the main article. First, each time we compare the model with K ¼ 20 to a larger model, there is little correlation between the additional θ vectors in the larger model and those in the K ¼ 20 model. The newly added θ vectors tend to have maximum correlation with the θ vectors carried over from the previous (smaller) model that are negligible as K increases-red empirical CDFs rise rapidly. We expected this because the θ vectors live in a simplex of about 30,000 dimensions. Even a model with K ¼ 300 is far from spanning the whole space. Second, there is a substantial amount of reorganization among the θ vectors as K grows as suggested by the black empirical CDFs: The empirical mass shifts to lower correlations as the difference in K increases.
In order to further explore this issue, we performed a related analysis. For each model pair in the 24 × 24 grid in Fig. S2 , we counted the number of θ vectors in the smaller model for which the correlation with the θ vector with the same index in the larger model was lower than the correlation with a θ vector with a different index. The idea is that each time such a correlation is lower, there exists a permutation of the θ vectors that leads to a better matching between the smaller and larger models. The amount of nonmatching θ vectors is an indicator of the amount of reorganization that is happening as we consider a larger model. The results in Fig. S1 are the average percent of nonmatching θs over the B ¼ 5 local analyses performed.
Taken together with the results of Fig. S2 , the numbers in Fig. S1 suggest that models with K ¼ 40 or less have θ vectors that are the most stable. For instance, the structure of the model with K ¼ 20 discussed in the main text starts breaking down when compared to the model with K ¼ 70. More than 25% of the θ vectors are no longer matching the initial θ vectors as we consider the model with K ¼ 300.
Simulation Study. We quantify possible bias in the optimal number of latent categories K induced by the strategy adopted by Griffiths and Steyvers (16, henceforth GS). The issue here is that by setting the constant α to 50∕K, rather than estimating it, say, via empirical Bayes, strategies for model choice based on inference mechanism would not be able to recover the number of true underlying latent categories from data. We explored this question with a simulation, where data were generated from a model with K ¼ 20.
We simulated a corpus of 5,000 documents using model 1 in Table 2 of the main manuscript, from a set of patterns of cooccurring words corresponding to K ¼ 20 latent categories. The documents contained 100 word occurrences, on average, from a vocabulary of 1,000 unique words. The 20 patterns of co-occuring words, defined as multinomial distributions over the vocabulary, were sampled independently from a symmetric Dirichlet distribution with a constant set to 0.01, whereas the vectors that encoded the mixed membership of documents to patterns were sampled independently from a symmetric Dirichlet distribution with a constant α set to 0.1.
Results on Dimensionality. We fit a mixed-membership model using the two strategies to assign a value to α used by Erosheva, et al. (17) and GS. We generated 25 subsamples of size 4,000, from the original 5,000 documents, fit the two models on each of them, and computed the average held-out probability on the remaining 1,000 documents. We set a grid of values for K between 10 and 1,000, and a grid of α values between 0.01 and 0.50. We both estimated α using empirical Bayes (model 1) and we set it to α ¼ 5∕K (model 2). Two alternative model selection strategies, Bayesian information criterion (BIC) and held-out log-probability, lead to similar number of topics for the respective best models, as seen in Fig. S3 . The two alternative estimation strategies for the constant α do not impact model fit, significantly. This result confirms our findings on the real data. Rather than a strong bias toward a higher number of latent patterns, the impact of the strategy adopted by GS takes the form of a comparatively poor model fit. The poor model fit can be attributed to a suboptimal estimation-in the probability sense-of the variability of the memberships of documents to latent patterns. A possible source of variability is given by the strategy of fixing αðKÞ ¼ 5∕K in model 2, the strategy used by ref. 16 , where the constant is now 5 because we will consider fitting the model with as little as K ¼ 5 latent categories. In Fig. S5 we contrast αðKÞ toα obtained via empirical Bayes. The value ofα is always lower than αðKÞ, thus inducing more variability in the memberships of documents to latent patterns, by increasing the sparsity. Although this difference is noticeable, the behavior of a symmetric Dirichlet distribution changes dramatically for α values above and below one, whereas both αðKÞ andα are well below one in this case. In light of this, we expect the impact of the two strategies to be minimal on the goodness of fit, as measured by the probability and functions of it. The difference on model fit, however, is more subtle and it can be significant. For instance, see the discussion of Fig. 3 , in the main manuscript, and of Fig. S6 . In Fig. S3 we measure the actual impact of the two strategies on model fit for a value of α ¼ 0.1 in the simulated data. The two panels show that similar values of K are chosen under both models with either model selection technique. This confirms that the effect of the choice of α on the estimation of K is minimal.
A Tale of Two Maxima. In our simulation, the maxima for BIC and held-out log probability are at about the correct value, K ≈ 20. We consistently observe a local maximum at high K using the strategy that fixes αðKÞ, for both model selection criteria, in Fig. S4 .
A local maximum exists for K large (e.g., K > 300) as we fix α and we consider the smoothed probability surface as a function of K, in Fig. S4 . This local maximum is dominated by a global maximum of the smoothed probability surface for K small (e.g., K < 50). This finding is consistent with the empirical findings, presented in the main article.
Running Time and Complexity. In all experiments, the distributions over the vocabulary corresponding the K latent patterns were initialized using distributions of words in randomly chosen documents. For models with K ≤ 200 there is little practical difference in the running time of fitting models 1 and 2. In particular, in the range of values that fit the data well, the two models run in approximately the same amount of time.
For N documents, K latent patterns on a vocabulary of V words, let us denote the number of word occurrences with I, and the number of iterations till convergence of the posterior inference algorithm employed by T. Then, the complexity of fitting a model of multivariate attributes that follows the general specifications in ref. 17 is
as derived in ref. 18 .
Description of the Latent Categories. The output from the model using abstract text and references with α estimated and K ¼ 20 was used as an illustration in the main paper. This model fits the data reasonably well, and we can interpret all 20 of the latent categories. Amplifying the results presented in the main paper, here we give further qualitative and quantitative analysis of the fit of this model and of the predictions for dual-classified articles.
Qualitative analysis of the latent categories. Table S4 gives the top 20 most probable words and references in each of the 20 latent categories. Using the likely words and references, we found the following interpretations of the 20 estimated latent categories: latent category 1 is about population genetics. Category 2 concerns the activation of enzymes by protein kinases. Category 3 focuses on problems of hormone levels, and categories 4 and 5 on nuclear activity (production of cdna and mrna) and (catalysts for DNA copying). We observe two categories associated with HIV, category 6 (HIV and immune response) and category 12 (T-cell response to HIV infection). Category 7 is related to plant evolution and phylogenetic relationships. Several categories are related to protein studies, for instance, category 8 (protein structure and folding) and category 11 (protein promotion by transcription binding factors). Category 14 deals with cancer markers. We can identify two categories related to tumor experiments with mice: category 13 (mutant mice and tumor suppression), category 18 (tumor treatment for mice and humans), whereas category 15 has to do with bone marrow stem cells. Four topics relate to the brain and neurons: category 16 (functional and visual responses to changes in the brain), category 17 (neurons and neurotransmitters), category 19 (nervous system development), and category 20 (electrical excitability of cell membranes). Categories 9 and 10 are the most ambiguous, relating to procedural explanations and genetic mutation broadly.
Quantitative analysis of the latent categories. Fig. S6 is an extended version of Fig. 3 in the main article, including all 19 PNAS classifications. These extended plots suggest a pattern similar to that observed in Fig. 3 . When the hyperparameter α is estimated, we observe a better agreement between estimated latent categories and the original PNAS classifications. A greater number of darker color blocks point to more articles with estimated substantial membership in just a few latent categories for the α-estimated models. Lighter blocks for the constrained-α models may be due to more spread out membership (due to small membership values of all articles) or to an apparent disagreement among estimated membership vectors among articles from original PNAS classifications (due to dissimilar membership vectors). Either explanation leads us to conclude that estimating hyperparameters leads to a set of estimated latent categories that is better correlated to the original PNAS classification. Table S3 helps us examine the composition of latent categories in terms of nouns, verbs, and adjectives. We observe that the proportions of nouns range from 26 to 49%, the proportion of verbs-from 10 to 20%, and stop words-from 24 to 42%. None of the inferred latent categories appears to be a technical service category that includes disproportional amounts of words of any one particular type.
Predictions of dual classification. In the main paper, Table 3 describes articles that are similar to 181 articles that the authors classified into more than one of the 19 subcategories of the Biological Sciences section. A total of 1,489 articles were predicted to be similar to the author dual-classified articles. Most of these were predicted as dual classified by only one model. We further examined 13 articles that are predicted to be similar to dualclassified articles. For all of them, a case could be made for dual classification. For 3 of them, however, such an argument is not straightforward.
For 10 of the 13 articles further examined, a dual classification appears to be justified because of the interdisciplinary scientific approach. Four of the papers were biochemistry and biophysics papers regarding protein structures (similar to papers dual classified in the Physical Sciences by their authors). Three papers were in the Plant Biology PNAS classification and had significant genetic and population biology content. Three more papers from the Neurobiology and Psychology classifications blended sophisticated measurement of the brain with hypotheses and conclusions regarding emotion and learning.
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