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Abstract—This paper presents feature extraction methods
and machine learning to classify 3d shape data accurately.
Those features are represented in ”shape map” and ”depth
map”. The shape map is an image which contains shape
information on 3d object data, the depth map is also an
image that contains depth information to objects in the
map. The shape map is generated by measuring distances
between the centroid of the shape and the surface points
of the shape. To determine the points, the centroid radiates
line segments, and intersections of the lines and surface
are derived. The depth map is popular map data that
represent 3d objects, so various researches have already
used the depth map for classification, object recognition,
shape retrieval and so on. In this paper, the depth map is
generated by rendering from multi-viewpoints on 3d space,
and they are combined to a multi-channel image. These
maps are classified by Convolutional Neural Network(CNN),
which is a type of feed-forward artificial neural network for
images and videos, and learns color gradation in images by
category. Hence, it shows high performance in many tasks
on the field of image recognition. Additionally, this paper
provides ”3DCNN” as a classifier, which is expansion of
CNN. It can learn shape information on 3d shape data, and
classify those data precisely.
1. 序論
近年，Kinect[1] や 3D スキャナ等のデバイス，
3DCAD・3DCGモデリング用ソフトウェアの普及によ
り，大量の三次元形状データ（以下形状データ）が作成
され，蓄積されるようになった．それに伴い，形状デー
タを整理・検索するための高精度な識別手法への需要が
高まりつつある．特に，形状データからの特徴量抽出
手法や，機械学習を用いた識別手法に関して，多くの
研究が進められている．一方，近年深層学習と呼ばれ
る手法が注目を集めている．深層学習とは，ニューラル
ネットワークを多層構造にしたモデルを学習させて識
別や生成に利用する手法であり，既に多くの研究にお
いて高い性能を示したことが報告されている [2][3][4]．
この深層学習を利用して，形状データを識別する取り
組みも始まっている [5]．
本研究では，形状データを識別するための特徴量抽
出手法と，ニューラルネットワークを用いた識別方法
について，提案と分析を行う．特徴量として利用する
のは，形状マップ [6]と深度マップ [7]の二つの二次元
特徴量である．形状マップは，本論文で提案する特徴
量であり，形状データの重心から線分を放射すること
で重心から表面までの距離を測定し，形状表面全周の
凹凸情報を保持する二次元データ構造である．深度マッ
プは視点から見た物体までの距離を二次元マップに表
現するデータ構造であり，識別や物体認識，検索等に
関連して，既に多くの研究で用いられている．本研究
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では，複数視点からの深度マップを多チャネルの深度
画像として一つにまとめることで，識別精度の向上を
目指す．これらの二次元特徴量は，畳み込みニューラ
ルネットワーク（Convolutional Neural Network,CNN）
[8]に入力され，識別される．CNNは，主に画像認識
分野における多くのタスクで高い性能を示した深層学
習アルゴリズムであり [2]，各カテゴリごとの画像が持
つパターン構造を学習する機構を持つ．本研究が提案
する特徴量は二次元データ形式であり，CNNとの相性
も良い．
さらに，CNNを拡張し，三次元ボクセルデータを入
力とする 3DCNN[9]も提案する．3DCNNは次元数を
除けば，従来のCNNと同様のアルゴリズムで動作する
ため，CNNで研究されている各種手法を 3DCNNにも
拡張して応用できる．
識別実験では，SHREC2015 Non-rigid 3D Shape Re-
trievalベンチマークで用いられる三次元形状データセッ
ト（以下SHREC）[10]を用い，提案手法である特徴量と
識別器を用いた形状データの識別性能の比較を行った．
2. 先行研究
2.1. 深度マップ
深度マップは，オブジェクトまでの距離値を各画素
に埋め込んだ画像である．深度マップを生成する方法
はいくつか存在し，深度カメラを用いて現実世界を撮
影したり，三次元仮想空間上のオブジェクトをレンダ
リングした状態でグラフィックボート上の深度バッファ
を参照するなどして生成できる．深度マップは，見か
けの特徴量として様々なタスクに用いられている．例
えば，Kevin ら [11] は，深度センサーと RGB カメラ
を内蔵したデバイスであるKinect[1]を用いて，色情報
を含む深度画像からなるデータセット RGB-D Scenes
Datasetを作成し，教師なし学習によるオブジェクト認
識の実験に用いている．一方で，Chenら [7]は三次元
仮想空間上の形状データを複数の視点から撮影し，各
視点から見た形状データに対する深度マップを生成し
ている．本研究ではChenらのようなレンダリングによ
る深度マップ生成を行い，CNNを使った識別のための
特徴量として用いる．
2.2. CNN
画像認識に特化したニューラルネットワークである
CNNは，畳み込み層・プーリング層と呼ばれる隠れ層
を含む．
畳み込み層は，入力画像にフィルタと呼ばれる二次
元の重み信号による畳み込み演算を行う層である．こ
の層は，フィルタの表す特徴的なパターン構造を入力
画像から抽出するために利用される．畳み込み層の出
力は二次元画像となり，そのチャネル数はフィルタの
数と同じになる．また，出力画像の各画素値は，各畳み
込み領域のパターンに対するフィルタの反応度合いを
表す．入力画像のチャネル数を C，サイズをW W，
フィルタ数をM，フィルタサイズをH H，フィルタ
を畳み込む際の移動幅（ストライド）を sとする．この
時，入力画像のチャネル c(= 0; :::; C 1)における画素
(i; j)(i = 0; :::; b(W   H)=sc; j = 0; :::; b(W   H)=sc)
の値を xijc，画素値 xijcに対応するm(= 0; :::;M   1)
番目のフィルタ中の画素 (p; q)(p = 0; :::; H   1; q =
0; :::; H   1)の値を hpqcmとすると，CNNの畳み込み
演算とその出力 uijm は式 (1)で表せる．．
uijm =
C 1X
c=0
H 1X
p=0
H 1X
q=0
xsi+p;sj+q;chpqcm (1)
畳み込み層からの出力画像は活性化関数と呼ばれる
非線形変換又は恒等変換によって写像され，プーリング
層へと伝播される．プーリング層では，入力画像中の特
定領域から一つの画素値を計算する．計算方法は幾つ
か存在するが，一般に，入力画像の特定領域から最大値
を選択する最大プーリングがよく用いられる．畳み込み
層からの入力画像のチャネルをM，サイズをW 0W 0
とする．この時，サイズH 0 H 0の領域を入力画像中
のチャネル m の画素 (i0; j0)(i0 = 0; :::;W 0   H 0; j0 =
0; :::W 0 H 0)が中心になるように設けたとき，領域中
の画素 (p0; q0)(p0 = 0; :::; H 0   1; q0 = 0; :::; H 0   1)か
らなる集合を Pi0j0 とすると，最大プーリングの出力値
vi0j0m は式 (2)で定義される．なお，f(x)は畳み込み
層における活性化関数を表す．
vi0j0m = max
(p0;q0)2Pi0j0
f(up0q0m) (2)
プーリング層は畳み込み層におけるフィルタの反応
度合いの位置ずれを吸収するので，平行移動に頑強な
特徴抽出が可能となる．プーリング層の出力も畳み込
み層同様二次元であり，入力画像から抽出された特徴
量として，全結合のニューラルネットワークや他の識
別器の入力となる．なお，上記式では入力画像のパディ
ングは考慮していない．
3. 提案手法
3.1. 形状マップ
形状マップは，形状データの形状情報を画素値とし
て持つ二次元特徴量である．図 1に，形状マップの生
成方法を示す．形状マップの生成工程は次の四つから
なる．はじめに，グリッドと呼ばれる多面体を三次元
仮想空間上に定義する．このグリッドの面は，グリッ
ド点と呼ばれる多数の等間隔な点を面上に含む．また，
グリッドと形状データは重心が原点に一致するように
配置され，形状データは全ての頂点がグリッドの表面
よりも内側に来るようにスケールされる．次に，形状
データの重心から各グリッド点への線分を定義する．そ
の後，各線分と形状データの表面の交点を求め，各交
点と重心間の距離を求める．最後に，グリッドの各面
に対して，グリッド点の個数に対応する解像度を持つ
マップを生成し，マップの各画素値に対応する線分上
の交点と重心間の距離を格納する．なお，生成された
マップの形状は，グリッドの面の形状と等しくなる．ま
た，一つの形状データから生成された複数の形状マッ
プは，多チャネルの画像として一枚にまとめられる．
形状マップのチャネル c の画素 (i; j) が持つ距離値
xcijは，以下のように求められる．先ず，xcijに対応す
るグリッド点へのベクトルを qcij とする．qcij と交わ
る形状データ上の三角面が n個あるとした時，その中
の k 番目の三角面を構成する頂点座標を vk1 ;vk2 ;vk3 と
すると，交点 pkcij は式 (3)のように表される．
pkcij = v
k
1 + k(v
k
2   vk1 ) + k(vk3   vk1 )
s:t: 0  k + k  1
(3)
また，交点 pkcijは qcijまでの線分上に存在するため，
pkcij = kqcij s:t: 0  k  1 (4)
と表せる．qcij ;vk1 ;vk2 ;vk3 2 R3であるから， (3), (4)よ
りk; k; kが一意に求まり，K = fkj0  k+k  1g
とすると xcij は
xcij = max
k2K
jpkcij j
= max
k2K
jkqcij j
= max
k2K
jvk1 + k(vk2   vk1 ) + k(vk3   vk1 )j
となる．なお，k; k; kはクラメールの公式を用いた
場合，以下のように求められる．また，式 (5) (6) (7)は
Tomas-Mollerのアルゴリズム [12]を用いることでより
高速に解くことができる．
k =
det( vk1 ;vk3   vk1 ; qcij)
det(vk2   vk1 ;vk3   vk1 ; qcij)
(5)
k =
det(vk2   vk1 ; vk1 ; qcij)
det(vk2   vk1 ;vk3   vk1 ; qcij)
(6)
k =
det(vk2   vk1 ;vk3   vk1 ; vk1 )
det(vk2   vk1 ;vk3   vk1 ; qcij)
(7)
形状マップの特徴として，形状データの表面に穴や
隙間等の欠損がなく，形状データの重心が形状データ
の表面よりも内側に存在すれば，形状マップのすべて
の画素は距離値を持つという点が挙げられる．この形
状データを，重心が閉じた形状データと呼ぶこととす
る．逆に，重心が閉じていない形状データからは，距
離値未定義の画素をもつ形状マップが生成される．ま
た，重心から放射される線分が複数回表面と交わる場
合，重心から最も離れた交点との距離値が画素に格納
される．そのため，重心が外側にあるような形状デー
タからは，表面のエッジ情報を持つ形状マップが生成
される．さらに，正多面体グリッドから生成した形状
マップの距離値は，重心から放射状に平面へとマップ
されているため，マップの中心に近いほど形状データ
の凹凸に対する分解能は低くなり，遠いほど高くなる．
この現象はグリッドの面数が少ないほど顕著になる．加
えて，生成元の形状データが回転すると，形状マップ
上の距離値は平行移動する．そのため，CNNのような
平行移動に頑強な識別器との相性が良い．本研究では，
立方体，正二十面体，円筒状の 3つグリッドによる形
状マップの生成を行った．
3.1.1. 立方体グリッド形状マップ. 形状マップの生成に
用いるグリッドの形状を立方体とした場合，グリッドの
各面は正方形となり，出力される 6枚の形状マップも
grid face
shape surface
centroid
distance
mapping
shape & grid
shape maps
図 1. 形状マップの生成
図 2. 正二十面体グリッドの展開
正方形となる．これらの形状マップは，従来の CNNに
入力可能な特徴量として扱うことができる．但し，後
述の正二十面体と比較してグリッドの面数が少ないた
め，形状マップ中の凹凸情報の分解能差は大きくなる．
3.1.2. 正二十面体グリッド形状マップ. 正二十面体は最
も面数が多い正多面体であるため，グリッドとして使
用した場合に形状マップ内の分解能の差異を最も小さ
くできる．正二十面体グリッドからは形状マップが 20
枚生成可能だが，それらは二次元画像のように長方形
ではないため，従来の CNNの入力には適していない．
そこで，図 2のように正二十面体を展開した時にでき
る帯 に着目し，複数の三角形の形状マップを連結し
た長方形の形状マップを生成した．帯の先頭と末尾の
三角形は正二十面体上で隣接しているため，帯は形状
データを取り囲むようにして一巡する．三角形  を中
心とした図 2の展開パターンは三角形 の辺の数だけ
存在するため，3つの展開パターンの帯に対応する形
状マップを生成することができる．
3.1.3. 円筒グリッド形状マップ. 円筒状のグリッドから
形状マップを生成する場合，円筒の側面のみをグリッ
ド面として扱う．そのため，円筒状のグリッドからは
長方形の形状マップが 1枚生成される．立方体グリッ
ドから生成する形状マップと比較すると，円筒グリッ
ドの軸に垂直な方向に関して距離値の分解能に偏りが
なくなる．但し，他の多面体グリッドとは異なり，形状
データの一部の表面に対する距離値がマップ上に出現
しない．また，重心から線分を放射する代わりに，円筒
グリッドの中心軸から側面の各グリッド点に垂線を伸
ばし，中心軸から垂線と形状データの表面の交点まで
の距離をマップに埋め込む手法も本研究では試みた．
3.2. 複数視点からのレンダリングによる
多チャネル深度マップ
本研究では，Chenら [7]と同様に三次元仮想空間中
の形状データを複数視点からレンダリングし，一つの
形状データから複数の深度マップを取得する．従来手
図 3. グリッド別形状マップの訓練データ・テストデータ誤識別率の
推移
法と異なるのは，それらの深度マップを複数チャネル
の一画像としてCNNに入力し，カテゴリ識別を行う点
である．
3.3. 3DCNN
3DCNNは，ボクセル化された形状データを入力とし，
三次元方向にボクセル単位の畳み込みとプーリングを行
うCNNである．ボクセルには，形状データの表面に相当
する場合に 1の値が入り，それ以外の場合に 0の値が入
る．なお，ボクセルデータのチャネル数は1とした．入力
データのチャネル数をC，サイズをWWW，フィル
タ数をM，フィルタサイズをHHH，ストライドを
sとし，入力データのボクセル (i; j; k)(i = 0; :::; b(W  
H)=sc; j = 0; :::; b(W H)=sc; k = 0; :::; b(W H)=sc)
のチャネル cの値を xijkc，ボクセル値 xijkc に対する
m 番目のフィルタ中の (p; q; r)(p = 0; :::; H   1; q =
0; :::; H   1; r = 0; :::; H   1)の値を hpqrcm とすると，
三次元 CNNの畳み込み演算は式 (8)で表せる．
uijkm =
C 1X
c=0
H 1X
p=0
H 1X
q=0
H 1X
r=0
xsi+p;sj+q;sk+r;chpqrcm (8)
また 3DCNNのプーリング層には最大プーリングを採
用している．サイズW 0W 0W 0の入力ボクセル中に
サイズH 0H 0H 0の領域を設け，中心のボクセルを
(i0; j0; k0)(i0 = 0; :::;W 0  H 0; j0 = 0; :::;W 0  H 0; k0 =
0; :::;W 0   H 0) とした時，3DCNN における最大プー
リングは領域内のボクセル (p0q0r0)(p0 = 0; :::; H 0; q0 =
0; :::; H 0; r0 = 0; :::; H 0)の集合 Pi0j0k0 の中から最大ボ
クセル値 vi0j0k0m を返す．
vi0j0k0m = max
(p0;q0;r0)2Pi0j0k0
f(up0q0r0m) (9)
畳み込み層では形状データの三次元方向の形状パター
ンに対するフィルタの反応度合いが出力され，プーリ
ング層で三次元方向の反応の位置ずれを吸収する．
4. 実験
4.1. 実験概要
SHREC[10]は 1200個の形状データからなるクラス
数 50のデータセットであり，三次元形状検索のベンチ
マークに用いられる．本研究では SHRECを識別性能検
図 4. 投影法別深度マップの訓練データ・テストデータ誤識別率の
推移
表 1. 形状マップ・深度マップ識別用 CNN の構成
隠れ層 バッチ ストライド 出力マップサイズ 活性化関数
conv1 11 11 1 128 128 48 ReLU
pool1 5 5 5 26 26 48 -
batch2[4] - - 26 26 48 -
conv3 3 3 1 26 26 128 ReLU
pool3 3 3 3 9 9 128 -
batch4 - - 9 9 128 -
conv5 3 3 1 9 9 192 ReLU
conv6 3 3 1 9 9 192 ReLU
conv7 3 3 1 9 9 128 ReLU
pool7 3 3 3 3 3 128 -
batch8 - - 3 3 128 -
fc9 - - 1 1 1024 ReLU
fc10 - - 1 1 512 ReLU
fc11 - - 1 1 50 softmax
証のための多クラス形状データセットとして扱う．形
状マップと深度マップの識別器には表 1に示すCNNを
用い，SHRECを使った各識別実験では，データ分割に
よる精度の偏りを抑えるため，6-fold交差検証によって
誤識別率の検証を行った．
各 CNN の畳み込み層と全結合層の活性化関数に
は ReLU[3] を用いた．また，各実験における CNN
の最適化アルゴリズムには初期学習率を 0.01 とした
AdaGrad[13]を採用し，バッチサイズ 10のミニバッチ
学習によって最適化を行った．表 2に，各識別実験の
テストデータ最小誤分類率を示す．
4.2. 形状マップの識別
立方体，正二十面体，円筒グリッドから生成した各形
状マップの識別実験を行い，識別精度の比較を行った．
形状マップのサイズは立方体グリッドで 128128，正二
十面体グリッドで 128640，円筒グリッドで 128128
とした．図 3に，各形状マップの訓練データ・テスト
データ誤識別率の推移を示す．グラフより，円筒グリッ
ドから生成した形状マップが，CNNによる識別におい
て最も良い性能を示していることがわかる．また，円
筒グリッドを使った軸からの垂線による形状マップの
認識が次いで高い精度を示している．
4.3. 深度マップの識別
深度マップの識別実験にあたり，立方体グリッドか
ら生成した形状マップとの識別精度の比較を行うため，
図 5. 平行投影による二値化深度マップの訓練データ・テストデータ
誤識別率の推移
図 6. 4.4 節のデータセットと形状マップ
生成する深度マップの解像度を 128  128とし，形状
データのレンダリングをモデルの上下左右前後の 6方
向から行った．また，画角を 30°，60°，90°とした時
の透視投影によって生成した深度マップと，平行投影
によって生成した深度マップを用意し，各データセッ
トの識別精度の比較を行った．図 4に各投影法別の訓
練データ・テストデータ誤識別率の推移を示す．なお，
深度マップ生成の際，形状データはカメラプレーン内
に収まるようにスケールした．識別の結果，平行投影
による深度マップが，僅かではあるが最も良い識別精
度を示した．
加えて，深度マップの凹凸情報の有無による識別精
度の変化を検証するため，深度値を含む画素を 1，そ
れ以外を 0とした二値深度マップを生成し，CNNを用
いて識別を行った．図 5に，平行投影による二値深度
マップの訓練データ・テストデータ誤識別率の推移を
示す．結果より，平行投影による通常の深度マップと二
値深度マップの識別精度に大きな差は見られなかった．
4.4. 重心が閉じた形状データのマップによる識別
重心が閉じていない状態の形状データから生成され
た形状マップは，距離値未定義の画素を持つ．このよ
うなマップの有無による識別精度の違いを検証するた
め，SHRECデータセットから，重心が閉じた形状デー
タと閉じていない形状データをそれぞれ 5クラス選出
してデータ数 120個のデータセットとし，形状マップ
を生成して識別を行った．データ数を元の SHRECデー
図 7. 重心が閉じた形状データから生成した各マップの訓練データ・
テストデータ誤識別率の推移
図 8. 単一チャネルマップの訓練データ・テストデータ誤識別率の推移
タセットに合わせるため，各データセットの形状デー
タを z軸を中心として 5°ずつ回転させることで 10パ
ターンの形状データを作り，データ数を 1200に増加さ
せた．また比較のため，各データセットから平行投影
による深度マップも生成し，識別を行った．図 6に各
データセットに含まれる形状データと生成される形状
マップの例を，図 7に各マップに対する訓練データ・
テストデータ誤識別率の推移を示す．重心が閉じた形
状データセットから生成した形状マップは，閉じてい
ない形状データセットから生成した形状マップよりも，
識別において高い精度を示した．一方で，深度マップ
の識別では，閉じていない形状データセットが高い精
度で識別された．
4.5. 単一チャネルマップの識別
4.2節，4.3節の実験では，一つの形状データから生
成された複数枚のマップを一つの多チャネル画像とし
て扱った．しかし，類似した形状データ同士が回転に
よって異なる方向を向いていた場合，異なるチャネル
に類似特徴が出現する可能性がある．そこで，生成さ
れる複数のマップを独立した単一チャネルの特徴量と
して扱い，CNNを用いて識別を試みた．図 8に，立方
体グリッドにより生成された形状マップと，平行投影
により生成された深度マップを，単一チャネルとして
扱った場合の訓練データ・テストデータ誤識別率の推
移を示す．この識別実験では，形状マップ・深度マップ
図 9. 3DCNN による訓練データ・テストデータ誤識別率の推移
表 2. 各識別実験の最小テストデータ誤識別率
error
ShapeMap(cube) + CNN 33.50%
ShapeMap(icosahedron) + CNN 33.58%
ShapeMap(cylinder) + CNN 27.91%
ShapeMap(cylinder-axis) + CNN 30.33%
ShapeMap-closed(cube) + CNN 10.41%
ShapeMap-opened(cube) + CNN 19.0%
ShapeMap-1channel(cube) + CNN 46.44%
DepthMap(fv30) + CNN 24.50%
DepthMap(fv60) + CNN 23.91%
DepthMap(fv90) + CNN 24.83%
DepthMap(parallel) + CNN 21.75%
DepthMap-closed(parallel) + CNN 13.0%
DepthMap-opened(parallel) + CNN 7.66%
DepthMap-bin(parallel) + CNN 21.25%
DepthMap-1channel(parallel) + CNN 28.43%
3DCNN 32.25%
表 3. 3DCNN の構成
隠れ層 バッチ ストライド 出力マップサイズ 活性化関数
conv1 11 11 11 3 43 43 43 64 ReLU
pool1 6 6 6 6 8 8 8 64 -
batch2 - - 8 8 8 64 -
conv3 3 3 3 1 8 8 8 64 ReLU
pool3 3 3 3 3 3 3 3 64 -
batch4 - - 3 3 3 64 -
fc5 - - 1 1 1024 ReLU
fc6 - - 1 1 512 ReLU
fc7 - - 1 1 50 softmax
の双方共に多チャネルマップの識別時よりも識別精度
は低くなった．
4.6. 3DCNNによるボクセルデータの識別
表 3の 3DCNNを用いて，ボクセルデータに変換し
た SHRECデータセットの識別実験を行った．入力ボク
セルデータのサイズは 128128128とした．図 9に，
3DCNN識別実験における訓練データ・テストデータに
対する誤識別率の推移を示す．この結果から，3DCNN
はCNNによる形状マップの識別と同程度の誤識別率で
形状データを識別可能であることが分かった．
5. 考察
4.2節における CNNによる形状マップの識別実験で
は，円筒グリッドから生成した形状マップが，最も高い
精度で認識できた．円筒グリッドから生成した形状マッ
プは，軸に垂直な方向に関して距離値の分解能に偏り
がないため，形状データの特徴が他の多面体グリッド
から生成された形状マップよりも正確に表現されてい
る．また，円筒グリッドから生成される形状マップ数
は 1つであり，形状データの持つ形状特徴は 1チャネ
ルの画像として扱われるため，多チャネルの形状マッ
プのように，類似した形状特徴が別のチャネルに現れ
てしまう問題が発生しない．そのため，他の形状マッ
プと比較して高い精度で認識できたと考えられる．
4.3節の投影法別の深度マップ識別実験では，差は顕
著ではなかったが，平行投影による深度マップが最も
高い精度で認識できた．理由として，平行投影によっ
てマップに占める対象オブジェクトへの深度値を持つ
領域が最も大きくなり，結果として形状特徴を多く含
んでいたためと考えられる．また，平行投影による通
常の深度マップと，二値深度マップの識別精度に大き
な差が見られなかったことから，CNNを用いた識別で
は，入力する画像内のエッジ情報が特に有用な特徴と
して振る舞うと考えられる．
4.4 節の形状データ識別実験では，閉じた形状デー
タセットが高い精度で識別された．閉じていない形状
データから生成された形状マップ上には一部形状情報
が出現しないなど，情報の欠落が多いためと考えられ
る．一方で，深度マップによる識別では，双方のデータ
セットにおいて高い識別精度を示した．これは，形状
データの周囲から深度マップが生成されることで，全
ての深度マップに形状情報が含まれていたためと考え
られる．但し，閉じた形状データセットの識別に関し
ては形状マップの識別精度が勝っている．形状データ
が閉じているとき，形状マップは全ての画素に形状情
報を含むため，情報の欠落がない．また，この実験で
は形状データの回転によって元のデータセット数を増
加させているが，形状マップは元の形状データの回転
を平行移動で表現するため，CNNを用いた場合に深度
マップと比較して頑強な識別が可能であったと考えら
れる．そのため，閉じていない形状データの識別にお
いて，形状マップの識別精度が深度マップを上回った
と考えられる．
4.5節の実験では，チャネルに起因する問題を回避す
るため，生成される複数枚のマップを別のデータとし
て扱い識別を行ったが，識別精度は悪化した．一枚あた
りのマップが持つ形状データの特徴が少なくなり，か
つ一クラスに出現する深度値あるいは距離値のパター
ンが多様化したために，誤識別が多くなった可能性が
考えられる．
4.6節における 3DCNNの識別実験では，CNNによ
る形状マップの識別と同程度の誤識別率を示した．し
かし，一秒あたりにテスト可能なデータ数は，CNNに
よる立方体形状マップの識別では約 252個，3DCNNで
は約 36個であった．3DCNNでは三次元方向に畳み込
み，及びプーリングを行うため，通常の CNNよりも識
別に時間を要したと考えられる．なお，この実験では
CPUに Intel Core i7-3930K(3.20GHz6core)とGPUに
GForce GTX980Tiを用いた．
6. 結論
本研究では形状データ識別のための，CNNに入力す
る画像形式の特徴量と，ボクセルデータを入力とする
多層ニューラルネットワークからなる識別器の提案を
行った．各提案手法の誤識別率を比較した結果，深度
マップを使った識別で最も良い性能を示し，エッジ情
報を持つ特徴量ほど高い精度で識別可能であることが
判明した．一方で，閉じた形状データに対しては，形
状マップを用いることでより高い精度で識別可能であ
ることが示された．
深度マップと形状マップ，そして 3DCNNは，いず
れも識別器に CNNを用いることができるというメリッ
トを持つ．深層学習，特に CNNに対する新たな手法
が提案された場合，それを適用した上で高精度な形状
データの分類を行うことができる．
今後の課題として，識別精度をより高めるための識
別器のパラメータ選定や，異なる識別器による識別の
検証が挙げられるほか，より短時間で生成可能かつ十
分な精度で識別可能な二次元特徴量の生成が望まれる．
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