Abstract: This paper presents an analysis of potential technological advancements for a 1.5 MW wind 2 turbine using a hybrid stochastic method to improve uncertainty estimates of embodied energy and 3 embodied carbon. The analysis is specifically aimed at these two quantities due to the fact that LCA 4 based design decision making is of utmost importance at the concept design stage. In the presented 5 case studies, better results for the baseline turbine were observed compared to turbines with the 6 proposed technological advancements. Embodied carbon and embodied energy results for the 7 baseline turbine show that there is about 85% probability that the turbine manufacturers may have 8 lost the chance to reduce carbon emissions, and 50% probability that they may have lost the chance 9 to reduce the primary energy consumed during its manufacture. The paper also highlights that the 10 adopted methodology can be used to support design decision making and hence is more feasible for 11 LCA studies. 12
Introduction 16
The development of efficient and cleaner energy technologies and the use of renewable and 17 new energy sources will play a significant role in the sustainable development of a future energy 18 strategy (Ghenai, and is an important issue in mainstream debate. Further, as pointed out by Chen et al. (2011) and 29 Yang et al. (2013) , it is essential that the long term sustainability of such systems are scrutinized to 30 support the astonishing growth (actual plus planned) of wind farms as well as to allow policy makers 31 to take robust decisions to mitigate climate change through the implementation of this technology at 32 the design stage. 33
The production of renewable energy sources, like every other production process, involves 34 the consumption of natural resources and energy as well as the release of pollutants (Ardente et al., 35 Jones (2008) defined embodied energy of a material as the total amount of primary energy consumed 48 over its life cycle. This would normally encompass extraction, manufacturing and transportation and 49 the terminology has been in use for over four decades (Constanza, 1980) . In a similar fashion 50 embodied carbon refers to the lifecycle greenhouse gas emissions (expressed as carbon dioxide 51 equivalents -CO 2 e) that occur during the manufacture and transport of a material (Chen et al., 2011) . 52
Embodied energy and embodied carbon assessments are considered a subset of LCA studies. 53
Embodied energy and embodied carbon are traditionally estimated deterministically using 54 single fixed point input values to generate single fixed point results (Lloyd and Ries, 2007) . Lack of 55 detailed production data and differences in production processes result in substantial variations in 56 emission factor (EF) and embodied energy coefficient (EEC) values among different life cycle inventory 57 (LCI) databases (Sugiyama et al., 2005; Wang and Shen, 2013) . Hammond and Jones (2008) notes that 58 a comparison of selected values in these inventories would show a lot of similarities but also several 59 differences. These variations termed as "data uncertainty" in Huijbregts (1998) significantly affect the 60 results of embodied energy and embodied carbon LCA studies. Uncertainty is unfortunately part of 61 embodied carbon and energy analysis and even data that is very reliable carries a natural level of 62 uncertainty (Kabir et al., 2012; Hammond and Jones, 2008) . Hence, the analysis of data uncertainty is 63 a significant improvement to the deterministic approach because it provides more information for 64 decision making (Wang and Since the purpose of the different wind turbine designs is electricity production, the functional unit is 132 defined as 'generation of 1 KWh of electricity'. The scope of the study for all the wind turbine design 133 options considered is from 'cradle to gate'. 134
Qualitative DQI method 135
Qualitative DQI uses descriptive indicators, often arranged as a Data Quality Indicator (DQI) 136 matrix (Table 1) , to characterize data quality. Rows in the matrix represent a quality scale, ranging 137 from 1 to 5 or 1 to 10. Columns represent data quality indicators such as age of the data, reliability of 138 the data source etc. General quality for a data is specified by an aggregated number that takes into 139 account all the indicators. For example if three indicators are assigned scores of (1, 3, 5) respectively 140 for a given parameter, and the indicators are equally weighted, the parameter's aggregated DQI score 141 is P = 1 × 1/3 + 3 × 1/3 + 5 × 1/3 = 3. 142
Quality Scale This method transforms aggregated DQI scores into probability distributions to enable 146 quantification of uncertainty using predefined uncertainty parameters. Data of different quality are 147 characterized by distinct probability distributions that are based on "rule of thumb". Table 2 shows 148 the DQI transformation matrix usually used to transform aggregated DQI scores into beta functions as 149 shown in Equation (3): 150
Where α, β are shape parameters of the distribution and a, b are designated range endpoints. The 153 beta function is used due to the fact that "the range of end points and shape parameters allow 154 practically any shape of probability distributions to be represented". 
Quantitative DQI with MCS 164
This step begins with assessing data quality using the qualitative DQI approach. All parameters 165 used for the deterministic calculations are assessed using the DQI matrix. After calculation of the 166 aggregated DQI scores, probability distributions for the parameters are determined using the 167 transformation matrix (Table 2) , and used as inputs for the MCS to carry out an influence analysis. 168
Categorization of parameters 169
The degree of parameter uncertainty is obtained in the data quality assessment process. 170
Parameters are consequently classified into groups of four with DQI scores belonging to the intervals 171 of (1, 2), (2, 3), (3, 4) and (4, 5) respectively. The group containing parameters with DQI scores within 172 the interval of (1, 2) and (2, 3) show the highest uncertainty, and the group with parameters scored 173 within the interval of (3, 4) and (4, 5) represent the highest certainty. A parameter's influence on the 174 final resulting uncertainty comes from a rank-order correlation analysis in MCS (Equations (4) and (5)). 175
Where IA p,q is the influence of input parameter p to output q; r p,q is the rank-order correlation factor 177 between input p and the output q. r p,q can be computed via: 178
Where rank (p i ) and rank (q i ) are the ranks of p i and q i among the N tuple data points. 180
Detailed estimation of probability distributions for parameters 181
The statistical method is applied to the process of probability distributions fitting for the 182 critical parameters identified. Kolmogorov-Smirnov goodness of fit test (K-S test) is used to fit data 183 samples due to its sensitivity to variations in distribution types in terms of shape and scale parameters, 184 and its intrinsic exactness compared to other goodness of fit tests e.g. Chi-square test and Anderson-185
Darling (A-D) test. The statistic for the K-S test is defined as: 186
Where F is the theoretical cumulative distribution of the distribution that is being tested, and N means 188
For the non-critical parameters of lower uncertainty and influence, their probability distributions are 190 estimated using the transformation matrix and the DQI scores, making the HDS approach more 191 economical and efficient compared to the statistical method. 192
Final MCS calculation 193
The stochastic results are calculated by MCS algorithm, according to the input and output 194 relationships, using the intricately estimated probability distributions for the parameters' as the 195 inputs. CV is an indicator that shows the degree of uncertainty and measures the spread of a probability 204 distribution. A large CV value indicates a wide distribution spread. The data requirements are also 205 used to compare the HDS with the statistical method, as large enough sample size needs to be satisfied 206 during parameter distribution estimation. The least number of data points necessary for estimating 207 parameter distributions in each method is calculated (Eq. (9)) and compared. 208
Where M DQI is the mean of the DQI results and M HDS is the mean of the HDS results 210
Where M is the mean and SD is the standard deviation 212
Where N M is the least number of data points required; N MD is the least number of required data points 214 for individual parameter distribution estimation; N P is the number of parameters involved. changes. Therefore, the assumptions regarding a reference from which progress is measured are the 220 embodied energy and embodied carbon characteristics. A summary of the potential for technology 221 advancements to increase the performance of a 1.5 MW wind turbine is presented in the following 222 section. 223
Baseline Turbine Characterization 224
To project advances in reliability and performance of wind turbine systems, a baseline 1.5 MW 225 wind turbine technology must first be identified. This baseline technology will serve as a reference 226 from which performance improvements are projected. The NREL's baseline turbine technology 227 characteristics represent an upwind, variable-pitch, variable-speed, three-bladed turbine that uses a 228 doubly fed generator rated at 1.5 MW. The height of the tower is 65 meters and the rotor diameter is 229 70 meters. As such, an Enercon E-66 1.5 MW turbine was chosen as it shares similar technical 230 characteristics to the NREL baseline turbine. A technical summary of the Enercon E-66 1.5MW turbine 231 can be seen in Table 3 (Papadopoulos, 2010) . The aggregated inventory data, presented in Table 4 232 (Papadopoulos, 2010) , was used for deterministic estimation of embodied energy and embodied 233 carbon. Since the material quantities were taken from the same source, they have little or no 234 variations. The deterministic result estimate (Table 4) Table 5 : Potential contributions to wind turbine performance improvement 249
Mass Scaling Equations 250
To generate the material quantities for the different TIO's, information and scaling equations 251
were taken from an NREL study (Fingersh et al., 2006) . The report contained information about how 252 the various components could be scaled using semi-empirical formulas. The equations used in this 253 study are defined in Table 6 A generator mass calculation for the medium-speed permanent-magnet generator design was based on machine power rating in kW. Table 6 : Mass scaling equations for the different components 255
Results and Analysis 256

Quantitative DQI transformation 257
To appropriately transform the qualitative assessment results to the equivalent quantitative 258 probability density functions, Wang and Shen (2013) suggests that the aggregated DQI scores be 259 approximated to the nearest nominal value so as to use the transformation matrix. Table 7 : Transformation of DQI scores to probability density functions 270
Parameter Categorization and Probability Distributions Estimation 271
Results of the influence analysis (10,000 iterations MCS) showing the two parameters 272 contributing the most to the resulting uncertainty is presented in Table 8 . Two parameters, Steel and 273 CFRP, demonstrated the largest influence on the final resulting uncertainty of embodied energy and 274 embodied carbon across all case studies. For the parameters with a lesser contribution to the final 275 resulting uncertainty, there were variations across all case studies. Normal concrete and Carbon fibre 276 reinforced plastic (CFRP) show the lesser contribution for embodied carbon (ranging from 0.6% to 277 17%), while Steel (no alloy), CFRP and Cast iron show the lesser contribution for embodied energy 278 (ranging from 0.5% to 9%) across all case studies. Combining these results, further analysis was 279 conducted on the two identified parameters for each test case using the statistical method, while the 280 values for the remaining parameters were obtained from the quantitative DQI. Probability 281 distributions were thus fitted to data points collected manually from literature. Results of the 282 estimated probability distributions for the different parameters are presented in Table 9 (Figures 3a -12a) , it can be seen that the mean value and standard deviation for the pure DQI and 296 HDS results show rather different dispersion across all the case studies. The CV values of the HDS 297 results are on average about 6 times larger than the CV values of the pure DQI results. In terms of 298 MRE, the difference observed between the HDS and pure DQI results indicate that the HDS method 299 captures more possible outcomes compared to the pure DQI. The differences between the 300 deterministic, pure DQI and HDS results can be inferred from the CDF's (Figures 3b -12b) . Figure 3b 
Comparison of Statistical and HDS Methods in terms of Data Requirements 384
It can be seen that from the procedure of the HDS approach which categorizes critical 385 parameters and uses the statistical method to estimate their probability distributions, the reliability 386 of the HDS results are not greatly jeopardized. According to Wang and Shen (2013) , the statistical 387 method requires at least 30 data points to estimate one parameter distribution. Hence in this study, 388 46 parameter distributions are required to be estimated for each case study with the exception of TIO 389 1 which has 48 parameter distributions for estimation. If the statistical method was implemented, at 390 least 1380 (see Equation 9) data points would have been required for the estimation for each case 391 study. That would mean 6900 data points across all the case studies. This would have been very time 392 consuming even if all the data points were available. The HDS requires only 120 data points for each 393 case study (600 data points across all the case studies) thus reducing the data requirements by 394 approximately 91%. This avoids the issue associated with lack of data, and saves cost and time without 395 seriously compromising the reliability of the HDS results as the critical parameters identified explain 396 the majority (at least 69%) of the overall uncertainty across all the case studies. The intention of quantifying uncertainty with the HDS approach in this study is to provide 443 more information for the decision making process. From the above case studies, it is assumed that the 444 deterministic result is used for design scheme selection aiming to find an embodied carbon and 445 embodied energy saving design. The design for the baseline turbine is already accepted since it is 446 commercially available. If the design was rejected, in terms of embodied carbon, there would have 447 been an about 85% probability (Fig. 3b) Enercon may have lost the chance to reduce carbon emissions 448 with the design. Thus, it is a good design in terms of embodied carbon savings. In terms of embodied 449 energy if the design was rejected, there would have been a 50% probability (Fig. 4b) Enercon may have 450 lost the chance to reduce the primary energy consumed during manufacture. The TIO's proposed in 451 this study are design concepts. Hence if the design for TIO 1 is accepted by a manufacturer, in terms 452 of embodied carbon, there will be an about 85% probability (Fig. 5b) that the manufacturer may lose 453 the chance to reduce carbon emissions with this design. Hence, it is not a good design in terms of 454 embodied carbon savings. In terms of embodied energy, if the design is accepted, there will be a 40% 455 (Fig. 6b) probability that the manufacturer may lose the chance to reduce the primary energy 456
consumed. This design thus performs better in terms of embodied energy savings. 457
If the design for TIO 2 is accepted, results show that for embodied carbon, there is almost a 458 99% probability (Fig. 7b ) the manufacturer may lose the chance to reduce carbon emissions hence 459 making it a bad design. For embodied energy, results show that if this design is accepted, there is 460 about a 20% probability (Fig. 8b) Results show that for embodied carbon if the design for TIO 3 is accepted, there will be a 15% 469 probability (Fig. 9b) that the manufacturer may lose the chance to reduce carbon emissions with this 470 design. It is therefore a good design in terms of embodied carbon savings. For embodied energy, 471 results show that if this design is accepted, there is about a 65% probability (Fig. 10b) there would be about a 99% probability (Fig. 11b) that the manufacturer may lose the chance to 475 reduce carbon emissions making it a bad design. For embodied energy, results show that if this design 476 is accepted, the probability that the manufacturer may lose the chance to reduce the primary energy 477 consumed is about 15% (Fig. 12b) making it a good design in terms of embodied energy savings. The 478 difference in the results, despite CFRP's contribution of 98% and 97% to the resulting uncertainty for 479 embodied carbon and embodied energy, could again be attributed to reasons described in TIO 2. 480 A direct comparison of this study with the few wind turbine LCA studies employing stochastic 481 modelling to propagate uncertainty is difficult due to different assumptions which include scope of 482 study, turbine capacities, background data and use of the pure DQI approach. For these reasons the 483 wind turbine environmental impacts reported in the different studies vary. As there are no other wind 484 turbine studies employing the HDS methodology, the closest study available in literature for 485 comparison is Khan et al. (2005) for which the life cycle Global Warming Potential (95 th percentile) of 486 the wind turbine is 16.86 g CO 2 eq./kWh. From the results of the different case studies, more 487 information was gained for decision making using the HDS approach compared to the DQI. The 488 confidence level which is the important factor for decision making was observed and it can be seen 489 that the DQI approach gave more conservative results, consistent with conclusions in Venkatesh et al. 490 (2010), Tan et al. (2002) and Lloyd and Ries (2007) , which could lead to unreliable decisions. For 491 example, the results for all the case studies showed the pure DQI approach giving a 50% probability 492 making any decisions made using the pure DQI quite unreliable. Thus the HDS approach is a useful 493 alternative for the evaluation of deterministic wind turbine embodied energy and embodied carbon 494 LCA results when knowledge of the data uncertainties is required. The baseline wind turbine therefore 495 performs best in terms of an embodied energy and embodied carbon saving scheme. 496
Conclusions 497
In this paper the competence of the HDS method in estimating data uncertainty in 498 deterministic embodied carbon and embodied energy LCA results and its application to decision 499 making is examined through case studies. In order to evaluate the reliability of the HDS method, first, 500 embodied carbon and embodied energy results were estimated deterministically. Then for each case 501 study, using DQI and HDS methods, the effect on uncertainty estimates for embodied energy and 502 embodied carbon are investigated. In performing the uncertainty analysis, the reliability measures 503 MRE and CV are considered. Using the results obtained the following conclusions are drawn. 504
Firstly, with respect to the use of both methods, the HDS approach demonstrated its 505 effectiveness in evaluating deterministic 1.5 MW wind turbine embodied carbon and embodied 506 energy results. MRE and CV results show the HDS far outperforms the DQI. In other words, a strong 507 argument could be made to advocate for the use of the HDS over DQI when accuracy of the 508 uncertainty estimate is paramount. Secondly, for the class of the problem at hand, similar conclusions 509 can be drawn in terms of embodied energy and embodied carbon for all case studies. Uncertainty in 510 the results largely depends on distribution ranges of the input parameters. This is magnified by the 511 mass of the materials which result in the overall contributions to the uncertainty. Hence, it is shown 512 that a strong relationship exists between material mass and input parameter distribution ranges. 513 Thirdly, when comparing the different turbine designs based on the studied cases, the results were 514 quite clear. With the performance improvements incorporated using the TIO's, the baseline turbine 515 had the best embodied carbon and embodied energy performance. Therefore, when all the criteria 516 are considered, the potential investor must decide whether the environmental benefits for a 517 particular design are worth the investment. 518
It is important to note that the NREL baseline turbine design represents a composite of wind 519 turbine technology available in 2002. Clearly, technology has changed since 2002 and these changes 520
are not incorporated into the current analysis. Future studies may conduct uncertainty analysis using 521 the HDS approach to analyse these technological changes in the development of newer wind turbines 522 and other renewable technologies. This would be another excellent application for the HDS 523 methodology. 524 525
