The high-frequency causal relationship between prices of share price index futures and the All-Ordinaries Index (AOI) 
Introduction
sing high frequency (5-minute) sampling of the price series of share price index (SPI) futures and the underlying spot asset-the All-Ordinaries Index (AOI)-we study the interactions between futures and spot markets. There are many reasons for such study; three are listed here. Firstly, and most importantly, the question of market efficiency, which underlies a great deal of financial research, is addressed in this area by the uncovering of the price discovery process. Price discovery is two things: the differential reaction of the different markets to new information, and the rate at which the new information is incorporated into price. Semi-strong form market efficiency precludes the possibility of earning excess returns on current public information, so if markets demonstrate this efficiency, the time lag in both of these two must be sufficiently small to prevent economically significant excess returns. Also, an aim of security market design is optimal price discovery, so the choice of market structure will depend heavily on the best market for this. The theory behind this is best discussed in O'Hara (1995, pp. 268-71) , and empirical evidence of the speed of price discovery abounds in this literature. 1 In Australia, our situation is probably unique, as we have an electronic equity market but an open outcry futures market (at least during the sample period we consider). This allows us to comment on the price discovery process in comparison with previous studies.
Secondly, the potential causal relationship may indicate to regulators which of the two markets is most likely to be used by informed traders. Regulators attempting to detect the presence of traders using price-sensitive information (illegally) will wish to know the most likely market for these informed traders, and whether the market structure allows or impedes this detection. 2 Finally, the implementation of arbitrage trading strategies which ensure a fair price for futures contracts (i.e. with respect to the cost-of-carry model or some variation of it) must take into account the lead-lag relationship of the asset and its derivative security. If this is not done, problems may arise which take the form of apparent mispricing of futures contracts, and violations of the simple cost-of-carry model. Hence, some (but not all) of the mispricing discussed in Brailsford and Hodgson (1997) might arise from delayed implementation of arbitrage, purely due to the time lag in reaction of the different markets. Also, the violations of the costof-carry model like those demonstrated in Heaney (1995) and others may be due to the same effect.
Studies which examine the joint time-series relationship between derivatives and their underlying spot assets are not uncommon, and in general have similar motivations to those listed above. An early study is Garbade and Silber (1982) . More recent studies concentrate on allowing the most general specification possible for the dynamics of the two series, and testing for the causality or lead-lag relationship. Examples of this include Stoll and Whaley (1990) , Tang et al. (1992) , Wahab and Lashgari (1993) , Ghosh (1993) and Tse (1995) . Further examples which use bivariate GARCH specifications include Chan et al. (1991) and Baillie and Myers (1991) . Most studies conclude that futures lead spot.
Note that many studies presume that a test of Granger or Granger-Sims causality implies that action in one market causes a reaction in the other. This is not true; it may simply react first. For example, Hamilton (1994, pp. 306-7) gives an example in which Granger 'causality' may have no economic interpretation; the series which acts first does not necessarily cause a reaction in another series.
Note also that recent studies by Engle and Susmel (1993) and Arshanapalli and Doukas (1994) suggest that a common factor could be driving the relationship-particularly, in their cases, in volatility-and that 'causality' that we see is no more than one market reacting more quickly than the other to an outside influence or shock. This is the sense in which we must interpret our results here, because the reaction in both is perceived to be to an external information shock.
This study aims to address the extent and timing of the lead-lag relationship between the SPI futures and the underlying spot index. Two issues need to be mentioned in relation to this. Firstly, as noted above, the equity market in Australia is based on an automatic trading system, called SEATS (Stock Exchange Automated Trading System). However, the futures market is traded on the Sydney Futures Exchange (SFE) by a combination of open outcry during normal working hours and electronic trading (through a system called SYCOM) at night. This makes the institutional setting for our study unique. 3 Previous studies have either had open outcry in both markets (as in the US studies) or open outcry in the asset market and electronic trading in the futures market (as in most European studies). The only real exception is Shyy and Lee (1996) , who use the French equity market (electronic) and futures market (open outcry), and consequently this paper is most closely aligned with that work. 4, 5 Secondly, we use the econometric methodology of Stoll and Whaley (1990) and Flemming et al. (1996) . The methodology has four parts. Firstly, index values implied from the cost-of-carry model are calculated, so that we have two series; an actual spot and an implied spot. This ensures that any effects we find cannot be attributed to non-linearities between futures prices and spot prices. 6 Secondly, we test for the presence of cointegration between the two levels series, performed to confirm previous conclusions of the nature of these series. If cointegration is present, any causality test would need to be on first differences using a bivariate vector error-correction (VEC) model. Thirdly, following precedent literature, we filter out any microstructural effects from the actual spot and implied spot series by fitting an ARMA(p,q) model. Finally, we test for causality using the innovations from the ARMA(p,q) processes. The innovations series will not demonstrate 3. The SFE has moved to a screen-based trading system in 1999, and has been operating screen trading through SYCOM for several years. 4. However, Shyy et al. (1996) use a very short data series and find that their results are susceptible to the choice of return metric. 5. Note that although the markets we consider use different trading systems, we are not employing a direct test of the difference between them, so the results we obtain can only be indirectly linked to this difference. 6. This approach is common in the literature that tests the lead-lag relationship between options and spot.
See, for example, Stephan and Whaley (1990) . Since the relationship between the logarithms of futures and spot prices appears linear in a cost-of-carry framework, this may not be necessary, but for consistency we proceed in this way.
cointegration (even though the levels were integrated of order 1 and cointegrated) because the innovations should be stationary. As a result, a conventional bivariate vector autoregression (VAR) was run on the innovations to test for causality. Impulse response functions are also plotted. Note that after filtering through the ARMA(p,q) model, the resulting returns need to be interpreted as 'surprises' or 'news' in returns, in the same way as we would in a two-stage regression (e.g. Walsh 1997 ). Therefore, our study examines the effect that 'news' in the spot and implied spot series have on each other.
We find strong bi-directional causality (feedback) from the SPI futures and the index itself, using the innovations. 7 The number of significant 5-minute lags was quite large, up to seven for both markets. The impulse response functions support these results. They demonstrate that a shock in one market causes the other market to continue reacting for many lags, in fact for up to an hour in both series.
Section 2 discusses the institutional structure of the futures market in Australia, the data we use and the method. Section 3 gives tabulated results and discusses them. Unlike many previous studies, we are able to draw conclusions on all three of the initial aims listed above; price discovery, causality and the presence of arbitrage. Section 4 summarises the results, gives some concluding comments based on these aims, and suggests some directions for future research.
Market Structure, Data and Method

Structure of the Australian Futures Market, the SPI Contract and the All-
Ordinaries Index Unlike many international exchanges the Australian futures market is a completely separate entity to the stock options market which is operated by the Australian Stock Exchange (ASX). The Sydney Futures Exchange (SFE) was established in 1960 and grew to the largest open-outcry exchange in the Asia-Pacific region and the eleventh largest in the world.
The SFE trades in nearly 30 different futures and options contracts, the most heavily traded of which are the 90-bank bills futures contract, the 10-year bond futures contract and the SPI futures contract. SPI futures trading is facilitated by a combination of floor trading (from 9.50am-12.30pm and from 2.00pm-4.10pm) and computerised trading on the Sydney Computerised Market (SYCOM) extending from 4.40pm-6.00am. In total, futures are traded on the SFE for 19 hours per day. (Note that the ASX ordinary trading times are between 10am and 4pm with no break for lunch.) Thus the market structure of the SFE in comparison to the underlying stock market also provides a testable environment for the automated trading hypothesis. That is, if we expect an electronic market to exhibit faster price discovery than an open outcry market, this is an ideal environment for this test.
SPI contracts first traded on the Sydney Futures Exchange on 16 February 1983 and have been heavily traded by the market. The SPI futures contracts are denominated in terms of the All-Ordinaries share price index (AOI) 8 with the value of one futures contract designated as $A25 9 multiplied by the index value. The AOI is a market-capitalisation weighted price index of approximately 300 of the largest companies traded on the ASX. Hence, it represents over 95% 10 of the total market value of domestically listed stocks, providing a highly satisfactory representation of market movements.
Contracts are written on a quarterly 11 expiry basis with contracts available up to 18 months ahead. The minimum daily fluctuation of the SPI contracts value is one index point. 12 SPI futures contracts do not attract statutory stamp duty charges but do require the deposit of collateral (margin) with the SFE Clearing House. As at December 1995, the initial margin was $A1,600 which is approximately 5% of the nominal value of one contract. The margin account is marked to market at the end of each trading day with the settlement of clearing account required by 12 noon the following day. Note that the SFE offers reduced margin requirements for spread positions in which the trader is long in one contract month and short in another. The spread concession of $A200 is levied against offsetting positions held in different contract months.
The termination of trading on a SPI contract is the last business day of the contract month whilst cash settlement occurs on the second day following the last trading day.
The trading costs of each market are different. On the equity market, Aitken and Swan (1995) estimate that the value-weighted spread for the stocks that compose the All-Ordinaries Index to be roughly 0.6%, and additional costs involving stamp duty, taxes and brokerage (which ranges from 1 to 3%) need to be considered. Also, index tracking in the sense of Roll (1992) will incur substantial rebalancing costs.
However, the costs of trading on the futures exchange appear to be less. Applying Roll's (1984) estimator of the effective bid-ask spread 13 yields an approximate value of 0.54% for the futures series that we have, and since there is no stamp duty and in general lower brokerage, we might suspect that the costs of trading on the futures exchange will be relatively less than the equity market.
We can hence conclude that reduced trading costs and greater leverage may induce informed traders to the futures market. However, the speed of price discovery is expected to be greater in an electronic market, in this case, the equity market, perhaps counteracting this benefit. 8. Note: a price index not an accumulation index. 9. SPI futures contract was downsized from $100 to $25 per index point on 11 October 1993 in an effort to increase market liquidity and trading volume. 10. As at December 1995 the capitalisation of the AOI was approximately $A323,970m. 11. March, June, September, and December are the expiry months. 12. On the final day of trading the tick size is reduced to 0.1 index point. 13. Calculated by noting that bid-ask bounce induces serial correlation. The estimator is
] cov return t return t .
Data 14
The chosen sample period is all of the year 1995; from 3 January to 21 December, where a sample is drawn every 5 minutes. Post-Christmas data were excluded due to relative thinness of the futures contracts. Also, because the trading patterns are quite likely to be materially different from normal day-time trading, 15 trades in the first 15 minute period of each day were also omitted, so the observations on each day start at 10:15 am and finish at 4pm. 16 SYCOM (night-time) trading was also excluded, because there are no matching index observations. Finally, since the trading times of the futures are essential to the analysis, the SFE lunchtime period (12:30pm to 2pm) was ignored on each day. This left us with 51 paired observations per day, for the 247 days of the sample, a total of 12,597 pairs of observations. To this data we applied the method described below. 17
Method
Using this data, we firstly generated an implied spot index price series from the futures prices. 18 This involved using the simple cost-of-carry model with observed futures prices and contract maturity dates, daily dividend yields collected from the 12 issues of the Australian Stock Exchange Monthly Index Analysis for 1995, and proxy risk-free rates as Treasury notes with durations that best matched the maturity dates. 19 The dividends are based on a weighted average of the dividends from the stocks in the All-Ordinaries Index, and the Treasury note rates are sampled daily. The implied spot index series was generated using the cost-of-carry model:
S(t) = F(t,T)e -(r-d)(T-t)
where:
F(t,T) is the observed futures price at time t for a contract expiring at time T; S(t) is the implied spot price;
r is the risk-free rate of interest; and d is the dividend yield.
14. Futures data supplied by the SFE, AOI data supplied by SIRCA. Our thanks to these two organisations.
15. This observation is based on the broad existing literature on intraday effects. See, for example, Aitken, Brown and Walter (1993) in Australia. While the start of the day is clearly important for informational flows, we have left study of this to future work. 16. The time of the last calculation of the AOI for the day. 17. When we performed our empirical analysis, we used the lags spanning the market closures (over night and lunchtime). We experimented with omitting these from the data set, but found that this had very little impact. It seems that these periods had little influence on the estimation results and our conclusions. 18. We could equally well have chosen to imply a futures price from the spot price: the results would have been similar, if not exactly the same, due to the simple transformation involved. 19. Daily parameters were used, even though the data were intraday. This will induce some small (and unavoidable) measurement error. 
where: P is the number of separate series to be examined; T is the number of usable observations; and î λ are the estimated eigenvalues obtained from the (i+1) × (i+1) 'cointegrating matrix' (see, for example, Johansen (1991) or Hamilton (1994, pp. 643-7) ).
The first test statistic (λ trace ) tests whether the number of distinct cointegrating vectors is less than or equal to R. The second test statistic (λ max ) tests the null that the number of cointegrating vectors is R against an R+1 alternative. Johansen and Juselius (1990) provide the critical values of these statistics. Thirdly, we fitted an ARMA(p,q) model to each levels series, and collected the residuals. In the same way as Walsh (1997) , the 'innovations' represent the unexpected component of the prices of implied and actual spot series, purged of short-run market microstructure effects like bid-ask bounce and serial correlation potentially induced by non-synchronous calculation of the index. (That is, that which is induced by stale prices from thinly traded index components; see, for example, Lo and MacKinlay (1990) , and Miller, Muthuswamy and Whaley (1994) .) 21 Since we are examining informational effects, these 'innovations' are precisely the components of the price series that we wish to examine. This should have the effect of improving our inference. 22 20. Since Brailsford and Hodgson (1997) have found that mispricing at high frequency is present in SPI futures, the implied spot price will be mispriced with respect to the actual spot price. We believe that this mispricing can potentially be captured by including the lead-lag relationship. 21. There is no reason for us to suspect that the bid-ask bounce effect in the futures and the nonsynchronous calculation of the index create equivalent problems, but the filtering should remove both effects, in any case. 22. However, McKenzie and McAleer (1997) suggest that this two-stage approach may lead to a loss of efficiency, which will affect inference. A single step approach will be more efficient, but this is left to future work.
If the levels series are indeed cointegrated, estimation and testing for causality would have to be via the Johansen (1991) bivariate vector error correction (VEC) approach. If not, we can use the conventional bivariate vector autoregression (VAR). (We find that the levels were indeed cointegrated, so causality tests for the levels involve the VEC parameterisation. The innovations should not be cointegrated if the ARMA(p,q) models are correctly specified, so the causality tests are through a VAR.)
Our results of the causality tests are presented only for the innovations; the levels causality tests produced similar results. The equations estimated are:
where: ∆AÔI t is the actual spot index price change innovation; and ∆F t is the implied spot index price change innovation.
Both are generated from the ARMA(p,q) filters for the respective series. Impulse response functions were generated based on a shock of one-tenth of an index point, although this was not crucial to the results.
The causality test applied is simple Granger-causality. We firstly run equation (3). The regression is repeated with the restriction that all of the exogenous series coefficients (the values of ø j ) are zero. The statistic used is:
where: p is the number of restricted coefficients; T is the sample size; RSS is the residual sum of squares; and the subscripts on the RSS terms are restricted (1) and unrestricted (0). Equation (4) is then estimated, unrestricted at first (giving RSS 0 ) and then with the θj values constrained to be zero (giving RSS 1 ). The conclusions that we draw are:
• If S is not significant for either equation, there is no Granger-causality present.
• If S is significant for equation (3) but not equation (4), then innovations in the index are said to Granger-cause the innovations in the futures price.
• If S is significant for equation (4) but not for equation (3), the innovations in futures are said to Granger-cause the innovations in the index.
• If S is significant for both equations, then there is bi-directional Grangercausality, or feedback.
It is important to note that the results generated by VARs and impulse response functions can vary dramatically with the specification of the equations involved.
While the results we have generated and reported below are not unique, changing specification did not greatly alter our conclusions. The chosen specification most clearly shows the results we have found.
Results and Discussion
The results that we present here are in three brief parts. Firstly, we see results of tests for units roots and cointegration for the levels series. Then, the estimated values of the innovation VARs are tabulated, together with the causality result determined. Finally, impulse response function graphs for these VARs are given. The results of the augmented Dickey-Fuller (ADF) with no trend or intercept terms, and the ARMA(p,q) results are reported in Table 1 . 23 The Johansen tests appear in Table 2 . In this table, AOI is the actual spot index and F is the implied spot index. The ADF test clearly shows that the actual spot index and the implied spot index are nonstationary in the levels and stationary in the first difference.
Note that the ADF test is quite sensitive to structural change or outliers in the series. Additionally the inclusion or exclusion of an intercept term or deterministic trend in the regression also biases results toward accepting the null. The series are 23. The Philips-Perron test yielded similar results. examined for potential outliers and the test is reapplied under the different specifications. The recalculated test statistics change only marginally. Note from Table 2 that for two series to be cointegrated, only one cointegrating equation must exist or equivalently the rank of the cointegrating matrix must be one. This is indeed what we find for the levels.
Fitting the ARMA(p,q) series with the lags illustrated yielded white noise in the innovations, and these innovations are both integrated of order zero. Surprisingly the AOI series shows a lower degree of serial correlation (only 1 lag) than the F series (seven lags). This is contrary to expectations as we would expect a high order of positive serial correlation in the index due to the progressive adjustment process; that is, the non-synchronous trading effect. This can be quite important (as noted above, this is demonstrated in Lo and MacKinlay (1990) and Miller et al. (1994) ).
We found that the results for the raw series (which are cointegrated) and the innovations series (which are not) were very similar with regard to the causality tests we performed, so only the results for the innovation series are presented. Table 3 gives these results.
We can see from Table 3 that the price discovery process is quite slow, with endogenous lags still significant to lag 4 for the actual index innovations and lag 6 for the implied spot index innovations. The exogenous variables to both series were significant out to lag 7. Note that the values of the θ i coefficients (those for the actual spot index series in the implied spot index equation) are much larger than the corresponding exogenous series coefficients, the ø i , (those of the implied spot index series in the actual spot index equation). However, both are significant to a similar length, and the causality test results indicate that bi-directional causality (i.e. feedback) is present. (The S statistics were both significant, but are not given in Table 3 .)
It is difficult to interpret the results for this estimation on their own, because there is so much complex feedback between the lags of each equation and the system as a whole. However, a very intuitive way of understanding how the system behaves is by impulse response functions (IRPs). These involve assuming that the system is at a steady state, and then perturbing it using a shock or innovation into the error term of one of the equations. The shock filters back through the lag structure of both equations simultaneously, and the value of the dependent variable at each time period that follows the impulse can be calculated from the estimated equations (3) and (4) and then graphed. We use a shock or impulse value of one-tenth of an index point, and plot the IRPs for a total of 25 periods following the impulse. Figure 1 gives the eight relevant graphs here.
From these graphs we can now draw interesting conclusions regarding the timing and extent of responses. To allow easier digestion, we will revert to calling the series 'futures' and 'spot', although they are of course unchanged from the analysis discussed above. Note that the magnitude of the effects varies considerably, as can be seen by comparing Panels A and C with the rest of the graphs in Figure 1 .
To begin, Panel B shows that the futures contract largely adjusts within three periods to shocks in itself, while small reactions continue out to perhaps 10 to 12 periods. In Panel A, the index has a large response to these shocks in futures for up to 6 periods, and small reactions continue for 15 to 16 periods.
Table 3 Innovation VAR
Actual spot index innovation (∆AOI t ) and implied spot index innovation (∆F t ) VAR. On the other hand, note that the length of the response of either series to an innovation in itself is much shorter than its response to an innovation in the other series. That is, the index mostly adjusts to shocks in itself after a single period, with small fluctuations continuing out to perhaps 8 periods (more than 30 minutes, since each period is a five minute interval) (see Panel E). However, it takes perhaps 6 periods (30 minutes) for the largest effects in this shock to 'settle down' in the futures contract, with small fluctuations continuing out until 14 to 16 periods (more than 1 hour) (see Panel F). From Panel C in Figure 1 , we can note that a shock in the index actually induces a permanent response in the index of more than 5% of the shock (in fact, it is 6.97% or 0.00697 of an index point). However, the futures price is much less responsive to shocks in itself, as seen in Panel D (although not very easily) to be 2.45% (that is, cumulative response in Panel D rises from 0.1 to 0.10245).
Finally, note that the cumulative impact of a shock in the index of 0.1 index points causes the futures price to change in the same direction by a large amount; 256%, or 0.256 index points. This can be seen in panel H. However, the spot index responds by a much smaller amount to shocks in the futures contracts. Panel C shows that an 0.1 index point shock in futures only induces a total index change of 7.43% of 0.00743 index points.
Summary and Conclusions
This section firstly summarises the results and then draws conclusions on the topics suggested in the introduction. We have found that SPI futures and the spot AOI index are integrated of order 1 and cointegrated. This means that causality tests of the changes in each need to be correctly specified vector error correction (VEC) models. However, we use the approach of firstly filtering out microstructure effects like bid-ask bounce and serial correlation induced by non-synchronous observations in the index components, using an ARMA(p,q) specification. The resulting two series of innovations are integrated of order zero, so testing for causality is by vector error correction (VAR).
We find strong evidence of bi-directional causality (or feedback) between the two series. The response times of spot index and futures to shocks in each other appear to be up to an hour, but response times to shocks in themselves seem quite short by comparison, between 5 and 15 minutes. Also, both induce nontrivial cumulative responses in themselves, approximately 7% for the index and 2.5% for the futures. More interestingly, we find that an index shock appears to induce a very large response in the futures, approximately 250% of the size of the shock. However, the reverse is not true; the total response of index to a futures shock is only approximately 7.5% of the shock.
We motivated this study from three different angles. Firstly, we can draw conclusions on the price discovery process between futures and spot index. We have found that the discovery time of the true price, following an information shock, depends on whether the shock is an 'own' market shock or an 'other' market shock. If there is an information shock in the index, it will be some piece of market wide information that hits the equity market first, and will be rapidly assimilated into the index (in 5 to 15 minutes). However, a shock in the index can take as long as one hour to adjust in the futures market. Almost exactly the reverse applies for a futures market shock. Again, the information is most likely to be market-wide, but has hit the futures market first, and the futures price takes about 15 minutes to adjust. However, the spot index takes about one hour to adjust fully. Hence, neither market appears to adjust more quickly than the other; the only factor of importance is which market picks up the news first.
This leads to our second point. If one market or the other dominates the capture of new pieces of information, we could comfortably say that that market is the trading 'habitat' of informed traders. The direction of causality would be strongly from one market to the other, as informed traders in one market would commence trading and drive the reaction in the other market. However, we find that there is feedback between the markets; if informed traders do indeed choose a 'habitat' it is not along the simple division of the type of instrument they choose.
Of course, a counter-argument exists. Informed traders may acknowledge that one market is faster at incorporating information than another, and choose the slower market. These contrasting arguments probably help to explain why we can only capture that a lead-lag structure exists, and not which market is more likely to be informed.
Taken with previous evidence like Flemming et al. (1996) , we might also say that the open outcry style of market is no more likely to attract informed traders than an electronic system, and may be less likely. This is because futures in an electronic trading system seem to lead the spot asset traded on an open outcry system, but, reversing these (in Australia) does not cause spot to lead futures. It seems that the electronic equity trading may have counteracted the benefits informed traders enjoy in the futures market (although we have to admit that this idea is quite speculative). It is also possible that a difference in reaction times is largely due to the futures market position being based in a single asset, while taking a position in the underlying equity market involves many assets, making the equity market slower and more expensive. 24 Thirdly, if arbitrage opportunities and deviations from cost-of-carry seem to arise at high frequency, as has been seen in recent evidence in Australia and elsewhere, it may be due to a misspecification in the cost-of-carry model. An extended high-frequency cost-of-carry model, that takes into account the lead-lag relationship between futures and spot, may eliminate some or all of these deviations. However, we have not directly addressed this issue, so although it is clear there will be some (possibly quite large) effect, its magnitude must remain unknown until future work has been completed.
One further point that has arisen during this study is that the futures market appears to react much more to index shocks than the other way around. A futures shock causes a small change in the index, but an index shock causes an enormous change in the futures contract, about 2.5 times the size of the index change. One is tempted to try to explain this by saying that the futures market over-reacts to the spot market, but we have seen that the change is permanent, not temporary, so this is not a valid explanation.
Extending on this paper could be in three obvious directions. Firstly, the above study is conducted only on SPI futures and the underlying index. Repeating the study using a wider range of futures contracts and their respective underlying assets would broaden our conclusions. However, as noted in the introduction, the SPI futures and the AOI are one of the few futures-spot pairings that captures economy-wide factors. Other futures contracts are written on spot assets that are more specific commodities, so news in these assets will be more specific to that asset. The same type of study could be extended (with a little more effort) to options and their underlying asset. The use of options would be particularly useful in studying the effect of company specific information, because individual share futures (a recent innovation in Australia) have relatively thin trading compared to the options series on the same stock. 25 Secondly, testing for the presence of arbitrage opportunities and mispricing in futures contracts could be extended to allow for the price discovery lag that we have found. We may find, at high frequency sampling, that this time lag causes apparent mispricing which could be captured by allowing the futures price in the cost-of-carry model to reflect lagged as well as contemporaneous spot prices. The same could apply to the spot price, hence the cost-of-carry becomes a bivariate specification not unlike the VAR we have studied here. Lastly, the 'over-reaction' we have noted here, of futures to underlying index shocks, needs to be examined further. The resulting increased volatility in futures prices will have consequences for, among other things, hedging, arbitrage strategies and margin requirements.
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24. Again, our thanks to an anonymous referee for making this point. 25. This is in fact the topic of a companion paper to this.
