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 چ ک ي :هد ازفاي ربراک شي  هناسر زا نادنورهشاهي عامتجاي دننام( ئوتيهاگشورف ،رت اهي غ و طخربيهر)   نآعبنم هب ار اهي ظعي ارب مي لحتيدپ کرد و لي هد اه ي 
 نوگانوگ ليدبتلحت فده .تسا هدرکي ل هداد زا هدافتسا ساسحااهي ا زا هدمآ تسدبي هناسر نارگ فشک و اهي شاهي پي هب تبسن ناربراک ناهنپ و اد
دوجومي تاهي  صاخ هکبش زا هدافتسا اب ام رضاح راک رد .تسا نتم رد رضاح بصعي پيشچيعون هک ،ي بصع هکبشي پي شلحت  هب ،تسا روخيارگ لي ش
 هناسر رد تارظناهي عامتجاي حطس جنپ و ود رد نآ تدش نتفرگ رظن رد اب واه ميزادرپيا رد .ميفاص زا هدافتسا اب نشولوناک لمع هکبش ن ياهيي  اب
 هزادنااهي ور رب فلتخمي  اهرادربي دورو تلامجي م لامعا يو رادرب و دوشيگژي هب لصاح دورو ناونعي لاي هب مرنيشيهن  اربي  هتسددنبي اهنيي  تلامج
م راکب يهکبش .دور اهي بصعي پي شچي  اهرتماراپ ابي فلتخم اب زا هدافتسا عميز تحاسم راينحنم ري ور رب وي  عمج هداد هعومجمروآي  هناسر زا هدشاه ي 
عامتجاي سرافي زرايباي دندش و اتن ي هدمآ تسدب جناشنهدنهد دوبهب اراکيي نآاه هناسر هرتسگ رداهي عامتجاي شور هب تبسناهي تنسي يگداير ي 
شامي هب نور رب صوصخي  هداد هاتوک لوط اب اه رتسهدنت. 
هژاواهي کليدي: لحتيساسحا ل ،هناسراهي عامتجاي ،هکبش بصعي پيشچي ،تارظن تدش ،هاتوک نوتم 
 
Convolutional Neural Networks for Sentiment Analysis in Persian 
Social Media  
 
Morteza Rohanian, MSc1, Mostafa Salehi, PhD2, Ali Darzi, PhD3, Vahid Ranjbar, PhD  
 
1- Faculty of New Sciences and Technologies, University of Tehran, Tehran, Iran, Email: rohanian@ut.ac.ir 
2- Faculty of New Sciences and Technologies, University of Tehran, Tehran, Iran, Email: mostafa_salehi@ut.ac.ir 
3- Faculty of Literature and Humanities, University of Tehran, Tehran, Iran, Email: alidarzi@ut.ac.ir 
1- Department of Computer Enigneering, Yazd University, Yazd, Iran, Email: vranjbar@yazd.ac.ir 
 
Abstract: With the social media engagement on the rise, the resulting data can be used as a rich resource for analyzing and understanding 
different phenomena around us. A sentiment analysis system employs these data to find the attitude of social media users towards certain 
entities in a given document. In this paper we propose a sentiment analysis method for Persian text using Convolutional Neural Network 
(CNN), a feedforward Artificial Neural Network, that categorize sentences into two and five classes (considering their intensity)  by 
applying a layer of convolution over input data through different filters. We evaluated the method on three different datasets of Persian 
social media texts using Area under Curve metric. The final results show the advantage of using CNN over earlier attempts at developing 
traditional machine learning methods for Persian texts sentiment classification especially for short texts. 
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 مقدمه  -1
 گيري اساسي از فرآيند تصميم يل نظر ديگران همواره جزء دانستن و تحل
اي هنگام روبرو ها در طول تاريخ بوده است. افراد در هر جامعه انسان 
اند. هاي متفاوت از مشورت اعضاي آن جامعه بهره گرفته شدن با چالش 
مختلف  يهابه افراد جامعه با نگاه  ياجتماع يهاش رسانه رگست  هامروز
گوناگون  يهاده ي نظرات خود را درباره پد يعموم يفرصت داده تا در فضا
 ي هانترنت از رسانه يدرصد کاربران بالغ ا 96ارند. ذ با هم به اشتراک بگ
بحث درباره موضوعات مختلف و اطلاع از  يبرا  يعنوان محلبه ياجتماع
ت در يفعالد شده از يتول ي]. محتوا 1کنند [ي گران استفاده مينظرات د
]، 2شود [ي درصد از حضور برخط کاربران را شامل م 82ها، که ن رسانه يا
ل و درک رفتار افراد در مواجهه با يتحل يبرا  ،م دادهيتواند منبع عظيم
 مختلف باشد.  يهاده يپد
ل ياست که به تحل يعياز پردازش زبان طب يا ل احساس شاخه يتحل
مرتبط به  يها يژگيخاص و و يهات يمردم نسبت به موجود يها شيگرا
توانند محصولات، ها مياين موجوديت پردازد. ي صورت خودکار مبه ،هاآن
ها، افراد، اتفاقات و يا موضوعات مختلف باشند. ها، مجموعه سرويس 
است که به صورت  يعيدر زبان طب يل احساس متمرکز بر نظراتيتحل
. هستند ا مثبتي ي، خنثيمنف يريگجهت  يدارا يا ضمنيمشخص 
شوند که در ناميده مي  1، جملات نسبياندگيري جملاتي که داراي جهت 
قرار دارند که واقعيات را بدون اعمال نظر گوينده  2مقابل جملات عيني
ما به بررسي جملات نسبي و جملات  ،در تحليل احساس کنند. بيان مي
 هستند،بار منفي يا مثبت  با هايياتفاقات و واقعيت  بيانگر که ،عيني
  پردازيم.مي
 ي ريگمرتبه از نظر شدت جهت  5 را درن نظرات يانويسندگان  ]3[در 
 ي و منف يمنطق ي، منفي، خنثي، مثبت منطقيمثبت احساس :قرار دادند
 . ياحساس
ل ين را در امر تحلي ماش يريادگيمعمول در  يها روش ياد يز يها پژوهش
ن ي معمول در ا يکردهاي رو ].4[ اندقرار داده  ياحساس مورد بررس
هاي استخراج و ويژگي 3بانظارت  ي هاتميه الگوريها اغلب بر پاپژوهش
اين گزينش ويژگي . ]7[-]5[صورت غير خودکار بوده است شده به
شود و بسته به موضوع و نوع متن مي انجامبه صورت دستي معمولا 
متن بوده و حالت کلي  به ها وابستهمتفاوت است. به همين دليل  مدل
به عنوان  هاي اخيردر سال هاي يادگيري عميقروش د. ن ندار 4و عمومي 
توجه پژوهشگران حوزه  مورد پذيري بالاهايي با تعميممجموعه روش
 در تحليل احساس  هاو استفاده از آن اندپردازش زبان طبيعي بوده
هاي سنتي امروزه الگوريتم است. شده خصوص براي زبان انگليسي رايجبه
هاي يادگيري عميق در يادگيري ماشيني به مرور جاي خود را به روش 
ها امکان اين دهند. دليل آن اين است که اين روشتحليل احساس مي 
 هاي پيچيده فراواني درباره داده انساني، ويژگيرا دارند که بدون دخالت 
هاي يادگيري عميق، داشتن داده استفاده از مدل  لازمهکنند.  استخراج
آموزش کافي، زمان و منابع رايانشي مناسب براي آموزش درست مدل 
 . ]01[-]8[ شبکه عصبي است
هاي عصبي شبکهاز  ،براي تحليل احساس متن فارسياين مقاله در ما 
 ،هستندو چند لايه  6خور نوعي شبکه عصبي پيش که )NNC( 5پيچشي
براي بدست آوردن خروجي به جاي  ها. در اين شبکهکنيماستفاده مي
 ورودي داده روي بر اتصال هر نورون لايه ورودي به لايه خروجي، 
 هاي با استفاده از صافي )7جاسازي کلمات(بردارهاي کلمات حاصل از 
هاي پيچشي جا که شبکهاز آن گيرد.مختلف عمل کانولوشن صورت مي
 ، د نهاي مختلف را دارتوان استخراج ويژگي از واحدهاي زباني با طول 
هاي سنتي يادگيري ماشين ها نتايج بهتري نسبت به روش استفاده از آن 
هاي در اين پژوهش شبکه ].11آورد [بار مي ها با منابع فراوان بهبراي زبان 
عصبي پيچشي براي اولين بار براي تحليل احساس زبان فارسي بر روي 
ها داراي آوري شده از اخبار و توئيتر بکار رفته است. دادههاي جمع داده
تايي هستند و داراي کاربري و طول گذاري دو و پنجدو نوع برچسب
ها دهد که اين شبکهمتغيرند. نتايج بدست آمده در اين مقاله نشان مي
-کارآيي بهتري نسبت به روش ،ها با منابع محدود مثل فارسيبراي زبان
هاي متني با طول بندي دادههاي سنتي يادگيري ماشين دارند. در دسته
هاي ما دستاورد ترين مهم درصد رسيده است.  21کم اين بهبود نتايج تا 
 صورت زير است: در اين مقاله به 
بندي جملات براي دسته هاي عصبي پيچشياستفاده از شبکه  •
زبان  يدر متون فارسي که با توجه به اطلاعات ما قبلا برا
 انجام نشده است.  يفارس
در  و تحليل احساس در پنج سطح مختلف براي زبان فارسي •
 . رفتن شدت قطبيتنظر گ
هاي متفاوت تحليل احساس بر روي واحدهاي زباني با طول  •
اي از متون فارسي. گستره و بررسي روش پيشنهادي بر روي 
داده  يزنستا مجموعه داده تحليل احساس با برچسب ار نيدر ا
متفاوت)  يهابا طول  محاورهشده از توئيتر (متون  يآور جمع 
 شده است.  هي) تهي(متون رسم فارسي  يخبر يهات يو سا
هاي مرتبط با کار تحليل احساس و به پژوهش  2در ادامه ما در بخش 
نتايج  4پردازيم. در بخش مي پيشنهاديمعرفي روش به  3در بخش 
ها بحث کنيم و درباره آنحاصل از روش پيشنهادي را گزارش مي
 اختصاص دارد.  آتيکارهاي  وگيري به نتيجه 5کنيم و بخش مي
 کارهاي مرتبط  -2
-بر اساس الگوريتم گذشته با تحليل احساس در مرتيطبيشتر مطالعات 
نياز به تهيه داده برچسب  که بانظارت انجام گرفته استهاي يادگيري 
ترين الگوريتم ترين و پراستفاده، ساده 8مدل بيز ساده . دارند خورده
. اين کندکار ميبندي است و بر مبناي قضيه بيز احتمالاتي براي دسته
کرده و برچسبي که بيشترين مدل احتمالات پسين رويدادها را محاسبه 
کننده بندي دستهدهد. را دارد به رويداد نسبت مياحتمال پسين 
  
مدل احتمالاتي آنتروپي بيشينه  است. 9آنتروپي بيشينهديگر  پرکاربرد
. اين روش بر پايه مدل با آن انجام داد توانمي بندي رااست که کار دسته
-اين روش تجربه استفاده از ].21[ است 11و اصل حداکثرآنتروپي 01نمايي
موفقي در کار پردازش زبان طبيعي از جمله در تحليل احساس به اي ه
]. اين روش در اکثر (و نه در همه) مواقع نسبت 31[ است ارمغان آورده
براي ) MVS( 21بردار پشتيبان  ماشين ].4[ به مدل بيز ساده برتري دارد
]. 41[ بندي اسناد بر مبناي موضوعات مشابه بسيار مفيد استکار دسته
بندی دسته کار آن ک مدل يادگيري بانظارت است که ي MVS روش
های استخراج های مختلف با استفاده از ويژگيکردن اشیا در کلاس
هاي هر اي ميان نمونه بندي، با ايجاد ابرصفحهاين دسته. شده است
گيرد ها از اين صفحه صورت ميکلاس و حداکثر کردن فاصله نمونه 
 يادگيري ماشين  هاي مطرحروش نسبت به ديگر روشبرتري اين . ]23[
فرضي ندارد و به جاي تکيه هاي ورودي پيشآن است که در مورد داده
-بندي را با دادهدستهترين هاي احتمالاتي، سعي دارد تا بهينهبر ارزش
 در تحليل احساس  و نتايج بدست آمده از آن دهد هاي موجود انجام
در زبان انگليسي هاي يادگيري ماشين روشبرتري محسوسي به ديگر 
 ]. 6[ دارد
هاي عصبي خصوص شبکه هاي يادگيري عميق بههاي اخير روش در سال 
 چيني]، 51در تحليل احساس براي زبان انگليسي [ )NNR( 31بازگشتي
با استفاده از بردارهاي  ،ي مختلفها] در ميان زبان 71[ آلماني] و 61[
ها براي درک و مختلف نمايش کلمات کاربرد زيادي داشته است. آن
اي مانند تحليل احساس مفيد کنترل ترکيب معنايي در کارهاي پيچيده
هايي با قابليت تبديل به مقادير براي داده  NNRهاي شبکه .هستند
 ک گذاري پارامترها ي اشترااز ايدهبا استفاده و  روندمتوالي به کار مي
هاي هايي با طول توانايي پردازش توالي ،هاي مطلوب براي رسيدن به وزن 
ها در تحليل احساس استفاده از آنکه با وجود اين]. 81متفاوت را دارند [
هاي يادگيري بانظارت همراه براي زبان انگليسي با نتايجي بهتر از روش 
ها در ماتريس ، ابعاد NNRهاي با رشد ساختار شبکه ،]9[ بوده است
ها کنند و در عمل استفاده از آنبه صورت تواني رشد مي مرحله بازپخش
 . ]33[ دشومي غيرممکن 
] در ابتدا براي کاربرد در 91هاي پيچشي که کولوبرت و ديگران [شبکه 
اخيرا در بسياري از کارهاي پردازش زبان  ،انداي ارائه کرده بينايي رايانه
، 41معنايي نقش زني سطحي، برچسب نحوي، تجزيه  طبيعي مانند تجزيه
هاي است. استفاده از شبکه  مورد استفاده قرار گرفته 51بندي و قطعه 
ها با منابع فراوان مورد استفاده پيچشي در تحليل احساس نيز براي زبان 
و کاهش زمان مرحله آموزش  بود قابل توجه دقتقرار گرفته و باعث به
 ]. 01شده است [ هاي يادگيري عميقنسبت به ديگر روش
هاي حوزه تحليل احساس در زبان فارسي معمولا يا با استفاده از پژوهش
. براي بهبود ]42[هاي مبتني بر قاعده هستند يا مبتني بر پيکره روش
نامه استفاده شده هاي لغتنظرات و ويژگينتايج معمولا از پيش پردازش 
يک چارچوب مبتني بر لغتنامه ] 82[بصيري و همکاران  .]03[است 
ارائه کردند که به صورت بدون نظارت با استفاده از قواعد از پيش تعيين 
 دهد.شده و لغتنامه تعريف شده جهتگيري متون محاوره را تشخيص مي
احساس در زبان فارسي بر روي داده مربوط براي تحليل  MVSاستفاده از 
هاي ديگر يادگيري به نقد فيلم، منجر به نتايج بهتري نسبت به روش 
-ها وابسته به کيفيت برچسببازدهي اين روش. ]72[ماشين شده است 
بندي ها پيش از شروع کار دستهها و شيوه گزينش ويژگيهي در پيکرهد
هاي عصبي از شبکه بار براي اولين  ]92[ روشنفکر و همکاراناست. 
 د ون فارسي استفاده کردند و توانستن ت براي تشخيص احساس م MTSL
، اما اين هاي يادگيري سنتي نتايج بهتري داشته باشندنسبت به روش 
همچنين هاي خيلي زيادي هستند.براي آموزش نياز به داده ها نوع شبکه 
در نظر گرفتند و از جاسازي آنها در کار خود فقط دو سطح از احصاص را 
 ساده کلمات استفاده کردند. 
طور کلي مزاياي استفاده از يادگيري عميق شامل موارد زير است به
 ]: 02[
شوند. در  ها به صورت دستي تهيهاحتياجي نيست ويژگي •
از معمولا  هاويژگي استخراج دستييادگيري عميق به جاي 
ها اطلاعات مربوط در آنشود که مي  جاسازي کلمات استفاده
 د. ن به بافت متني وجود دار
 61ها انتخاب ويژگي ،يادگيري هاي عصبيبا استفاده از شبکه •
تواند هم با يادگيري بانظارت و هم بدون ها ميآننمايش و 
 . صورت گيرد71نظارت 
ني از لحاظ سبک نوشتار وهاي گوناگ در تحليل احساس با متن •
پذيري و تعميم يم. انعطافو بافت معنايي روبرو هست
با مشکل عدم دهد تا مي  هاي يادگيري عميق، اجازهروش 
 .تر روبرو شويمتعميم پذيري مدل کم
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ابتدا توسط ابزارهاي  ،ها در روش پيشنهاديداده  از قبل از استفاده 
جداسازي بر بندي و هايي نظير بهنجارسازي، توکن پردازش موجود، پيش 
براي تحليل احساس همچنين  .شود مي دي انجام وهاي ورروي داده 
ها با منابع محدود مثل فارسي با استفاده از يادگيري عميق نياز به زبان 
ها را با استفاده از اي از بردارها براي نمايش کلمات داريم که آنمجموعه 
وريم. اين آپدياي فارسي بدست مي جاسازي کلمات روي مجموعه ويکي
کار ها بهعنوان داده ورودي شبکه براي استخراج ويژگي بردارها به 
 روند. مي
هاي عصبي براي نوعي خاص از شبکه  )NNC(هاي عصبي پيچشي شبکه 
برخورد  81پردازش داده هستند که با بردارهاي کلمات مانند يک تور
هاي تريس هر لايه کانولوشن بر روي طول ما 91هاي . صافي ]01[ کنندمي
ها به اندازه عرض صافيکند. عرض حاصل از بردارهاي ورودي حرکت مي
کلمه  5تا  2ها معمولا بين بردار ورودي (بعد بردار کلمات) و طول آن 
شوند که با حاصل مي  02هاي ويژگي است. از بردارهاي حاصل نگاشت 
 و شوند تبديل به يک بردار نهايي مي 12الحاق حداکثري استفاده از لايه 
 شود. بندي جملات استفاده مي عنوان ورودي لايه آخر براي دستهاز آن به
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هستند که  𝑠𝑅 ∈ 𝑥پايه اصلي شبکه پيچشي بردارهاي کلمات ورودي 
∈ 𝑑صورت ماتريس ست و هر سند ورودي بها  ابعاد بردارها 𝑠در آن 
 سطر تعداد کلمات آن است و هر  𝑛شود که نمايش داده مي 𝑠×𝑛𝑅
 کند. ماتريس، بردار يک کلمه را نمايندگي مي
هاي هاي محلي از رشتهلايه کانولوشن که هدف از آن استخراج ويژگي
حرفي داخل جمله است، تعميمي از رويکرد پنجره است که در آن چند 
يند و نتايج حاصل از پيماصافي با اندازه مشخص کل جمله را مي
اين عرض کنند. هاي مختلف را با هم ترکيب ميکانولوشن روي ماتريس 
هر کدام . استقابل تعيين  آنها ها به اندازه ماتريس ورودي و طولصافي
 يک ماتريس  ،مشخص است  1طور که در شکل ها همان اين صافياز 
تريس ما ،ضرب عناصر آن و ماتريس وروديکه مجموع حاصل هستند
دهد. که بردار کلمه ورودي را با توجه به بافتش تغيير مي  ستا  جديدي
تعداد  ℎکنيم که در آن تعريف مي 𝑠×ℎ𝑅 ∈ 𝑊ما يک لايه کانولوشن 
خواهيم روي آن کانولوشن انجام دهيم (طول صافي). کلماتي است که مي
نشان دهيم هر بار پيمايش صافي روي بردار  *گر اگر کانولوشن را با عمل
 برابر است با: 
𝑘,𝑖𝑑𝑘,𝑖𝑊 ∑ ∑  = 1−ℎ+𝑗:𝑗𝑑 ∗ 𝑊
1−𝑠
0=𝑘
1−ℎ+𝑗
  ) 1(                . 𝑗=𝑖
، را با استفاده از تابع غيرخطي 1−ℎ+𝑗:𝑗𝑑کلمه،  ℎسپس صافي به طول 
 کنيم:نگاشت مي 𝑗𝑐به عدد حقيقي  𝑓
  ) 2(                               ,)𝑏 + 1−ℎ+𝑗:𝑗𝑑(𝑓 = 𝑗𝑐
 دهد.را نشان مي 22در آن يک عدد حقيقي است که ميزان تمايل 𝑏که 
، يک بردار ويژگي 𝑊سند با استفاده از  تمامبا اعمال کانولوشن بر روي 
 شود مي حاصل
  ) 3(                        .]1+ℎ−𝑛𝑐 , … ,2𝑐 , 1𝑐[ = )𝑊(𝑐                    
هاي ها و ماتريستواند داراي مقادير متفاوت براي نوع صافيهرشبکه مي
  در حين مرحله آموزش شود. مي گفته 32که به هر کدام کانال  وزني باشد
عناصر  شود کهايجاد مييک شبکه عصبي پيچشي بر پايه کاربري خاص 
. چون هر عنصر ورودي و صافي شوندگرفته مي ها يادهاي صافيماتريس 
کنيم که اين سازي شوند، معمولا فرض مي بايد به طور جداگانه ذخيره 
در بقيه نقاط  ،اندذخيره شده آنها عناصر جز در نقاط محدودي که مقادير 
  راي مقدار صفر هستند.دا
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و  42سازي طول بردارهاي جملات هدف از لايه الحاق حداکثري، يکسان 
کاهش ابعاد بردار خروجي در عين حفظ اطلاعات مهم است. براي مثال 
برداري ، بعد از اعمال الحاق حداکثري ،صافي وجود داشته باشد 005اگر 
 . جملات  ي بند دسته  ي برا  ي چش ي پ  ي عصب  شبکه کي  ش ينما  –  1 شکل
  
 52نرم بيشينه ، برايعنوان ورودي با طول ثابت بعدي داريم که به 005
ک چنين اگر هر صافي را داراي اطلاعات مربوط به يشود. هم ستفاده ميا
 ، توانيمويژگي خاص ورودي بدانيم با استفاده از الحاق حداکثري مي
بيني کنيم که آيا اين ويژگي در جمله وجود داشته يا نه. کار الحاق پيش 
حداکثري در اين لايه اين است که بيشترين مقدار هر ويژگي را از ميان 
 گزيند هاي مختلف برصافي
  ) 4(                                 .𝑖)𝑊(𝑐 xam = 𝑊?̂?
بندي، همه گيري بهتر است چرا که در دستهاين روش نسبت به ميانگين
ها در لايه الحاق کلمات به يک اندازه مهم نيستند و اهميت نسبي آن
بردار ويژگي ها يک در نهايت از همه صافي شود.حداکثري لحاظ مي
 شود: يه بعد محسوب ميآيد که ورودي لابدست مي  62سراسري 
]𝑘𝑊?̂? , … , 1𝑊?̂?[ = 𝑊?̂?
  ) 5(                              ,𝑇
براي  اندازه بردار ويژگي سراسري است. }𝑘 , … ,1{ = 𝑇 ،5رابطه در 
در لايه الحاق، ما عمل الحاق حداکثری . ثابت استجملات مختلف 
کانولوشن و به های مختلف حاصل از لايه را برای ترکیب ويژگي
م. برای رسیدن به دهیک بردار با بعد ثابت انجام ميوجود آوردن ي
ای های لايه کانولوشن را پیوند زنجیرهبردار جمله خروجي صافي
های تعداد نگاشت ،ها بیشتر باشددهیم. هرچه تعداد صافيمي
بیشترين مقدار در  ،شود و از هر نگاشت ويژگيويژگي بیشتر مي
بردار ويژگي سراسری  شود و بهاق حداکثری انتخاب ميمرحله الح
تعداد به  اين بردارهااندازه  توان گفت کهپس مي شود.اضافه مي
رحله اطلاعات در اين م .ها وابسته استو تعداد کانال هاي ويژگينگاشت 
هاي مختلف را با توجه به در نظر گيري ويژگيمربوط به مکان قرار
 دهيم.کلمات از دست مينگرفتن ترتيب 
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که نوع گسترش داده شده رگرسيون  ،نرم بيشينه ه آخر از تابعدر لاي
بندي بردار ويژگي بدست آمده استفاده لجستيک است، براي دسته 
باشند  نرم بيشينهپارامترهاي لايه  2𝑅 ∈ 𝑈𝑏و  𝑘×2𝑅 ∈ 𝑈کنيم. اگر مي
 دار برابر باشد با: و ورودي وزن 
𝑗𝑏 + 𝑊?̂? 𝑗𝑈 = 𝑗𝑦
  ) 6(                                   𝑈
 𝑗𝑌و  𝑈𝑏ام -𝑗عنصر  𝑈𝑗𝑏و 𝑈  ام-𝑗رديف  𝑗𝑈بردار ورودي،  𝑤𝑐که در آن 
ها است. اندازه اين لايه برابر با تعداد برچسب 𝑑در ماتريس  ام-𝑗برچسب 
 احتمال برچسب خروجي برابر است با: است. 
𝑏 ,𝑊 ,𝑑|1 = 𝑗𝑌(𝑃
= )𝑈
𝑒
𝑗𝑦
𝑖𝑖𝑦𝑒 ∑
  ) 7(                   ,
بندي براي آموزش دسته  ،هاي داده آموزش باشد مجموعه ماتريس  𝐷 اگر 
هاي منفي و مثبت ترتيب براي داده به را )9) و (8( روابطدوتايي بايد 
 :کمينه کرد
𝑆𝑂𝑃𝑌(𝑃 (gol ∑ −
  ) 8(                   𝐷∈𝑑))𝑈𝑏 ,𝑊 ,𝑑|1 − 𝑑
𝑆𝑂𝑃𝑌(𝑃 (gol ∑ −
  ) 9(                   𝐷∈𝑑))𝑈𝑏 ,𝑊 ,𝑑|2 − 𝑑
را ) 9) و (8( روابط) که 𝑈𝑏 ,𝑊 ,𝑑پارامترهاي شبکه عصبي پيچشي (
انتشار بدست کنند با محاسبه گراديان از طريق روش پس کمينه مي
 قابل مشاهده  1 شکلپيشنهادي در  NNCآيند. شکل کلي معماري مي
 است. 
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ديگر در يادگيري ماشين، ورودي در اينجا هاي روش از بسياري بر خلاف 
به صورت متني نيست. اين به آن معناست که براي تهيه ورودي، متن 
هاي کلمات تبديل بايد به بردارهاي ويژگي يا به عبارت ديگر به جاسازي
ها، اگر درست استخراج بشوند خود حاوي اطلاعات شوند که اين جاسازي
 .]12بافتي و معنايي متن هستند [
اين بردارها با آموزش دادن شبکه عصبي بر مبناي پيکره متني حاصل 
با استفاده از يادگيري عميق، يک  .بر هستندشوند و فرايندي زمانمي
ايده  سه بر اساس 72يافته کلمات مدل زباني براي يادگيري نمايش توزيع
 ]: 22کرد [ارائه توانمي کلي زير
بعدي حاوي اعداد  𝑠هر کلمه در پيکره به يک بردار ويژگي  •
 شود. حقيقي متناظر مي
هاي تابع احتمال توام براي کلمات، با استفاده از اين نمايش •
 شود. مي برداري بيان
يادگيري بردارهاي ويژگي کلمات و پارامترهاي تابع احتمال  •
 د. ن شومي  به طور همزمان انجام
-تواند ابعادي به دلخواه کاربر داشتهاي کلمات ميههر کدام از جاسازي
ست که اطلاعات بيشتري ضبط شده است ا باشد. بعد بالاتر به معناي اين
 هاي محاسباتي نيز افزايش هزينه ، ولي در عين حال با زياد شدن بعد
 يابد. مي
 ارزيابي راهکار پيشنهادي  -4
هاي سنتي روشي نتايج آن با پيشنهادي و مقايسه راهکاربراي ارزيابي 
ي بر روي مجموعه داده با پارامترهاي مختلف را  آن، يادگيري ماشين 
 کنيم.آزمايش مي هاي اجتماعي فارسيرسانه
 مجموعه داده  -1-4
هاي مختلف استفاده شده ارزيابي مدل از مجموعه داده آموزش و براي
 است: 
 محتوا  مثال  نتيجه
 نام کاربري  emanresu@ >کاربر<
 sLRU lru/oc.t//:ptth >آدرس<
 اعداد  7002/9831 >عدد<
 هاهشتگ teewt# >هشتگ<
 خط مورب  \/ يا
 ها : الگوهاي مشخص براي توييت1جدول 
  
نظر درباره  0011مجموعه اين پرس: مجموعه داده سنتي •
جمع آوري  کالاکه از فروشگاه برخط ديجي استمحصولات 
هاي حاوي بار شامل جملات فارسي با برچسب که  ،شده 
معنايي است که در پردازش زبان طبيعي و به طور مشخص 
 ]. 13[ کاوي کاربرد دارددر زمينه تحليل احساس يا عقيده 
آوري شده جمع  توئيت 06111: مجموعه داده توئيتر فارسي •
 ارزيابي و آموزش براي سطح  در دو و پنج و برچسب خورده
ها به صورت (برچسب  6931در بازه بين فروردين تا تير 
 متخصص زبان فارسي ايجاد شده است).  افراددستي و توسط 
منبع خبر  03از  خبر فارسي 3461مجموعه داده اخبار:   •
آوري شده و جمع 6931فارسي در بازه بين فروردين تا تير 
براي    خورده است.برچسبخبرها نيز به صورت دستي 
از سايت شبکه اجتماعي توييت  00051مجموعه داده توئيتر، 
ها اي از توکن ابتدا براي پردازش به آرايه .آوري شدجمع توئيتر 
که ما تنها به تحليل زبان فارسي بدليل اينتبديل شدند. 
هاي ديگر از متون حذف شدند. پردازيم حروف زبان مي
اصلاح شدند.  1 الگوي مشخص شده در جدولها با توييت
و  هاهاي داده سازي توکن استفاده از اين الگوها براي يکسان 
 بردارهاي پيش آموخته بوده است. 
گذاري شدند. نفر و در پنج دسته برچسب  3ها و اخبار با استفاده از توييت
نفر به آن يک برچسب داده بودند براي آموزش  2هايي که حداقل داده 
ها نفر به يکي از داده  2تايي در نظر گرفته شدند. اگر ارزيابي پنج  و
برچسبي از يک نوع جنسيت ولي با شدت متفاوت داده بودند (مثلا مثبت 
 ندي دوتايي بکار گرفتهباحساسي و مثبت منطقي)، آن داده براي دسته
تايي و خبر براي دسته بندي پنج  4511 توييت و 3699ت يشد. در نها
بندي دوتايي باقي ماند. در خبر براي دسته 3461توييت و  06111
ها در ها و پراکندگي آناطلاعات مربوط به تعداد توکن 2جدول 
 هاي مختلف نمايش داده شده است. دسته
پدياي فارسي براي دستيابي به آموخته ويکي ما از بردارهاي پيش 
آيي کلمات ي تعداد هم بردارهاي جاسازي کلمات استفاده کرديم که بر رو
 .]32[ آموزش ديده شده است ،در متن
درصد  08عنوان داده ارزيابي و ها بهجموعه داده مدرصد هر کدام از  02
 داده آموزش در نظر گرفته شده است.  به عنوان بقيه
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 سازي در محيطپياده ،UPGمنابع محاسباتي براي استفاده کامل از 
چارچوبي سطح بالا در زبان پايتون براي که  [62] onaehTو  sareK
براي تنظيم صورت گرفت.  هاي عصبي عميق است،سازي شبکه پياده 
با  تواندکه مي [52] nrael-tikicsاي پارامترها از تابع جستجوي شبکه 
استفاده از تمام ترکيبات پارامترهاي احتمالي بهترين عملکرد را 
شناسايي کند، استفاده شده است. آموزش همراه با توقف اوليه صورت 
بعد از پنج دور  82گرفته است. به اين معنا که اگر زيان اعتبارسنجي
براي آموزش همه مجموعه شود. پردازش متوقف مي  ،افزايش نيابد
براي بردارهاي ورودي استفاده  001تايي و ابعاد سههايي صافيها از داده 
 .در نظر گرفته شد 001تکرار برابر  شده است. در مرحله آموزش تعداد
ها دو و پنج در نظر گرفته شده و  براي تنظيم کردن از تعداد دسته 
آخر استفاده شده است. آموزش با  ه ماقبلدر لاي 5.0با نرخ  92اوتدراپ
صورت  03روز رساني آدادلتا استفاده از گراديان کاهشي اتفاقي و قانون به
شرايط تصادفي (مقداردهي  گرفته است. براي رسيدن به تحليل مناسب 
ها ) براي همه مدل ديگر پارامترها  اوليه براي شبکه و جاسازي کلمات و
 يکسان در نظر گرفته شده است. 
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در آن نرخ  دو بعدي که ز مساحت سطح زير نموداربراي ارزيابي ا
و نرخ تشخيص غلط دسته  Y تشخيص صحيح دسته مثبت روي محور
کنيم که به آن مساحت استفاده مي  شود رسم مي X منفي روي محور 
تر باشد ر نمودار بزرگيم. هرچه عدد زييگويم )CUA( 13زير منحني
 است. تر بوده قيصورت گرفته دق يبنددسته
 ج ي نتا  - 4-4
سه يدو و پنج دسته در مقا يمتفاوت برا يما با پارامترها  يهاج مدل ينتا
در  هاي عصبي بازگشتيشبکه و  ين سنتيماش ير يادگي يهابا مدل 
ر نمودار نشان يار مساحت زيها با معيابياست. ارزآمده  3جدول 
  تاييپنج دوتايي
 ها ويژگي منفي احساسي  منفي منطقي خنثي مثبت منطقي مثبت احساسي  منفي مثبت
 تعداد توييت 7461 6851 4523 4961 2871 3685 7925
 تعداد توکن 64862 96252 89015 59872 85672 50839 54948
 ميانگين توکن بر توييت  92.61 39.51 7.51 64.61 25.51 99.51 30.61
 تعداد واژگان  0725 5015 1217 8765 2195 5687 9807
 ي مجموعه داده توئيتر فارسي پس از برچسب زني دو سطحي و پنج سطحيهاها در توييتها و پراکندگي آن: تعداد توکن 2جدول 
  
عملکرد  ياطور قابل ملاحظه به ي چشيپ يهادهند که مدل شبکهيم
 ي ريادگي يپراستفاده سنت يهادر هر دو دسته نسبت به روش  يبهتر
پردازش،  يها براهيدارند. تعدد لا هاي عصبي بازگشتيشبکه و ماشين 
ن يماش يريادگي يسنت يهاسطح بالا را برخلاف روش  يهايژگيکه و
که  يالحاق حداکثره يکنند و وجود لايبدون نظارت استخراج م
ج کمک يبه بهبود نتا ،کنديها را انتخاب مي ژگياز و يمناس يهانمونه 
 ي ريادگيگر يد يهاروش  ياريکه برخلاف بسنياند. با وجود اکرده 
، کندينم محسوبب کلمات را يترت يچشيپ ين شبکه عصبيماش
شتر را در کنار هم در نظر يکلمه و ب سهموجود شبکه تا  يهايصاف
ار دور از ذهن است. يبس يسنت يهارند که محاسبه آن در روشيگيم
 ياز عبارت ين بخشيب ها،که در آن يخصوص در جملاتن موضوع بهيا
 د.   يآي گر فاصله افتاده بکار ميخاص با قرار گرفتن کلمات د
 ي ورود ي ش بعد و تعداد تکرار در مرحله آموزش بردارهايافزا يطور کلبه
ن بردارها که از متون يشود. ايمدل منجر م ييشدن کارآ کلمات به بهتر
خيره کردن اطلاعات توانايي ذ ، اند بدست آمده  يفارس يايپدي کيو
، که محصول را دارندکلمات  يموجود در بردارها ييروابط معنا مربوط به
 ي چشيپ يشبکه عصب ييتوانا. اين ويژگي هاستافته آنيع يش توزينما
 ي هاجمله نسبت به روش  ياجزا  يبيترک ييکشف روابط معنا يرا برا
 دهد. ي ش مين افزايماش يريادگيگر يد
 
 يها داده  يرو  يي تا5و  2 ي بند دسته  ي برا  ها مدل  ي اب يج ارز ينتا  - 3 جدول  
 ر نمودار ي ار مساحت ز يمختلف با مع 
 ييدوتا ييتاپنج 
 نظرات  اخبار  تريتوئ نظرات  اخبار  تريتوئ مدل 
 37.0 97.0 57.0 34.0 64.0 34.0 NNC
 NNR
 96.0 47.0 36.0 04.0 14.0 93.0
 65.0 26.0 25.0 83.0 04.0 93.0 بيز ساده 
آنتروپي 
 بیشینه 
 96.0 17.0 16.0 83.0 93.0 93.0
 86.0 47.0 36.0 14.0 04.0 04.0 MVS
 
 يعصب يهابالاتر شبکه  ييدهنده کاراج بدست آمده نشان ين نتايچنهم
تر) نسبت يتر (توئبا طول متن کوتاه  ياجتماع يهارسانه  يبر رو يچشيپ
است.  هاي عصبي بازگشتيشبکه و  نيماش ير يادگي يسنت يهابه روش 
و با علائم  يررسميط زبان غيدر مح يشنهاد يکرد مدل پاگرچه عمل 
ل متون يدر تحلاما  شوديمرسوم با افت روبرو م ير نگارشيو غ ينگارش
ل يدل، به يفارس ياي پديکي بدست آمده از و يعموم يبردارها  ي،خبر 
گر نشان ينسبت به دو داده د يبهتر  ييکارا ،ياستفاده از زبان رسم
  اند.داده 
 ي استفاده از بردارها  ،يکلمات عموم ياست که علاوه بر بردارها يهيبد
ش دقت يل احساس) به افزايمخصوص تحلبردارهاي جا در اينژه (يکارو
آوردن بدست  يطور در کار حاضر برانيمدل کمک خواهد کرد. هم
 ي م. برايکلمات استفاده کرد يع بردارهايجملات ما از تجم يبردارها
چون  يگريد يهاتوان از روش يمتن م  يش برداريت نمايفيبهبود ک
 يندگيمختلف را نما يهاپاراگراف، که قادر است متون با طول  يبردارها
 بهره گرفت.  ،کند
 بر نتايج  ها ي صافتعداد ر ي تاث  - 5-4
بردارها بر  م بعديمختلف و با تنظ ي هاداده يرا بر رو ير اندازه صافيتاث
را  يصاف يها. اندازهاست گرفته شده  اندازهتکرار بار  001با و  001 يرو
دو و پنج دسته در  يج برايم. نتايريگيمو نه هفت برابر دو، سه، پنج، 
 آمده است.  4جدول 
 
 ي ها داده  ي رو  ييتا 5و  2 يبند دسته  يها برا مدل  ي اب يج ارز ينتا   -4 جدول 
 ها ي ر تعداد صاف ي تاث مختلف با در نظر گرفتن 
 ييدوتا ييتاپنج 
 اندازه
 يصاف
 نظرات  اخبار  تريتوئ اخبار  تريتوئ نظرات 
 86.0 86.0 47.0 44.0 34.0 93.0 دو
 96.0 97.0 57.0 64.0 34.0 04.0 سه
 27.0 97.0 96.0 54.0 24.0 14.0 پنج
 37.0 97.0 36.0 64.0 24.0 04.0 هفت
 27.0 97.0 36.0 34.0 04.0 04.0 نه
 
 دو و سه بر روي  هايمدل با صافي دهد کهيج بدست آمده نشان مينتا
ها کيفيت مدل با افزودن بر اندازه صافي د.کنيبهتر عمل م توئيترداده 
خصوص به  ش طول جملاتيبا افزا کند. بهبود پيدا نمي بر روي توئيتر 
. شوديتر احساس مبزرگ يهاياز به صافين تايي،بندي پنج در دسته
صافي و نظرات و اخبار با بزرگ شدن  يبند دسته يعملکرد مدل برا 
با تغيير  کند.يرشد م ييتادر هر دو بخش دو و پنج رسيدن به اندازه پنج
نتايج بر روي داده نظرات و اخبار بهبود محسوسي  و نه صافي به هفت
 ، ش از آموزش يکه بهتر است پ دهدمي  مشاهدات ما نشان کند.پيدا نمي 
دل مدر هر  .ديبا اندازه مناسب از راه آزمون و خطا بدست آ يمدل صاف
 ي دارا يهايبا صاف يبيصورت ترکا بهي ييبه تنهاتوان يرا م يهر صاف
 . بردک بکار ياندازه نزد
  
 کلمات بر نتايج  ي ر ابعاد بردارها ي تاث  -6-4
ما ابعاد را برابر  ،001و تعداد تکرار  سه يرو يقرار دادن اندازه صافبا 
 بعد  ين عدد برايم. بهتريقرار داد 003و  002، 001، 05، 01اعداد 
 دارد.  يبه نوع مجموعه داده بستگ يانتخاب
شود که عملکرد مدل با يمشاهده م 5داده شده در جدول ج نشانياز نتا
ن يکند. ايدا ميپ ير يگبهبود چشم 01ش از يش ابعاد بردارها به بيافزا
تر است. ن طول را دارد محسوسي شتريموضوع بر رود داده اخبار که ب
ر يدر کار حاضر تاث 002ش از يش ابعاد به بي جه گرفت افزايتوان نتيم
-نيرا کاهش دهد. هم ييممکن است کارآ يج ندارد و حتيدر نتا يچندان
ها آموزش آن ياز برا يکلمات زمان مورد ن يش ابعاد بردارها يطور با افزا
رسد تعداد يابد. در کاربرد به نظر مييش ميافزا يطور قابل توجه به
-انواع دسته يندارند و برا  يا ها و ابعاد بردار رابطه قابل مشاهدهدسته
 مناسب است. 002تا  001ها بازه يبند
 ي ها داده  ي رو  ييتا 5و  2 يبند دسته  يها برا مدل  ي اب يج ارز ينتا   -5 جدول 
 کلمات  ير ابعاد بردارها ي تاث مختلف با در نظر گرفتن 
 ييدوتا ييتاپنج 
ابعاد 
 بردارها 
 نظرات  اخبار  تريتوئ اخبار  تريتوئ نظرات 
 16.0 66.0 16.0 33.0 04.0 14.0 01
 27.0 87.0 57.0 34.0 54.0 34.0 05
 37.0 97.0 57.0 64.0 34.0 34.0 001
 37.0 87.0 57.0 44.0 54.0 24.0 002
 27.0 87.0 47.0 34.0 54.0 24.0 003
تر از داده آموزش با اندازه بزرگ يها داده يدا کردن بازه مناسب برا يپ
 متفاوت دارد.  يها بازه ياز به بررسين ،حاضر 
 بر نتايج  تعداد تکرار در آموزش بردار کلماتر ي تاث  - 7-4
کلمات ما  يعدد مناسب تکرار در مرحله آموزش بردارها  يبررس يبرا 
م. اعداد يريگيدر نظر م سهرا  يو اندازه صاف 001ابعاد بردار کلمات را 
 . است 002و  001، 05، 52تکرار ما 
شود که تعداد تکرار مشاهده مي 6جدول  ش داده شده دراز نتايج نماي
هاي مختلف ندارد. طول ارتباط مشخصي با انواع داده با 52تر از بيش
هاي مختلف با تعداد دسته مختلف ارتباط بنديطور نتايج دستههمين
 001تر از معناداري با تعداد تکرار در آموزش بردارها ندارد. تکرار بيش
دهد. بديهي است که با افزايش تکرار، زمان نتايج را تغيير چنداني نمي
نتايج بهتري  001بد. تکرار ياطي شده براي آموزش بردارها افزايش مي
 05در مجموع دارد اما با توجه به فاصله بسيار نزديکي که با تعداد تکرار 
اي به حجم دارد و با توجه به مدت زمان طي شده براي آموزش براي داده
ها با منابع رسد. اصولا براي زباننظر نميصرفه بهمجموعه ما چندان به
 شود. پيشنهاد مي 001تا  05محدود تعداد تکرار بين 
 ي ها داده  ي رو  ييتا 5و  2 يبند دسته  يها برا مدل  ي اب يج ارز ي نتا  -6 جدول 
 ر تعداد تکرار در آموزش بردار کلمات ي تاث مختلف با در نظر گرفتن 
 ييدوتا ييتاپنج 
تعداد 
تکرار 
 آموزش 
 نظرات  اخبار  تريتوئ اخبار  تريتوئ نظرات 
 96.0 27.0 17.0 24.0 04.0 93.0 52
 27.0 87.0 57.0 34.0 34.0 34.0 05
 37.0 97.0 57.0 64.0 34.0 34.0 001
 27.0 87.0 57.0 24.0 54.0 44.0 002
 گيري و پيشنهادها نتيجه  -5
متفاوت را با استفاده  يبا پارامترها  يچشيپ يدر کار حاضر ما شبکه عصب
ل احساس يجهت تحل ياجتماع يها رسانه  يکلمات بر رو  ياز بردارها
با  يشبکه عصب عمومي در يم. آموزش بردارهايکار بردبه يمتن فارس
 ير يادگي يسنت يهانسبت به روش  يبهتر ييه کانولوشن کارايک لاي
ها با طول داده  يخصوص بر رو به هاي عصبي بازگشتيشبکه و ن يماش
شده  کلمات استخراج يج ما نشان داد که بردارهايکوتاه نشان داد. نتا
ج يتوانند به بهبود نتايم يبدون توجه به نوع کاربر يعموم يهااز داده 
، در نظر گرفتن يقات آتيتحق يکمک کنند. برا  يعيدر پردازش زبان طب
ما تنها به  ،چنين در کار حاضرهم شود.ي شنهاد ميپ ژهيکارو يبردارها
توان به بندي در سطح جملات پرداختيم. براي کارهاي آينده مي دسته
و تحليل احساس بر اساس  سطوح بالاتر از جمله، مثل کل سند
تر براي جملات و اسناد هاي مختلف، که منجر به تحليل دقيقموجوديت 
 شود، پرداخت. گيري متفاوت ميداراي نظرات با جهت 
 مراجع 
 
 laicoS" .nagguD .M dna ,nirreP .A ,.S ,doowneerG ]1[
 tnemegagne dna egasu koobecaF :6102 etadpu aidem
 sdloh smroftalp rehto fo noitpoda elihw ,esir eht no si
 .)6102( retneC hcraeseR weP ".ydaets
 skrowten laicos no tneps emit yliaD" .nosaJ ,rednaM ]2[
 .)5102( xednI beW labolG :nodnoL ".sruoh 27.1 ot sesir
 ".gninim noinipo dna sisylana tnemitneS" .gniB ,uiL ]3[
 ,5 seigolonhcet egaugnal namuh no serutcel sisehtnyS
 .761-1 :)2102( 1 .on
 .nahtanayhtiaV ramukavihS dna ,eeL nailliL ,oB ,gnaP ]4[
 enihcam gnisu noitacifissalc tnemitnes :?pu sbmuhT"
 20-LCA eht fo sgnideecorP nI ".seuqinhcet gninrael
 egaugnal larutan ni sdohtem laciripmE no ecnerefnoc
 rof noitaicossA .68-97 .pp ,01 emuloV-gnissecorp
 .2002 ,scitsiugniL lanoitatupmoC
 ramuK unatnaS dna ,lawargA tiknA ,hsanibA ,yhtapirT ]5[
  
Rath. "Classification of sentiment reviews using n-
gram machine learning approach." Expert Systems with 
Applications 57 (2016): 117-126. 
[6]  Mullen, Tony, and Nigel Collier. "Sentiment Analysis 
using Support Vector Machines with Diverse 
Information Sources." In EMNLP, vol. 4, pp. 412-418. 
2004. 
[7] Agarwal, Basant, and Namita Mittal. "Machine 
learning approach for sentiment analysis." In 
Prominent Feature Extraction for Sentiment Analysis, 
pp. 21-45. Springer International Publishing, 2016. 
[8] Poria, Soujanya, Haiyun Peng, Amir Hussain, Newton 
Howard, and Erik Cambria. "Ensemble application of 
convolutional neural networks and multiple kernel 
learning for multimodal sentiment analysis." 
Neurocomputing (2017). 
[9] Dong, Li, Furu Wei, Chuanqi Tan, Duyu Tang, Ming 
Zhou, and Ke Xu. "Adaptive Recursive Neural 
Network for Target-dependent Twitter Sentiment 
Classification." In ACL (2), pp. 49-54. 2014. 
[10] Kim, Yoon. "Convolutional neural networks for 
sentence classification." arXiv preprint 
arXiv:1408.5882 (2014). 
[11] Zhang, Ye, and Byron Wallace. "A sensitivity analysis 
of (and practitioners' guide to) convolutional neural 
networks for sentence classification." arXiv preprint 
arXiv:1510.03820 (2015). 
[12] Jaynes, Edwin T. "Information theory and statistical 
mechanics." Physical review 106, no. 4 (1957): 620. 
[13] Neethu, M. S., and R. Rajasree. "Sentiment analysis in 
twitter using machine learning techniques." In 
Computing, Communications and Networking 
Technologies (ICCCNT), 2013 Fourth International 
Conference on, pp. 1-5. IEEE, 2013. 
[14] Cortes, Corinna, and Vladimir Vapnik. "Support-
vector networks." Machine learning 20, no. 3 (1995): 
273-297. 
[15] Dos Santos, Cícero Nogueira, and Maira Gatti. "Deep 
Convolutional Neural Networks for Sentiment 
Analysis of Short Texts." In COLING, pp. 69-78. 2014. 
[16] Zhang, Yu, Mengdong Chen, Lianzhong Liu, and 
Yadong Wang. "An effective convolutional neural 
network model for Chinese sentiment analysis." In AIP 
Conference Proceedings, vol. 1836, no. 1, p. 020085. 
AIP Publishing, 2017. 
[17] Cieliebak, Mark, Jan Deriu, Dominic Egger, and Fatih 
Uzdilli. "A Twitter Corpus and Benchmark Resources 
for German Sentiment Analysis." SocialNLP 2017 
(2017): 45. 
[18] Socher, Richard, Alex Perelygin, Jean Y. Wu, Jason 
Chuang, Christopher D. Manning, Andrew Y. Ng, and 
Christopher Potts. "Recursive deep models for 
semantic compositionality over a sentiment treebank." 
In Proceedings of the conference on empirical methods 
in natural language processing (EMNLP), vol. 1631, 
p. 1642. 2013. 
[19] Collobert, Ronan, Jason Weston, Léon Bottou, 
Michael Karlen, Koray Kavukcuoglu, and Pavel 
Kuksa. "Natural language processing (almost) from 
scratch." Journal of Machine Learning Research 12, 
no. Aug (2011): 2493-2537. 
[20] Wang, Keze, Xiaolong Wang, Liang Lin, Meng Wang, 
and Wangmeng Zuo. "3D human activity recognition 
with reconfigurable convolutional neural networks." In 
Proceedings of the 22nd ACM international 
conference on Multimedia, pp. 97-106. ACM, 2014. 
[21] Mikolov, Tomas, Ilya Sutskever, Kai Chen, Greg S. 
Corrado, and Jeff Dean. "Distributed representations of 
words and phrases and their compositionality." In 
Advances in neural information processing systems, 
pp. 3111-3119. 2013. 
[22] Bengio, Yoshua, Réjean Ducharme, Pascal Vincent, 
and Christian Jauvin. "A neural probabilistic language 
model." Journal of machine learning research 3, no. 
Feb (2003): 1137-1155. 
[23] Bojanowski, Piotr, Edouard Grave, Armand Joulin, 
and Tomas Mikolov. "Enriching word vectors with 
subword information." arXiv preprint 
arXiv:1607.04606 (2016). 
[24] Bagheri, Ayoub, and Mohamad Saraee. "Persian 
Sentiment Analyzer: A Framework based on a Novel 
Feature Selection Method." International Journal of 
Artificial Intelligence™ 12, no. 2 (2014): 115-129 . 
[25] Pedregosa, Fabian, Gaël Varoquaux, Alexandre 
Gramfort, Vincent Michel, Bertrand Thirion, Olivier 
Grisel, Mathieu Blondel et al. "Scikit-learn: Machine 
learning in Python." Journal of Machine Learning 
Research 12, no. Oct (2011): 2825-2830. 
[26] Bergstra, James, Olivier Breuleux, Frédéric Bastien, 
Pascal Lamblin, Razvan Pascanu, Guillaume 
Desjardins, Joseph Turian, David Warde-Farley, and 
Yoshua Bengio. "Theano: A CPU and GPU math 
compiler in Python." In Proc. 9th Python in Science 
Conf, pp. 1-7. 2010. 
[27] Hajmohammadi, Mohammad Sadegh, and Roliana 
Ibrahim. "A svm-based method for sentiment analysis 
in persian language." In International Conference on 
Graphic and Image Processing (ICGIP 2012), vol. 
8768, p. 876838. International Society for Optics and 
Photonics, 2013. 
[28] Basiri, Mohammad Ehsan, Ahmad Reza Naghsh-
Nilchi, and Nasser Ghassem-Aghaee. "A framework 
for sentiment analysis in persian." Open Transactions 
on Information Processing 1, no. 3, pp 1-14 ,2014. 
[29] Roshanfekr, Behnam, Shahram Khadivi, and 
Mohammad Rahmati. "Sentiment analysis using deep 
learning on Persian texts." In 2017 Iranian Conference 
on Electrical Engineering (ICEE), pp. 1503-1508. 
IEEE, 2017. 
[30] ربکاينا،يحلاص يفطصم ،نيسح ،  ويسيو يداه .1395 .
يعتريگ تهج نيي هناسر رد تارظناهي عامتجاي سراف ي 
نابز .ب رد هدش هئارايمراهچ و تسي نسدنهم سنارفنکي  قرب
اينارش ، يش هاگشناد :زاريزار. 
  
[31] سحيني،ماردپ ،  هروصنم ،يکلم نسح ،يکمار نايدمحا يلع
 ،يراونا ولدنشورريم مساقلوبا ديس .1393پ .يسراف هرک ي 
لحتيتنس ساسحا لي موس رد هدش هئارا .سرپ يامه ني ش
لمي نابزسانشي ار يشنايتعنص هاگشناد :نارهت ،ي رشي .ف 
[32]  .يدمحم اضرديمح ديس و ،يلعدمحم ،يکوهاچ عراز1395 
هنيهبهتسه يزاس نيشام رو هناگدنچ ياه نابيتشپرادرب
 تاحفص صيخشت ييانعم فاکش شهاک يارب يتفج
بيرفبت هاگشناد قرب يسدنهم هلجم .زيمآ زير46(4) :135 -
145. 
1 Subjective Opinions 
2 Objective Opinions 
3 Supervised Learning 
4 Generic 
5 Convolutional Neural Networks 
6 Feedforward 
7 Word Embedding 
8 Naïve Bayes classifier  
9 Maximum Entropy Classifier (MEC) 
10 Exponential Model  
11 Principle of Maximum Entropy 
12 Support Vector Machines (SVMs) 
13 Recurrent Neural Networks 
14 Semantic Role Labeling  
15 Chunking  
16 Representation Learning  
[33]  .يقشمد لداع و ،نيرزرمک شونرهم ،نيسحدمحم ،نافر
1395 يرادياپ و تقد دوبهب .RTDGPS  لدم زا هعدافتسا اب
 يبيکرتRNN  وPSO . زيربت هاگشناد قرب يسدنهم هلجم
46(1 :)185-196 . 
 
زيونري سها 
17 Unsupervised Learning 
18 Grid 
19 Filters 
20 Feature Maps 
21 Max-pooling 
22 Bias 
23 Channel 
24 Sentence Vector 
25 Softmax 
26 Global Feature Vector  
 27       Distributed Representation of Words 
28 Validation Loss 
29 Dropout 
30 Adadelta 
31 Area Under Curve 
 
