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The wetting behavior of ethylene adsorbed on MgO(100) was investigated from 83–
135 K using high resolution volumetric adsorption isotherms. Layering transitions
for ethylene on MgO(100) are observed below the bulk triple point at 79.2 K and
98.4 K, respectively. From these isotherms, thermodynamic quantities associated
with physical adsorption are determined. It was found that the average area oc-
cupied by ethylene on MgO(100) is around 22.6 squared angstroms per molecule.
Using the two dimensional isothermal compressibility, the location of two potential
phase transitions are identified at 108.6 K and 116.5 K for the first and second layer,
respectively. The potential monolayer melting transition at 65 K is reported along
with a proposed phase diagram. Neutron scattering data and molecular modeling re-
sults provide microscopic insight into the observed physical behavior using structure
and dynamics. The results are compared to ethylene adsorption on graphite, a clas-
sic example of novel adsorption behavior. These results exhibit striking similarities
to the classic example and strongly support the dominant role of molecule-molecule
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When molecules in the gas phase come into contact with a substrate they may con-
gregate closely to the surface with a density higher than that of pure molecules in
the gas phase. The process that the molecules undergo as they “approach and stick”
to the surface is referred to as adsorption. The nature of the forces governing adsorp-
tion can range from van der Waals forces (physical adsorption) to electron transfer
between the molecule and the substrate (chemical adsorption). In the latter case, it
is possible for the molecule to be absorbed into the substrate material. However, the
focus of this work will be physical adsorption.
Prior to 1965, physical adsorption was primarily used to determine the surface
area of various materials. For this reason, exfoliated graphites became of particular
interest due to an effort to understand how changes in the intercalation and heat
treatment processes affected the graphite. As the quality of exfoliated graphites
improved (increased spatial extent or size of the graphite basal plane), interest
grew in how molecules adsorbed onto the surface, what two dimensional phases are
formed by the molecules on the surface, and how changes in the size/symmetry of
atoms/molecules could significantly change the resulting adsorption isotherm on the
same substrate. Today, there is still great interest in how molecules interact with each
other near a surface (molecule-molecule interactions) and how they are influenced by
1
a surface (molecule-substrate interactions). Understanding of these forces will sup-
port continued growth in the areas of molecular electronics, heterogenous catalysis
(e.g., hydrogen economy and environmental remediation of pollutants), and separa-
tion/purification of gases and liquids (like waste or product capturing from chemical
processes). Additionally, multilayer formation (as in lung tissue lubrication, for in-
stance) and wetting (e.g., human eye lubrication to pesticides) are other related areas
of study that will continue to benefit from such studies. The work presented here
pertains to the adsorption of ethylene, an important precursor for the polymer in-
dustry, on graphite and MgO(100). The comparison of the two systems will provide
information about the role of molecule-molecule and molecule-substrate interactions
in the areas of wetting, multilayer formation, and the necessary foundation for studies




Before providing the results of ethylene adsorption onto MgO(100) and interpreting
those results, it is first necessary to discuss the basic concepts of physical adsorp-
tion along with how thermodynamic results are obtained from adsorption isotherms.
In addition to the thermodynamics discussion, methods of probing the microscopic
behavior of molecules on surfaces (e.g., the film structure and molecular dynamics)
will be reviewed. Moreover, computational methods for modeling these systems can
provide insight for interpreting the microscopic and macroscopic experimental results
and thus a short presentation of computational methods is also included.
2.1 Wetting Behavior
2.1.1 Wetting in Three Dimensions
Physical adsorption of molecules on a solid substrate is commonly observed via to
the condensation (or liquefaction) of bulk gas (i.e., water vapor condensing on a cold
can of soda). While such adsorption is observed in the every day occurrences, it is
rare that one goes beyond the observation of a droplet to consider the shape of the
droplet. The shape of liquid drops on a substrate is related to the surface tension
between the three interfaces involved: liquid drop-substrate (σl,s), liquid drop-gas
3
(σl,g), and gas-substrate (σg,s). For a liquid drop viewed normal to the substrate
surface, the relative values of the surface tension are related to the shape of the





where Θ is the contact angle. The three interfaces and the contact angle are pictured
in Figure 2.1. [Dietrich, 1988] Using Adamson’s definition, the liquid drop is wetting
the surface when Θ = 0◦ (e.g., ink on paper) and is conversely nonwetting the surface
when Θ ≥ 90◦ so that the droplet easily moves over the surface (like water on wax
paper). Not surprisingly, what we often observe is where Θ > 0◦ but < 180◦. For
practical purposes, if Θ is small enough but not zero, the liquid can still significantly
spread on the surface. Spreading of the liquid on the substrate occurs when σl,s and
σl,g are small enough to result in a positive spreading coefficient of the liquid on the
substrate (Sl/s > 0) per Equation 2.2. [Adamson, 1990]
Sl/s = σg,s − σg,l − σl,s (2.2)
If Θ = 180◦, the liquid layer does not cover any part of the substrate beneath it, and
the substrate is considered dry because the drop is as it would be in the nucleation
of a liquid in the gas phase (i.e., a prefect sphere). [Dietrich, 1988] Experimentally,
the contact angle is often determined from a photograph of a drop profile. [Adam-
son, 1990] However, this method of characterizing the wetting of a substrate is not
applicable to molecularly thin films (two dimensions or 2D) as film growth occurs
well before macroscopic (three dimensions or 3D) amounts of liquid are thermody-
namically stable.
4
Figure 2.1: A bulk liquid drop condensed from the gas phase on a solid surface. The contact angle is used to characterize
how the liquid drop sits on the surface (i.e., wetting versus nonwetting).
2.1.2 Wetting of Molecularly Thin Films
Complete Wetting, Incomplete Wetting and Nonwetting
The manner by which a gas adsorbs onto the surface is also described by the term
“wetting”, which is synonymous with film growth. The two extreme cases are referred
to as complete wetting and nonwetting. Complete wetting is sometimes called Frank-
van der Merve growth (FM). A third mode of growth is incomplete wetting, which is
also known as Stanski-Kranstanov or SK growth. Figure 2.2 illustrates schematically
two types of wetting at atomic level. In the case of complete wetting (Figure 2.2a),
gas molecules adsorb at the gas-surface interface in a continuous manner forming
in a layer by layer method. However, if film growth takes place such that only a
finite number of uniform layers are formed but then is interrupted by growth that
looks thermodynamically like bulk, then the film growth is said to be an example of
incomplete wetting (Figure 2.2b). In other words, the adsorbed film changes from
a 2D system to a system with 3D when growth no longer proceeds in a layer by
layer manner. Nonwetting occurs when gas molecules are exposed to a surface and
any appreciable adsorption is discontinuous or the adsorbates aggregate to form the
applicable 3D phase (i.e., liquid droplets or 3D crystallites). In such cases, adhesion
of the adsorbate to the substrate is weak compared to the cohesive (i.e., attractive)
forces within the droplet. [Oura et al., 1990] [Dash, 1985] [Schick, 1990]
Physical adsorption can be empirically described using
v = f(P, T ), (2.3)
where v, the amount of gas adsorbed onto a substrate, is both a function of pressure
and temperature (P and T, respectively). If temperature is held constant, the re-
sulting empirical function is an adsorption isotherm. Adsorption isotherms may also
6
(a) (b)
Figure 2.2: Schematic of two types of growth for molecularly thin films at three
coverages (θ): (a) complete wetting (FW growth) is characterized by layer-by-layer
growth. (b) incomplete wetting (SK growth) exhibits growth of n layers followed by
island formation. θ is given in terms of the number of adatoms required to populate
a single atomic layer.
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be expressed in terms of chemical potential (µ)
v = f(µ)T , (2.4)
where µ is the molar Gibbs free energy of a substance and is related to pressure by
µ = −RT ln(P), (2.5)
with R being the universal gas constant. Figure 2.3 depicts two model adsorption
isotherms approaching bulk character by way of complete wetting (1) and nonwetting
(2). Excess surface density, Γ, may be thought of as the amount adsorbed and µ is
the chemical potential of the adsorbed film in equilibrium with the 3D gas above it.
Figure 2.3 illustrates how the behavior in each case of wetting how the adsorption
resembles bulk like behavior with increasing µ-µ0. As µ approaches the bulk value
for a given temperature (µ0), (2.3b). From Figure 2.3a, it is clear that in the case
of nonwetting (2), no (or very few) molecules are adsorbed at the interface and the
formation of bulk material is readily favored. [Schick, 1990]
Wetting Transitions and Triple Point Wetting
Wetting of an interface should not be assumed to be temperature independent. Some-
times the wetting behavior of an adsorbate–substrate pair can change from incom-
plete to complete wetting by simply increasing the temperature. The temperature at
which this crossover occurs is called the wetting transition temperature (Tw). Figure
2.3b aids in illustrating the temperature dependency of wetting by depicting the ther-
modynamic paths by which complete (1) and incomplete (2) wetting occur. Exam-
ples of adsorbate–substrate pairs that exhibit wetting transitions include Ne–graphite
and CH4–graphite. [Dietrich, 1988] If the wetting crossover transition temperature
is equal to the bulk triple point (Tt), then the transition is referred to as triple point




Figure 2.3: Representation of complete wetting (1) and nonwetting (2) for (a) ad-
sorption isotherm in terms of excess surface density, Γ, as a function of reduced
chemical potential (µ − µ0) and (b) the respective paths through the model phase
diagram on either side of Tw.
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identification is significant because it is understandable that once the molecular film
approaches the liquid state, the differences between the solid bulk adsorbate struc-
ture and the substrate structure (i.e., lattice mismatch) are less important. Lattice
mismatches are often responsible for making it energetically unfavorable for complete
wetting to occur. [Dash, 1985] Adsorbate–substrate pairs that appear to exhibit triple
point wetting are O2–graphite, NH3–graphite, C2H4–graphite, C2H6–graphite, and
C2H4–PbI2. Of some relevance here is C2H4–BN, where the wetting behavior also
appears to be triple point wetting. [Dietrich, 1988]
Wetting Order, Prewetting, and Layering Transitions
The transition from nonwetting to complete wetting behavior may occur by two
possible paths. Consider the case where a given amount of gas above a surface is
in equilibrium with an infinitesimal amount of liquid with a particular value of µ0.
Within the T–µ phase diagram, liquid/gas coexistence may be maintained by regu-
lating pressure as the temperature varies. If the temperature increases towards Tw
while liquid/gas coexistence is maintained at the interface, then the substrate would
either become completely wet as the film thickness increases continuously (critical
wetting) or the film thickness would increase discontinuously at Tw from a thickness
on the order of atomic layers to becoming macroscopically thick (first order wetting).
If film growth above Tw is considered, but not in the liquid/gas coexistence regime,
there is yet another possibility for a sudden increase of film thickness as is illustrated
by Figure 2.4. Here the discontinuous “discontinuous” increase in film thickness is
no infinite but rather a finite jump in thickness, which signals the future transition to
the infinite wetting case since the bulk liquid phase is not yet stable. This situation is
known as prewetting (Figure 2.4a). [Schick, 1990] After prewetting, the film thickness
can continuously grow as the liquid/gas coexistence (bulk formation) is approached
by increasing the number of molecules. Adsorption isotherms measured at progres-
sively higher temperatures will slowly transform from the “first-order” prewetting




Figure 2.4: Comparison of complete wetting (1) and nonwetting (2) with prewetting
(3) by depiction of (a) adsorption isotherms and (b) model phase diagrams. Note
that the prewetting critical point is Tc.
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Figure 2.5: A classic example of layering transitions is the adsorption of C2H4 on
graphite. Figure from [Menaucourt et al., 1977].
ing step) at a given temperature (i.e., prewetting critical point). The model phase
diagram in Figure 2.4b shows where the critical point is. There is yet another case
of finite (or discrete) jumps in film thickness below Tw and outside of the liquid/gas
coexistence (and usually along the sublimation or melting line). Layering transitions
are present under such conditions if the number of these jumps increases from n to
n+1 with increasing temperature below Tw. [Dietrich, 1988] The temperature onset
of a layering transitions is below Tw. Critical points exist for these layers as well, but
a more general discussion is found in Section 2.4.3 on page 48. C2H4–graphite and
He–graphite are notable examples of adsorbate–substrate pairs that exhibit layer-
ing transitions. Figure 2.5 contains the isotherms for C2H4–graphite, which is often
considered a classic case of novel wetting. [Menaucourt et al., 1977]
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2.2 Adsorption Isotherms
As illustrated in the previous section, the shape and temperature evolution of an
adsorption isotherm can provide a wealth of information about adsorption at an
interface. However, understanding the details of the 3D phase in the case of in-
complete wetting is of less interest here than the properties of the 2D film on the
solid substrate. Thus, in order to understand the properties of these molecular films,
a detailed description of adsorption isotherms, particularly volumetric adsorption
isotherms involving a pure gas are provided below.
2.2.1 Definition of Volumetric Adsorption Isotherm
As the name suggests, a volumetric adsorption isotherm is the adsorption of a fixed
volume of gas (v) onto a solid substrate at constant temperature (T) while the
pressure (P) of the gas decreases. Equation 2.6,
v = f(P )T , (2.6)
further illustrates the dependance of v on the pressure of the 3D gas. [Young and
Crowell, 1962] The pressure of 3D gas exposed to the surface of a substrate does
not drop to zero because the adsorbate residence time on the surface is finite, that
is, the atom (or molecule) resides at the surface on the timescale of a few to sev-
eral molecular vibrations (10−12 – 4×10−7 s). At the end of the residence time, the
thermally equilibrated atom (or molecule) leaves the surface in a direction irrespec-
tive of its adsorption path. [Adamson, 1990] Therefore, the decrease in pressure will
slow dramatically as the 3D gas and 2D film on the substrate near thermodynamic
equilibrium (i.e., the rate of adsorption equals the rate of desorption). At this point,
the absolute difference between the equilibrium pressure, or final pressure, and the
initial pressure is the amount adsorbed, represented by ∆P. A volumetric adsorp-
tion isotherm is experimentally acquired by sequentially introducing aliquots of a gas
13
filled container of known volume (Vcal) to a substrate held in it’s own container and
waiting for thermodynamic equilibrium. The resulting adsorption isotherm takes the
form of Equation 2.6 by defining the amount of gas adsorbed (Σ∆P) as a function
of the equilibrium pressure, p or sometimes pf . The adsorption isotherm is complete
when the saturated vapor pressure (SVP or p0) is reached. The SVP is defined as the
3D vapor pressure at a given temperature. Figure 2.6 is a depiction of a generic ex-
perimentally obtained adsorption isotherm with the equilibrium pressure expressed
as the reduced pressure (p/p0). It may be readily apparent that Figure 2.6 is not
the most useful way to display adsorption isotherms for analysis because adsorption
isotherms vary from system to system and are not universal due differences in Vcal
and T. The amount adsorbed in terms of moles (nads) can be calculated from Σ∆Ps
using ideal gas law
PV = nRT, (2.7)
where R is the universal gas constant. However, a portion of the pressure drop is
due to gas expansion from Vcal into the sample container and therefore must be









where Vds represents the dead space volume of the sample container, Tcal is the Vcal
temperature, Tsub is the substrate temperature, and pn is the equilibrium pressure
of the nth dose.
Another approach to analyzing an adsorption isotherm is to consider Equation 2.6
as a function of chemical potential (µ) since thermal equilibrium is also a consequence
of the µ of the 2D film being equal to the µ of the 3D gas above the it. Technically,






Figure 2.6: Generic volumetric adsorption isotherm obtain from experiment. Each
dose at equilibrium is represented by a red filled circle. As the system approaches
the formation of bulk, the equilibrium pressure closely approaches the SVP (p/p0 =
1). The significance of the vertical riser at p/p0 < 0.25 is explained within the text.
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for all of the n species in the j th state. More simply, it can be said it is the amount
of available energy to do work per mole. The µj is a proportionality constant be-
tween the change in amount of a jth species and the associated change in ∆G. As
applied to gas molecules, µ can also be though of in terms of fugacity, which is the
effective thermodynamic pressure (much like activities of solutions are the effective
thermodynamic concentration). Fugacity (f j) is related to µj by




where the superscript, 0, denotes standard state conditions. For an ideal gas, the
fugacity is equal to the observed pressure. Another way to calculate and display
isotherms is to express the amount adsorbed in terms of surface excess density (Γ)





where A is the area of the substrate and Nads is the number of molecules adsorbed.
The area of a substrate may be obtained by many methods, including using the
monolayer of an adsorption isotherm.
2.2.2 Monolayer Capacity
Once volumetric adsorption isotherm has been obtained, there is maybe a pronounced
feature at a low value of reduced pressure. In Figure 2.6 there is a vertical increase
in the region of p/p0 < 0.25. Such behavior in an adsorption isotherm is only
obtained when each point (e.g, each volumetric dose of gas) is allowed to reach
thermal equilibrium, and it follows that the successive additions of gas result in the
growth of a film with constant µ. A vertical riser in an isotherm signals the formation
of a discrete condensed layer at the interface, which is comprised of a single layer of
atoms with an equal amount of Gibbs free energy. Technically, the single layer of
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atoms is the number of atoms equivalent to a single atomic layer. The “height” of
the vertical riser (i.e., the monolayer capacity) is proportional to the surface area of
the substrate. An accurate determination of the monolayer capacity (nm) is essential
in calculating the surface area of a substrate.
Surface Area





where Σ is the specific surface area (m2g−1), NA is Avogadro’s number, and σ0 is the
area of the adsorption site or area per molecule (APM). There are numerous ways
to estimate σ0. One may approximate the APM by assuming all of the molecules
in the film are arranged in a close packing configuration or one may use the cross-
sectional area of the molecule calculated using the density of the bulk liquid. [Young
and Crowell, 1962]. The areas of a few species have self-consistent APM (N2 is 16.2
Å2 molecule−1 and Kr is 19.5 Å2 molecule−1). [Adamson, 1990] Another method
for determining the APM can be employed using crystallographic methods. For
example, it is known from neutron diffraction of 0.95 monolayer of CD4 adsorbed on





lattice at 50 K as seen in Figure 2.7. [Larese, 1998] The corresponding APM of CH4
on MgO(100) is 17.72 Å2 molecule−1.
Point B Method
Using the isotherms of various molecules adsorbed on iron based catalysts, Bruanauer
and Emmett noticed a pattern emerged amongst the isotherms, which lead to the
labeling of several key points on the adsorption trace as shown in Figure 2.8. As
the plot illustrates, there is a linear portion after the vertical riser that is nearly
horizontal. Point A is the y-intercept of the extrapolation of the horizontal line, and
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Figure 2.7: Unit cell of CH4 monolayer on MgO(100). The circles represent CH4
molecules, which correspond to the spherical nature of CH4 when freely rotation.
Adapted from Figure 1 of [Larese, 1998].
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Figure 2.8: Points of an adsorption isotherm as assigned by Bruanauer and Emmett.
The cartoon represents the data collection ability of the time as each open circle
represents the equilibrium state of each dose. The grey line is drawn to guide the eye,
and the red dashed line is an extrapolation of the linear portion of the adsorption
isotherm’s horizontal section. Point A is the y-intercept of the extrapolated line,
point B is the first interpolated point of the horizontal linear section, C and D are
the midpoint and endpoint, respectively, and E is the intersection of the extrapolated
line with p/p0 = 1.
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Point B is the first point of the horizontal line. Each point was evaluated for its
reliability to consistently calculate surface areas by using σ0 derived from solid close
packing and liquid densities of various adsorbates. Point A proved to be more reliable
for the first method, and Point B was superior in the latter case. Point B was also
shown to be consistent with heat of adsorption calculations, that is, the maximum in
the heat of adsorption was found to be near Point B. However, with so few data points
the assignment of the “true” Point B is somewhat ambiguous. The development of
an analytical method for surface area determination was needed. [Young and Crowell,
1962]
BET Method
Dissatisfied with the inaccuracy of their earlier approach, Bruanauer, Emmett, and
Teller developed the BET equation to more adequately describe multilayer adsorption
isotherms. The BET equation considers the vertical interactions within an adsorbed
film (e.g., the interaction between the first layer and the second layer) but ignores
the lateral interactions within each layer. The BET equation can be accurately used
(in an analytical way) to determine the monolayer capacity. In the neighborhood of
monolayer completion of an adsorption isotherm appears to be linear when cast in










where pred is p/p0 and c is the constant characteristic of an adsorbate-substrate pair.
It is not necessary to know c for surface area determination, but it is known that
higher values of c correspond to lower values of pred at monolayer completion due to
stronger attraction of the gas to the surface. If the left hand side of Equation 2.13






where m and b are the slope and intercept of the linear region. A considerable
number of experiments were performed with a variety of adsorbate–substrate pairs,
and the BET equation proved to be a robust technique for surface area determina-
tion. However, the BET method is only valid for isotherms in which the monolayer
completion occurs at 0.05 ≤ p/p0 ≤0.2. Upon comparison of the Point B and BET
methods, they prove to be equivalent. [Adamson, 1990] [Young and Crowell, 1962]
Modified Point B Method
With the improvement of manometers and the use of automated equipment, it is now
possible to obtain isotherms with a considerable number of points. Consequently,
the disadvantages of the point B method are no longer valid, and it is not necessary
to use the BET method. Figure 2.9 visually demonstrates how the Modified Point B
method is used. However, it is still true that the monolayer completion should ideally
lie between 0.05 and 0.2 in reduced pressure for the most accurate determination of
the APM.
2.2.3 Stepwise Multilayer Isotherms
Following the completion of the monolayer, it is possible that additional layers are
discretely formed (Figure 2.10). Experimentally, Polley et al. were among the first to
show that multilayer formation was possible. Polley et al. heat treated P-33 carbon
blacks at various temperatures for a period of two hours to graphitize the carbon
powder. Diffraction studies revealed an increase in the order and size of the resulting
crystallite powders with increasing temperature. Adsorption isotherms of Ar on the
untreated and graphitized P-33 carbon blacks showed that not even a single dis-
crete layer was present on the untreated substrates. As the size of the crystallites
increased, not only did a monolayer form but other diffuse layers began to appear.
Later, Thomy and Duval published the results of Kr adsorption isotherms on ex-
foliated graphite, a material which has a large portion of the graphite basal plane
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Figure 2.9: Illustration of the Modified Point B method for determining nm for a
adsorption isotherm with a considerable number of data points as compared to Figure
2.8. Each red filled circle represents a dose of gas at equilibrium. The intersection
of the manually drawn lines is the monolayer capacity.
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Figure 2.10: Depiction of an adsorption isotherm that shows the formation of multiple
discrete layers (stepwise, multilayered). This particular adsorption isotherm indicates
the presences of at least four discrete layers, but the numerical derivative could
indicate the formation of five discrete layers.
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exposed. The Kr–graphite results were so remarkable that they became the classic
example of stepwise multilayer adsorption. Consideration of these two examples (P-
33 and Kr–graphite), combined with the knowledge that differing crystallographic
faces have an effect on adsorption behavior, one is led to the conclusion that the
ratio of homogenous surfaces to heterogenous surfaces (i.e., high area of one crys-
tallographic face as opposed to the number of polycrystalline areas, edges, corners,
and other defects) plays an important role in the observed adsorption isotherms.
Substrates with a high homogenous surface to heterogenous surface ratio present an
excellent platform to study adsorbed multilayer films and ultimately explore the true
nature of molecule–substrate interactions. [Young and Crowell, 1962]
At this point, it is also useful to comment on the shape of the depicted isotherm in
Figure 2.10. From visual inspection, it is apparent that four vertical steps are present.
However, more useful information may be extracted by computing the numerical
derivative of the isotherm with respect to the equilibrium pressure (∆nads/∆p) and
plotting it as a function of the equilibrium pressure. In this way it is not uncom-
mon for one to observe five maxima, not four, each occurring at the inflection point
of the vertical riser. As p approaches p0, the difference between the adsorbed film
and bulk (3D) decreases and so it becomes increasingly more difficult to differen-
tiate between the two. The approach towards bulk behavior may also explain the
diminished height and slight slope of the fourth adsorption step in Figure 2.10 due to
condensation between small substrate crystallites. Typically, values of p/p0 ≥ 0.95
in the adsorption isotherm are impossible to analyze. [Bassignana and Larher, 1984]
There are other contributing factors to the shape of the vertical risers, particularly
in the “knee bend” region where the value of the derivative is decreasing rapidly. For
multilayer systems with single facet crystallite substrates, the height of the first and
second vertical risers are nearly the same if the size distribution of the individual
equivalent crystal faces is narrow. Rounding of the knee bend for the second riser
signifies a proportionally larger increase in the size distribution. As for the degree of
verticality of the layer step, it can also depend on the nature of the substrate. For
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nanoscale crystallites, the size of the exposed facet is small enough to affect the film’s
µ. Small differences in crystallite size and the associated facets cause the adsorbed
film on each facet to have a slightly different µ (due to edge effects and other mi-
croscopic heterogeneity) assuming that the variation in T is very small. As a result,
the vertical riser will have a slightly positive slope and not be undefined. [Nardon
and Larher, 1974] However, care must be taken when making such assignments to
the size distribution because phase changes (i.e., changes in the layer µ) also affect
the shape of the vertical riser. Therefore, the substrate must be well characterized
before the points discussed above be used to evaluated substrate integrity on the
basis of the multilayer behavior seen in the adsorption isotherm.
Multilayers are in the realm between a monolayer and bulk material because
the adlayers are influenced by the strong intermolecular interactions (bulk-like in-
teractions) and the field generated by the substrate. In fact, there is evidence to
suggest that in some cases these multilayer systems are comprised of individual lay-
ers (minimal interlayer translation and even different molecular behavior from layer
to layer). [Dash, 1975] Whether or not multilayers are present in an adsorption
isotherm, it remains certain that the manner at which the film wets the substrate
may be explained by two contributing factors: wetting occurs on a critical path
(continuous, not discontinuous) and wetting is governed by the relative strengths
of the molecule–molecule and molecule–substrate interactions. [Dietrich, 1988] The
emphasis of this work will be placed on the latter factor.
2.3 Forces of Physical Adsorption
As pointed out by Bruch et al., the interactions between a molecule and a substrate
are much like those present when two atoms are brought together (two H atoms versus
two He atoms). [Bruch et al., 2007] In the case of physical adsorption, the electro-
magnetic forces do not involve the sharing or transfer of electrons and are described
by weak intermolecular forces (i.e, van der Waals forces). There are essentially four
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combinations of adsorbate–substrate pairs to consider in physical adsorption:
• nonpolar molecules – substrate with no external electric field
• nonpolar molecules – substrate with an external electric field
• polar molecules – substrate with no external electric field
• polar molecules – substrate with an external electric field.
The latter two scenarios do not pertain to the work described here, but it can be said
that the electrons and nuclei of the species effect the energy of interaction. While the
electromagnetic interactions between the molecules can be described using quantum
mechanics, it is extremely useful to establish methods that approximate the energy of
these interactions. For any adsorbate-substrate pair, the interactions can be said to
consist of two components that contribute to the energy: the attractive and repulsive
forces. The role of both contributions to molecule-molecule (M-M) and molecule-
substrate (M-S) interaction energy will be discussed, as well as the presentation of
details specific to the molecule and substrates related to this work.
2.3.1 Molecule-Molecule Interactions
Attractive Force
A nonpolar molecule (or an atom) has an instantaneous dipole moment (and even
higher multipole moments) due to the instantaneous fluctuations in its electron den-
sity as compared to the average electron density. Such changes induce a dipole
moment in a neighboring molecule, which in turn creates an attractive interaction be-
tween the two molecules. Since this “induced” polarization of neighboring molecules
occurs instantaneously, the dipole moments of the two molecules are in phase and
fluctuate with the ever changing dipole moment. The fluctuating attraction between
molecules is referred to as dispersion forces. Generally speaking, the energy (E)
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where C, C’, and C” are constants and r is the distance between the two molecules.
The first, second, and third terms on the right hand side of Equation 2.15 represent
the dipole–dipole, dipole–quadrupole and quadruple–quadrupole interactions. Since
the higher order contributions to E fall off more rapidly with increasing r, Equation
2.15 is often expressed using just the first term. The interaction energy can also be
expressed in terms of the molecule’s physical properties. Therefore, the accuracy of
the predicted attractive nature can be ascertained (e.g., by calculating the polariz-
ability). [Young and Crowell, 1962] It also stands to reason that higher degrees of
polarizability are accompanied by stronger interactions because the strength of the
interaction (for first approximation) is proportional to the product of the polarizabil-
ities. [Dash, 1975] As the distance between the molecule pair decreases, one can see
that the repulsive nature of the electrons in each molecule will begin to dominate.
Repulsive Force
The attractive forces describe the long-range nature of intermolecular interaction;
considering the need to describe what happens at shorter distances, a few empirically
based equations were developed. One of the most common equations that describes
the repulsive nature between two approaching molecules is
E = Brm, (2.16)
where B and m are constants determined the best fit to computational or experi-
mental data. Typically, m is between 9 and 14 but is most often 12. Obviously,
Equation 2.15 and Equation 2.16 are quite different, and it is necessary to use both
when attempting to describe the interaction of two molecules over a large range in
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separation. [Young and Crowell, 1962]
Potentials
Lennard-Jones were among the first researchers to attempt the development of a “pair
potential” to describe what happens to the interaction energy between two molecules
when one is taken from infinity and moved towards the other while approaching r=0.
By combining Equations 2.15 and 2.16, Lennard-Jones derived what is know today







where σ is the value of r when dE/dr is zero (i.e., the position at minimum energy).
The well-depth, or ε, is the value of E at σ. Values for σ and ε are dependant on
the molecule pair. [Young and Crowell, 1962] As one can imagine, the energy of the
interaction is also dependent on the relative orientation of the molecule pair. By
averaging over multiple orientations (essentially creating a free spherical rotor) one
can provide robust LJ (12-6) potential parameters. Figure 2.11 shows the LJ (12-6)
potential between two ethylene molecules.
Ethylene
Not only is the interaction between two ethylene molecules relevant to the coming
chapters, but a knowledge of the its structure and properties will be useful to under-
standing the behavior of C2H4–MgO(100). Ethylene is a planar, nonpolar molecule
with a sp2 hybridized carbon bond (C=C), and it possess D2h symmetry. Figure 2.12
is a pictorial view of the ethylene molecule. The important bond lengths and angles,
as determined from gas phase data, are shown in Table 4.3. Neutron diffraction data
of C2D4 confirms Dow’s determination of bulk crystalline C2H4 (i.e., Type I), which
is shown in Figure 2.13.
Type I C2H4 is made of a monoclinic unit cell belong to the P121/n1 space group
with two molecules per unit cell. The unit cell parameters provided by Press and
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Figure 2.11: Lennard-Jones 12-6 potential for two ethylene molecules. The σ and ε
(ε/kB) are 423 pm and 205 K, respectively. [Hinchliffe, 2003]
Figure 2.12: Representation of planar, nonpolar ethylene molecule. Note that the
coordinate axes are defined for future reference.
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Table 2.1: C2H4 Bond Lengths and Angles.
property gas phase data
C=C length 1.338 Å
C-H length 1.093 Å
H-C-H angle 117.2◦
Figure 2.13: Type I C2H4 unit cell as proposed by Dow. The large unfilled circles
are carbon atoms and the small filled circles are hydrogen atoms. For 20 bar of C2D4
and at 90 K the lattice parameters are a=1.613(2) Å, b=6.610(3) Å, c=4.037(3),
β=94.54(4)◦. Figure from Press and Eckert. [Press and Eckert, 1976]
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Table 2.2: Important Bulk Properties of C2H4.
property value temperature range
Tm 103.7 ± 0.5 K –
Tt 104 ± 0.1 K –
Tc 282.5 ± 0.5 K –
∆Hvap 13.544 kJ mol
−1 T=169.40 K
∆Hvap 15.5 kJ mol
−1 T=112 K
∆Hsub 18.3 kJ mol
−1 79≥T≤104 K
Eckert at 20 bar and 90 K are for C2D4 (a=1.613(2) Å, b=6.610(3) Å, c=4.037(3),
β=94.54(4)◦). Press and Eckert also confirmed the existence of a plastic crystal
(Type II) that has a body centered structure, like Type I, but belongs to the Im3m
space group. Also, Press and Eckert showed that approximating the molecules as
symmetrical sphere provides a poor fit to the diffraction data. Rather, one should
describe the molecules as asymmetric spheres. While they were unable to determine
the exact nature of rotational motion, they did use the thermal expansion coefficients
to deduce that the carbon density was high in the [111] direction and the deuterium
density was high in the [011] direction. As such, the reader can then infer that the
molecule is not rotating about all three axes. [Press and Eckert, 1976]
X-ray diffraction data has also been acquired for C2H4, and while x-ray diffraction
is not sensitive to H atoms, it is an excellent method to probe the electron density
about the C=C bond. Coupled with quantum-based calculations, it can be concluded
that C2H4 has a very small permanent quadrupole moment. On a more practical
note, the bulk thermodynamic properties of C2H4, which are pertinent to Chapters
4 and 5, are summarized in Table 2.2. [WebBook, 2009]
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2.3.2 Molecule-Substrate Interactions
Attractive and Repulsive Forces
As previously stated, the dispersion interactions between a molecule and substrate
are similar to M-M dispersion interactions, and it follows that the repulsive forces in
the case of M-S interactions (physical adsorption only) may be treated in the same
manner as M-S attractive forces. Computing the energy associated with dispersion
interactions can be simplified, as in the M-M case, by assuming that the energy






where Ej is represented by Equation 2.15 or even Equation 2.17. Accounting for many
molecules by direct summation is rigorous and may be simplified by integrating over




the interaction energy between the substrate and N adsorbates per unit volume may
be calculated. [London, 1930] There are inaccuracies associated with this method
due to the replacement of the numerical sum with the integral. However, the signif-
icance of the inaccuracy is dependant of the system under consideration. Of course,
any potential may be substituted into Equation 2.19. Both direct summation and
integration, as well as combinations of the two are reasonable for describing nonpolar
molecules on non-ionic substrates, but upon consideration of an ionic substrate, an-
other component to the total energy must be included. An induced attractive energy
component (EI) is created by the electric field of the substrate (Es). For a field that
does not rapidly change relative to the adsorbate’s volume, the EI may be expressed
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Figure 2.14: Schematic to illustrate the basis of potential theory. The substrate is
separate from the 3D gas phase by a region of “adsorption space”. As an adsorbate is
located further from the substrate surface, the attractive force between the adsorbate






where α is the polarizability of the adsorbate.
Surface Models for Potentials
Much like the variable magnitude of field lines emanating from a point charge in the
presence of another point charge as a function of r, a substrate has similar “field
lines” normal to the surface that create a gradient running across the surface. Fig-
ure 2.14 demonstrates this principle. Each line in Figure 2.14 represents a constant
attractive potential, which increases in strength as the surface is approached from
above. Even though potential theory was developed before the discovery of London
dispersion forces (i.e., the more general case of van der Waal forces), it is still useful
example because it demonstrates that it is more powerful than a single equations
to describe the functional form of an isotherm (e.g., the BET equation). Potential
theory became progressively more complex in order to accurately predict behaviors
of a variety of adsorbate–substrate pairs, which was partially accomplished by ap-
plying of potentials to different surface models. [Young and Crowell, 1962] Attracting
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Figure 2.15: Depiction of adsorption sites. A is at the “hollow” or “interstitial”
position, B is at the “a-top” position, and C is at the “saddle” position. On any
given substrate A, B, and C sites may be made inequivalent due to the nature of the
atoms on the surface and those in the second layer. In the case of the rock salt (100)
surface, A is surrounded by four ions.
planes approximate the attraction by a force perpendicular to the surface (some-
times without a gradient) and may or may not consider the equilibrium between the
adsorbate film and gas vapor above it. Attracting planes themselves, do not contain
information about the structural nature of the substrate. Adsorption site models be-
gin to approximate the nature of the substrate by identifying all possible adsorption
sites on the surface as potential wells for M–S interactions over a smooth plane or
describing each substrate atom as an individual potential (e.g., LJ (12-6)). Figure
2.15 shows the three most common adsorption sites: on top of an atom, saddling
two atoms, and resting in the hollow. Not all hollow sites are equivalent because
they may be altered by the local structure of the top layer of the substrate (z=0)
and the layer beneath it (z=-1). The final class of substrate models pertinent to
the discussion is structured substrate. As compared to adsorption site models, the
structured substrate is a more realistic treatment because the structural corruga-
tion of the substrate is considered by assuming attraction interaction energy varies
periodically in the x and y directions (z is typically normal to the surface). More
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advanced models are available (deformation and surface heterogeneity), but one only
needs to select the model with the minimum level of theory required. For instance,
multilayer formation may only require an advanced attracting plane model. Where
as translation of molecules on metal substrates would require a structure substrate
model in order to include the band structure of the surface. [Dash, 1975]
Corrugation
Corrugation of the substrate has been shown to influence the accuracy of theoretical
results. In the case of C2H4–graphite, Moller and Klein used molecular dynamic
(MD) calculations that, when the graphite corrugation was included, correctly pre-
dicted continuous melting of the monolayer solid, but with a lower than expected
melting point. [Moller and Klein, 2006] Such corrugation effects were perhaps first
demonstrated by computations for a series of noble gas atoms in close proximity to
noble gas solids by explicit summation of the energy components based on LJ (12-6)
potentials. As a noble gas atom was moved across the surface (in x or y direction
with constant z), the potential well-depth varied periodically. The reasons for the
well-depth variations are two fold: ratio of adsorbate size to substrate atom size
(σads/σsub) and the atomic density of the substrate at its surface. Larger adsorbate
atoms and denser surface planes result in an observed decrease in the depth of the
well. [Dash, 1975] As Steele independently concluded “The corrugation seen by a
given atom depends very much on the size of the atom relative to the underlying
lattice.” [Steele, 1993]
Graphite
In order to adequately compare adsorption of ethylene on MgO(100) and graphite,
as well as other pertinent lamellar substrates, it is important to fully understand the
characteristics and properties of the substrates. Graphitized carbon black, and later
exfoliated graphite, was seen as an ideal substrate to study 2D phase transitions
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Figure 2.16: Graphite crystal structure (not its unit cell). Note the ABAB stacking
of hexagonal sheets. In the center of each A layer carbon hexagon is a B layer carbon.
Figure 4 of [Wiesendanger and Anselmetti, 1992].
because of the exposure of the large, uniform graphite basal plane (i.e., the (1000)
face). Graphite is also known for its chemical inertness. Over the years, the specific
surface area of exfoliated graphite has improved, ranging from 20 to 120 m2 g−1
or more. The 3D crystal structure of graphite is shown in Figure 2.16. Hexagonal
graphite is a layered structure with an ABAB layering scheme, and the (1000) face
is the exposed sheet of hexagonally arranged carbons which exhibit 6-fold symmetry.
The influence of the ABAB stacking is seen in STM (scanning electron microscopy)
images. Figure 2.17 is a rendering of the graphite basal plane as determined from
STM. However, this is not an accurate picture of the atomic corrugation because the
results do not indicate the expected atomic structure of the graphite basal plane. As
a result, it was determined that STM measurements on graphite provide insight to
the surface’s electronic structure. He atom scattering of the graphite (1000) surface
does yield results one would expect. [Wiesendanger and Anselmetti, 1992]
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Figure 2.17: View of the graphite (1000) at a 45◦ renderer from STM. The structure
of the surface, as determined by STM, is not the atomic structure; and therefore,
STM data for graphite substrates is not reflective of its surface corrugation. From
Figure 1. [Hansma et al., 1988]
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Figure 2.18: Boron nitride crystal structure. The lattice parameters are a = 2.504 Å
and c = 6.66 Å. Note the ABAB stacking of hexagonal sheets in the c direction and
that each layer is not offset from the one above it. From Figure 21. [Wiesendanger
and Anselmetti, 1992]
Boron Nitride
Boron nitride (BN) is a layered analog of graphite and is typically available with spe-
cific surface areas ranging from 5 to 17 m2 g−1. As Figure 2.18 illustrates, hexagonal
BN also has ABAB stacking of sheets with hexagonally arranged B and N within
each sheet. The (1000) face of BN is said to be isostructural with the graphite basal
plane but upon consideration of the inequivalent B and N atoms, one could say that
the surface has three fold symmetry. Also the BN surface unit cell is 2% larger as
compared to the graphite substrate. There are, however a few distinct differences.
Unlike the relative placement of the ABAB sheets in graphite, each sheet in BN is di-
rectly beneath the other. However, the atoms alternate in the c-direction. [Shrestha
et al., 1994] [Wiesendanger and Anselmetti, 1992] Also, one can imagine that the
atomic structure of the (1000) plane is slightly more corrugated than the graphite
basal plane. [Lide, 1995] However, it has been pointed out that the corrugation in
surface potential experience by some adsorbates on BN has been smaller than the
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surface potential corrugation of graphite. [Shrestha et al., 1994]
Lead Diiodide
Lead diiodide (PbI2) is another lamellar structure that is a relatively inert semi-
conductor. Figure 2.19 contains the unit cell for PbI2. From inspection of the unit
cell, one can see that the cations (filled circles) are connected to anions by octahe-
dral coordination that results in cations being sandwiched by anion layers, which
results in ABC stacking (Figure 2.20). Looking along the c-direction, the anions are
hexagonally closed packed (hcp) (2.20b) with the 2D lattice parameter of a=4.56
Å. [Schlüter and Schlüter, 1974] The smooth surface created by the 2D array of
I− anions is the homogenous surface for physical adsorption. No vacant chemical
bonds exist on this surface, which provides for the preparation of chemically clean
substrates. [Larher, 1992] A typical specific surface area for adsorption experiments
is 5.4 m2 g−1. [Bassignana and Larher, 1984]
Magnesium Oxide
Magnesium oxide (MgO) is an insulating metal oxide (MO) that has a rock salt
structure (cubic symmetry and octahedral coordination). A typical rock salt unit
cell is shown in Figure 2.21, which is a face-centered cubic Bravais lattice belonging
to the Fm3̄m space group with a = 4.211 Å. [Carrez et al., 2005] Cleavage of bulk
MgO typically occurs along the (100) plane, which is due to the atomically flat layers
of Mg2+ and O2− parallel to the (100) plane. In the (100) plane or surface, as seen
in Figure 2.22a, the ions are arranged in a manner that results in no permanent
dipole moment at the surface. Figure 2.22b may demonstrate the ion arrangement
more clearly, and it also depicts the relevant ion to ion distances within the surface
structure. The symmetry of the MgO(100) surface has a four fold axis of rotation.
Summarizing, while the surface may be ionic, it is also nonpolar. The nonpolar
character of the (100) surface is what causes the face to be much more stable, as
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Figure 2.19: Unit cell for PbI2 which has Pb
2+ ions in the unit cell corners (small
filled circles). The open circles are the I− anions. The lattice parameters for the 3D





Figure 2.20: Illustration of the layered structure of PbI2. In (a) the lattice parameter
c is corresponds to that in Figure 2.19. Adapted from Figure 2 of [Larher, 1992] For
(b), the large hcp nature of the anion layer is shown with the 2D Bravais lattice.
Adapted from Figure 29. [Thomas, 1982]
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Figure 2.21: Rock salt unit cell of MgO. The atomic radii have been proportionally
reduced to clearly indicate atomic positions. MgO ffc unit cell has a lattice parameter




Figure 2.22: Schematic of MgO(100) surface using spheres representing the atomic
radii of O2− (large circles) and Mg2+ (small filled circles). The atomic radii model
is just an approximation. In (a), a cation vacancy (V center) and an anion vacancy
(F center) are represented and the “layer” structure is shown. Figure 2.5. [Henrich
and Cox, 1994] Figure (b) shows the distances between adjacent and next nearest
neighboring O2− (large circles).
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it is energetically lower than the other crystalline planes. Other crystal faces have
long-range dipoles that the surface polar, which promotes surface reconstruction to a
more stable state. Also, cleaved or exposed MgO(100) surfaces (i.e., relaxed surfaces)
are so stable that they appear to be nearly identical the (100) planes in the bulk
material. [Henrich and Cox, 1994]
Magnesium oxide may be synthesized by two general methods: decomposition of
Mg(OH)2 to form MgO and H2O or reduction-oxidation reaction with Mg metal and
molecular oxygen. The second method can be simply accomplished by burning Mg
ribbon in air or in an Ar/O2 mixture to form a white powder (e.g., MgO smoke or
fumed MgO). With the use of transmission electron microscopy (TEM) and scanning
electron microscopy (SEM), the white powder was shown to consist of solid cubes
with each cube face being the equilibrium (100) face (i.e., the most stable face).
[Henrich and Cox, 1994] Not until the invention of the Kunnman-Larese method (US
patent 6179897), were these cubes produced in tens of grams quantities possesing a
narrow particle-size distribution. Accordingly, these powders provided a satisfactory
amount of uniform, nearly defect-free surface area with an atomically smooth surface.
A characteristic that lends itself well to adsorption isotherm experiments. The typical
specific surface area of MgO powders used for adsorption isotherm work are around
10 m2 g−1. The issue with higher surface area powders is the area to volume ratio:
large surface area cubes have an even greater volume. Consequently, most of the
mass of the cube is due to the internal volume, not the surface. Powders with high
specific areas are made of very small cubes, which magnifies edge effects in adsorption
isotherms and reduces the coherence length of the solid film for diffraction studies.
Unlike other adsorption isotherm substrates (e.g., graphite, BN, PbI2), MgO is
not as chemically stable in air because it reacts with atmospheric water to form
Mg(OH)2. The hydroxyl groups may be removed from the surface upon heating, but
if the amount of energy provided is only slightly greater than the hydroxyl binding
energy, defects remain in the surface. The defects can be removed upon heating
of the powders (under vacuum) to 900 ◦C. Heating beyond 1000 ◦C could produce
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Figure 2.23: Depiction of typical surface defects. Figure 31.25. [McQuarrie and
Simon, 1997]
point defects (see F and V centers in Figure 2.22a) on the (100) surface which is
otherwise low in these defects. [Henrich and Cox, 1994] Heat treatment of poorly
handled MgO powders (i.e., significantly hydroxylated) will result in the formation
of many more defects like kinks and terraces (Figure 2.23) because the creation of
Mg(OH)2 results in the formation of hexagonal plates, much different from the MgO
architecture. [van der Merwe and Strydom, 1989]
Using a series of substrates to produce a series of adsorption isotherms can provide
information about the M–S and M–M interactions, but the adsorption isotherms
alone only provide qualitative information about the adsorbate–substrate pair. In
contrast, a large set of adsorption isotherms for a give adsorbate–substrate pair
can be utilized to calculate various physical values that can, in a quantitative way,
describe the behavior of the 2D film.
2.4 Thermodynamics from Adsorption Isotherms
Adsorption must always be an exothermic process, which is a negative change in
enthalpy (∆H < 0), and this fact is supported by the following. The process of
molecular adsorption on a substrate is spontaneous, that is the Gibbs free energy
(∆G) of the system decreases. Upon adsorption, the molecule has fewer degrees of
45
freedom as compared to the free gas phase, which results in a decrease in entropy
(∆S). Knowing that
∆G = ∆H − T∆S, (2.21)
then it stands to reason that the loss of “energy” from two of the state functions is
accounted for by the release of that energy in the form of heat (Q = | ∆H |< 0).
The thermodynamic values associated with adsorption, like the heat of adsorption,
should be on the order of the heat of vaporization, or condensation, for the bulk gas,
which is typically no greater than 3 times the bulk value. [Young and Crowell, 1962]
2.4.1 Larher’s Use of the Clausius-Clapeyron Equation
Larher showed that there are enthalpic as well as entropic terms associated with phys-
ical adsorption and the additional entropic term could be accounted for by adding
it to the standard form of the Clausius-Clapeyron equation. [Larher, 1992] Once a
series of isotherms are obtained, it is possible to calculate the differential enthalpy of
adsorption (∆H(n−∞)) between the nth layer and bulk (p0 or n = ∞) as well as the
differential entropy of adsorption (∆S(n−∞)). By plotting the equilibrium pressure
for each nth layer against the corresponding inverse temperature one invokes the
following form of the Clausius-Clapeyron equation:




where B(n) and A(n) are the y-intercept and slope of the nth layer. It is important to
note that the standard treatment of this method is to use pressure with units of Torr,
otherwise complications with using the traditional standard state results. From the
plot itself, the resulting linear relationship between ln(p) and T−1 provides for the
calculation of ∆H(n−∞), ∆S(n−∞), and the heat of adsorption for the nth layer (Q
(n)
ads),
which is accomplished using:
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∆H(n−∞) = −R(A(n) − A(∞)) (2.23)





There should exist a high degree of linearity for each of the n data sets. The validity
of results calculated by this method are confirmed if ∆H(n−∞) and ∆S(n−∞) approach
zero with increasing n since the system is becoming more bulk-like. Also, ∆H(n−∞)
< 0 given that bulk liquid is formed at n=∞. Not only should Qads approach the
bulk heat of vaporization, ∆Hvap, with increasing n, but it should be on the order of
∆Hvap. [Larher, 1967] The Qads is an important quantity because it is related to the
binding energy (B.E.) of the adsorbed molecules (Qads = B.E. at T=0 and θ=0). At
higher temperatures and coverages, Qads can be used to probe the state of the 2D
film. [Dash, 1975] Additionally, the Clausius-Clapeyron analysis provides a method
for which to determine the onset of layering (i.e., at what temperature an adlayer is
formed) since discrete layer formation, may at the very least, begin to occur when
the µ of the nth layer is equal to µ0. The temperature at which the nth data set’s
extrapolated linear line intersects the linear line associated with the SVP data is
the onset of layer formation (Tn). While the Clausius-Clapeyron analysis has many
applications, it does have its disadvantages. The thermodynamic values calculated
by this method are over a range of temperatures, and are therefore averages for the
adsorbate-substrate pair. Also, this method does not show how the Qads varies with
small changes in surface coverage (like near layer completion).
2.4.2 Isosteric Heat of Adsorption
The isosteric heat of adsorption (qst) is the heat of adsorption at a given number
of molecules on a substrate and is related to how much energy it takes to bring a
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where the partial derivative is approximated by a numerical derivative using the
difference of two adsorption isotherms closely separated in temperature (∆T < 1 K)
with T being the average temperature. However, the accuracy of such a calculation
using adsorption isotherms must be carefully considered because it is affected by the
interpolation of the adsorption isotherm in order to fulfill the “constant coverage”
requirement. The temperature stability of both isotherm measurements (as well as
the degree of thermal contact) also affect the accuracy of qst. Plots of the qst versus
nads (i.e., “heat curves”) are useful because they aid in estimating the degree of lateral
interaction and in characterizing the nature of the substrate by comparison with
theoretical results. In other words, the qst is useful in testing interaction potentials.
Even if the qst has a low degree of accuracy, the heat curves can provide some sense
as to how the energy of adsorption changes with coverages (e.g., at what “nominal
coverage” the layer completes and phase changes within a layer due to an increase
in surface density).
2.4.3 Phase Transitions
Layer Formation Near Critical Points
During the growth of the layer, assuming a narrow size distribution of the substrate
particles and p/p0 ≤ 0.95 (Section 2.2.3, page 24), the vertical riser can either be
vertical or sloped. In general it can be said that the growth of a film represented by
a vertical riser signifies a first-order transition from a low surface density to a high
surface density film, proceeding through a region of coexistence. With increasing
temperature, the shape of the vertical riser begins to round at both ends until the
layer growth is of a continuous nature (i.e., continuously increasing as a function of
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p). The temperature at which the growth becomes continuous, resulting the growth
of a 2D fluid, is referred to as the critical point and is represented by T2c. An accurate
value of T2c is difficult to ascertain from a series of adsorption isotherms alone so
it is necessary to perform an analysis of the film compressibility as a function of
temperature. Critical analysis or neutron scattering can confirm the formation of




Larher has shown that by using adsorption isotherm data, it is possible to identify
locations of possible phase transitions by monitoring the progressive changes in the
slope of the vertical riser for a series of isotherms. In 3D systems, phase transitions
may be found by plotting reciprocal compressibility against temperature. Larher
points out that a similar method may be used to find the 2D critical temperature
(T2c) for an adsorbate-substrate pair. Since the reciprocal compressibility is equiva-








then plotting the right hand side of Equation 2.27 versus T would produce a “straight
line” that intersects the x-axis at T2c for each adlayer. The quantity in Equation 2.27
is known as the inverse slope of the vertical riser. [Nardon and Larher, 1974] One
disadvantage of this method is that one is not able to visualize the compressibility








where σ is the APM and φ is the spreading pressure of the layer. Knowing that the
chemical potential of the film (µ2D) behaves as
dµ2D = −SdT + σdφ, (2.29)
and that the µ2D in equilibrium with µ0 may be defined as




where λ is the thermal de Broglie wavelength in the gas, then a more useful expression








In Equation 2.31, the substrate surface area, Avogadro’s number, and Boltzmann
constant are represented by A, and NA, and kB, respectively. [Freitag and Larese,
2000] From Equation 2.31, it is apparent that the main contribution to K2D per
adlayer is directly related to the slope of adsorption step (i.e., when there is a dis-
tinct stepwise increase in the amount adsorbed, the changes in K2D are sharp and
dramatic). The peaks in the K2D broaden as the steps become less well defined. By
monitoring the width of each peak as a function of temperature, like in monitoring
the inverse slope of each vertical riser, one may pinpoint the temperatures at which
possible phase transitions occur. Additionally, one can construct a phase diagram
from a series of adsorption isotherms using this method and the other accompanying
thermodynamic results. Larger changes in K2D are associated with larger density
differences between the two phases in coexistence during adlayer formation (e.g.,
vapor-liquid, liquid-solid, vapor-solid). However, it will be necessary to use other
techniques to confirm some phases (e.g., fluid phase). [Zhang and Larese, 1991] The
use of other techniques can also aid in the construction of other regions in the phase
diagram that are not accessible to adsorption isotherms.
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2.5 Microscopic Properties of 2D Films
Adsorption isotherms provide insight into the molecular interactions based on ther-
modynamic results, but this methods is limited to certain a temperature region.
Outside of this region, adsorption isotherms are usually limited by the inability to
measure small changes in small pressures or small changes in very large pressures.
Also, such measurements do not directly provide information about the microscopic
character of the 2D film (i.e., how the molecules behave). The monolayer structure,
which details how the molecules are oriented relative to each other, provides insight
into the balance between M-M and M-S interactions because these forces must influ-
ence the 2D film structures since they are on the same order of magnitude. From the
2D structure much can be inferred about potential energy landscape and M-S bind-
ing energy as the molecules are immobile and in low energy configurations. When
the temperature is increased, and the energy of the system is equal to or greater than
the binding energy (kT ≥ B.E.), the molecules experience more degrees of freedom
(rotation and translation). How the molecular motion, or dynamics, change within
the film as a function of temperature can provide additional insight into what drives
the wetting behavior at higher temperatures.
2.5.1 Immobilized Molecules on Surfaces
Forms of the Solid Phase
The solid phase of a 2D film, characterized by stationary molecules, may be classified
as one of the following five categories:
• 3D crystallites nucleated on surface defects (no 2D character)
• solid multilayers form (2D in nature)
• molecules spread evenly on the surface at a low density so that the M-M inter-
action is insignificant
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• molecules form an ordered incommensurate monolayer
• molecules form an ordered commensurate monolayer.
For the purposes of the following chapters, only the last two items are of importance.
An ordered solid structure on a surface has a 2D lattice (or net) that is, or is not,
related to the underlying 2D structure of the substrate (or reference net). When the
2D lattice is in registry with the underlying surface, the monolayer structure is said
to be commensurate. Conversely, incommensurate when the monolayer structure
is not in registry with the substrate surface structure. Incommensurate solids may
also be called self-bound or floating solids. Figure 2.24 depicts the difference between
commensurate and incommensurate. [Wood, 1964], [Thomas, 1982] Complete wetting
in the solid phase only occurs for commensurate films because there is no lattice
mismatch between the substrate surface structure and the bulk adsorbate structure.




2 R45◦ square lattice
of CH4 on MgO(100), as discussed in Section 2.2.2 on page 17. As eluded to earlier,
the ordered solid monolayer may be further described by quadrilateral made by the
molecules (e.g., lattice points). The five possible 2D lattices are oblique, primitive
rectangular, centered rectangular, square and hexagonal. These are displayed in
Figure 2.25 where the vectors ~a and ~b represent the lattice vectors in real space
and γ is the angle between the two. A “p” for primitive or a “c” for centered may
precede the rectangular lattice description. Figure 2.25 also shows an alternative way
to draw the centered rectangular Bravais lattice, and this point is further illustrated
in Figure 2.26. [Bradshaw and Richardson, 1996] Before the lattice type may be
assigned to a given structure, it is first necessary to determine where the lattice
points (or atoms/molecules) are in located in space which may be accomplished by
analysis of diffraction measurements.
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(a) (b)




3 R30◦, θ < 0.9) versus (b) incommensurate (θ > 0.9)
structure of methane (shaded) on graphite basal plane as depicted by R. K. Thomas. Methane on graphite is adsorbed
onto the surface tripod down (i.e., C3v symmetry). [Thomas, 1982]
Figure 2.25: Depiction of the five 2D Bravais lattices. Adapted from Figure 1.
[Bradshaw and Richardson, 1996]
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Figure 2.26: Comparison between the two equivalent centered rectangular Bravais
lattices.
2D Diffraction and Powders
The structure of a solid is related to the periodic distribution of atoms in reciprocal










In the case of 2D, ~c does not define the lattice. Incident radiation (~k0) is coher-
ently and elastically diffracted from the reciprocal lattice planes, as defined by the
Miller indices, and the reflected radiation (~k) is detected. In the case of 3D, three
conditions that are dependent on the crystal orientation or ~k0 wavelength. All three
conditions must be met before diffraction can be observed. As opposed to 3D, 2D has
two conditions that must be satisfied for diffraction. As a result, diffraction occurs
continuously and varies as the orientation or wavelength varies. These conditions,
referred to as Laue conditions, for 2D are:
~Q · ~a = 2πh (2.34)
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and
~Q ·~b = 2πk (2.35)
where ~Q = ~k - ~k0 and h and k are the Miller indices. Figure 2.27 demonstrates
the differences between 3D and 2D, which consists of Bragg points and Bragg rods,
respectively. If one were to apply the Ewald construction to the 2D case, it is easily
seen that diffraction will always occur, regardless of orientation, because the Ewald
sphere of radius ~k0 intersects many lattice rods.
As eluded to previously, diffraction occurs from the reflection of ~k0 from planes
within the lattice. Figure 2.28 shows the (11) plane for a rectangular lattice in
reciprocal space as defined by
~G(hk) = h~a? + k~b? (2.36)
where ~G(hk) is the reciprocal lattice vector. Since diffraction occurs when ~Q=~G(hk),
the Bragg peak in the diffraction pattern at | ~Q| corresponds to distance between the
equivalent (11) planes. The distance is referred to as d-spacing and the distance in
real space (d) may be found from
| ~Q| = 2π
d(hk)
. (2.37)
It is possible to calculate the d-spacing associated with each plane using geometry,





)2 = (h~a? + k~b?) · (h~a? + k~b?). (2.38)
Table 2.3 contains the spacing formulae for the 2D Bravais lattices. [Kittel, 1996],
[Warren, 1997], [Wood, 1964] While every possible d-spacing can be calculated, not
every d-space is present in the diffraction pattern because of the coherent nature of
the diffracted wave. When waves associated with adjacent planes have a phase
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(a) (b)
Figure 2.27: Illustration of (a) Bragg points and (b) Bragg rods in reciprocal space for 3D and 2D systems, respectively.
Figure 2.28: Depiction of the reciprocal space centered rectangular lattice. The line
segment perpendicular to the equivalent (11) planes is the d-spacing for this unit
cell.
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difference of π, the scattered waves destructively interfere and are therefore never
detected. Such reflections are referred to as forbidden reflections. [Kittel, 1996]
As previously discussed, the position of a Bragg peak in a diffraction pattern
is dependent upon the d-spacing of the lattice. The shape of the Bragg peak is
dependent on the degree of order and form of the sample. Warren was the first to
consider layered lattice structures that were randomly oriented (i.e., crystallites of
graphite with graphite sheets vertically aligned along ~c and equidistantly spaced). He
stated that, with such systems, two only types of reflections are present: (00l) and
(hk). [Warren, 1941] Bragg reflections of a 2D nature differ from 3D peaks in that the
2D peaks have a shape similar to saw blade kerfs and such peaks are said to have a
Warren lineshape. The origin of the peak is due to the powder average of 2D crystals
(i.e., Bragg rods). Figure 2.29 is a depiction of the reason for the resulting Warren
lineshape for randomly oriented Bragg rods. [Cole et al., 2006] As applied to the
diffraction 2D films on 3D powders, the intensity of the 3D substrate is much greater
than the adsorbed 2D film (in millimolar quantities). In order to “unearth” a 2D
diffraction pattern of the 2D film it is necessary to subtract the diffraction pattern
of the pristine substrate. The resulting 2D film diffraction pattern is said to be
background subtracted. From the background subtracted pattern, one can assign the
value of the peak position,which usually precedes the maximum of the peak, and track
the peak behavior as function of θ. When a 2D lattice is commensurate, the position
of the Bragg peak as function of θ should remain constant unless the commensurate
solid becomes unstable due to the influence of the M-M interactions with increasing θ.
Therefore, the position of incommensurate Bragg peaks shifts continuously in Q with
increasing coverage. [Thomas, 1982] The shift to higher Q reflects the decrease of the
adsorbate–adsorbate distances as they become close packed (e.g., commensurate–
incommensurate transition of CH4–graphite). Some incommensurate monolayers are
never commensurate, irrespective of coverage. An increase in coverages is associated
with “filling in” the empty sites. Such solids are truly self-bound.




Figure 2.29: Depiction of the origin of Warren lineshape asymmetry. (a) Randomly
oriented Bragg rods in a (hk) plane defined by G(hk). (b) Asymmetric Bragg peak
associated with the conditions in (a). Modified from Figure 12 of [Cole et al., 2006].
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liquid phase transitions by performing variable temperature diffraction experiments.
During the solid-liquid phase change, the Bragg peaks begin to broaden. One must
assume that the peak broadening is due to the onset of translational motion, but
diffraction can not confirm the behavior of the molecules on the substrate. For this
reason, the melting transition, as determined from diffraction data, is referred to as
an order-disorder transition until the molecular dynamics can be characterized.
2.5.2 Molecular Dynamics on Surfaces
As the temperature of a 2D film is increased, it is not only possible for it to melt
(i.e., onset of translational motion), but it is also possible for only rotational motion
to set in well before translation occurs. In the second case, the solid can exist as
a plastic crystal, which has positional order but no orientational order. Rotational
motion may be differentiated from translational motion based on the timescales that
the motion occurs. Once molecules on the surface have translational and rotational
degrees of freedom, they may form a few different phases:
• 2D liquid
• 2D gas or vapor
• 2D critical fluid
• 3D liquid droplets on the substrate.
The transitions between the phases are not only temperature dependent but are
also coverage dependent. Two dimensional liquids are characterized by higher lo-
cal densities as the molecules cluster together on the surface. The liquid clusters
are accompanied with a high degree of M-M interactions (as is the case in bulk liq-
uids). [Thomas, 1982] Two dimensional gases and fluids are associated with lower,
isotropic densities, and 2D fluids are highly compressible. In a phase that is not
very compressible, the addition of molecules will not influence the rate at which
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the molecules move through space, unlike with systems that are compressible. It
is possible to discern between the 2D liquid and 2D fluid phase by determining the
dependency of the diffusion coefficient on coverage. Above the critical temperature,
diffusion coefficients are coverage dependant; whereas there is no coverage depen-
dency found for liquid films. [Bienfait, 1980]
Perhaps one of the more interesting phase transitions among this group is the
melting transition. Melting of 2D films are analogous to surface melting of a bulk
material, however; surface melting of many bulk systems occurs at a very high tem-
perature and complications exist for these experiments at high temperatures. Struc-
turally speaking, at high temperatures, the Debye-Waller factor is large. Since the
melting transition of 2D films are typically 0.7 of the bulk Tm, 2D melting can be
studied at reasonably lower temperatures. The nature of the melting transition may
be first-order (e.g., discontinuous and driven by the latent heat) or continuous. Due
to the differing qualities for a given substrate (purity and homogeneity) and differ-
ences in experiments, it can be difficult to establish melting is truly discontinuous.
For the C2H4–graphite monolayer, calorimetry, neutron diffraction and quasi-elastic
neutron scattering were all utilized to support the conclusion that continuous melting
occurs for this system, as compared to CH4–graphite. [Larese et al., 1988a], [Larese
and Rollefson, 1983], [Kim et al., 1986]
The behavior of the molecules adsorbed on a surface can be described by using
statistical mechanics. As Steele has pointed out, calculations based on the proba-
bility of N molecules with 1023 adsorption sites can become arduous. In order to
simplify the calculations, probability densities can be used. Probability densities
can be configured in a variety of ways. For instance, it can be the probability of
finding one molecule in a very small volume (like an adsorption site), which provides
a number density for a given point in space. Likewise, a probability density can
be created to describe the probability of finding two molecules in a given area (like
two adsorption sites). Such a probability density would describe the correlation be-
tween the positions of two adsorbed, interacting molecules. From a set of probability
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densities it is possible to determine the average potential energy for an adsorption
system and even calculate thermodynamic properties. Additionally, combination of
probability densities creates a pair correlation function dependant on distance, like
g(~r). [Steele, 1974] Pair correlation functions not only describe the microscopic state
of a system, but when considered in terms of position and time (G( ~r, t)), they are
directly measured from experiments like neutron scattering. [van Hove, 1954]
2.5.3 Experimental Techniques
With the recognition that slow neutrons, with wavelengths on the order of atomic
distances, were able to not only probe atomic distances between nuclei but also trans-
fer energy to scattering nuclei, it became necessary to develop theory that described
the neutron-nucleus interaction for a wide range of neutron energies. In 1954, van
Hove did so by approximating scattering interactions by using the time-dependant
pair distribution function, G( ~r, t). From this work, it follows that one can use neu-
tron scattering data to verify pair-distribution functions that theoretically describe
a system of interacting particles in terms of space and time (dynamics) and at t=0
(structure).
Comparison of Crystallographic Methodologies
All scattering experiments measure provide direct access to g(~r). Use of electrons in
low energy electron diffraction (LEED), x-ray diffraction and neutron diffraction are
all valid ways to study the structure of solid matter. All are elastic and coherent in
nature, and x-ray and neutron diffraction techniques obey the kinematic theory of
diffraction, which simplifies solving/refining the diffraction patterns. LEED diffrac-
tion patterns are complicated by the innate multidiffraction events due to the degree
at which the electrons interact with the matter of the scattering system. Addition-
ally, LEED also requires ultra high vacuum (UHV) conditions so the equilibrium
pressure of the adsorbed film must be very low or nonexistent. As a result, not only
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are LEED experiments limited small regions in the temperature-coverage phase di-
agram, but they are also not performed in thermodynamic equilibrium. Conversely,
techniques involving x-ray and neutron diffraction may involve pressures of any value
as long as the sample cell can withstand the pressure. An advantage of LEED tech-
niques is that it utilizes large single crystals that results in an increase in the domain
size, where as most experiments utilizing x-ray or neutron diffraction require the use
of powders for physical adsorption work. While neutron and x-ray diffraction are
complimentary techniques due to the fact that neutrons probe the position of the
target nucleus and x-rays interact with the electrons of the scattering atom, there are
two major advantages to neutron over x-ray and electron diffraction. First, neutron
diffraction is sensitive to the position of H atoms (as defined by D atoms). Secondly,
neutron scattering techniques (for diffraction and dynamics) are a gentle probe, due
to the neutral nature of the neutron involved, as compared to the ionizing radiation
of x-rays or the strongly interacting electrons. [Pynn, 1990], [Bienfait, 1980] Also,
neutrons are highly penetrating so one can perform spectroscopic measurements on
systems that were otherwise impossible to do using infared spectroscopy.
Neutron Diffraction
Structural information of solids is provided by neutron diffraction, which is defined
as elastic coherent neutron scattering. The degree at which a neutron interacts with
the nucleus of an atom is described by the scattering length, b, or more specifically
bcoh for coherent scattering. Since b is affected by the nuclear spin states, each
atomic isotope has a value of b and may have positive or negative values. If b is
positive then the scattered neutron experienced a repulsive potential by the scattering
nuclei, but the sign of b is not important since the sum of b2 for all scattering nuclei
is proportional to the intensity of a Bragg peak. [Squires, 1996] In order to use
neutron diffraction to study hydrogenous materials, all 1H (bcoh=-3.741×10−5 Å)
should be isotopically substituted with 2H (or D with bcoh=6.671×10−5 Å), as the
coherent scattering length of D is greater and the incoherent scattering length of 1H
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(binc=25.274×10−5 Å) is large enough to contribute significantly to the background.
[Sears, 1992] Finally, from neutron diffraction alone, it is not possible to determine
the adsorption site of the molecule, and it is necessary to use other neutron scattering
techniques and computational modeling to determine the precise adsorption site,
but symmetry arguments and the nature of the substrate can provide some intuitive
sense. In the case of small carbon based molecules like C2D4, neutron diffraction a
suitable choice for solid monolayer studies.
Incoherent Neutron Scattering
As opposed to neutron diffraction, incoherent neutron scattering can utilize samples
containing H, D, or a combination, but the recorded intensity of H containing samples
versus D substituted samples is much greater. Also, incoherent neutron scattering
(i.e., neutron spectroscopy) is the double Fourier transform of G( ~r, t) in space and
time. Therefore, the resulting spectrum is Q and energy dependant. With respect
to the scattering function (Ss( ~Q, ω)), it is based on probability distributions that
correlate the position of the same nucleus at different times (self correlation). The
incoherently scattered neutrons can be elastically scattered, and this region of the
neutron scattering spectrum is referred to as the elastic line. See Figure 2.30. Near
the elastic line, Ss( ~Q, ω) consists of three parts as described by the convolution of
three components:
Ss( ~Q, ω) = S
trans
s ⊗ Srots ⊗ Svibs (2.39)
which represent uncoupled translational, rotational and vibrational motion within
the scattering system. [Dianoux, 1992] Such motions are associated with various
energy transfer values between the neutron and atomic nucleus. The inelastic line
represented in Figure 2.30 originates from atoms that vibrate periodically with a
fixed frequency and corresponds. Such motion requires that energy is transferred
between the neutron and nucleus. [Carlile, 1988] The observed transitions are either
changes in vibrational (10–4000 cm−1) or rotational (0.5–10 cm−1) states of adsorbed
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Figure 2.30: Pictograph of incoherent neutron scattering spectrum illustrating the
three energy transfer regions found in incoherent neutron scattering near the elastic
line. Image taken from Carlile. [Carlile, 1988]
molecules. [Thomas, 1982] The quasielastic region depicted in Figure 2.30 is due to
the random motion of adsorbed molecules on a given substrate caused by the diffusion
of atoms from one site to another, which is not necessarily molecular adsorption site,
as in the case of rotational diffusion. In rotational diffusion, the molecule’s center of
mass remains fixed as it rotates. [Carlile, 1988] For these diffusive motions, the energy
transfer range and momentum transfer range are 0.1< ω >5 cm−1 and 0.1<Q<5 Å−1.
From the quasielastic neutron scattering (QENS) spectrum, the diffusion constants
can be extracted based on the width of the QENS peak. However, it is important to
know the timescale (τ) in order to differentiate the type of diffusional motion, which





The diffuse rotational and translational motions can occur on the same timescale,
but not necessarily simultaneously. Another way to differentiate between the two is
to consider the system at t→∞. G( ~r,∞) = 0 in systems with translational motion
where as rotational motion will have an elastic component since the molecule’s center
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of mass is stationary. [Thomas, 1982]
Elastic Incoherent Scattering Response
The elastic component in neutrons spectroscopy has additional uses, but first, it
should be noted that ∫
Ss( ~Q, ω)dω ≡ 1. (2.41)
when integrating over all energy transfers. [Dianoux, 1992] Therefore, any change in
the intensity of the elastic line (Iel) as a function of temperature must be accounted
for in another region of the spectrum. As a consequence, if one is only monitoring
Iel as a function of temperature, then any loss of the intensity can not be assigned
to a specific motion since other regions of the spectrum were not recorded. Such a
measurement in neutron scattering is referred to as elastic incoherent signal response
(EISR) and any inferences as to what is occurring in the system must be based on
the temperature region, Q, or τ of the measurement. Different regions of Q and
τ only accessible through use of multiple neutron scattering instruments. Time
of flight spectrometers access τ on the order of 10−11 s, where as backscattering
crystal analyzers operate in the region of 10−9 s. Measurements taken on slower
timescales are accompanied by higher energy resolution and a consequential loss of
overall intensity. [Carlile, 1988] One should also keep in mind that fast neutrons are
not sensitive to slow moving nuclei because they are immobile relative to the neutron
speed.
2.6 Molecular Modeling
The general M-M and M-S interactions were reviewed in Section 2.3 on page 25. As
demonstrated by the discussion of various surface models, it is necessary to select the
appropriate surface type for computational studies, as well as an accurate potential to
describe the M-M and M-S interactions and (ultimately, even the lateral interactions
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within an adfilm). Force fields are used in computational studies to account for these
interactions.
2.6.1 Force Fields
Force fields describe the nonbonded (i.e., dispersion forces) and bonded (an atom’s
chemical environment) using a set of constants that are either experimentally or
quantum-mechanically determined. Typically, nonbonded forces are described by
the Lennard Jones and Coulomb potentials for the van der Waals and electrostatic
interactions, respectively. For practicality’s sake, force fields must be generalized
enough so that they may be transferable from atom to atom or molecule to molecule,
but there are some force fields that have been optimized for certain systems. The
COMPASS (Condensed-phase Optimized Molecular Potentials for Atomistic Simu-
lation Studies) force field is ideal for polar molecules (organic and small inorganic
molecules) and has been updated to include applicability to metal oxides and metal
halides. The force field itself is ab initio based and has been shown to accurately
predict gas phase and condensed phase properties. Even though some parameters
of the COMPASS force field were derived from ab initio data, it was still necessary
to optimize it using empirical information (e.g., van der Waals forces), and it was
validated upon its ability to calculate properties of pure, bulk substances. While
force fields continue to advance, they were developed for molecular mechanics, which
was once termed “force-field methods”. [Leach, 1996], [Hinchliffe, 2003]
2.6.2 Molecular Mechanics
Molecular mechanics (MM) is the application of classical mechanics to molecular sys-
tems to determine, for instance, equilibrium structures of molecules. MM employs the
use of a particular force field and thus works on the basis of the Born-Oppenheimer
approximation. Simply said, MM operates on the basis of “energy penalties” associ-
ated with different conformations while typically looking for the lowest energy state.
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The changes in configuration are decided by an algorithm to efficiently find minima.
More advanced algorithms reduce the possibility of confusing a local minimum for
the global minimum. [Leach, 1996], [Hinchliffe, 2003]
2.6.3 Molecular Dynamics and Monte Carlo Methods
MM is often referred to as “energy minimization” as it does not consider zero-point
motion and only predicts minima on molecular potential energy surfaces. Molecular
dynamics (MD) also utilizes classical mechanics to predict when and where molecules
or atoms will collide based on the forces described by Newton’s laws and the in-
termolecular interactions as determined by the applied force field. MD is usually
performed with constant number of bodies, constant volume, and constant energy
(NVT ensembles), but can also use NVT or NPT ensembles, where T and P are
temperature and pressure, respectively.
Monte Carlo (MC) simulations do not take into consideration the mass and ve-
locity of an atom or molecule but use random number generations to place the rigid
body in various places on the molecular potential energy surface and then calculates
the potential energy (V ). One of the first advanced MC methods developed is the
Metropolis technique which follows a simple procedure. Before moving the rigid body
(as dictated by the random number generator), the energy change to execute said
move is calculated. If ∆V is less than zero, then the move is allowed. However, if
∆V is positive, there is still a chance that the rigid body is allowed to move. The
decision to move under the condition that ∆V is greater than zero is based on a





is greater than another random number between 0 and 1, then the move is allowed.
When any move occurs, the Boltzmann factor and potential energy contribution
is added to its respective running sum. With or without the Metropolis method,
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MC simulations use the sum of the Boltzmann factors and potential energies for N
completed trials for statistical thermodynamic calculations. [Leach, 1996], [Hinchliffe,
2003]
Both MD and MC methods can use a periodic box to provide for a constant
volume parameter (in order to use ensembles), allow the bodies within the box to
always be counted (as opposed to a non-periodic box), and reduce the number of
pairwise calculations. The third task is accomplished by instituting a cutoff dis-
tance by only calculating the potential energy between bodies that exist within a
given sphere. The larger the sphere, the more “accurate” the final result. [Leach,
1996], [Hinchliffe, 2003] The output of any simulation can than be used as input for





In order to experimentally probe physical adsorption, one needs to employ methods
that enable the investigation of adsorption effects on a macroscopic, as well as a
microscopic level. In this work, two types of experiments were performed: thermo-
dynamic (macroscopic) and neutron diffraction and scattering (microscopic) exper-
iments. Such experiments benefit from subsequent comparison with computational
investigations in order to explore the system at a molecular level.
3.1 Substrate Synthesis and Preparation
Before performing the aforementioned experiments, it is first necessary to prepare
suitable substrate materials. Single faceted magnesium oxide nanocube powders are
reproducibly synthesized in tens of gram batches with a small size distribution (typ-
ically 250 ± 50 nm edge length) and few impurities ('5 ppm Mn2+) by a patented
method that uses magnesium vapors to produce MgO “smoke”. [Larese and Chinta,
2005], [Freitag and Larese, 2000], [Kunnman and Larese, 2001] As compared to com-
mercially available MgO powders, Kunnman-Larese MgO powders do not have the
typical transition metal contaminants (cobalt, chromium, and iron). It follows that
Kunnman-Larese MgO powders are far superior for adsorption and neutron experi-
ments since the data generated using these powders can be directly used to build and
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evaluate theory as it is difficult to computationally account for “real world” variables
like impurities and other defects.
Once the MgO powders are produced, they are stored under Ar in desiccators
to prevent further hydroxylation by atmospheric water and the eventual irreversible
destruction of the cubic architecture (Figure 3.1). As discussed earlier in Section 2.3.2
on page 39, annealing the powders in vacuo assures that the equilibrium MgO(100)
face is homogenous and essentially defect free. For this process, a quartz tube with
a 3/8 in. kovar graded seal is used as a vessel for the MgO powder. Once filled with
an adequate amount of MgO, a quartz wool plug is placed in the kovar portion of the
graded seal to protect the valve and pumping system from powder infiltration. After
the quartz tube and valve assembly has been leak-checked with a Pfeifer Vacuum
Helium Leak Detector, Model HLT260 (leak rate ≤ 9×10−10 sccs or standard cubic
centimeters per second) and degassed at room temperature, then the MgO is ready
for heat treatment under an active vacuum. A Lindberg BlueM tube furnace (Model
TF55035A-1) is programmed with a slow ramp to 300◦C (2 hours and wait 1 hour
to remove physisorbed molecules) followed by a faster ramp to 950◦C (4 hours). The
final temperature is maintained for at least 36 hours with continuous pumping ('10−7
Torr) used throughout the heating duration. Afterwards, the sample is allowed
to cool over the course of a few hours under a static vacuum. At this point, the
powders are handled in a glovebox filled with ultra high purity (UHP) Ar. To
guarantee the purity of the Ar atmosphere, a 40 W (27 Ω) General Electric light bulb
with an exposed filament remains lit for one day prior to handling the powders (an
even after), which indicates the atmosphere within the glovebox has less than 10−1
ppm H2O. [Mao et al., 1997] The sample cell for the desired experiment (adsorption
isotherms or neutron scattering) is then filled with an appropriate amount of MgO
so that the sample cell, also equipped with a quartz wool plug, is full but not over
packed. Overfilling the cell compresses the granules of MgO, creating an undesirable
long gas equilibration condition and may also produce a capillary action effect. After
leak checking the sample cell (leak rate < 5×10−10 sccs), the final assurance of sample
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Figure 3.1: Long exposure times to the atmosphere cause rounding of the cube
edges due to the incorporation of hydroxide into the MgO lattice. Heat treatment
of rounded cubes causes terracing at the edges and increases the preponderance of
edge effects in physical adsorption isotherms.
quality is acquired by performing a “calibration” adsorption isotherm at liquid N2
temperatures ('77.4K) with CH4. From the adsorption isotherm, the total surface
area of the sample is determined and a qualitative assessment of the size distribution
is possible. Also, any small leaks would become readily apparent. In the case of a
sample for a neutron experiment, the dead space of the cell is not determined. As
a result, the monolayer capacity is found and reported in terms of Torr cm3. If the
sample will not be used immediately, the sample cell is backfilled with UHP Ar to
ensure that the substrate does not degrade over time.
3.2 Adsorbate Purification
Prior to the adsorption experiments, it is necessary to further purify the ethylene
gas. Purification of Matheson Research Grade C2H4 (99.99% pure) is accomplished
by transferring the gas to a stainless steel vessel by creating a cold sink with liquid
N2 and subsequently performing multiple freeze-pump-thaw cycles. Obviously, im-
purities like H2 are readily removed from the condensed C2H4 because they remain
in the gas phase. Impurities such as O2 and CH4, which condense above liquid N2
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temperatures, are removed during the thaw portion of the cycle when the outer edges
of the condensed C2H4 melts. As the C2H4 becomes more pure, the vessel pressure
decreases at the initiation of the pump stage. During the thaw phase of the purifi-
cation cycle (i.e., melting initiated by removal of liquid N2 bath), the pressure of the
vessel increases more slowly with each progressive thaw and sustains a pressure of
4×10−4 torr before the valve to the vessel must be closed. Once the initial pressure
of the pump cycle becomes constant (circa 4×10−7 Torr), purification is complete.
As for the CH4 gas (UHP 99.999%, National Specialty Gas), it was not necessary to
purify it due to its high purity.
3.3 Thermodynamic Experiments
Following the “calibration” adsorption isotherm of CH4 on MgO, a series of thermo-
dynamic experiments for C2H4 adsorption onto MgO was conducted between 83–135
K using high resolution adsorption isotherms from five separate samples from a sin-
gle batch of MgO. The mass of each sample was between 0.30 and 0.20 g, as best
determined by a double beam balance, which is less precise than a digital balance.
The following subsections outline the principles of operation of the high resolution
volumetric adsorption apparatus and the experimental details of the data presented
in the following Chapter.
3.3.1 Equipment
In the past, adsorption isotherms were difficult to accurately record with high resolu-
tion because the gas was introduced to the sample by hand and mercury manometers
were used to measure the pressure. As time progressed, automated gas adsorption
equipment became commercially available; however, the instruments lacks resolution,
particularly at low pressures (i.e., low coverages). An automated high resolution vol-
umetric adsorption apparatus has been developed within the Larese group which is
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Figure 3.2: Block diagram of the high resolution volumetric adsorption apparatus.
The sample is connected to the GHS by 1/4” stainless steal tubing. All remaining
connections are electrical. The cryogenic equipment is represented as one unit, and
the sample cell is in direct physical contact with the second stage of the expander.
able to accurately record the pressure in the low coverage region with high resolu-
tion. The details of the apparatus can be found elsewhere, but it will be briefly
described here along with the exceptions implemented for the experiments. [Mursic
et al., 1996] Figure 3.2 is a basic block diagram of the apparatus, which consists
of six main components: gas handling system (GHS), GHS controller, sample cell,
cryogenic equipment, temperature controller, and computer outfitted with a LAB-
VIEW (National Instruments) based program to drive apparatus operation called
iSo iMac. During an adsorption isotherm, iSo iMac monitors the gas pressure via a
capacitance manometers and manages the pressure with computer controlled valves.
Also, iSo iMac records the temperature of the sample.
Gas Handling System: Design and Operation
The basic design of a typical GHS is shown in Figure 3.3. The three high resolution
manometers (M1, M2 and M3) are characterized by the maximum readable pres-
sure: 1.04 Torr, 10.4 Torr, and 104 Torr. The manometers themselves (MKS Type
690 Absolute), are variable capacitance diaphragms and have a resolution of 1×10−6
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Figure 3.3: Block diagram of a typical GHS interfaced with a sample. Here, M1,
M2, and M3 are capacitance manometers. The manometers, V1-4 (valves 1-4), and
PV (proportional valve) are wired into the GHS controller and are described in the
text. The needle valve (NV) is manually adjusted to the desired pumping speed.
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Torr. The low pressure side of the sensor is outgassed and sealed permanently. The
resolution of each manometer is limited by the 16 bit translation of the measured
capacitance in iSo iMac to a digital reading (e.g., 1.586914×10−5 resolution for a
1.04 Torr manometer). The desired manometer, selected based on the maximum
expected vapor pressure of an adsorption isotherm, is used by opening the manual
valve preceding the manometer. The other manual valve of importance is the needle
valve (NV) which controls the rate at which gas is pumped out of the calibrated
volume (Vcal), represented by the thicker lines. The calibrated volume is typically
around 40 cm3 for standard gas adsorption experiments. The computer actuated
valves include the proportional valve (PV) and valves 1-4 (V1-V4) and all are nor-
mally closed. The PV, which is a flow controller, opens by a fractional amount that
is proportional to the voltage supplied, and V1-V4 are air actuated (on-off) bellows
valves that is driven by a pneumatic solenoid. The function of the PV is to open a
percentage of its maximum capacity to let small amounts of gas into the reservoir
between PV and V2. Before V2 opens, PV closes so as to not overpressure the Vcal.
After V2 opens and closes, V3 opens to slowly reduce the pressure of the Vcal; where
as, valve 4 (V4) opens directly to the vacuum system to quickly pump out the GHS.
Valve 1 is opened to introduce gas to the sample or pump gas out of the sample cell.
As the block diagram in Figure 3.3 indicates, the volume behind V1 (5 cm3) much
smaller than Vcal.
Before the GHS can be used to perform an automated adsorption experiment,
some preparations are required. One must thoroughly pump out the Vcal and the
sample cell (over a period of 12 hours to a base pressure around 10−8 Torr) and ensure
that the gas reservoir behind V2 and PV is evacuated. Once accomplished, V1 may be
closed and the sample cooled to the desired temperature (typically 1.5 hours to cool
and 1.5 hours to reach thermal equilibrium). At this point, an adsorption isotherm
may be performed using iSo iMac after setting a few parameters. The parameters
are discussed in Section 3.3.2, but the basic sequence is as follows. Working in
conjunction, PV, V2, and V3 open and close in order to introduce a predetermined
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pressure of gas, pi, into Vcal. When pi is attained, V1 opens and gas begins adsorbing
to the sample. V1 remains open until equilibrium is reached, that is, until the number
of gas molecules adsorbing to the substrate are equal to the number of gas molecules
desorbing from the substrate. Before V1 closes, the equilibrium pressure (pf ) is
recorded. At this point, the cycle starts again by introducing more gas into the Vcal.
Sample Cell
As noted above, the volume of the sample cell and associated tubing (including a 1/8
in. stainless steel capillary tube) behind V1 is approximately 5 cm3, as determined
by He gas expansions from the Vcal. The sample cell has a relatively small volume
(Figure 3.4) and is fabricated from oxygen free highly conductive (OFHC) copper.
The use of OFHC copper promotes efficient thermal transfer (thermal conductivity
of 401 W m−1 K−1 at 300 K 647 W m−1 K−1 at 70 K) and is known to be less
likely to leak at lower temperatures. [Lide, 1995]) Figure 3.4 also depicts the 0.04
in. diameter indium wire gasket used to create a leak tight seal between the sample
cell base and lid by cold welding (or compression bonding), which is accomplished
by systematically tightening the screws. The sample cell is considered “leak tight”
if it can be helium leak checked to a flow rate ≤ 5×10−10 sccs.
Cryogenic Equipment: Cooling, Monitoring, and Controlling
Once the OFHC sample cell is assembled, it is mounted to a plate on top of the second
stage of a two stage helium displex (APD DE-202) used in conjunction with a closed
cycle helium compressor (APD HC-2). Figure 3.5 illustrates this set up. Good
thermal contact between the sample cell and displex is ensured by the use of silicon
vacuum grease and screws to physically hold the sample cell in place on the stage
plate. A resistance heater (OFHC copper block containing two 100 Ω carbon resistors
connected in parallel and secured with Emerson & Cummings Stycast 2850FT Black
Epoxy) is mounted to the underside of the stage plate. The top of the displex’s second
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Figure 3.4: OFHC sample cell for high resolution volumetric adsorption isotherm
apparatus. The cell lid with indium gasket is on the right. The stainless steal 1.8 in
capillary tube is connected to the underside of the cell on the left.
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Figure 3.5: Mounted sample cell for high resolution volumetric adsorption isotherm
apparatus. The interface ring stabilizes the capillary tube. The upper radiation
shield and upper vacuum jacket are not pictured for clarity. The copper block on
top of the cell holds a silicon diode thermometer.
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stage, just below the stage plate, is outfitted with a calibrated platinum resistance
thermometer (Rosemount, serial number 28397) for temperature control. A second
thermometer (LS Diode #10) is mounted to the top of the sample cell to provide a
gauge for the temperature gradient across the sample. The average offset between the
two thermometers in liquid N2 is 0.42±0.03 K and 1.58±0.11 K at room temperature,
which translates to a typical temperature gradient across the sample cell of 0.8 K or
less. The thermometry and heater are wired to a temperature controller (Neocerra
LCT-21) that utilizes PID (proportional, integral, derivative) settings and a 50 W
heater to regulate the temperature to within 2 mK of the desired set point. Before
the sample can actually be cooled, the vacuum jacket containing the sample cell is
typically evacuated until a pressure of approximately 6×10−6 Torr is obtained (i.e.,
pumping on the jacket overnight). Once the sample has been cooled, again with V1
closed, an adsorption isotherm may be performed.
3.3.2 Parameters and Metrics for Adsorption Isotherms
Before executing an adsorption isotherm experiment several important parameters
must be decided and entered into the iSo iMac control program. The initial dose and
subsequent doses (referred to as pi on page 78) are set according to the purpose of
the isotherm. While smaller dose sizes result in shorter equilibration times and more
finely spaced set of data points, too small of a dose size may result in a decrease in
the signal to noise ratio. For CH4 and C2H4 adsorption the typical dose size was 0.5
Torr and 0.3 Torr, respectively. Assuming the selected dose sizes are small enough
to resolve any small features that might appear in the adsorption isotherm, the data
can be mathematically interpolated to smooth the curve by pin point outliers. The
other essential parameter, scatter, determines when the current dose is finished, that
is to say when the molecules in the gas phase above the surface and the molecules
on the surface are in equilibrium. The exact nature of the scatter (or equilibration)
algorithm was developed by the group leader and as such is privileged information.
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Essentially, the equilibration algorithm is based on a forecasting routine that mon-
itors the pressure changes during the experiment. The associated parameter, δ,
enables the user to set the “equilibration” using either the mean fluctuation of the
pressure signal or to a time period instead. For CH4 and C2H4 adsorption isotherms
using the mean method was used with δ was set to 0.0005 and 0.0002, respectively.
After starting an adsorption isotherm experiment, a few metrics are employed
to determine when the experiment is complete and thus if the resulting adsorption
isotherm is valid. For an adsorption isotherm to be deemed “complete”, the sat-
urated vapor pressure must be reached (or at least be closely approached). Once
the equilibrium pressure (pf ) begins to fluctuate about a central value or changes
in a series of pf values are due to the small fluctuation in room temperature, the
isotherm is stopped. At that point approximately 3600 Torr cm3, using a number
of small doses to avoid condensation in the stainless steel capillary, is adsorbed by
the sample and the equilibrium pressure is the recorded as the SVP. In some cases
condensation of the gas in the stainless steel capillary does occur, and then the SVP
can be estimated using the greatest pf from the recorded adsorption isotherm and
the thermometer settings. In principle, a simple functional fit (like an asymptotical
function) could be used to predict the SVP; however, its accuracy is of questionable
validity if the functional form of film growth as it approaches bulk like behavior
requires microscopic knowledge of the film growth process.
Once the adsorption isotherm experiment is complete, and the SVP is deter-
mined, the temperature control is verified to be around ±1.5 mK per the platinum
thermometer. For the thermometer mounted atop the sample cell, the temperature
variation when the dose size is kept small and constant is less than ±6 mK. Note that
increasing the dose size results in a larger rise in temperature at the top mounted
thermometer only by introduction of warm gas. The SVP can also be used to gain
additional information about the sample temperature since this “gas thermometer”
can be compared to the experimental history of the pressure/temperature relation-
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Table 3.1: Antoine parameters for CH4 and C2H4.
Gas Temperature Range [K] A B C
CH4 90.99–189.99 3.98950 443.028 -0.49
C2H4 149.37–188.57 3.87261 584.146 -18.307
ship as well as to Antoine’s Equation (Equation 3.1)
log(p[bar]) = A− B
(T[K] + C)
, (3.1)
where A, B, and C are experimentally determine parameters and p and T are pressure
in units of bar and temperature in units of Kelvin, respectively. In the case of
the CH4 adsorption isotherms at 77 K, the SVP should be around 9.5 Torr, based
on experimental observations. As noted above, the Antoine parameters can also
be used to determine the “actual” temperature for CH4 isotherms around 77 K
using Equation 3.1 and Table 3.1. [WebBook, 2009] The Antoine correction is valid
here because functional relationship between temperature and pressure does not
appear to change significantly. The plot in Figure 3.6 also verifies the accuracy
and reliability of the calibrated platinum thermometer. In the case of the C2H4
adsorption isotherms, where the Antoine parameters are well outside the range of
the published thermodynamic studies, the Antoine parameters should not be used
to gauge the sample temperature. Figure 3.7 illustrates this point. With decreasing
temperature, the difference between the predicted temperature (TAntoine) and the set
point temperature (Tsp) decreases in magnitude with a linear relationship. Such a
pattern indicates that the function form of the Antoine relationship is unreliable in
this temperature region.
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Figure 3.6: Comparison of Antoine predicted temperatures and temperature set
points (Tsp) for various CH4 adsorption isotherms. The offset between the tempera-
ture set point and the predicted temperature is less than 1 K.
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Figure 3.7: Comparison of Antoine predicted temperatures (TAntoine) and tempera-
ture set points (Tsp) for various C2H4 adsorption isotherms.
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3.4 Neutron Scattering Experiments
The thermodynamic experiments previously described not only provide a macro-
scopic view of a physical adsorption of a molecule onto a substrate, but they also
serve as a “road map” for the neutron scattering experiments primarily by provid-
ing a sense of coverage (nominal coverage based on the C2H4 monolayer capacity
on MgO) and insight into the phase diagram of the system under study. Histori-
cally, adsorption isotherms have been aids in the discovery of regions in temperature
and coverage where neutron scattering experiments could be performed to assist in
building a microscopic description of the adsorbed film behavior. Neutron scatter-
ing techniques are well recognized as valuable probes of the structure and dynamics
of condensed matter systems. The production of neutron beams by either acceler-
ator (spallation) or reactor sources offers the use of neutrons in the thermal and
epithermal range with neutron beams with both steady state and pulsed character.
3.4.1 Equipment
The equipment used for the thermodynamic experiments is similar to the equipment
needed for the neutron scattering experiments. The GHS and computer interface are
essentially the same, but there is no need for high resolution manometer or recording
the sample temperature (as the computers for the neutron instrumentation controls
and monitors the sample and cryostat temperatures). One major difference between
the thermodynamic and neutron scattering experiment is the cryogenic equipment.
For example if structural determination using diffraction is the objective, lower tem-
peratures are required hence a liquid helium filled orange cryostat is used, which is
capable of sustaining temperatures less than 4.2 K. The basic design and operation of
the orange cryostat may be found else where. A change in the cryogenic equipment
is not the only reason for a different sample cell design. The sample cell must also
be compatible with neutron scattering beam characteristics (i.e., cross section) to
ensure the greatest amount of material is in the neutron beam (so as to increase the
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Figure 3.8: Aluminum neutron sample cell (center) with OFHC copper lid (left)
connected to valve 1 (V1) by a capillary tube with 1/4 inch tube adapter (right).
The lid sealing face meets the cryostat insert vacuum jacket sealing face and is sealed
with an indium compression bond.
scattering intensity). The typical sample cell is made of aluminum due to the low
scattering cross-sections (1.495 barn coherent and 0.0082 barn incoherent) and low
neutron absorbing cross-section (0.231 barn) with a cylindrical shape (∼10 cm high
with ∼4 cm diameter) which accommodates 7–15 g of MgO powder. [Sears, 1992]
Figure 3.8 shows a typical sample cell. Note that the lid is made of OFHC copper,
and the sample cell is also sealed using a 0.04 in. diameter indium wire gasket. The
capillary tube is much longer (at least 3 ft), and its length is dependant on the set up
and design of the orange cryostat interfaced with a given neutron scattering instru-
ment. To prevent the adsorbate gas from condensing or freezing in the capillary tube,
it is isolated from the cryostat environment by 1/2 in. diameter aluminum tubing
that serves as an adjustable, insulating vacuum jacket. The capillary tube is also
wrapped with a cotton coated manganin resistance wire heater (150–200 Ω) that is
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non-inductively wrapped along the capillary tube length. The spacing of the heater
is such that the greatest amount of heat is applied to the coldest part of the capillary
fill line. The details of the cryostat insert can be found elsewhere. [Koehler(III) and
Larese, 2000] Once the sample cell is mounted onto the cryostat i‘n‘sert and the
vacuum jacket is evacuated, it can be safely inserted into an orange cryostat. Gas is
dosed in a procedure similar to that of the adsorption isotherm, except the aliquots of
gas added is determined based on the CH4 monolayer capacity of the neutron sample
and by using the ratio of the monolayer capacity of CH4:C2H4 as determined from
the thermodynamic experiments. This ration was found to be 1.218 for isotherms at
77 K and 95 K, for the respective molecules.
3.4.2 Diffraction Experiment Details
The neutron diffraction work was performed using OSIRIS, a time of flight (TOF)
instrument, in the diffraction mode at ISIS, Rutherford Appleton Laboratory, UK.
TOF structural measurements exploit characteristic time that a neutron of a par-
ticular energy/wavelength of the incident upon the sample will arrived at a fixed
detector so as to identify this neutron with a different d-spacing in the crystal lat-
tice, as opposed to using neutrons with fixed incident energy and collecting data at
all scattering angles at once. The structural measurements are accomplished by first
recording a background diffraction pattern of pristine MgO at 4.2 K (drange 1–9 or
12.57–0.75 Å−1). A calibrated amount of deuterated ethylene gas was then added at
140 K in order to obtain a nominal surface coverage of 0.9 monolayer, which is based
on the monolayer capacity of the neutron sample. After annealing the sample for
approximately 1 hour at 140 K, the cell was cooled (∼ 1 K min−1) 140 K to 4.2 K.
A second diffraction pattern was collected at 4.2 K (drange 1–4 or 12.57–1.05 Å−1).
The diffraction pattern used for analysis has the MgO background subtracted. The
individual diffraction patterns were reduced (normalized and resolution function cor-
rected with empty vanadium can) using Arial (the data reduction package at ISIS).
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The background substraction was performed using Kaleidagraph. A second partial
diffraction pattern for θ = 0.7 was also collected.
3.4.3 Elastic Incoherent Experiment Details
As noted earlier, neutron scattering experiements are also valuable for character-
izing the dynamics of condensed matter systems. Elastic incoherent scattering re-
sponse (EISR) scans at various C2H4 coverages were performed using the High Flux
Backscattering Spectrometer (HFBS) at NIST Center for Neutron Research (NCNR),
Gaithersburg, Maryland using the temperature range of 5–180 K and a warming rate
of 0.3 K min−1. Elastically scattered neutrons were collected at several values of mo-
mentum transfer between 0.47 Å−1 ≤ Q ≥ 1.75 Å−1 with an incident energy of 2.08
meV and a resulting 0.6 µeV energy resolution (at the elastic position). Using these
settings, HFBS is sensitive to dynamic fluctuations on the nanosecond timescale.
The DAVE software package (developed by the NCNR for neutron data reduction
and visualization) was employed to calculate the mean square atomic displacement
(MDS) at the lowest coverage (nominally 0.4 monolayer). [NCNR, 2008] All other
data reduction was performed with Kaleidagraph.
3.5 Computation
The thermodynamic and neutron scattering results provide much information to
characterize the behavior of molecules on surfaces. Computational modeling further
enhances our insight into the microscopic behavior of such systems. Materials Studio
4.1 (from Accelrys Software Inc.) is a suite of programs that provides an environment
to perform simulations for materials science research by offering visualization tools
and computational methods for modeling and simulation. Sorption and Forcite Plus
were utilized for understand the behavior of ethylene on MgO(100).
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3.5.1 Molecular Dynamics Simulations
Molecular dynamics simulations were performed using the Forcite Plus package, a
MM based package, by selecting the Dynamics calculation. The Dynamics calcula-
tions was performed using the NVT ensemble for run times of 100 ps starting at 150 K
and incrementally decreasing the temperature by 10 K. A final Dynamics calculation
was performed at 5 K. The temperature was controlled using the Nosé thermostat.
Each output, for a given temperature, consists of 1000 frames (i.e., 10 frames per
second). The input for the MD simulation was generated using the Sorption pack-
age. For this purpose, the Fixed Loading calculation (Metropolis MC method that
utilizes the NVT ensemble) was selected to place a given number of molecules onto
a substrate at (or in close proximity to) minimum energy sites on the substrate at
150 K for the MgO 1.5×8×8 supercell. Since the Fixed Loading calculation was
performed using Medium quality, it was then necessary to find the minimum energy
positions for the molecules on the substrate. The Forcite Geometry Optimization
was selected for these purposes. The output consists of 10 frames representing the
10 minimum energy configurations. The frame with the lowest energy was selected
as the input for the MD simulations.
3.5.2 Adsorbate Construction
A C2H4 molecule was built in the Materials Studio visualizer and geometry optimized
(i.e, minimum energy configuration) using the Forcite Plus Geometry Optimization
calculation, which employs the Smart algorithm. The resulting file was used as the
input molecule for all simulations.
3.5.3 Substrate Construction
The MgO(100) and graphite unit cells were imported into the visualizer and geometry
optimized using the Forcite Plus Geometry Optimization calculation. Then each cell
was cleaved so that the desired MgO(100) crystallographic face was projected in the
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z direction. A supercell was then created in order to increase the adsorption surface
area (1.5 unit cells in the z direction and 8 unit cells in the x and y directions).
Next, all but the top and bottom atomic layers (in the z direction) of the crystal slab
were constrained and the top and bottom atomic layers were geometry optimized in
order to relax the substrate surface. A periodic boundary box was created, with the
substrate in the center with sufficient vacuum space above and below the adsorption





4.1 Adsorption Isotherms Ethylene–MgO(100)
4.1.1 Wetting Behavior
There are two temperature regions of interest for the adsorption of C2H4 on MgO(100)
studies described here: below the bulk triple point (83 K ≤ T < 104 K) and above
the bulk triple point (104 K < T ≤ 135 K). Based on the comments in Chapter 2, it
is clear by inspecting Figure 4.1 that the isotherms at 83.00 K and 92.25 K are cases
of incomplete wetting. However, evaluation of the isotherm at 98.50 K using the
numerical derivative suggests that three layers discretely form and a more gradual
approach to bulk like behavior takes place (Figure 4.2). Thus, the method of wetting
is difficult to discern here because the µ-µ0 is very close to 0. From the progressive
adsorption isotherms, there is monotonic increase in the number of discrete layers
below the bulk triple point. In terms of µ-µ0, the phase of bulk C2H4 is transforming
with increasing temperature from solid below 104 K, solid-liquid-gas at 104 K, and
liquid above 104 K, it can be said that the adsorption isotherms are progressing along
the bulk region of solid–gas coexistence (i.e., the sublimation line). Therefore the
monotonic increase in the number of layers must be identified as layering transitions
with bulk triple point being the likely wetting transition temperature (TW = 104 K).
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Figure 4.1: A series of adsorption isotherms of C2H4–MgO(100) below the bulk triple
point. Half of the points are shown for clarity.
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Figure 4.2: Numerical derivative of adsorption isotherm for C2H4–MgO(100) at 92.25
K and 98.50 K as a function of reduced pressure. Reduced pressure was used to scale
the adsorption isotherm in order to show the existence of a third discrete layer at
98.50 K.
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Figure 4.3: A series of adsorption isotherms of C2H4–MgO(100) above the bulk triple
point. Half of the points are shown for clarity.
The wetting behavior above 104 K (Figure 4.3), it can be characterized by indi-
cating that the formation of bulk C2H4 occurs as the coverage increases continuously
through out the temperature range (100.00 K – 135.00 K). With progressively higher
temperatures, the discrete stepwise nature of the isotherms gradually disappears and
now the population of individual layers begins to become continuous (e.g., T=135.00
K for n =2). Such behavior indicates that the interface between the 2D film and 3D
gas is diffuse and broad (i.e., layers are no longer discretely formed) and that the
respective critical temperatures for each layer fall within this temperature interval.
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4.1.2 Monolayer Capacity and APM
Before determining the monolayer capacity and the APM for each C2H4 adsorption
isotherm, it was first necessary to determine the monolayer capacity of the CH4
adsorption isotherm performed for each sample so that the specific surface area may
be determined. See Section 3.1 page 71 and Section 2.2.2 page 17 for details and
Section A page 164 for results. Once the specific surface area is determined, the
monolayer capacity is determined using the Modified Point B method (Section 2.2.2
page 21) and the APM was then calculated using Equation 2.12. Figure 4.4 is a
comparison of the monolayer capacity for CH4 and C2H4 at various temperatures on
the same sample. The CH4:C2H4 ratios are 1:0.811 and 1:0.705 for C2H4 isotherms at
105.00 K and 135.00 K, respectively. Figure 4.5 shows how the APM (e.g., monolayer
capacity) of C2H4–MgO(100) varies with temperature. Generally, as the temperature
increases, the APM increases or the molecular density of the film decreases. The
average APM over the entire temperature range is 22.6±1.1 Å2 molecule−1.
4.1.3 Clausius-Clapeyron Analysis
Qualitatively, much may be said about the C2H4–MgO(100) adsorption isotherms,
but a more quantitative analysis uncovers detailed information that may be used to
directly infer the nature of the adsorbate-substrate interaction and, most especially,
compare it to other adsorbate-substrate pairs. As noted in Section 2.4.1 on page 46,
a Clausius-Clapeyron analysis of the adsorption isotherms facilitates the calculation
of ∆H(n−∞), ∆S(n−∞), and Q
(n)
ads. Figure 4.6 is the Clausius-Clapeyron plot for C2H4–
MgO(100). Note that the reference state of the y-axis is the natural log p(n) in units
of Torr. The resulting parameters (A(n) and B(n)) along with the temperature range
of the linear fit (∆T) and the coefficients of determination (R2) are in Table 4.1.
For n=∞, the data set associated with the SVP was divided into two parts at the
bulk triple point (104 K or 9.6×10−3 K−1) to account for the different bulk phases
(solid and liquid). All of the fits exhibit a high degree of linearity. In the worst cases
96
Figure 4.4: Comparison of adsorption isotherms on MgO batch 206B sample 2 for
CH4 at 76.50 K and C2H4 at 105.00 K and 135.00 K.
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Figure 4.5: APM dependance on temperature for C2H4–MgO(100) as determined
from the monolayer capacities.
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Figure 4.6: Clausius-Clapeyron plot for C2H4–MgO(100). The line through each
data set is the linear fit. The linear regression for the bulk phases were taken over
two regions corresponding the to the bulk solid (s) and bulk liquid (l).
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Table 4.1: Clausius-Clapeyron parameters for C2H4–MgO(100) system.
n=1 n=2 n=3 n=∞(s) n=∞(l)
A(n) 1973 1846 1853 2040 1833
B(n) 14.7 17.3 17.8 19.7 17.9
∆T [K] 85–135 85–130 98–127 85–103.5 105–135
R2 0.9926 0.9983 0.9980 0.9926 0.9986
(bulk solid and n=1), the linear behavior exhibited is roughly 99.3% of the data (i.e.,
it shows a linear correlation with T−1). Some of the variation is due to the error
associated with measuring very low pressures (p ≤1 mTorr).
Using Equations 2.23–2.25 and randomly eliminating portions of the data to de-
termine the error, the average values for ∆H(n−∞), ∆S(n−∞), and Q
(n)
ads were calculated
and appear in Table 4.2 with the error (based on one standard deviation). As ex-
pected, ∆H(n−∞) and ∆S(n−∞) approach zero with increasing film thickness with the
exception of ∆H(n−∞(s)), which should be greater than zero since it takes more energy
for a solid to transform to a gas (in contrast to a liquid-gas transition). Also, the









are 16.93±0.13 kJ mol−1 and 15.27±0.10 kJ mol−1, respectively. Considering that
the bulk C2H4 solid forms at T≤104 K and that in an adsorption experiment, thin
films near the bulk triple point are usually formed from liquid layers, Q
(∞(s))
ads is not
analogous with 3D sublimation and therefore should be less than ∆Hsub (Section 2.2,
page 31). All Q
(n)
ads are on the order of the ∆Hvap and support the approximation of
the bulk state by using the SVP.
The final portion of the Clausius-Clapeyron analysis is to calculate the Tn by
determining the intersection of the nth layer fit with the bulk solid SVP fit (Figure
4.6). Again, data were randomly eliminated to determine the error based on the
standard deviation. We find that T2 and T3 for C2H4–MgO(100) are 79.2±1.3 K
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Table 4.2: Thermodynamic quantities from Clausius-Clapeyron analysis for C2H4–MgO(100).
substrate layer ∆H(n−∞(s)) ∆H(n−∞(l)) ∆S(n−∞(s)) ∆S(n−∞(l)) Q
(n)
ads
[kJ mol−1)] [kJ mol−1)] [J mol−1 K−1] [J mol−1 K−1] [kJ mol−1]
1 0.52±0.17 -1.14±0.23 41.6±1.5 26.3±2.0 16.40±0.20
MgO(100) 2 1.62±0.17 -0.04±0.16 20.4±1.8 5.1±1.5 15.31±0.12
3 1.52±0.22 -0.14±0.14 15.5±2.2 0.02±1.2 15.40±0.12
and 98.4±0.9 K, respectively.
4.1.4 Isosteric Heat of Adsorption
As discussed at the close of Section 2.4.1 on page 46, the Clausius-Clapeyron expres-
sion does not provide a measure of the heat of adsorption as a function of coverage.
The isosteric heat, qst, facilitates this and can be calculated using two closely spaced
in temperature isotherms to approximated the differential in Equation 2.26. The re-
sult for 103.35 K is shown in Figure 4.7, which utilizes isotherms recorded at 103.00
K and 103.70 K of the fourth sample (see figure inset). Factors that effect the accu-
racy of the numerically determined qst are: temperature stability of the experimental
apparatus, the accuracy of the interpolation performed to obtain adsorption data at
the same coverage, and the accuracy of the dead space correction. One gauge of the
applicability of the numerical approach can be obtained by examining the behavior
of qst at high coverage in Figure 4.7. The qst even at ∼7 equivalent layers is roughly
15 kJ mol−1, which compares favorably with the ∆Hvap of 15.5 kJ mol
−1 at 112K.
At low coverage the qst heat exhibits two features in the submonolayer region (peak
values of '21.0 kJ mol−1 and '22.2 kJ mol−1) and a third feature representative
of the 2nd layer formation (peak near '16.2 kJ mol−1). The inset of 4.7 shows the
corresponding coverages to the qst maxima below two layers. The density of each
coverage represented in the inset is 0.0176 molecules Å−2 and 0.0417 molecules Å−2
for the 21.0 kJ mol−1 and 22.2 kJ mol−1 features, respectively. The more important
observation is the sharp decrease in the qst immediately following the said features.
Notice that the first drop (around θ =0.50) and second decrease (θ ≥1) are cover-
ages easily identified on the adsorption isotherms in Figure 4.7 inset where there is a
“leveling-off” of the vertical riser and essentially the completion of the various layers.
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Figure 4.7: Isosteric heat of adsorption for C2H4–MgO(100) at 103.35 K. Note the two
maxima in qst below monolayer completion. The inset depicts the isotherms used to
calculate qst at 103.00 K (solid line) and 103.70 K (dashed line) with the long dashed
lines representing the nominal coverage of the qst features below a monolayer. The
adsorption isotherms are from the fourth sample.
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Figure 4.8: The K2D versus reduced chemical potential for 106.00 K and 130.00 K.
The drastic change of the adlayer compressibility indicates there is a phase change.
4.1.5 Two Dimensional Compressibility
The K2D for each C2H4–MgO(100) adsorption isotherm was calculated using Equa-
tion 2.31 found in Section 2.4.3 on page 49. Figure 4.8 shows the two dimensional
compressibility for two adsorption isotherms at 106.00 K and 130.00 K which illus-
trate the contention by Larher that dramatic changes in the adlayer’s K2D can be
used to locate potential phase transitions. [Nardon and Larher, 1974] There is ob-
viously a dramatic change in the first and second adlayers between 106 K and 130
K. Unfortunately, evaluation of the K2D for the third layer is not possible because
the difference in chemical potential between the third layer and bulk is so small that
the associated K2D peaks are not discernible over a very narrow temperature range.
104
As seen in Figure 4.8, the shape of the sharp peaks are asymmetric. Two differ-
ent numerical fits were used to determine the FWHM of K2D peaks: gaussian and
lorentzian, because there is no applicable theoretical description of the functional
form to be used to fit the peak shape and manually measuring the full width at
half maximum height (FWHM) can result in inconsistencies. The process of fitting
the K2D peaks (plotted as a function of µ-µ0) for the second layer is pretty straight
forward, but this is not the case for the first layer K2D peaks. Figure 4.9 illustrates
that there is a gradual decrease in the film compressibility during film growing which
must be accounted for during the peak fitting process. In order to account for the
sloping background, the data in the region of the peak was first masked from the data
set and the remaining points were fitted using the interpolation fit of KaleidaGraph.
The resulting “background” interpolation fit was subtracted from the original data,
producing a symmetric peak. Figures 4.10, 4.11, and 4.12 are three prime examples
of subtracted K2D peaks at 98.50 K, 103.00 K, and 106.00 K from three different
samples. After performing the substraction, a small yet persistent feature appears
on the leading edge of the prominent K2D appears. With increasing temperature,
the smaller feature both broadens and moves closer to the main peak until at 106 K
when it coalesces with the main peak. The fit shown in Figures 4.10, 4.11, and 4.12 is
two gaussians. While the double gaussian doesn’t accurately describe the functional
form of the two peaks, it does provide a consistent method for tracking the FWHM.
A pair of lorentzians was also used to fit these peaks with approximately the same
uncertainty.
In order to find the location of potential phase transitions, the FWHM of each
layer is plotted as a function of temperature. Plots of this nature usually reveal that
there are two temperature regions (high versus low) with different linear relationships
between FWHM and T. The temperature at which these two lines intersect is used to
identify the transition temperature, and such is the case for the FWHM analysis for
C2H4–MgO. For the fits shown in Figure 4.13, the intersection occurs at 108.2±1.8
K and 116.4±0.8 K for the first and second layers, respectively. As an additional
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Figure 4.9: The K2D versus µ-µ0 for the C2H4 monolayer at 98.50 K and 106.00 K.
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Figure 4.10: The subtracted K2D versus µ-µ0 for 98.50 K in the region of monolayer
completion fitted with a double gaussian (black line). Note the broad feature centered
around -520 K. Isotherm performed using sample 1.
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Figure 4.11: The subtracted K2D versus µ-µ0 for 103.00 K in the region of monolayer
completion fitted with a double gaussian (black line). Note the broad feature centered
around -520 K. Isotherm performed using sample 4.
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Figure 4.12: The subtracted K2D versus µ-µ0 for 106.0 K in the region of monolayer
completion fitted with a double gaussian (black line). Note the narrow shoulder
feature near -510 K on the larger peak. Isotherm performed using sample 3.
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(and independent) check, the FWHM for the Gaussian FWHM results indicate that
the first and second layers undergo a phase transition at 109.0±1.4 K and 116.6±1.6
K, respectively. In the case of the submonolayer feature, there was more error in the
extracted gaussian and lorentzian FWHMs. Figure 4.14 shows the FWHM analysis
results for both gaussian and lorentzian FWHMs with the intersection temperature
at 99.85 K and 101.40 K, respectively so it is reasonable to say that another phase
transition occurs at a submonolayer coverage around 100 K.
4.1.6 Phase Diagram
As previously stated, the results from the FWHM analysis and the other thermo-
dynamic results can be used to develop a phase diagram from a series of C2H4–
MgO(100) adsorption isotherms. Figure 4.15 is a representative set of isotherms for
C2H4–MgO(100) from the various samples that have been scaled according to the
monolayer capacity of each isotherm. The points at which the isotherms cross in-
dicate that there may be a phase change. Figure 4.16 is the associated θ–T phase
diagram that is proposed for this adsorbate-substrate pair. The basis of the la-
bels come from the material discussed in Section 2.4.3 on page 48 and from the
calculations in the previous section. It should be noted that the phase diagram is
constructed much like a 3D P,T phase diagram only in this case by plotting coverage
(or film density) as a function of temperature. Sometimes comparison of different
adsorbate-substrate pairs can made difficult due to differing film densities. Note that
the phase
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Figure 4.13: FWHM analysis of the K2D for the first (n=1) and second (n=2) adlayer
over a series of isotherms for C2H4–MgO(100). Lorentzian fits of the K2D peaks are
the source of the FWHM data. Linear fits for the first and second layers over low and
high temperature ranges are used to identify the temperature of the phase transition.
Gaussian fits of the same K2D data set produced similar linear fits of the FWHM,
yielding respective phase transition temperature at 108.2±1.8 K and 116.4±0.8 K
for the first and second layers.
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Figure 4.14: FWHM analysis of the K2D for the submonolayer peak over a series of
isotherms for C2H4–MgO(100). Both double gaussian and double lorentzian FWHM
are provided. Due to the limited number of data and the larger error, there may be
a possible phase transition around 100 K.
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Figure 4.15: Adsorption isotherms of C2H4–MgO(100) from 85–135 K from various samples, as denoted by the number in
parenthesis. The isotherms are scaled in terms of θ by the monolayer capacity of each sample.
Figure 4.16: C2H4–MgO(100) phase diagram in terms of θ and T. The labels are
as follows: 1V = monolayer 2D vapor, 1L = monolayer 2D liquid, 2L = 2D bilayer
liquid, and F = 2D fluid. The significance of 1L? is discussed with in the text.
diagram has been proposed on the basis of these macroscopic (thermodynamic) re-
sults and the precise nature of the phases have not been verified by microscopic
means.
4.2 Neutron Diffraction Ethylene–MgO(100)
Neutron diffraction is one technique that is extremely useful for identifying the micro-
scopic nature of adsorbed films on substrates because it provides for the characteriza-
tion of the structure, range of spatial correlation, and the temperature dependance
of these quantities. The solid monolayer phase of C2H4–MgO(100), which has an
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extremely low partial vapor pressure (p < 10−4 Torr), can be probed using neutron
diffraction (coherent, elastic scattering). As discussed Section 3.4.2 on page 3.4.2,
subtracting the background pattern (MgO and aluminum can) from the pattern with
C2D4 adsorbed on to the MgO(100) reveals the diffraction pattern from the C2D4
monolayer (θ ' 0.9). The resulting diffraction pattern for C2D4–MgO(100) is in
Figure 4.17, which has a slight sloping background subtracted from it. The sawtooth
nature of the peak, e.g. Warren lineshape, is due to the 2D structure of the film, and
the Bragg peak appears at a Q value of 1.49 Å−1 which corresponds with a d-spacing
of 4.22 Å. Additionally, another diffraction scan was recorded at a coverage of θ=0.7
at 4.2 K on the same MgO sample. Figure 4.18 is the comparison of both diffrac-
tion patterns. While there appears to be an understandable difference in intensity
between the two, that there is no significant shift in the position of the Bragg peak.
However, just as the case for C2D4–graphite, it is a challenge to record more than a
couple Bragg peaks from the solid monolayer.
4.3 Neutron Scattering Ethylene–MgO(100)
4.3.1 Elastic Incoherent Scattering Response
Neutron diffraction can be used to determine where the molecules in the condensed
film are located in relation to one another and how changes in temperature change
the structure (expansion from the equilibrium positions due to the Debye-Waller
factor or loss of long range and short range order). However, one can not rely on
neutron diffraction to characterize the dynamical behavior of the molecules with
increasing temperature. Inelastic neutron scattering (INS) provides a method to
directly probe the microscopic dynamics of the adsorbed film as a function of tem-
perature and coverage, and to date, we have used the elastic incoherent scattering
response (EISR) to learn something about the density and temperature dependency
of the dynamics. Using HFBS (Section 3.4.3 page 89) we were able to track the
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Figure 4.17: A partial diffraction pattern of C2D4, nominally 0.9 layers, adsorbed on
MgO(100) at 4.2 K. A small background was subtracted. The peak at 1.49 Å−1 is
in a similar position of the (11) peak of the rectangular centered unit cell in the low
density (LD) phase at 0.6 and 0.75 layers for C2D4–graphite 20 K and 9 K. In the
LD phase, the C=C is parallel to the substrate. [Larese et al., 1988b], [Satija et al.,
1983]
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Figure 4.18: A partial diffraction pattern of C2D4, nominally 0.9 layers and 0.7 layers,
adsorbed on MgO(100) at 4.2 K. A small background was subtracted.
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total elastic scattering intensity (Iel) as a function of temperature in order to identify
temperature regions where changes in the film’s microscopic dynamics takes place. A
detailed description of the molecular motion can not be identified using EISR tech-
nique because a detailed determination of the quasi-elastic and inelastic response as a
function of Q is not possible. However, some general information can be gleaned from
the EISR measurements. Figure 4.19 shows the normalized, background subtracted
Iel as a function of temperature for 0.42, 0.75, 1.18, 1.56, and 1.81 nominal layers
of C2H4 on MgO(100). Some general comments are appropriate. First, an overall
(monotonic) decrease in Iel with increasing temperature takes place for all coverages
investigated. This decrease in Iel results from the onset of dynamical motion which
shifts the neutron signal away from the elastic position and into the quasi-elastic
and inelastic regions. Figure 4.19 also shows that the initial Iel at low temperatures
increases in proportion to coverage. At fixed coverages, other changes take place in
Iel as a function of T (see e.g. A (∼35 K) and B (∼100 K)). However, there are also
smaller changes in Iel as well. Here, the numerical derivative of Iel with respect to
temperature (∆Iel/∆T) may be used to locate these smaller changes in Iel, and thus
less dramatic changes in the dynamics for the instrument timescale. It is important
to note that the motion must be fast enough to no longer appear “elastic” on the
timescale of the interaction time for the instrument response (a few ns for HFBS).
Figure 4.20 is the EISR for the 0.42 and 0.75 monolayer of C2H4–MgO(100) summed
over two values of Q (1.42 Å−1 and 1.51 Å−1), which is in the neighborhood of the
Bragg peak shown in Figure 4.17. To minimize the noise in the numerical derivative
(∆Iel/∆T) the data points from Iel are fit with an eighth order polynomial. Upon
closer inspection of the temperature dependance of ∆c, one detects distinct changes
in the rate of decay in Iel between '55K and '75 K, centered around 65 K (see black
dashed line in Figure 4.20). This feature could represent a possible phase transitions
or changes in the monolayer dynamics. Other fits (weighted, moving average, and
sixth and seventh order polynomials) of the data produced essentially the same re-
sult. The smaller variation in the derivative above 80 K could be an artifact of the
118
Figure 4.19: Normalized, background subtracted EISR scans of five various coverages
of C2H4–MgO(100) summed over 0.47≤Q≤1.75 AA−1. Occurrences of a sudden
change in intensity (normalized to the incident radiation) as the adfilm warms (0.3
K min−1) are marked with labeled arrows A and B. The elastic response for the
lower two coverages was not recorded below 20 K, and data above 120K is not shown




Figure 4.20: EISR (circles) for submonolayer coverages at nominally (a) θ=0.42 and (b) θ =0.75 summed over Q equal to
1.42 Å−1 and 1.51 Å−1 is a subset of 4.19 data. The dark line is an eighth order polynomial fit to the data (to guide the
eye) and the gray dashed line its numerical derivative with respect to T (using the polynomial). The vertical dashed line
marks the possible monolayer melting point.
fit. As a reminder, the temperatures reported here may be an offset from the actual
cell temperature because the sample was warmed at a constant rate of 0.3 K min−1.
This rate is on the conservative side. Similar experiments on HFBS involving water
in biological materials have a faster warming rate (0.7 K min−1).
4.3.2 Mean Square Displacement
The EISR data can be used to calculate the MSD (< µ2 >) from the Debye-Waller
factor because
Iel ∝ exp (−
1
3
Q2 < µ2 >) (4.2)
by plotting ln(Iel) at each temperature versus −13Q
2 to find the MSD. For multiple
noninteracting particles (i.e. low density regime) the average MSD is equivalent to
single particle motion (Debye-Waller description). In the case of C2H4–MgO(100),
especially at higher coverages, we must assume that the molecules are interacting
with each other, but at a low surface concentration (0.42 layers) the effect of these
intermolecular interactions is small. The MSD of 0.42 layers C2H4–MgO(100) (Figure
4.21) is essentially zero at 20 K and begins to steadily increase '35 K until leveling
off near 0.8 Å2.
4.4 Molecular Modeling
4.4.1 Main Inputs
Prior to any simulation, the adsorbate and substrate inputs were generated. For
C2H4 itself, the geometry optimized structure was a little different. The difference
are summarized in Table 4.3. With respect to substrate construction, all of the
substrates have a period boundary box, which additionally functions as the vacuum
space. The substrate slab is in the center of the box, and the vacuum slab is thick
enough so that the molecules on the top surface act independently of the molecules
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Figure 4.21: Mean square atomic displacement of C2H4–MgO(100) at 0.42 layers.
The MSD approaches ∼0.8 Å2. The line is drawn to guide the eye.
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Table 4.3: Comparison of C2H4 Bond Lengths and Angles.
property gas phase data geometry optimization
C=C length [Å] 1.338 1.337
C-H length [Å] 1.093 1.090
H-C-H angle [◦] 117.2 116.415
on the bottom surface. Once these inputs are generated, it is possible to perform the
molecular modeling simulations.
4.4.2 Molecular Dynamics
Considering the area available on the input substrate and the experimentally deter-
mined average APM of C2H4 on MgO(100) (22.6±1.1 Å2 molecule−1), the nominal
coverage explored with 80 molecules on the surfaces is approximately 0.8. For each
of the C2H4–MgO(100) simulations, the nonbonded interactions were cutoff at 6 Å
to reduce the number of interactions to a computationally reasonable amount. In-
complete MD simulations on graphite did not require the implementation of a cutoff
radius. The cutoff radius is applied to the MgO substrate because there is an addi-
tional electric field created by the ionic nature of the substrate (Section 2.3.2 page
32). Upon consideration of the MD output, some general qualitative observations
are worth mentioning. First, C2H4 seems to prefer siting atop Mg
2+. The molecule’s
x-y plane (Figure 2.12) is parallel to the substrate and all H atoms are in the vicinity
of O2− or the molecule is slightly canted with the 2 H atoms bisected by the y-axis in
vicinity of O2−. Systematic geometry optimizations of a single C2H4 at a variety of
adsorption sites and angles confirm this conclusion for a single molecule (Figure 4.22).
Figure 4.23 is a snapshot of the MD simulation for 80 C2H4 molecules on MgO(100)
at 100 K. Note that both of the aforementioned configurations are present. However,
when the surface is nearly full, the M–M will result in the preference of the second
orientation (centered over Mg2+ with 2 H near the surface in the vicinity of O2−s).
For the MD simulations at higher temperatures, some molecules briefly orient with
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Figure 4.22: Preferred orientation of C2H4 on MgO(100) consider no M–M interac-
tions.
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Figure 4.23: Snapshot of 80 C2H4 MD simulation on MgO(100) at 100 K.
the C=C perpendicular to the substrate or the molecular x-y plane perpendicular to
the substrate. There is also, of course, translation about the substrate, and wobbling
and rotation of the molecules about each axis. As contiguous MD simulations mock
the annealing process, the molecules begin to loose mobility. Conformational analysis
(Forcite Plus Analysis) is useful in quantitatively describing the change in molecular
motion.
The mean square displacement (MSD) is one of the calculations performed by
Forcite Plus Analysis. The Forcite MSD is given in terms of Å2 atom−1, and the
desired atoms may be selected. As a result, the MSD for all atoms, all C, and H
in C2H4 were calculated for each MD simulation of 100 ps (the MgO substrate was
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Figure 4.24: Temperature control for Forcite MSD at 80 molecules
excluded). There are a total of 16 simulations for 150–5 K. The temperature variation
for each simulation was also extracted from the trajectory files (simulation outputs).
Figure 4.24 contains the recorded temperature for each simulation. After 20 ps or so,
there are no erratic changes in the mean temperature. Also, the temperature control
by the Nosé thermostat improves as the temperature is lowered. Figures 4.25–4.27
contain the calculated MSD for 150, 80, and 5 K, respectively, which are typical
results.
The average temperature in each graph is the running average. From the inspec-
tion of these Figures, the vertical distance between each displayed MSD for a given
temperature remains equidistant starting around 30 ps. Also, it is apparent that
the MSD slope from 30–65 ps is relatively constant. Therefore, it is reasonable to
average the MSD values between 30–65 ps for each temperature to gain an under-
standing of the MSD temperature dependance. The recorded temperature for this
time period were also averaged. The standard deviations of both the MSD and tem-
perature between 30–65 ps will provide some sense of the temperature fluctuation.
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Figure 4.25: Forcite dynamic 80 molecules 150 K. The set of three parallel lines, the
upper represents all H atoms, the middle all atoms, and the lower all C atoms.
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Figure 4.26: Forcite dynamic 80 molecules 80 K. The set of three parallel lines, the
upper represents all H atoms, the middle all atoms, and the lower all C atoms.
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Figure 4.27: Forcite dynamic 80 molecules 5 K. The set of three parallel lines, the
upper represents all H atoms, the middle all atoms, and the lower all C atoms.
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Figure 4.28: Mean MD MSD for MgO(100) 80 molecules, 150–5 K for 30–65 ps. .
For each temperature, the upper marker represents all H atoms, the middle mare all
atoms, and the lower marker all C atoms.
Figure 4.28 contains these results. The MSD of all H atoms is greater than the MSD
of all C atoms and the MSD of the molecule is a weighted average of the preceding
MSD. Upon closer inspection of Figure 4.28 one will notice two things. First, there
is a discontinuity between 100 and 110 K, and second, the difference between the
mean MSD of the H atoms <MSD H> and that for the C atoms <MSD C> appears
to have a temperature dependency. For simplicity, we will look at the exponential
fit to the <MSD H> (Figure 4.29). At first, the <MSD H> at 90 K may appear
to be an outlier. However, after applying the same fit to 110–150 K (Figure 4.30),
the discontinuity between 100 and 110 K may actually reflect the true nature of
the MSD in this temperature region and is not an artifact. The second observation
of the temperature dependency of <MSD H> - <MSD C> is confirmed in Figure
4.31. The difference appears to be constant at higher temperatures and then begins
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Figure 4.29: The exponential fit to <MSD H> for all temperatures. The fit appears
to correlate well with the data, and the <MSD H> at 110 K appears to be a possible
outlier.
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Figure 4.30: The exponential fit to <MSD H> for 110–150 K. The fit appears to
correlate well with the data, and the <MSD H> at 110 K is not an outlier for this
fit.
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Figure 4.31: Mean MSD difference between H and C atoms as a function of temper-
ature.
to steadily decrease. Additionally, one can estimate the EISR due to the change in
mobility for this timescale. As defined by Figure 2.12 on page 29, rotation about a
single axis would generate either a disk or cylinder with a given radius. For rotation
about the x, y, and z axis, the respective radii would be 1.852 Å, 2.485 Å, and 1.550
Å. Using Equations 2.37 and 4.2, one can generate the EISR (due to this motion
alone). Figure 4.32 is the result of this calculations.
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Now that all of the results have been presented, interpretation and the implication
of these results will now be discussed. The adsorption properties of C2H4 on various
substrates (graphite, BN, PbI2) have been investigated over the past several years.
These earlier findings can provide a comparison help with the interpretation of these
results and so it will be necessary to discuss these earlier findings. The surface
structure and properties of all of these substrates were reviewed at the end of Section
2.3.2, but the differences between MgO(100) and the substrates of previous studies
are stark. The MgO(100) surface is a centered square lattice with four fold symmetry,
and it is ionic and corrugated. As a contrast, graphite, BN, an PbI2 are layered
substrates with the exposed basal plane acting as the primary adsorption surface,
which is hexagonal in nature. The wetting behavior of C2H4 on these substrates
is quite similar, but the C2H4–graphite adsorbate–substrate has been thoroughly
studied and will be the principal example for comparative purposes with the C2H4–
MgO(100) results.
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5.1 Adsorption Isotherms Ethylene–MgO(100)
5.1.1 Wetting Behavior
Figure 4.1 clearly illustrates that multiple layering transitions occur for C2H4–MgO(100)
below the bulk triple point. The set of adsorption isotherms in Figure 4.1 is remark-
ably similar to C2H4–graphite isotherms below (and in close proximity) to 104 K as
Figure 2.5 illustrates. [Menaucourt et al., 1977], [Bockel et al., 1984] However, when
these experiments were performed, it was difficult to collect many data points. Conse-
quently, a considerable number of x-ray diffraction experiments were then performed
to confirm the nature of the C2H4–graphite wetting. Sutton et. al showed that at




3 monolayer) that 3D Bragg peaks’ intensity decrease as the temperature was
increased to 104K. The decrease in the 3D Bragg peaks’ intensity was accompanied
by an increase of intensity and width of a broad peak. They suggested that the broad
peak was due to the liquid phase of the 2D film. Subsequent x-ray studies well below
the triple point helped to support the layer by layer formation but suggested that
wetting occurred via prewetting after the formation of two adlayers. [Sutton et al.,
1983], [Mochrie et al., 1984] A few years later, ellipsometry studies using single crys-
tal highly ordered pyrolytic graphite (HOPG) provided clear evidence for multilayer
formation of C2H4 on graphite by way of layering transitions below the bulk triple
point. Direct observation of eight adlayers was recorded at 104.6 K. Whether this
finding establishes that triple point wetting takes place is still a matter of some de-
bate in the literature and is contingent on one’s definition of complete wetting (e.g.
formation of an infinite number of discrete layers versus formation of 50 layers). It
is safe to say that a dramatic transition in the wetting occurs in the neighborhood
of the bulk triple point via layering transitions for C2H4 films on MgO(100) and
graphite. However, a closer quantitative comparison of the thermodynamics of C2H4




As discussed in Section 2.4.1 on page 2.4.1, Larher’s use of the Clausius-Clapeyron
equation can be used to determine ∆H(n−∞), ∆S(n−∞), and Q
(n)
ads for a given adsorbate–
substrate pair. The results for C2H4–MgO(100) in Table 4.1 are combined with
Menaucourt et al. results for C2H4–graphite in Table 5.1. The ordinate of Clausius-
Clapeyron plot for the graphite data is also ln(p) in units of Torr. [Menaucourt et al.,
1977], [Bockel et al., 1984] It is apparent that for both systems the ∆H(n−∞), ∆S(n−∞),
and Q
(n)
ads follow similar trends and approach the expected values stated in the Re-
sults (Section 4.1.3, page 96). Further evaluation of Q
(n)




−1) is more strongly bound to the graphite sub-




physical adsorption is an exothermic process. In terms of the M-S interaction poten-
tial, the deeper the well-depth, the stronger the binding energy to the substrate. The
same observation of higher binding energy to the graphite substrate is true for the
second and third layers, but the magnitude of the difference diminishes with increas-
ing coverage underscoring the decrease in the relative strength of M-S interaction
as molecules move further from the surface. The thermodynamic values associated
with physical adsorption provide insight to the nature of the M-S interaction. The
temperature onset of layer formation, calculated from the Clausius-Clapeyron plot,
is not much of a probe for M-S interactions, but is more a measure of the M-M inter-
actions perturbed by the underlying substrate. During layer formation, indicated by
the appearance of a vertical riser, the adsorbed film is at a constant µ and has two
2D phases in coexistence. As previously stated, T2=79.2±1.3 K and T3=98.4±0.9
K for C2H4–MgO(100); whereas on graphite, Menaucourt et al. report T2=79.9 K
and T3=98.3 K [Menaucourt et al., 1977], [Bockel et al., 1984]. These results are
summarized in Table 5.2. The results of Menaucourt et al. are within the range of
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Table 5.1: Comparison of Clausius-Clapeyron thermodynamics for various C2H4–substrate pairs.
substrate layer ∆H(n), H(∞)(s) ∆H(n), H(∞)(l) ∆S(n), S(∞)(s) ∆S(n), S(∞)(l) Q
(n)
ads
(kJ mol−1) (kJ mol−1) (J mol−1 K−1) (J mol−1 K−1) (kJ mol−1)
1 (105.7–128 K) -2.950 -6.950 42.5 4.0 22.69
graphite 2 (80–114 K) 2.630 -1.370 32.9 -5.6 17.11
3 (98–114 K) 3.800 -0.200 38.7 0.2 15.94
1 0.52±0.17 -1.14±0.23 41.6±1.5 26.3±2.0 16.40±0.20
MgO(100) 2 1.62±0.17 -0.04±0.16 20.4±1.8 5.1±1.5 15.31±0.12
3 1.52±0.22 -0.14±0.14 15.5±2.2 0.02±1.2 15.40±0.12
Table 5.2: Comparison of Tn and T
(n)
2C from adsorption isotherms for various C2H4–
substrate pairs.




graphite 2 79.9 (1e-3 torr) '118
3 98.3 (0.2 torr) –
1 – 113±1
BN 2 89 (2e-2 torr) '116
3 '102 (0.6 torr) –
1 – 122.5±1
PbI2 2 89.6 119±1
3 100.2 118±1
1 – 109.0±1.4
MgO(100) 2 79.2±1.3 116.6±1.6
3 98.4±0.9 –
error for C2H4/MgO, indicating that the film grows in a similar manner beyond
the first layer.
5.1.3 Isosteric Heat of Adsorption
The data generated for the Clausius-Clapeyron analysis (i.e., the nth layer equilib-
rium pressure) is taken from the maxima of the numerical derivative of the adsorp-
tion isotherm (∆nads/∆p) which is the inflection point of the vertical riser. The
thermodynamic parameters calculated using the Clausius-Clapeyron analysis are for
nominal adfilm coverages at approximately 0.5, 1.5, and 2.5. Therefore the Clausius-
Clapeyron analysis provides limited information about the M-S during the entirety of
film growth. One method to explore the M-S interaction with small changes in cov-
erage is to calculate qst. The qst is related to energy required in bringing a molecule
from infinity to the surface and thus how that energy changes with coverage. Figure
4.7 is the qst for C2H4–MgO(100) at 103.35 K. Two features near the completion of
an adlayer ('22.2 kJ mol−1 for n=1 and '16.2 kJ mol−1 for n=2) can be directly
compared to the qst for C2H4–graphite as determined by adiabatic calorimetry. The
measured quantity for the Inaba and Morrison calorimetry experiments is the change
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where ∆na is nads. Figure 5.1 contains the results of the study for 98–120 K which
are the average temperatures for each data set. In Figure 5.1a the maximum in
qst located near monolayer completion is around 25 kJ mol
−1, which is 3 kJ mol−1
greater than the maximum heat of adsorption near monolayer completion from the
MgO(100) substrate. While this result lends supports to the suggestion that C2H4
is more strongly bound to the graphite substrate than to the MgO(100) surface,
the difference in the binding energy of the two substrate just prior to monolayer
completion is not as large as compared to the Q
(1)
ads, which is really theta ' 0.5.
Inspection of the qst for both adsorbate–substrate pairs at theta ' 0.5 is (18 kJ
mol−1 for MgO(100) and 23 kJ mol−1 for graphite) comparable to the Q
(1)
ads in Table
5.1. It is important to keep this comparison in mind for discussion later in this work.
As for the maximum in qst near theta = 2, the value for the graphite substrate is
only slightly larger than in the case of MgO(100) and the qst near theta = 2 are
significantly less than the qst near theta = 2 because the molecules in the second
layer are further from the substrate surface. See Figures 4.7 and 5.1b. Inspection
of Q
(2)
ads (theta ' 1.5) is also comparable with the qst at the same coverage for both
adsorbate–substrate pairs. A discrete third layer is present in the C2H4–MgO(100)
adsorption isotherms at 103.35 K, but due to the small value of µ-µ0, it is be difficult
to sufficiently resolve the associated change in energy for the adsorption of a third
layer. Figure 5.1b shows that this energy change is indeed very small (i.e., the local
maximum of the third layer at 8×103 moles is barely greater than the minimum heat
of adsorption). [Inaba and Morrison, 1986] At this point, it may be concluded that
the behavior of Qst as a function of coverage is, once again, consistent with a decrease
in M-S interaction as molecules are adsorbed onto the existing film further from the
substrate. Of course this is what is expected as the distance from the substrate
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(a) (b)
Figure 5.1: Isosteric heat of adsorption for C2H4–graphite at 120 K (filled and unfilled circles), 112 K (unfilled triangles),
108 K (filled triangles), 105 K (unfilled squares), and 98 K (filled squares) as determined from adiabatic calorimetry. The
11.54 g of graphite with Σ ' 24 m2 g−1 was utilized for this experiment. The region of θ ≤ 1 is in (a) and (b) shows the
qst for 1 > θ < 3. From Figures 1 and 2 of [Inaba and Morrison, 1986].
increases and because of the M-M contribution from the layers closer to the
substrate. Also, C2H4 is more strongly bound to the graphite (1000) surface than on
the MgO substrate.
While the magnitude of the qst maxima is important points, both the shape
of the peak and its location on the coverage axis provides some additional useful
information. As an example, let’s turn our attention back to Figure 4.7 where the
maximum in qst occurs at θ = 0.9. The decrease in the magnitude above θ ∼1 in
the heat of adsorption may be explained as follows. When the first layer in the film
is nearly complete, subsequent molecules are adsorbed onto the substrate and are
“squeezed” into the layer, which becomes increasingly more difficult to accomplish
since the molecules are closer together and the M-M repulsive term is increasing.
Therefore, one can expect that adsorption is slightly less exothermic. The inset of
Figure 4.7 further illustrates this point. Recall that θ is the ratio of nads to nm and
may be consider proportional to the layer density. The monolayer is complete at θ
= 1. Since θ is defined as such, one should expect that there is a decrease in the qst
when the “knee bend” levels off to a horizontal line (i.e., layer completion). However,
the density of the first layer is not necessarily equal to the second layer density and
is, in fact, usually slightly greater. For this reason, it is not surprising to see a
maximum in the qst at θ > 2 since the coverage is a function of nm. Consequently,
qst expressed as a function of coverage can provide a sense to the change in density
(i.e., phase changes) if one has obtained several qsts at various temperatures.
Another notable feature in the qst behavior for C2H4–MgO(100) is the peak at
'0.4 layer. Upon inspection of the inset of Figure 4.7, one can see a slight “horizontal
leveling off” just above θ = 0.4 and then an increase in the slope at θ = 0.5, which
is associated with a minimum in the qst for C2H4–MgO(100) much like the sharp
decrease in the qst as monolayer formation completes. Such behavior suggests that a
submonolayer phase different from the phase at monolayer completion forms in the
lower coverage regime.
As discussed earlier, the heat of adsorption provides insight to the binding energy
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of the adsorbate to the substrate. The qst not only survey the M-S interactions but
also directly measure the M-M interactions from layer to layer and with in the layer
near layer completion. As a result, qst measurements provide important information
for theorists and computer modelers because the molecular potential energy surfaces
created by interaction potentials can be compared directly to observed experiment.
Depending on how the model deviates from experiment can provide clues on how to
improve the interaction potential and thus more accurately predict phase transitions
with in the adsorbed 2D film.
5.1.4 Two Dimensional Compressibility
Further information regarding the phase diagram can be extracted from the K2Ds
calculated from a set of C2H4–MgO adsorption isotherms. As noted earlier, not
only are changes in the K2D a good indicators of potential phase transitions (Sec-
tion 2.4.3), but because K2D is derived from the numerical derivative of an isotherm
on a logarithmic scale, it may reveal features at lower coverages that were previ-
ously unnoticed.For example, see Figures 4.9–4.12. It has been established that the
FWHM of the K2D for a complete monolayer can be accurately determined and used
to indicate that a phase transition exists for the first and second layers at 109.0±1.4
K and 116.6±1.6 K, respectively (Figure 4.13). Comparison of these values to the
2D critical temperature (T2c) analysis in the C2H4–graphite case (5.2) is useful in
assigning the nature of these C2H4–MgO(100) phase transitions. Furthermore, the
Tn2c for other layered substrates were determined using adsorption isotherms. The
BN and graphite results were published from a subset of the same group and are
comparable. [Menaucourt et al., 1977], [Bockel et al., 1984] Upon comparison of the
C2H4–MgO(100) results, we find that the T
n
2c appear to be slightly lower but follow
the same pattern as the BN and graphite results (T12c < T
2
2c). Further support for
assignment of these temperatures as Tn2c for C2H4-MgO(100) comes from the ther-
modynamic studies of C2H4–graphite (i.e., the results from heat capacity measure-
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graphite 110 K 115.3 K
MgO(100) 108.6±1.5 K 116.5±1.2 K
ments). These results place Tn2c as the monolayer liquid-vapor critical point at 110 K
and the 2nd layer critical point at 115.3 K for C2H4–graphite. [Kim et al., 1986], [Kim
et al., 1988] The difference between the two sets of C2H4–graphite measurements can
be attributed to the fact that the adsorption isotherms for C2H4–graphite have fewer
points than the C2H4–MgO(100) isotherms and the non-analytic method employed
in Tn2c determination for C2H4–graphite. The calorimeter based T
n
2c values are within
the error reported for the C2H4–MgO(100) T
n
2cs (Table 5.3). However, the Tc2s for
C2H4–MgO(100) should be examined at some future date using neutron scattering
methods. Some brief comments are useful concerning the possibility that a pattern
might exist for the BN, graphite, and MgO(100) results and the higher T12c result
for PbI2. Because the isotherms for the C2H4–PbI2 were at least 10 K above the
bulk triple point it is possible that, just like C2H4–MgO(100) isotherm presented
here, Bassignana and Larher may have missed a submonolayer feature, like the one
previously discussed in Section 5.1.3 on page 142, which was not differentiable from
the monolayer, resulting in an overestimate of T12c. [Bassignana and Larher, 1984]
For example, in the C2H4–MgO(100) isotherm case, it became more difficult with
increasing temperature to separate the two K2D peaks. At 110 K the two peaks were
barely resolvable and were impossible to differentiate at T > 115 K. The significance
of the T12c < T
2
2c pattern will be addressed more thoroughly in the discussion of the
phase diagrams for ethylene 2D films.
5.1.5 Phase Diagram
One can find additional support for the assignment of the possible phase transitions
for C2H4–MgO(100) determined by the FWHM analysis as Tc2s by examining the
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proposed C2H4–MgO(100) phase diagram (Figure 4.16). Some general comments
are appropriate. One notices that a vertical path in the phase diagram (i.e., at fixed
temperature) that the monolayer film transforms from a vapor (1V) to a liquid (1L)
by passing through a region of 1V and 1L coexistence. Continuing along a path of
increasing coverage, on finds that the second layer forms a second layer liquid (2L)
coexisting with 1L until only the bilayer liquid is present. At higher temperatures,
beyond the 1V and 1L coexistence, only the fluid phase (F) exists. The significance
of 1L? is discussed later in the text.
Comparison of Figure 4.16 with the C2H4–graphite phase diagram (Figure 5.2)
that has been compiled from the work of many groups illustrates a striking similarity
between the C2H4 film growth on graphite and MgO(100). The difference between
the two phase diagrams is highlighted in Figure 5.3. Note that the difference in the
coverage scales are either due to differing film densities but is most likely due to
the difference in scaling methods. The monolayer capacity for the case of graphite





solid N2 on graphite (moles N2 are equal to moles C2H4). Also, Figure 5.3 further
emphasizes that Tn=1c2  Tn=2c2 and the consequences of this result are more rec-
ognizable. In the case of alkanes adsorbed onto MgO, the Tn=1c2 > T
n=2
c2 or nearly
equal to each other. Sometime ago, there was much debate with respect if phase
diagrams like the one in Figure 4.16 were possible (increase of Tnc2 with increasing
n). [OLIVEIRA and GRIFFITHS, 1978] There may be two possible explanations for
this. Either, 2D liquid puddles are forming on top of the F monolayer or perhaps the
F monolayer is laterally compressed upon the second layer formation to become a
phase not identifiable here. Compression can occur when attractive forces of putting
an additional molecule on the surface when those attractive forces out weigh the
repulsive molecule-molecule forces. [Aranovich and Donohue, 2003] Perhaps the ini-
tial formation of the second layer above 110 K not only affects the interlayer M–M
interactions but also the intralayer M–M forces in the first layer so that it becomes
favorable to populate the first layer via interlayer mobility. It is know from the earlier
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Figure 5.2: C2H4–graphite phase diagram in terms of θ and T. The important labels
are as follows: 1V = monolayer 2D vapor, 1L = monolayer 2D liquid, 2L = 2D
bilayer liquid, OLD = ordered low density solid, and DLD = disorder low density
solid. From Figure 1 of [Kim et al., 1988].
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Figure 5.3: The coverage, temperature phase diagrams for C2H4 on graphite and
MgO(100) are overlayed. The C2H4–MgO(100) phase diagram has the phase bound-
aries marked by a heavy red line and the phase labels contained in boxes.
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C2H4–graphite studies that there are significant changes and differences in the in-
terlayer mobility and the translational-rotational coupling in the submonolayer and
near layer completion regime. To get a detailed picture of the physics here, it will
require an extensive set of microscopic measurements before completion of the phase
diagram and an attendant description of the molecular structure/dynamics can be
achieved.
5.1.6 Evidence of a Submonolayer Phase
The proposed phase diagram in Figure 4.16 is incomplete at lower coverages (theta <
0.5). As the low coverage results for the qst and K2D, a low coverage phase, differing
slightly in µ from the monolayer at the same temperature may exist. Figure 4.15
has shows isotherms with markedly different shape at low coverage and temperature
(theta < 0.3 and T < 98.50 K). The inset of Figure 4.7 shows that the different
shape of the adsorption isotherm at low coverages persists up to theta < 0.5 and at
' 103 K. As shown in Figure 4.14 is was even possible to perform a crude FWHM
analysis from the K2D calculations, and those results indicate that a phase transition
occurs 100 K. While it is possible that these features may be the result of substrate
imperfection (i.e., defects, vacancies, impuritities, etc.), they are present in all five of
the MgO powder samples. Also, there is strong evidence for a variety of submonolayer
solid phase in the literature for C2H4 films on the other substrates. Furthermore,
in the C2H4–graphite case, the qst behavior in the submonolayer region shows a
slight temperature dependance. See Figure 5.1a at na ≤ 1×103. Additionally, the
adiabatic, integral heats studies suggest that there is an increase in clustering of the
molecules as temperature is decreased. [Inaba and Morrison, 1986] LEED studies of
C2H4–graphite confirm the existence of the OLD and DLD phases with increasing
temperature and also reported a solid phase just prior to S-G coexistence. This phase
is a commensurate DLD phase. [Eden and Fain(Jr.), 1991] However, it is possible
that the submonolayer phase can be due to edge effects. Perhaps employing MgO
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powders with a larger mean size (i.e., powders with specific surface areas of∼8 m2 g−1
versus the 10–11 m2 g−1 used for these experiments) will aid in a more comprehensive
examination of the submonolayer phase diagram on MgO(100).
5.2 Neutron Diffraction Ethylene–MgO(100)
Several important comments can be made using the microscopic measurements re-
ported in Section 4.2. Diffraction studies of the monolayer low density (LD) solid
phase of C2D4–graphite found that the (11) Bragg peak at 1.54 Å
−1 is consistent with
the formation of a solid that exhibits a centered rectangular unit cell incommensu-





3 of N2 isotherms) with a = 5.03±0.05 Å and b = 7.05±0.05
Å at 20 K which corresponds to an APM of 17.7 Å2 per molecule. Figure 4.17 dis-
plays a Bragg peak for the C2D4–MgO(100) at 1.49 Å
−1 at 4.2 K. If this Bragg peak
corresponds to the (11) Bragg peak of the C2D4–graphite LD phase, then there is a
3% increase of the lattice constant (assuming the solid on MgO(100) has a similar
to that on graphite). It follows, that if there is a direct correlation between the
two aforemention peaks, then the 2D Bravais lattice of C2H4 on MgO(100) would
have unit cell parameters of a = 5.17 Å and b = 7.24 Å with an APM of 18.7 Å2
per molecule. This APM corresponds well with the APM for the isotherms (around
22 Å2 per molecule) because the solid phase is more dense than the liquid phase.
It is also possible that the Bragg peak for C2D4–MgO(100) represents the nearest
neighbor spacing. Another interesting comparison to make with the LD solid phase
of C2D4–graphite involves its similarity to the Type I bulk crystal structure that
contains 2 molecules in the unit cell.
Using the parameters published by Press and Eckert for bulk Type I C2D4, one can
calculate the size of the (101) plane, which runs the length of the b-axis and bisects
the ac plane (Section 2.3.1 on page 28). The (101) plane has a molecule in the center
and molecules at each corner (much like a 2D centered rectangular). Assuming that
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two molecules are in this unit area, the APM is 14.37 Å2 per molecule. For the
case of 1.5 molecule per unit area, the APM is 19.16 Å2 per molecule. Interestingly
enough, the APM associated with the 2D Bravias lattice of the LD solid phase of
C2D4–graphite is between these two values. Considering that the MgO(100) surface
is a square lattice, the suggestion that the monolayer forms a solid with a similar
unit cell on markedly different substrate implies that the M-M interactions dominate
M-S interactions. The comparison of the LD solid phase of C2D4–graphite to the
Type I bulk (100) plane also indicates that M-M interactions found in the bulk are
strongly represented in 2D. A key element in future efforts aimed at confirming the
true nature of the C2D4 monolayer solid on MgO will be the collecting and solving
an of a more extensive diffraction pattern. Given the results at hand, molecular
modeling may also provide some additional clues.
5.3 Neutron Scattering Ethylene–MgO(100)
Microscopic dynamical results also provide key information for understanding how
C2H4 behaves on MgO(100). Results from the EISR neutron scattering measure-
ments can be used to identify possible temperature regions (Figure 4.19) where the
ethylene film dynamics change. The most dramatic change in dynamics is signaled
by the initial drop in intensity at '35 K (Point A) as the film is heated. The increase
in the MSD for 0.42 layers (Figure 4.21) agrees with the initial drop in response of
the EISR. This is a key piece of information. However, without a more detailed
description of the molecular “Q” dependance and a more compatible energy window
to measure the QENS, molecular motion and how it relates to the MSD cannot be
obtained. On a qualitative level, we know that the drop in the Iel is coupled to the
onset of molecular motion falling within the backscattering spectrometer timescale
window (i.e., the motions are small and slow (ns)). In the case of C2H4–graphite,
where extensive S(Q,ω) measurements were performed, it is know that the rotational
diffusion constant (Drot) begins to increase slightly around 35 K. Here the motion
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Figure 5.4: Data associated with orientational order of the LD solid monolayer for
C2H4–graphite. The top panel tracks the peak position of the (11) peak with temper-
ature. The peak shifts lower in Q because of the lattice expansion which accommo-
dates the onset of rotational motion. The bottom panel is a plot of Drot as a function
of temperature. Drot is calculated from QENS measurements. The lines connecting
the data points are to guide the eye. From Figure 2 of [Larese et al., 1988b].
was identified as a rotation perpendicular to the C=C axis and with the molecule
lying flat on the graphite surface. Figure 5.4 shows the temperature dependance of
Drot. [Larese et al., 1988b], [Larese and Rollefson, 1985] The increase in the MSD
for C2H4–MgO(100) (Figure 4.21) from 30 K to nearly 70 K is very similar to the
increase of Drot for C2H4–graphite between the same temperature region. The onset
of the rotational motion at ∼35 K for the graphite system is concomitant with a
structural change of the ethylene LD solid monolayer (or, ordered low density) from
a centered rectangular unit cell to an expanded triangular lattice which accommo-
dates the molecular radius of gyration (1.5 Å) which is the disordered low density
phase. Figure 5.5 depicts the phase transition. [Larese et al., 1988b]
More can be said about the molecular dynamics at higher temperatures. For
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Figure 5.5: Unit cell of the ordered low density phase(OLD) to the disordered low
density phase (DLD)of C2H4–graphite. The transition occurs when the molecules in
the OLD begin to rotation parallel to the substrate. As orientational disorder sets
in, the lattice must expand to accommodate the molecular radius of gyration, which
are represented by the circles. From Figure 4 of [Larese et al., 1988b].
example, heating the C2H4 monolayer on graphite drives melting of the monolayer
which occurs at 68 K and extends over 8 K temperature range. As compared to CH4
monolayer melting on graphite, the monolayer for C2H4–graphite is a prototypical
example of continuous melting likely driven by the change in the projected are of the
molecular “footprint” on the suface. This can occur if molecules start to flip with
C=C perpendicular to the surface to create more room on the substrate for molecu-
lar translation. [Larese and Rollefson, 1983], [Larese et al., 1988a], [Kim et al., 1986]
In the C2H4–MgO(100) case, the solid most likely has an expanded lattice. Coupled
with the lower Q
(n)
ads (i.e. lower binding energy), it is reasonable to expect the mono-
layer melting of C2H4–MgO(100) to occur at a lower temperature. The EISR data
presented in Figure 4.20 suggest that there is a feature in the neighborhood of 65 K,
we propose it to be related to the monolayer melting temperature, especially since
the selected Q range is also in the region where the Bragg peak appears (4.17). If our
proposal is correct, then this Iel feature is associated with the onset of translation
motion in the C2H4 monolayer and thus melting on MgO. Furthermore, it appears
that the melting takes place over a wide temperature range (as noted by the smooth
variation in the backscattering intensity versus T). First order transitions, where
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abrupt changes in dynamics occur, would result in a discontinuous change in Iel (as-
suming the sample is warmed slowly, as is the case for our EISR). A more detailed
neutron diffraction study that tracks changes the Bragg peak position and width as
a function of temperature and a comparison of TOF neutron scattering study in the
quasi-elastic region to establish the onset of translational diffusion are the next steps
needed for an accurate identification and characterization of the monolayer melt-
ing behavior. These results, coupled with molecular modeling will unquestionably




There are three main points to discuss with respect to the MD results for 80 molecules
adsorbed to MgO(100) (θ ' 0.8)) by simulating the monolayer annealing process by
incrementally decreasing the temperature of the MD simulation. The first point to
address is the discontinuity between 100–110. From the data, one can say that there
must be a substantial decrease in the molecular mobility within this temperature
range. The associated decreasing mobility could result either because the C2H4
molecules stopped translating or because of a substantial reduction in rotational
degrees of freedom about a large axis of rotation involving the rotation of the C
atoms about the molecule’s center of mass. However, < MSDH > - < MSDC > only
decrease by 0.2 Å2 from 110 to 100 K. From Figure 4.31 one can see that this decrease
in not very significant as compared to the impending loss of motion, relative to the
H atoms and C atoms.
Turning our attention to the calculated EISR in Figure 4.32, one notes that the
shape of the curve is reminiscent of the experimental behavior at low temperatures
(Figures 4.19–4.20). Figure 5.6 compares the calculated (i.e., modeled) and the ex-
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Figure 5.6: Predicted EISR versus experimental EISR at θ = 0.75. The neutron data
is over the entire momentum range used for the HFBS experiment. The EISR has
been background subtracted and normalized.
perimental EISF for θ = 0.75. While there are some considerable differences (mainly
because of timescale differences and the differences in momentum transfer range).
The modeled EISRs have a specific value of Q, where as the experimental EISR is
the sum over a range in Q performed with HFBS (Section 3.4.3 page 89). Also, the
background that was subtracted from the experimental EISR was a constant sub-
traction. The background used was a cooling scan that was allowed to cool to 70 K or
a constant background was subtracted from the C2H4–Mg)(100) EISR data. Further
computational work with a more detailed Q dependence for neutron experiments is
required to suggest the origin of the initial drop in the EISR with increasing tem-
perature. Also, once an ordered film is obtained at 5 K, the Dynamics simulations




As discussed in the Introduction, molecule-molecule and molecule-substrate interac-
tions are important forces in a variety of fields ranging from catalysis and purifica-
tion to molecular electronics and biological lubrication processes. As demonstrated
in Chapter 2, physical adsorption of a molecule onto a surface is governed by the
relative strengths of molecule-molecule and molecule-substrate forces. One fasci-
nating example of an adsorbate–substrate pair with unusual wetting and molecular
dynamic behavior is C2H4–graphite. Wetting of C2H4 was explored on lamellar sub-
strates similar to graphite and demonstrated that the adsorbed film behavior was
similar. Yet to this date, no one has used a drastically dissimilar substrate to inves-
tigate the effects of a vastly different substrate. MgO(100) is an excellent candidate
for this purpose because it is ionic (which adds an addition attractive potential), has
four fold symmetry, and the size difference between the ions creates a corrugated
surface even though all of the atoms are in the same plane at the (100) face. Adsorp-
tion isotherms and limited neutron scattering data have been used to investigate the
wetting and microscopic behavior of C2H4 on the MgO(100) surface. Two layering
transitions have been identified for ethylene adsorption on the corrugated, square
MgO(100) lattice, as is the case for C2H4–graphite. Comparison of the adsorption
thermodynamics of ethylene adsorbed on MgO(100) with equivalent studies using
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graphite clearly demonstrates that ethylene films wet the two dissimilar substrates
in a similar fashion. Such behavior suggests that the molecule-molecule interactions
dominate molecule-substrate interactions and therefore govern the wetting behavior
of ethylene on the two solid substrates. Preliminary neutron scattering results sug-
gest that the ethylene film structure and dynamics are also strikingly similar. As far
as pinpointing the molecule-molecule interaction that drives the behavior of C2H4
on MgO(100) and graphite, we can look to the bulk behavior. The Type I crystal
structure is very similar to the C2H4–graphite monolayer. It is possible that the
small quadrupole moment of the ethylene molecules both influences and drives the
perpendicular positioning of the molecules with respect to one another in 3D and 2D.
Also, the C=C has a relatively high electron density, thus the instantaneous dipole
moment generated when a molecule moves such that it disrupts the “two molecule”
equilibrium structure (one being rotated roughly 90◦ with respect to another). This
behavior might not only cause other molecules within the plane to move, but may
affect the monolayer template (especially in the liquid state) seen by molecules in the
gas phase such that it appears as a “fluctuating” attractive surface (much like the
M-S interaction). With increasing temperature (approaching 104 K) the formation of
discrete liquid layers increases because increasingly more molecules may be adsorbed
before bulk like behavior (in the solid phase) is observed. That is to say, once the
bilayer is a 2D liquid, it promotes the discrete formation of a third layer. It follows
that once the third liquid layer is stable, formation of a fourth liquid layer becomes
favorable. However, an accurate interaction potential is required to fully understand
this behavior. Most force fields use Coulomb and LJ potentials to describe this in-
teraction, but there is a movement towards including properties like polarizability
in force field models (i.e., COMPASS). Coupled with a further detailed microscopic
investigation of the C2H4–MgO(100) with molecular modeling studies will greatly
enhance our understanding of this extremely interesting system.
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Figure A.1: CH4 adsorption isotherm on MgO batch 206B sample 1 at 76.78 K.
Temperature determined from SVP. The second step is 85% the height of the first
step.
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Figure A.2: CH4 calibration adsorption isotherms for the five different samples of
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