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Abstract—In this paper we propose and study a spatial diffu-
sion model for the control of anthracnose disease in a bounded
domain. The model is a generalization of the one previously
developed in [14]. We use the model to simulate two different
types of control strategies against anthracnose disease. Strategies
that employ chemical fungicides are modeled using a continuous
control function; while strategies that rely on cultivational
practices (such as pruning and removal of mummified fruits)
are modeled with a control function which is discrete in time
(though not in space). Under weak smoothness conditions on
parameters we demonstrate the well-posedness of the model by
verifying existence and uniqueness of the solution for given initial
conditions. We also show that the set [0, 1] is positively invariant.
We first study control by pulse strategy only, then analyze the
simultaneous use of continuous and pulse strategies. In each case
we specify a cost functional to be minimized, and we demonstrate
the existence of optimal control strategies that can be evaluated
numerically using the gradient method presented in [1]. We
discuss the results of numerical simulations both for a spatially-
averaged version of the model and for the full model.
KeyWords— Anthracnose modelling, nonlinear systems, im-
pulsive PDE, optimal control.
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I. INTRODUCTION
Anthracnose is a phytopathology which attacks several com-
mercial tropical crops such as coffee. The Anthracnose of cof-
fee is known under the name coffee berry disease (CBD) and
its pathogen is the Colletotrichum kahawae, an ascomycete
fungus. The literature on Anthracnose pathosystem is extensive
[4], [5], [7], [16], [18], [23], [28]. There have been several
attempts to model the spread of CBD and to identify efficient
control strategies [10], [11], [13], [17], [18], [19], [20], [21],
[28]. Possible control methods include genetic methods [3],
[4], [5], [15], [27], biological control [12], chemical control
[5], [22], [24] and cultivational practices [5], [19], [20], [21],
[28]. Chemical methods appear to be the most effective, but
present ecological risks. Moreover, inadequate application of
chemical treatments can induce resistance in the pathogen [26].
A dynamical spatial model of anthracnose infection that
includes chemical control was proposed and analysed in [14];
this paper also showed how to optimize the use of the chemical
control with respect to a given cost functional. The disease
dynamics were represented by an inhibition rate that satisfies a
reaction-diffusion partial differential equation with coefficients
that depend on space and time. The present paper adds to
the above model the possibility of a pulse control strategy
that represents cultivational practices such as pruning old,
infected twigs and removing mummified fruits. Such actions
are commonly performed at discrete times at regular intervals.
An additional enhancement to the model results from our
relaxing the regularity conditions on the model parameters that
were imposed in [14]. The enhanced model is able to take
into account the fact that in realistic situations the application
of antifungal compounds is typically not continuous in time
(although the action of these compounds once applied is
continuous).
The remainder of the paper has the following structure.
In section II, we present the system model and explain
the significance of the model parameters. In section III we
establish the well-posedness of the model (4) − (7) (under
certain conditions) and its spatially-averaged version. Section
IV proves existence of an optimal control strategy based
only on the pulse strategy, for both the spatially-averaged
model and the general model. Some properties of the optimal
control strategy are proven, and an algorithm for finding the
optimal pulse strategy is given, which applies both spatially-
averaged and general models. Section Vproves the existence
of an optimal control strategy using simultaneously pulse and
continuous strategies, for both the spatially-averaged and the
general model. Some extremal properties of these strategies are
also established. In Section VI we present system simulations
of both the spatially-averaged and general models that demon-
strate properties of the optimal pulse-only control. Finally, in
section VII we summarize our conclusions.
II. SYSTEM MODEL
The model of anthracnose infection discussed in [14] ex-
pressed the disease dynamics in terms of an inhibition rate θ
that satisfies the following equations:
∂tθ = α (t, x, θ) (1− θ/ (1− σu (t, x))) + div (A (t, x, θ)∇θ)
on (t, x) ∈ R∗+ × Ω; (1)
〈A (t, x, θ)∇θ (t, x) , n (x)〉 = 0, on R∗+ × ∂Ω; (2)
θ (0, x) = ρ (x) , x ∈ Ω ⊆ R3, (3)
where
α(t, x, θ) is a positive real-valued function defined on
(t, x) ∈ R∗+ × Ω;
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σ is a real parameter satisfying 0 ≤ σ ≤ 1;
u(x, t) is a real-valued function with 0 ≤ u(x, t) ≤ 1,
defined on the same domain as α;
A(t, x, θ) is a 3×3 matrix function which is positive definite
for all t, x, θ, defined on the same domain as α;
Ω is an open, bounded subset of R3;
∂Ω is the boundary of Ω, which is assumed to satisfy ∂Ω ∈
H1
(
R2;R
)
;
n (x) denotes the normal vector to the boundary at x ∈ ∂Ω;
ρ(x) is a real-valued function satisfying 0 ≤ ρ(x) ≤ 1 for
x ∈ Ω.
The various terms in the model equations (1) − (3) have
practical interpretations as follows. (See reference [14] for a
more detailed description.) The function α represents the inhi-
bition pressure, which depends on climatic and environmental
conditions [10], [11], [13]. It is appropriate to model α as an
almost-periodic function, taking into account yearly seasonal
changes. The term div (A∇θ) accounts for the (possibly
anisotropic) diffusive spatial spreading of inhibition rate in
the open domain Ω ⊂ R3, where the matrix A contains the
space- and time-dependent diffusion coefficients. The bound-
ary condition 〈A∇θ, n〉 = 0 guarantees that there is no net
flux of inhibition rate between Ω and its exterior. The function
u(x, t) expresses the influence of chemical control (that is, the
application of fungicides) on the inhibition rate. 1 − σ is the
inhibition rate corresponding to epidermis penetration. Once
the epidermis has been penetrated, the inhibition rate cannot
fall below this value, even under maximum control effort.
In the current paper, we propose the following modified
model, that includes the possibility of impulsive control:
∂tθ = α (t, x) (1− θ/ (1− σu (t, x))) + div (A (t, x)∇θ) ,
(t, x) ∈ (R∗+ \ {τi}i∈N)× Ω; (4)
θ
(
τ+i , x
)
= vi (x) θ (τi, x) , i ∈ N∗, x ∈ Ω; (5)
〈A (t, x)∇θ (t, x) , n (x)〉 = 0,
(t, x) ∈ (R∗+ \ {τi}i∈N)× ∂Ω; (6)
θ (0, x) = ρ (x) ≥ 0, x ∈ Ω ⊆ R3, (7)
where α, u, σ, A, Ω, n (x), and ρ(x) are as above (except that
α and A no longer depend on θ) and
(tk)k∈N is an increasing sequence of nonnegative reals such
that lim
k→∞
tk =∞;
τ0 = t0 = 0;
τi = inf
{
tk > τi−1; k > 0 and ‖θ (tk, .)‖L2(Ω) ≥ σ∗ |Ω|
}
,
where |Ω| denotes the volume
∫
Ω
dx;
σ∗ ∈ R+ is a threshold value such that the inhibition rate
is not measurable under it and is observable for values greater
than σ∗;
vi(x), i = 1, 2, 3, . . . is a [0, 1]-valued function defined on
x ∈ Ω.
In (4) − (7), the inhibition rate θ is assumed to be left
continuous with respect to time: θ (t, .) = θ (t−, x), where
θ (t−, x) denotes lim
s→t,s<tθ (s, x). (We shall also use the nota-
tion θ (t+, x) to denote lim
s→t,s>tθ (s, x) .)
Cultivational practices are included in the model (4)− (7)
as follows. The sequence (tk)k∈N represents times at which
cultivational interventions are possible. For example, in coffee
cultivation it would be reasonable to take the t′ks as regularly
spaced with an interval of one week. The intervals between
intervention times reflect the fact that continuous exertion of
cultivational interventions such as pruning is neither practical
nor efficient. At each potential intervention time tk, interven-
tion only takes place if the infection is sufficiently serious, as
determined by the threshold condition ‖θ(tk, .)‖H1(Ω) ≥ σ∗.
The degree of intervention at time τi at each point x ∈ Ω is
given by vi(x): vi(x) = 1 corresponds to no change in the
inhibition rate at x, while vi(x) = 0 reduces the inhibition
rate θ(x) to 0.
III. WELL-POSEDNESS OF THE MODEL
In this section we verify that the model (4) − (7) is well-
posed (under certain conditions) and that the inhibition rate
θ(t, x) always remains between 0 and 1. We first establish
well-posedness of a spatially-averaged version of the model,
and then use similar techniques to prove well-posedness of the
spatially-dependent model.
A. Well-posedness of spatially-averaged model
A spatially-averaged version of the model (4) − (7) may
be obtained by taking spatial averages of the equations. The
averaged model is much simpler to work with than the general
model; however, the same tools used to prove well-posedness
for the averaged model can be generalized to apply to the
general model.
Define
Θ (t) ≡ 1|Ω|
∫
Ω
θ (t, x) dx. (8)
If we suppose that α, u and vi are functions of t only and not
of x, then Θ(t) satisfies the following impulsive differential
equation:
dtΘ = α (t) (1−Θ/ (1− σu (t))) , on R∗+ \ (τi)i∈N ; (9)
Θ
(
τ+i
)
= viΘ (τi) , i ∈ N∗, (10)
Θ (0) = Θ0 ∈ [0, 1] , (11)
where
τ0 = t0 = 0; (12)
τi = inf {tk > τi−1; k > 0, Θ (tk) ≥ σ∗} . (13)
Note that the divergence term in (4) vanishes in the averaged
model, due to the no-flux boundary conditions (6).
A solution of (9)−(11) is a piecewise absolutely continuous
real-valued function that satisfies the following equation in
each interval ]τk, τk+1]:
Θ (t) = Θ
(
τ+k
)
+
∫ t
τk
α (s) (1−Θ (s) / (1− σu (s))) ds.
(14)
We impose the following conditions on α and u to ensure the
solution’s existence and uniqueness:
(H1): α ∈ L∞loc (R+;R+).
(H2): u ∈ L∞ (R+; [0, 1]).
Proposition 1: If Θ is a maximal solution of (9) − (11),
then Θ is [0, 1]−valued.
Proof: Let Θ be a solution of (9) − (11). Since vi ∈
[0, 1] it suffices to establish that the restriction of Θ on
]t0, t1] is [0, 1]−valued. Let f = max {0,−Θ} and g =
max {0,Θ− 1}.
We first prove that Θ ≥ 0. Let U ⊂ ]t0, t1] be the set where
f is positive. Since f is continuous, it follows that U is open
in ]t0, t1]. Suppose that U is nonempty; then U is the disjoint
union of open subintervals of ]t0, t1]. Let U ′ 6= ∅ be one of
these intervals. Then from (14) and the definition of f , for
t ∈ U ′ we have
f (t) =
∫ t
inf U ′
− α (s) (1 + f (s) / (1− σu (s))) ds
≤ 0.
But we know f(t) > 0, since t ∈ U ′; this contradiction implies
that U is empty. It follows that f = 0 on ]t0, t1], which implies
that Θ ≥ 0 on ]t0, t1].
To prove that Θ ≤ 1 on ]t0, t1], we may use an almost
identical argument, with g(x) replacing f(x).
Proposition 2: The problem (9)− (11) has a unique global
solution.
Proof: For existence, it suffices to establish existence
of a local solution and use Proposition 1 to conclude the
result based on Theorem 5.7 of [8]. It also suffices to restrict
ourselves to the set
[
t+0 , t1
]
. The function (t, x) ∈ [t+0 , t1]×
[0, 1] 7→ α (t) (1− x/ (1− σu (t))) is integrable with respect
to t, Lipschitz continuous with respect to x, and upper bounded
by α which is also integrable with respect to t. Then by the
Carathe´odory theorem (see [9]) there is a local [0, 1]−valued
solution.
We now prove uniqueness of the solution. Given that x and
y are solutions on
[
t+0 , t1
]
, we have that
|x (t)− y (t)| ≤ ∣∣x (t+0 )− y (t+0 )∣∣
+
∫ t
t0
α (s) |y (s)− x (s)| / (1− σu (s)) ds.
Using the Gronwall lemma, we get
|x (t)− y (t)| ≤ ∣∣x (t+0 )− y (t+0 )∣∣
× exp
(∫ t
t0
α (s) / (1− σu (s)) ds
)
and more generally if t ∈ [t+k , tk+1]
|x (t)− y (t)| ≤
(∏k
i=0
vi
)
|x (t0)− y (t0)|
× exp
(∫ t
t0
α (s) / (1− σu (s)) ds
)
(15)
It follows that the solution is unique and depends continuously
on initial conditions.
It is important to notice that (15) implies that the solution
of (9) − (11) is continuous with respect to control strategies
u and (vi).
B. Well-posedness of the general model
A solution θ of (4) − (7) is a piecewise absolutely con-
tinuous function of time, such that ∀t ≥ 0 the function
θ (t, .) ∈ H2(Ω;R) and satisfies
θ (t, x) = θ
(
τ+k , x
)
+
∫ t
τk
α (s, x) (1− θ (s, x) / (1− σu (s, x))) ds
+
∫ t
τk
div (A (s, x)∇θ (s, x)) ds; (16)
〈A (t, x)∇θ (t, x) , n (x)〉 = 0
on
(
R∗+ \ (τi)i∈N
)× ∂Ω; (17)
for all t ∈]τk, τk+1] and ∀x ∈ Ω. We also have
θ (0, x) = ρ (x) ∈ [0, 1] , ∀x ∈ Ω ⊆ R3. (18)
We further define a weak solution θ of (4) − (7) to be
a piecewise absolutely continuous function with respect to
time which satisfies (18) and ∀t ≥ 0, the function θ (t, .) ∈
H1(Ω;R) satisfies (17) and the following “weak” form of (16):∫
Ω
θ (t, x)ψ (t, x) dx
=
∫
Ω
θ
(
τ+k , x
)
ψ
(
τ+k , x
)
dx
−
∫
Ω
∫ t
τk
〈A (s, x)∇θ (s, x) ,∇ψ (s, x)〉 ds
+
∫
Ω
∫ t
τk
α (s, x)ψ (s, x) (1− θ (s, x) / (1− σu (s, x))) ds dx,
where t ∈]τk, τk+1] and ψ ∈ H1 (Ω;R). We make the follow-
ing additional assumptions in order to guarantee existence and
uniqueness of the weak solution:
(H3): α ∈ L∞loc (R+;L∞ (Ω;R+));
(H4): ∀i, j ∈ {1, 2, 3} , aij ∈ L∞loc
(
R+;W 1,∞ (Ω;R)
)
;
(H5): ∃δ ∈ R∗+ such that ∀t ∈ R+,∀w ∈ H1 (Ω;R) ,∫
Ω
〈A (t, x)∇w (x) ,∇w (x)〉 dx ≥ δ
∫
Ω
〈∇w (x) ,∇w (x)〉 dx;
(H6): u ∈ L∞ (R+;L∞ (Ω; [0, 1]));
(H7): ∀i ∈ N, vi ∈ L∞ (Ω; [0, 1]).
As preliminary to proving existence and uniqueness of weak
solutions, we first establish the boundedness of solutions. The
proof is similar to that of Proposition 1.
Proposition 3: If θ is a maximal solution of (4)− (7) then
θ is [0, 1]-valued.
Proof: Let θ be a solution of (4) − (7). Since vi ∈
L∞ (Ω; [0, 1]) it suffices to establish the result for the re-
striction of θ on ]t0, t1]. Let f = max {0,−θ} and g =
max {0, θ − 1}.
We first prove that θ ≥ 0. Let U ⊂ ]t0, t1] × Ω be the
set where f is positive. Let Ωt = ({t} × Ω) ∩ U , and let
U = {t |Ωt 6= ∅}. As in the proof of Proposition 1, we may
choose an open subinterval U ′ ⊂ U which is a connected
component of U . For almost every time t ∈ U ′, the function
f (t, .) ∈ H1 (Ω,R) and
1
2
∂t ‖f (t, .)‖2L2(Ω;R)
=
1
2
∂t
∫
Ω2
f2 (t, x) dx
=
∫
Ω
f (t, x) ∂tf (t, x) dx
= −
∫
Ω
α (t, x) f (t, x) dx
+
∫
Ω
div (A (t, x)∇f (t, x)) f (t, x) dx
−
∫
Ω
α (t, x) f2 (t, x) / (1− σu (t, x)) dx
= −
∫
Ω
α (t, x) f (t, x) dx
−
∫
Ω
〈A (t, x)∇f (t, x) ,∇f (t, x)〉 dx
−
∫
Ω
α (t, x) f2 (t, x) / (1− σu (t, x)) dx
≤ 0.
Since ‖f(inf(U ′), .)‖L2(Ω;R) = 0, it follows that
‖f(t, .)‖L2(Ω;R) = 0 for all t ∈ U ′, which implies f ≡ 0 in
U ′ × Ω. It follows immediately that f ≡ 0 in U × Ω, so that
θ ≥ 0 on ]t0, t1].
A similar computation to the above can be used to show
that g ≡ 0 in U ×Ω, from which θ ≤ 1 follows immediately.
From assumptions (H4)-(H5), it follows that the following
problem has a unique solution in H1 (Ω) for an arbitrary but
fixed time t > 0.{
div (A (t, x)∇w (x)) = f (x) , ∀x ∈ Ω
〈A (t, x)∇w (x) , n (x)〉 = 0, ∀x ∈ ∂Ω
where f ∈ L2 (Ω). Theorems 3.6.1 and 3.6.2 of [2] imply
that there is a complete orthonormal system {ϕn (t, .)}n∈N ⊂
L2 (Ω) of eigenfunctions and eigenvalues {λn (t)} such that
∀n ∈ N,{
div (A (t, x)∇ϕn (t, x)) = λn (t)ϕn (t, x) , ∀x ∈ Ω
〈A (t, x)∇ϕn (t, x) , n (x)〉 = 0, ∀x ∈ ∂Ω
Moreover, the sequence (ϕn (t, .))n∈N is H
1 (Ω)−valued, and
if ∂Ω is of class C2 then (ϕn (t, .))n∈N is H
2 (Ω)−valued.
Now we make the following assumption
(H8): The sequence (ϕn) is independent of time (that is,
ϕn (t, .) = ϕn (.) , ∀t > 0).
In particular, (H8) holds if A (t, .) has the form µ (t)B (.)
with µ (t) ∈ R, ∀t ≥ 0. In the special case where
A (t, .) = µ (t) I (I is the 3 × 3 identity matrix), we have
div (A (t, .)∇w) = µ(t)∆w.
When (H8) is satisfied, a weak solution θ of (9)− (11) can
be written as
∑∞
n=0
θnϕn, where each θn is an absolutely
continuous function of time that for t ∈ ]τk, τk+1] , satisfies
θn (t) =
∑∞
m=0
θm
∫
Ω
ϕm (x)ϕn (x) dx (19)
= θn
(
τ+k
)
+
∫ t
τk
λn (s) θn (s) ds
−
∫ t
τk
∫
Ω
α (s, x)ϕn (x) / (1− σu (s, x))
×
∑∞
m=0
θm (s)ϕm (x) dxds
+
∫ t
τk
∫
Ω
α (s, x)ϕn (x) dsdx.
We are now ready to prove existence and uniqueness of weak
solutions, given the additional conditions we have imposed.
The proof parallels that of Proposition 2.
Theorem 4: Under conditions (H3)–(H8), the problem
(4) − (7) has a unique global weak solution θ. Moreover, if
∂Ω is of class C2 then ∀t > 0, θ (t, .) ∈ H2 (Ω).
Proof: For existence, it suffices to establish existence
of a local solution and use Proposition 3 to conclude the
result. It also suffices to restrict ourselves to the set
[
t+0 , t1
]
.
Let `2(R) denote the Hilbert space of real-valued sequences
{sn}n∈N such that
∑
n∈N |sn|2 < ∞ . Consider the operator
G : D (G)→ `2 (R) where D (G) ⊆ [t+0 , t1]× `2 (R) defined
by
G (t, y)
=
(
λn (t) yn −
∑∞
m=1
ym
∫
Ω
α (t, x)ϕm (x)ϕn (x)
(1− σu (t, x)) dx
)
n∈N
.
The set
⋂
t∈[t+0 ,t1]D (G (t, .)) is a nonempty dense subset
of `2 (R) , since it contains the set of stationary sequences
converging to 0 which is also dense in `2 (R). G is the
infinitesimal generator of the evolution system defined from[
t+0 , t1
]× [t+0 , t1]×⋂t∈[t+0 ,t1]D (G (t, .)) to `2 (R) by (∀n ∈
N, ∀t+0 ≤ s ≤ t ≤ t1)
(U (s, t) y)n =
∫
Ω
exp
(∫ t
s
(
λn (τ)− α (τ, x)
(1− σu (τ, x))
)
dτ
)
×
∑∞
m=1
ymϕm (x)ϕn (x) dx
Hence, if we set ∀n ∈ N, θn
(
t+0
)
= yn then the solution of
(4)− (7) is given by
θ (t, x) =
∑∞
n=0
ϕn (x)
(
U
(
t+0 , t
)
y
)
n
+
∫ t
t0
ϕn (x) (U (s, t) z (s))n
where zn (s) =
∫
Ω
α (s, x)ϕn (x) dx.
Just as with the averaged model, the solution of (4) − (7)
is continuous with respect to the controls u and (vi).
IV. OPTIMAL CONTROL WITH PURELY IMPULSIVE
STATEGY
In this section we consider the behavior of controlled
solutions on a fixed time interval [0, T ] , where T ∈ [τk, τk+1[.
Practically, this interval may be taken as representing one
annual production period. As in previous sections, we first
consider the averaged model, and then use analogous methods
to obtain results for the main model. Although we are optimiz-
ing only with respect to the impulsive strategy, we retain the
continuous control function u as a fixed function. In Section V,
we will optimize also with respect to u.
A. Averaged model with impulsive strategy
The aim of this subsection is to characterize the impulsive
strategy v∗ = (v∗i )0≤i≤k which minimizes the following cost
functional for the averaged model:
J (v) =
∫ T
0
Θ (s) ds+
∑k
i=0
ci (1− vi) Θ (τi) + CfΘ (T ) ,
(20)
where c = (ci)i∈N is a R∗+−valued sequence of cost ratios
related to the use of impulsive control and Cf is also a cost
related to the final inhibition rate. The existence of such an
optimal strategy is guaranteed by the following proposition.
Proposition 5: There is an optimal strategy v∗ = (v∗i )0≤i≤k
which minimizes J .
Proof: Note that 0 ≤ J ≤ 1 + T +
∑k
i=0
ci, so it is
possible to define J∗ ≡ inf
v∈[0,1]k+1
J (v), and there is a sequence
{vn}n∈N such that the sequence {J (vn)}n∈N converges to
J∗. Since [0, 1]k+1 is compact and J is continuous, there is
a subsequence {vnm} which converges to v∗ = (v∗i )0≤i≤k ∈
[0, 1]
k+1 such that J (v∗) = J∗.
In the remainder of this subsection we characterize the
optimal control strategy in such a way that it may be computed.
We have mentioned above that the solution of (9) − (11)
is continuous with respect to control strategies u and (vi).
Now we add the assumption that the solution of (9)− (11) is
Gaˆteaux differentiable with respect to v.
Let Θv be the solution of (9)−(11) associated with a chosen
control strategy v, and let zv be its directional derivative,
zv = DvΘv ≡ lim
λ→0
Θv+λv −Θv
λ
.
Then zv may be computed as follows. Let Φ be the semiflow
corresponding to (9)− (11). Φ satisfies ∀t ∈ ]τi, τi+1] ,
Φ (t, τi, x) = x exp
(
−
∫ t
τi
α (s) / (1− σu (s)) ds
)
+
∫ t
τi
α (s) exp
(
−
∫ t
s
α (τ) / (1− σu (τ)) dτ
)
ds (21)
and
∂xΦ (t, τi, x) = exp
(
−
∫ t
τi
α (s) / (1− σu (s)) ds
)
On the other hand
Θv (t) = Φ
(
t, τi,Θv
(
τ+i
))
= Φ
(
t, τi, viΘv (τi)
)
= Φ
(
t, τi, viΦ
(
τi, τi−1, vi−1Θv (τi−1)
))
We have ∀t ∈ ]0, τ1],
zv (t) = v0Θv (0) exp
(
−
∫ t
0
α (s) / (1− σu (s)) ds
)
and ∀t ∈ ]τi, τi+1] , i ∈ N∗ we get
zv (t) =
(
viΘv (τi) + vizv (τi)
)
× exp
(
−
∫ t
τi
α (s) / (1− σu (s)) ds
)
= viΘv(τi)
× exp
(
−
∫ t
τi
α (s) / (1− σu (s)) ds
)
+
∑i−1
j=0
vj
(∏i
l=j
vl
)
Θv (τj)
× exp
(
−
∫ t
τj
α (s) / (1− σu (s)) ds
)
. (22)
It follows that zv(0+) = v0Θ0, and ∀t ∈ R∗+ \ (τi)i∈N, we
have
dzv/dt = −α(t)zv(t)/(1− σu(t)). (23)
Also, ∀i ∈ N∗ we have
zv
(
τ+i
)
=viΘv(τi) +
∑i−1
j=0
vj
(∏i
l=j+1
vl
)
Θv (τj)
× exp
(
−
∫ τi
τj
α (s) / (1− σu (s)) ds
)
. (24)
Note that zv can be written in the form zv =
∑
Ψjvvj , where
the coefficients Ψjv may be inferred from the above expressions
for zv .
Let Jv(v) ≡ DvJ(v) be the directional derivative of J in
the direction of v for a chosen control strategy v. From (20)
we may compute
Jv(v) =Cfzv (T ) +
∫ T
0
zv (s) ds
+
∑k
i=0
ci
(
(1− vi) zv (τi)− viΘv (τi)
)
(25)
Then we have
Proposition 6: For any control strategy v we have
Jv(v) =
∑k
i=0
(
pv
(
τ+i
)− ci) viΘv (τi) , (26)
where v ∈ V ,
V ≡
{
v ∈ Rk+1;∃ε > 0; v + εv ∈ [0, 1]k+1
}
,
and pv is solution of the following adjoint problem:
dtpv = α (t) pv/ (1− σu (t))− 1, (27)
t ∈ ]0, T ] \ {τi} , i ∈ [0, k] ∩ N∗ ;
pv (T ) = Cf , pv (τi) = ci (1− vi) + pv
(
τ+i
)
vi. (28)
In particular, in the case where v∗ is an optimal solution then
Jv(v
∗) =
∑k
i=0
(
pv∗
(
τ+i
)− ci) viΘv∗ (τi) ≥ 0. (29)
Proof: An argument similar to that in the proof of
Proposition 2 shows that there is a unique absolutely con-
tinuous solution pv to the problem (27)− (28) which satisfies
∀t ∈ ]τi, τi+1] ,
pv (t) =
(
ci+1
(
1− vi+1
)
+ pv
(
τ+i+1
)
vi+1
)
× exp
(
−
∫ τi+1
t
α (s) / (1− σu (s)) ds
)
+
∫ τi+1
t
exp
(
−
∫ s
t
α (τ) / (1− σu (τ)) dτ
)
ds,
and ∀t ∈ ]τk, T ]
pv (t) = Cf exp
(
−
∫ T
t
α (s) / (1− σu (s)) ds
)
+
∫ T
t
exp
(
−
∫ s
t
α (τ) / (1− σu (τ)) dτ
)
ds.
Using integration by parts we get∫ T
τk
pv (s) dzv (s) +
∑k−1
i=0
∫ τi+1
τi
pv (s) dzv (s)
= pv (T ) zv (T )− pv
(
τ+k
)
zv
(
τ+k
)
+
∑k−1
i=0
(
pv (τi+1) zv (τi+1)− pv
(
τ+i
)
zv
(
τ+i
))
−
∫ T
0
(
α (s) pv (s) / (1− σu (s))− 1
)
zv (s) ds.
On the other hand, from (23) we get∫ T
τk
pv (s)
dzv
ds
(s) ds+
∑k−1
i=0
∫ τi+1
τi
pv (s)
dzv
ds
(s) ds
= −
∫ T
0
(α (s) / (1− σu (s))) pv (s) zv (s) ds.
Equating these two expressions yields (after rearrangement)∫ T
0
zv (s) ds = −
(
pv (T ) zv (T )− pv
(
τ+k
)
zv
(
τ+k
))
−
∑k−1
i=0
(
pv (τi+1) zv (τi+1)− pv
(
τ+i
)
zv
(
τ+i
))
.
Plugging this into expression (25) for Jv(v) and using (28)
completes the proof of (26).
In the case where v is an optimal strategy v∗, then for an
abitrary but fixed v ∈ V and ε > 0 sufficiently small, we have
J (v∗ + εv) ≥ J (v∗) , and consequently
Jv(v
∗) = lim
ε→0+
1
ε
(J (v∗ + εv)− J (v∗)) ≥ 0.
The result above is a version of the maximum principle
which characterizes the optimal strategy, but does not provide
an efficient way to compute it. The following proposition
provides a direct means for computing an optimal strategy
in the case where σ∗ = 0.
Proposition 7: There exists an optimal strategy v = v∗ such
that v∗ belongs to the set {0, 1}k and
v∗i =
{
0 if pv∗
(
τ+i
)
> ci and Θv∗ (τi) ≥ σ∗,
1 otherwise.
Proof: By Proposition 5, we know that an optimal control
strategy v∗ exists. In the case where pv∗
(
τ+i
)
> ci, then (29)
requires that vi ∈ R+, which necessarily leads to v∗i = 0
(since Θv∗ (τi) ≥ σ∗ > 0 by the definition of τi). Similarly,
if pv∗
(
τ+i
)
< ci then (29) requires that vi ∈ R−, which
corresponds necessarily to v∗i = 1. If pv∗
(
τ+i
)
= ci, then
from (29) we have that Jvi(v
∗) = 0. Supposing that v∗i < 1,
we may increase v∗i without changing the value of J(v
∗).
(Here we should note that increasing v∗i will not affect the
condition Θv∗ (τj) ≥ σ∗ for j ≥ i because of monotonicity.)
In particular, we may choose v∗i = 1 and still obtain a solution
v∗ that minimizes the cost function.
In the case where σ∗ = 0, Proposition 7 provides a
constructive method for obtaining v∗, by using (27) and (28)
to solve for pv∗(t) in a backwards time direction starting from
t = T .
B. Space-dependent model with pulse strategy
In this subsection we generalize the results of the the previ-
ous subsection by establishing existence of and characterizing
a strategy v∗ = (v∗i )i∈N which minimizes the following cost
functional:
J (v) =
∫ T
0
∫
Ω
θ (s, x) dxds+
∫
Ω
Cf (x) θ (T, x) dx
+
∑k
i=0
∫
Ω
ci (x) (1− vi (x)) θ (τi, x) dx, (30)
where τk < T < τk+1; ∀i ∈ N, vi ∈ L∞ (Ω; [0, 1]) , ci ∈
L∞ (Ω;R+); and ∀x ∈ Ω, c(x) = (ci(x))i∈N is a R∗+−valued
sequence of cost ratios related to the use of control. Cf is also
a cost related to the final inhibition rate.
Before proving the existence of an optimal strategy, we
recall the following lemma stated in [1], [6].
Lemma 8: (Mazur)
Let (xn)n∈N be a sequence taking its values in a real Banach
space X that is weakly convergent to x ∈ X . Then there exists
a X−valued sequence (yn)n∈N which converges strongly to
x and such that ∀n ∈ N, yn is an element of the convex hull
of (xn)n∈N.
Theorem 9: There is an optimal strategy v∗ = (v∗i )i∈N
which minimizes J(v).
Proof: The problem can be reduced to finding v∗ =
(v∗i )0≤i≤k ∈ [0, 1]k+1, since the terms vi with i > k have
no effect on J . Note that
0 ≤ J(v) ≤ |Ω|
(
1 + T +
∑k
i=0
‖ci‖L∞(Ω;R)
)
.
Let J∗ = inf
v
J (v). There is a (L∞ (Ω; [0, 1]))k+1−valued
sequence {vn}n∈N such that the sequence {J (vn)}n∈N con-
verges to J∗. The sequence {vn}n∈N is bounded and there
is a subsequence {vnm} which converges weakly to a strat-
egy v∗ ∈ (L∞ (Ω; [0, 1]))k+1. Lemma 8 implies there is a
sequence {vn}n∈N in conv
({vn}n∈N) ⊂ (L∞ (Ω; [0, 1]))k+1
which converges strongly to v∗. Since J(v) is continuous, it
follows that J (v∗) = J∗.
In the remainder of this subsection we characterize the
optimal control strategy in order to compute it. The solution of
(4)− (7) is continuous with respect to control strategies (vi).
Now we add the assumption that the solution of (4) − (7)
is Gaˆteaux differentiable with respect to v = {vi}0≤i≤k ∈
(L∞ (Ω; [0, 1]))k+1. Let θv be the solution of (4) − (7)
associated to a chosen control strategy v and let zv be its
directional derivative, zv = Dvθv . In analogy to the derivation
of (23) and (24) in the previous section, we may show that
∀x ∈ Ω and ∀i ∈ N∗,
zv
(
0+, x
)
= v0(x)ρ(x); (31)
zv
(
τ+i , x
)
= vi (x) θv (τi, x) + vi (x) zv (τi, x) ; (32)
and ∀t ∈ R∗+ \ (τi)i∈N
∂tzv (t, x) = −α (t, x) zv (t, x) / (1− σu (t, x)) (33)
+ div (A (t, x)∇zv (t, x)) ,
As in the previous section, we may define Jv(v) as the
directional derivative of the cost functional J(v) as defined in
(30). A straightforward computation yields
Jv(v) =
∫
Ω
Cf (x) zv (T, x) dx+
∫ T
0
∫
Ω
zv (s, x) dxds
+
∑k
i=0
∫
Ω
ci (x) ((1− vi (x)) zv (τi, x)
−vi (x) θv (τi, x)
)
dx. (34)
We may then state the following analogy of Proposition 6:
Theorem 10: If v = v∗ is an optimal strategy then ∀v ∈ V,∑k
i=0
∫
Ω
(
pv∗
(
τ+i , x
)− ci (x)) vi (x) θv∗ (τi, x) dx ≥ 0,
where
V =
{
v ∈ (L∞ (Ω;R))k+1 ;
∃ε > 0 | v∗ + εv ∈ (L∞ (Ω; [0, 1]))k+1
}
,
and pv∗ is solution of the following adjoint problem (∀x ∈ Ω):
∂tpv∗ = α (t, x) pv∗/ (1− σu (t, x))
− div (A (t, x)∇pv∗ (t, x))− 1,
t ∈ ]0, T ] \ {τi} , i ∈ [0, k] ∩ N∗ ; (35)
pv∗ (T, x) = Cf (x) , (36)
pv∗ (τi, x) = v
∗
i (x) pv∗
(
τ+i , x
)
+ ci (x) (1− v∗i (x)) ; (37)
and
〈A (t, x)∇pv∗ (t, x) , n (x)〉 = 0, on R∗+ × ∂Ω. (38)
Proof: The proof resembles that of Proposition 6. We
first argue as in Proposition 4 that there is a unique absolutely
solution pv∗ to the problem (35)−(38). We may then evaluate∫ T
0
pv∗ (s, x) ∂tzv ds+
k−1∑
i=0
∫ τi+1
τi
pv∗ (s, x) ∂tzv ds
by parts, and alternatively by using expression (33) for ∂tzv .
After equating the two expressions, integrating over Ω, and
rearranging we obtain∫ T
0
∫
Ω
zv (s, x) dxds
=
∫
Ω
pv∗ (T, x) zv (T, x) dx
−
∑k−1
i=0
∫
Ω
pv∗ (τi+1, x) zv (τi+1, x) dx
+
∑k
i=0
∫
Ω
pv∗
(
τ+i , x
)
zv
(
τ+i , x
)
dx,
and substituting this expression into expression (34) for
Jv(v
∗), we find after simplification that
Jv(v
∗) =
∑k
i=0
∫
Ω
(
pv∗
(
τ+i , x
)− ci (x)) vi (x) θv∗ (τi, x) dx.
For an arbitrary but fixed v ∈ V and ε > 0 sufficiently small
we have J (v∗ + εv) ≥ J (v∗) and consequently (as before)
Jv(v
∗) ≥ 0.
Consider in (L∞ (Ω;R))k+1 ⊃ (L∞ (Ω; [0, 1]))k+1 the
inner product
〈v1, v2〉 =
∑k
i=0
∫
Ω
vi1 (x) v
i
2 (x) ds
with its associated norm
‖v‖2 =
∑k
i=0
(∫
Ω
(
vi1 (x)
)2
ds
)1/2
.
Note that ∀v ∈ (L∞ (Ω;R))k+1 ,
‖v‖2 ≤
√
|Ω| ×
∑k
i=0
ess sup
x∈Ω
∣∣vi (x)∣∣ .
This allows us to find v∗ using the topology given by ‖.‖2.
Since Jv(v∗) is a continuous linear operator acting on v, there
is a unique v ∈ (L∞ (Ω;R))k+1 such that
〈v, v〉 = Jv(v∗).
From Theorem 10 we find ∀j ∈ [0, k] ∩ N, ∀x ∈ Ω,
vj (x) =
(
pv∗
(
τ+j , x
)− cj (x)) θv∗ (τj , x) .
This identification is useful in the implementation of the
gradient method.
We close this section with a proposition which, like Propo-
sition 7, enables the direct computation of the optimal strategy
when σ∗ = 0.
Proposition 11: If v = v∗ is an optimal strategy then ∀x ∈
Ω, v∗ (x) ∈ {0, 1}k. Moreover, there exists an optimal strategy
v∗i such that
v∗i (x) =

0, if pv∗
(
τ+i , x
)
> ci
and ‖θ (τi, .)‖L2(Ω) ≥ σ∗ |Ω| ,
1, otherwise.
Proof: The proof is similar to that of Proposition 7.
It follows from Proposition 11 that the optimal strategy may
be found when σ∗ = 0 by backwards-solving for p.
V. OPTIMAL CONTROL BASED ON BOTH CONTINUOUS AND
PULSE STATEGIES
In this section we consider the possibility of a continuous
control strategy employed along with the pulse control. As
in the previous section, we restrict the time of study to the
set [0, T ] where T ∈ [τk, τk+1[ corresponds practically to an
annual production period.
A. Averaged model with mixed strategy
In this subsection we demonstrate existence and provide a
characterization of a strategy (u∗, v∗) =
(
u∗, (v∗i )i∈N
)
which
minimizes the following cost functional:
J (u, v) =
∫ T
0
Θ (s) + C (s)u (s) ds
+
∑k
i=0
ci (1− vi) Θ (τi) + CfΘ (T ) ,
where C ∈ L∞loc (R+;R+) is almost everywhere positive and
c = (ci)i∈N ⊂ R∗+. C and c are time dependent cost ratios
related to the use of the control strategy. It is evident that
only the k + 1 first terms of v and c are significant. Cf is a
cost related to the final inhibition rate. We also require that
u ∈ L∞ ([0, T ] ; [0, 1]).
Existence of an optimal strategy is guaranteed by the
following proposition, which uses virtually the same argument
as Theorem 9.
Proposition 12: There is an optimal strategy (u∗, v∗) =(
u∗, (v∗i )i∈N
)
which minimizes J .
Proof: We may take v∗ = (v∗i )0≤i≤k ∈ [0, 1]k+1, since
vi with i > k do not affect J . Note that
0 ≤ J ≤ 1 +
(
1 + sup
s∈[0,T ]
C (s)
)
T +
∑k
i=0
ci.
Let
J∗ = inf
(u,v)∈L∞([0,T ];[0,1])×[0,1]k+1
J (u, v) .
Then there is a L∞ ([0, T ] ; [0, 1]) × [0, 1]k+1−valued se-
quence {un, vn}n∈N such that the sequence {J (un, vn)}n∈N
converges to J∗. The sequence {un, vn}n∈N is bounded, so
there is a subsequence {unm , vnm} which converges weakly
to a strategy {u∗, v∗} ∈ L∞ ([0, T ] ; [0, 1]) × [0, 1]k+1. Us-
ing the lemma of Mazur, there is a sequence {un, vn}n∈N
in conv
({(un, vn)}n∈N) ⊂ L∞ ([0, T ] ; [0, 1]) × [0, 1]k+1
which converges strongly to (u∗, v∗). Since J is continuous,
J (u∗, v∗) = J∗.
Now let Θu,v be the solution of (9) − (11) associated to
a chosen control strategy (u, v), and let zu = DuΘu,v and
Ju(u, v) = DuJ (u, v). Then using (21) we may compute for
t ∈]τi, τi+1],
zu (t)
= vi
(
zu (τi)− σΘu,v (τi)
∫ t
τi
α (s)u (s) / (1− σu (s))2 ds
)
× exp
(
−
∫ t
τi
α (s) / (1− σu (s)) ds
)
−
∫ t
τi
σα (s) exp
(
−
∫ t
s
α (τ) / (1− σu (τ)) dτ
)
×
∫ t
s
α (τ)u (τ) / (1− σu (τ))2 dτds.
In analogy with (22), we may derive for t ∈]τi, τi+1]
zu (t)
= −
∑i−1
j=0
(∏i
l=j
vl
)∫ τj+1
τj
α (s)u (s) / (1− σu (s))2 ds
× σΘu,v (τj) exp
(
−
∫ t
τj
u (s)α (s) / (1− σu (s)) ds
)
−
∑i−1
j=0
(∏i
l=j+1
vl
)
×
∫ τj+1
τj
∫ τj+1
s
α (τ)u (τ) / (1− σu (τ))2 dτ
× σα (s) exp
(
−
∫ t
s
α (τ) / (1− σu (τ)) dτ
)
ds
−
∫ t
τi
∫ t
s
α (τ)u (τ) / (1− σu (τ))2 dτ
× σα (s) exp
(
−
∫ t
s
α (τ) / (1− σu (τ)) dτ
)
ds
−
∫ t
τi
α (s)u (s) / (1− σu (s))2 ds
× viσΘu,v (τi) exp
(
−
∫ t
τi
α (s) / (1− σu (s)) ds
)
.
Thus zu satisfies:
zu (0) = 0; zu
(
τ+i
)
= vizu (τi) , (39)
and ∀t ∈ R∗+ \ (τi)i∈N,
dzu/dt = −α (t) zu (t) / (1− σu (t))
− σα (t)u (t) Θu,v (t) / (1− σu (t)) . (40)
We may also compute
Ju(u.v) =
∫ T
0
zu (s) + C (s)u (s) ds
+
∑k
i=0
ci (1− vi) zu (τi) + Cfzu (T ) . (41)
Proposition 13: If (u, v) = (u∗, v∗) is an optimal strategy
then ∀ (u, v) ∈ V,
0 ≤ Ju(u∗, v∗) + Jv(u∗, v∗)
=
∫ T
0
C (s)u (s) ds+
∑k
i=0
(
pu∗
(
τ+i
)− ci) viΘv∗ (τi)
−
∫ T
0
σu (s)α (s) pu∗ (s) Θu∗,v∗ (s) / (1− σu∗ (s))2 ds,
where
V =
{
(u, v) ∈ L∞ ([0, T ] ;R)× Rk+1;∃ε > 0;
(u∗ + εu, v∗ + εv) ∈ L∞ ([0, T ] ; [0, 1])× [0, 1]k+1
}
,
and pu∗,v∗ is the solution to the problem (27) − (28) with
v = v∗ and u = u∗.
Proof: The proof parallels those of Proposition 6 and
Theorem 10. We may evaluate
k∑
i=0
∫ τi+1
τi
pu∗,v∗dzu(s) +
∫ T
τk
pu∗,v∗dzu(s)
in two ways: by parts, and using the derivative expression (40).
Equating the two results gives an expression for
∫ T
0
zu(s)ds,
which we may then plug into (41) and simplify to obtain the
above expression for Ju(u∗, v∗) +Jv(u∗, v∗). The conclusion
Ju(u
∗, v∗) + Jv(u∗, v∗) ≥ 0 follows as before from the fact
that J (u∗ + εu, v∗ + εv) ≥ J (u∗, v∗) for abitrary but fixed
(u, v) ∈ V and ε > 0 sufficiently small.
For u1, u2 ∈ L∞ ([0, T ] ;R) ⊃ L∞ ([0, T ] ; [0, 1]) , define
the inner product
〈u1, u2〉 =
∫ T
0
u1 (s)u2 (s) ds
with its associated norm ‖u‖3 =
(∫ T
0
u2 (s) ds
)1/2
. Note
that ∀u ∈ L∞ ([0, T ] ;R) , ‖u‖ ≤ √T × ess sup
t∈[0,T ]
|u (t)|3; thus
we may find u∗ using the topology given by ‖.‖3. Since
Ju(u
∗, v∗) is a linear continuous operator acting on u, it
follows there is a unique u ∈ L∞ ([0, T ] ;R) such that
〈u, u〉 = Ju(u∗, v∗). (42)
Indeed, from Proposition 13 we find
u = C − σαpu∗,v∗Θu∗,v∗/ (1− σu∗)2 (43)
Proposition 14: If (u, v) = (u∗, v∗) is an optimal strategy
then v∗ ∈ {0, 1}k. Moreover,
v∗i =
{
0, if pu∗,v∗
(
τ+i
)
> ci and Θu∗,v∗ (τi) ≥ σ∗
1, otherwise, (44)
and
u∗ =
{
0, if C > σαpu∗,v∗Θu∗,v∗/ (1− σ)
1, otherwise. (45)
Proof: The proof is similar to that of Proposition 7. The
extremality of the pulse strategy follows as before. To show
extremality of the optimum continuous strategy, we suppose
that (u∗, v∗) is an optimum strategy, and for real parameters
(ζ, s, δ) define an alternate continuous control strategy
u(ζ,s,δ)(t) ≡ u∗(t) + ζχ[s,s+δ](t),
where χ[a,b] denotes the characteristic function for the interval
[a, b]. We may then compute
J(u(ζ,s,δ), v
∗)− J(u∗, v∗) =
∫ ζ
0
Jχ[s,s+δ](u
∗ + ξχ[s,s+δ], v∗)dξ
=
∫ ζ
0
〈uξ,s,δχ[s,s+δ]〉dξ,
(46)
where
u(ζ,s,δ) ≡ C − σαpu
∗,v∗Θu∗,v∗(
1− σ(u∗ + ζχ[s,s+δ])
)2
Substituting into (46), we find (for δ → 0)
J(u(ζ,s,δ), v
∗)− J(u∗, v∗)
= δ
∫ ζ
0
C − σαpu∗,v∗Θu∗,v∗
(1− σ(u∗(s) + ζ))2 dξ +O(δ
2)
= δ (q(u∗(s) + ζ)− q(u∗(s))) +O(δ2),
where
q(η) ≡ cη − αpu∗,v∗Θu∗,v∗
1− ση .
Since J assumes its minimum at (u∗, v∗), it follows that q(η)
is minimized when η = u∗(s) (note that 0 ≤ η ≤ 1 because of
restrictions on the control u(s)). It is easily shown that q′′ < 0
on that interval, which implies that the minimum occurs at one
of the endpoints, that is η = 0 or η = 1. To find which, we
compute
q(1)− q(0) = C − σαpu∗,v∗
1− σ , (47)
which leads directly to the condition (45).
B. Space-dependent model with mixed strategy
In this subsection we survey the existence and we character-
ize of a strategy (u∗, v∗) =
(
u∗, (v∗i )i∈N
)
for the main model
which minimizes the following cost functional:
J (u, v) =
∫
Ω
∫ T
0
θ (s, x) + C (s, x)u (s, x) dsdx
+
∑k
i=0
∫
Ω
ci (x) (1− vi (x)) θ (τi, x) dx
+
∫
Ω
Cf (x) θ (T, x) dx,
where C ∈ L∞loc (R+ × Ω;R+) is almost everywhere positive,
∀i ∈ N, vi ∈ L∞ (Ω; [0, 1]) , ci ∈ L∞ (Ω;R+) , ∀x ∈ Ω,
c (x) = (ci (x))i∈N ⊂ R∗+. C and c are time dependent
cost ratios related to the use of the control strategy. Cf
is a cost related to the final inhibition rate. As before, we
need only consider the first k + 1 terms of v and c. We
may also consider the restriction of u to [0, T ], so that
u ∈ L∞ ([0, T ]× Ω; [0, 1]).
The following theorem generalizes Theorem 9 and Propo-
sition 12.
Theorem 15: There is an optimal strategy (u∗, v∗) =(
u∗, (v∗i )i∈N
)
which minimizes J .
Proof: The proof uses the same argument as in Theorem
9 and Proposition 12, based on the lemma of Mazur.
Let θu,v be the solution of (4) − (7) associated to a
chosen control strategy (u, v), and let zu = Duθu,v and
Ju = DuJ (u, v). Using methods we have demonstrated
above, it may be shown that for (t, x) ∈ (R∗+ \ (τi)i∈N)×Ω,
∂tzu =− α (t, x) zu (t, x) / (1− σu (t, x))
− σα (t, x)u (t, x) θu,v (t, x) / (1− σu (t, x))
+ div (A (t, x)∇zu (t, x)) , (48)
where zu additionally satisfies
zu (0, x) = 0, x ∈ Ω (49)
and
zu
(
τ+i , x
)
= vi (x) zu (τi, x) , x ∈ Ω. (50)
Furthermore, we may show
Ju =
∫ T
0
∫
Ω
zu (s, x) + C (s, x)u (s, x) dxds
+
∑k
i=0
∫
Ω
ci (x) (1− vi (x)) zu (τi, x) dx
+
∫
Ω
zu (T, x) dx.
We obtain finally the following generalization of
Theorem 16: If (u, v) = (u∗, v∗) is an optimal strategy then
∀ (u, v) ∈ V,
0 ≤ Ju + Jv
=
∫ T
0
∫
Ω
C (s, x)u (s, x) dxds
+
∑k
i=0
∫
Ω
(
pv∗
(
τ+i , x
)− ci (x)) vi (x)
× θu∗,v∗ (τi, x) dx
−
∫ T
0
∫
Ω
σu (s, x)α (s, x) pu∗ (s, x) θu∗,v∗ (s, x)
/ (1− σu∗ (s, x))2 dxds,
where
L ≡ L∞ ([0, T ]× Ω;R)× (L∞ (Ω;R))k+1 ;
V = {(u, v) ∈ L | ∃ε > 0, (u∗ + εu, v∗ + εv) ∈ L} ,
and pu∗ = pv∗ is the solution to the problem (35)− (38) .
Proof: The proof follows the same lines as Proposition
6, Theorem 10, and Theorem 13, albeit the calculations are
more complicated.
For u1, u2 ∈ L∞ ([0, T ]× Ω;R) ⊃ L∞ ([0, T ]× Ω; [0, 1]),
define the inner product
〈u1, u2〉 =
∫ T
0
∫
Ω
u1 (s, x)u2 (s, x) dxds,
with associated norm ‖u‖4 =
(∫ T
0
∫
Ω
u2 (s, x) dxds
)1/2
.
Note that ∀u ∈ L∞ ([0, T ]× Ω;R) , ‖u‖4 is less than√|Ω|Tess sup
t∈[0,T ]
|u (t, x)|; this allows us to find u∗ using the
topology given by ‖.‖4.
Since Ju is a linear continuous operator acting on u,
it follows there is a unique u ∈ L∞ ([0, T ]× Ω;R) such
that〈u, u〉 = Ju. Indeed, from Theorem 16 we have
u = C − σαpuθu,v/ (1− σu)2 .
Proposition 17: If v = v∗ is an optimal strategy then ∀x ∈
Ω, v∗ (x) ∈ {0, 1}k. Moreover,
v∗i (x) =

0, if pv∗
(
τ+i , x
)
> ci and
‖θu∗,v∗ (τi, .)‖L2(Ω) ≥ σ∗ |Ω| ;
1, otherwise,
and
u∗(t, x) =
{
0, if C > σαpu∗θu∗,v∗/ (1− σ) ;
1, if C < σαpu∗θu∗,v∗/ (1− σ) , (51)
where C is a function of t and α, pu∗ , and θu∗,v∗ are functions
of (t, x).
Proof: The proof is similar to that of Proposition 7.
VI. MODEL SIMULATION
In this section we present simulations which verify that
algorithms based on Propositions 7 and 11 are effective in de-
terming optimal pulse-only control strategies for the spatially-
averaged and space-dependent models, respectively.
A. Model discretization
First we briefly describe the implementation of the model.
The averaged model is a special case of the space-dependent
model (on a 1 × 1 × 1 grid), so it suffices to describe the
space-dependent model. For the purposes of this description,
we define
θ(0) ≡ θ(t, x); θ(1) ≡ θ(t+ h, x); θ(.5) ≡ θ(t+ 0.5h, x);
α(.5) ≡ α(t, x); u(.5) ≡ u(t, x); A(.5) ≡ A(t, x),
where h is the discrete time step used in the simulation. Using
centered time-difference, we then have:
θ(1) − θ(0)
h
≈ α(.5)(1− θ
(.5)
1− σu(.5) + div
(
A(0.5)∇θ(.5)
)
.
(52)
We may also approximate:
θ(.5) ≈ θ
(0) + θ(1)
2
,
which enables us to rewrite (52 as:
θ(1) ≈ h
(
I − h
2
M
)−1 [
α(.5) +
(
I +
h
2
M
)
θ(0)
]
, (53)
where M represents the operator:
M ≡ − α
(.5)
1− σu(.5) I + div
(
A(0.5)∇
)
. (54)
It remains to find a spatial discretization of M that respects the
boundary conditions. For simplicity we restricted ourselves to
the case where A is diagonal: A ≡ diag(A1, A2, A3).
div
(
A(0.5)∇φ
)
=
∂
∂x1
(
A
(0.5)
1
∂
∂x1
φ
)
+
∂
∂x2
(
A
(0.5)
2
∂
∂x2
φ
)
+
∂
∂x3
(
A
(0.5)
3
∂
∂x3
φ
)
Letting the subscripts i, j, k denote the grid point indices in
the x1, x2, and x3 directions respectively, we may discretize
as follows:(
div
(
A(0.5)∇φ
))
i,j,k
=
1
ds2
(
A
(0.5)
1,(i+.5,j,k)(φi+1,j,k − φi,j,k)
−A(0.5)1,(i−.5,j,k)(φi,j,k − φi−1,j,k)
+A
(0.5)
2,(i,j+.5,k)(φi,j+1,k − φi,j,k)
−A(0.5)2,(i,j−.5,k)(φi,j,k − φi,j−1,k)
+A
(0.5)
3,(i,j,k+.5)(φi,j,k+1 − φi,j,k)
−A(0.5)3,(i,j,k−.5)(φi,j,k − φi,j,k−1)
)
.
In these equations, ds is the space discretization step and the
notation for the discretized matrix entries means
A
(0.5)
m,(a,b,c) = Am(t+0.5h, [a−1, b−1, c−1]ds), (j = 1, 2, 3).
We use a (N1 + 1)× (N2 + 1)× (N3 + 1) grid, corresponding
to a spatial domain Ω ≡ [0, N1ds] × [0, N2ds] × [0, N3ds].
The boundary condition A(x, t)∇φ(x, t) = 0 for x ∈ ∂Ω is
implemented by requiring that Am(t, x) = 0 whenever x /∈ Ω.
It may be verified that under these conditions, the following
holds:
N1∑
i=0
N2∑
j=0
N3∑
k=0
div
(
A(0.5)∇φ
)
i,j,k
= 0, (55)
in accordance with the divergence theorem.
B. Simulation of spatially-averaged model and optimal pulse-
only strategy
We present first results from the spatially-averaged model,
which are easier to display graphically. Following [14] we use
an inhibition pressure of the form
α (t) = a (t− b)2 (1− cos (2pit/c)) , (56)
with b, c ∈ [0, 1]. This function is shown in Figure 1; it reflects
the seasonality of empirically-based severity index models
found in the literature [10], [11], [13].
Fig. 1. Inhibition pressure α(t)
Parameters used in the simulation are summarized in Table
I. We considered only the case where the cost of pulse
intervention is independent of time (that is, ci is constant):
the general features of the solution are still manifest in this
special case.
Parameter Significance Value
a Average amplitude parameter in (56) 0.5 log (10)
b Time of maximal 0.75
inhibition pressure in (56)
c Period of oscillations in (56) 0.2
ci Unit cost of pulse 0.25, 0.4 or 0.5
intervention
Cf Unit cost at harvest 0, 0.25, or 0.5
1− σ Inhibition rate attractor if u = 1 0.7
σ∗ Pulse intervention threshold 0
Θ0 Average initial inhibition rate 0.4
∆τ Time interval between 1/52 (one week)
pulse interventions
T Length of simulation 1 (year)
TABLE I
SIMULATION PARAMETERS FOR SPATIALLY-AVERAGED MODEL
Simulation results for the averaged model are displayed
in Figure 2, 3, and 4. In Figure 2, the optimal pulse-only
control strategy is shown for a range of pulse control costs.
(The optimal pulse control strategy was calculated based on
Theorem 7, with pv calculated as the numerical solution to
the adjoint problem (27)–(28). As expected, as intervention
cost increases the amount of intervention decreases for the
optimal solution. It is interesting to note in Figure 2 that the
sets of intervention times corresponding to successively larger
intervention costs form a sequence of nested subsets. However,
we have not proven that this is true in general. Figure 3 shows
optimal pulse control for the same unit pulse control costs,
but with a constant chemical control u = 1 and inhibition rate
attractor 1−σ = 0.7 . The maximum inhibition rate is reduced
by the chemical control, and the number of pulse interventions
is also reduced compared to Figure 2. Figure 4 illustrates the
Fig. 2. Inhibition rate with optimal pulse-only control for different unit pulse
control costs. The markings below the time axis indicate times at which pulse
control is applied for the corresponding control cost. The unit cost at harvest
(Cf ) was set equal to 0.
Fig. 3. Inhibition rate with optimal pulse control for different unit pulse
control costs, given that constant chemical control is also used (u = 1, σ =
0.3). The markings below the time axis indicate times at which pulse control
is applied for the corresponding control cost. The unit cost at harvest (Cf )
was set equal to 0.
effect of unit cost at harvest (Cf ) on the optimal strategy.
In this case, increases in final control cost lead to increases
in the application of pulse control that effectively reduce the
final cost. As in Figure 2, the pulse control applications for
different final control costs form a sequence of nested subsets.
Note that if Cf > c then Cf has no further influence on the
optimal strategy, because then it is always preferable to use
pulse control immediately before harvest rather than to incur
the harvest cost Cf .
Fig. 4. Inhibition rate with optimal pulse-only control for different unit final
control costs. The markings below the time axis indicate times at which pulse
control is applied for the corresponding final control cost.
C. Simulation of main model and optimal pulse-only strategy
We also simulated the main model, using the parameters
specified in Tables I and II. We first considered the case where
the inhibition pressure is independent of location, while the
initial inhibition rate varies with location according to the
functional form
q1
(
sin
(
pix1
N1ds
)
sin
(
pix2
N2ds
)
sin
(
pix3
N3ds
))1/3
+ q2. (57)
This function indicates an initial infection that is concentrated
towards the center of Ω. The constants q1 and q2 were chosen
such that the average initial inhibition rate agrees with Table I.
Parameter Significance Value
A Diffusion matrix I, 10I
Ω grid size (N1 ×N2 ×N3) 10× 10× 3
ds spatial grid spacing 1
TABLE II
ADDITIONAL SIMULATION PARAMETERS FOR GENERAL MODEL
Figures 5 and 6 show the evolution under optimal pulse
strategy for all grid points in a 10 × 10 × 3 grid. The
systems represented by the two figures have different diffusion
matrices (A = I for Figure 5, A = 10I for Figure 6). The
figures confirm that when the inhibition rate and costs are
spatially indepent, then the optimal strategy is also spatially
independent: pulse interventions are always applied to the
entire region, and never to a proper subregion. Furthermore,
the optimal strategy does not depend on the initial inhibition
rate distribution, or on the diffusion matrix A. All of these
characteristics may be rigorously proven using the fact that
the optimal strategy is derived from the solution of the adjoint
system (35)–(38), which is independent of θ0 and is also
independent of x as long as Cf and c are independent of x.
Since the optimal strategy is space-independent, we find that
in this case the spatial average of the general model agrees
exactly with the averaged model. This illustrates the practical
usefulness of the averaged model, in the case where inhibition
pressure and costs are independent of spatial location.
Fig. 5. Inhibition rate with optimal pulse control as a function of time for
different grid points on a 10 × 10 × 3 grid, for a system with A = I, c =
0.55, Cf = 0, and other parameters as given in Tables I and II. The space-
averaged version of this system is associated with the c = 0.55 curve in
Figure 2. Note the optimal pulse interventions (indicated by the markings
below the time axis) are the same in both cases.
Fig. 6. Inhibition rate with optimal pulse control for different grid points,
for a system as in Figure 5 except with diffusion matrix A = 10I .
Next, we consider the case where the inhibition pressure
depends on spatial location. We did this by choosing a(x) in
(56) for each grid point independently according to a uniform
random distribution, then rescaling so that the average value
of a(x) agrees with Table I. Other parameters from Table I
remain unchanged, and are constant with respect to the space
variable. In particular, the initial conditions ρ(x) were taken
as constant with respect to the space variable. Figure 7 shows
the inhibition rate as a function of time for all grid points of a
10×10×3 grid when optimal pulse control is applied. Unlike
the cases shown in Figures 5 and 6, in this case the optimal
strategy depends on spatial position.
Fig. 7. Inhibition rate with optimal pulse control for a system as in Figure 5
except with constant initial inhibition pressure, and with space-dependent
inhibition rate.
VII. DISCUSSION
This paper significantly extends the results of [14] in several
respects. First, the model has been generalized by imposing
weaker smoothness conditions on the parameters. Parameters
are only required to be measurable and essentially locally
bounded on R3+1. Under these conditions, we have showed
existence and uniqueness of a solution which takes values
in [0, 1], thus establishing the model to be well formulated
mathematically and epidemiologically. Second, we have in-
cluded the possibility of a pulse control strategy, along with
the continuous (chemical) control strategy studied in [14].
The added pulse strategy v = (vi)i∈N represents the cultiva-
tional practices such as pruning old infected twigs, removing
mummified fruits [5], [19], [20], [21], [28]. Third, we have
verified an explicit algorithm for finding the optimal pulse-
only strategy in the case where σ∗ = 0. Numerical simulations
for both the averaged version of the model and the full
version confirm the practical applicability of this algorithm.
As explained in subsection III-A, the averaged version of
the model faithfully represents the average behavior on the
bounded domain Ω, when inhibition pressure and intervention
costs are space-independent.
Practical computation of control strategies that optimize the
use of both pulse and chemical contr are the subject of ongoing
research.
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