ABSTRACT
INTRODUCTION
The calculation of polymorphism statistics is a routine task in molecular population genetics. For instance, tests based on the Tajima's D statistic (Tajima, 1989 ) may be conducted to make inferences about population history and structure such as growth or subdivision, and about molecular evolutionary processes such as purifying selection (see e.g. Ptak and Przeworski, 2002) . DNASP (v. 3.5; Rozas and Rozas, 1999) provides an important tool implementing such calculations for the Windows™ operating system. Another program called SITES by Jody Hey runs on multiple platforms. For many statistics including Tajima's D, DNASP can operate in a sliding window mode, where the statistic is calculated repeatedly over a series of possibly overlapping data subalignments.
While sliding window analysis may be useful in exploratory data analysis, the statistical significance values calculated on individual windows will be misspecified unless multiple comparisons are taken into account. For instance, DNASP v. 3.5 calculates significance cut-offs of Tajima's D for each window separately using the beta distribution to obtain critical values. The problem of multiple comparisons in using neutrality tests on arbitrary subdivisions of data is discussed by, for instance, McDonald (1998) and Fares et al. (2002) . Fu and Li (1993) (2000), the empirical distribution of window minima and maxima of these statistics generated by SCANMS may then be used to calculate achieved significance levels or significance cut-offs in a way that accounts for the multiple comparisons inherent in sliding window analysis.
IMPLEMENTATION AND USAGE
SCANMS is a command-line utility written in Perl. Executing it requires a Perl interpreter, ported to most operating systems. Other than MS itself, there are no other prerequisites to its installation and use.
Because MS assumes an infinitely many sites mutation model, its randomly generated mutation coordinates are scaled on the unit interval at a fixed precision of 10 −3 . Rounding error can cause collisions of adjacent coordinates; SCANMS corrects for this.
SCANMS requires at least three arguments: the simulated alignment length, window-size and window-step-size all in base pair units in that order. Input may either be direct or by file. An example outputting Tajima's D (the default) on a Linux system for an alignment of six haplotypes, a length of 4724 nt and a θ parameter of 83, emulating a sliding window analysis with windows of length 100 and step-size 25 is:
$ ms 6 1000 −t 83 | scanms 4734 100 25 > d.out
Like DNASP, SCANMS calculates Fu and Li's F * statistic using corrected coefficient formulas from Simonsen et al. (1995) .
SCANMS

OUTPUT AND ANALYSIS
For each replicate input, one line is output containing the window minimum and maximum of the selected test statistic. Percentiles and achieved significance levels must be calculated separately.
Using the example of Tajima's D, the achieved significance level of a value D > 0 (D < 0) is 1−p where p is the proportion of replicates with a window maximum (minimum) value greater than (less than) D. One-tailed tests are appropriate, so the significance cut-off at alpha level α is the (1 − α)-th percentile of the empirical marginal distribution of maxima for positive D or the α-th percentile of mimima for negative D. Other hypotheses may be tested by examining joint or conditional distributions of the minima and maxima. Ardell et al. (2003) used the marginal distribution of window maxima to test neutrality in a dataset of six haplotypes of the DNA polymerase α gene of length 4734 from a population of ciliates of the species Stylonychia lemnae. A sliding window analysis of Tajima's D on that data ran with DNASP v. 3.5 produced two windows that were declared significantly positive with values of 1.8112 and 1.7503. Using the parametric bootstrapping technique implemented in SCANMS and θ W = 83, the empirical distribution of window maxima was generated, and the significance cut-off at 5% was found to be 2.1534. Thus, the values for these two windows were actually not significant. This test does not account for uncertainty in θ ; to do so, MS could be run with the -s option to condition on the number of segregating sites, or the procedure of Simonsen et al. (1995) could be carried out. Also, all tests of neutrality are also tests of the demographic model assumed; in the example given, a panmictic population of constant size was assumed. Alternative demographic assumptions will affect the distribution of window extrema. Fortunately, alternative demographic models may be studied explicitly with MS and SCANMS.
Sliding window analysis is undertaken if one believes that segments of the data have different histories. Therefore it may be appropriate to include recombination in the null model when testing significance with SCANMS. With the aforementioned data, the recombination parameter ρ = 4Nc was estimated with DNASP v. 3.5 to be ρ = 533. Repeating the analysis with this ρ parameter value and 4733 recombination points, one finds with SCANMS that the 5% significance cutoff is 2.0708. Thus, in this case, excluding recombination was conservative.
With these parameters the variances of window extrema in the neutral case are less with recombination than without. As shown in Figure 1 , the joint distribution of extrema with recombination lacks the three 'tails' characterizing the distribution without recombination and its support is also more compact. In the distribution without recombination, the three tails A, B and C correspond to genealogies where three, two or one sequences, respectively, have a relatively long coalescence time with the other sequences in the sample, Care must be taken to choose an appropriate window size. Windows that are too small result in choppy distributions of the statistics. Windows that are too large average out spatial variation in the signal reducing the utility of subdividing the data. If you analyze the same data at several window and step sizes, only one set of sizes produces a significant result, and you report only that result, you have added an extra level of multiple comparison beyond that from sliding window analysis alone. This could be corrected for by analyzing the union of the output of SCANMS run at all different sets of window and step sizes that were used.
