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We adapt the notion of processes to introduce an abstract frame-
work for dynamics in ﬁnite time, i.e. on compact time-sets. For
linear ﬁnite-time processes a notion of hyperbolicity namely ex-
ponential monotonicity dichotomy (EMD) is introduced, thereby
generalizing and unifying several existing approaches. We present
a spectral theory for linear processes in a coherent way, based only
on a logarithmic difference quotient. In this abstract setting we in-
troduce a new topology, prove robustness of EMD and provide ex-
act perturbation bounds. We suggest a new, intrinsic approach for
the investigation of linearizations of ﬁnite-time processes, includ-
ing ﬁnite-time analogues of the local (un-)stable manifold theorem
and theorem of linearized asymptotic stability. As an application,
we discuss our results for ordinary differential equations on a com-
pact time-interval.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Motivation
In this article we deal with what is informally referred to as ﬁnite-time dynamics and is usually
represented by ordinary differential equations on compact time-intervals, i.e.
x˙ = f (t, x),
where, for instance, f ∈ C(I× Rn,Rn) and I = [t−, t+], t− < t+ . The need to analyze such equations
arises in many applications such as transport problems in ﬂuid, ocean or atmosphere dynamics (see
for instance [28] for a recent review), but also increasingly in biological applications (see [2,30]).
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interest in transient behavior of solutions although the differential equation might be given on the
real (half-)line, and the other one is the simple fact that the right-hand side f is given only on a
bounded time-set, e.g. when it is deduced from observations or measurements. In any case, classical,
i.e. asymptotic, concepts do not apply directly to the ﬁnite-time situation. During the last years efforts
were made to establish ﬁnite-time analogues to asymptotic notions such as hyperbolicity of trajecto-
ries [24] and linearizations [7,29], Lyapunov exponents [21,32,23] and stable and unstable manifolds
[24,21,15,5].
The present article contributes to the investigation of hyperbolicity and its implications in ﬁnite
time, develops the theory in a coherent way and is organized as follows: after introducing notations in
Section 1.2, we propose an abstract framework for dynamics on compact time-sets I, not necessarily
intervals, in Section 2. For that purpose, there is no need to start the investigation with solution oper-
ators generated by ordinary differential equations (ODEs), which are given on an interval containing I.
Instead, our framework is based on the well-known notion of processes, thus we state explicitly all
required regularity conditions. To the best of our knowledge, such a ﬁrst-principles approach to ﬁnite-
time dynamics is proposed for the ﬁrst time. It prepares the ground for numerical analysis. Starting
from a slight modiﬁcation of the elementary notion of a difference quotient, namely the logarith-
mic difference quotient, we introduce growth rates as supremum and inﬁmum over the logarithmic
difference quotient of subspaces. The step-by-step procedure enables us to prove an important new
continuity result, see Proposition 2.14. Another new feature is the introduction of a natural topology
on linear ﬁnite-time processes, which is consistent with the supremum metric on continuous lin-
ear right-hand sides of ODEs. The topology allows to consider perturbations of linear processes as in
Corollary 2.16, Lemma 2.20 and Proposition 3.8. In Section 3 we develop a spectral theory for linear
ﬁnite-time processes which is essentially known for solution operators on time-sets consisting of two
points [29] and for intervals [7,14]. The underlying hyperbolicity notion is motivated by several ap-
proaches [25,7,29,13]. These are generalized and uniﬁed altogether. We call this kind of ﬁnite-time
hyperbolicity suggestively exponential monotonicity dichotomy (EMD). In Section 3.3 we make use of
the introduced topology to establish the robustness of EMD easily. In Section 4 we introduce formally
linearizations of ﬁnite-time processes along trajectories and establish ﬁnite-time analogues of classical
linearization theorems. We integrate the notion of stable and unstable cones ﬁrstly introduced in [14],
but characterize them by bounds on the growth rate functions, and give a direct and intrinsic proof
of a Local Stable and Unstable Manifold Theorem as well as a ﬁnite-time analogue of the Theorem of
Linearized Asymptotic Stability. In Section 4.3 we investigate the local relationship between a process
and its linearization, which can be interpreted as a ﬁnite-time Hartman–Grobman-like theorem. In
Section 5 we apply the general results of this article to ordinary differential equations on compact
time-intervals. It turns out that the concept of ﬁnite-time Lyapunov exponents (FTLEs) coincides with
the EMD-spectrum on time-sets consisting of two points. Consequently, our deﬁnition of spectrum
can be used for a generalization of the FTLE-concept to arbitrary compact time-sets.
This article is based on a part of the author’s PhD thesis [26].
1.2. Preliminaries and notation
Throughout this article I ⊂ R denotes a compact subset of the real numbers, where t− := min I
and t+ := max I. We will have occasions to mention the set of all ordered pairs of numbers in I
with unequal components. In accordance with the notion of a relation, we denote by =I×I := {(t, s) ∈
I× I; t = s} ⊂ I× I the unequal-relation on I× I.
For a set M we write idM for the identity function on M and 2M for its power set. To distinguish
between the evaluation of a function f : A → B at x ∈ A from the image of a subset A′ ⊆ A we write
f (x) for the former and f [A′] for the latter.
In the following, we consider dynamics on the Banach space (Rn, | · |) with an arbitrary Banach
space (vector) norm | · |, which in turn induces an operator norm denoted by ‖ · ‖. By S we denote
the unit sphere with respect to the given Banach space norm on Rn . At some point we will make
use of the natural Euclidean structure of Rn to refer to orthogonality. Nevertheless, we do not need
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by GL(n,R) the subset of invertible operators on Rn .
For a Lipschitz continuous function f we denote by | f |Lip the Lipschitz constant of f . For time-
dependent functions, whether vector- or operator-valued, the notation ‖ · ‖∞ denotes the supremum
norm over time with respect to the respective norms. For a continuously differentiable function
f : B0 × · · · × Bk → B , where B, B0, . . . , Bk are (open subsets of) Banach spaces, we denote the partial
derivative of f with respect to the j-th variable evaluated at x ∈ B0 × · · · × Bk by ∂ j f (x). Note that
the ﬁrst argument has index 0. In case f has only one argument, the derivative is also denoted by
f ′(x) or f˙ (t) if the argument is the time variable.
We write B(x, δ) and B[x, δ], respectively, for the open and closed ball around x with radius
δ ∈R>0.
2. Finite-time processes & growth rates
2.1. Processes
The notion of a process or two-parameter semi-ﬂow was originally introduced in [11]. However, we
require slightly different conditions. In particular, we include invertibility in the deﬁnition.
Deﬁnition 2.1 (Process, linear process, smooth process). We call a continuous function
ϕ : I× I×Rn →Rn, (t, s, x) 
→ ϕ(t, s, x),
an invertible process on I with state space Rn if it is Lipschitz continuous in the ﬁrst argument and if
for any t, s, r ∈ I and x ∈Rn we have ϕ(t, t, ·) = idRn and ϕ(t, s, ·) ◦ ϕ(s, r, ·) = ϕ(t, r, ·). We denote by
P(I,Rn) the set of invertible processes on I with state space Rn . We call an invertible process Φ ∈
P(I,Rn) a linear invertible process on I if for any t, s ∈ I we have Φ(t, s, ·) ∈ GL(n,R) and the function
t 
→ Φ(t, s, ·) ∈ L(Rn) is Lipschitz continuous with respect to the operator norm. To emphasize the
linearity in the last argument we will write Φ(t, s)x instead of Φ(t, s, x) for t, s ∈ I, x ∈Rn . We denote
by LP(I,Rn) the set of linear invertible processes on I with state space Rn . Let k ∈ N>0. We call an
invertible process ϕ a Ck-process on I if for any t, s ∈ I and x ∈Rn we have ϕ(t, s, ·) ∈ Ck(Rn,Rn) and
∂2ϕ(·, s, x) ∈ L(Rn)I is Lipschitz continuous.
In the following, we always consider invertible processes and hence skip the word invertible. The
required Lipschitz continuity of t 
→ Φ(t, t−) in Deﬁnition 2.1 for a linear process Φ is rather a tech-
nical assumption than an integral part of the notion of a process. In principle, it could be replaced by
the weaker, but again technical, assumption of absolute continuity. For convenience, we will assume
Lipschitz continuity in the sequel and point out which implications the weaker assumption would
have. However, the necessity for a stronger continuity assumption than just continuity will become
clear in the course of this article.
We start our investigations with linear processes on I.
Lemma 2.2. Let Φ ∈LP(I,Rn). Then the function
I× I→ L(Rn), (t, s) 
→ Φ(t, s),
is uniformly continuous with respect to the (induced) operator norm.
Proof. This is a direct consequence of the uniform continuity of Φ|I×I×B[0,1] . 
By the compactness of I we obtain in the next lemma the continuous dependence of (the norm
of) trajectories on the initial value, uniformly in time.
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f :Rn → C(I,Rn), x 
→ (t 
→ ϕ(t, t−)x),
is continuous and the functions
g :Rn → C(I,Rn), x 
→ (t 
→ Φ(t, t−)x),
h :Rn → C(I,R>0), x 
→
(
t 
→ ∣∣Φ(t, t−)x∣∣)
are Lipschitz continuous.
Proof. To see the continuity of f in some x ∈ Rn it suﬃces to restrict the continuous function ϕ
to the compact set I × I × B[x,1] ⊂ R2+n , thereby turning it into a uniformly continuous function.
The continuity of f in x follows directly from that uniform continuity. As for the continuity of g , let
x, y ∈Rn and estimate
∥∥g(x) − g(y)∥∥∞ = sup{
∣∣Φ(t, t−)(x− y)∣∣; t ∈ I} ∥∥Φ(·, t−)∥∥∞|x− y|,
where ‖Φ(·, t−)‖∞ < ∞ follows from Lemma 2.2 and the compactness of I. The Lipschitz continuity
of h follows from the Lipschitz continuity of the norm. 
Note that Lemma 2.2 and Lemma 2.3 did not use the Lipschitz continuity assumption in Deﬁni-
tion 2.1. Even stronger, the continuity of x 
→ (t 
→ ϕ(t, t−)x) relies only on the continuity of ϕ as a
function deﬁned on I× I×Rn and mapping to Rn . Although seemingly simple, Lemma 2.3 indicates
an important difference in asymptotic and ﬁnite-time analysis: on unbounded (to the right) time-sets
the continuous dependence of whole trajectories on the initial value corresponds to the deﬁnition of
stability in the sense of Lyapunov, which is a nontrivial feature of certain trajectories. In the ﬁnite-
time case, as Lemma 2.3 shows, it holds under very general assumptions.
2.2. Logarithmic difference quotient
The following concept will help us to introduce some of the forthcoming notions and to present
the theory in an elegant and coherent way.
Deﬁnition 2.4 (Logarithmic difference quotient). We deﬁne
I : C(I,R>0) → C(=I×I,R), f 
→
(
(t, s) 
→ ln f (t) − ln f (s)
t − s
)
,
and we call I( f )(t, s) the logarithmic difference quotient of f at t and s for f ∈ C(I,R>0) and t, s ∈
=I×I . For notational convenience we will write  for I when there is no risk of confusion.
Remark 2.5. Note that due to compactness of I any function f ∈ C(I,R>0) is uniformly continuous
and f [I] ⊆ [a,b] with 0 < a < b, i.e. f is bounded above and bounded away from zero. Furthermore,
ln |[a,b] is Lipschitz continuous with Lipschitz constant 1a and bounded. Suppose f is additionally
Lipschitz continuous, then
∣∣sup{( f )(t, s); (t, s) ∈ =I×I}∣∣, ∣∣inf{( f )(t, s); (t, s) ∈ =I×I}∣∣ | f |Lipa .
Furthermore, we have that (·)(t, s) is continuous for any (t, s) ∈ =I×I . Summarizing,  considered
as
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→
ln f (t) − ln f (s)
t − s ,
is continuous in the ﬁrst argument and jointly continuous in the last two arguments, but, in gen-
eral, not jointly continuous in all three arguments. However, for a linear process Φ ∈ LP(I,Rn) one
can show that the family of functions ((|Φ(·, t−)x|))x∈S is equicontinuous. This can be calculated
directly or, alternatively, can be deduced from Lemma 2.3 and the Theorem of Arzelà–Ascoli.
When applied to a linear process we recover joint continuity for the logarithmic difference quo-
tient.
Lemma 2.6. Let Φ ∈LP(I,Rn). Then
R
n \ {0} × =I×I →R, (x, t, s) 
→ 
(∣∣Φ(·, t−)x∣∣)(t, s),
is continuous.
Note that the function deﬁned in Lemma 2.6 is well-deﬁned, since we assume the linear process
to be invertible (no trajectory starting in Rn \ {0} at t− attains zero on I).
Proof of Lemma 2.6. Let x ∈Rn \ {0}, (t, s) ∈ =I×I and ε ∈R>0. By equicontinuity with respect to the
initial value there exists δ1 ∈R>0 such that for all y ∈Rn \ {0}
max
{∣∣t − t′∣∣, ∣∣s − s′∣∣}< δ1 ⇒ ∣∣(∣∣Φ(·, t−)y∣∣)(t, s) − (∣∣Φ(·, t−)y∣∣)(t′, s′)∣∣< ε
2
.
By Lemma 2.3 and hence continuity of Rn \ {0}  y 
→ (|Φ(·, t−)y|)(t, s) there exists δ2 ∈ R>0 such
that for all x′ ∈Rn \ {0}
∣∣x− x′∣∣< δ2 ⇒ ∣∣(∣∣Φ(·, t−)x∣∣)(t, s) − (∣∣Φ(·, t−)x′∣∣)(t, s)∣∣< ε
2
.
Combining these two estimates, we obtain for (t′, s′) ∈ =I×I , x′ ∈Rn \ {0}
∣∣(∣∣Φ(·, t−)x∣∣)(t, s) − (∣∣Φ(·, t−)x′∣∣)(t′, s′)∣∣< ε,
whenever max{|t − t′|, |s − s′|, |x− x′|} <min{δ1, δ2}. 
Remark 2.7. The logarithmic difference quotient can be regarded as a ﬁnite-time exponential growth
rate as introduced in [9]. With the notation used there, we ﬁnd that
λ(t−s)
(
s,Φ(s, t−)x
)= (∣∣Φ(·, t−)x∣∣)(t, s).
Deﬁnition 2.4 and Lemma 2.6 will have a major impact on the following theory and allow a
development of the known ﬁnite-time spectral theory, starting from the notion of the logarithmic
difference quotient alone. Another useful observation is the following, which holds obviously by lin-
earity of Φ(t, s) and Deﬁnition 2.4.
Lemma 2.8. Let Φ ∈LP(I,Rn). Then for any x ∈Rn \ {0} and λ ∈R \ {0} one has

(∣∣Φ(·, t−)(λx)∣∣)= (∣∣Φ(·, t−)x∣∣).
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projective space obtained by identifying vectors x, y ∈ Rn \ {0} if they are nontrivial multiples of
each other. The projective space Pn−1 can be identiﬁed to the set of one-dimensional subspaces, or
lines through the origin, in Rn . A generalization of that concept is the Grassmann manifold Gr(k,Rn)
of k-dimensional subspaces of Rn , which will turn out to be very useful. Let us brieﬂy recall the
construction and its basic properties (following essentially [17,1]).
For any k ∈ {1, . . . ,n} one can introduce the Grassmann manifold Gr(k,Rn) as follows: consider
the set of all orthonormal k-frames in Rn , which is also referred to as the Stiefel manifold St(k,Rn),
i.e. k-tuples of orthonormal vectors in Rn represented by n × k-matrices A such that AA = id. It
is well-known that the Stiefel manifold is a compact subset of Rn×k . The Grassmann manifold can
then be obtained as the image of the function π : St(k,Rn) → Gr(k,Rn) mapping A = (a1 · · · ak ) to
span{a1, . . . ,ak}. Endowing Gr(k,Rn) with the ﬁnal topology with respect to π turns it into a compact
set. As is proved in [17], the so-called gap metric Θ : Gr(k,Rn)2 →R0, Θ(L,M) = ‖πL −πM‖, where
‖ · ‖ denotes the operator norm and πX denotes the orthogonal projection onto a subspace X , induces
a topology that coincides with the ﬁnal topology of π . Furthermore, the same topology is induced
by the Hausdorff distance between the intersections of, respectively, the subspaces L and M with the
unit sphere (see, for instance, [19, Chapter 13]). As a consequence, Xn
n→∞−−−−→ X for X ∈ Gr(k,Rn) and
(Xn)n∈N ∈ (Gr(k,Rn))N implies that for any x ∈ X there exists a sequence (xn)n∈N ∈ SN with xn ∈ Xn
for each n ∈N such that xn n→∞−−−−→ x with respect to any norm on Rn by the equivalence of norms in
ﬁnite-dimensional normed vector spaces.
As a consequence of Lemma 2.8, we ﬁnd that x 
→ (|Φ(·, t−)x|)(t, s) is actually uniformly con-
tinuous for any (t, s) ∈ =I×I . Since many of the following results are concerned with continuity of
functions derived from the logarithmic difference quotient, we put the following additional assump-
tion on the linear processes which are considered in this work.
General assumption. Throughout, we assume that for any Φ ∈LP(I,Rn) the function
S × =I×I →R, (x, t, s) 
→ 
(∣∣Φ(·, t−)x∣∣)(t, s)
can be extended continuously to S × =I×I , where =I×I denotes the closure of =I×I in R2.
As a consequence, =I×I is compact and the extended function is uniformly continuous. The fol-
lowing remark discusses the consequences of our general assumption.
Remark 2.9. As I is compact, so is I× I⊂R2. Clearly, =I×I is still bounded, but not necessarily closed.
We need to distinguish two cases: either I has no limit points, i.e. I is ﬁnite, or I has limit points, e.g.
when I is a (nontrivial) compact interval.
(a) If I does not have any limit points then so does =I×I . Thus, =I×I is closed already and the general
assumption does not pose any restrictions on the ﬁnite-time processes under consideration.
(b) Let t∗ ∈ I be a limit point. Then our general assumption requires that the limit
lim
t,s→t∗
ln |Φ(t, t−)x| − ln |Φ(s, t−)x|
t − s =
|Φ(·, t−)x|′(t∗)
|Φ(t∗, t−)x|
exists for any x ∈ S and is continuous in x. A suﬃcient (but not necessary) condition for the
derivative on the right-hand side to exist is the continuous differentiability of the norm (not
at 0, of course) and the differentiability of the trajectories t 
→ Φ(t, t−)x for any x ∈ S at the
(time-)limit point t∗ . Clearly, solution operators of linear ordinary differential equations with con-
tinuous right-hand side as usually considered together with continuously differentiable norms do
satisfy our general assumption.
The following simple observation associates the notions introduced in the present work to notions
with the same nomenclature appearing in Refs. [7,14,13].
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(i) There exists δ ∈R>0 such that for any t, s ∈ I, t  s, one has f (t) e−δ(t−s) f (s).
(ii) There exists δ ∈R>0 such that t 
→ eδt f (t) is decreasing.
(iii) sup{( f )(t, s); (t, s) ∈ =I×I} < 0.
Moreover, if I is an interval and f is differentiable, then each of the above statements is equivalent to
(iv) there exists δ ∈R>0 such that f ′ −δ f holds.
Analogue statements hold for f ∈ C(I,R>0) if inf{( f )(t, s); (t, s) ∈ =I×I} > 0.
2.3. Growth rates
Next, we introduce growth rates, functions that describe the dynamical behavior of subspaces under
the linear process Φ . With Lemma 2.10 one easily establishes equivalence to the growth rates as
deﬁned in [7,14,13].
Deﬁnition 2.11 (Growth rate). (Cf. [7,14,13].) We deﬁne
λI :
n⋃
k=1
Gr
(
k,Rn
)×LP(I,Rn)→R, (X,Φ) 
→ min
x∈X∩S
(t,s)∈=I×I
{

(∣∣Φ(·, t−)x∣∣)(t, s)},
λI :
n⋃
k=1
Gr
(
k,Rn
)×LP(I,Rn)→R, (X,Φ) 
→ max
x∈X∩S
(t,s)∈=I×I
{

(∣∣Φ(·, t−)x∣∣)(t, s)},
and call λI(X,Φ) and λI(X,Φ), respectively, the lower and upper growth rate of X under Φ . For conve-
nience, we drop the index I in case the time-set is clear from the context. We extend the deﬁnition
naturally by λ({0},Φ) = ∞ and λ({0},Φ) = −∞ for any Φ ∈LP(I,Rn).
Remark 2.12. One can consider the one-dimensional growth rates as ﬁnite-time analogues to Bohl
exponents, see [8] and also [12, p. 118, pp. 146–148] for the deﬁnition and a historical review. Further-
more, one readily veriﬁes that for any Φ ∈LP(I,Rn) and X ∈ Gr(1,Rn) one has |λ(X,Φ)|, |λ(X,Φ)|
L1L2 < ∞, where L1 ∈R>0 is the Lipschitz constant of the logarithm restricted to some interval as in
Remark 2.5 and L2 ∈R>0 is the (global) Lipschitz constant of t 
→ Φ(t, s, ·) ∈ L(Rn), cf. Deﬁnition 2.1.
The boundedness of growth rates for nontrivial subspaces does not hold in general when we weaken
the assumed Lipschitz continuity of linear processes to absolute continuity, see [7].
The following simple observations follow directly from the deﬁnition.
Lemma 2.13. (Cf. [14, Remark 6].) Let Φ ∈LP(I,Rn) and X, Y ⊆Rn be subspaces. Then
(i) X ⊆ Y implies λ(Y ,Φ) λ(X,Φ) and λ(Y ,Φ) λ(X,Φ);
(ii) X ∩ Y = {0} implies λ(X,Φ) λ(Y ,Φ) and λ(Y ,Φ) λ(X,Φ).
Proof. (i) This is clear since, with respect to Y , inﬁmum and supremum are taken over a larger set,
respectively.
(ii) Suppose X ∩ Y = {0} and let x ∈ (X ∩ Y ) \ {0}. Then by deﬁnition we have for any (t, s) ∈ =I×I
λ(X,Φ)
(∣∣Φ(·, t−)x∣∣)(t, s) λ(Y ,Φ)
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λ(Y ,Φ)
(∣∣Φ(·, t−)x∣∣)(t, s) λ(X,Φ). 
Next, we establish continuity for the growth rates when restricted to some Gr(k,Rn). This extends
[14, Theorem 9] and will be used as an important tool at several points in this work.
Proposition 2.14. Let Φ ∈LP(I,Rn). Then for each k ∈ {1, . . . ,n}, the restrictions
λ(·,Φ)|Gr(k,Rn) and λ(·,Φ)|Gr(k,Rn)
are continuous and bounded.
Proof. We prove only the lower growth rate case. Let ε ∈ R>0. By the general assumption, we have
that
S × =I×I  (x, t, s) 
→ 
(∣∣Φ(·, t−)x∣∣)(t, s) ∈R
is uniformly continuous. Hence, there exists δ ∈ R>0 such that for any x1, x2 ∈ S , t1, t2, s1, s2 ∈ I the
inequality
max
{|x1 − x2|, |t1 − t2|, |s1 − s2|}< δ
implies
∣∣(∣∣Φ(·, t−)x1∣∣)(t1, s1) − (∣∣Φ(·, t−)x2∣∣)(t2, s2)∣∣< ε.
Now, let X, Y ∈ Gr(k,Rn) with Θ(X, Y ) < δ/2 and λ(X,Φ) = (|Φ(·, t−)x1|)(t1, s1) and λ(Y ,Φ) =
(|Φ(·, t−)x2|)(t2, s2), x1 ∈ X∩S , x2 ∈ Y ∩S , t1, t2, s1, s2 ∈ I. By [27, p. 198, Eq. (2.12)] there exist xˆ1 ∈
Y ∩ S and xˆ2 ∈ X ∩ S such that |x1 − xˆ1|, |x2 − xˆ2| < δ. Finally, to prove that |λ(Y ,Φ) − λ(X,Φ)| < ε,
we consider two cases: if λ(Y ,Φ) λ(X,Φ) we have
∣∣λ(Y ,Φ) − λ(X,Φ)∣∣= (∣∣Φ(·, t−)x2∣∣)(t2, s2) − (∣∣Φ(·, t−)x1∣∣)(t1, s1)

(∣∣Φ(·, t−)xˆ1∣∣)(t1, s1) − (∣∣Φ(·, t−)x1∣∣)(t1, s1) < ε,
if λ(Y ,Φ) < λ(X,Φ) we have
∣∣λ(Y ,Φ) − λ(X,Φ)∣∣= (∣∣Φ(·, t−)x1∣∣)(t1, s1) − (∣∣Φ(·, t−)x2∣∣)(t2, s2)

(∣∣Φ(·, t−)xˆ2∣∣)(t2, s2) − (∣∣Φ(·, t−)x2∣∣)(t2, s2) < ε,
which ﬁnishes the proof. 
For later robustness investigations the following (semi-)metric and the induced topology on
LP(I,Rn) will turn out to be very helpful.
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d˜I : (Φ,Ψ ) 
→ sup
X∈Gr(1,Rn)
{
max
{∣∣λ(X,Φ) − λ(X,Ψ )∣∣, ∣∣λ(X,Φ) − λ(X,Ψ )∣∣}},
dI : (Φ,Ψ ) 
→max
{
sup
x∈S
∥∥(Φ(·, t−) − Ψ (·, t−))x∥∥∞, d˜I(Φ,Ψ )
}
.
Obviously, d˜I is a semimetric, i.e. it satisﬁes non-negativity, symmetry and the triangle inequality (but
not deﬁniteness), and dI is a metric on LP(I,Rn).
Note that, in general, dI cannot be extended to a proper metric on the set of absolutely continuous
linear processes due to possibly unbounded growth rates. Nevertheless, the (semi-)metric can be used
to deﬁne open balls around absolutely continuous linear processes.
In the following, we endow LP(I,Rn) with the topology induced by dI . We extend the deﬁnition
of one-dimensional growth rates to higher-dimensional subspaces. Since both deﬁnitions coincide for
one-dimensional subspaces, we use the same symbol without risking confusion.
By construction of the topology we obtain the continuous dependence of growth rates on the
linear process.
Corollary 2.16. Let X ⊆ Rn be a subspace. Then λ(X, ·), λ(X, ·) : LP(I,Rn) → R ∪ {−∞,∞} are Lipschitz
continuous with Lipschitz constant 1.
2.4. Extremal growth rates
The following notion is connected to subspaces with optimal growth rates among subspaces of the
same dimension. It will play an important role in the linear spectral theory as well as in robustness
issues.
Deﬁnition 2.17 (Extremal k-growth rates). (Cf. [7,14,13].) For k ∈ {1, . . . ,n} we deﬁne
λIk : LP
(
I,Rn
)→R, Φ 
→maxλI([Gr(k,Rn)],Φ),
λIk : LP
(
I,Rn
)→R, Φ 
→minλI([Gr(k,Rn)],Φ),
and call λIk(Φ) and λ
I
k(Φ), respectively, the maximal lower and minimal upper k-growth rate of Φ . For
convenience, we drop the index I in case the time-set is clear from the context. We extend the above
deﬁnition naturally by λI0(Φ) = ∞ and λI0(Φ) = −∞.
Remark 2.18. Note that the extremal k-growth rate functions are well-deﬁned due to the continu-
ity from Proposition 2.14 and the compactness of (Gr(k,Rn),Θ). That means in particular that for
any Φ ∈ LP(I,Rn) and k ∈ {0, . . . ,n} there exist X, Y ∈ Gr(k,Rn) such that λ(X,Φ) = λk(Φ) and
λ(Y ,Φ) = λk(Φ). We refer to such subspaces as extremal subspaces. Of course, in general, extremal
subspaces need not be unique.
Lemma 2.19. (Cf. [7, Remark 11], [14, Remark 9].) For any Φ ∈ LP(I,Rn), the extremal growth rates are
ordered and nested as follows:
−∞ = λ0(Φ) < λn(Φ) λ1(Φ) λn−1(Φ) · · · λn−1(Φ) λ1(Φ) λn(Φ) < λ0(Φ) = ∞.
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Lemma 2.13(ii). 
Another observation is the continuity of the extremal growth rate functions, which easily follows
from Corollary 2.16.
Lemma 2.20. For any k ∈ {1, . . . ,n} the extremal k-growth rate functions λk, λk are Lipschitz continuous with
Lipschitz constant 1.
Note that [13, Theorem 20] is essentially the ε–δ-notation of the continuity established in
Lemma 2.20 for the special case that I is ﬁnite.
More interesting is the following convergence result with respect to the time-set. We denote by dH
the Hausdorff metric on the space of compact subsets of M ⊆R, denoted by K(M). The proof in [13]
applies also to our more general situation here.
Lemma 2.21. (See [13, Theorem 17].) Let Φ ∈ LP(I,Rn). Then for each k ∈ {1, . . . ,n} and any sequence
J= (Ji)i∈N ∈K(I)N of compact subsets of I with dH(I,Ji) i→∞−−−→ 0 one has
lim
i→∞
∣∣λJik (Φ|J2i ) − λIk(Φ)
∣∣= 0, and lim
i→∞
∣∣λJik (Φ|J2i ) − λIk(Φ)
∣∣= 0.
3. Spectral theory for linear ﬁnite-time processes
This section is devoted to the development of a spectral theory for linear ﬁnite-time processes,
which is in the spirit of [31,33,7]. We start with a notion based on a certain dynamical dichotomy.
We denote by P(Rn) the set of (linear) projections on Rn . Throughout this section let Φ ∈ LP(I,Rn)
denote a linear process on I.
3.1. Exponential monotonicity dichotomy
Deﬁnition 3.1 (Exponential monotonicity dichotomy). Φ admits an exponential monotonicity dichotomy
(EMD) on I if there exists k ∈ {0, . . . ,n} such that
λk(Φ) < 0< λn−k(Φ). (3.1)
For brevity, we sometimes call a linear process Φ on I admitting an EMD also (ﬁnite-time) hyperbolic.
We call a hyperbolic linear process Φ on I (ﬁnite-time) attractive if k = n and (ﬁnite-time) repulsive if
k = 0.
Remark 3.2. Since the logarithmic difference quotient depends on the norm, so do the growth rates
and hence the property of admitting an EMD. In general, it might be possible that a linear process on I
is hyperbolic with respect to one norm, but is not with respect to another norm; see [7, Example 14].
In the next lemma, we characterize an EMD on I.
Lemma 3.3. (Cf. [7].) The following statements are equivalent:
(i) Φ admits an EMD on I with k ∈ {0, . . . ,n}.
(ii) There exist subspaces X ∈ Gr(k,Rn) and Y ∈ Gr(n − k,Rn) such that λ(X,Φ) < 0< λ(Y ,Φ).
(iii) There exists a projection Q ∈ P(Rn) with rk Q = k such that λ(im Q ,Φ) < 0< λ(ker Q ,Φ).
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im Q , y ∈ ker Q one has
∣∣Φ(t, t−)x∣∣ e−α(t−s)∣∣Φ(s, t−)x∣∣,∣∣Φ(t, t−)y∣∣ eβ(t−s)∣∣Φ(s, t−)y∣∣. (3.2)
Proof. (i) ⇒ (ii): By Remark 2.18 there exist subspaces X, Y of appropriate dimension satisfying
λ(X,Φ) = λk(Φ) < 0< λk(Φ) = λ(Y ,Φ).
(ii) ⇒ (i): By Deﬁnition 2.17, we obtain
λk(Φ) λ(X,Φ) < 0 < λ(Y ,Φ) λn−k(Φ).
(ii) ⇔ (iii): The subspaces X and Y deﬁne a projection by im Q := X and ker Q := Y and vice
versa.
(iii) ⇔ (iv): This follows directly from Lemma 2.10. 
Clearly, the subspaces/projections mentioned in Lemma 3.3 give rise to so-called invariant projec-
tors, for instance P (·) = Φ(·, t−)Q Φ(t−, ·), with corresponding properties, see [7,4,5,14,13].
As can be seen easier from Lemma 3.3, Deﬁnition 3.1 includes some other (hyperbolicity) notions
as special cases. In the ﬁnite-time context so far only solution operators Φ ∈ LP(I,Rn) of linear
differential equations on a compact time-interval I= [τ , τ + T ], τ ∈R, T ∈R>0, i.e.
x˙ = A(t)x,
where usually A ∈ C(I, L(Rn)), have been considered. In this case, Φ regarded as a linear process sat-
isﬁes even continuous differentiability where we required just Lipschitz continuity in Deﬁnition 2.1.
From Lemma 2.10 and Lemma 3.3 follows directly that, setting I = [τ , τ + T ], our deﬁnition of EMD
coincides with the deﬁnition of M-hyperbolicity as deﬁned in [6,14], (ﬁnite-time) hyperbolicity as de-
ﬁned in [7,5] and uniform hyperbolicity as in [20]. By setting I= J it is obvious that our deﬁnition of
an EMD corresponds essentially to the ﬁnite-time hyperbolicity proposed in [13], which generalizes
in particular the nonhyperbolic (τ , T )-dichotomy as suggested in [29]. From Lemma 2.10 and taking
into account the monotonicity preserving property of the logarithm one easily concludes that non-
hyperbolic (τ , T )-dichotomy is equivalent to Deﬁnition 3.1 with I = {τ , τ + T }. Another ﬁnite-time
hyperbolicity notion of the EMD-type which is based only on the start and end time-point can be
found in the ﬁnite-time Lyapunov exponent approach, see for instance [21,32]. As is shown in [13]
this approach is closely related to our ﬁnite-time hyperbolicity notion.
By the nesting property of the extremal growth rates, see Lemma 2.13, we have that k ∈ {0, . . . ,n}
in Deﬁnition 3.1 is uniquely deﬁned. Of course, this does not imply that the subspaces/projections
mentioned in Lemma 3.3 are unique. Consequently, the notion of EMD is well-deﬁned, at least up to
rank of the projection, in contrast to the deﬁnition of a ﬁnite-time exponential dichotomy.
In the following, we investigate for given Φ ∈ LP(I,Rn) the associated family of linear processes
(Φγ )γ∈R ∈LP(I,Rn)R which is deﬁned for any γ ∈R and s, t ∈ I by
Φγ (t, s) := e−γ (t−s)Φ(t, s). (3.3)
The motivation to study Φγ comes from the fact that they arise naturally in the study of linear
differential equations
x˙ = A(t)x,
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equations for γ ∈R
x˙ = (A(t) − γ idRn)x. (3.4)
Clearly, we have by deﬁnition that for any x ∈Rn and (t, s) ∈ =I×I holds

(∣∣Φγ (·, t−)x∣∣)(t, s) = (∣∣Φ(·, t−)x∣∣)(t, s) − γ .
As trivial consequences of this observation we obtain the following results. Let Φ ∈ LP(I,Rn)
and γ ∈R. Φγ admits an EMD on I with projection Q ∈ P(Rn) if and only if λ(im Q ,Φ) < γ <
λ(ker Q ,Φ). Furthermore, the extremal growth rates behave as the logarithmic difference quotient
under the exponential weight, i.e.
λk(Φγ ) + γ = λk(Φ) and λk(Φγ ) + γ = λk(Φ). (3.5)
Consequently, the following characterization of EMD for weighted linear processes holds.
Corollary 3.4. Φγ admits an EMD on I with k ∈ {0, . . . ,n} if and only if λk(Φ) < γ < λn−k(Φ).
Since the semimetric d˜I depends only on the growth rates, we get the following normalization
property: d˜I(Φ,Φγ ) = γ .
3.2. Spectrum of linear ﬁnite-time processes
Next, we introduce a ﬁnite-time spectral notion which is based on the EMD.
Deﬁnition 3.5 (Finite-time dichotomy spectrum). (Cf. [7,29,14,13].) We deﬁne
Σ I : LP(I,Rn)→ 2R, Φ 
→ {γ ∈R; Φγ does not admit an EMD on I},
and call Σ I(Φ) the (ﬁnite-time dichotomy) spectrum and ρ(Φ) := R \ Σ I(Φ) the (ﬁnite-time) resolvent
set of Φ , respectively.
Remark 3.6. By Deﬁnition 3.5 it is clear that for two compact sets J, I ⊂ R with J ⊆ I and Φ ∈
LP(I,Rn) we have that ΣJ(Φ|J2 ) ⊆ Σ I(Φ).
Theorem 3.7 (Spectral theorem). ([13, Theorem 10], cf. also [7,14].) Denote
{i0, . . . , id} :=
{
j ∈ {0, . . . ,n}; λ j(Φ) < λn− j(Φ)
}
, ik < ik+1, k ∈ {0, . . . ,d − 1}.
Then the spectrum of Φ is the union of d disjoint compact intervals, i.e.
Σ I(Φ) =
d⋃
k=1
[
λn−ik−1(Φ),λik (Φ)
]
,
and we call [λn−ik−1 (Φ),λik (Φ)] the k-th spectral interval.
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ρI(Φ) =
n⋃
k=0
(
λk(Φ),λn−k(Φ)
)=
d⋃
k=0
(
λik (Φ),λn−ik (Φ)
)
,
since (λk(Φ),λn−k(Φ)) = ∅ for k ∈ {0, . . . ,n} \ {i0, . . . , id}, and the nesting property of the extremal
growth rates stated in Lemma 2.19. 
The assertion of Theorem 3.7 remains basically true if we require only absolute continuity of Φ .
However, in this case, the left-most and right-most spectral intervals may be unbounded; see also the
remark after Deﬁnition 2.11 and [7, Theorem 17]. Theorem 3.7 together with Lemma 2.19 implies that
Σ I(Φ) is non-empty for any Φ ∈LP(I,Rn).
Due to the simple interval-structure of the spectrum where the endpoints of the intervals are
the extremal growth rates, we obtain the new result of continuous dependence of Σ I on the linear
process from Lemma 2.20.
Proposition 3.8. The spectrum function Σ I : (LP(I,Rn),dI) → (K(R),dH) is Lipschitz continuous with Lip-
schitz constant 1.
Additionally, we obtain a kind of continuity result of the spectrum with respect to the time-set,
corresponding to Lemma 2.21.
Corollary 3.9. (See [13, Theorem 17].) For any (Ji)i∈N ∈K(I)N one has
lim
i→∞
dH(I,Ji) = 0 ⇒ lim
i→∞
dH
(
Σ I(Φ),ΣJi (Φ|
J2i
)
)= 0.
Proof. This follows from Theorem 3.7 and Lemma 2.21. 
3.3. Robustness of hyperbolicity
A desired property of hyperbolicity is its robustness under perturbations, which we establish in a
very natural way and for the ﬁrst time in such a general setting.
Theorem 3.10 (Robustness of EMD). Let Φ admit an EMD on I with k ∈ {0, . . . ,n}. Then any Ψ ∈ LP(I,Rn)
with d˜I(Φ,Ψ ) < min{−λk(Φ),λn−k(Φ)} admits an EMD on I with k. For any such perturbation Ψ , the ex-
tremal subspaces of Φ can be chosen for the deﬁnition of the EMD-projection.
Proof. This is a simple consequence of Lemma 2.20 and Deﬁnition 2.15, i.e. the fact that the extremal
growth rates of Φ and Ψ differ at most as much as Φ and Ψ do. For any admissible perturbation in
the sense of the theorem, the respective growth rates of the subspaces realizing the extremal growth
rates (w.r.t. Φ) do not cross 0. 
Corollary 3.11. For given I the set
{
Φ ∈ LP(I,Rn); Φ admits an EMD on I}
is open in LP(I,Rn) with respect to the topology induced by dI .
Next, we are going to show that the estimate in Theorem 3.10 is sharp and hence gives the max-
imal perturbation bound for EMD persistence. This can be interpreted as a hyperbolicity radius or, in
case Φ is an attractive linear process, as a stability radius.
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θ := dist({0},Σ I(Φ)) ∈R>0
is the largest number such that any Ψ ∈LP(I,Rn) with d˜I(Φ,Ψ ) < θ admits an EMD on I.
Proof. The fact that θ is a number with the asserted property is clear by Theorem 3.10, thus it
remains to show that it is the largest one. This is indeed clear by the normalization property of d˜I ,
i.e. d˜I(Φ,Φθ ) = θ and that Φθ does not admit an EMD on I. The latter is due to the fact that θ ∈
Σ I(Φ). 
4. Linearization of ﬁnite-time processes
In this section we study C1-processes ϕ on I and their linearization Φ along ﬁxed trajectories.
In particular, we are interested in local implications of ﬁnite-time hyperbolicity of Φ on the original
process ϕ . Throughout this section let ϕ ∈P(I,Rn) denote a C1-process on I.
4.1. Linearization and hyperbolicity of ﬁnite-time processes
Motivated by the classical theory, we introduce the following notion.
Deﬁnition 4.1 (Linearization). Let x ∈Rn . We deﬁne
Φ(t−,x) : I× I→ L
(
R
n), (t, s) 
→ Φ(t−,x)(t, s) := ∂2ϕ(t, s,ϕ(s, t−, x)),
and call Φ(t−,x) the linearization of ϕ along ϕ(·, t−, x).
Lemma 4.2. For any x ∈Rn the function Φ(t−,x) as deﬁned in Deﬁnition 4.1 is a linear process on I.
Proof. The cocycle properties including the invertibility are easily checked with the cocycle properties
of ϕ and the chain rule of differentiation. Lipschitz continuity of Φ(t−,x) holds by deﬁnition. 
Deﬁnition 4.3 (Finite-time hyperbolicity, attraction and repulsion). Let x0 ∈ Rn and Φ(t−,x0) ∈ LP(I,Rn)
be the linearization of ϕ along ϕ(·, t−, x0). We call ϕ(·, t−, x0) (ﬁnite-time) hyperbolic if Φ(t−,x0) admits
an EMD on I. We call ϕ(·, t−, x0) (ﬁnite-time) attractive/repulsive if Φ(t−,x0) is attractive/repulsive.
For an extensive study of ﬁnite-time attractivity with respect to the two-point time-set I= {t−, t+}
we refer to [18]. To get a better geometrical understanding of the ﬁnite-time behavior of trajectories
close to some reference trajectory we introduce the following cones, i.e. sets that are invariant under
scalar multiplication.
Deﬁnition 4.4 (Stable/unstable cone). (Cf. [14, p. 11].) We deﬁne
V s : LP(I,Rn)→ 2Rn , Φ 
→⋃{X ∈ Gr(1,Rn); λ(X,Φ) < 0},
V u : LP(I,Rn)→ 2Rn , Φ 
→⋃{X ∈ Gr(1,Rn); λ(X,Φ) > 0},
where we call V s(Φ) and V u(Φ) the stable and unstable cone of Φ , respectively.
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union in Deﬁnition 4.4). In the following, we identify the set of points lying in a one-dimensional
subspace X ⊆Rn with the point X ∈ Gr(1,Rn). Consequently, we obtain
V =
⋃{
X ∈ Gr(1,Rn); X ⊆ V }∼= {X ∈ Gr(1,Rn); X ⊆ V }= Gr(1, V ), (4.1)
and in that sense we can speak of a subspace being compact. By the continuity of the growth rate
functions for ﬁxed Φ proved in Proposition 2.14, we obtain the following result.
Lemma 4.5. The stable and unstable cones of Φ are open subsets of Gr(1,Rn).
The next proposition generalizes [14, Theorem 14] by (partially) removing a differentiability as-
sumption on the norm, cf. Remark 2.9.
Proposition 4.6. (Cf. [14, Theorem 14].) The following statements hold:
(i) If Φ admits an EMD on I with Q ∈ P(Rn), then
im Q ⊆ V s(Φ), and ker Q ⊆ V u(Φ).
(ii) Suppose there exist subspaces U1 ⊆ V s(Φ) and U2 ⊆ V u(Φ) with U1 ⊕ U2 = Rn. Then Φ admits an
EMD with projection Q deﬁned by im Q = U1 and ker Q = U2 .
Proof. (i) This follows directly from Deﬁnition 3.1 and Deﬁnition 4.4.
(ii) We need to show that λ(U1,Φ) < 0 < λ(U2,Φ). This is clear by the continuity of the growth
rate functions from Proposition 2.14 and the compactness of U1 and U2 considered as subsets of
Gr(1,Rn). 
Remark 4.7. From the proof of part (ii) we can read off directly that the supremum (inﬁmum) over
upper (lower) growth rates with respect to an arbitrary compact subset of V s(Φ) (V u(Φ)), considered
as subsets of Gr(1,Rn), gives a negative (positive) number.
Finite-time local stable and unstable manifolds are studied for different problem classes in
[24,20,21,7]. In these works, the manifolds are introduced as manifolds in the extended phase space,
depending on some non-unique extension of a given differential equation on some compact time-
interval to the whole real line. The obtained manifolds have, for any given extension, indeed a
C1-manifold structure. In [15, Deﬁnition 35] for two-dimensional ODEs so-called stable and unstable
manifolds are introduced, which do not have a manifold structure. However, these objects are deﬁned
in an “intrinsic” way, by requiring some decay and growth property of trajectories on the compact
time-interval with respect to a reference trajectory, respectively. In [18, Deﬁnition 3.1] domains of at-
traction are introduced intrinsically with a decay requirement with respect to the two-point time-set
I= {t−, t+}. We take this as a motivation for the next deﬁnition.
Deﬁnition 4.8 (Domains of ﬁnite-time attraction/repulsion). Let y ∈Rn . Then we deﬁne
W sy :=
{
x ∈Rn \ {y}; sup
(t,s)∈=I×I
{

(∣∣ϕ(·, t−, x) − ϕ(·, t−, y)∣∣)(t, s)}< 0
}
∪ {y},
W uy :=
{
x ∈Rn \ {y}; inf
(t,s)∈=I×I
{

(∣∣ϕ(·, t−, x) − ϕ(·, t−, y)∣∣)(t, s)}> 0
}
∪ {y},
and call W sy and W
u
y the domains of (ﬁnite-time) attraction and repulsion with respect to ϕ(·, t−, y),
respectively.
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u
y domains of attraction and repulsion, respectively, to emphasize their
set structure and to avoid terms like manifold or cone.
It is easy to see that under a time-dependent coordinate shift (t, x) 
→ (t, x − ϕ(t, t−, y)) the lin-
earization Φ(t−,y) (along ϕ(·, t−, y) in the original coordinates) coincides with the linearization Φ˜(t−,0)
(along I × {0} in the transformed coordinates). Without loss of generality we assume the reference
trajectory to be the zero trajectory for the rest of this section.
As a next step, we prove that hyperbolic trajectories have, under some condition on the approx-
imation quality of the process by the linearization, non-empty domains of attraction and repulsion.
We are going to show that locally cones and domains look very similar, which is a result of local
persistence and we adapt the reasoning that led to the robustness of EMD to the nonlinear case. To
this end, we ﬁrst introduce analogues to the one-dimensional growth rates as follows:
μ :Rn \ {0} ×P(I,Rn)→R, (x,ϕ) 
→ inf
(t,s)∈=I×I

(∣∣ϕ(·, t−, x)∣∣)(t, s), (4.2)
μ :Rn \ {0} ×P(I,Rn)→R, (x,ϕ) 
→ sup
(t,s)∈=I×I

(∣∣ϕ(·, t−, x)∣∣)(t, s). (4.3)
Note that for Φ ∈ LP(I,Rn) and x ∈ Rn \ {0} we have μ(x,Φ) = λ(span{x},Φ) and μ(x,Φ) =
λ(span{x},Φ). Based on μ and μ we introduce a measure of approximation of the C1-process ϕ
by the linearization Φ along the zero reference trajectory
m :R0 →R0, (4.4a)
η 
→
{0, η = 0,
supx∈B[0,η]\{0} max{|μ(x,ϕ) − μ(x,Φ)|, |μ(x,ϕ) −μ(x,Φ)|}, otherwise. (4.4b)
With this notation at hand, the domains of attraction and repulsion of the zero reference trajectory
take the simple form
W s0 :=
{
x ∈Rn \ {0}; μ(x,ϕ) < 0}∪ {0},
W u0 :=
{
x ∈Rn \ {0}; μ(x,ϕ) > 0}∪ {0},
from which the similarity to the stable and unstable cones of Deﬁnition 4.4 becomes already visible.
Roughly speaking, stable and unstable cones correspond to, respectively, stable and unstable sub-
spaces in the inﬁnite-time situation, while domains of attraction and repulsion correspond to local
stable and unstable manifolds. The classical Local Stable Manifold Theorem states that, for instance,
at a hyperbolic trajectory, there exists a local stable manifold which is tangent to the stable subspace
at the trajectory. For the ﬁnite-time context, the essential question of this section is to ﬁnd the re-
lation between cones and domains. The main result Theorem 4.12 will state much more than just
tangency.
Before we prove the main results, we give a suﬃcient condition for m to be continuous at 0.
Lemma 4.10. Let Φ ∈LP(I,Rn) be the linearization of ϕ along ϕ(·, t−,0) = 0. If I is ﬁnite then the function
m as in Eq. (4.4) is continuous at 0.
Proof. By the inverse triangle inequality it suﬃces to prove
D(t, s, x) := ∣∣(∣∣ϕ(·, t−, x)∣∣)(t, s) − (∣∣Φ(·, t−)x∣∣)(t, s)∣∣ |x|→0−−−→ 0,
uniformly in (t, s) ∈ =I×I . Since I is ﬁnite we have M :=min(t,s)∈=I×I |t − s| > 0. Observe that
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is continuous and
∣∣R(t, x)∣∣ |x|→0−−−→ 0, uniformly in t ∈ I. (4.5)
We estimate
D(t, s, x) =
∣∣∣∣ ln |ϕ(t, t−, x)| − ln |ϕ(s, t−, x)|t − s −
ln |Φ(t, t−)x| − ln |Φ(s, t−)x|
t − s
∣∣∣∣
 1
M
(∣∣∣∣ ln |ϕ(t, t−, x)||Φ(t, t−)x|
∣∣∣∣+
∣∣∣∣ ln |ϕ(s, t−)x||Φ(s, t−, x)|
∣∣∣∣
)
= 1
M
(∣∣∣∣ ln |Φ(t, t−)x+ R(t, x)||Φ(t, t−)x|
∣∣∣∣+
∣∣∣∣ ln |Φ(s, t−)x+ R(s, x)||Φ(s, t−)x|
∣∣∣∣
)
|x|→0−−−→ 1
M
(ln 1+ ln 1) = 0,
uniformly in (t, s) ∈ =I×I by Lemma 2.2 and Eq. (4.5). 
Note that in the previous lemma we did not impose any extra regularity conditions neither on
the norm nor on the process. The next lemma gives suﬃcient conditions for the ODE case, which
requires both additional regularity of the norm and of the process. We state and prove it for the
Euclidean norm, making use of the following facts: the Euclidean norm is continuously differentiable
on Rn \ {0}, and the modulus of continuity of its derivative when restricted to a compact domain
D not containing the origin is ω(t) = t/α, where α := min{|x|; x ∈ D}. The following result can be
clearly transferred to other norms by requiring continuous differentiability and a certain behavior of
the modulus of continuity of the derivative close to the origin, which will become clear in the course
of the proof.
Lemma 4.11. Let I be a compact interval, | · | denote the Euclidean norm, ϕ ∈ P(I,Rn) be a C2-process on I
and Φ ∈LP(I,Rn) be the linearization of ϕ along ϕ(·, t−,0) = 0. Suppose that
(i) ϕ and Φ are continuously differentiable in the ﬁrst argument, and
(ii) for R(t, x) := ϕ(t, t−, x) − Φ(t, t−)x, t ∈ I, x ∈Rn, one has that R(t, ·) together with ∂0R(t, ·) is of class
O (|x|2) for |x| → 0 uniformly in t ∈ I.
Then the function m as in Eq. (4.4) is continuous at 0.
Proof. As in the previous lemma, we show that D(t, s, x) → 0 as |x| → 0 uniformly in (t, s) ∈ =I×I ,
this time by applying the mean value theorem to the continuously differentiable function t 
→
ln |ϕ(t,t−,x)||Φ(t,t−)x| . To this end, note that for R(t, x) := ϕ(t, t−, x) − Φ(t, t−)x, t ∈ I, x ∈ Rn , we have that
R(t, ·) together with ∂0R(t, ·) is of class o(|x|) for |x| → 0 uniformly in t ∈ I due to the twice continu-
ous differentiability of ϕ . Besides elementary calculations and estimates, the crucial ingredient of the
proof is to show that
∥∥| · |′(Φ(t, t−)x+ R(t, x))− | · |′(Φ(t, t−)x)∥∥ |x|→0−−−→ 0, (4.6)
uniformly in t ∈ I. To show this, we ﬁrst observe that there exist constants ε, δ ∈ R>0 such that
|R(t, x)|  ε|x|2  εδ|x| whenever |x|  δ, due to the aforementioned observation on the con-
vergence of R . Since Φ is invertible and I is compact, we have that α := min‖Φ([I], t−)[S]‖,
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ing on the unit circle attains on I and, analogously, β is the largest such value. We may assume
w.l.o.g. that δ < α/ε and hence α − εδ > 0. Now choose η < δ, then for any |x| = η we have
that |Φ(t, t−)x| ∈ [αη,βη] and |ϕ(t, t−, x)| ∈ [(α − εδ)η,βη + εη2]. When restricted to the com-
pact annulus B[0, βη + εη2] \ B(0, (α − εδ)η), the derivative of the Euclidean norm is uniformly
continuous with a modulus of continuity of ω(t) = t/((α − εδ)η). On the other hand, on this an-
nulus and all annuli constructed for smaller η we have the quadratic estimate on R , yielding
ω(εη2) = εη2/((α − εδ)η) η→0−−−→ 0 and in turn proving Eq. (4.6). 
4.2. The local stable/unstable cone theorem
In the next two sections we introduce a new, “intrinsic” approach to local stable and unstable
cones and manifolds, which uses information about ϕ on I only and hence does not rely on classical
asymptotic methods. The essential assumption is the continuity of m at 0.
We deﬁne the two functions
η : Gr(1,Rn)→R0, X 
→ inf{r ∈R>0; x ∈ X ∩ S, rx /∈ W s0}, (4.7a)
ηˆ : Gr(1,Rn)→R0, X 
→ inf{r ∈R>0; x ∈ X ∩ S, rx /∈ W u0}. (4.7b)
Theorem 4.12 (Local stable/unstable cone theorem). Let Φ ∈ LP(I,Rn) be the linearization of ϕ along
ϕ(·, t−,0) = 0. If the function m as deﬁned in Eq. (4.4) is continuous at 0 then for any X, Y ∈ Gr(1,Rn)
with X ⊆ V s(Φ) and Y ⊆ V u(Φ) one has η(X), ηˆ(Y ) > 0. Moreover, η and ηˆ are bounded away from zero
on compact subsets of V s(Φ) and V u(Φ), respectively.
Proof. By Deﬁnition 4.4 we have for any X ∈ Gr(1,Rn) with X ⊆ V s(Φ) that λ(X,Φ) < 0. By the
continuity assumption on m there exists δ ∈ R>0 such that m(η) < −λ(X,Φ) for any η ∈ (0, δ]. Then
for any x ∈ B[0, δ] ∩ X we have μ(x,ϕ) < 0 and analogously the assertion for Y ∈ Gr(1,Rn) with
Y ⊆ V u(Φ). The second part follows from Remark 4.7 and the same argument as applied before to
single directions X ∈ Gr(1,Rn). 
By the same continuity argument as in Theorem 4.12 we can ﬁnd positive radii δ ∈ R>0 for the
directions in the interior of V := Rn \ (V s(Φ) ∪ V u(Φ)) such that V ∩ B[0, δ] ∩ W sΦ, V ∩ B[0, δ] ∩
W uΦ = ∅. In other words, the main conclusion from Theorem 4.12 is that stable and unstable cones
(together with their complement) of the linearization Φ and domains of attraction and repulsion
(with their complement) of the process ϕ , respectively, are locally indistinguishable. This yields a
complete local description of the process ϕ by its linearization Φ . Additionally, note that this is a
pure continuity result and not an implication of hyperbolicity. For the ODE case in R2 and stronger
regularity assumptions a similar approximation result has been proved in [15, Theorem 44].
As a special case we obtain the following result.
Theorem 4.13 (Local stable/unstable manifold theorem). Suppose the assumptions of Theorem 4.12 are sat-
isﬁed and let Q ∈ P(Rn) be a projection such that im Q ⊆ V s(Φ) and ker Q ⊆ V u(Φ). Then there exist
neighborhoods U and V of the origin such that im Q ∩ U ⊆ W s0 and ker Q ∩ V ⊆ W u0 . Furthermore, for any
t ∈ I the following equations hold:
T0ϕ
(
t, t−, [im Q ]
)= Φ(t, t−)[im Q ], and T0ϕ(t, t−, [ker Q ])= Φ(t, t−)[ker Q ]. (4.8)
Consequently, ϕ([I], t−, [im Q ∩U ]) and ϕ([I], t−, [ker Q ∩V ]) can be considered as ﬁnite-time local stable
and unstable manifolds, respectively.
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applies and the ﬁrst part is proved. Furthermore, the tangencies in Eq. (4.8) are easily veriﬁed with
the deﬁnition of the linearization. 
Remark 4.14. We want to comment on some issues concerning Theorem 4.13.
1. We would like to point out that Theorem 4.13 holds for general compact I. So far, ﬁnite-time
Local Stable Manifold Theorems have been proved only in the ODE case with I being a compact
interval; see [24,21,5] and also Remark 5.9(2).
2. In the ﬁnite-time context, one can consider Theorem 4.12 and Theorem 4.13 as robustness results
as well. As we proved, locally, the stable and unstable cones (together with the subspaces that
they contain) persist under nonlinear perturbations with vanishing ﬁrst order terms.
3. Despite the lack of structure for the domains of attraction and repulsion themselves, we see
that the maximal dimension of manifolds contained in these domains going through the origin
corresponds to the indices of the EMD growth rates, i.e. to rank and deﬁciency of the EMD-
projection, respectively.
4. Note that by the assumption that ϕ be a Ck-process on I, k ∈ {1,2}, we obtain directly that the
extension of im Q ∩U and ker Q ∩U by ϕ to the extended state space I×Rn gives a Ck-manifold
in each time-ﬁber {t} ×Rn , t ∈ I. Evidently, the chart is given by ϕ(t, t−, ·).
5. The function m can be considered as a local measure of nonlinearity of ϕ , in the sense that
m = 0 if ϕ itself is linear and that m takes small values in case ϕ is only a small perturbation
of a linear process. The more linear ϕ becomes, the larger we can choose the radius δ ∈ R>0
such that B(0, δ) ∩ im Q ⊆ W s0 and B(0, δ) ∩ ker Q ⊆ W u0 . In the “linear limit” we recover that
im Q ⊆ W s0 and ker Q ⊆ W u0 . In this sense, we believe that our version of a local ﬁnite-time
stable manifold theorem is a very natural one. On the other hand, for ﬁxed nonlinearity, clearly
m is an increasing function, i.e. the further away we go from the hyperbolic reference trajectory,
the weaker we expect the exponential decay/growth to be, until some point where the EMD-
subspaces/cones leave the domain of attraction and repulsion, respectively.
As an easy consequence of Theorem 4.13 we obtain the following ﬁnite-time analogue of the clas-
sical Theorem of Linearized Asymptotic Stability. It is a generalization of [29, Theorem 5.1] to arbitrary
compact time-sets.
Theorem 4.15 (Linearized ﬁnite-time attraction/repulsion). Let ϕ ∈ P(I,Rn) be a C1-process on I, x ∈ Rn,
ϕ(·, t−, x) an attractive (repulsive) trajectory and m be continuous at 0. Then there exists a neighborhood U
of x such that U ⊆ W sx (U ⊆ W ux , respectively).
4.3. Time-extensions of cones and domains and their relationship
Next we investigate the relationship between the cones V s(Φ) and V u(Φ) extended by the lin-
earization Φ to the extended state space on the one hand, i.e.
VsΦ := Φ(·, t−)
[
V s(Φ)
]= {(t,Φ(t, t−)x) ∈ I×Rn; (t, x) ∈ I× V s(Φ)},
VuΦ := Φ(·, t−)
[
V u(Φ)
]= {(t,Φ(t, t−)x) ∈ I×Rn; (t, x) ∈ I× V u(Φ)},
and the domains W s0 and W
u
0 extended by ϕ on the other hand, i.e.
Ws0 := ϕ
(·, t−, [W s0])= {(t,ϕ(t, t−, x)) ∈ I×Rn; (t, x) ∈ I× W s0},
Wu0 := ϕ
(·, t−, [W u0 ])= {(t,ϕ(t, t−, x)) ∈ I×Rn; (t, x) ∈ I× W u0}.
D. Karrasch / J. Differential Equations 254 (2013) 256–282 275As usual, we denote by VsΦ(t), VuΦ(t), Ws0(t) and Wu0 (t), t ∈ I, the t-ﬁber of the respective subsets
of the extended state space. The next proposition states that in each t-ﬁber the extended stable and
unstable cones are locally contained in the domains of attraction and repulsion, respectively.
Theorem 4.16 (Relationship between extensions). Suppose the assumptions of Theorem 4.12 are satisﬁed.
Deﬁne the time-extensions of Eq. (4.7)
η : I× Gr(1,Rn)→R0, (t, Y ) 
→ inf{r ∈R>0; y ∈ Y ∩ S, ry /∈Ws0(t)},
ηˆ : I× Gr(1,Rn)→R0, (t, Y ) 
→ inf{r ∈R>0; y ∈ Y ∩ S, ry /∈Wu0 (t)}.
Then for each t ∈ I one has η(t, ·)|VsΦ(t), ηˆ(t, ·)|VuΦ(t) > 0.
Proof. We prove only η(t, ·)|VsΦ(t) > 0, since the second assertion can be proved completely analo-
gously. Let t ∈ I, y ∈ VsΦ(t) ∩ S . We sketch the idea of the proof ﬁrst: By the invariance of VsΦ under
Φ it is clear that Φ(t−, t)y ∈ VsΦ(t−) = V s(Φ). Now, consider xr := ϕ(t−, t, ry), r ∈ (0,1]. To prove
that ry ∈Ws0(t) for suﬃciently small r, it is suﬃcient to show that xr ∈ W s0 =Ws0(t−). Since V s(Φ) is
open by Lemma 4.5, our aim is to show that for suﬃciently small r we have that xr is contained in a
neighborhood of one-dimensional subspaces around span{Φ(t−, t)y} which is a subset of V s(Φ). By
Theorem 4.12 we then conclude that for suﬃciently small r the vector xr is contained in the domain
of attraction W s0. This proves the strict positivity of η(t, ·)|VsΦ(t) as claimed.
Thus, it remains to show that xr ∈ Ws0(t−) for suﬃciently small r. By Lemma 4.5 there exists
θ ∈R>0 such that
B
(
Φ(t−, t)y, θ
)⊂ VsΦ(t−) = V s(Φ).
Clearly, due to the positive homogeneity of the norm | · | on Rn , the invariance of VsΦ(t−) under
scalar multiplication and linearity of Φ(t−, t), we ﬁnd that for all r ∈ (0,1] holds B(Φ(t−, t)(ry), rθ) ⊂
VsΦ(t−). By expanding ϕ(t−, t, ·) at 0 we obtain for all z ∈Rn \ {0}
∣∣ϕ(t−, t, z) − Φ(t−, t)z∣∣ ∈ o(|z|) for |z| → 0.
This is equivalent to the fact that for any ε ∈ R>0 there exists δ ∈ R>0 such that for any z ∈ Rn \ {0}
with |z| δ we have
∣∣ϕ(t−, t, z) − Φ(t−, t)z∣∣< ε|z|. (4.9)
In other words, for any ε ∈R>0, suﬃciently small δ ∈R>0 and |z| δ we have
ϕ(t−, t, z) ∈ B
(
Φ(t−, t)z, ε|z|
)⊆ B(z, εδ).
In particular, choosing ε = θ/2 we ﬁnd that for δ ∈ R>0 from Eq. (4.9) and consequently for any ry
with r ∈ [0,min{δ,1}] holds
xr = ϕ(t−, t, ry) ∈ B
[
Φ(t−, t)(ry), rθ/2
]⊂ B(Φ(t−, t)(ry), rθ)⊂ VsΦ(t−).
Since B[span{Φ(t−, t)(ry)}, rθ/2] ⊂ Gr(k,Rn) is closed and hence compact, we know that for suﬃ-
ciently small r ∈R>0 we have xr ∈Ws0(t−) by Theorem 4.12. 
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In the following, we want to apply the developed notions and results to ordinary differential equa-
tions, which we deﬁne without loss of generality globally for the sake of simplicity, i.e.
x˙ = f (t, x), (5.1)
where f ∈ C1(I × Rn,Rn), I ⊆ R an interval, I ⊆ I compact and ( f (t, ·))t∈I is uniformly Lipschitz
continuous with Lipschitz constant L f . Thus, Eq. (5.1) is well-posed and the solution operator ϕ is
well-deﬁned. It is well-known that ϕ satisﬁes the conditions of a C1-process. We consider the case
that | · | is continuously differentiable on Rn \ {0}. In particular, this covers all norms induced by the
Euclidean inner product and a symmetric positive deﬁnite matrix Γ ∈Rn×n as considered in [4,5]. We
ﬁx a solution ϕ(·, t−, x) : I → Rn , x ∈ Rn , and perform a time-dependent coordinate shift of the form
(t, x) 
→ (t, x− ϕ(t, t−, x)) := (t, y). Then in the new coordinates Eq. (5.1) takes the form
y˙ = ∂1 f
(
t,ϕ(t, t−, x)
)
y + g(t, y) = A(t)y + g(t, y), (5.2)
where A := (t 
→ ∂1 f (t,ϕ(t, t−, x))) ∈ C(I, L(Rn)), g ∈ C(I×Rn,Rn) and
g(t, v) = f (t, v + ϕ(t, t−, x))− f (t,ϕ(t, t−, x))− ∂1 f (t,ϕ(t, t−, x))v,
for t ∈ I is the nonlinear term. By deﬁnition of the derivative we have
g(t, x)/|x| |x|→0−−−→ 0
for any t ∈ I. In other words, for any t ∈ I and ε ∈ R>0 there exists δ ∈ (0,1] such that the estimate
sup{|g(t, x)|/|x|; x ∈ B(0, δ) \ {0}} < ε holds. Due to the uniform continuity of g|I×B[0,1] , we even
obtain that for any ε ∈R>0 there exists δ ∈ (0,1] such that
sup
{ |g(t, x)|
|x| ; x ∈ B(0, δ) \ {0}, t ∈ I
}
< ε. (5.3)
We call
y˙ = ∂1 f
(
t,ϕ(t, t−, x)
)
y (5.4)
the linearization of (5.1) along ϕ(·, t−, x). It is well-known that the associated solution operator Φ
of (5.4), interpreted as a linear process, is the linearization of ϕ along ϕ(·, t−, x) and that Φ is con-
tinuously differentiable in the ﬁrst argument. Under the differentiability assumption on the norm the
growth rates take the form (as introduced in [7, Deﬁnition 7])
λ(X,Φ) =min
{
(|Φ(·, t−)x|)′(t)
|Φ(t, t−)x| ; t ∈ I, x ∈ X ∩ S
}
,
λ(X,Φ) =max
{
(|Φ(·, t−)x|)′(t)
|Φ(t, t−)x| ; t ∈ I, x ∈ X ∩ S
}
, (5.5)
for X ∈ Gr(k,Rn), which can be seen by Lemma 2.10. From this representation and the chain rule
(|Φ(·, t−)x|)′(t) = | · |′(Φ(t, t−)x)∂0(Φ(t, t−)x) for t ∈ I we can see that dI (d˜I) can be interpreted as
some kind of C1 (semi-)metric for linear solution operators on I.
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A ∈ C(I, L(Rn)) map continuously (with respect to dI) to their unique solution operator Φ ∈
LP(I,Rn). From this observation together with Theorem 3.10 we get the following result, which was
obtained already in [4].
Theorem 5.1 (Robustness of EMD). (See [4, Lemma 3].) Consider
x˙ = A(t)x, (5.6)
with A ∈ C(I, L(Rn)). Suppose the associated solution operator Φ admits an EMD on I. Then there exists
δ ∈ R>0 such that the solution operator of any B ∈ B(A, δ) admits an EMD on I (with the same extremal
projection as A).
The last result is interesting from the following point of view. When imposed on R0 the in-
equalities (3.2) in Lemma 3.3 required for an EMD on R0 correspond to the deﬁnition of a so-called
semistrong dichotomy of (5.6) on R0; see [36]. Refs. [35,36] yield that semistrong (exponential) di-
chotomies on R0 are robust only in the larger class of general exponential dichotomies, but not
within semistrong dichotomies. That means that robustness of EMD cannot be deduced from the clas-
sical asymptotic analysis but is a pure ﬁnite-time result.
Analogously to the robustness investigation for linear processes in Section 3.3 we now address the
question of the stability radius for linear ordinary differential equations given on a compact time-
interval.
Deﬁnition 5.2 (Stability radius). Suppose Eq. (5.6) with A ∈ C(I, L(Rn)) generates an attracting solution
operator on I . Then we deﬁne the stability radius of A by
r(A) := inf{‖B‖∞; B ∈ C(I, L(Rn)), (A + B) is not attracting on I}.
To calculate the stability radius of a given A we make use of an elementary result which can be
found in [10] and which specializes to the following result.
Proposition 5.3. (Cf. [10, Proposition 1, p. 2].) Consider
x˙ = A(t)x,
with A ∈ C(I, L(Rn)). Suppose the associated solution operator Φ is attractive on I, i.e. Φ admits an EMD on I
with the trivial projection idRn and λ(Rn,Φ) < 0. Then for any B ∈ C(I, L(Rn))with ‖B‖∞  |λ(Rn,Φ)| := δ
the solution operator Ψ of the perturbed ODE
y˙ = (A(t) + B(t))y
satisﬁes λ(Rn,Ψ ) λ(Rn,Φ) + δ = 0.
In other words, −λ(Rn,Φ) > 0 is a lower bound on the stability radius around A in C(I, L(Rn)).
The fact that it is also an upper bound follows directly from the well-known correspondence of shifted
ODEs and weighted processes (cf. Eq. (3.4)), the deﬁnition of spectrum based on the weights/shifts
and the fact that for operator norms induced by a vector norm the identity has norm 1. In summary,
by a completely analogous argumentation as in the proof of Theorem 3.12 we ﬁnd that
y˙ = (A(t) − λ(Rn,Φ) idRn)y
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the (pseudo-)stability radius of its associated solution operator coincide.
Theorem 5.4 (Finite-time stability radius). Let A ∈ C(I, L(Rn)) and let the associated solution operator Φ be
attractive. Then
r(A) = −λ(Rn,Φ).
Another consequence of EMD-robustness deals with linearizations. The next lemma states that the
linearization depends continuously on the initial value of the trajectory along which we linearize.
Lemma 5.5. Consider Eq. (5.1) and let ϕ denote the associated solution operator. Then the function
R
n → C(I, L(Rn)), x 
→ ∂1 f (·,ϕ(·, t−, x)),
is continuous.
Proof. Let t ∈ I, x ∈ Rn and ε ∈ R>0. By the C1 assumption on f we have in particular that there
exists δ1 ∈R>0 such that
∣∣ϕ(t, t−, x) − ϕ(t, t−, y)∣∣< δ1 ⇒ ∥∥∂1 f (t,ϕ(t, t−, x))− ∂1 f (t,ϕ(t, t−, y))∥∥< ε.
Next note that y 
→ ϕ(·, t−, y) ∈ C(I,Rn) is uniformly continuous on any bounded subset U ⊆Rn with
x ∈ U , i.e. there exists δ2 ∈R>0 such that for any y ∈ U we have
|x− y| < δ2 ⇒
∥∥ϕ(·, t−, x) − ϕ(·, t−, y)∥∥∞ < δ1.
Combining the two continuity observations we obtain that for any y ∈Rn we have
|x− y| < δ2 ⇒
∥∥∂1 f (·,ϕ(·, t−, x))− ∂1 f (·,ϕ(·, t−, y))∥∥∞ < ε. 
Consequently, robustness of EMD carries over to initial values.
Corollary 5.6. (See [4, Theorem 5].) Consider Eq. (5.1), let ϕ be the associated solution operator and ϕ(·, t−, x)
be a hyperbolic/attractive/repulsive reference solution. Then there exists δ ∈R>0 such that for any y ∈ B(x, δ)
the trajectories ϕ(·, t−, y) are, respectively, hyperbolic/attractive/repulsive (with respect to the same corre-
sponding subspaces).
The next step is to show that Lemma 4.11 applies. Therefore, it remains to establish the necessary
order of convergence for the linearization error. To this end, consider Eq. (5.1) and assume that f ∈
C0,2(I × Rn,Rn), i.e. f is continuous in the ﬁrst argument and twice continuously differentiable in
the second argument. By Taylor’s theorem, the estimate (5.3) on the nonlinear term g improves as
follows: there exist ε, δ ∈R>0 such that
sup
{ |g(t, x)|
|x|2 ; x ∈ B(0, δ) \ {0}, t ∈ I
}
< ε. (5.7)
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of the linearization (5.4) along the reference solution ϕ(·, t−, x) = 0. Then the function
R0 →R0,
η 
→
{
0, η = 0,
sup{‖ϕ(·, t−, y) − Φ(·, t−)y‖∞; y ∈ B[0, η]}, otherwise,
is continuous at 0. Moreover, it is of classO(η2) for η → 0.
Proof. Let η ∈R>0 and y ∈Rn , |y| η. Integrating Eqs. (5.2) and (5.4), we calculate for any t ∈ I
∣∣ϕ(t, t−, y) − Φ(t, t−)y∣∣=
∣∣∣∣∣
t∫
t−
A(s)
(
ϕ(s, t−, y) − Φ(t, s)y
)+ g(s,ϕ(s, t−, y))ds
∣∣∣∣∣

t∫
t−
∣∣A(s)(ϕ(s, t−, y) − Φ(s, t−)y)∣∣ds
+
t∫
t−
∣∣g(s,ϕ(s, t−, y))− g(s,Φ(s, t−)y)∣∣ds +
t∫
t−
∣∣g(s,Φ(s, t−)y)∣∣ds

(
2‖A‖∞ + L f
) t∫
t−
∣∣ϕ(s, t−, y) − Φ(s, t−)y∣∣ds + (t+ − t−)εCΦη2,
where CΦ := ‖Φ(·,·)‖∞ < ∞ and ε ∈R>0 satisﬁes Eq. (5.7) with δ := CΦη. With the abbreviation
C(η) := (t+ − t−)εCΦη2e(2‖A‖∞+L f )(t+−t−) ∈O
(
η2
)
,
the uniform estimate from above and Gronwall’s lemma we obtain
sup
{∥∥ϕ(·, t−, y) − Φ(·, t−)y∥∥∞; y ∈ B[0, η]} C(η)
and the assertion is proved. 
Lemma 5.8. Let ϕ be the solution operator of Eq. (5.2) with f ∈ C0,2(I × Rn,Rn) and Φ be the solution
operator of the linearization (5.4) along the reference solution ϕ(·, t−, x) = 0. Then the function
R0 →R0,
η 
→
{
0, η = 0,
sup{‖∂0ϕ(·, t−, y) − ∂0Φ(·, t−)y‖∞; y ∈ B[0, η]}, otherwise,
is continuous at 0. Moreover, it is of classO(η2) for η → 0.
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∣∣∂0ϕ(t, t−, y) − ∂0Φ(t, t−)y∣∣= ∣∣A(t)(ϕ(t, t−, y) − Φ(t, t−)y)+ g(t,ϕ(t, t−, y))∣∣
 ‖A‖∞
∣∣ϕ(t, t−, y) − Φ(t, t−)y∣∣
+ ∣∣g(t,ϕ(t, t−, y))− g(t,Φ(t, t−)y)∣∣+ ∣∣g(t,Φ(t, t−)y)∣∣
 ‖A‖∞C(η) +
(‖A‖∞ + L f )C(η) + εCΦη2

(
2‖A‖∞ + L f
)
C(η) + εCΦη2,
where we used the notation from the proof of Lemma 5.7. This proves the assertion. 
In summary, we found suﬃcient conditions to ensure that the function m as deﬁned in Eq. (4.4) is
continuous in 0 and hence Theorem 4.12, Theorem 4.13 and Theorem 4.15 apply.
Remark 5.9. We want to comment on some issues concerning the application of the results in Sec-
tion 4 to ODEs.
1. Concerning Theorem 4.13, note that EMD-subspaces from the starting time-ﬁber {t−}×Rn evolve
nonlinearly under ϕ . Their extensions via ϕ considered as subsets in the extended state space
I×Rn are C1-manifolds since ϕ(·, t−, ·) is continuously differentiable; see, for instance, [3, Theo-
rem 9.2].
2. Our version of Theorem 4.13 applied to the ODE situation extends some previous work on that
topic: in [24,21,5] the ODE is ﬁrst extended to the real line and the desired manifolds are then
obtained as the local stable and unstable manifolds of solutions that are hyperbolic on R in the
sense that they admit an exponential dichotomy. Note that our proof, in principle, does not re-
strict to norms induced by an inner product weighted with a symmetric, positive deﬁnite matrix,
as it is done in [5] (cf. also [5, Remark 4(ii)]). In [15] an “intrinsic” proof is presented which is
tailored for the case Rn =R2. There it is shown, that the domains of attraction and repulsion are
not empty under appropriate conditions.
Remark 5.10. Since our hyperbolicity notion is based fundamentally on the monotonicity of the norm
of trajectories, a ﬁnite-time conjugacy between the linear process Φ and the general process ϕ
should preserve the type of monotonicity of trajectories. Roughly speaking and supposing that the
assumptions are satisﬁed for I, Theorem 4.16 can therefore be interpreted as a ﬁnite-time Hartman–
Grobman-like theorem in the following informal sense: as demonstrated in [34, p. 546] the function
H : I×Rn →Rn, (t, x) 
→ ϕ(t, t−,Φ(t−, t)x),
with ﬁberwise inverse
H(t, ·)−1 :Rn →Rn, x 
→ Φ(t, t−,ϕ(t−, t)x),
maps trajectories of Φ to trajectories of ϕ homeomorphically and is therefore a candidate for a
(nonautonomous) topological conjugacy between Φ and ϕ with respect to the two zero reference
solutions. Now consider restrictions of H to V s(Φ) and V u(Φ) (or compact subsets S ⊂ V s(Φ) and
U ⊂ V u(Φ) considered as subsets of Gr(1,Rn)). By Theorem 4.16 we obtain for y from the respective
set with |y| suﬃciently small, that H preserves the monotonicity type of Φ(·, t−)y, but, in general,
not the exponential rate. The task of ﬁnding a monotonicity preserving (nonautonomous) topological
conjugacy for a whole neighborhood seems to be futile since too restrictive. In particular it is unclear
how “monotonicity preservation” should be applied to trajectories with “indeﬁnite” monotonicity be-
havior.
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In this work we introduced an abstract framework for what is often called “ﬁnite-time dynamics”
by adapting the notion of (invertible) processes to the situation of a compact time-set I. Based on the
notion of growth rates which we deﬁned independently from any hyperbolicity notion we managed
to give a coherent, uniﬁed and comprehensive presentation of the theory of linear analysis of ﬁnite-
time processes on I. Due to the strong ambition to establish continuity of the involved functions,
we obtained new and simpler arguments to prove partially known results, sometimes getting rid of
technical assumptions such as differentiability or the ﬁniteness of the time-set.
Evidently and once more shown by our results, ﬁnite-time hyperbolic trajectories play an impor-
tant role in the local analysis of ﬁnite-time dynamics. Therefore, to have suﬃcient, possibly com-
putable criteria for hyperbolic solutions is necessary for the application of the hyperbolicity concept
to real-life problems. For two-dimensional Hamiltonian systems the existence of a hyperbolic solu-
tion in the neighborhood of a curve of so-called instantaneous stagnation points under some velocity
bound on the governing vector ﬁeld is proved in [24], whereas [16] proved recently the existence in
the neighborhood of an approximate solution. In [14] it is shown that row diagonal dominance of
the linear right-hand side implies an EMD on I. Other suﬃcient criteria are based on a partitioning
approach [22,5,14].
We would like to emphasize that our way of reasoning is led by the idea to consider ﬁnite-time
analysis as the analysis of “unextendible” systems, thereby restricting any argumentation to the time-
set I. This allows for a consequent use of continuity arguments. However, other methods of analysis
and proof may become available and reasonable when approximating inﬁnite-time dynamical systems
on bounded time-sets.
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