Abstract-The benefit of a distributed observer concept for large-scale linear plants is shown by taking time-delays into account. It is asserted that a centralized observer suffers from delays in the measurement input, while a distributed structure allows to avoid them. In contrast, the network of the distributed observer induces communication delays among observer nodes. The delay margins for both observer concepts are estimated on a numerical example and compared using an eigenvalue-based frequency domain approach and an LMI based time-domain approach.
I. INTRODUCTION
Recently the problem of designing distributed observers and controllers has drawn a lot of attention [1] thanks to ongoing technological advancements, which have enabled the installation of computational and communication capacities everywhere, bringing us large-scale collaborative sensor and actuator networks. These augmented complex systems require new observer concepts, where the task of state estimation is distributed among a network of observer nodes, since centralized concepts may be unfeasible due to various engineering and economical obstacles. Most commonly, the distributed estimation problem appears in the situation when the aim is to achieve state-omniscience [2] , [3] at the sensor/actuator level, meaning that each node is able to reconstruct the full state of the plant.
Following [4] , [5] , in this work we are going to analyze and motivate the distributed observer design in terms of robustness with respect to communication delays. Moreover, we compare it with a centralized observer and show that in terms of delay effects it is indeed advantageous to use a distributed observer. This is done by evaluating the amount of delays that is possible to sustain (the delay margin [6] ) in both cases. The idea is that in the distributed setting, the delays affect on a different point than in the centralized case due to the exchange of state estimates with neighboring nodes only.
It is well-known that communication is not instantaneous. In this sense, the proposed distributed framework rises as a good alternative instead of a more straightforward solution that would be to transmit the measurements across the whole sensor network, with centralized observers at each node, which would induce high delays. Therefore we simultaneously show the advantage of distributed observers exchanging state estimates instead of measurements when delays are taken into account, bringing a new perspective to further research in this direction.
The evaluation is made using a frequency domain and a time-domain approach on a numerical example, since making the argument analytically does not seem conceivable. The reason why both methods are used is that the eigenvaluebased approach provides less conservative estimates on delay margins. At the same time, the time-domain approach is computationally feasible and it can be further extended to be later applied for nonlinear problems.
In summary, in Section II we will introduce the underlying centralized and distributed observer structures with the expected time-delays. Then in Section III, after formulating their error dynamics, we describe how the observer gains for an optimal delay margin can be obtained using direct optimization or LMIs. In Section IV these methods are used on a simulation example to demonstrate our proposition about the benefits of distributed observers exchanging state estimates.
The following notation is adopted to describe the observer network. We denote the underlying graph by G = (V, E), with the set of nodes V = {1, . . . , N} and edges E ⊂ V × V. By V i = { j : ( j, i) ∈ E} we denote the set of nodes supplying information to node i. Its cardinality is the in-degree p i . The out-degree of a node is denoted as q i .
II. PROBLEM FORMULATION
Let us consider the problem of observation of an autonomous LTI planṫ
where x(t) ∈ R n is the state of the plant, A ∈ R n×n is the dynamics matrix, y i (t) ∈ R m i is the output of the i th sensor, i = 1, . . . , N, N > 0 is the number of sensors, m = ∑ N i=1 m i , and C i ∈ R m i ×n . The delays in a centralized and distributed observer are introduced following the structure given in Fig. 1 and Fig. 2 , respectively. The delays from the plant to the sensor are disregarded as they are the same for both cases and assumed to be negligible since the sensors are located close to the plant. 
A. Centralized observer
In the centralized case, we consider a single vector output composed by all scalar outputs coming from the sensors, with the simplification that all the delays are the same τ i = τ, i = 1, . . . , N:
The corresponding Luenberger observer with state estimate
where L ∈ R n×m is a gain matrix to be designed [7] . Note that in Fig. 1 , the presence of double transmission arrows between the nodes and the centralized observer implies that another delay takes place when the information is transmitted back to the sensors. It is not present in the equations above since it does not influence the observer stability, however, it will play a role if the generated state estimates are used for a distributed regulation.
B. Distributed observer
In the distributed setting, each sensor will act as a local observer i based on its measurement, and the observer nodes are connected according to the communication graph G. Although the pair (A,C) is observable, the pair (A,C i ) may be not. Therefore an information exchange is necessary for the distributed observer, which is selected in the form following [8] :
where a second term, called consensus term is added, according to the coupling in G. The gains H i, j ∈ R n×n and L i ∈ R n×m i have to be designed to maximize the delay margin τ i, j , which denotes the delay of information transmission from observer node i to j. Here we assume that H i, j = 0 if the nodes i and j are disconnected.
Remark 1: The main assumption is that the delays are known and their variation can be neglected.
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Fig. 2. Distributed observer structure
III. METHODOLOGY
Introducing the observer error e(t) = z(t) − x(t), the error dynamics in the case of centralized estimation can be written as follows:
For the distributed problem, the error for each observer node is e i (t) = z i (t) − x(t) with the corresponding dynamics:
For stability investigation, we introduce the large-scale error
and assuming τ i, j = τ as a simplification we can writeĖ
A. Direct Optimization For asymptotic stability of the system (4), the necessary and sufficient condition are that the generalized eigenvalues λ ∈ C are in the open left half-plane for a fixed constant time-delay τ. We denote the spectral abscissa with
is the characteristic matrix of (4). In the spectrum-based stabilization approach, we solve the optimization problem
This involves two steps, the calculation of the eigenvalues with the highest real-part and the determination of the corresponding gradient [9] , [10] . This approach has previously been implemented in MATLAB for the design of stabilizing fixed-order controller for time-delay systems [11] and was adapted in this work to solve the static observer problem in the centralized and distributed case. For the latter the optimization problem is solved for the gains
Additionally, to compute the delay margin, the error system must be stable for all delays in [0, τ]. Therefore, the optimization problem is solved for a grid of delay values simultaneously where the right-most eigenvalue of all delay values determines the gradient. Since this ensures stability only for discreet values of the delay, it is later necessary to check if the spectral abscissa is indeed negative for the whole interval [0, τ]. Otherwise the optimization procedure is repeated using a finer grid.
B. Lyapunov-Krasovskii
The existence of a Lyapunov-Krasovskii functional is a sufficient condition for the asymptotic stability of a timedelay system. In the case of a system with a single pointwise constant delay τ, a suitable Lyapunov-Krasovskii candidate [12] is V (e t ,ė t ) = e T (t)Pė(t) + t t−τ e T (s)Se(s) ds
where e t ∈ C [−τ,0] (i.e. a continuous function defined on
) is the state of the system and P, R and S are positive definite matrices. Taking the derivative of (9) and using the descriptor method for (4) with slack variables P 2 , P 3 [12] leads tȯ
If P 3 = εP 2 , ε > 0 and Y = P T 2 L, we see that the error system is asymptotically stable for a delay τ if the LMI
is feasible. Due to the convexity this is also true for any delay between zero and τ [13] .
Correspondingly in the distributed case, (9) with (6) would lead to
where
We encounter now the problem, that H is algebraically constrained according to (7) in a way, which cannot be enforced with Y 2 and P 2 .
C. LMI for the distributed observer
Inspired by [14] we employ for every observer node i = 1, . . . , N the Lyapunov-Krasovskii functional V i (e i,t ,ė i,t ) = e T i (t)P i e i (t) + where compared to (9) 
Theorem 2: Suppose there exist gains L i ,H i = row{H i, j } j∈V i , positive definite matrices W i and constants α i > 0, 0 < π i < 2α i q −1 i , such that the following vector dissipation inequality holds for all i = 1, . . . , N: (13) where
Then the observer network (3) achieves state-omniscience, i.e. A system of LMIs which ensures this relation can be derived again using the descriptor method, so that
for positive definite matrices P i , S i , R i , W i and matrices X i , U i ,F i , where
has to be feasible for i = 1, . . . , N. Note the additional tuning variables ε i > 0,ε i > 0 andε i > 0 for each node. Then the gains sought-after are obtained with
Remark
IV. EXAMPLE
Let us demonstrate how these approaches can be used for the delay-margin comparison of centralized and distributed observers on an example. Consider a simple system
in (1), thus n = 4 and N = 2. The system is unstable and for each output the dimension of the observable subspace is less then n. Thus, the system is not detectable using a single observer node. First, we compute the delay margin for the centralized observer (2) . The LMI (10) 
using ε 1 = ε 2 = 47,ε 1 =ε 2 = 0, and α 1 = α 2 = π 1 = π 2 = 0.04. In Fig. 5 and Fig. 6 the corresponding branch plots are shown. Bearing in mind that the LMI conditions are sufficient but not necessary, the actual margin can be higher than provided by the feasibility of the LMI. Therefore, the actual delay margins for the proposed gains can be seen in the branch plots, for which the approximate computation of eigenvalues of the direct optimization procedure were employed. The margins were additional validated by explicitly simulating the error dynamics with the obtained results.
To explicate these quantitative results, consider the observer structures in Fig. 1 and Fig. 2 with only Sensor 1 and Sensor 2. Using for example the gains (17) obtained by direct optimization of the centralized observer, the observer is only able to compensate delays which are between 0 and approximately 0.235. If the delay exceeds this margin, the observer error will go to infinity. The distributed observer with gains (18) and (19) is able to bear communication delays up to approximately 1.0, which is higher than in the centralized case. Conversely, the delays encountered by a distributed observer are likely lower than for a centralized observer or when measurement values are transmitted through the observer network instead of exchanging state estimates.
V. CONCLUSION Two methods for obtaining delay margins for centralized and distributed observers were presented and were used to determine an estimate of delay margins on an example. Notwithstanding that the delay margins estimated by the LMI approach are usually more conservative, both methods revealed a higher delay margin for the distributed observer. Considering that the transmission delays in a centralized concept are likely higher than the communication delay between the nodes of the distributed observer, this shows the advantage of the latter. At the same time, this serves as a justification for exchanging state estimate information between observer nodes instead of measurements, which would be prone to high delays.
