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Abstract. A method is proposed for reducing the cost of computing search directions in an
interior point method for a quadratic program. The KKT system is partitioned and modiﬁed, based
on the ratios of the slack variables and dual variables associated with the inequality constraints, to
produce a smaller, approximate linear system. Analytical and numerical results are included that
suggest the distribution of eigenvalues of the new, approximate system matrix is improved, which
makes it more amenable to being solved with an iterative linear solver. For this purpose, new pre-
conditioners are also presented to allow iterative methods, such as MINRES, to be used. Numerical
results indicate that the computational complexity of the proposed method scales well when applied
to a ﬁnite horizon discrete-time optimal control problem with linear dynamics, quadratic cost, and
linear inequality constraints, which arises in model predictive control applications.
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1. Introduction. Interior point methods (IPMs) have proved to be an eﬃcient
way of solving linear, quadratic, and nonlinear programming problems. Quadratic
programs (QPs) arise in many applications, such as least-squares regression with lin-
ear constraints, robust data ﬁtting, support vector machines, and predictive control
problems [5, 14, 15, 21]. They also appear in solving a nonlinear programming prob-
lem with sequential quadratic programming, in which a series of QPs is solved [24,
Chap. 18].
Many primal-dual IPMs for solving a QP involve ﬁnding a solution to the Karush–
Kuhn–Tucker (KKT) conditions by a Newton-type method [30], in which a linear
system of equations is formed and solved at each IPM iteration. Solving this linear
system is the main contributor to the total computational cost of an IPM.
The linear system that arises in this process is often sparse and large. Its size
is usually reduced by block elimination, which provides alternative linear systems,
as reviewed in section 2. However, the reduction in size may adversely aﬀect the
sparsity of the system matrix. In section 3 we present a new method that replaces the
linear system with a smaller, approximate linear system, in which sparsity has been
preserved. An upper bound on the error introduced, which decreases with each IPM
iteration, is also presented. A nice property of this approximate linear system is that
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1370 SHAHZAD, KERRIGAN, AND CONSTANTINIDES
it can be reduced, if desired, to a linear system whose size converges to the number
of active constraints at the solution.
Though the proposed linear system can be solved with direct methods, we par-
ticularly investigate the use of iterative methods, such as the minimum residual
(MINRES) method [25], for three reasons [8]. First, iterative methods have a higher
ratio of addition and multiplication operations to division and square root operations,
compared to direct methods, and hence are more eﬃcient from a hardware point of
view. Second, iterative methods can more easily exploit sparsity compared to direct
methods. Third, in iterative methods one can trade oﬀ accuracy with computational
time, whereas this is not possible with direct methods.
Inexact Newton methods have been proposed to reduce the computational eﬀort in
the solution of the optimality conditions [10, 11, 13]. The main idea of these methods
is to terminate the iterative linear solver early with less accuracy when the initial
iterations are far from the optimal point. Therefore, direct methods, which solve the
linear system accurately, are not applicable to inexact Newton methods. In section 3
we investigate the eﬃcacy of iterative methods for solving the newly proposed linear
system within an inexact IPM (IIPM).
An important point to consider with iterative linear solvers is that the linear
system to be solved becomes ill-conditioned at later iterations in the IPM. We present
some results in section 3 that suggest that the distribution of eigenvalues of the matrix
of the smaller, approximate linear system is not necessarily worse than for the original
system. The rate of convergence of the iterative solver can also be enhanced with new
preconditioners introduced in section 4.
Section 5 gives a detailed analysis of the computational complexity of using the
smaller, approximate linear system in an IPM, compared to using the original linear
system.
Section 6 applies the new method to ﬁnite horizon discrete-time optimal control
problems with linear dynamics, quadratic cost, and linear inequality constraints. Nu-
merical simulations indicate that the computational complexity of the new method
compares favorably with existing approaches.
2. Review of exact and inexact IPMs. Consider a convex QP of the form
x∗ := argmin
x
1
2
xTHx+ hTx(2.1a)
subject to
xi ≤ xi ∀i ∈ Il, xi ≤ xi ∀i ∈ Iu,(2.1b)
Dx ≤ d, Fx = f,(2.1c)
where x ∈ Rnd , h ∈ Rnd , d ∈ Rni , f ∈ Rne , H ∈ Rnd×nd , F ∈ Rne×nd , D ∈ Rni×nd , nd
is the number of decision variables, ne is the number of equality constraints, ni is the
number of inequality constraints that cannot be expressed in terms of simple lower
and upper bounds on x, and H is positive semideﬁnite. Here Il and Iu are index sets
and we deﬁne these sets as Il := {p1, p2, . . . , pnl}, Iu := {q1, q2, . . . , qnu}. We deﬁne
rectangular matrices Pl ∈ Rnl×nd and Pu ∈ Rnu×nd corresponding to the sets Il and
Iu, respectively, as
Pl(i, j) :=
{
1 if j = pi for i = 1, 2, . . . , nl, j = 1, 2, . . . , nd,
0 otherwise,
(2.2)
Pu(i, j) :=
{
1 if j = qi for i = 1, 2, . . . , nu, j = 1, 2, . . . , nd,
0 otherwise.
(2.3)
D
ow
nl
oa
de
d 
01
/0
3/
13
 to
 1
55
.1
98
.1
24
.1
53
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
STABLE AND EFFICIENT METHOD FOR SOLVING A QP 1371
The lower and upper bounds on x can be combined with the inequality constraint
matrix D so that (2.1) becomes
x∗ := argmin
x
1
2
xTHx+ hTx subject to Gx ≤ g, Fx = f,(2.4)
where
(2.5) G :=
⎡⎣ −PlPu
D
⎤⎦ , g :=
⎡⎣ −xlbxub
d
⎤⎦ , xlb :=
⎡⎢⎢⎢⎣
xp1
xp2
...
xpnl
⎤⎥⎥⎥⎦ , xub :=
⎡⎢⎢⎢⎣
xq1
xq2
...
xqnu
⎤⎥⎥⎥⎦ .
For the special case when H = 0, (2.4) reduces to a linear program (LP).
To solve the QP problem two approaches are commonly used, namely, active set
methods [12] and IPMs [26, 30]. We focus on IPMs because they have polynomial
computational complexity, while active set methods have exponential complexity in
the worst case.
In this section we review the ideas behind primal-dual IPMs [30]. The KKT
conditions of (2.4) are
Hx+ FT y +GT z + h = 0,(2.6a)
Fx− f = 0,(2.6b)
Gx− g + s = 0,(2.6c)
ZS1nt = 0, z, s ≥ 0,(2.6d)
where the number of inequality constraints nt := nl + nu + ni, y ∈ Rne , and z ∈ Rnt
are called dual variables, s ∈ Rnt is a vector of slack variables, 1nt ∈ Rnt is a vector
of ones, and Z and S are diagonal matrices deﬁned by Z := diag(z), S := diag(s),
whose diagonal elements are the components of z and s, respectively.
In many IPMs the optimal solution is obtained by solving the nonlinear optimal-
ity conditions (2.6). The classical algorithm for solving such equations is Newton’s
method. This is an iterative method in which, at each iteration k, the solution of a
linear system of the following form is required to ﬁnd the search direction:
(2.7)
⎡⎢⎢⎣
H FT GT 0
F 0 0 0
G 0 0 I
0 0 Sk Zk
⎤⎥⎥⎦
⎡⎢⎢⎣
Δxk
Δyk
Δzk
Δsk
⎤⎥⎥⎦ = −
⎡⎢⎢⎣
rkH
rkF
rkG
rkS
⎤⎥⎥⎦ ,
where
rkH := Hx
k + FT yk +GT zk + h,(2.8a)
rkF := Fx
k − f,(2.8b)
rkG := Gx
k − g + sk,(2.8c)
rkS := Z
kSk1nt − σμk1nt ,(2.8d)
σ ∈ (0, 1) is a centering parameter, and the duality gap is deﬁned as
(2.9) μk := (zk)T sk/nt.
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1372 SHAHZAD, KERRIGAN, AND CONSTANTINIDES
The linear system (2.7) is unsymmetric but by block elimination can be reduced to a
smaller and symmetric system⎡⎣ H FT GTF 0 0
G 0 −W k
⎤⎦
︸ ︷︷ ︸
Ak1
⎡⎣ ΔxkΔyk
Δzk
⎤⎦ = −
⎡⎣ rkHrkF
rkL
⎤⎦
︸ ︷︷ ︸
bk1
,(2.10a)
Δsk = −(Zk)−1 (rkS + SkΔzk) ,(2.10b)
whereW k := (Zk)−1Sk is a diagonal matrix and rkL := r
k
G−(Zk)−1rkS . System (2.10a)
is symmetric indeﬁnite and is often more convenient to solve than (2.7).
A further reduction in the number of unknowns in (2.10a) can be made using
another block elimination, which results in[
H +GT (W k)−1G FT
F 0
]
︸ ︷︷ ︸
Ak2
[
Δxk
Δyk
]
= −
[
rkH +G
T (W k)−1rkL
rkF
]
︸ ︷︷ ︸
bk2
,(2.11a)
Δzk = (W k)−1
(
GΔxk + rkL
)
.(2.11b)
System (2.11a) is also symmetric indeﬁnite and smaller than (2.10a). However, the
matrix in (2.11a) involves a double product and may be less sparse. The double
product is also a major ingredient in the total cost of an IPM. The symmetric indeﬁnite
linear system (2.10a) or (2.11a) can be solved by a direct method such as LDLT
factorization or by an iterative method such as MINRES.
If the QP problem (2.4) does not contain equality constraints, then (2.11a) reduces
to
(2.12)
(
H +GT (W k)−1G
)︸ ︷︷ ︸
Ak3
Δxk = rkH +G
T (W k)−1rkL︸ ︷︷ ︸
bk3
.
This positive deﬁnite linear system can be solved by a direct method such as Cholesky
factorization or by an iterative method such as the conjugate gradient (CG) method.
The product GT (W k)−1G in (2.11) and (2.12) can be written as
(2.13) GT (W k)−1G = PTl (W
k
l )
−1Pl + PTu (W
k
u )
−1Pu +DT (W kd )
−1D,
where
W kl := diag(w
k
1 , w
k
2 , . . . , w
k
nl
),(2.14a)
W ku := diag(w
k
nl+1
, wknl+2, . . . , w
k
nl+nu
),(2.14b)
W kd := diag(w
k
nl+nu+1, w
k
nl+nu+2, . . . , w
k
nl+nu+ni).(2.14c)
The ﬁrst two parts in (2.13) can be computed by just picking the rows and columns of
(W kl )
−1 and (W ku )
−1 according to the sets Il and Iu, respectively. Hence, using (2.13)
we can reduce the cost of the product. This indicates that if (2.1) has only lower and
upper bounds on x, then the cost of the product GT (W k)−1G in (2.11) or (2.12) can
be eliminated.
For the special case when H = 0 and there are no equality constraints, only lower
and upper bounds on x in (2.1), the matrix Ak3 in (2.12) becomes diagonal and easy
to invert.
D
ow
nl
oa
de
d 
01
/0
3/
13
 to
 1
55
.1
98
.1
24
.1
53
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
STABLE AND EFFICIENT METHOD FOR SOLVING A QP 1373
2.1. Exact IPMs. An exact IPM solves the linear systems (2.10a), (2.11a),
or (2.12) by either a direct method or a suitable iterative method with suﬃciently
small tolerance. An IPM in which an initial guess satisﬁes (x0, z0, s0) ∈ {(x, z, s) |
Fx = f,Gx + s = g, (z, s) > 0} is called a feasible IPM. An IPM for which we only
require (z0, s0) > 0 is called an infeasible IPM. Many log-barrier [5] and potential
reduction [7] methods are feasible IPMs. For such methods, one needs to compute
a feasible starting point by a Phase I method [5]. However, it is also possible to
modify log-barrier and potential reduction methods to allow for an infeasible starting
point; for example, one can introduce slack variables s for the inequality constraints
in the primal problem (Gx ≤ g is replaced by Gx − g + s = 0 and s ≥ 0 in (2.4)) or
adopt a suitably modiﬁed primal-dual formulation [7], followed by an infeasible start
Newton method [5]. An infeasible IPM for a QP is described in Algorithm 1; this is
an extension of the infeasible path following IPM of [30, p. 110], which was developed
for an LP.
Algorithm 1 Exact/Inexact Infeasible IPM
Input:
• H,F,G, f, d
• Initial guess x0, y0, z0 > 0, s0 > 0, γ ∈ (0, 1), β ≥ 1, σ ∈ (0, 1)
• Tolerance  > 0
Output: Optimal x
Algorithm:
1: Set k = 0 and compute μ0 := (z
0)T s0
nt
, e0tol := ‖b0‖, where b0 is the right-hand side
of (2.10a), (2.11a), or (2.12) for k = 0.
2: while μk >  and ektol >  do
3: if Exact IPM then
4: Solve (2.10a) or (2.11a) by LDLT factorization or MINRES. If (2.1) does not
contain equality constraints, then (2.12) can be solved by Cholesky factor-
ization or CG. The solution computed at the previous outer iteration is used
as an initial guess for MINRES or CG. MINRES or CG is terminated when
‖rk,j‖/‖bk‖ < , where j is the inner iteration count of the MINRES/CG
solver, rk,j is deﬁned in (2.19) and  is suﬃciently small.
5: else if IIPM then
6: Solve (2.10a) or (2.11a) by MINRES or (2.12) by CG if (2.1) does not contain
equality constraints with relative residual tolerance deﬁned by (2.20). The
solution computed at the previous outer iteration is used as an initial guess
for MINRES/CG.
7: end if
8: Choose αk as the largest value in (0, 1] such that the following conditions hold:
(xk, yk, zk, sk) + αk(Δxk,Δyk,Δzk,Δsk) ∈ N−∞(γ, β),(2.15)
(zk + αkΔzk)(sk + αkΔsk)
nt
≤ (1 − 0.01αk)μk.(2.16)
9: Compute (xk+1, yk+1, zk+1, sk+1) := (xk, yk, zk, sk) +αk(Δxk,Δyk,Δzk,Δsk).
10: Compute μk+1 := (z
k+1)T sk+1
nt
, ek+1tol := ‖bk+1‖.
11: Increment k by 1.
12: end while
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1374 SHAHZAD, KERRIGAN, AND CONSTANTINIDES
The right-hand side of (2.10a), (2.11a) and (2.12) is denoted by bk in Algorithm 1;
and the central path neighborhood N−∞(γ, β) in Algorithm 1 is deﬁned as [30, p. 109]
N−∞(γ, β) := {(xk, yk, zk, sk) | ‖(rkF , rkG)‖ ≤ ‖(r0F , r0G)‖βμk/μ0,
(zk, sk) > 0, zisi ≥ γμk, i = 1, 2, . . . , nt},(2.17)
where γ ∈ (0, 1) and β ≥ 1 are given parameters.
In (2.17), ‖(rkF , rkG)‖ indicates a measure of infeasibility and is uniformly bounded
by some multiple of μk. Since μk is monotonically decreasing, as indicated by (2.16),
μk → 0 as k → ∞, hence ‖(rkF , rkG)‖ → 0. This indicates that Algorithm 1 guarantees
feasibility if a feasible solution exists, i.e. rkF → 0 and rkG → 0 as k → ∞. However,
if no feasible solution exists, then from [30, Thm. 9.7] it follows that ‖(rkF , rkG)‖ → ∞
as k → ∞. One simple approach that is used in detecting infeasiblity is to terminate
the algorithm if ‖(rkF , rkG)‖ > ω for a suﬃciently large value of ω. Other practical
approaches for detecting infeasibility and terminating the IPM algorithm are given
in [15].
If a point lies in N−∞(γ, β), each pairwise product zki ski must be greater than
γμk. By using a suitably small value of γ we can cover most of the feasible region.
The typical value of this parameter is 10−3 [30, p. 9]. By choosing a very large value
of β, we may reduce the infeasibility at a much faster rate, but on the other hand, it
may lead to a very small step length αk.
2.2. IIPMs. Direct methods have been extensively used to solve (2.11a) and
(2.12) in interior point software, such as MOSEK [22] and OOQP [15]. The Cholesky
factorization is usually used for a symmetric positive deﬁnite matrix and LDLT fac-
torization for a symmetric indeﬁnite matrix. For sparse linear systems, sparse direct
methods [9] can be applied to minimize ﬁll-ins. (During the factorization process,
nonzero values are produced in some positions that were initially zero.) The ill-
conditioning of the matrix is not a big issue for direct methods, as it is with iterative
methods. However, the cost of solving large linear systems by direct methods may
become excessive in terms of memory and computational time. Iterative methods
have an advantage in requiring less memory.
Another disadvantage of direct methods is that it is not possible to terminate
the solver early and obtain an approximate solution to the system of equations. For
example, when the current iterate is far from the solution, an approximate solution to
the linear system might be a “suﬃciently good” search direction. Iterative methods,
on the other hand, can be terminated early and form the basis of so-called inexact or
truncated Newton methods [23].
An IPM that solves (2.10a), (2.11a), or (2.12) only approximately is called an
IIPM; an IIPM is also described in Algorithm 1. In an IIPM the total number of
ﬂoating-point operations needed to ﬁnd the solution to (2.1) can be reduced signif-
icantly by solving (2.10a), (2.11a), or (2.12) approximately, compared to an exact
method [11]. Since direct methods cannot be terminated early, they are not applica-
ble here.
In an IIPM, (2.10a), (2.11a), or (2.12) can be written in the form
(2.18) Akpk = bk
and solved with an iterative method, such as MINRES or CG, which is terminated
when
(2.19)
‖rk,j‖
‖bk‖ ≤ η
k, where rk,j := bk −Akpk,j ,
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STABLE AND EFFICIENT METHOD FOR SOLVING A QP 1375
for a given ηk < 1. We refer to the while loop of Algorithm 1 as the outer loop and
the loop within the linear solver as the inner loop, so that the superscript j represents
the iteration number of the inner loop, while the superscript k represents the iteration
number of the outer loop. The nonnegative forcing sequence {ηk} is used to control
the accuracy at each iteration k of an IIPM. Diﬀerent methods use diﬀerent choices of
forcing sequence, which aﬀect the eﬃciency of an inexact method. In the numerical
results presented in section 6, we have selected the following decreasing function [11]:
(2.20) ηk := max
{
min
{
1
(k + 1)ζ
, ‖bk‖
}
, 
}
,
where  > 0 is the given tolerance level. Note that ηk is larger for smaller values
of k when xk is far from the solution of (2.1) and hence fewer iterations may be
suﬃcient to ﬁnd the search direction. As k increases, ‖bk‖ decreases, which implies ηk
decreases and pk becomes closer to the Newton search direction in the later iterations
of the IIPM. It is shown in [11] that, under the assumption that the forcing sequence
{ηk} is uniformly less than one, the inexact algorithm is locally convergent. The
parameter ζ provides a compromise between the number of inner and outer iterations.
As ζ increases the number of inner iterations decreases while outer iterations increase,
and vice versa. Therefore, an optimum value of ζ can be selected for a speciﬁc problem
in which the total computational cost of Algorithm 1 is minimum for a given set of
initial conditions.
An alternative termination criterion for the linear solver could be to use ‖rk,j‖ ≤
ηk(‖Ak‖‖pk,j‖ + ‖bk‖), which will be reached sooner than the one in (2.19), poten-
tially decreasing the overall amount of computational eﬀort of the IPM. However,
the implications of the use of this termination criterion in terms of local convergence
properties could be a topic of further research.
Note that the ﬁnal output of an IIPM is within the same tolerance of the solution
to (2.1) as the output of an exact IPM. The only diﬀerence is in the early iterations
of the IPM; in later iterations the (xk, yk, zk, sk) from the IIPM converges to the
(xk, yk, zk, sk) of the exact IPM. The only part where an approximate solution to the
linear system is obtained is in the early iterations.
3. New approximate method for computing the search direction. The
solution of (2.10a), (2.11a), or (2.12) is a key part of Algorithm 1. It is well known
that the condition number of the matrices Ak1 , Ak2 , and Ak3 increases as k increases [30,
p. 217] and iterative methods do not perform well with ill-conditioned systems. There-
fore, in the IPM literature, the main focus in solving such linear systems is often on
direct methods. However, in the last decade, there has been an increasing trend in
using iterative methods with suitable preconditioners, with promising results [2, 3, 20].
In this section we propose solving a suitably deﬁned approximation of (2.10a),
where the condition number of the resulting approximate linear system is improved,
thereby allowing the use of iterative methods. Furthermore, this approximate linear
system is smaller than (2.10a) and hence can be solved more eﬃciently by direct or
iterative methods.
We start by introducing the concept of a δ-active set for a given scalar δ > 0. We
deﬁne the δ-active set N kA(δ) at iteration k as
(3.1) N kA(δ) := {i ∈ N | 0 < wki < δ}, where wki :=
ski
zki
,
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1376 SHAHZAD, KERRIGAN, AND CONSTANTINIDES
and the δ-inactive set at iteration k as N kI (δ) := N \N kA(δ). In the ﬁrst IPM iteration,
the value of δ is usually selected suﬃciently large such that all inequality constraints
are δ-active, i.e., δ >
s0i
z0i
for each i. The selection of δ is discussed further in section 3.3.
The above sets, though related, should not be confused with the active set and inactive
set at a solution to (2.4).
Let the number of δ-active constraints at iteration k be denoted by
(3.2) nka := card(N kA(δ))
and consider permuting and splitting (2.10a) according to the δ-active and δ-inactive
constraints as
(3.3)
⎡⎢⎢⎢⎣
H FT (Gk1)
T (Gk2)
T
F 0 0 0
Gk1 0 −W k1 0
Gk2 0 0 −W k2
⎤⎥⎥⎥⎦
︸ ︷︷ ︸
Ak4
⎡⎢⎢⎣
Δxk
Δyk
Δzk1
Δzk2
⎤⎥⎥⎦ =
⎡⎢⎢⎣
rkH
rkF
rkL1
rkL2
⎤⎥⎥⎦ ,
where
‖W k1 ‖∞ < δ, ‖(W k2 )−1‖∞ ≤ δ−1,(3.4) [
Gk1
Gk2
]
:= UkG,
[
Δzk1
Δzk2
]
:= UkΔzk,
[
rkL1
rkL2
]
:= UkrkL,(3.5)
W k1 ∈ Rn
k
a×nka , W k2 ∈ R(nt−n
k
a)×(nt−nka), Uk ∈ Rnt×nt is a suitably deﬁned permuta-
tion matrix such that (3.4) holds, and the inﬁnity norm of a matrix K ∈ Rm×n is
deﬁned as ‖K‖∞ := max1≤i≤m
∑n
j=1 |kij |, where kij is the ijth element of K. Note
that ‖(W k2 )−1‖ ≤ δ−1 is equivalent to requiring that the smallest component of W k2
be greater than or equal to δ.
The main idea is to omit the matrix (Gk2)
T from (3.3) and to solve the resulting
block-triangular system (either accurately or approximately) to obtain an approximate
search direction. For simplicity, we write (3.3) as
(3.6)
[
Ak1 (A
k
2)
T
Ak2 −W k2
][
pk1
pk2
]
=
[
bk1
bk2
]
,
where
Ak1 :=
⎡⎣ H FT (Gk1)TF 0 0
Gk1 0 −W k1
⎤⎦ , (Ak2)T :=
⎡⎣ (Gk2)T0
0
⎤⎦ ,(3.7a)
pk1 :=
⎡⎣ ΔxkΔyk
Δzk1
⎤⎦ , bk1 :=
⎡⎢⎣ r
k
H
rkF
rkL1
⎤⎥⎦ , pk2 := Δzk2 , bk2 := rkL2 .(3.7b)
We are now in a position to state the main point of this section. In the later
IPM iterations, the values of the diagonal matrix W k2 become very large and hence
‖(W k2 )−1‖∞ → 0. Therefore, if δ is chosen to be suﬃciently large at the beginning,
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STABLE AND EFFICIENT METHOD FOR SOLVING A QP 1377
then pk2 = (W
k
2 )
−1(Ak2p
k
1 − bk2) ≈ 0 at later iterations, and hence Ak1pk1 ≈ bk1 . We
therefore propose that, rather than solving (2.10a) or (3.6), we ﬁnd an approximate
solution of (3.6) by solving
Ak1 pˆ
k
1 = b
k
1 ,(3.8a)
W k2 pˆ
k
2 = A
k
2 pˆ
k
1 − bk2 .(3.8b)
Since W k2 is diagonal, the main task is to solve the smaller linear system (3.8a). This
can yield signiﬁcant computational savings if nka 
 nt, as is the case in later iterations
for many practical applications.
A similar idea to the above was proposed in [13], where they set δ = 1 and pre-
sented a numerically stable method for solving the partitioned system (3.3) inexactly
using the iterative solver QMR. We take this idea a step further and propose solving
instead the smaller system (3.8a), which can be solved exactly or inexactly with a
direct or iterative solver.
In section 3.4 we present some results that suggest that the distribution of the
eigenvalues of Ak1 is more favorable than the distribution of eigenvalues for A
k
4 in (3.3).
This implies that if we wish to solve (3.8a) with an iterative method such as MINRES,
then the rate of convergence is improved compared to solving (3.3) with an iterative
method, and lower precision arithmetic may be used.
It is important to note that if a constraint is δ-inactive it is not omitted from the
computation of the search direction. The components of wk are used to deﬁne how the
linear system (3.3) is permuted in order to construct the approximate system (3.8).
Constraints that are δ-active or δ-inactive are considered in (3.8a) or (3.8b), respec-
tively. Also, the constraint classiﬁcation based on δ is made at each IPM iteration;
hence the classiﬁcation of a constraint can change at the early iterations and will only
settle into a ﬁnal classiﬁcation at later iterations.
3.1. Reducing the size of the approximate linear system (3.8a). To re-
duce the number of unknowns in (3.8a), we may perform block elimination and solve
(3.9)
(
Uk1 V (U
k
1 )
T +W k1
)
Δzˆk1 = U
k
1 V0r
k
H¯ − rkL1 ,
where
H¯ :=
[
H FT
F 0
]
, rkH¯ :=
[
rkH
rkF
]
, Uk =:
[
Uk1
Uk2
]
,(3.10a)
V := G¯H¯−1(G¯)T , V0 := G¯H¯−1, G¯ := [G 0],(3.10b)
and Uk1 ∈ Rn
k
a×nt , provided H¯ is nonsingular. Note that if N kA(δ) = ∅, then Ak1 = H¯ .
If F = 0, i.e., there is no equality constraint in (2.1), then H¯ = H .
The remaining part of the solution of (3.8) is calculated from
(3.11) H¯
[
Δxˆk
Δyˆk
]
=
[
rkH − (Gk1)TΔzˆk1
rkF
]
and
(3.12) W k2Δzˆ
k
2 = G
k
2Δxˆk − rkL2 .
If H¯ is nonsingular, V and V0 can be computed by factoring H¯ using LDL
T
or Cholesky factorization if H¯ is indeﬁnite or positive deﬁnite, respectively. Since V
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1378 SHAHZAD, KERRIGAN, AND CONSTANTINIDES
and V0 are independent of the IPM iteration number k, they can be computed outside
the main loop. The matrix Uk1 V (U
k
1 )
T can be formed by picking the rows and columns
of V according to Uk1 , and U
k
1 V0 can be computed in a similar fashion. Hence, no
matrix product is involved in computing the matrix Uk1 V (U
k
1 )
T . Inside the main loop
one can solve (3.11) and compute Uk1 V0r
k
H¯
by backward and forward substitution.
Recall that if H is positive semideﬁnite and F has full row rank, then a necessary
and suﬃcient condition for H¯ to be nonsingular is ker(H)∩ker(F ) = {0}, where ker(·)
denotes the kernel of a matrix [2, Thm. 3.2]. For a positive deﬁnite H , H¯ would be
nonsingular if and only if F has full row rank [2]. If not, (2.1) can always be converted
to an equivalent problem in which F does have full row rank [30]. For the class of
control problems considered in section 6 one can show that F has full row rank and
that H¯ is nonsingular.
If H , F , and G are dense, we prefer to compute V and V0 as above if possible.
However, if H , F , and G are sparse, this approach may destroy sparsity. To exploit
sparsity, one might start by computing a sparse factorization of H¯ if possible. Alter-
natively, one could solve (3.8) directly instead of solving (3.9) and (3.11), especially
if H¯ is singular.
A δ-active infeasible IPM is summarized in Algorithm 2 for the case when (3.9)
and (3.11) are solved. The modiﬁcations for the case when (3.8) is solved instead are
straightforward.
Lines 1–3 in Algorithm 2 are outside the while loop and therefore do not add
much to the total computational cost of the algorithm. At line 5 the δ-active set
can be computed by just comparing the elements of wki with δ. The system matrix
in (3.9) is computed as explained earlier. Lines 7–10 are straightforward. The criteria
for selection of step length αk in line 11 are the same as in [30, p. 110].
3.2. Error in the solution of (3.8). The approximation of (3.6) by (3.8)
reduces the computational cost at the expense of introducing an error. An upper
bound on the error is estimated in the following result.
Proposition 3.1. Let
ek1 := pˆ
k
1 − pk1 ,
ek2 := pˆ
k
2 − pk2
be the error in the solution of (3.6). Then
‖ek1‖∞ ≤ δ−1
(
ck1‖bk1‖∞ + ck2‖bk2‖∞
)
+O(δ−2),(3.13a)
‖ek2‖∞ ≤ δ−1
(‖ek1‖∞‖Ak2‖∞)+O(δ−2),(3.13b)
where
ck1 := (c
k
3)
2‖GT ‖∞‖G‖∞,(3.14a)
ck2 := c
k
3‖GT ‖∞,(3.14b)
ck3 :=
‖G‖∞
‖H¯‖∞κ∞(A
k
1),(3.14c)
and κ∞(Ak1) is the condition number of A
k
1 .
Proof. From (3.6),
Ak1p
k
1 + (A
k
2)
T pk2 = b
k
1 ,(3.15a)
Ak2p
k
1 −W k2 pk2 = bk2 ,(3.15b)
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Algorithm 2 New δ-active Exact/Inexact Infeasible IPM
Input:
• H,F,G, f, d
• Initial guess x0, y0, z0 > 0, s0 > 0, β ≥ 1, kmax
• Select δ, αmin
• Tolerance  > 0
Output: Optimal x.
Algorithm:
1: Compute a factorization of H¯ , deﬁned in (3.10a).
2: Compute V and V0, deﬁned in (3.10b).
3: Set k = 0 and compute μ0 := (z
0)T s0
nt
, e0tol := ‖b0‖.
4: while μk >  and ektol >  do
5: Compute the δ-active set N kA(δ).
6: Solve (3.9) for Δzˆk1 . In case an IIPM with an iterative linear solver is to be
implemented, the relative residual tolerance deﬁned by (2.19) can be used.
7: Compute Δxˆk and Δyˆk from (3.11) using forward and backward substitution.
8: Compute Δzˆk2 from (3.12).
9: Set Δxk := Δxˆk,Δyk := Δyˆk,Δzk := (Uk)T
[
Δzˆk1
Δzˆk2
]
.
10: Compute Δsk from (2.10b).
11: Choose αk as the largest value in (0, 1] such that following conditions hold:
(xk, yk, zk, sk) + αk(Δxk,Δyk,Δzk,Δsk) ∈ N−∞(γ, β),
(zk + αkΔzk)(sk + αkΔsk)
nt
≤ (1 − 0.01αk)μk.
12: if αk < αmin or k > kmax then
13: Replace δ by 1.5δ and go to step 5.
14: end if
15: Compute (xk+1, yk+1, zk+1, sk+1) := (xk, yk, zk, sk) +αk(Δxk,Δyk,Δzk,Δsk).
16: Compute μk+1 := (z
k+1)T sk+1
nt
, ek+1tol := ‖bk+1‖.
17: Increment k by 1.
18: end while
From (3.15b),
(3.16) pk2 = δ
−1(W¯ k2 )
−1(Ak2p
k
1 − bk2),
where (W¯ k2 )
−1 := δ(W k2 )−1 and ‖(W¯ k2 )−1‖ ≤ 1. From (3.8b) and (3.9), we get
(3.17) ek2 = δ
−1(W¯ k2 )
−1Ak2e
k
1 .
Replacing pk2 in (3.15a), we get
(3.18) pk1 =
(
Ak1 + δ
−1Xk1
)−1 (
bk1 + δ
−1Xk2 b
k
2
)
,
where
(3.19) Xk1 := (A
k
2)
T (W¯ k2 )
−1Ak2 and X
k
2 := (A
k
2)
T (W¯ k2 )
−1.
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1380 SHAHZAD, KERRIGAN, AND CONSTANTINIDES
From (3.7a), we get
(3.20) Xk1 =
⎡⎣ (Gk2)T (W¯ k2 )−1Gk2 0 00 0 0
0 0 0
⎤⎦ , Xk2 =
⎡⎣ (Gk2)T (W¯ k2 )−10
0
⎤⎦ .
For small ε and K,X ∈ Rn×n, (K + εX) = K(I + εK−1X) and so (K + εX)−1 =(
I − εK−1X +O(ε2))K−1. From (3.18),
(3.21) pk1 = (A
k
1)
−1bk1 + δ
−1 (Ck1 bk1 + Ck2 bk2)+O(δ−2),
where
(3.22) Ck1 := −(Ak1)−1Xk1 (Ak1)−1 and Ck2 := (Ak1)−1Xk2 .
From (3.8), (3.21), and (3.9), we get
(3.23) ek1 = δ
−1 (Ck1 bk1 + Ck2 bk2)+O(δ−2).
Taking the inﬁnity norm of (3.23) and (3.17), we get (3.13).
Note that ‖bk‖ <  at the termination of the IPM. By choosing appropriate values
of , δ, and k it is possible to make ek arbitrarily small. As the iteration number k
of the new IPM increases, the values of the diagonal matrix W k2 corresponding to
the δ-inactive constraints become very large. Therefore, wki → ∞ for the constraints
that are inactive at the solution and hence ‖(W k2 )−1‖∞ → 0. From (3.19), we get
Xk1 → 0 and Xk2 → 0, and hence (3.18) implies pk1 → (Ak1)−1bk1 , which is equal to pˆk1 .
Therefore we get ek1 → 0. From (3.17) we get ek2 → 0. This indicates that ek1 → 0 and
ek2 → 0 for any nonzero positive value of δ.
3.3. Selection of δ. The computational cost of Algorithm 2 and the error
in (3.8) clearly depends upon δ. Good values for δ and the other parameters are
likely to be problem dependent and could be determined experimentally. In prac-
tice, we have found that a reasonable lower bound for δ is such that all inequality
constraints are δ-active for k = 0; i.e., N 0A(δ) = N .
In later iterations, if δ is too small it might lead to blocking of the search direction,
which means that αk becomes too small and the next iterate will be close to the current
iterate. The value of δ can then be increased using any sensible heuristic, such as the
one in lines 12–14 of Algorithm 2. A simple approach is to multiply it by 1.5, for
example, as in Algorithm 2. Any small value of αmin can be used; we have used
αmin := 10
−4 in our numerical examples. The maximum number of IPM iterations
required for the solution of a QP is usually in the range of 10 to 20. Therefore, the
value of kmax can be selected to be 20, for example.
In many applications, such as in optimal control, we need to solve online a se-
quence of QPs in which the data of each QP is slightly perturbed from the previous
one. For example, suppose we have a set of QPs in which each QP has the form (2.4)
and only f changes from one QP to another, as in section 6. Let F be the set of
vectors f for which a solution to (2.4) exists. During the oﬀ-line design phase one
could use, for example, Monte Carlo methods to estimate upper or lower bounds for
δ∗ := arg infδ supf∈F t(δ, f), where t(δ, f) is the time taken by Algorithm 2 to termi-
nate for a given δ and f . During the online implementation phase, the value of δ is
then ﬁxed to be slightly larger than the estimated bound on δ∗.
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3.4. Results on the spectrum of the matrix Ak1 in (3.8a). As the itera-
tion number k of Algorithm 1 increases, the values corresponding to the δ-inactive
constraints of the diagonal matrix W k become very large. As a result, the condition
number of Ak4 in (3.3) becomes very large. We claim that the distribution of eigen-
values of the matrix in (3.8a) might be more favorable than the distribution for the
matrix in (3.3) when considered from the perspective of the numerical stability of a
linear solver. We now proceed to provide results supporting this claim.
Proposition 3.2. Let λmin(A
k
1), λmax(A
k
1) be the minimum and maximum eigen-
values of Ak1 , respectively; then
λmin(A
k
1) ≥ min {hmin − r¯,−‖F‖∞,−δ − ‖G‖∞} ,(3.24a)
λmax(A
k
1) ≤ max {hmax + r¯, ‖F‖∞, ‖G‖∞} ,(3.24b)
where
hmin := min{hii | i = 1, 2, . . . , nd},(3.25a)
hmax := max{hii | i = 1, 2, . . . , nd},(3.25b)
r¯ := ‖H‖∞ + ‖FT ‖∞ + ‖GT ‖∞.(3.25c)
and hii is the iith element of H.
Proof. According to Gershgorin’s theorem [16, Thm. 8.1.3],
(3.26) spec(Ak1) ⊆
nd+ne+n
k
a⋃
i=1
[aii − ri, aii + ri],
where spec(Ak1) is the set of eigenvalues of A
k
1 , aii is the iith element of A
k
1 , and
(3.27) ri :=
nd+ne+n
k
a∑
j=1, j =i
|aij |.
From (3.7a) and (3.27), we get
ri ≤ ‖H‖∞ + ‖FT ‖∞ + ‖GT ‖∞ ∀i ∈ {1, 2, . . . , nd},(3.28a)
ri ≤ ‖F‖∞ ∀i ∈ {nd + 1, nd + 2, . . . , nd + ne},(3.28b)
ri ≤ ‖G‖∞ ∀i ∈ {nd + ne + 1, nd + ne + 2, . . . , nd + ne + nka}.(3.28c)
Recalling that the entries of the diagonal matrix −W k1 lie between −δ < 0 and 0, it
follows from (3.7a), (3.25), (3.26), and (3.28) that
spec(Ak1) ⊆ [min{hmin − r¯,−‖F‖∞,−δ − ‖G‖∞},
max{hmax + r¯, ‖F‖∞, ‖G‖∞}].(3.29)
This implies (3.24), which completes the proof.
Note that the upper bound in (3.24b) is not a function of δ. Using the same pro-
cedure as in the proof one can also show that the largest eigenvalue of the matrix Ak4 is
bounded above by max{hmax + r¯, ‖F‖∞, ‖G‖∞}. However, it is not obvious whether
one can obtain a bound on the smallest eigenvalue of Ak4 using the same procedure.
Let λi(K) denote the ith largest eigenvalue of a symmetric matrix K ∈ Rn×n so
that λn(K) ≤ · · · ≤ λ2(K) ≤ λ1(K) and λmin(K) := λn(K), λmax(K) := λ1(K). In
addition, let the notation Kr denote the submatrix of K containing the ﬁrst r rows
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and r columns. According to this notation and using (3.3) and (3.7a), we get
(3.30) Ak1 = (Ak4)nkc , nkc := nd + ne + nka.
Proposition 3.3. Let λi(A
k
1) be the ith eigenvalue of the symmetric matrix A
k
1 .
Then
(3.31) λi+1
(
(Ak4)nkc+1
) ≤ λi(Ak1) ≤ λi ((Ak4)nkc+1)
for all nka < nt and i ∈ {1, 2, . . . , nkc}.
Proof. According to the interlacing property [16, Thm. 8.1.7], if K ∈ Rn×n is a
symmetric matrix, then
(3.32) λr+1(Kr+1) ≤ λr(Kr) ≤ λr(Kr+1) ≤ · · · ≤ λ2(Kr+1) ≤ λ1(Kr) ≤ λ1(Kr+1)
for r = 1, 2, . . . , n− 1. From (3.30) and (3.32) with Kr := Ak1 and Kr+1 := (Ak4)nkc+1,
we get (3.31).
From Proposition 3.3 we can deduce the following, which tells us how the mini-
mum and maximum eigenvalues of Ak1 relate to the eigenvalues of Ak4 .
Corollary 3.4. For the matrices Ak1 and Ak4 ,
λmin(Ak4) ≤ λmin
(
(Ak4)nd+ne+nt−1
) ≤ · · · ≤ λmin ((Ak4)nkc+1) ≤ λmin(Ak1),(3.33)
λmax(A
k
1) ≤ λmax
(
(Ak4)nkc+1
) ≤ · · · ≤ λmax ((Ak4)nd+ne+nt−1) ≤ λmax(Ak4).(3.34)
Proof. Using Proposition 3.3 with i = nkc we get λmin
(
(Ak4)nkc+1
) ≤ λmin(Ak1).
Using the interlacing property (3.32) withK := Ak4 , r := nkc+1, nkc+2, . . . , nd+ne+nt
we get
λmin
(
(Ak4)nkc+2
) ≤ λmin ((Ak4)nkc+1) ,
...
λmin(Ak4) ≤ λmin
(
(Ak4)nd+ne+nt−1
)
,
which results in (3.33). Similarly, using Proposition 3.3 with i = 1 we get λmax(A
k
1) ≤
λmax
(
(Ak4)nkc+1
)
. Using the interlacing property (3.32) with K := Ak4 , r := nkc +
1, nkc + 2, . . . , nd + ne + nt we get
λmax
(
(Ak4)nkc+1
) ≤ λmax ((Ak4)nkc+2) ,
...
λmax
(
(Ak4)nd+ne+nt−1
) ≤ λmax(Ak4),
which results in (3.34).
It is observed from numerical experiments that ill-conditioning of Ak4 at later it-
erations arises mainly from the increase in the spectral radius of Ak4 . Proposition 3.2
gives bounds on the minimum and maximum eigenvalues of Ak1 as functions of the
inﬁnity norms of H,F,G, and δ only; note that these bounds are not functions of
the iteration count k. Proposition 3.3 and Corollary 3.4 indicate that the minimum
and maximum eigenvalues of Ak1 are bounded below and above by the minimum and
maximum eigenvalues of a submatrix of Ak4 , respectively. These results do not give
any bound on the distance of the eigenvalues to zero but show that the spectrum
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of Ak1 lies within the spectrum of Ak4 . This indicates that the eigenvalues of Ak1 are
less scattered than the eigenvalues of Ak4 . Less scattering of eigenvalues results in
fewer iterations in the MINRES method, because that number depends upon the dis-
tribution of eigenvalues [18, pp. 119–120]. Propositions 3.2 and 3.3 and Corollary 3.4
together suggest that the distribution of eigenvalues of the matrix in (3.8a) might
be more favorable compared to the spectrum of the matrix in (3.6), and numerical
results in section 6 support this.
4. Preconditioner for (3.9). Preconditioners are generally used in iterative
linear solvers, such as CG or MINRES, to enhance the rate of convergence. Before
proceeding, we present two new results that are of general interest and will be used
to derive a preconditioner and a limit on the number of MINRES or CG iterations
when solving (3.9). The following is an extension of Theorem 10.2.5 in [16], which
covers CG, to MINRES. The proof is included here for completeness.
Proposition 4.1. Let A = I + Δ be a symmetric matrix of size np × np with
rank(Δ) = q < np. When solving a linear system A p = b, MINRES will terminate in
at most q + 1 iterations.
Proof. Let pj and rj := b − Apj be the value of p and the residual at the jth
iteration. If A = I + Δ with rank(Δ) = q, then A will have an eigenvalue at 1 of
algebraic multiplicity np − q. From [18, eq. 3.7], an upper bound on ‖rj‖ can be
written as
(4.1) ‖rj‖/‖r0‖ ≤ min
pj
max
i=1,...,np
|pj(λi)| ,
where pj(λi) is a polynomial of degree j and λi is the ith eigenvalue of A. Let
pj(λi) = 1+a1λi+ · · ·+ajλij , where a1, . . . , aj are unknown coeﬃcients. Substituting
this into (4.1), we get
‖rj‖/‖r0‖ ≤ min
a1,...,aj
max
{
|1 + a1 + · · ·+ aj |, |1 + a1λ1 + · · ·+ ajλj1|, . . . ,
|1 + a1λq + · · ·+ ajλjq|
}
.(4.2)
When j = q+1, the upper bound in (4.2) is zero, because a1, . . . , ak can be uniquely
determined by equating each polynomial in (4.2) to zero. Therefore, MINRES will
terminate in at most q + 1 iterations when solving A p = b.
Corollary 4.2. Let (A + Δ) be a symmetric matrix of size np × np, where
A is symmetric and positive definite and rank(Δ) = q < np. MINRES with precondi-
tioner A, when solving a linear system (A+Δ)p = b, will terminate in at most q + 1
iterations.
The problem of ﬁnding the solution of the perturbed system (A+Δ)p = b, using
the fact that the factorization of A is available in advance, is known as the low-rank
update problem. This type of problem arises in many applications of optimization
where repeated solution of the linear system is required with a low-rank change in
the system matrix. The computational cost of solving the linear system (A+Δ)p = b
can be signiﬁcantly reduced by using low-rank update methods if the rank of the
perturbation matrix Δ is suﬃciently small.
In the literature, two methods are usually used for low-rank update problems [16].
These are the Sherman–Morrison–Woodbury (SMW) formula and the “update of
Cholesky factorization” method. For dense matrices, the number of ﬂops required to
solve a linear system by an iterative method based on Corollary 4.2 is O(q n2p). The
cost with the SMW formula and Cholesky update is also O(q n2p).
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For sparse matrices, the number of nonzero elements in (A + Δ) increases after
the update of the Cholesky factorization, which requires more memory. However, an
iterative method based on Corollary 4.2 requires one to store only the resultant vector
of the matrix-vector product and is therefore a better option for sparse matrices. For
banded matrices, the number of ﬂops for an iterative method based on Corollary 4.2
is O(bwqnp), where bw is the bandwidth of (A+Δ). The SMW formula and Cholesky
update also requires O(bwqnp) ﬂops. However, as discussed in section 1, a method
based on an iterative solver is more attractive from a hardware point of view than the
SMW formula or Cholesky update.
4.1. A diagonal preconditioner. The size of the linear system (3.9) is nka×nka,
so in exact precision MINRES will terminate in at most nka iterations. Note that n
k
a
may be more than the number of decision variables nd, in general. The following fact
will be used to design a preconditioner that would ensure that MINRES terminates
in at most nd iterations if nd < n
k
a.
Lemma 4.3. The rank of Uk1 V (U
k
1 )
T is less than or equal to min{nka, nd}.
Proof. Since V = GH1G
T , we have rank(Uk1 V (U
k
1 )
T ) = rank(Uk1GH1G
T (Uk1 )
T ) ≤
min
{
rank(Uk1 ), rank(H
k
1 ), rank(G)
}
. Since rank(Uk1 ) = n
k
a, rank(H
k
1 ) ≤ nd, and
rank(G) ≤ min{nd, nt}, it follows that rank(Uk1 V (Uk1 )T ) ≤ min{nd, nka}.
Corollary 4.4. MINRES with preconditioner Pk1 := W k1 will terminate in at
most min{nka, nd} iterations when solving (3.9).
Proof. We know from Lemma 4.3 that rank(Uk1 V (U
k
1 )
T ) ≤ min{nka, nd}. There-
fore, from Corollary 4.2 it follows that MINRES with preconditioner Pk1 will terminate
in at most min{nka, nd} iterations on system (3.9).
4.2. Another preconditioner. If nka > nd, the preconditioner Pk1 will be quite
eﬀective because it guarantees that the number of MINRES iterations does not ex-
ceed nd. However, if n
k
a ≤ nd, the preconditioner Pk1 might no longer be eﬀective.
Furthermore, the diagonals of W k1 become very small as k increases. In this situation,
we propose to use another preconditioner, as described next.
In practice, when nka < nd, it can be eﬀective to use the block-diagonal precon-
ditioner Pk2 := Uk1 V˜ (Uk1 )T +W k1 , where V˜ is a positive semideﬁnite, block-diagonal
approximation of V . Since positive deﬁniteness is a requirement for a preconditioner
with MINRES [18, pp. 119–120], a positive semideﬁnite V˜ guarantees that Pk2  0 be-
cause W k1  0. Furthermore, each block-diagonal matrix of Pk2 would be independent
and can be factored in parallel.
A trivial choice for V˜ is the diagonal matrix whose diagonals are V˜ii := max{Vii, 0};
if there are no equality constraints in (2.1), then V  0 and this choice of V˜ results
in V˜ii = Vii for all i.
Alternatively, one can compute a block-diagonal V˜ by solving, for example, an
optimization problem of the form
(4.3) min
˜V
‖V˜ − V ‖p subject to V˜  0.
However, this is recommended only in applications where H , F , and G are constants
and we need to solve a set of QPs with diﬀerent h, f , and/or g, as in the control
problems discussed in section 6. In these applications the optimization problem (4.3) is
solved once during the oﬀ-line design phase, so the computational cost of solving (4.3)
is not that important.
5. Computational complexity analysis. In this section, we compare the com-
putational complexity of our proposed IPM with existing IPMs in terms of the number
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Table 5.1
Flops per IPM iteration.
Method Flops
Exact IPM with 1
3
(nd + ne)
3 + 3(nd + ne)
2
LDLT factorization + 2nin2d + 8nind + ndne
Exact IPM with (2n2d + 4ndne)N
k
MINRES
MINRES + 2nin
2
d + 8nind + ndne
IIPM with (2n2d + 4ndne)N
k
MINRES
MINRES + 2nin2d + 8nind + ndne
δ-active Exact IPM 1
3
(nka)
3 + 3(nka)
2
with LDLT factorization + 4n2d + 2n
2
e + 4n
k
and + 2ntnd + 2n
k
ane
δ-active IIPM (2(nka)
2 + nka)N
k
MINRES + 4nind + 4ndne
with MINRES + 4n2d + 2n
2
e + 4n
k
and + 2ntnd + 2n
k
ane
of ﬂops per IPM iteration. A ﬂop is deﬁned as one addition, subtraction, multipli-
cation, or division of two ﬂoating-point numbers. We consider two important cases
in determining the computational complexity of diﬀerent IPMs in solving a QP, one
with dense matrices and one with banded matrices.
5.1. Computational complexity of IPMs with dense matrices. Consider
a QP of the form (2.1) in which the matrices H , F , and D are dense. The com-
plete algorithms for solving (2.1) with existing IPMs and our proposed algorithm are
described in Algorithms 1 and 2, respectively. We consider three variants of Algo-
rithm 1 in which the linear system (2.11) is solved with diﬀerent solvers, namely, an
exact IPM with LDLT factorization [6], an exact IPM with MINRES, and an IIPM
with MINRES.
In the dense formulation, we prefer to solve (2.11) (or (2.12) if there are no
equality constraints), which has fewer unknowns than (2.10a). The computational
cost per iteration of these IPMs, along with the δ-active IPMs, is given in Table 5.1,
where NkMINRES denotes the number of MINRES iterations required to solve (2.11)
in the kth IPM iteration. In Table 5.1 we consider the case when (2.1) has equality
constraints, upper and lower bounds on x, and general inequality constraints.
In the ﬁrst three IPMs we need to compute the matrix triple product according
to (2.13). The ﬁrst two parts in (2.13) can be computed by just picking the rows and
columns of (W kl )
−1 and (W ku )
−1 according to the sets Il and Iu, respectively. The
terms 13 (nd + ne)
3 and 2nin
2
d in the cost of the exact IPM with LDL
T factorization
are due to the LDLT factorization and the triple product DT (W kd )
−1D, respectively.
If (2.1) has only lower and upper bounds on x, the term 2nin
2
d disappears, giving a
substantial reduction in the total computational cost.
Note that only the high-order terms are given in these tables. However, all terms,
including the lower-order ones, are taken into account in the numerical results pre-
sented in section 6.
5.2. Computational complexity of IPMs with banded matrices. Here we
consider that the given matrices H , F , and G are banded. In this case it is possible
to get H¯ and Ak2 into a banded form by rearranging the rows and columns. This type
of QP arises in many applications, such as the optimal control problems described in
section 6.
Let us denote the bandwidths of H , F , G, H¯, and Ak2 by bH , bF , bG, bH¯ , and bAk2 ,
respectively. The computational cost of diﬀerent IPMs per iteration in solving (2.1)
D
ow
nl
oa
de
d 
01
/0
3/
13
 to
 1
55
.1
98
.1
24
.1
53
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1386 SHAHZAD, KERRIGAN, AND CONSTANTINIDES
Table 5.2
Flops per IPM iteration with banded matrices.
Method Flops
Exact IPM with 1
3
(bAk2 )
2(nd + ne) + 5bAk2 (nd + ne)
LU factorization + 2bGnind + 6bGni + 2(bH + bF + bG)nd
Exact IPM with (2bAk2 (nd + ne))N
k
MINRES
MINRES + 2bGnind + 6bGni + 2(bH + bF + bG)nd
IIPM with (2bAk2 (nd + ne))N
k
MINRES
MINRES + 2bGnind + 6bGni + 2(bH + bF + bG)nd
δ-active Exact IPM 1
3
(bAk2 )
2nka + 5bAk2n
k
a + 2bGni + 8bH¯ (nd + ne)
with LU factorization + 4bGn
k
a + 2bGnt + 2(bH + bF + bG)nd
δ-active IIPM
(
4bH¯ (nd + ne) + 2bGn
k
a + n
k
a
)
NkMINRES + 2bGni
with MINRES + 8bH¯ (nd + ne) + 4bGn
k
a + 2bGnt + 2(bH + bF + bG)nd
with equality constraints, upper and lower bounds, and general inequality constraints
is described in Table 5.2, where we have used LU factorization instead of LDLT fac-
torization because the Bunch–Kaufman algorithm [6] for factoring banded symmetric
indeﬁnite matrices can destroy the banded structure of the matrix [19].
6. Application to a finite horizon optimal control problem. In this sec-
tion we describe the computational issues involved in solving a ﬁnite horizon optimal
control problem for a discrete-time linear system with quadratic cost and linear in-
equality constraints on the states and control inputs, as in predictive control applica-
tions [21]. In predictive control a suitably deﬁned QP is solved at each sample instant,
given the current estimate of the state, to obtain the optimal sequence of inputs, after
which only the ﬁrst input is applied to the plant. This process is repeated at every
sample instant using updated state estimates.
There are essentially two popular ways to formulate the ﬁnite horizon optimal con-
trol problem as a QP, namely, the condensed and the noncondensed formulations. In
the condensed formulation, the equality constraints and state variables are eliminated
by writing them as explicit linear functions of the control sequence—this results in a
small but dense Hessian [21]. The number of ﬂops in each iteration of an exact IPM
using Cholesky factorization is O((l+m)m2N3), where l is the number of constrained
variables, m is the number of inputs, and N is the horizon length. In the noncon-
densed formulation, states are considered unknowns and state equations are treated
as equality constraints—this results in a large but sparse Hessian [21, 29]. Using a
Riccati recursion scheme to solve the resulting linear system (2.11a), the number of
ﬂops in each iteration of an exact IPM can be reduced to O((n+m)3+ l(m+n)2)N),
where n is the number of states [26]. The noncondensed approach is therefore often
preferred in situations where a long horizon length N is desirable; a bigger value of N
guarantees a larger region of attraction and better closed-loop performance.
In recent years, attempts have been made to use predictive control in fast processes
with a short sampling time. To reduce the computational load in solving the ﬁnite
horizon optimal control problem, some new techniques have emerged [1, 27, 28]. In [1]
a number of QPs are solved oﬀ-line, then a piecewise aﬃne function is formed using
the solutions of the QPs. However, the number of regions describing the function
may be very large and the approach is therefore usually applicable only to small-scale
problems. In a second approach [28], a QP problem is solved online and warm-
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STABLE AND EFFICIENT METHOD FOR SOLVING A QP 1387
starting and early termination of the QP solver are proposed. In warm-starting, the
initialization of the QP problem uses the predictions made in the previous step. This
reduces the computational cost only if the new QP is similar to the previous one.
Though early termination signiﬁcantly reduces the computation time, it may lead to
an unstable closed loop if the equality constraints are not satisﬁed at termination.
In [27] an iterative scheme based on fast gradient methods is described. This scheme
allows one to compute a bound on the number of iterations to achieve a given level
of suboptimality but is currently applicable only to problems with upper and lower
bounds on the inputs only.
6.1. Definition of optimal control problem. Consider a discrete-time linear
time-invariant system of the form [4]
(6.1) χ(i + 1) = Aχ(i) +Bu(i), γ(i) = Cχ(i),
where χ(i) ∈ Rn is the state vector, u(i) ∈ Rm is the control input vector and
γ(i) ∈ Rp is the output vector at the ith time instant, and the matrices A ∈ Rn×n,
B ∈ Rn×m, C ∈ Rp×n. Let χ¯ = χ(0) ∈ Rn be the measurement or estimate of
the state at the current time instant. The objective is to ﬁnd, over a ﬁnite horizon
of length N , a sequence of optimal control inputs u(0), . . . , u(N − 1) subject to the
equality constraints (6.1) and the inequality constraints
Jiχ(i) + Eiu(i) ≤ di, i = 0, . . . , N − 1,(6.2a)
JNχ(N) ≤ dN ,(6.2b)
while minimizing the quadratic cost function
(6.3) χ(N)
T
Pχ(N) +
N−1∑
i=0
(
χ(i)
T
Qχ(i) + u(i)TRu(i) + 2χ(i)TMu(i)
)
with R  0, Q  0, Q − MR−1MT  0, P  0, Ji, JN ∈ Rl×n, Ei ∈ Rl×m, Q,
P ∈ Rn×n, R ∈ Rm×m, and M ∈ Rn×m.
Following the noncondensed approach [26, 29], if we deﬁne the vector of decision
variables as
(6.4) x :=
[
χ(0)T u(0)T χ(1)T u(1)T · · · u(N − 1)T χ(N)T ]T ,
then the optimal control problem can be converted to a sparse, convex QP of the form
x∗ := argmin
x
1
2
xTHx subject to Fx = f(χ¯), Gx ≤ g,(6.5)
where x ∈ Rnd , H ∈ Rnd×nd , F ∈ Rne×nd , and G ∈ Rni×nd with nd := (n+m)N +n,
ne := n(N +1), and nt := l(N +1). The matrices H , F , and G and the vectors f(χ¯)
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and d are given by
H :=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Q M · · · 0 0 0
MT R · · · 0 0 0
...
...
. . .
...
...
...
0 0 · · · Q M 0
0 0 · · · MT R 0
0 0 · · · 0 0 P
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
F :=
⎡⎢⎢⎢⎣
−I 0 0 0 0 · · · 0 0 0
A B −I 0 0 · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 0 · · · A B −I
⎤⎥⎥⎥⎦ , f(χ¯) :=
⎡⎢⎢⎢⎣
−χ¯
0
...
0
⎤⎥⎥⎥⎦ ,
G :=
⎡⎢⎢⎢⎣
J0 E0 · · · 0 0 0
...
...
. . .
...
...
...
0 0 · · · JN−1 EN−1 0
0 0 · · · 0 0 JN
⎤⎥⎥⎥⎦ , g :=
⎡⎢⎢⎢⎣
d0
d1
...
dN
⎤⎥⎥⎥⎦ .
It follows by inspection that F has full row rank and, since R  0, one can show
that ker(H) ∩ ker(F ) = {0}. Hence H¯ , deﬁned in (3.10a), is nonsingular. It also
follows that the solution x∗ to the QP (6.5) is unique, if it exists.
6.2. Numerical results. We present a numerical study to evaluate the perfor-
mance of our proposed method. Consider a system of p equal masses connected by
springs and to walls at the ends. This example is a generalization of the example
taken in [28], where only six masses are considered. We have selected it because we
are interested in determining how the number of ﬂops will scale with the number of
states and inputs and horizon length, and we can easily change these variables. The
mass of each block is 1 kg and the spring constant of each spring is taken as 1N/m.
There is no damping. The continuous-time equations of motion of the spring-mass
system are described as
q¨1 = −2q1 + q2 + v1,
q¨2 = q1 − 2q2 + q3 + v2
...
q¨m = qm−1 − 2qm + qm+1 + vm,
q¨m+1 = qm − 2qm+1 + qm+2
...
q¨p = qp−1 − 2qp,
where qi denotes the position of the ith mass with respect to its equilibrium position
and vi represents the control force acting on the ith mass. The state-space form can
be achieved by deﬁning
χ := [qT1 q
T
2 . . . q
T
p q˙
T
1 q˙
T
2 . . . q˙
T
p ]
T ,
u := [vT1 v
T
2 . . . v
T
m]
T ,
γ := [qT1 q
T
2 . . . q
T
p ]
T .
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STABLE AND EFFICIENT METHOD FOR SOLVING A QP 1389
There are m actuators connected to the ﬁrst m masses and we have the following
inequality constraints on the inputs and outputs:
−0.5 ≤ u(i) ≤ 0.5, i = 0, . . . , N − 1,
−4 ≤ γ(i) ≤ 4, i = 1, . . . , N.
The continuous-time state-space system is transformed into an equivalent discrete-
time system using a sample time of 0.5 s while keeping the inputs constant between
sample instants. The objective is to regulate the displacements with the given con-
straints on displacements and control inputs. The regulator tuning matrices are taken
as R := I,M := 0, and Q := CTC = [Ip 0]
T [Ip 0]. In order to ensure local stability
as in [26], P is computed from the following discrete-time algebraic Riccati equation:
(6.6) P = ATPA+Q− (BTPA+M)T (R+BTPB)−1(BTPA+M).
Several simulations are carried out with initial conditions
χ¯ = 3.5[1 1 0 · · · 0]T , x0 = 1nd , y0 = 1ne , z0 = s0 = 1ni ,
 = 10−3, δ = 1.5, ζ = 6, β = 0.87, σ = 0.2.
The values of δ, z0, and s0 are selected such that all inequality constraints are δ-active
at k = 0.
Figure 6.1(a) indicates that the rate of convergence of MINRES is very slow
on the original linear system (2.10a) but much faster for the smaller modiﬁed sys-
tem (3.9). This rate of convergence is further enhanced using a preconditioned
MINRES (PMINRES) method with a diagonal preconditioner Pk2 , computed as in (4.3)
with p = ∞. It is also observed in some cases that MINRES fails to converge when
solving (2.10a) and the solution never reaches the desired accuracy, due to the high
condition number of Ak1 . Figure 6.1(b) indicates that the condition number of Ak1
increases while the condition number of the modiﬁed matrix in (3.9) remains almost
constant as the iteration k of Algorithm 1 increases. Figure 6.1(c) indicates that the
number of δ-active inequality constraints decreases as k increases. Figure 6.1(d) indi-
cates that the normalized error in the solution of the modiﬁed system (3.8a) decreases
as the IPM converges, because the tolerance ηk decreases to zero.
The number of ﬂops per iteration of an IPM that uses the Riccati recursion
method to compute the search direction [26] is given in Table 6.1, along with other
IPMs as described in section 5. It is evident that the computational complexity of an
exact IPM with LU factorization is higher than that of the Riccati recursion method.
The rate of convergence of MINRES is very slow on the original system (2.10a) but
much faster for the modiﬁed system (3.9), as indicated in Figure 6.1(a). Therefore, in
the numerical results that follow, we only compare the δ-active based method against
the Riccati recursion method.
To see the growth of computational cost with the number of states n, simulations
were carried out with a ﬁxed number of inputs m and horizon length N . Figure 6.2(a)
shows that the computational complexity of MINRES and PMINRES with the δ-
active IIPM is less than that of the Riccati recursion method. In PMINRES, the
preconditioner is selected as Pk1 if nka ≥ nd and Pk2 if nka < nd. The plots of n2/180 and
n3/1300 are also given for comparison. Note that MINRES and PMINRES roughly
scale with O(n2). Second, with n and m ﬁxed, simulations were carried out for
varying N and results are plotted in Figure 6.2(b), which indicates that MINRES and
PMINRES roughly scale with O(N). Third, with n and N ﬁxed, simulations were
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Fig. 6.1. Results for a system with n = 10, m = 2, and N = 20: (a) Comparison of rate
of convergence on solving the original linear system (2.10) and approximate linear system (3.8) or
(3.9) with MINRES and PMINRES for k = 3. (b) Comparison of condition numbers of original
matrix Ak1 of (2.10a) and modified matrix Ak1 of (3.7a). (c) Decay of number of δ-active inequality
constraints with main loop iteration k. (d) Decay of normalized error ‖ek‖∞/‖e0‖∞ in the solution
of the modified system (3.8), where ‖ek‖∞ := ‖[ek1 ek2 ]‖∞. The upper bounds on ek1 and ek2 are
defined in (3.13).
Table 6.1
Flops per IPM iteration for the optimal control problem.
Method Flops
Exact IPM with (3n3 + 6n2m+ 3nm2 + 1
3
m3)N
Riccati Recursion [26] + l(n2 + 2nm+m2)N
Exact IPM with 2(8n3 + 6n2m+ 6nm2 +m3)N
LU factorization + l(n2 + 2nm+m2)N
Exact IPM with (2(2n +m)2N)NkMINRES
MINRES + l(n2 + 2nm+m2)N
IIPM with (2(2n +m)2N)NkMINRES
MINRES + l(n2 + 2nm+m2)N
δ-active IIPM
(
4(2n +m)2N + 2(n+m)nka
)
NkMINRES
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Fig. 6.2. Mflops represents the total number of flops required to solve (6.5) by Algorithm 2 and
the Riccati recursion method. (a) Growth of number of flops with number of states n, where m = 1
and N = 30. (b) Growth of number of flops with horizon length N , where n = 20 and m = 1.
(c) Growth of number of flops with inputs m, where n = 14 and N = 4.
carried out for varying m and results are plotted in Figure 6.2(c), indicating that the
computational complexity of MINRES and PMINRES is less than that of the Riccati
recursion method.
7. Conclusions. In each iteration of an IPM, a system of linear equations ((2.10a),
(2.11a), or (2.12)) needs to be solved to ﬁnd the search direction. This system be-
comes increasingly ill-conditioned as the IPM iterations converge, which restricts the
use of iterative methods. Handling the ill-conditioning of this linear system in the
later iterations of an IPM is arguably still an open issue.
In this paper, we have proposed solving a smaller, approximate linear system (3.9),
for which analytical and numerical results suggest that the matrix of the new linear
system has a more favorable distribution of eigenvalues and condition number. We
provided an upper bound on the error of the approximation, which decreases as the
IPM converges. The size of the linear system can be further reduced to the number of
so-called δ-active constraints. Through this strategy we have transformed a large, ill-
conditioned system into a smaller, well-conditioned one, facilitating the use of iterative
methods.
In section 4 we introduced a new preconditioner and upper bound for the
MINRES (CG) method for the solution of a perturbed linear system with a sym-
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metric (symmetric and positive deﬁnite) matrix. These results are quite general in
the sense that they can be used for any low-rank update of a linear system, providing
a good alternative to the SMW formula or the update of Cholesky factors, particularly
for sparse matrices.
Results obtained from numerical simulations indicate that the computational cost
of our proposed method scales well when applied to a ﬁnite horizon optimal control
problem. It was found that the modiﬁed, well-conditioned linear system can be solved
using PMINRES with fewer iterations compared to solving the original ill-conditioned
system.
In our proposed new IPM, the selection of δ is important because the cost of the
proposed algorithm depends heavily on this parameter. Further investigations could
be undertaken into developing an eﬃcient algorithm for the automatic selection of δ
at the beginning of an IPM.
For future work, it would also be interesting to compare the performance of the
proposed method in terms of CPU time rather than ﬂops using various test problems,
such as the CUTEr testing environment [17].
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