Abstract. Many algorithms for satisfiability checking are based either on resolution or on Ordered Binary Decision Diagrams (OBDDs). Atserias, Kolaitis and Vardi proposed a proof system based on OBDDs. In this study we consider a restriction of their proof system corresponding to the combination of Axiom and Join rules on the one hand and resolution on the other hand. We show that resolution simulates OBDD proofs in this restricted proof system polynomially if the input formula is in Conjunctive Normal Form (CNF), and thus answer an open question of Groote and Zantema [6] .
Introduction
A propositional proof system is a system for proving classical propositional tautologies. Interest in the problem of the complexity of propositional proofs arose from the fields of automated theorem proving and computational complexity theory. Although substantial progress has been made in determining the relative complexity of proof systems and in proving strong lower bounds for some relatively weak proof systems, some major problems still remain unsolved.
One of the most fundamental problems in the area of propositional proof complexity is to determine the relative efficiency of standard proof systems as it has been introduce by Cook and Reckhow in [5] . The relative complexity of two proof systems can be measured using the notion of polynomial simulation. A proof system P simulates a proof system Q polynomially if every tautology has proofs in P of size at most polynomially larger than in Q . If it can be shown that the proofs of some formulas in Q are exponentially longer than those in P , we consider P as a strictly better proof system than Q.
Resolution is a widely studied proof system that can be used to prove unsatisability of formulas in Conjunctive Normal Form (CNFs). It consists of a single rule that derives a new clause implied by two clauses containing complementary literals [8] . The resolution rule forms the basis of many popular systems for practical theorem proving such as SAT solvers that can solve industrial instances.
An ordered binary decision diagram (OBDD) is a canonical data structure that is used for the symbolic representation of Boolean functions [4, 12] .
There are many examples where techniques based on resolution outperform OBBDs with a major factor. On the other hand, for some benchmarks OBDDs perform better [11] . However, the benchmark studies say very little about the real relation of resolution and OBDDs. In general, a formal comparison of these methods is not straightforward because OBDDs work on arbitrary formulas, whereas resolution can take as an input only CNFs.
Zantema and Groote proved that resolution and OBDDs do not simulate each other polynomially on arbitrary inputs for limited OBDD derivations [6] . Tveretina, Sinz and Zantema strengthened the above result and presented a class of CNFs hard for an arbitrary OBDD derivation and easy for resolution [10] .
A sequence of biconditional formulas that are easy for OBDDs and hard for resolution is constructed in [6] in order to show that resolution does not simulate OBDDs on arbitrary formulas. However, such formulas after transforming them into CNFs require also OBDD refutations of an exponential size. That is why Groote and Zantema stated it as an open problem whether the OBDD method based on two rules, Axiom and Join, can be simulated by resolution polynomially for formulas in CNFs.
Our result shows that any OBDD refutation of size n can be simulated by a resolution refutation of size at most n 2 .
Preliminaries

Propositional Logic and Conjunctive Normal Forms
In this section we recall some basic notations about propositional logic and only provide a short overview of the main definitions.
In the following we consider propositional formulas in Conjunctive Normal Form (CNF) built using variables from a set var. A literal l is either a variable x or its negation ¬x with var(l) = x. A clause C is a disjunction of literals, and a CNF ϕ is a conjunction of clauses.
We use ⊤ for the empty set of clauses (ϕ ≡ ⊤) and ⊥ for the CNF consisting of the empty clause (ϕ ≡ ⊥).
We define Cls(ϕ) to be the set of clauses, Lit(ϕ) the set of literals, and var(ϕ) the set of variables contained in the CNF ϕ.
We use ϕ| l to denote the CNF obtained from ϕ by deleting all clauses containing a literal l and removing ¬l from the rest of the clauses. Note that ϕ = ϕ| l if l ∈ Lit(ϕ).
A truth assignment is a function A : var → {true, false}. We denote by A the set of all possible assignments. The truth values of literals, clauses and CNFs are defined in a standard way.
We write A |= ϕ if ϕ evaluates to true for the assignment A, otherwise we write A |= ϕ. We say that ϕ is unsatisfiable if A |= ϕ for any A ∈ A, otherwise it is satisfiable; ϕ is a tautology if A |= ϕ for any A ∈ A.
Ordered Binary Decision Diagrams
The concept of ordered binary decision diagrams (OBDDs) was first proposed by Lee in [7] as a means to represent propositional formulas (Boolean functions) compactly as directed acyclic graphs (DAGs). Then it was further developed to a data structure by Acers [1] and Boute [3] , and subsequently by Bryant [4] .
An OBDD. An OBDD B is a directed acyclic graph satisfying the following:
1. it has a unique node called the root and denoted by root(B); 2. each inner node p is labeled by the propositional variable var(p) and has exactly two successors, a false-successor and a true-successor; 3. the inner nodes build the set Node(B), and the labels build the set var(B); 4. each leaf node is labeled by either true or false; 5. there is a total variable order ≺ such that for each transition from the inner node with label x to the inner node with label y we have that x ≺ y
We use high(p) and low(p) to denote the OBDDs rooted at the true-successor and the false-successor of p; high(B) and low(B) are shortcuts for high(root(B)) and low(root(B)) respectively; |B| is the size of B, that is the number of its inner nodes.
We use B 1 ≡ B 2 to denote that B 1 and B 2 are isomorphic OBDDs. We define it recursively as follows:
-both B 1 and B 2 consist either of the leaf node true or of the leaf node false.
-var(root(B 1 )) = var(root(B 2 )), high(B 1 ) ≡ high(B 2 ) and low(B 1 ) ≡ low(B 2 ).
OBDD operations are applicable only to OBDDs that respect the same variable ordering. To shorten the notations in the rest of the paper, we assume without explicitly stating that all the variables agree on the common variable order x 1 ≺ x 2 ≺ x 3 ≺ . . . when considering different OBDDs in the same context.
A path. A path of an OBDD B is a sequence α = l 1 . . . l k of literals such that there are p 1 , . . . , p k ∈ Node(B), where
-for 1 ≤ i < k exactly one of the following holds:
We use Path(B) to denote the set of all paths of B, and Path f (B) to denote the set of all paths that go to the false node. By Path(p) we mean the set of all paths that go through the inner node p, and Path f (p) = Path(p) ∩ Path f (B). A path can be seen as a conjunction of literals. In this way, each path α = l 1 . . . l k naturally induces the set A(α) of truth assignments evaluating each l i to true. We write α |= C for a clause C if A |= C for any A ∈ A(α).
In the following by any sequence of literals α we mean an ordered sequence, that is if α = l 1 . . . l k then var(l i ) ≺ var(l j ) for i < j, and by α.β we denote the concatenation of two sequences α and β. Now we can define B| α recursively as follows: For any CNF ϕ and OBDD B, we use ϕ ≡ B to denote that exactly one of the following holds:
-ϕ ≡ ⊤ and B ≡ true; -ϕ ≡ ⊥ and B ≡ false; -x = var(root(B)) ∈ var(ϕ), and ϕ| x ≡ high(B) and ϕ| ¬x ≡ low(B).
For any CNF ϕ and OBDD B, we use ϕ ✂ B to denote that exactly one of the following holds:
-ϕ ≡ ⊤ and B ≡ true; -ϕ ≡ ⊥ and B ≡ false; -ϕ| x ✂ high(B) and ϕ| ¬x ✂ low(B) for x = var(root(B)).
OBDD construction
The straightforward way to construct an OBDD is to start with a binary decision tree and then incrementally eliminate redundancies and identify identical subtrees, the so-called top-down approach. Typically it takes exponential time, because it depends on constructing the original decision tree.
The other way, the so-called bottom-up approach, follows the structure of the propositional formula (the CNF in our case). Such algorithms start with building OBDDs for variables or literals, and then construct more complex OBDDs by using OBDD operations for logical connectives.
Algorithm 1 presented below (from [9] ) takes as an input two OBDDs B 1 and B 2 and returns their conjunction denoted by B 1 ∧ B 2 . It proceeds from the root downward creating vertices in the resulting graph as follows:
1. the function Decompose breaks down a non-terminal OBDD node into its constituent components, that is its variable and cofactors; 2. the function NewNode constructs a new OBDD node if it is not already present, and otherwise returns the already existent node.
Proposition 1 and Proposition 2 below follow straightforwardly from the definition of Algorithm . 
There are two reduction rules not affecting the semantics of OBDDs that can be used to reduce the size of the OBDDs constructed by Algorithm 1:
-Merging: If low(p) ≡ low(q) and high(p) ≡ high(q) for p, q ∈ Node(B) then the node p can be removed. Any link to the node p is replaced by a link to the node q.
-Elimination: If low(p) ≡ high(p) for p ∈ Node(B) then the node p can be removed. Any link to the node p is replaced by a link to the root of high(p).
We write B → p B ′ if B ′ is obtained from B by eliminating the node p, and we write q → p q ′ for q ∈ Node(B) and q ′ ∈ Node(B ′ ) if there is α such that q = root(B| α ) and q ′ = root(B ′ | α ). In the following we assume that all isomorphic subOBDDs are merged, that is the merging rule cannot be applied any more. We use B ↓ to denote the reduced OBDD obtained from B if no reduction rule can be applied to B ↓ . 2. This is immediate since the elimination and merging rules strictly decrease the number of nodes.
Lemma 1 ([4]). If
Proof Systems
Propositional Proof Systems and Polynomial Simulation
As formalised by Cook and Reckhow in [5] , a propositional proof system, also called a Cook-Reckhow propositional proof system, is a set of rules for proving classical propositional tautologies. The notion of polynomial simulation is very useful when we would like to show that any tautology that can be proven efficiently in a proof system P can also be proven efficiently in a proof system Q.
It is convenient to define polynomial simulation in terms of the sizes of proofs. We say that a proof system Q polynomially simulates a proof system P if for every proof of a tautology T in P there is a proof of it in Q of the size smaller than a polynomial applied to the size of its proof in P .
Resolution
The resolution proof system goes back to Robinson [8] and consists of a single rule.
It derives from two clauses l ∨ C and ¬l ∨ D, such that C and D do not contain a complementary literal, the new clause C ∨ D called the resolvent of l ∨ C and ¬l ∨ D, and denoted by
in the following.
Resolution uses proof by refutation, that is proving that a CNF ϕ is unsatisfiable is equivalent to proving that ¬ϕ is a tautology.
A refutation of an unsatisfiable CNF ϕ starts with the clauses of ϕ and derives new clauses until a contradiction, represented by the empty clause, is obtained.
Definition 1 (Resolution refutation).
A resolution refutation of a CNF ϕ is a sequence of clauses C 1 , . . . , C k such that 1. C i is the resolvent of two clauses taken from Cls(ϕ) ∪ {C 1 , . . . ,
We say that k is the size of the resolution refutation C 1 , . . . , C k .
OBDDs as a Proof System
Atserias, Kolaitis and Vardi proposed in [2] a general proof system based on constraint propagation and consisting of the following four rules:
-Axiom defines the initial constraints; -Join joins two constraints by intersecting two relations and extending them to all variables occurring in either one of them; -Projection computes the projection of a constraint which is the existential quantification; -Weakening relaxes the constraint by enlarging its relation.
Any proof system operating with OBDDs can be seen as an instance of the above general proof system. In the following we consider the OBDD proof system which uses two rules, Axiom and Join.
Definition 2 (OBDD refutation). An OBDD refutation of a CNF ϕ is a sequence of OBDDs B 1 , . . . , B k such that the following holds:
The size of the OBDD refutation B 1 , . . . , B k is defined as
Without loss of generality we can assume that each OBDD is used exactly once, that is if a CNF ϕ consists of m clauses then the number of OBDDs in the OBDD refutation of ϕ is exactly 2m − 1.
Simulating OBDDs by Resolution
In this section we show formally that if there is an OBDD refutation of a CNF ϕ of size n then there is a resolution refutation of ϕ of size at most n 2 . The existence of such resolution refutation is based on the following observations:
1. elimination of a node can be simulated by at most |Cls(ϕ)| resolution steps with |Cls(ϕ)| ≤ n; 2. the number of nodes to remove by the elimination rule is at most n.
In the following we write ϕ ⊢ res ϕ ′ to denote that ϕ ′ = k i=1 C i where C i is the resolvent of two clauses taken from Cls(ϕ) ∪ {C 1 , . . . , C i−1 } for some k ≥ 1 and 1 ≤ i ≤ k. such that α |= F(α) for an α ∈ Path f (B). Lemma 2 demonstartes that elimination of a node p can be simulated by at most k/2 resolution steps, where k is the number of paths going through p to the false-node.
