Abstract-The low-rank matrix completion problem can be succinctly stated as follows: given a subset of the entries of a matrix, find a low-rank matrix consistent with the observations. While several low-complexity algorithms for matrix completion have been proposed so far, it remains an open problem to devise`0-type search procedures with provable performance guarantees. The standard approach to the problem, which involves the minimization of an objective function defined using the Frobenius metric, has inherent difficulties: the objective function is not continuous and the solution set is not closed. To address this problem, we consider an optimization procedure that searches for a column (or row) space that is geometrically consistent with the partial observations. The geometric objective function is continuous everywhere and the solution set is the closure of the solution set of the Frobenius metric. We also preclude the existence of local minimizers, and hence establish strong performance guarantees, for special completion scenarios, which do not require matrix incoherence and hold with probability one for arbitrary matrix size.
I. INTRODUCTION

I
N many practical applications of data acquisition, the signals of interest have a sparse representation in some basis. That is, they can be well approximated using only a few basis elements. This allows for efficient sampling and reconstruction of signals [1] - [6] . More precisely, the number of linear measurements required to capture a sparse signal can be much smaller than the number of inherent dimensions of the signal, and various polynomial time algorithms are known for accurately reconstructing the sparse signal based on these linear measurements. Due to the significant reduction in sampling resources and modest requirements for computational resources, sparse signal processing has been studied intensively [1] - [6] . There are two categories of sparse signals which frequently arise in applications. In the first category, the sparse signal can be modeled as a vector with only a small fraction of nonzero entries. Compressive sensing is the framework of sampling and recovering such signals. In the second category, the signals are represented by matrices whose ranks are much smaller than either of their dimensions. In the second setting, one of the fundamental problems of sparse signal processing is the low-rank matrix completion problem-to determine when and how one can recover a low-rank matrix based on only a subset of its entries [5] - [7] .
Scores of methods and algorithms have been proposed for low-rank matrix completion. Many of them are based on similarities between compressive sensing reconstruction and low-rank matrix completion. In general, both reconstruction tasks are illposed and computationally intractable. Nevertheless, exact recovery in an efficient manner is possible for both signal categories provided that the signal is sufficiently sparse or sufficiently densely-sampled. Casting the sparse signal recovery problem as an optimization problem, -minimization has been proposed for compressive sensing signal reconstruction [1] - [3] . Following the same idea, methods based on nuclear norm minimization have been developed for low-rank matrix completion [5] , [6] , [8] , [9] . In terms of greedy algorithms, many of the approaches for low-rank completion can be viewed as generalizations of their counterparts for compressive sensing reconstruction. In particular, the ADMiRA algorithm [10] is a counterpart of the subspace pursuit (SP) [11] and CoSaMP [12] algorithms, while the singular value projection (SVP) method [13] extends the iterative hard thresholding (IHT) [14] approach. There are also other approaches that utilize some special structural properties of the low-rank matrices. Examples include the power factorization algorithm [15] , the OptSpace algorithm [16] , and the subspace evolution and transfer algorithm [17] .
Nevertheless, there is a fundamental problem in low-rank matrix completion which has not been successfully addressed yet: how to search for a low-rank matrix consistent with partial observations, i.e., how to perform an -type search. The fundamental difference between compressive sensing and low-rank matrix completion lies in the knowledge of the "sparse basis". In compressive sensing, the basis under which the signal is sparse is known a priori. In principle, the support set of the nonzero entries can be found by exhaustive search. However, in lowrank matrix completion, the corresponding "sparse basis" is not known. Note that the set of all possible bases forms a continuous space. In such a space, "exhaustive" search is impossible. Moreover, we shall show, in Example 1 of Section III, that a direct gradient-descent search does not work either.
The understanding of the search for consistent matrices is incomplete. There are two special cases where specially designed algorithms can guarantee a consistent low-rank solution. The first case is when the low-rank matrix is fully sampled. The consistent low-rank solution is simply the observation matrix itself. The corresponding "sparse basis" (singular vectors) can be easily obtained by a singular value decomposition. The other case is when the rank equals to one. Given an arbitrary sampling pattern, one simply looks at the ratios between the revealed entries in the same column and uses these ratios to construct a column vector that represents the column space. This method is guaranteed to find a consistent solution for rank-one matrices. Note, however, that neither of these two methods is universal, i.e., neither can be applied to matrices other than the ones they are specialized for. At the same time, none of the existing general-purpose algorithms can guarantee consistent completion for arbitrary sampling patterns even for the rank-one case.
The performance guarantees of matrix completion are usually given with respect to exact reconstruction, i.e., for the purpose of identifying a unique low-rank matrix that produced the partial observations. This guarantee is based on the incoherence conditions, which hold with large probability when the low-rank matrix is drawn randomly from certain matrix ensembles and when the size of the matrix is sufficiently large. See, for example, [5] , [6] for more details.
Our approach to address these issues is summarized as follows.
1) We provide a framework for searching for a low-rank matrix that is consistent with the partial observations. There is no requirement for such a matrix to be unique: if there is a unique low-rank solution, we should be able to find this matrix; otherwise, it suffices to find just one solution that agrees with the revealed entries. In this sense, consistent completion covers and extends the notion of exact completion. In our approach, we assume that the rank of the underlying low-rank matrix is known a priori. Finding a consistent low-rank matrix is equivalent to finding a consistent column/row space. This is different from the OptSpace algorithm in [16] , where the search is performed on both column and row spaces simultaneously. 2) We propose a geometric performance metric to measure the consistency between the estimated column space and the partial observations. In the literature, the standard approach is to minimize an objective function that is defined via the Frobenius norm. As we shall illustrate with explicit examples, this objective function may have singularities, and therefore the corresponding solution set may not be closed. Hence, we introduce a new formulation where consistency is now defined in geometric terms. This allows us to address the difficulties related to the Frobenius metric. In particular, we show that our geometric objective function is always continuous. The set of the "geometrically-consistent" solutions is the closure of the set of "Frobenius-consistent" solutions. This new metric allows for provably strong performance guarantees, described below. 3) We provide strong performance guarantees for special completion scenarios: rank-one matrices with arbitrary sampling patterns, and fully sampled matrices 1 of arbitrary rank. For these two scenarios, a gradient descent search starting from a random point will converge to a global minimum with probability one. More importantly, if the partial observations admit a unique consistent solution, this search procedure finds this unique solution with probability one. The performance guarantees are different from those previously established in literature. Roughly speaking, previous performance guarantees concern exact reconstruction, require incoherence conditions, and hold with overwhelming probability when the matrix size is sufficiently large. Ours do not require incoherence conditions, and hold with probability one regardless of matrix size. Unfortunately, we are at present unable to obtain performance guarantees for more general cases. The paper is organized as follows. In Section II, we introduce the low-rank matrix completion problem, and some background material regarding Grassmann manifolds and their geometry. In Section III, we show that formulating the low-rank matrix completion problem as an optimization problem using the Frobenius norm may yield singularities which can obstruct standard minimization algorithms. We then propose a new geometric formulation of the problem as a remedy to this difficulty. This new formulation allows for strong performance guarantees that are presented in Section IV. Section V summarizes the main contributions of the work. Proofs of the main results are presented in the Appendices.
II. LOW-RANK MATRIX COMPLETION AND PRELIMINARIES
Let
be an unknown matrix with rank , and let be the set of indices of the observed entries, where .
Define the projection operator by if if
The consistent matrix completion problem is to find an one rank-matrix that is consistent with the observations , i.e., (1) By definition, this problem is well defined since is obtained from some rank-matrix which is therefore a solution. As in other works, [10] , [15] , [16] , we assume that the rank is given. In practice, one may try to sequentially guess a rank bound until a satisfactory solution has been found.
We also introduce the (standard) projection operator where , and where the superscript denotes the pseudoinverse of a matrix. Let denote the subspace spanned by the columns of the matrix , i.e., One can describe , in geometric terms, as the projection of the vector onto . It should be observed that is the global minimizer of the quadratic optimization problem .
A. Search for a Consistent Column Space
We now show that the problem is equivalent to finding a column space consistent with the observed entries of .
Let be the set of matrices with orthonormal columns, i.e., . Define the function by setting (2) where denotes the Frobenius norm. This function measures the consistency between the matrix and the observations . In particular, if
, then there exists a matrix such that the rank-matrix satisfies . Hence, the consistent matrix completion problem is equivalent to (3) In fact, depends only on the subspace since the columns of a matrix of the form all lie in . Hence, to solve the consistent matrix completion problem, it suffices to find a column space that is consistent with the observed entries. Note that the same conclusion holds for the row space as well. For simplicity, we restrict our attention to the column space only.
B. Grassmann Manifolds
The set of column spaces of elements in can be identified with the Grassmann manifold , the set of -dimensional subspaces in the -dimensional Euclidean space . This is a smooth compact manifold of dimension . Conversely, every element can be represented by a generator matrix satisfying . However, this representation of by a generator matrix is clearly not unique. Nevertheless, it follows from the discussion in the previous section that the function descends to a function on . Thus, problem can be viewed as an optimization problem on the compact manifold . In this section, we recall some facts concerning the geometry of Grassmann manifolds which will be useful in addressing this and similar optimization problems. For the proofs of these facts, the reader is referred to [18] , [19] . We begin by recalling the construction of the standard Riemannian metric, , on . Note that the group of orthogonal matrices acts transitively on (by multiplication on generator matrices). More precisely, can be described as a quotient of , i.e., Now, as a compact Lie group, has a standard (bi-invariant) Riemannian metric that can be defined by using an inner product in the tangent space to the identity matrix. This descends to the quotient as the metric . By construction, is invariant under the action of . The metric determines a chordal distance function and geodesic curves on which will play an important role in what follows. To obtain the relevant formulas for these objects we require the notion of the principal angles between two subspaces [20] , [21] . Consider the subspaces and of for some and . The principal angles between these two subspaces can be defined in the following constructive manner. 
Geodesics on
: We will use the gradient descent method on to search for consistent column spaces. This will require some information concerning the geodesics of the metric on which we now recall. Roughly speaking, a geodesic in a manifold is a generalization of the notion of a straight line in the Euclidean space: given any two points in , among all curves that connect these two points, the one of the shortest length is geodesic. More precisely, fix a subspace in and a tangent vector to at . Let be a generator matrix for . The tangent space to at can be identified with the set of horizontal tangent vectors to , i.e., the set of tangent vectors at which satisfy [18] . Let be the horizontal tangent vector at which corresponds to and set (4) where is the thin singular value decomposition of . 2 Then is the unique geodesic of which starts at with "initial velocity" . We now use this general solution for the geodesic flow of to establish the following technical result concerning geodesics between a given pair of subspaces. 
An Invariant Measure on
: The space admits a standard invariant measure (the Haar measure) [22] . This descends to a measure on which is also invariant in the following sense: for any measurable set and any , one has , where [21] , [22] . This invariant measure defines the uniform/isotropic distribution on the Grassmann manifold. Furthermore, let be fixed and be drawn randomly from the isotropic distribution. The joint probability density function of the principal angles between the spans of and is explicitly given in [21] - [24] . Two properties of this density function will be relevant to our later analysis: first, it is independent of the choice of ; second, there is no mass point.
III. FROM THE FROBENIUS NORM TO THE GEOMETRIC METRIC
In the previous section, we showed that the matrix completion problem reduces to a search for a consistent column space. In other words, one only needs to find a global minimum of the objective function , where
However, as we shall show in Section III-A, this approach has a serious drawback: the objective function (7) is not a continuous function of the variable . The discontinuity of the objective function is due to the composition of the Frobenius norm with the projection operator . It may prevent gradient-descent-based algorithms from converging to a global optimum (see [17] for a detailed example). To address this issue, we propose another objective function based on the geometry of the problem, detailed in Section III-B. To solve the matrix completion problem, one then needs to solve the problem (8) where denotes the geometric metric, which is formally defined in Section III-B.
In the rest of this section, we shall show that the new objective function is a continuous function. Furthermore, we shall show that the preimage of under is the closure of the preimage of under . Because of these nice properties of the geometric objective function, one can derive strong performance guarantees for gradient descent methods, as described in Section IV.
A. Why the Frobenius Norm Fails
We use an example to show that the objective function (7) based on the Frobenius norm is not continuous. Let be the column of the matrix . Let be the set of indices of known entries in the column. We use to denote the projection operator corresponding to the index set of . By additivity of the squared Frobenius norm, the objective function can be written as a sum of atomic functions, i.e., which shows that has a singular point at . It is straightforward to verify that the overall objective function (7) is also a discontinuous function of . As we argued in [17] , this discontinuity creates so called barriers, which may prevent gradient-descent algorithms from converging to a global minimum. Hence, one seeks an optimization formulation that will allow for a continuous objective function and consequently, no search path barriers.
It is worth pointing out the difference between this work and the work [25] . Although the approach in [25] is based on the same formulation (3), the technique used in [25] to solve (3) is substantially different. The search procedure there, termed GROUSE, focuses on one atomic function (the notion of atomic functions for low-rank matrix completion was introduced by the authors [17] ) at each iteration and then uses different weighting coefficients to balance out the influences of different iterations. Convergence to a local minimum could happen for GROUSE. In contrast, we focus on the overall objective function: the search is based on (7); atomic functions are introduced only for the purpose of understanding (7). As will be shown shortly, with a proper change of the Frobenius metric, global performance guarantees are possible for some special completion scenarios.
B. A Geometric Metric
To address the problem due to the singularities of the objective functions, we propose to replace the Frobenius norm by a geometric performance metric.
In this case, the objective function is defined as where denotes the geometric metric corresponding to the column, defined as follows. If , we set . Henceforth, we only consider the case when . For any , let be the normalized vector . Let be the complement of . Let be the natural basis vector, i.e., the entry of equals to one and all other entries are zero. Define where . Let be the largest singular value of the matrix . Then
This expression is closely related to the chordal distance between two subspaces, as described in Section II-B. We henceforth refer to the function (10) either as the geometric metric (10), or with slight abuse of terminology, as the chordal distance.
One advantage of the chordal distance is its continuity. This follows directly from the continuity of the singular values of the underlying matrix. Recall Example 1. In Fig. 1 , we illustrate the differences between and by projecting their contours of constant value onto the -plane.
More importantly, the following theorem shows that the preimage of under is actually the closure of the preimage of under . (11) then .
Example 1 (Continued):
It can be seen that
Hence
As a result, and Clearly, .
C. Computations Related to the Chordal Distance
For a given performance metric, the computational complexity of the supporting optimization procedure is an important factor for assessing its practical value. In this subsection, we show that besides its continuity, the chordal distance and the related gradient can be computed efficiently. Hence, all the algorithmic solutions using gradient descent methods can be easily modified to accommodate the geometric metric.
The principal angle and the chordal distance can be computed using the singular value decomposition. Given the column of the observed matrix, one can form easily. Let be the largest singular value of the matrix , and let and be the corresponding left and right singular vectors, respectively 3 . Following the definition of the chordal distance, one has . Let be a matrix such that It can be verified that (12) Note that in the matrix completion problem, one only needs to search for a column space consistent with the observations. Taking this fact into consideration, we have [18] (13)
Switching from the Frobenius norm to the chordal distance does not introduce extra computational cost. Due to the particular structure of , the matrix multiplication can be executed in steps. The resulting matrix has dimensions , where typically . The major computational burden is incurred by the singular value decomposition. Computing the largest singular value and the corresponding singular vectors of an matrix essentially reduces to two steps: first compute the matrix and then compute the eigenvalue decomposition of the resulting matrix. Hence, the overall complexity of computing is , where the and terms come from matrix multiplication and eigenvalue computation, respectively. In comparison, to solve the least square problem in the definition of has an cost as well.
IV. PERFORMANCE GUARANTEES
Consider the matrix completion problem described in (8) . The following theorem describes completion scenarios for which a global optimum can be found with probability one.
Theorem 3:
Consider the following cases: 1) (rank-one matrices with arbitrary sampling): Let for some unknown matrix with rank equal to one. Here, can be arbitrary. 2) (full sampling with arbitrary rank matrices): Let , i.e., . Suppose that is given. Let be the preimage of under (also defined in (11)). Let be randomly generated from the isotropic distribution on , and used as the initial point of the search procedure. With probability one, there exists a continuous path , , such that , and for all , where the equality holds if and only if . The proof of the theorem is outlined in Section IV-B. It is worth noting that almost all starting points are good: it is certainly good if the starting point is a consistent solution; otherwise, there exists a continuous path from this starting point to a global optimum such that the objective function keeps decreasing. The performance guarantee provided in Theorem 3 is strong in the sense that it does not require either incoherence conditions or large matrix sizes.
A simple corollary of the Theorem 3 is the following result: suppose that the partial observations admit a unique consistent solution in terms of the Frobenius norm; then a gradient search procedure using the geometric norm finds this unique solution with probability one. This conclusion follows from the fact that the solution set under the Frobenius norm contains only a single point and therefore . For the more general case where and , we cannot prove the same performance guarantees. Nevertheless, in Section IV-C, we present a collection of results that may be helpful for future exploration.
A. Proof of Theorem 3
We first need the following two assumptions.
Assumption I: There exists a global optimum such that and all the principal angles between and are less than . That is, all the singular values of are strictly positive.
Assumption II: All of the 's (the smallest principal angle between and ) are less than .
Remark 4:
Suppose that the matrix is randomly drawn from the uniform (isotropic) distribution on . Then satisfies both assumptions with probability one. This result can be easily verified using the probability density function of the principal angles [21] - [24] .
Assuming that these two assumptions are satisfied, we have the following two theorems corresponding to the two cases in Theorem 3, respectively.
Theorem 5: (Rank-One Case) Let be the partial observation matrix generated from a rank-one matrix. Let be an estimate of the column space that satisfies Assumptions I and II. Suppose that . Then there exists a continuous path such that , , and for all , where equality holds if and only if . Let . Let . Go to Step (a). Due to the randomness of the , they all satisfy Assumptions I and II with probability one. The objective function decreases after each iteration. This gradient descent procedure converges to a global minimum as the number of iterations approaches infinity.
Remark 7:
The above gradient descent method is designed to prove the theoretical feasibility. It involves finding the optimal in each iteration, which has infinite precision and therefore infinite complexity in theory. In practice, one may adopt a line search procedure similar to that described in [17, Algorithm I] .
Remark 8: Denote the obtained global minimum by . It is possible to have . In this case, the solution is inconsistent with respect to to the standard Frobenius norm.
B. The General Framework
For the cases that are not described in Theorem 3, we have the following corollary. The detailed arguments are the same as those in the proof of Theorem 5, and therefore omitted.
Remark 10:
This corollary is similar to Theorems 5 and 6 in the sense that there exist continuous paths along which the atomic functions decrease.
At the same time, Corollary 9 differs from Theorems 5 and 6 in two aspects. First, the paths in Corollary 9 may be different for different 's, while in Theorems 5 and 6, a single continuous path is constructed. Second, the angle in Corollary 9 is essentially the principal angle between the 1-dimensional subspace and the subspace . In contrast, Theorem 5 and 6 involve the minimum principal angle between the -dimensional subspace and the subspace .
V. CONCLUSION
We considered the problem of how to search for a consistent completion of low-rank matrices. We showed that Frobenius norm combined with a projection operator results in a discontinuous objective function and therefore makes gradient descent approach fail. We proposed to replace the Frobenius norm with the chordal distance. The chordal distance is the "best" smooth version of the Frobenius norm in the sense that the solution set of the former is the closure of the solution set of the latter. Based on the chordal distance, we derived strong performance guarantees for two completion scenarios. The derived performance guarantees do not rely on incoherence conditions or large matrix sizes, and they hold with probability one. We claim that (14) To prove this claim, we shall show that (15) and (16) To prove (15) 
