ABSTRACT if a signal is present or not in noise. As a detector restricts the set of This paper is primarily tutorial in nature and presents a simple apobservations available for parameter estimation, any accurate MSE proach (norm minimization under linear constraints) for deriving lower bound must take into account this initial statistical conditioncomputable lower bounds on the MSE of deterministic parameter ing. If the derivation of any lower bound with statistical conditioning estimators with a clear interpretation of the bounds. We also address is straightforward for realizable detectors (which do not depend on the issue of lower bounds tightness in comparison with the MSE of the true parameter values) by resorting to the norm minimization ML estimators and their ability to predict the SNR threshold region. approach ( §3.1), it remains an open problem for clairvoyant detecLast, as many practical estimation problems must be regarded as tors (which depend on the true parameters value) ( §3.2), including joint detection-estimation problems, we remind that the estimation optimal detectors (Bayes or Neyman-Pearson criteria). As a conseperformance must be conditional on detection performance, leading quence, it is not yet possible to compute the fundamental limits of to the open problem of the fundamental limits of the joint detectionthe joint detection-estimation problem, such as, for example, lower estimation performance.
Last, as many practical estimation problems must be regarded as tors (which depend on the true parameters value) ( §3.2), including joint detection-estimation problems, we remind that the estimation optimal detectors (Bayes or Neyman-Pearson criteria). As a conseperformance must be conditional on detection performance, leading quence, it is not yet possible to compute the fundamental limits of to the open problem of the fundamental limits of the joint detectionthe joint detection-estimation problem, such as, for example, lower estimation performance.
bounds on the MSE conditioned by the optimal detector.
Index Terms-Estimation, MSE lower bounds, Signal detectio
LOWER BOUNDS AND NORM MINIMIZATION tion
For the sake of simplicity we will focus on the estimation of a single 1. INTRODUCTION real function g (0) of a single unknown real deterministic parameter 0. In the following, unless otherwise stated, x denotes the random Lower bounds on the mean square error (MSE) in estimating a set observations vector, Q the observation space, and p (x; 0) the probaof deterministic parameters [4] from noisy observations provide the obilitytdnsi fction (.f)o observationsp depending on 0 t best performance of any estimators in terms of the MSE. They allow wherey denote the parametersace.nLetependibe th r ctor to investigate fundamental limits of a parameter estimation problem space of sentegrabetfunctions oer Q A fdental propspace of square integrable functions over Q. A fundamental propor to assess the relative performance of a specific estimator. All existing bounds on the MSE of unbiased estimators are different soerty of the MSE of a particular estimator g (00) (x) c IFQ of g (00), lutions of the same norm minimization problem under sets of apwhere 00 is a selected value of the parameter 0, is that it is a norm propriate linear constraints defining approximations of unbiasness associated with a particular scalar product (0: in the Barankin sense (2) ( §2). The weakest and the strongest defini-M°E 2 tion of unbiasness ( §2.2) leads respectively to the Cram6r-Rao bound MSEo [0(0)J g(00)(x)-g () 00 (CRB) and to the Barankin bound (BB), which are, the lowest (non
trivial) and the highest lower bound on the MSE of unbiased estimators. Therefore, the CRB and BB can be regarded as key represenIn the search for a lower bound on the MSE, this property allows tative of two general classes of bounds, respectively the Small-Error the use of two equivalent fundamental results: the generalization bounds and the Large-Error bounds. Indeed, in non-linear estimaof the Cauchy-Schwartz inequality to Gram matrices (generally retion problems three distinct regions of operation can be observed. In ferred to as the "covariance inequality") and the minimization of the asymptotic region, the MSE of estimators is small and, in many a norm under linear constraints. Nevertheless, we shall prefer the cases, close to the Small-Error bounds. In the a priori performance "norm minimization" form as its use provides a better understandregion where the number of independent snapshots and/or the signaling of the hypotheses associated with the different lower bounds on to-noise ratio (SNR) are very low, the observations provide little the MSE. Then, let UL be a Euclidean vector space of any dimension information and the MSE is close to that obtained from the prior (finite or infinite) on the body of real numbers R which has a scalar knowledge about the problem. Between these two extremes, there product ( (0) ( 2) unbiasness (2). Indeed, let us consider that both p (x; 0) and g (0) can be approximated by piecewise Taylor series expansions of order Thus, the locally-best (at 0Q) unbiased estimator is the solution of:
This problem can be solved by applying the work of Barankin based
on a point discretization of (2). Indeed, any unbiased estimator alo '
Then, under the required regularity conditions to allow order of inter gration and differentiation interchange, a possible local approxima-
tion of unbiasedness (2) on every sub-interval In is: and more generally, Vw (E RN: w0gpoie
(X;on)
provided the Ln + 1 linear constraints are verified:
where (Ag)n = (0-) g (00) and (7r (x; 00)) n= p(X;0o 
It is then worth noting that (4) 
proximation of homogeneous order L, since the constraints are:
p (X; 00)
Unfortunately it is generally impossible to find either the limit of . This high-precision (2)). Unfortunately the bias depends on the specific estimator and technique is widely used in tracking systems where: furthermore is hardly ever known in practice. (0) The above inequality provides the most general form of the CRB.
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