In this paper, we develop a novel and effective Euclidean algorithm for Laurent polynomial matrix extension (LPME), which is the key of the construction of perfect reconstruction filter banks (PRFBs). The algorithm simplifies the dual-chain approach to the construction of PRFBs in the paper [5] . The algorithm in this paper can also be used in the applications where LPME plays a role.
Introduction
In recent years, the theory of filter banks has been developed rapidly since they are widely used in many scientific areas such as signal and image processing, data mining, data feature extraction, and compression sensing. In the theory, the perfect reconstruction filter banks (PRFBs) play an important role [7, 8, 17, 18, 19, 20] .
A PRFB consists of two sub-filter banks: an analysis filter bank, which is used to decompose signals into different bands, and a synthetic filter bank, which is used to compose a signal from its different band components. Either an analysis filter bank or a synthetic one consists of several band-pass filters. Figure 1 illustrates the role of an M -band PRFB, in which, the filter set {H 0 , H 1 , · · · , H M −1 } forms an analysis filter bank and the filter set {B 0 , B 1 , · · · , B M −1 } forms a synthetic one. In Figure 1 , the subfigure (a) illustrates the role of the analysis filter bank, where the band-pass filters H 0 , H 1 , · · · , H M −1 are ordered in ascending frequencies, as shown in the subfigure (c), and (↓ M ) is the Mdownsampling operator. It is noted that H 0 is exactly a low-pass filter. The analysis When M sub-signalsx 0 ,x 1 , · · · ,x M −1 in different frequency ranges are received by a synthetic filter bank, firstly they are up-sampled, then filtered by the band-pass filters B 0 , B 1 , · · · , B M −1 respectively, and finally merged into a single output signalx. In a PRFB, the synthetic filter bank is the inverse of the analysis one. That is, ifx j = x j , 1 ≤ j ≤ M −1, thenx = x. More precisely, an M -band PRFB satisfies the following:
where I denotes the identity operator. More details of PRFB are referred to [16] . It is clear that the analysis filter bank and the synthetic filter bank can be interchanged. Hence, sometimes we will simply call them filter banks.
A typical problem in PRFB construction is the following: Assume that the pair of low-band filters H 0 and B 0 are given. Then, how to find other components H 1 , · · · , H M −1 and B 1 , · · · , B M −1 in the PRFB? Before 1980's, the construction of PRFBs was an ad hoc work. In 1980's, multiresolution analysis (MRA) and wavelet theory were established. They provide a framework for the construction of PRFBs.
MRA was first introduced by Meyer and Mallat during 1988-1990 [12, 14] . Followed their work, Daubechies gave a great contribution in this area with her well-known work on compactly supported wavelets [9] . Thanks to MRA, the close relation between wavelet bases and PRFBs were revealed in the early of 1990's. Since then, more and more research results have been obtained and more than thousands papers in wavelets and filter banks have been published. We list here a few of reference books in this area [1, 9, 11, 13, 16, 21] . The readers can find more references in these books.
It is well-known that the construction of PRFBs is identical with the construction of M -dilation wavelet bases. When the dilation factor M = 2, the construction of compactly supported wavelet bases (and the construction of 2-band PRFB as well) was completely solved [3, 4, 6, 9, 11, 16] .
However, the technique used in the construction of 2-band PRFB does not work for M > 2. Chui and Lian first studied the construction of 3-dilation compactly supported orthogonal wavelet bases [2] . Later, researchers found that the key in the construction of M -dilation compactly supported wavelet bases (as well as of M -band compactly supported PRFB) is the Laurent polynomial matrix extension (LPME). The existence of LPME has been proved in [10, 15] . However, the development of effective LPME algorithms is still in investigation.
Recently, Chui, Han, and Zhuang in [5] proposed a bottom-up algorithm for the construction of M -band PRFB. Their main idea is the following: First an up-bottom algorithm is applied to reduce the pair H 0 and B 0 to a simplest form so that a PRFB is constructed easily from the reduced pair. Then, a bottom-up algorithm is used to reach the required extension of the original pair {H 0 , B 0 }. However, their method is quite complicated and difficult to comprehend.
In this paper, we develop a Euclidean algorithm for LPME based on a generalized Euclidean division algorithm in the Laurent polynomial ring. Then, the developed algorithm provides a novel and effective method for the construction of M -band PRFB.
The paper is organized as follows. In Section 2, we introduce the necessary notations and notions. In Section 3, we develop the Euclidean division algorithm in the Laurent polynomial ring. In Section 4, we provide the main algorithm for LPME. Finally, two illustrative examples are presented in Section 5. They show how to run the Euclidean LPME algorithm and how to apply it in the construction of PRFB.
Preliminary and Notations
In this section, we first introduce the role of LPME in the construction of M -band PRFB. We will adopt the standard notions and notations of digital signals, filters, M -downsampling operator, and M -upsampling operator in Signal Processing (see [16, 13] ).
A digital signal x is defined as a bi-infinite real sequence whose n th term is denoted by x(n) or x n . A finite signal is the sequence that has only finite non-vanished terms. All signals form a linear space l. A filter H : l → l, Hx = y, can be represented as a sequence
where * denotes the convolution operator:
A finite filter H is called a finite impulse response (FIR). Otherwise it is called an infinite impulse response (IIR). In the paper, we only study FIR. The z-transform of a signal x is the Laurent series x(z) = j∈Z x(j)z j . Similarly, the z-transform of a FIR H is the Laurent polynomial
By the convolution theorem, if y = H * x, then y(z) = H(z)x(z).
The identity (1) that characterizes PRFB is often represented in the polyphase form, which is defined as follows: Definition 2.1 Let x(z) be the z-transform of a signal x and M ≥ 2 be an integer. Write
The set of Laurent series
By the definition, we have
We shall simply abbreviate
The characterization identity (1) for PRFB now can be written as the following:
} forms a PRFB if and only if the following identity holds:
where H * (z) is the Hermitian adjoint matrix of H(z) and I is the identity matrix.
Since it is a direct corollary of the PRFB condition (1), we skip its proof. By Lemma 2.1, the problem of the construction of PRFB in the polyphase form can be presented as follows:
(z) be given polyphase forms of the pair of low-pass filters {H 0 , B 0 }, which satisfy the following dual condition
Finding the M × M Laurent polynomial matrices H(z) and B(z) such that (3) holds.
For convenience, we write A(z) = M H * so that the identity (3) becomes
Then the problem above is essentially identical with the following:
] be a given row vector of Laurent polynomials and
] be a give column vector of Laurent polynomials, which satisfy the following dual condition
Finding the n × n Laurent polynomial matrices A(z) and B(z) such that
(Here the notations W (k, :) and W (:, j) denote the k th row and j th column of a matrix W respectively.)
Euclid's Division for Laurent Polynomials
To develop the proposed LPME algorithm, we first extend the Euclid's division on the ring of Laurent polynomials. Let the ring of all (real) polynomials denoted by P and write P h = P \ {0}. The degree of p ∈ P, denoted by deg(p), is well-defined. Note that deg(p) ≥ 0 for p ∈ P h and deg(0) = −∞. The following Euclidean Division Theorem for Polynomials is well known.
Theorem 3.1 Let (p, s) ∈ P × P h . Then, there is a unique r ∈ P with deg(r) < deg(s) such that p = qs + r.
It is clear that the quotient q in Theorem 3.1 is unique too. Hence, we can define the division operator
Let the ring of all (real) Laurent polynomials be denoted by L and write L h = L \ {0}. If a ∈ L h , we can write a(z) = n k=m a k z k , where n ≥ m and a m a n = 0. We define the highest degree and the lowest degree of a ∈ L by
respectively, and define the support length of a by supp(a) = deg
We also define the semi-group G ⊂ P h by G = {p ∈ P h : p(0) = 0}.
Then, for p ∈ G, deg − (p) = 0 and, therefore, deg(p) = supp(p). To link a Laurent polynomial to a polynomial, we introduce the power mapping π :
which defines an equivalent relation " " in L \ {0}, i.e., a b if and only if π(a) = π(b). For Laurent polynomials, the following lemma is evident.
Lemma 3.2 For a, b ∈ L, we have the following:
) and the equality holds if deg
4. Let π be the power mapping. Then deg(π(p)) = supp(p).
To extend the Euclid's division described in Theorem 3.1 to the ring L, we have to carefully choose the restrictions on the remainder. Otherwise, the division may lack the uniqueness of the remainder as shown in the following example.
Example 3.1 Let a = z + 1 + z −1 and b = 1 + z −1 be two Laurent polynomials. Then, both of the pairs (q 1 = z + z −1 , r 1 = −z −2 ) and (q 2
We now establish the following Euclid's division theorem for Laurent polynomials that guarantees the uniqueness.
and a = qb + r.
Besides, (8) implies
Proof. When a = 0, the proof of the theorem is trivial. We now assume that a = 0. We first prove the existence of the pair (q, r). Let π be the power mapping defined in (7). Defineã = π(a),b = π(b). By Theorem 3.1, there is a unique polynomialr ∈ P with deg(r) < deg(b) such thatã =qb +r.
Sincer ∈ P andb ∈ G, we have
For convenience, we write (12) we have (9) , and by (11) we have (9) . The existence of (q, r) in Theorem 3.3 is proved. We now verify that (8) implies (10) . Indeed, whenq = 0, the equation (11) (10) . Whenq = 0, we have supp q = −∞ so that (10) holds trivially.
To prove the uniqueness of (q, r), we assume that there are r 1 , r 2 ∈ L such that both satisfy the condition (8) and make (9) hold. If supp(a) < supp(b), then r 1 = r 2 = a so that the uniqueness is obtained. Assume now supp(a) ≥ supp(b). If one of r 1 and r 2 vanishes, it is easy to see that another must vanish too. Then, the uniqueness holds again. When both of them are not equal to zero, multiplying (9) by z −d 
where a * , b * ∈ G. We confirm that r * i , q * i ∈ P. Indeed, since r i = 0, we have
By (13) and Lemma 3.2, we obtain deg
which implies q * i ∈ P, i = 1, 2. Since (13) turns out a polynomial division with deg(r * ) < deg(b * ), by Theorem 3.1, we obtain r * 1 = r * 2 , which yields r 1 = r 2 , q 1 = q 2 . The uniqueness of (q, r) is proved. By Theorem 3.3, we introduce the following: As a direct consequence of (8), we have the following:
We will denote the division operator above by
Remark. Euclidian Laurent polynomial division and Euclidean polynomial division may produce the different results even though both the dividend a(z) and the divisor b(z) are polynomials. For, example, let a(z) = z 3 + 2z 2 and b(z) = z + 1. Then,
As an application of the Euclidean Laurent polynomial division, we develop the Euclid's algorithm for finding the greatest common divisor of two Laurent polynomials. Let p = [p 1 , p 2 , · · · , p s ] ∈ P s , s ≥ 1, be a non-zero polynomial vector. The greatest common divisor of p is a monic polynomial and denoted by gcd( p) = gcd(p 1 , p 2 , · · · , p s ). When the vector p is reduced to a polynomial p = 0, we agree that gcd(p) = gcd(p, 0) = p(z)/a p , where a p is the leading coefficient of p(z).
Let a = [a 1 , a 2 , · · · , a s ] ∈ L s be a nonzero Laurent polynomial vector. We define the greatest common divisor of a by gcd L ( a) = gcd(π( a)) = gcd(π(a 1 ), π(a 2 ), · · · , π(a s )). It is clear that gcd L ( a) ∈ G. We remark that, it is possible gcd L ( a) = gcd( a) for a ∈ P s . For example, gcd(z 3 , z 2 ) = z 2 , but gcd L (z 3 , z 2 ) = 1.
Applying Theorem 3.3, we develop the Euclid's algorithm for finding gcd L (a, b) as follows: r) and write (a 1 , b 1 ) = (b 0 , r) . We define the mapping T 1 by T 1 (a 0 , b 0 ) = (a 1 , b 1 ) . By Corollary 3.4, supp(b 1 ) < supp(b 0 ). Repeating the mapping above, we get the following chain:
Since in the chain (14) In the algorithm, D L stands for the division operator D L , pi stands for the power mapping π, and the output c is gcd L (a, b). Next, we develop the extended Euclidean algorithm that finds the pair (x, y) ∈ L that realizes the following Bézout's identity:
For this purpose, we represent the mapping The extended Euclidean algorithm directly leads to the Euclidean (2 × 2) LPME algorithm. Let a 11 , a 12 , b 11 , b 12 ∈ L satisfy the following Bézout's identity.
the LPME problem is to find matrices
Let T be the matrix produced in the algorithm extended gcd L. Since gcd L (a 11 , a 12 ) 1, we have
By ( 4 Euclidean LPME Algorithm
It is well known that 2×2 LPME can be realized by a simple algebraic trick: Set [a 21 . However, this trick does not work for n > 2. However, the Euclidean LPME algorithm for n = 2 presented at the end of the previous section can be generalized for n > 2. Let a = [a 11 , a 12 , · · · , a 1n ] be a given n-dimensional row Laurent polynomial vector and b = [b 11 ; b 21 ; · · · ; b n1 ] be a given n-dimensional column Laurent polynomial vector such that they satisfy the dual condition (6). The n-dimensional LPME problem is the following: To find two n × n matrices A and B such that A(1, :) = a 1 ,B(:, 1) = b, and AB = I. Here, we may assume that all entries of a do not vanish so that min 1≤j≤n (supp(a ij )) ≥ 0.
To find A and B, we first initialize a by setting a (0) = a and rearrange the vector a (0) into the vector a (1) such that the last entry of a (1) has the minimal support length. Then, we perform the Euclid's Laurent polynomial division for all pairs of (a
1n ]. Let P be the permutation matrix that realizes the rearrangement:
and set a (2) = a (0) P S. We also define the support length of a (2) by
It is obvious that supp( a (2) ) < supp( a (0) ). Repeating the procedure above for finite times, we can reach a vector a (m) with at least one vanished entry. Assume now the updated vector a (m) has k non-vanished entries (1 < k < n), which is ordered as
1k , 0, · · · , 0]. We may apply the procedure above (by replacing n by k) to vanish at least one entry of the vector [a 
is invertible, so is TQ. Recall that
Thus, the LPME is given by A = (TQ) −1 and B = TQ.
We now give the pseudo-code of the Euclidean (n × n) LPME algorithm, in which the following notations are employed: The notations va and vb denote the n-dimensional row vector a and the n-dimensional column vector b, respectively. I n denotes the identity matrix of order n and e i the i th coordinate vector (whose components are zero except that the i th one is 1). The notations zeros(1,m) and zeros(m,1) stand for the m-dimensional zero row vector and zero column vector respectively. The notation supp(va(i)) denotes the support length of the Laurent polynomial a 1i and supp(va) denotes the vector of the support lengths of the components of a. Finally, the comment line in the code is headed by %.
function (A, B) = LPME (va, vb) n = length(va); k = n; A = I_n; B = I_n; i = index s.t. supp(va(i))= min(supp(va)); % Create the matrix P that interchanges i-th row and n-th row of va. P= I_n; P(i,:)= e_n; P(n,:)= e_i; va= va*P; vb= P*vb; A= PA; B= BP; while k>1 while va(k)~= 0 vq= zeros(1,k-1); vr= zeros(1,k-1); for i= 1:k-1 % D_L is the Euclidi's Laurent polynomial (LP) division operator.
(vq(i), vr(i))= D_L(va(i), va(k)); end(for) % Make the matrix S that realizes the Euclidi's LP divisions above. S= I_n; S(k,1:k-1)= vq; % Replace the first k-1 entries of the vector va by the vector r. va(1:k-1)= vr; i = index s.t. {supp(va(i))= min(supp(va(1:k)))}; % Create the matrix P that interchanges i-th row and k-th row of va. P= I_n; P(i,:)= e_k; P(k,:)= e_i; va= va*P; Q= SP; V= inverse(Q); vb= V*vb; A= VA; B= BQ; end(while) % update k to be the number of non-zero entries of the vector va. k= find(va, 'last'); end(while) S= I_n; S(:,1)= vb; V= inverse(S); A= VA; B= BS;
Illustrative Examples
In this section, we present two examples to threaders for demonstrating the LPME algorithm we developed in the previous section. respectively. We now want to construct the 3-band PRFB {H 0 , H 1 , H 2 }, {B 0 , B 1 , B 2 }, which satisfies (1). By setting the polyphase form
and
we have
0 ; B [1] 0 ; B [2] 0 ]. Then, a b = 1. We now apply the Euclidean LPME algorithm to the pair ( a, b) in order to find the pair of Laurent polynomials matrices (A, B) with A(1, :) = a, B(:, 1) = b and AB = I.
Firstly, we reorder the vector a = [1, 
3 ) = 2 + z 3 , 0 . We now return the construction of (3-band) PRFB. According to the results above, we set the polyphase forms of other two filters H 1 and H 2 in the analysis filter bank by Remark 5.1 Note that LPME is not unique. For example, the following pair of matrices A and B is also a LPME of the dual pair a and b:
A(z) = We now use the Euclidean LPME algorithm to extend 
