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Abstract
This Thesis present a new stratigraphic forward numerical model to simulate the
carbonate production of marine sedimentary basin through ecological model which
is implemented in the SIMSAFADIM-CLASTIC program.
This ecological model is based in the Generalized Lotka Voltera equations that
model the population evolution of species. These populations are controlled by
biological factors (growth rate, carrying capacity and interaction among species),
and by the environmental conditions (light, energy of the medium, nutrients, bot-
tom slope and concentration of clastic sediments in suspension) which are com-
bined forming a unique environmental factor that downscale the intrinsic rate of
growth.
The algorithm to apply in the code uses an explicit Runge-Kutta numerical method
of order (4)5 to solve the differential equations formulated in the ecological model.
Finally, a 3D visualization output files for the interpretation and analysis are
generated using the VTK format.
The obtained code has been applied in three sample experiments in order to discuss
the possibilities and the limitations of the code. The first example is the model of
a theoretical basin. The results are compared with real cases. The second example
is an actual basin sited in western Mediterranean Sea. The results are discussed
to show the applicability and the limitations of the model. The third example
applies several configuration to the Aptian Galve sub-basin (Maestrat Basin, E
Iberia), allowing to define the environmental conditions.
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A sedimentary basin is a complex dynamic system in which several elements and
processes take place and interact with each other at the same time. Understanding
the dynamics of sedimentary basins is important in geological research as well as
in industry to better predict their distribution and geometry for exploration and
exploitation of natural resources.
Limestones represent 20% of common sedimentary rock record (Morse and Macken-
zie [1990]). These sedimentary deposits are economically important as oil and gas
reservoirs, ore deposits, or as sources of other industrial minerals. In addition, the
chemistry of the atmosphere and oceans is partly controlled by reactions of carbon-
ate minerals with natural waters. These interactions are important in regulating
climate (Morse and Mackenzie [1990]).
Carbonate sediments and limestones are mainly composed of calcium/magnesium
carbonate (CaMgCO3). This chemical compound may crystallize forming calcite
and aragonite (replaced by calcite in normal diagenetic conditions), which may be
replaced by dolomite in diagenetic processes (Tucker and Wright [1991]). More
than 90% of these components are biological in origin (Flügel [2010]).
According to Schlager [2005], biotic influence of calcium carbonate precipitation
is:
• Abiotic where biological effects are negligible.
21
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Figure 1.1: Relative abundance of the different carbonate-forming organisms.
Modified from Nichols [2009].
• Biotically induced where the organism sets the precipitation process in mo-
tion, but an organic influence on its course is marginal or absent.
• Biotically controlled where the organism determines location, beginning and
end of the process, and commonly also composition and crystallography of
the mineral.
The main abiotic precipitates are cement formed during the early stages of diagen-
esis, ooids formed in high-energy environments by stepwise accretion on a nucleus,
and whitings formed by precipitation on nuclei of suspended sediment.
Biotically induced precipitation is formed mainly by micrite produced by micro-
organisms, mostly bacteria and cyanobacteria. It may form in the photic zone or
below, and temperature limits for biotically induced precipitation are unclear.
Biotically controlled precipitation is the primary carbonate material in modern
oceans. The main control is the biochemistry of the organisms that produce it.
The organisms, in turn, are influenced by environmental factors (e.g., light, tem-
perature, salinity, nutrients). Figure 1.1 summarizes the main groups of organisms
that produce carbonate sediments.
Carbonate production, sedimentation and geometry of their bodies are not only
governed by the external forcing mechanisms universal to all sedimentary systems,
such as water depth (controlled by sea level changes and subsidence), siliciclastic
Chapter 1. Presentation 23
Figure 1.2: A generalized carbonate platform model. It displays the relative
position of the major carbonate depositional systems and associated deposi-
tional environments. Diagram by Loucks and Handford, unpublished, obtained
from http://www.beg.utexas.edu/
sediment supply, energy of the medium (waves, tides, water currents), but carbon-
ate production itself is further controlled by the interplay of biological, ecological,
and physicochemical processes, such as temperature, salinity, nutrients, and car-
bonate saturation state.
The combination of these parameters and processes define the sedimentation en-
vironments (Fig. 1.2), which have characteristic sedimentary structures, fauna
and geometries. Several authors (e.g., Gischler [2011], Scholle et al. [1983], Tucker
and Wright [1991], Walker and James [1992]) present a detailed description of
these environments. The marginal-marine sedimentary environments are located
in areas flooded periodically by sea water due to tides, storms or waves. These
regions produce specific facies including lagoons, beaches, barriers, and tidal de-
posits. The shallow water environments are sited in the photic region and mainly
depend on the energy of the waves and storms, the water temperature, and nutri-
ents concentration. The deep-water marine environments are sited in the aphotic
areas, below the effect of storms and waves. The main deposits are sited in the
toe of the slope forming slumps and debris flows, and in the basin forming pelagic
deposits.
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The processes and factors that affect the production of carbonate sediment may
or may not exhibit a linear relationship with production and deposition of carbon-
ate sediments and interact in a complex fashion (Burgess [2001], Rankey [2002],
Wilkinson and Drummond [2004], Wright and Burgess [2005]). The deposited
carbonate is the sum effect of all these processes. It is hard to differentiate one
process from the others, but this is an essential part of understanding the carbon-
ate deposits.
The traditional approach to studying sedimentary basins includes field work, data
obtained from boreholes, geophysics, etc. However, direct observation of the fac-
tors and processes in the geological record is incomplete, partial or, at least, lim-
ited. Other alternative methods are necessary to complement traditional approx-
imations and to quantify the processes that are not observable in the geological
record. One alternative tool that can be useful in completing the approximation
is geological modelling.
1.2 Rationale
The existing programs used for modelling sedimentary basins, specifically car-
bonate or mixed siliciclastic/carbonate basins, are ’black box’, or designed for a
specific environment (e.g., shallow-water, reefs), or the models present particular
limitations or deficiencies (e.g., few types of carbonate sediments, limitations in
the number of environmental parameters). For this reason, a numerical model for
carbonate production without these limitations that can be applied to all marine
sedimentary environments and include an unlimited number of carbonate is an
advance in the research of this scientific discipline.
1.3 Objectives of this thesis
The main aim of this work is to develop a process-based forward numerical model
to simulate the transport and sedimentation of clastic sediments, combined with
carbonate production in a marine sedimentary basin.
Specifically, the research focuses on creating a new mathematical model for car-
bonate production, which replaces, updates, and expands on the previous model
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named SIMSAFADIM-CLASTIC (Gratacós [2004], Gratacós et al. [2009a,b]). This
new mathematical model will be focused on the carbonate simulations and will
incorporate the most crucial environmental, physical, and biological parameters
that affect carbonate producing organisms.
It is the intention to establish the spatial and temporal interplay of the generated
sedimentary bodies. Furthermore, the aim is to develop a tool to reproduce re-
alistic depositional architectures from a great number of parameters that allow a
high freedom index.
1.4 Working methodology
The working methodology followed in the research period summarized in this thesis
for the development of a geological modelling applied to carbonate production




a. Investigate the research of the carbonate production modelling and the an-
tecedents through bibliographic work.
b. Define exactly the aim of the model and why the model is needed.
Development stage
c. Develop a conceptual model that contains the main variables and processes
involved. The main limitations of the model are identified and enumerated.
d. Build a mathematical model which equations are defined from the previous
conceptual model.
e. Create a computerized numerical model including the coding the algorithms of
the mathematical model.
f. Test verification and calibration of the program.
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Final stage
g. Execute the whole model with real data.
h. Analysis of results and comparison with real data.
i. Conclusions.
1.5 Structure of the thesis
This thesis is organized into seven chapters, each of which begins by explaining
the aim of the chapter and concludes by summarizing the chapter’s key points and
outcomes. Following this first introductory chapter, the second chapter introduces
the basic concepts of geological modelling.
The third chapter explains the ecological model used to simulate the carbonate
producing organisms. The generalized Lotka-Volterra equation and its two main
components: the logistic growth and the interaction among organisms are ex-
amined. This chapter explains the manner in which the parameters needed for
modelling are determined. Finally, the carbonate production by the modelled
populations is explained.
The fourth chapter presents the environmental parameters included in the code
to model the carbonate producing organisms: water depth, nutrients, energy of
the medium, and slope. Finally, these environmental parameters are combined to
model the organism populations.
The fifth chapter describes the implementation of the conceptual and mathemat-
ical model described in the two previous chapters to obtain the algorithm and its
solution using numerical methods. Additionally, the working scheme to model a
basin is presented which includes the output files explanation.
The sixth chapter offers three examples using the program. The first is a theo-
retical example which is compared with similar real basins, the second example is
an active sedimentary basin in the western Mediterranean region, and the third
example applies the program to an Aptian basin.




Geologists are interested in properties and geometry of rock bodies for several
reasons: petroleum reservoir, mineral resources, water. None of these rock bodies
are completely exposed; indeed some of them are probably not exposed at all,
making direct experimentation difficult or hardly possible. Therefore we have to
work with these rock bodies on the basis of incomplete information. This informa-
tion can come from outcrops, from drill holes, and from other various geophysical
investigations. Modelling can help to fill the information gaps, allowing a better
understanding of the behaviour of the earth system when it experienced different
conditions (i.e. abiotic, hotter or colder atmosphere or ocean, closer moon, more
saline oceans) (Syvitski and Hutton [2001]).
This chapter introduces the basic concepts of geological modelling and its classifi-
cation, as well as its evolution through the last decades. Finally, it briefly explains
the SIMSAFADIM-CLASTIC program.
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2.2 Definition of model
The Dictionary of Earth Sciences (Allaby [2008]) defines model as:
“Representation of reality in which the main features of some aspect of the
real world are presented in simplified terms in order to make that aspect
easier to comprehend, and often to facilitate the making of predictions.”
Lehr [1990] in an editorial wrote about models:
“Every area of science uses models as intellectual devices for making natural
processes easier to understand.”
Tetzlaff [2004] defines model as:
“A model is a simplified representation of a real system. To be useful, it must
permit easier manipulation and visualization than the system it represents,
while still emulating the system’s main behaviour and components.”
Kinzelbach [1986] wrote:
“Models are approximations of reality, not reality itself”
From the previous definitions, geological modelling could be defined as a limited
representation of a geological system or a process observed in reality. This def-
inition implies that a model is not reality, a model is an abstraction of it, and
includes specific parts of the reality, focusing on the most relevant parameters to
describe the studied system.
2.3 Classification of geological models.
A large range of geological models exist and there are no standard classifications
for them. In the last 15 years, Dalmasso et al. [2001], Paola [2000] and Tetzlaff
[2004] have proposed classifications of geologic models. Combining them, models
can be classified as follows:
Geometric or dynamic models.
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A geometric model is one in which the sediment surface is represented by one or
more surfaces with predetermined geometry. Dynamic models are those in which
the surface evolves according to some representation of how the elements and pro-
cesses present in the modelled system interact. Dynamic basin models are also
called ’process- based’ models.
The number of spatial dimensions.
The first dimension in stratigraphy is the vertical direction. One-dimensional
models (1D) are a natural starting point for thinking about vertical sequences.
Two-dimensional (2D) models add the horizontal dimension parallel to the mean
transport direction. Two-dimensional models that attempt to account partially for
three-dimensional effects are sometimes called ’two-and-a-half’ (2DH) dimensional.
Nonetheless, there are many cases, such as basins with multiple interacting source
points, or combined lateral and transverse flow, or strongly three-dimensional sub-
sidence, in which a fully three-dimensional (3D) model becomes necessary.
Rule-based or deductive models.
Rule-based models construct a model from ’rules’ that may vary from attempts to
simplify fundamental laws to purely intuitive guesses. Deductive models are de-
veloped using fundamental governing equations, making suitable simplifications.
Coupled or uncoupled models.
Coupling refers to connecting different components of a model system so that they
can interact via shared terms in governing equations. On the other hand, decou-
pling components in a model are independent and do not interact with others.
Analytical or simulation models.
An analytical model means one designed primarily for analysing general aspects
or behaviours of a system. It is typically intended to be an abstract, minimalist
representation, retaining only those aspects of the dynamics that the modeller
thinks are essential to the problem at hand.
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Simulation models are intended to reproduce more of the details of particular cases.
Probabilistic or deterministic models.
A probabilistic model is one that includes random variables, i.e. variables that
are represented by probability-density functions. In contrast, deterministic sim-
ulations involve experiments that model the dynamic interaction of processes to
create known, defined responses.
Forward or inverse models.
In forward stratigraphic models, stratigraphic data are simulated through time
using a predefined set of input parameters that are usually chosen on the basis of
geological knowledge to obtain a close fit between the numerical and the geological
models. Calibration is done by repeatedly running models, comparing their output
with geological data, and modifying the parameters to minimize the differences
between the model and geological reality.
Inversion is a quantitative method of obtaining inferences from empirical obser-
vations. From a stratigraphic data set, the inverse model extracts values of the
processes that operated to produce an observed stratigraphy. The main difference
between inversion and other methods is that an inverse method gives information
about accuracy, error and uncertainty of the results.
2.4 Antecedents
Several numerical models exist that simulate geological processes present in sed-
imentary basins. The first dynamic model used in stratigraphic modelling was
presented by Culling [1960] who proposes a diffusion model for fluid flow. Later,
Krumbein [1967] discusses the applications of computing applied to geology.
Based on these previous works, several sedimentation process-based models were
developed during the second half of the 1960’s, including the carbonate sedimen-
tation model based on an ecological model of carbonate producing organisms
by Harbaugh [1966], and Harbaugh and Wahlstedt [1967]; evaporitic sedimen-
tation models by Briggs and Pollack [1967]; and clastic sedimentation models by
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Harbaugh and Bonham-Carter [1970]. Komar [1973] introduced a 2-dimensional
process-based model that interplays the delta morphology with the wave flow
and the sediment supply. At the end of the 1970’s, Allen [1978] and Bridge and
Leeder [1979] independently developed models that combine geometrical relation-
ships with stochastic functions to characterize the sandy bodies of alluvial systems.
During the 1980’s and 90’s, due to improvements in computing, a qualitative ad-
vance was made in sedimentary basin modelling and several 2D carbonate models
were made (Bice [1991], Bosence and Waltham [1990], Bosence et al. [1994], Boss-
cher and Southam [1992], Goldhammer et al. [1987], Li et al. [1993], Read et al.
[1986, 1991], Strobel et al. [1989], Whitaker et al. [1997, 1999]). Dalmasso et al.
[2001] and Paola [2000] presented comparisons among some of these models.
During the end of the XX Century and the beginning of the XXI century, com-
puter programs which produce 3D results of carbonate systems were developed,
such as Burgess and Wright [2003], who presented a model that includes depth-
dependent stochastic carbonate production and includes erosion, transport, and
deposition governed by a regional transport direction that can vary stochasti-
cally through time. FUZZIM (Nordlund [1999]), a computer program based on
mathematical fuzzy logic, computes a basin infilling model using simple geological
rules. Similarly, a fuzzy logic model to simulate microbial reef development named
Fuzzyreef is presented (Parcell [2003]). DIONISOS (Granjeon and Joseph [1999]) is
a black box 3D stratigraphic simulator developed by ELF. REPRO (Hüssner et al.
[2001]) is a 3D computer simulation program for the modelling of carbonate envi-
ronments using a depth-dependent logistic growth function for carbonate growth
combined with linear diffusion, so accounting for the lateral spreading of reefs.
CARB3D+ (Paterson et al. [2006]) can simulate sedimentary facies, geometries,
and early diagenesis of isolated carbonate platforms in a sequence stratigraphic
context. SEDSIM (Griffiths et al. [2001]) is a 3D stratigraphic modelling program
initially developed at Stanford University in the 80’s. The software was further
developed and refined at the University of Adelaide, South Australia in 1994, and
finally switched to CSIRO in 2000. The model SEDSIM is capable of simulating
sediment erosion, transport, and deposition, and predicting both the clastic and
carbonate sediment distribution on a given bathymetric surface.
In the last years many software packages have been developed to model and sim-
ulate carbonate sedimentary processes. The following is a brief introduction to
some of these developed models.
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CARBONATE-3D is a forward numerical model focused on simulating the strati-
graphic and sedimentological development of carbonate platforms and mixed carbonate-
siliciclastic shelves by simulating the following sedimentary processes: carbonate
shallow, pelagic sediment production and deposition, coarse and fine siliciclastic
input, erosion, transport and redeposition of sediment, dissolution of subaerially
exposed carbonate (Warrlich et al. [2008, 2002]).
GPM (Hill et al. [2009]) models shallow-marine carbonate depositional systems
using light penetration, wave energy and predicted carbonate supersaturation as
the major controls on carbonate production. The program interacts with an ex-
isting siliciclastic model, GPM (Tetzlaff [2005]), and so includes the processes of
erosion, deposition, wave action, compaction, fault activity, fluctuating sea level,
siliciclastic sediment sources and flow regimes from that model.
CarboCAT (Burgess [2013]) is a numerical model of carbonate deposystems, in-
cluding various geological processes such as tectonic subsidence, eustatic sea level
oscillations, water depth-dependent carbonate production rates in multiple car-
bonate factories, lateral migration of carbonate lithofacies bodies, and a simple
representation of sediment transport.
Finally, the forward process-based SIMSAFADIM-CLASTIC program represents a
valid approximation of a basin-wide chrono-spatial evolution of mixed carbonate-
siliciclastic or pure carbonate systems. This model simulates subaquatic mixed
carbonate-siliciclastic transport and sedimentation processes. This model is the
one used in this thesis to implement the new carbonate production model. The
next section introduces a brief description of the previous version of the program.
2.5 SIMSAFADIM-CLASTIC
SIMSAFADIM-CLASTIC is a 2DH process-based forward numerical model to
simulate carbonate-clastic marine sedimentary basins. The first release, named
SIMSAFADIM (SIMulation of Stratigraphic Architecture and FAcies DIstribu-
tion Model), appeared in 2001. This initial version was based on the previous
work of Bitzer and Salas [2001, 2002] and it was focused on carbonate basin mod-
elling. Gratacós [2004] included the transport and sedimentation of siliciclastic
sediments in the code as well as their effects in the carbonate production, re-
naming the program SIMSAFADIM-CLASTIC. Carmona et al. [2010] combined
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SIMSAFADIM-CLASTIC with a discrete element model of the tectonic deforma-
tion in a single framework obtaining a numerical program able to model syntectonic
sedimentation.
Since its inception, there have been several examples and real case studies that
have demonstrated the versatility, efficiency and usefulness of the program (Bitzer
[2004], Gratacós et al. [2009a,b], Salas and Bitzer [2001]).
2.5.1 Fluid flow and sediment transport
Fluid flow and sediment transport are considered the basic parameters in the
establishment of the main physical conditions for sedimentation process. The
software uses them to model the rest of the processes.
The conceptual model for fluid flow establishes the general trend of the flow system
to determine the sediment transport in the basin over a long time scale (thousands
of years) at basin scale (kilometres) with an acceptable computational time. Some
simplifications are made to achieve this aim: flow is considered as laminar (non-
turbulent) and irrotational; the viscosity and the variations of flow due to changes
in density, temperature and salinity are negligible; the velocity of flow depends
on the water depth, but the fluid flow is considered uniform over water column
leading a two-dimensional flow.
These conditions define a potential laminar flow of an incompressible Newtonian
fluid, and according to this conceptual model the mathematical model is the Eq.










where h is the potential head [L]; x and y are spatial coordinates [L]; t is time [T ];
and q is the source fluid term [L3/T ].
Relating to the sediment transport model, it must determine the movement of
solid particles due to the movement of fluid. The assumptions and simplifications
are: the model assumes that all sediment particles are transported by suspension
(saltation or bed load are not considered); suspended sediment is uniformly dis-
tributed in the water column to simulate the mixture produced by a turbulent flow;
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and sediment is transported by diffusion, dispersion, and advection. Considering






































where D∗ is the diffusion coefficient [L2/T ]; C is the sediment mass in suspension
[M ]; vx and vy [L/T ] are the average linear fluid flow velocities in the x and y
directions; αx and αy [L
2/T ] are the mechanical coefficients of dispersion in the x
and y directions and are functions of the average linear velocity: αx = dxvx and
αy = dyvy (where dx and dy [L] are the dispersivity in the x and y directions);
and t is time [T ].
The finite element method is used to solve the Eq. 2.1 and 2.2 for fluid flow and
sediment transport respectively. Consequently, the topography of the initial basin
is discretized into triangular finite element mesh. These elements will be the basis
to develop and solve the differential equations that manage the fluid flow and
sediment transport processes.
The Galerkin-finite-element method using linear interpolation functions is applied
to fluid flow (Eq. 2.1) and transport (Eq. 2.2). The application of the method
results in a system of ordinary differential equations with respect to time. The time
derivative is discretized using the difference method. The system can be solved
using any of the three schemes: explicit, implicit, or a Crank-Nicholson scheme. In
order to minimize numerical errors and obtain reasonable results, several criteria
must be considered regarding spatial and time discretization.
Forward time steps are chosen according to the Courant–Friedrichs–Lewy con-
dition, which provides the conditions to ensure the stability of the differential
equations solutions and reduces over shoot.
In relation to space discretization, it has to be taken into account that the charac-
teristic size of elements should not exceed the longitudinal dispersivity to control
numerical dispersion. Also, to guarantee the accuracy of the results, indepen-
dently of grid-orientation, discretization has to be in the order of magnitude of
the transverse dispersivity for large ratios (αL/αT ).
Chapter 2. Carbonate production model 35
Initial and boundary conditions are also required to solve both equations. The
initial conditions for the fluid flow equation set an initial value of the piezometric
height in all the nodes of the basin. In order to solve the transport equation, an
initial concentration of sediment in each node over the whole basin is defined. This
concentration can be fixed as a zero value.
Only two types of boundary conditions are admitted for both equations (2.1 and
2.2). The first kind sets a potential value in the boundary for the fluid flow and
a constant concentration for the transport equation. The second kind is defined
by a specific value of the fluid flow (special case: boundaries without flux) and
by zero dispersive-flux boundaries in the case of the transport equation (Eq. 2.2).
These boundary conditions can vary during the evolution of the model.
2.5.2 Clastic sedimentation
With regard to sedimentation, the model assumes that sedimentation depends




where fdi is a deposition factor [dimensionless], which is a function of the theoret-
ical settling velocity (or settling velocity in the absence of fluid flow), water depth,
and a velocity factor (scaled between 0 and 1, and which depends on fluid flow
velocity and the critical velocity for deposition); Ci [M ] is the mass of sediment i
in the water column; Cdi [L] is the thickness of sediment deposited; i is the index
of the clastic sediment; and t is time [T ].
Settling velocity depends on particle size and the shear forces imposed by turbulent
flow. As SIMSAFADIM-CLASTIC does not consider turbulent flow, the program
assumes a linear correlation between settling velocity and flow velocity.
Small-scale transport and deposition processes (wave action, etc.) are considered
to be diffusive and dispersive processes.
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2.5.3 Carbonate production
For carbonate production, the program applies the growth of carbonate producing
species association and their interaction with the environment using the ecological
model mathematically expressed by the predator-prey Lotka-Volterra equations
(Lotka [1924], Volterra [1931]). These equations (Eq. 2.4) define the evolution of










where Ni is the organisms population of species i; t is time; εi is the intrinsic rate
of increase/decrease of a population of species i; αij is the interaction coefficient
among the species association; Ck is the concentration of clastic sediments in
suspension; the factors jiCk are the influence of each clastic sediment to the species
i.
Knowing species association population, carbonate production (Eq. 2.5) is calcu-
lated using a carbonate production factor for each species association modelled.
Production factors are specified at the maximum population. These maximum







where Pi is the carbonate production, t is time, Rmax i is the carbonate production
factor when population is at its maximum, and Ki is the maximum population of






Carbonate systems modelling is an approximation of the real carbonate environ-
ments. Although the models could be simple approximations, a crude prediction
may be better than none. Models of low absolute accuracy may still correctly
reflect the different tendencies of a system (Kinzelbach [1986]).
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The existing published models simulate carbonate sedimentary environments using
different techniques and approximations (e.g., fuzzy logic, stochastic approach,
cellular automata), and take into account different processes and parameters (e.g.,
water depth, erosion, sea level changes, carbonate saturation).
Some of these models have been designed to be applied to a concrete carbon-
ate environment, e.g., modelling shallow-water environments (Hill et al. [2009]),
modelling a reef growing (Bosscher and Southam [1992]), or modelling peritidal
carbonates (Burgess et al. [2006]). Other models have been designed to model
several environments on a basin (e.g., Warrlich et al. [2002]).
All models, including the models presented in this chapter, represent an advance
in carbonate sedimentation knowledge and have helped and continue to help to
understand the behaviour of carbonate systems.
SIMSAFADIM-CLASTIC, the base model used in this dissertation, takes into ac-
count several processes and parameters and it can be applied to a broad range
of environments present in a marine sedimentary basin. Some of the limitations
and omissions presented in the SIMSAFADIM-CLASTIC have been solved and/or
added in the development of this work, and the solutions are presented and dis-





Some authors consider that all carbonate compounds are directly or indirectly
linked to biological activity (Schlager [2005]), others consider some cases such as
the whitings in the Bahamas are not linked to biological activity (Morse et al.
[2003]). Regardless, carbonate sediments have largely an organic origin (Flügel
[2010]).
The evolution of carbonate systems is controlled by a complex interaction of envi-
ronmental parameters, such as biological interactions, sediment accommodation,
climatic conditions and oceanographic configuration, which determine the type and
amount of carbonate production. Thus, the growth potential of carbonate pro-
ducing organisms is limited by their ecological requirements (e.g., Kleypas et al.
[1999], Mutti and Hallock [2003], Schlager [2005], Westphal et al. [2010]).
Inclusion of the ecological processes is necessary to create a more accurate model
of carbonate production, because carbonate sediments are produced by biological
activity. The mathematical representation of an ecological system is the ecological
modelling, which simulate the organisms dynamics and their interaction with the
environment. One of the earliest and most well-known ecological model is the
predator-prey model of Lotka [1924] and Volterra [1931]. The Lotka-Volterra (LV)
equations illustrate some of the features of ecological models: species populations
growth, and the interaction with other species populations.
39
Chapter 3. Carbonate production model 40
3.2 Lotka-Volterra ecological modelling
The most common models for species evolution in ecological modelling are the
predator-prey Lotka-Volterra (LV) equation and its modifications. The previous
SIMSAFADIM-CLASTIC code uses the predator-prey equations, and it allows
modelling of the interaction among 3 species associations (Bitzer and Salas [2001,
2002]).
From LV equations, Roberts [1974] and Tregonning and Roberts [1979] formulated
the Generalized Lotka-Volterra (GLV) equation (Eq. 3.3 and 3.4) that allows
unlimited number of species and different kinds of interactions among them (Tab.
3.1). It is mainly formed by two parts, the logistic growth/decay of species, and
its interaction with the others species populations (Blanco [1993]).
3.2.1 Logistic equation
A typical model used for simulating a single species development (without taking
into account the interaction with other species) is the logistic equation (e.g., Gill-
man [2009], Pastor [2008], Schlager [2005]), mathematically expressed in Eq. 3.1.
It relates the population growth with the population, the rate of increase, and the
carrying capacity of the environment
dNi
dt




whereNi [dimensionless] is the population of species i; εi [T
−1] is the intrinsic rate
of increase of population i (also called Malthusian parameter); Ki [dimensionless]
is the carrying capacity of species i, i.e. the maximum number of individuals that
a habitat can support; and t is time [T ].
Both parameters, εi and Ki, are determined by intrinsic properties like birth and
mortality, and environmental factors (light, nutrients, clastic sediments in sus-
pension, etc.). This equation is a first-order autonomous ordinary differential
equation. The solution of this equation presents one unstable critical point at
population Ni = 0, and one stable critical point at population Ni = Ki (Fig. 3.1
A, B and C).
































Figure 3.1: Example of the evolution of an organism using the logistic equation
(Eq. 3.1) and considering different parameters: A: results using two different K
values (K1 > K2) and the same values for ε and N0. B: results for three different
ε (ε1 > ε2 > ε3) and the same K and N0 values. C: results for six different
initial populations N0 (N0−1 < N0−2 < N0−3 < N0−4 < K < N0−5 < N0−6)
and the same K and ε values.
The equation integration to obtain a solution needs an initial condition, which is
the initial population. Thus the equation solution also depends on initial popu-
lation Ni0: initial populations 0 < Ni0 < K grow to K, and initial populations
Ni0 > K decrease to K (Fig. 3.1 C). Solutions follow curves similar to those shown
in Fig. 3.1 C.
In order to determine the values for these parameters from actual ecosystems,
several techniques can be used, including statistical methods (e.g., Shatalov et al.
[2008]), laboratory experiments (e.g., Eppley [1972]), or estimations from obser-
vation (e.g., Fay and Greeff [2008]).
Direct observations and laboratory techniques applied to the actual ecosystems
are not useful in the fossil record, thus only statistical methods and parameter
estimations (applying actualism and deduction from the fossil record) are possible
(e.g., Craig and Oertel [1966], Rodŕıguez et al. [2014]).
The estimates ε∗ and K∗ depend on the environmental conditions and the char-
acteristics of the species itself. For example, photosynthetic benthic species need
access to light for their photosynthetic activity, or access to water for the benthic
filter feeders. Thus, K could be reasonably assumed to be proportional to available
surface of seabed. Determining possible values for nektonic or planktonic species
like ammonites or diatoms is more difficult. The growing time of a species by
intrinsic reproduction to its maximum population in a stable ecosystem in geolog-
ical scale can be reasonably considered to be mathematically insignificant, hence
ε∗ = 1 and the populations depends then only on K.
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3.2.2 Interaction among species
One organism does not live alone; there are several organisms living together and
interacting, some of them competing for resources, others cooperating, etc.. These
interactions affect the development of each organism.
The interaction of one species with other is proportional to both populations (Ni
and Nj) and to an interaction coefficient (αij) (Gillman [2009]) expressed with a
value between -1 to 1 according with the list of interactions of Tab. 3.1.
As close to the 0 value of the interaction coefficient the less effect that one species
has on another. Closer to the value -1 the effect of one organism over the other is
more detrimental. Closer to the value 1 the effect of one organism over the other
is more beneficial.
The interaction among various species can be expressed through the interaction
matrix A, formed by the interaction coefficients αij (Eq. 3.2). This matrix is a
square matrix and does not necessarily need any kind of symmetry, because αij is
not necessarily αij or −αij. The diagonal values of the matrix αii are interspecific
interactions and express the interaction between organisms of the same species.
Normally αii is a negative value to prevent exponential infinite growth and defines
the internal competition for resources.
A =

α11 α12 . . . α1j





αi1 αi2 . . . αii
 (3.2)
On the other hand, the interaction among species also depends on species popula-
tion. This implies that a high value of coefficient interaction (positive or negative)
could not affect strongly the species due to the low population, and vice versa,
high population could have strong effect despite the interaction coefficient is near
zero (Fig. 3.2).
The interaction matrix describes the ecosystem dynamics at a time scale and a
time resolution that determines the lifespan of the individuals of that species,
whereas the fossil record captures information over a far greater time scale. In
other words, it is not possible to determine in the geological record which organisms
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Table 3.1: List of interaction possibilities among species, the effects on species,
and the considered range of αij values.
Interaction Effects on i αij range Effects on j αji range
Neutralism no effects αij = 0 no effects αji = 0
Amensalism detrimental −1 ≤ αij < 0 no effects αji = 0
Commensalism beneficial 0 < αij ≤ 1 no effects αji = 0
Competition detrimental −1 ≤ αij < 0 detrimental −1 ≤ αji < 0
Mutualism beneficial 0 < αij ≤ 1 beneficial 0 < αji ≤ 1
Predation beneficial 0 < αij ≤ 1 detrimental −1 ≤ αji < 0





















Figure 3.2: Diagram to show an example of the effects of populations and the
interaction coefficient to a species. The effects of species B, C, and D over A is
the same, but the interaction coefficient and populations vary. Species B has a
lower interaction factor than Species D but due to a higher population the effect
is the same in both cases. Species C despite has a great populations (compared
with the others) the effect is the same due to a low interaction coefficient.
lived together in a particular ecosystem at one particular point in time. It might
not be possible to compare model results with geological data.
The only plausible way to apply the interaction matrix to the geological record
is to fix the behaviour using a predation-prey-mutualism-symbiosis-competition
conceptual relationship and ascribe some reasonable values to this formalism (Tab.
3.1); this quantification is not verifiable: it can be only applied for one model and
is not possible to generalize applying this quantification to other models.
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3.2.3 Generalized Lotka-Volterra equation
Adding the interaction among species to the logistic growth, obtains the Eq. 3.3,
which is equivalent to the Eq. 3.1 for one species evolution with αii = −εi/Ki.







where Ni [dimensionless] is the population of organisms group i; t is time [T ]; εi
[T−1] is the intrinsic rate of increase/decrease of a population of organisms group
i; and αij [T
−1] is the interaction coefficient among the species i and j.
Equation 3.3 can be written in matrix formulation as
dNi
dt
= diag [N ] · (E + A ·N) (3.4)
where N is the vector of population densities, E is the vector of all Mathusian
parameters, A is the matrix of interaction coefficient (interaction matrix), and
diag[N ] is a square matrix with diagonal elements equal to N , and zeros outside
the diagonal.
Ecologists consider that a stable system occurs when the modelled organisms co-
habit and no extinctions exist. The solution of this equation presents one unstable
critical point at population N = 0, and one stable critical point at population
N = N∗ (Fig. 3.3).
N∗ = −EA−1 (3.5)
where N∗ is the vector of maximum population (equilibrium point), E is the vector
formed by the growth rates and A is the matrix of interaction coefficient.
The GLV equation (Eq. 3.3 and 3.4) does not necessarily correspond to a stable
system, i.e. some combinations of E and A might correspond to systems which
quickly produce the extinction of some or all organisms considered. The stability
of this system is mostly controlled by the eigenvalues of the linearisation of equa-
tions at an equilibrium point (Gillman [2009]). Thus, an extinction of a species
association might be related with changes in this matrix.
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A: NO INTERACTION BETWEEN SPECIES
B: STABLE SYSTEM CONSTANT POPULATIONS
C: STABLE SYSTEM WITH PERIODIC POPULATIONS 
D: UNSTABLE SYSTEM
Figure 3.3: Population curves of two species against time (note the logarithmic
scale in vertical axe), and the trajectories of species. See the explanation in text.
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The evolution of a population without interaction with other organisms follows the
curve shown in Fig. 3.3 A; in this case both populations decrease to the carrying
capacity, and then both populations keep stable.
When the interaction among species is included, the populations have distinct
evolutions depending on the coefficient matrix. When the system tends to reaches
a stable point (Fig. 3.3 B) the modelled organisms can also reach a constant
population. In the case of periodic population, the population dynamics follow
the concentric curves of Fig. 3.3 B. Finally, in the case of an unstable system, one
or more modelled populations of the system extinct (the population N1 disappears
in Fig. 3.3 C).
3.3 Carbonate production
Knowing the species population through the GLV equations, the carbonate pro-
duced by these organisms can be calculated. The skeleton produced by organisms
have singular characteristics, different chemical composition, several structures
and forms, different growth rate when the organisms is young or adult, etc..
The proposed model considers different carbonate sediment for each species mod-
elled. The carbonate production by an species is simplified considering that the
distribution of young and adult specimens of an species remains constant, a con-
stant carbonate production during the species development, and this production
exclusively depends on the population of the species.
This model uses a production factor specified for the maximum population of each
modelled species, and then linearly downscaled to the actual population. The
formulation applied in the case without interspecific interactions (there are not
interactions among species) depends on the carrying capacity K (Ki = εi/αii),







when interaction among species are defined, the model computes the carbonate
production taking into account the maximum population at the equilibrium point,
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Figure 3.4: Evolution of a population (A) with ε = 1.0, and its carbonate
production (B) considering Rmax = 1.0. The colour lines represents the popu-









where Pi is the carbonate production [L]; t is time [T ]; Rmax i [L/T ] is the carbon-
ate production factor when population i is at its maximum; Ni [dimensionless] is
the population of species i; and N∗i [dimensionless] is the maximum population
of species i at the equilibrium point, computed with Eq. 3.5.
Considering the Fig. 3.4, where the evolution of population and its carbonate
production is plotted using ε = 1.0 and Rmax = 1.0:
• If N = K (green line in Fig. 3.4 A), thus the value of N/K = 1 and the
carbonate production P = Rmax · t, and the slope of carbonate production
is constant (green line in Fig. 3.4 B).
• If N < K (red and orange lines in Fig. 3.4 A), the value of N/K < 1
and the carbonate production P < Rmax with a increasing slope, until the
population reaches the population K, then the slope is constant indicating
a constant carbonate production (red and orange lines in Fig. 3.4 B).
• In the case of N > K (lilac, blue and cyan lines in Fig. 3.4 A), N/K > 1 and
the carbonate production P > Rmax with decreasing slope, until the pop-
ulation arrives to population K, then the carbonate production is constant
(lilac, blue and cyan lines in Fig. 3.4 B).
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3.4 Discussion
Lotka-Voltera equations are usually used to model the evolution of an ecosystem.
Despite this, they present some deficiencies (Guowei et al. [1991]): LV equations
lack sufficient and reasonable theoretical foundation. The only theoretical ba-
sis of LV equations, Logistic equation, has many deficiencies, too. It has been
preliminarily proved that it is not a reasonable general theoretical model of sin-
gle population growth. In addition, LV equations oversimplify the processes of
intraspecific and interspecific competitions.
There are many ecological models (e.g., Allen [1997], Blackford et al. [2004], Car-
lotti et al. [2014], Cugier et al. [2005]), which are designed and applied for present
ecosystems for short time periods (years to decades) with a deep knowledge of
physicochemical conditions. These models require an extensive knowledge of the
system to input the many needed parameters.
Nonetheless, the LV and GLV equations are useful in simulating the evolution
of fossil ecosystems, because they simulate the basic ecological interactions of a
system using a few initial parameters deduced from fossil and sedimentary record.
Regarding carbonate production, the common scheme to model the carbonate
production by several forward numericals models uses a constant production rate
(e.g., Bosence and Waltham [1990], Bosscher and Southam [1992]), resulting a
linear system. In this case, the production modelling follows the classical linear





The previous chapter (chapter 3) introduced the GLV equation. In the explana-
tion, the growth rate was considered constant during the modelling time, standing
for stable environmental conditions. But the environment conditions change at
geological time scale and the parameter ε can change.
In this chapter, the environmental factors that influence the carbonate producing
organisms and the way to quantify these parameters are introduced, as well as
the modelling antecedents in previous models. The conceptual and mathematical
model are also explained.
The environmental factors taken into account in the program are the bottom profile
(slope), energy of the medium (flow velocity), siliciclastic sediment in suspension,
nutrients and light effects.
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4.2 Environmental parameters
4.2.1 Light
Physical description and biological influence:
The sun irradiates the earth with a peak in the visible spectrum. The ocean
absorbs light in much shorter distances than the atmosphere. When this short-
wave energy penetrates the sea, some of it is scattered, but much is absorbed,
almost all within the top 100 m (Talley et al. [2011]). Irradiance decreases with
depth according to the Beer-Lambert law exponential equation (e.g., Cugier et al.
[2005], Schlager [2005]):
IWd = I0 · e(cle Wd) (4.1)
where IWd is the irradiance at water depth Wd; I0 is the surface irradiance; and
cle is the light extinction coefficient.
Light is the most important control on carbonate production because of the dom-
inance of photoautotrophic organisms. The link between carbonate production,
photosynthesis and light explains the decrease of carbonate production with water
depth (Schlager [2005]).
Organisms live in a specific range of light intensity. Consequently, light is one
of the parameters that determine the presence of organisms at a certain water
depth range. Species can be classified in euphotic (autotrophs and mixotrophs),
oligophotic (autotrophs and mixotrophs) and photo-independent biota (heterotrophs)
(Flügel [2010]), according to their preferred light intensity.
Euphotic biota (autotrophs and mixotrophs) need good light conditions and live
in shallow wave-agitated environments of the euphotic zone. Recent examples are
green algae and scleractinian corals.
Oligophotic biota (autotrophs and mixotrophs) live under poor light conditions,
either in shaded shallow-water zones or deeper on the shelf. The oligophotic zone
on the shelf is characterized by a decrease in light and water temperature. Red
algae and a number of larger foraminifera are characteristic of this zone.
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Photo-independent biota (heterotrophs) are not controlled by light. These
organisms can live in any environment and at all water depths, depending on
the temperature, salinity and water energy, but are concentrated in the photic or
aphotic zone according to the availability of nutrients and food. Examples are
bryozoans, mollusks, crinoids, brachiopods, and sponges.
Flügel [2010] lists several criteria to determine the water depth of the produced
carbonate in a basin, including depth distribution patterns of green and red algae,
ratio of foraminiferal groups to estimate paleodepth conditions in shelf and deep-
sea environments, or open-space and fenestral fabrics.
Antecedents:
Common current numerical models take carbonate production rate to primarily
and strongly depend on depth (Paola [2000]). Analytical forms to model this de-
pendence are obtained by relating carbonate sedimentation to known functions
for light attenuation in the ocean (Fig. 4.1), typically for coral growth and, con-
sequently, for shallow water carbonate production (Bice [1991], Bitzer and Salas
[2002], Bosscher and Southam [1992], Boylan et al. [2002], Cuevas Castell et al.
[2007], Hill et al. [2009], Hüssner et al. [2001], Read et al. [1991], Warrlich et al.
[2002]).
Alternatively, a most flexible but less analytical way to introduce the light effects
is specifying a general form of the curve using a set of interpolated break point
(e.g., Demicco [1998]).
Conceptual and mathematical model:
As mentioned above, light penetration in the water column depends mainly on
water depth. The implemented model does not directly calculate the irradiance of
light, instead a defined water depth range where a species could develop is used
in the model.
Water depth is the difference between the bathymetry and the sea level; it changes
due to subsidence, settled sediments, and the sea level variations. It must be taken
into account that the effects of sediments in suspension, which affect the light
extinction, are applied as another environmental factor (section 4.2.2).
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Figure 4.1: carbonate production models as a function of light intensity. Com-
parison among several authors. Modified from Paola [2000].
Although the model is not analytical, it allows modelling all type of organisms
(e.g.., benthic, nektonic, or planktonic species) in euphotic, oligophotic or aphotic
water layer (Fig. 4.2).



















where Wd [L] is the water depth; Sl is the sea level [L]; B is the bathymetry [L];
Cdi is the deposited sediment i [L]; Su is the subsidence [L], and t is time [T ].
A function defined by a set of n points {Wdi, fwdi}1≤i≤n linearly interpolated is
used to define the water depth range where a species could develop. Knowing the
water depth and this function, it is simple to know the water depth factor fwd,
which should be a value scaled between 0 and 1 [dimensionless].
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Figure 4.2: Conceptual model for light effects. A: range of water depth where
species grow. Sp. A is the typical euphotic organism; Sp. B is the typical
oligophotic organism; Sp. C imitates photo-independent organisms; and Sp.
D non-benthic euphotic organisms. B: theoretical basin and the distribution
of the 4 species in the basin depending on water depth. Sp. A is positioned
in the benthic region of the euphotic water depth. Sp. B represents benthic
organisms of the oligophotic water depth. Sp. C and D are distributed in the
whole basin and represent photo independent organisms and euphotic species
that swimming or live suspected in the water.
4.2.2 Sediments in suspension
Physical description and biological influence:
The source of geological clastic sediments (inorganic) is primarily weathering of
terrestrial soils and rocks that are carried to the ocean by the wind and rivers.
These sediments are transported by creep, saltation and suspension depending on
sediment size and energy of the medium (Fig. 4.3).
Sediment in suspension in the water column affects the organisms through 3 ways:
reducing light penetration (mainly affecting photosynthetic organisms), increasing
water temperatures and decreasing dissolved oxygen levels, and causing difficulty
in obtaining food (e.g., feeders). In all cases, the presence of sediment in suspension
may reduce the development of organisms.
Several studies have determined the influence of suspended sediments in the light
penetration and autotrophic organisms in actual ecosystems (e.g., Bach et al.
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Figure 4.3: Erosion, transport and sedimentation in water flows as a function
of grain size and flow velocity (modified Hjülstrøm diagram) in an open, constant
1m deep channel. Note that fine-grained particles can be transported at very
low flow velocities, but once settled, relatively high velocities are required to
erode them due to clay cohesiveness.
[1992], Cugier et al. [2005]) determining the light extinction coefficient as a function
of suspended sediment concentration. Other studies have studied the effects of
suspended sediment concentration to heterotrophs organisms in actual ecosystems
(e.g., Ellis et al. [2002], Hewitt et al. [2008], Wenger et al. [2012]).
Antecedents:
Many forward numerical models for sedimentary basins simulate this parame-
ter including it in the light extinction coefficient (e.g., Bice [1991], Bosscher and
Southam [1992], Boylan et al. [2002], Hüssner et al. [2001], Warrlich et al. [2002]).
However, this method does not allow for the modelling of the photo-independent
biota. According to the easily available bibliography, the stratigraphic forward
modelling to date does not directly contemplate this parameter as an environmen-
tal factor.
Conceptual and mathematical model:
To apply this environmental parameter, it is necessary to know the concentration
of each type of sediment in suspension, which depends on the flow that transports
and distributes the sediments in the basin. Once this distribution is determined,
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Figure 4.4: Conceptual model for sediment in suspension effects. A: functions
applied to species that relate carbonate production and sediment in suspension.
Sp. A lives in areas with low concentration of sediment in suspension, whereas
suspended sediment does not affect Sp.B. B: Conceptual sketch with sediment
concentrations in suspension and the corresponding distribution of both species
following the previous rules.
a defined sediment concentration range where a species could develop is used in
the model (Fig. 4.4).
The model to compute the effects of clastic sediment in suspension uses the
SIMSAFADIM-CLASTIC model for transport (Gratacós [2004], Gratacós et al.
[2009a]).
The SIMSAFADIM-CLASTIC program uses a fluid flow model based on a poten-
tial flow defined in Eq. 2.1, which considers uniform velocity over depth, leading
to a 2D flow model (Gratacós [2004], Gratacós et al. [2009a]). For modelling sed-
iment transport, the used algorithm assumes that all particles in suspension are
uniformly distributed within the water column in order to simulate the turbulent
flow. Particles are then transported by diffusion, dispersion and advection (Eq.
2.2) in the horizontal directions (Gratacós [2004], Gratacós et al. [2009a]).
Knowing the sediment concentration in suspension, a function introduced as a set
of n points {Csi, fCsi}1≤i≤n linearly interpolated defines the relationship of species
development against sediment concentration is suspension. This function returns
the influence of suspended sediment concentration to the species development (a
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value between 0 and 1). A function for each sediment type modelled for each
species should be defined.
4.2.3 Energy of the medium
Physical description and biological influence:
The energy of the medium is the phrase used in this work to refer to physical
processes that move the water mass. It includes waves, tides, and currents (from
rivers inflows or geostrophic currents).
Wave energy is locally not the most important parameter in the growth of carbon-
ate producing species, but it has been suggested to have a much more important
controlling effect at a regional scale (Kleypas et al. [1999]). For example, wave en-
ergy affects the production and erosion rates, and the transport of sediment. Wave
energy determines the morphology, and the coral branching complexity decreases
as hydrodynamic stress increases (Chappell [1980]) (Fig. 4.5).
Currents are major controlling factors influencing the distribution of sediment
and organisms. Currents control the distribution of larvae and nutrients, water
temperature, the geometry of reefs (e.g., spur and groove structures), as well as
the growth pattern of reef builders.
The kinetic energy (due to wave or current action) exists in the water of a sedi-
mentary environment either at the interface of deposition or above it. Depending
on the water depth, wave amplitude and storm activity, the energy level at the
depositional interface may be fairly constant, or may vary widely as a function of
time (Flügel [2010]).
Inferred degree of water agitation in the sedimentary environment of deposition is
the Energy Index (EI), classified by Plumley et al. [1962] who distinguished five
major limestone categories I to V, representing a grading spectrum from quiet
water to strongly agitated water deposits:
Type I represents the end of the spectrum with minimum water agitation. The
principal feature of these quiet-water limestones is the lack of recognizable trans-
ported particles. Fossil assemblages are simple and consist of many individuals
but few species. Fossils are not transported and not rounded; many fossils are
unbroken.
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Type II, representing alternate deposition in agitated and quiet water, is charac-
terized by a mixture of quiet and agitated water criteria. Microcrystalline calcite
matrix comprises more than 50% of the rock. The admixture of > 50% transported
grains is considered as evidence for intermittent water energy. Fossil assemblages
are more highly complex than those of Type I.
Type III describes deposition in slightly agitated water. The size of the trans-
ported grains varies from silt through fine-grained sand. It includes nonfossilif-
erous, sparsely or moderately fossiliferous limestones as well as limestones with
abundant and diverse fossils. Grains are sub-rounded to rounded. No conspicuous
clay content.
Type IV indicates deposition in moderately agitated water. The limestones are
medium-grained to very coarse-grained calcarenites. The matrix is poorly sorted.
Fossils are more common than in Type III. Grains are sub-rounded to well rounded.
No conspicuous clay content.
Type V characterizes deposition and growth in strongly agitated water. Fossil
fragments and rock debris are coarse-grained and lie within the range of calciru-
dites. Grains are angular to well rounded. Some clay may be present.
In addition to this classification, Stow et al. [2009] provide some quantification
of substrate grain size and flow velocity responsible for each bedform type, which
helps to determine the energy of the medium registered in the sedimentary record
(Fig. 4.6).
Antecedents:
There are two existing carbonate models that explicitly use wave energy affecting
the growth of reefs (Granjeon and Joseph [1999], Nordlund [1999]). Other models
may incorporate wave energy implicitly (Bosscher and Southam [1992], Demicco
[1998]). Regarding the tides, several authors introduce this parameter to reduce
carbonate production in the top of the water column (Bosence et al. [1994], Burgess
[2001], Read et al. [1991]).
Conceptual and mathematical model:
The small-scale transport and deposition processes like wave action are considered
to be diffusive and dispersive processes in this model (Gratacós [2004], Gratacós
et al. [2009a]). It is assumed that energy conditions change and the settling rate
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Figure 4.5: Controls on growth forms and growth patterns of colonial reef
builders by water energy. The relationship between the external shape and the
external growth banding geometry of the colonies can be used to infer water
roughness. Modified after Flügel [2010].
of clastic sediment is reduced by shear forces acting on the grains by wave action
or other water movement, keeping them in suspension if water depth is below the
wave baseline critical value (Bitzer and Salas [2001]). Thus, tidal and wave action
are modelled defining a wave baseline, above which no sedimentation occurs. In
addition, the effect of fluid flow velocity to the organisms has been added which
depends on water depth and the distance from the fluid source (section 2.5.1).
The fluid flow velocity decreases when water depth or the distance from source
increase (Fig. 4.7 B).
Therefore, a defined fluid flow velocity range where species could develop is used
in the model. This range is given by a piece-wise linear curve defined by a set of
n points {Vi, fVi}1≤i≤n linearly interpolated.
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Figure 4.6: Bedform phase diagram for contourite deposits. This diagram
shows the observed bedform geomorphology of a contourite deposit depending
on the flow velocity during deposition and the average grain size of the sediment
being deposited. From Stow et al. [2009].
Figure 4.7: Conceptual model for fluid flow velocity effects. A: functions
applied to species that relate carbonate production and flow velocity. B: theo-
retical cross-section of a basin with fluid flow velocities.
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Figure 4.8: A. Simplified nutrient cycle. B. Carbonate production distribution
and nutrient concentration over depth. Simplified and adapted from Chapin
et al. [2002].
4.2.4 Nutrients
Physical description and biological influence:
Nutrients are crucial in the development of carbonate producers and hence, in
the evolution of carbonate platforms, as several authors note (e.g., Catuneanu
[2006], Pedley and Carannante [2006], Schlager [2005], Tucker and Wright [1991]).
In the geological record, several authors, including Bover-Arnal et al. [2009], Gili
et al. [1995], Hallock and Schlager [1986], show examples how changes in nutrient
availability affect the carbonate producing organisms.
Many chemical components taken from the environment by organisms are impor-
tant for their development. However, only nitrogen and phosphate ions, which
are needed for photosynthesis are considered here as nutrients (Mutti and Hallock
[2003]).
Nutrients in marine environments follow the schematic nutrient cycle shown in Fig.
4.8A. Nutrients are principally weathering products, which are subject to erosion
and subsequent transport in rivers or to a lesser part to atmospheric transport
processes, and from deep waters by upwelling. They are transported in suspension
and are consumed by autotrophic organisms (primary producers), which use energy
generated by the photosynthesis process to produce (with these nutrients) the
needed proteins. These transformed ions follow the food chain and, when the
organisms die, they are decomposed by decomposers, which return the nutrients
to the system. Because primary producers live within the photic zone due to their
light dependency, nutrients concentration in this range is lower than in the rest
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Figure 4.9: Dominant benthos and primary control over nutrient concentra-
tion (note logarithmic scale for nutrient concentration). Qualitative variation
of oxygen concentration, water transparency and biodiversity over nutrient con-
centration are also shown (modified from Mutti and Hallock [2003]).
of the water column, and thus there is an increase of nutrients with depth (Fig.
4.8B).
Organisms live in a specific range of nutrient concentration. Consequently, trophic
resources are one of the parameters that determine the organisms present in
a certain zone of the water column. Species can be classified in oligotrophic,
mesotrophic, eutrophic and hypertrophic categories, according to their preferred
nutrient concentrations (Mutti and Hallock [2003]) (Fig. 4.9).
Oligotrophic ecosystems exhibit clean waters and usually have less than 0.1
mg Chlα/m3 (Hallock [2001], Mutti and Hallock [2003]). The limiting growing
parameter in this environment is nutrient concentration. These systems are rela-
tively poorly diversified in species, but are highly specialized.
Mesotrophic ecosystems (between 0.1 and 1.0 mg Chlα/m3) present the high-
est species diversification and the limiting growing factor is assumed to be the
competition among species.
Eutrophic ecosystems (between 1.0 and 10.0 mg Chlα/m3) have low trans-
parency waters, where irradiance is the principal growth-limiting factor. These
ecosystems are characterized by high primary productivity and species, which are
often resilient to temporary low oxygen contents.
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Table 4.1: Planktonic biota along nutrient gradients. Modified from Mutti
and Hallock [2003].
Oligotro. Mesotro. Eutro. Hypertro.
Plank. foram. & diversity Diverse Very diverse Less diverse Few if any
nannoplankton Acum.rate Low High Vary Little or no
Radiolarians diversity Some Diverse Diverse Low
Acum.rate Minimal Moderate High High
Diatoms diversity Few Moderate High Low
Acum.rate Minimal Low Moderate/High High
Hypertrophic ecosystems have more than 10.0 mg Chlα/m3. These environ-
ments are distinguished by low oxygen concentrations and low water transparen-
cies. Under such harsh conditions, the dominant species are bacteria.
Mutti and Hallock [2003] describe the palaeontological tools to reconstruct past
nutrient gradient using the planktonic biota summarized in Tab. 4.1.
Antecedents:
Several ecological models applied to actual ecosystems use nutrients as a factor for
the species development (e.g., Campbell et al. [2013], Cugier et al. [2005], Hung and
Hung [2003]), but no other process-imitating forward-model applied to geological
scale include nutrients supply as a limiting factor for carbonate producers species.
Conceptual and mathematical model:
Nutrients are considered as a silisiclastic sediment to model their input, and trans-
port in the basin. The algorithm used assumes all nutrient particles in suspension
uniformly distributed within the water column. Nutrient particles are then trans-
ported by diffusion, dispersion and advection (Eq. 2.2) in the horizontal directions
(Bitzer and Salas [2002], Gratacós et al. [2009a]), To model the nutrient cycle and
distribution (Fig. 4.8) using SIMSAFADIM-CLASTIC, just the photic zone is
considered. The reason is that this is the region where the primary producers
actually consume nutrients. The model considers that the nutrient content in the
water column is constant within this region.
Furthermore, the availability of nutrients is limited due to consumption of organ-
isms (introduced as an input parameter), thereby providing a negative feedback
to the system.













































Figure 4.10: Conceptual model for nutrient effects. A: functions applied to
species that relate carbonate production and nutrient concentration. Sp. A
lives in oligotrophic conditions with low nutrient concentration, Sp.B.lives in
mesotrophic conditions with medium nutrient concentration, and Sp.C lives
in eutrophic conditions with high nutrient concentration. B: theoretical sketch
with nutrient concentration in suspension and the related distribution of species.
Each species association lives in a defined nutrient concentration range, which
can be introduced as an input parameter in the SIMSAFADIM-CLASTIC model.
The way to insert this range is using the function defined by a set of n points
{Nuti, fNuti}1≤i≤n linearly interpolated (Fig. 4.10 A). This function returns the
influence of suspended nutrient concentration to the species development (Fig.
4.10).
4.2.5 Slope
Physical description and biological influence:
The bottom slope affects the stability of bottom substrate and hydrodynamic en-
ergy which determine the sediment fabric of the bottom. Although the marine
bottom slope is not one of the major determining factors for carbonate producing
species, it could be important. For example, steep shore waves bounce back with-
out reducing their energy, whereas mildly sloping shores dissipate all the waves
energy without bouncing them back. A flat or gently sloping sea bottom faces the
sunlight better and gets an even amount of light from morning to evening, but
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steep walls may never face the sunlight or receive it for only short periods of the
day.
An example of the slope effects is the different soft coral communities on the reefs
sited on the several slope angles along the Saudi Arabian coast, consistent with the
fact that soft coral genera have preferred angles of substratum (Xuan [2014]). Soft
coral distributions were affected by the angle of substratum in the sea around India
and Gulf of Thailand (Chanmethakul et al. [2010]). Similarly, the distribution of
some genus was related to slope angle (Fabricius and De’ath [1997]).
Antecedents:
Several authors (e.g., Hubbard and Scaturo [1985], Letourneur et al. [2003], Roff
et al. [2003]) use this factor in the study of present ecosystems. To the author’s
knowledge, the slope of the bottom surface is not included explicitly in any other
forward numerical model applied at geological time scale except the model pro-
posed by Bosscher and Southam [1992].
Conceptual and mathematical model:
The settled sediment, subsidence and erosion are the processes that change the
bottom profile and affect the slope angle. Knowing the slope angle and the range
of angles where a species could develop, it is possible to determine the slope effects
as an environmental parameter (Fig. 4.11).
The model computes the slope of the bottom using the normal vectors to the
surfaces defined by the three nodes of each element of the finite elements mesh (as
show in Fig. 4.12, the slope of element A uses the points 1, 2 and 4 to compute
the normal vector). The slope is obtained using the angle of the computed normal
vectors with unitary z vector. Thus, the precision of the bottom slope depends on
the finite elements mesh discretization.
θ = arccos(|−̂→nh−→ne|) (4.4)
The carbonate production is computed in the nodes, not for an element, thus a
slope value is assigned to a node as a mean of the slopes of elements to which the
node belongs (to compute the assigned slope value for node 5 in Fig. 4.12, the
normal vectors of B, C, D, E, F and G are used, and the normal vectors of C and
D are used to compute the assigned slope value for node 3).
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Figure 4.11: Conceptual model for bottom slope effects. A: functions applied
to species that relate carbonate production and bottom slope. B: theoretical
basin with different slopes, and the distribution along the basin of the 3 species
modelled.
Figure 4.12: Slope computing. Numbers are nodes and capital letters are
elements. Green arrows represent normal vectors of the elements.






θe n = 1, 2, . . . , 6 (4.5)
Knowing the slope angle for each node, this parameter is included as an environ-
mental factor for the carbonate production using a function that relates the slope
angle to the development of a species with by a set of n points {Sli, fSli}1≤i≤n
linearly interpolated (as shown in Fig. 4.11).
4.3 Combining environmental parameters
The model implements an influence function for each environmental factor (wa-
ter depth, slope, fluid flow, and nutrients), plus a function for each siliciclastic
sediment type. All these functions return influence values between 0.0 and 1.0,
that are combined into one single environmental hindrance value using one of the
following two rules: through the rule of the minimum,
fenv = min{fflow, fwd, fcls1 , . . . , fclsNsed , fsl, fnut} (4.6)
or through the multiplicative rule,




where fenv is the environmental hindrance global factor; fflow is the effect of fluid
energy; fwd is the effect of water depth; fnut is the effect of nutrient concentration;
fsl is the effect of terrain slope; fclst s is the hindrance effect due to presence of
siliciclastic sediment class s in suspension, and Nsed is the number of modelled
siliciclastic sediments.
The environmental curves of many extinct species are not known, and the in-
formation that can be extracted from the geological record is obviously limited.
Therefore, the quantification of these parameters is not an easy task. The best
way to compute the global environmental factor depends on the availability and
the accuracy of these data. Usually, for a species with a well-constrained environ-
mental sensitivity to each of these factors, the multiplicative rule appears to be
the best option. On the other hand, the rule of the minimum is more robust, thus































































Figure 4.13: Conceptual scheme of a basin and the environmental parameters
used to computing the species susceptibility to environmental conditions. A:
an idealized basin with the environment conditions used to model the species
evolution (water depth, flow velocity and slope). B: functions to quantify the
influence to each species of the environmental conditions. C: Environmental
factors and combination of these parameters using both ways, the multiplicative
rule and minimum value rule.
it will be more appropriate for a species in which the environmental sensitivity is
only roughly known.
The effect of choosing the minimum rule or the multiplicative rule can be seen
graphically in Fig. 4.13.
In the current implementation, this global environmental factor downscales the
intrinsic rate of increase of a population ε of Eq. 3.1 as:
εi = εmax i · fenv (4.8)

























































Figure 4.14: evolution of two species depending on the different environment
factor. Description in text.
where εmax i is the maximum growth rate of species association i at the optimal
environmental conditions.
The changes in the environment conditions, reflected in this model through global
environment factor fenv, do not only directly affect to a species, due to the rela-
tionship among species; these variations can affect the whole ecosystem.
The evolution of 2 species with different values of fenv that affects to one of the
species is shown in Fig. 4.14. The modelled species follows a predator-prey rela-
tionship, where N2 eats N1, but not only.
The sections A, C, E, G and I of Fig. 4.14 compute the population of both species
applying fenv = 1.0, with the maximum growth rate for both populations. In this
case the both species are stable and have the same population.
Section B of Fig. 4.14 shows the evolution of species when fenv−N1 = 0.5 and
fenv−N2 = 1.0. In this case, the N1 population is reduced 63%, and population
N2 is reduced 50% and both populations keep stable.
Section D of Fig. 4.14 models the populations with fenv−N1 = 1.0 and fenv−N2 =
0.5. The N2 population is initially reduced, but grows to the initial population
and keep stable due to the increment of N1 population.
Section F of Fig. 4.14 models the populations with fenv−N1 = 0.001 and fenv−N2 =
1.0. The population of N1 is reduced near the extinction, but species N2 strongly
reduces the population but survives.
Section H of Fig. 4.14 shows the opposite situation of Section F with fenv−N1 = 1.0
and fenv−N2 = 0.001. The population of N1 grows, for this reason N2 keep stable,
despite there are a reduction at the beginning of this section.
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Section J of Fig. 4.14 models the populations with fenv−N1 = 0.001 and fenv−N2 =
0.001. In this case both species tend to extinction.
This example has shown the relationship between both species and the effect of
environmental factor. It is important to highlight that the effects of environmental
factor are not linear (a reduction of 50% in fenv do not imply a reduction of 50%
in population), neither the effects of one population to the others.
4.4 Discussion
Environmental conditions (with the intrinsic characteristics, and the interaction
with other species explained in chapter 3) determine the species development.
The growth potential of carbonate producing organisms is limited by their ecolog-
ical requirements, which include availability of O2 and CO2, temperature, salin-
ity, irradiance, bathymetry, hydraulic energy and nutrients, among other factors
(Flügel [2010], Mutti and Hallock [2003], Schlager [2005]).
The conceptual and the mathematical models offer a simplistic model for two
reasons. They shorten affect the computation time, and because the data used
is often estimated (quantitative effects of environmental parameters may not be
perfectly known), moreover it does not include sophisticated parameters. Despite
this simplicity, the example shows the efficiency, versatility, and potential of the
model.
The availability of O2 and CO2, temperature and salinity effects to the carbon-
ate producing species are not included because these parameters need a 3D flow
modelling and the SIMSAFADIM-CLASTIC uses a 2D potential flow. The lack
of these parameters control on ecological conditions is a major limitation of the
present model.
Notwithstanding these limitations, to the author’s knowledge, this environment
control model is unique and no other process-imitating forward-model applied to
geological scale include clastic supply, light effects, bottom slope, nutrients, and
energy of the medium as environmental factors for carbonate producers species





Given the conceptual and mathematical model for the carbonate production, a set
of first-order differential equations (ODEs) for the species development and their
carbonate production (Eq. 3.4, and Eq. 3.6) must numerically be solved.
This chapter explains the numerical methods tested to find a solution of these
equations and the reasons to select one. The design of the algorithm is also
explained as well as the implementation of it in the SIMSAFADIM-CLASTIC
program.
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Table 5.1: Computing time in ms to find a solution of a GLV of Fig. 3.3B







The equations to solve the species population and carbonate production are the
common time domain initial-value problem of ODEs. There are several techniques
to find numerical approximations to the solution of these ODEs classified into
three categories: forward methods, embedded methods, and backward methods.
Embedded methods are selected because they allow an error control with adaptive
step size and achieve a predetermined accuracy in the solution with minimum
computational effort.
Three embedded numerical methods have been tested. The first one is the Real-
valued Variable-coefficient Ordinary Differential Equation solver (VODE), with
fixed-leading-coefficient implementation. The second is an explicit Runge-Kutta
method of order (4)5 (DOPRI5) with stepsize control and dense output. Moreover,
finally an explicit Runge-Kutta method of order 8(5,3) (DOPR853) with stepsize
control and dense output. These algorithms have been designed by, and detailed
explained in Hairer et al. [2009].
The explicit Runge-Kutta code (DOPRI5) has been selected to solve the GLV
ODEs system taking into account the computational time of the numerical meth-
ods tested (Tab. 5.1). Four parameters must be defined to apply the DOPRI5
method apart from the ODEs system: initial value, tolerance, the step size, and
the so-called ’safety factor’ to deal with errors in the different approximations.
The step size
This parameter is the modelling time applied to find the solution of GLV equation.
The condition of this time step is that the vector E and the matrix A must be
constants.
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Figure 5.1: Schema to compute the DtCFL using the CLF condition. Modified
from Gratacós [2004].
The SIMSAFADIM-CLASTIC program divides the total modelling time (TT)
into time steps (DtCFL). The program applies an automatic time step size, which
is computed to satisfy the Courant–Friedrichs–Lewy (CFL) condition (Gratacós
[2004]). Thus, the DtCFL length is a function of the faster process in the system
that is determined by flow velocity, that, in turn, controls the sediment trans-
port or clastic sedimentation. The fluid flow, the sediment transport and clastic
sedimentation are computed in each DtCFL (Fig. 5.1), and the fluid flow veloc-
ity, the sediment concentration in suspension and settled sediment are considered
constants during a DtCFL. Therefore, due to the parameters to compute the en-
vironmental factor are constants in a DtCFL, this step size is used to find the
solution of the ODEs applying the DOPRI5 numerical method.
The initial value
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This parameter refers to the initial conditions (N(t0) = N0) to determine which
solution of GLV equations that is after.
The initial value is the initial population to solve the GLV equations. There may
be a different initial value for each species modelled. These values must be greater
than zero because zero value is the unstable critical point and the solution remains
constant at zero, and negative populations have no sense in biological terms (al-
though it is mathematically possible). The initial values for the populations in
a DtCFL are the computed results for these populations in the previous DtCFL
(except the first DtCFL, that is introduced as an input parameter to the program).
If the solution of the population of one or more species in a DtCFL is Ni = 0.0
(extinction), due to unfavourable environmental conditions, these populations do
not grow again in the next DtCFL, although the environmental conditions were
suitable for their development. Thus, a minimal population is applied for the next
DtCFL, which is defined as an input parameter for each species.
Regarding the second set of equations to solve, the carbonate production equa-
tions, the initial values are set to zero, considering that no initial carbonate sedi-
ment is defined in the basin, and the sediment produced in each DtCFL does not
affect the carbonate produced in the next DtCFL.
The tolerance
The tolerance parameter refers to the error tolerance that is accepted in the solu-
tion of the equation.
This method is an iterative method, and when the difference between two iterations
is lower than the error tolerance the result is accepted. Thus, this tolerance affects
the accuracy of the results and the computational time. The Fig. 5.2 shows the
obtained results with different tolerances.
The ’safety factor’
This parameter is applied to ensure that the time step takes an acceptable value
and the solution is inside the tolerance. This parameter takes values around 0.9
(it is defined in the input parameters before running the program). This factor
multiplies, and thus reduces, the time step calculated in an iteration during the
computation of the ODEs solution.
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Figure 5.2: evolution of a species using the DOPRI5 algorithm with different
tolerances.
5.3 The carbonate production algorithm
Once the numerical method is chosen, the algorithm to compute the carbonate
production is designed and written (the flow chart is shown in Fig. 5.3). The GLV
equations are a 1D system as well as the carbonate production equations, hence
they do not explicitly depend on space coordinates. Thus, the approach to apply
the carbonate production model to the whole basin is computing the solution
for each node of the finite elements mesh. The SIMSAFADIM-CLASTIC code
computes the fluid flow, the sediment transport and its settling in these nodes,
and then the sediment concentration in suspension, the nutrient concentration,
the flow velocity and the water depth is known for each node of the finite element
mesh. These parameters can be applied as environmental parameters to compute
the solution for the population species that produces carbonate sediment. The
obtained solution for the species populations and their carbonate production is
considered as representative for this mesh node.
Thus, the number of differential equations that the program must solve is calcu-
lated as
Neq = Nnodes ·Ns · 2 (5.1)
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where Neq is the number of differential equations for species population and car-
bonate production to be solved, Nnodes is the number of nodes of the finite element
mesh, Ns is the number of modelled species. It must take into account that the
mesh discretization (the number of nodes), the number of clastic sediments, and
the number of modelled species condition the accuracy of the results.
As introduced before, some parameters and conditions are necessary to solve the
ODE’s. The required values can be obtained from the input files as input param-
eters, or derived from others subroutines during the solution process.
This algorithm gets the following variables values, which are read in the input
files:
• Intrinsic rates of increase: εmax (E as a vector).
• Interaction coefficients: α (A as a matrix).
• Carbonate production factor: Rmax.
• Curves of environmental conditions effects.
• The first initial populations: N0.
• Minimal populations: Nmin.
And the ones, derived from other subroutines during the calculation process are:
• Slope from subsidence, isostasy and basin slope modules.
• Water depth from sea level, subsidence, isostasy and water depth modules.
• Flow velocity from module flow.
• Sediment concentration from transport and sediment concentration modules.
• Nutrient concentration from module nutrients.
Finally, from the carbonate production algorithm, the population for each defined
species as well as its carbonate production, are computed.
If the computed populations is below the defined minimal population (N < Nmin),
the populations are set to their minimal population value (N = Nmin), in order to
ensure the no extinction of the species.
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These computing processes should be repeated with all nodes of the finite element
mesh, with the appropriate environmental and population values, which can vary
from node to node.
Finally, the algorithm must return the calculated values to the program, saving
the carbonate sediment produced as well as the species populations, because the
new populations will be the initial population for the next DtCFL time step.
Due to the dependence of the carbonate algorithm to other values obtained from
other modules, the carbonate production module should place at the end of the
program calculation, but previously to compute the DtCFL (Fig. 5.3).
5.4 Generating a simulation
The algorithm is included in the SIMSAFADIM-CLASTIC and the program can
be executed with the new model for carbonate production. Previously to execute
the program, it is necessary to define the initial parameters using the input files
(see Appendix A for a description of these file). The list of these file is:
meshNodes.txt
This file contains the position of the nodes to generate the mesh. These nodes
define the topographic surface.
globalParameters.txt
The file contains the main parameter values, as well as the dimension of the main
arrays to execute the program.
carbonateX.txt
A file for each carbonate sediment must exist with the necessary parameters to
model it.
clasticX.txt
A file for each clastic sediment must exist, which include the parameters to model
this clastic sediment.
nutrients.txt
This file contains the parameters to model the nutrients distribution.




          -globalParameters.txt
          -clasticX.txt
          -carbonateX.txt
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Figure 5.3: Workflow of SIMSAFADIM-CLASTIC.
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Figure 5.4: Computation time increases depending on the number of nodes
and the modelled sediments.
The computation time depends mainly on the number of nodes, number of silici-
clastic sediments, and the number of carbonate sediments as shown in Fig. 5.4.
The obtained results are described in next section (section 5.5).
5.5 Result visualization
The interpretation and analysis of the results obtained from SIMSAFADIM-CLASTIC
is the reason to create a model. Consequently, the treatment and post-processing
of the computed data requires special attention. Accordingly, a module has been
specifically designed to generate 3D visualization output files.
The 3D visualization files can be generated through several techniques, toolkits
and programs (e.g., matlabplot, protovis, GoCad). In this thesis, the VTK toolkit
(Avila [2010], Schroeder et al. [1998]) has been used because the file format has
become a standard, and useful free libraries exists to generate the output files,
as well as several free visualization programs (the most commons are Paraview,
Mayavi, VisIt, VisTrails).
The VTK toolkit allows to generate files in several formats, in this case, the
output files generated by the program use the VTU format, which corresponds
to a binary unstructured vtk files that allows to visualize the data in 3D (Avila
[2010], Schroeder et al. [1998]).
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Figure 5.5: Example of the sealevel.vtu file representation in 3D. Three dif-
ferent time steps are shown with punctual (left) and automatic interpolation
visualization (right).
The program makes two sets of files to save the results. The sea level and the data
associated to it form the first set, and the second set is formed by data associated
to the basin surface. The SIMSAFADIM-CLASTIC program saves in these two
files the information when a certain time has elapsed. The time steps to save data
is called ’save time’ and it is defined as an input parameter. A brief explanation
of these files is described below:
sealevelXXX.vtu (where XXX is the time step number to store the results
XXX= 1,2,3. . . .)
This set of files contains the results of water depth, clastic concentration in sus-
pension, nutrient concentration and fluid flow velocity.
The file sealevelXXX.vtu uses a 2D triangular elements mesh that represents the
x and y Cartesian direction, and the z position of this mesh is the position of the
sea level (Fig. 5.5). The water depth, clastic and nutrient concentration, and fluid
flow velocity values are assigned to each node of the mesh (Fig. 5.5).
surfaceXXX.vtu (XXX is the number of time step XXX= 1,2,3. . . .)
This set of files contains the results of slope, deposited clastic sediments, produced
carbonate sediments and environmental factors. These parameters are assigned to
each node of the finite element mesh.
The file surfaceXXX.vtu uses a mesh that allows visualize the data in 3D, with
the elements named VTK wedge (Fig. 5.6), unlike the SIMSAFADIM-CLASTIC
mesh that uses a 2D triangular elements mesh. This new mesh is made using the
surfaces of the SIMSAFADIM-CLASTIC current time step for the upper surface,
and the surface of the previous time step for the lower surface (Fig. 5.6). The
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T0 : Initial conditions
2D element
of the finite elements mesh
Carbonate production in 1D
for each node
3D Wedge
Time step T1 Time step T2
Figure 5.6: Construction of 3D wedges from the 2D finite elements mesh and
1D carbonate production.
variable values applied to the vertical line formed by the 2 nodes is the value
computed for the time step (Fig. 5.6).
The surface file generated in a save time step accumulates the data of the previous
time steps adding the current data.
5.6 Discussion
A direct solution of the GLV equation is not possible and a numerical solution is
needed. DOPRI5 method is selected, because it allows a relatively fast solution,
and the method includes an adaptive step size, which is needed due to variable
time step imposed by the CLF condition.
On the other hand, this method to solve the GLV adds additional limitations and
conditions to the conceptual and mathematical ones:
• Species extinction is not allowed, because population N = 0 does not grow
again, thus all species are present in the whole system with a minimum
population.
• All processes happen at the same time and continuously, but the program
compute one process after the previous one, not all together. And the model
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breaks the continuous processes in time steps in which ones the variables are
constant.
These determinants and limitations condition the results, and to be aware of them
is important in the results interpretation.
Finally, the program uses the VTK toolkit to generate the output files. This file
format is a powerful tool for the visualization of results in 3D, and it helps in the




This chapter provides the application of the model with three distinct examples
to compare the obtained results with real data. This allows to determine the real
applications and limitations of the program.
The first experiment is a theoretical exercise with an idealized basin, and data
of organisms are extracted from bibliography. The main aim of this example is
to observe the distribution of the modelled elements and the interaction among
them. Finally the results are compared with real basins.
The second example applies the program to a real actual basin sited in Western
Mediterranean Sea. This exercise allows to observe the distribution of the modelled
elements and compare the results with the data obtained in the field.
The third example applies the program to the late Early-Middle Aptian carbonate
system outcropping in the Galve sub-basin (Spain). This model allows to observe
the useful of the program applied to a real case applying several configurations.
The discussion of the results allows to understand the conditions during the for-
mation of the system, which is one of the main applications of the numerical
modelling applied to geosciences.
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6.2 Synthetic sample experiment
6.2.1 Initial set-up
A theoretical experiment has been used to test the new capabilities of the improved
carbonate production model. This example models a carbonate ramp of 24.01 km2
(4900 m x 4900 m) discretized into 50 columns and 50 rows obtaining a mesh with
2500 nodes and 4802 elements, as displayed in Fig. 6.1 A. Initial submarine basin
topography was taken as a ramp ranging from 0.0 m at its northern side to a
maximum of 150.0 m at the southern one, resulting a constantly sloping surface
at an angle of 2o (Fig. 6.1). Total simulation time is 90 000 years, split into 180
time steps of 500 years.
The initial sea level has been initially defined at -35 m, and the sea level changes
combine a sinusoidal function and a linear trend (Fig. 6.1 C):
SL = −35 + 30 sin ( 2πt
45000
) + 25t (6.1)
Under these conditions, two main eustatic cycles are obtained (Fig. 6.1 C), trying
to force coastline and river discharge migrations and to obtain different depo-
sitional systems so as to study the sedimentary architecture and the effects on
carbonate deposits.
6.2.2 Initial and boundary conditions
Flow model
To induce a flow to simulate marine currents, 50 input nodes for the fluid flow
are defined in the eastern limit of the finite element mesh, and 50 open nodes for
the output fluid flow are defined in the western limit (Fig. 6.1 B). The positions
of inflowing nodes change depending on the coastline position due to sea level
variations through time.
The computed fluid flow with SIMSAFADIM-CLASTIC is represented in Fig. 6.2
showing a general E-W current trend, parallel to the coast line. The maximum
velocity is found in the area around the sediment input source close to the coast
Chapter 5. Examples 85
Figure 6.1: Experiment set-up. A. 3D view of the initial basin topography and
boundary conditions for sediment and water. B. Corresponding finite element
mesh. Red arrows mark the 50 boundary inflowing nodes, blue arrows show
the 50 out-flowing boundary nodes, and green arrows mark the sediment input
nodes. C. Sea level curve used.
Chapter 5. Examples 86
0.1 1 10 100 250
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Figure 6.2: Fluid flow computed in time steps 1, 50, 100, and 160 (500, 25000,
50000, 80000 years respectively). Note the colour scale is logarithmic, and the
fluid flow direction arrows are shown at a random sample of location. Red line
indicates the inflow zone and blue line marks the outflow zone.
line mostly with a NE-SW component depending on where the coast line is located
and the sea level variations. The lowest fluid flow velocities values are located in
the East. The values of the fluid flow depend mainly on water depth and the
distance from the fluid source.
Siliciclastic transport and sedimentation model
Initial conditions for sediment transport and sedimentation are defined considering
that the basin has no sediment concentration in suspension at time t=0. Addition-
ally, two grades of siliciclastic sediment (a coarse and a fine) are introduced into
the basin through the boundary in order to simulate the river discharge. Each
sediment type has been defined using the parameters summarized in Tab. 6.1,
which control the sediment input and the proportion of each sediment type that
is deposited or rest in suspension for transport in each time step as a function of
the fluid flow velocity.
Carbonate production model
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Table 6.1: Parameters used to define the two siliciclastic sediments in the
example. Following Gratacós et al. [2009a], maximum flow for deposition is
a critical value below which sediment can be deposited (as a function of the
settling and fluid flow velocity). Longitudinal and Transversal dispersivity are
defined as a function of the finite element mesh discretization in order to avoid
numerical errors solving the transport equation. In turn, the finite element mesh
is defined as a function of the expected heterogeneity.
Input Input Settling Max.flow Density Longitudinal Transversal Diffusion
nodes sediment rate deposition dispersion dispersion
(T/m3) (m/d) (m/d) (g/cm3) (m−1) (m−1) (m2/s)
Coarse clastic 1 and 51 0.0006 1.06 155.0 2.7 100.0 100.0 10−7
Fine clastic 1 and 51 0.002 0.005 40.2 2.7 100.0 100.0 10−6
Regarding to the carbonate production model, four species associations have been
considered: scleractinian corals, benthic foraminifera, rhodoliths, and planktonic
foraminifera. The parameters used to describe the optimal and suboptimal envi-
ronments where the different species associations live are described below, sum-
marized in Tab. 6.2, and combined using the minimal value rule.
Scleractinian corals are common carbonate producers in clear and warm tropical
to subtropical shallow waters with moderate energy environment. Thus, in this
sample experiment, the optimum water depth has been defined between 2 and 20
m, with a maximum of 50 m, the slope of the bottom with low values (maximum
of 2.5o), and fluid flow velocity ranging from 1 to 40 m/d.
Benthic foraminifera live in water depths from 1 m until 200 m with higher
populations between 10 and 40 m, depending on species environment and age
(Beavington-Penney and Racey [2004]). In this example, the maximum depth
has been fixed to 165 m, and the optimal values range is between 10 and 40 m.
Moreover, benthic foraminifera are not slope-depending and can live under high
energetic conditions.
Rhodoliths live in low intertidal zones below 150 m, typically in areas where light
is strong enough for fostering growth (the range used in the example is between
5 to 150 m). Water motion needs to be strong enough to inhibit sediment burial
but not so energetic or unidirectional to cause mechanical destruction or rapid
transport out of favourable growing conditions (Steller and Foster [1995]). Thus,
optimal energy conditions are defined between 1.5 and 40 m/d.
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Table 6.2: Value points to define the trapezoidal functions.
Min. Opt.1 Opt.2 Max.
water depth Corals 1 2 20 50
(m) Bent.foram. 1 10 40 165
Rhodo. 5 50 70 150
Pl.foram. 1 50 160 200
slope Corals 0 0 2.5 2.5
(◦) Bent.foram. 0 0 89 90
Rhodo. 0 0 4 15
Pl.foram. 0 0 89 90
fluid flow Corals 1 1 39 40
(m/d) Bent.foram. 0 0 39 40
Rhodo. 1.5 1.5 39 40
Pl.foram. 0 0 2 3
Table 6.3: Community matrix used in the theoretical example in order to
define the interaction among species.
Corals Ben.foram. Rhodo. Pl.foram.
Corals -0.01 -0.001 -0.002 0.0
Bent.foram. -0.001 -0.01 -0.001 0.0
Rhodo. -0.002 -0.01 -0.01 -0.001
Pl.foram. 0.0 0.0 -0.001 -0.01
Planktonic foraminifera live suspended in sea-water column, hence the slope of
the bottom profile is an irrelevant factor. Water depth is also not relevant but a
range from 0 to 160 m has been considered for the model. Currents can move this
species association out from high fluid flow areas, thus, lower fluid flow velocities
needs to be used (in the example, a range between 0 to 3 m/d has been used).
The interaction among species associations is established using the interaction co-
efficients, defined in the community matrix shown in Tab. 6.3. The values used
force a no-interaction scenario (αij = 0.0) when the two species live in differ-
ent range of water depth, flow velocities, or slope. The values of αij < 0 define
competition between species for resources (e.g., space, light) because all species
are photosynthetic species without any predator-prey relationship between them,
in the example, the values used indicate low interaction. The internal competi-
tion is defined in all species associations as αii = −0.01 indicating low internal
competition.
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6.2.3 Results
Siliciclastic sediment distribution
In the model, terrigenous sedimentation occurs mainly in the NE area, near
the defined inflowing nodes (Fig. 6.2). The deltaic systems display different
progradational-agradational-retrogradational patterns that well represent the de-
fined sea level variations and the corresponding input nodes migration. This rela-
tionship causes a complex pattern of facies interfingering and facies heterogeneity
in 3D. As expected, coarse sediments are restricted to proximal areas near the in-
put nodes and grain size becomes finer basinward. In proportion, deltaic systems
are mainly built up by the finest sediment. The sedimentary bodies show typical
sigmoidal geometries and stratigraphic architectures in accordance with the basin
geometry, sea level variations, and inflowing water and sediment input.
Carbonate deposits
Regarding to carbonate deposits, the experiment results show a coherent distri-
bution according to the parameters defined for carbonate production organisms
associations (Fig. 6.4). Thus, a zonation as a function of water depth can be
observed from corals placed in the northern area of the basin, benthic foraminifera
spread on the whole basin but mainly concentrated in the central part, followed
by rhodoliths and planktonic foraminifera in the southern part of the basin.
The complex interaction among the modelled parameters that control the species
association evolution and its carbonate production is difficult to analyse. Never-
theless, a detailed study can be done in order to compare the expected and the
obtained results. For example, and focused on coralline association, the resulting
carbonate distribution and the defined environmental factors (Fig. 6.4) can be
compared in different time steps (time steps 12 and 22 are compared in Fig. 6.5).
Under these conditions, the area where corals can live and growth can be delimited
by the superposition of each environmental factor. During this period (from 6000
to 11000 years) a marine transgression is modelled, thus the resulting optimum
area due to water depth changes according to the evolution of the sea level position
through time. The high slope of the delta front sited in the NE inhibits the
development of coral species association in this area. The flow velocity restricts the
development of coralline sediment towards eastern part. Total sediment deposited























Figure 6.3: Silicilastic sediments distribution in the basin. A: Coarse sili-
ciclastic sediments and B: Fine siliciclastic sediments. Detailed perpendicular
cross-sections with a grey mask for values below 0.001% are amplified for a bet-
ter comprehension. Proportions calculated within the system coralline sediment
– rodolith sediment – benthic foraminifer sediment – planktonic foraminifer sed-
iment – coarse siliciclastic – fine siliciclastic. Vertical exaggeration 10x
in each time step is in turn conditioned by the interaction with the other species
associations and the available space for deposition.
Facies assemblages
Results can also be analysed and visualized trough facies assemblages obtained
automatically by the program (Fig. 6.6). Facies are grouped as a function of
sediment percentage per each sediment type (obtained from the total sediment
deposited) and coloured according to the major sediment in each time step (500
y). In this sample experiment, 6 facies assemblages are obtained. Each one is
















































Figure 6.4: Carbonate sediment distribution in the basin. Representation
for the 4 species associations in proportion of sediment. Detailed perpendicular
cross-sections with a grey mask for values below 0.001% are amplified for a better
comprehension Proportions calculated within the system coralline sediment –
rodolith sediment – benthic foraminiferous sediment – planktonic foraminiferous
sediment – coarse siliciclastic – fine siliciclastic. Vertical scale exaggeration 10x.
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Figure 6.5: Coral carbonate sediment distribution in the basin during time
steps 12 (A) and 22 (B). Environmental factors for coral development are also
displayed: water depth (bounded by magenta lines), flow velocity (bounded by
orange lines), and slope (bounded by yellow lines). The benthic foraminifera
(black lines) and rhodolith (white lines) proportions are also displayed showing
the interaction between these species associations and coral carbonate produc-
tion. The evolution of environmental parameters is shown comparing both time
steps (C).
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Figure 6.6: Facies assemblage representation. A. 3D view and well positions.
B. 3D fence diagram. 1D column representation of facies, sediment thickness,
sediment proportion, and accumulated proportion at 2 different basin positions,
one siliciclastic dominated in the eastern part (1), and other carbonate domi-
nated in the western part (2). Note the 2 main cycles defined in the eustatic
curve and revealed in the sedimentary record in both columns.
characterized by a mixture of sediments (graphically summarized in Fig. 6.7),
and corresponds with four carbonate-dominated facies (I to IV in blue and green
colours in Fig. 6.6) and two siliciclastic-dominated facies (V and VI in red and
orange colours in Fig. 6.6).
Specifically, Facies I is dominated by corals with a contribution larger than 40%;
Facies II is dominated by Benthic foraminifera with a minimal contribution of
35%; Facies III is characterized mainly by rhodoliths (> 40%) and planktonic
foraminifera (∼ 40%); Facies IV is dominated by planktonic foraminifera with
a proportion larger than 40%; Facies V is dominated by coarse siliciclastic sedi-
ment (> 40%) while facies VI is dominated by the finest clastic sediment, with a
minimum proportion of 30%.
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Figure 6.7: Proportion of sediment types for each automatic facies assemblage.
Additionally, the program can extract a synthetic 1D column at a defined point of
the basin (Fig. 6.6 1-2), representing the sediment deposited and the corresponding
sediment percentage in vertical direction.
Sequential stratigraphy
From the sea level variation and the facies assemblage distribution, 9 differentiated
genetic types of deposit (systems tracts) belonging to three distinct depositional
sequences (A, B, and C) can be interpreted (Fig. 6.8). The Depositional Se-
quence A (DSA) is composed of Transgressive (T), Highstand (H) and Forced
Regressive (FR) deposits. Depositional Sequence B (DSB) includes a Lowstand
(L), Transgressive (T), Highstand (H), and Forced Regressive (FR) genetic units.
Depositional Sequence C (DSC) comprises a Lowstand (L) genetic unit followed
by Transgressive (T) deposits. Depositional sequences are mainly developed on
distally-steepened ramps or in a river delta around the siliciclastic sediment input
in the NE part of the basin.
The T deposits of DSA and DSC (Fig. 6.8 B and D) are stacked in a retrograding
pattern (Fig. 6.9 A, B, and C) and are formed by facies assemblage I in the inner
and middle ramp, facies assemblages II, III, and IV in the middle and outer ramp.
The facies assemblage V and VI are also present in the area around the siliciclastic
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B
TST: Transgressive Systems Tract
HST: Hightand Systems Tract
Falling-Stage Systems TractFSST:
Lowstand Systems tractLST:



























































































Figure 6.8: 3D view (A) and cross-sections showing the system tracks (B)
and facies assemblages (C) and (C) obtained from the sequence stratigraphy
analysis, and the defined eustatic curve (D).
sediment input in the NE of the basin. The T deposits of DSB follow the same
pattern as DSA and DSC but facies assemblage II is not present (Fig. 36A).
The H deposits of DSA and DSB (Fig. 6.8 B and D) exhibit a thin carbonate unit
stacked in an aggrading pattern (Fig. 6.9 A and B). The H genetic type of deposit
in DSA is made up of facies assemblage I, which change basinwards to facies
assemblages II, III, and IV on the SW carbonate ramp, and facies assemblages V
and VI in the NE river delta. In DSB, the facies assemblage II is not present.
The FR deposits correspond to a large river delta system stacked in a prograding
pattern (Fig. 6.8 C and Fig. 6.9 C, D and E).
Similar to the H units, the L units are constituted by proximal facies (facies
assemblage I), which change basinwards to facies assemblage II. The thickness of
these units are thin and the units agradde.
6.2.4 Comparison
The form, the bathymetry and extension of the theoretical basin are arbitrary
and are therefore not comparable with real geological examples. The parameter
values of the species associations are taken from the bibliography and the inter-
action coefficients were estimated (section 6.2.2). Therefore, results obtained can
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Figure 6.9: Patterns present in different sections of the theoretical example.
A and B: Enlarged cross-sections with marked patterns in carbonate dominant
facies. C,D and E: enlarged cross-sections with marked patterns of siliciclastic
dominant facies. Facies assemblages are described in the text. Vertical exag-
geration 10x.
only be compared with real carbonate ramps on the basis of the obtained facies
distribution.
The species associations modelled in this theoretical example are present in car-
bonate successions of Oligocene-Miocene age, such as the Asmari Formation in SW
Iran (Amirshahkarami et al. [2007]) and the Ragusa platform in Italy (Ruchonnet
and Kindler [2012]).
Asmari Formation:
The Asmari Formation mainly consists of limestones, dolomitic limestones, and
clay-rich limestones. It was deposited on a carbonate platform developed across
the Zagros Basin.
In the inner ramp, the most abundant skeletal components are larger foraminifera.
The presence of porcellanous foraminifera indicates a low-energy, upper photic,
inner depositional environment. The middle ramp deposits are characterized by
larger foraminifera with perforate walls indicating a depositional environment situ-
ated in the mesophotic to oligophotic zone. The lower photic zone is dominated by
large, flat, and perforated foraminifera associated with symbiont-bearing diatoms.
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Lower slope facies are differentiated from upper slope by the greater amount of
micritic matrix, an increase in the flatness, and size of the perforate foraminifera
and presence of planktonic foraminifera. The outer ramp was characterized by low
energy conditions and sedimentation of mudstones with planktonic foraminefera,
which indicate deep water.
The Ragusa ramp:
Located in SE Sicily, the Ragusa platform corresponds to the outcropping por-
tion of the Hyblean Plateau (Ruchonnet and Kindler [2012]). The inner ramp
is composed by coral-rich, mudstone/wackestone beds. The innermost facies of
the inner shallow-water zone comprises gastropods associated with fragments of
Corallinaceae red algae, ostracods and green algae. Shelfward, coral colonies ex-
tent associated with benthic foraminifera, serpulids, bivalves, and echinoderms,
which appear in the outer shallow-water zone. The muddy sediments of the most
restricted part of the inner ramp reflect low energy, euphotic conditions.
Trophic resources were low enough for scleractinian corals to grow, suggesting
oligo-mesotrophic conditions. Basinwards, the occurrence of packstones in the
outer shallow-water zone supports a relative increase in water energy.
In the middle ramp, sediments mainly consist of corallinaceans (branching shapes
and spherical rhodoliths) that are associated with chlorozoan biota (sleractinian
corals and red algae). Subordinate biota include bryozoans, serpulids, Vermeti-
dae, and small benthic foraminifera. Basinward, benthic foraminifera, as well as
echinoids, and planktonic foraminifera complement the biota. Sediments of the
middle ramp were likely deposited in the euphotic-mesophotic zone. The deepest
associations of scleractinian corals, Vermetidae and benthic foraminifera suggest
euphotic water depths.
In the outer ramp, the dominating facies consists of planktonic foraminiferal mud-
stones and wackestones lacking light-dependent biota.
Comparing the three carbonate ramps (Fig. 6.12), coral species association is
present in the inner and middle ramp with different proportion. Benthic foraminifera
are present in the inner and middle ramp, except in the theoretical example have
been extended to the outer ramp. Rhodoliths are mainly present in the middle
ramp, however they are present in the inner ramp of Ragusa, and extend to the
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Asmari Fm. (Amirshahkarami , 2007)et al.
Ragusa Platform (Ruchonnet and Kindler, 2010)
Figure 6.10: Relative abundances (thick lines represent higher abundance and
thin lines represent lower abundance) of carbonate compounds in the compared
carbonate ramps.
outer ramp in the theoretical example. Planktonic foraminifera occur in the deep-
est areas of middle ramp settings and extend to the outer ramp in all examples.
The benthic foraminifera and rhodoliths are present in the outer ramp in the
theoretical example, although on a low proportion. This light-dependent biota
presence is the main difference with the real carbonate examples, and it indicates
that the outer ramp is not aphotic in the theoretical example.
6.2.5 Discussion
The results of the sample experiment show the potentiality of the code. The ex-
ample exhibits optimal results for the simulated processes (fluid flow, sediment
transport, clastic sedimentation, and carbonate production). From the obtained
results, it is possible to see the stratal architecture and stacking patterns of sedi-
mentary bodies and their relationship.
The obtained carbonate production distribution during the modelled time in the
basin is a combination of interactions of the species associations with the environ-
mental parameters. The result of these interactions is complex, but some points
can be highlighted:
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• The slope plays an important role in the delta front in NW part, where most
of the clastic sedimentation occurs.
• Due to the initial basin geometry, water depth factor has a great influence in
the N-S direction as shown in the facies distribution in vertical and horizontal
directions.
• Flow velocity plays an important role in areas near the shoreline combined
with the water source, where an important gradient of velocities is present.
• The interaction among species is not clearly visible in the example, despite it
is present. The reasons are: (1) the low values taken in the example and (2)
interaction do not change in time, but the environmental factors do change,
masking this interaction.
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Figure 6.11: Situation map. A: Map of Western Mediterranean Sea. B: map
of the studied area with UTM (left and bottom data) and the number of columns
and rows used (right and top data) in the finite elements mesh. C: An extension
of the Medes Islands marked with a red square to see a detail of the mesh used.
6.3 L’Estartit Bay
6.3.1 Introduction
The modelled region is an actual area in the western Mediterranean Sea, specif-
ically in l’Estartit village (see map in Fig. 6.11). The model reaches a total of
55.32 km2 including the Ter river mouth and the Medes islands. The purpose is to
determine if the model represents the reality, identifying the sediment sources, the
sedimentation areas, and general trend of the system, in any case it is a detailed
study of the region.
The example is based on an actual active area, although the code is designed
to simulate ancient sedimentary basins. The reason to select an actual system is
because is not always possible to obtain all the necessary numerical data to test all
parameters and compare the results obtained by the program with reality. The use
of current real quantified data makes it easier to compare the results, although it
has some limitations (short time events like storms or mass flows are not modelled
by the code).
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This particular region has been selected because it is well- recorded (Badosa et al.
[2006], Ribes et al. [1999], Villamor and Becerro [2012]) and its physical, meteo-
rological, climatological, and biological parameters are periodically collected and
published. In addition, fishing is forbidden as a protected area, its ecosystem is
not strongly influenced by human activity, except the shore line (the beach area
and the marina).
The 7,260.0 x 7,620.0 m modelled area is discretized into 122 columns and 128 rows
obtaining a mesh with 15,616 nodes and 30,734 elements as displayed in Fig. 6.11
C. Initial submarine basin bathymetry shows a ramp with water depth ranging
from 0.0 m at its western side to a maximum of 98.5 m at the eastern one, except
for the central area where the Medes islands emerge. Total simulation time is 4
years, from 2003 to 2007.
6.3.2 Flow model
The data obtained from the open sea buoy located 20 km north of the study
area are used to model marine currents (direction and velocity). Unfortunately,
the data can not be directly used in this model because velocities are only for
open sea, and in the seashore they are reduced due to coast line geography and
bathymetry. Nevertheless, the buoy data provide the model with the current
direction and maximum values of the velocity (Fig. 6.12). Two different episodes
can be separated from these data. The first one is the regular current, characterized
by a geostrophic N-S marine current. The second one, is the storm events during
which the current is strongly influenced by wind. The main direction is from east,
and velocities are variable in Fig. 6.12).
To reproduce the values of the marine current, the input nodes for the fluid flow
are defined in the northern area of the finite element mesh and open nodes for the
output fluid flow are defined in the south limit (Fig. 6.11 B). Storm events are
simulated changing flow boundary conditions. In this case, the input nodes are
located in the models eastern part and the output nodes are the ones located to
the north and south (Fig. 6.11 A). These episodes have been linked to high river
flow rate and with high sediment input in the basin (see Fig. 6.13).
This region is also influenced by the Ter river mouth inflow and it is modelled
using the data from the Catalan Water Agency (ACA) shown in Fig. 6.13. The













Figure 6.12: Joint distribution of velocity and direction of sea current at 15
metres depth. Average direction: 31.72 degrees, average velocity: 14.70 cm/s,
maximum velocity: 35.93 cm/s. Data obtained from 2010 annual report of
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Figure 6.13: Data of the Ter River mouth. A: Inflow and D: material in
suspension. Data published by ACA.




























Figure 6.14: Data included in SIMSAFADIM-CLASTIC. Black diamonds are
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Figure 6.15: Sea level changes measured in the l’Estartit Marina.
Ter river flow data are collected once a week and they are included in the program
monthly by averaging as shown in Fig. 6.14. Sea current is considered as an
eastern storm event when the flow average from the Ter River is higher than 60.0
m3/s. Sea level changes are included using the data obtained from the tide gauge
located in the l‘Estartit marina and they are included in the model as shown in
Fig. 6.15.
Fluid flow calculated with SIMSAFADIM-CLASTIC is represented in Fig. 6.16.
The general trend in the region shows a N-S current and the input of flow from
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Figure 6.16: Flow calculated in the example. A: flow modelled at 1.42 years
during a storm event. B: flow modelled at the end of the model (4 years) during
usual inflow. Colour scale indicates the velocity module (note that the 2 images
have different scales) and arrows indicate direction. The red lines in the edges
indicate the input source points and green lines indicate output regions.
the Ter river mouth Fig. 6.16 B. The maximum velocity is found in the area
around the Medes islands, due to the passage between islands and land, and in
the Ter river mouth. The lowest values are located in the beach area stretching
from l‘Estartit village to the Ter river mouth.
During storm events (Fig. 6.16 A) flow changes and has an E-W component in
the eastern part of the model. Flow moves parallel to the coast in the western
part of the model in both directions, North and South; directions are separated
by the Ter river mouth. Small module values of flow are located north of the river
mouth, and the highest values are found in the river mouth. The high values in
the models boundaries are not correct and they are due to model boundary.
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Table 6.4: Parameters for siliciclastic sediments. Longitudinal dispersion in
meters, transversal dispersion in meters, diffusion in m2/s, and maximum flow
velocity for deposition in m/day.
Sediment Long.Disp Trans.Disp Diffusion Velo.
Siliciclastic 1 120.0 120.0 0.00000001 300.0
Siliciclastic 2 120.0 120.0 0.0000005 200.0
Siliciclastic 3 120.0 120.0 0.0000001 100.0
Siliciclastic 4 120.0 120.0 0.000005 50.0
6.3.3 Siliciclastic sedimentation model
Siliciclastic sediments deposited in this area come mainly from the Ter River and
are mainly concentrated on the beach, and to the South and West of the Medes
islands. The coast-line situated to the north of the model is made of cliffs and the
clastic sediments are boulders with a small fraction of sand and silt. There are no
data about the sediments located to the east of the model.
The model considers that siliciclastic sediments come only from the Ter River.
Four kinds of siliciclastic sediments are modelled. The ACA collected values are
taken monthly as material in suspension (Fig. 6.13). Then, these values are
included as input data dividing the values for the 4 siliciclastic sediments modelled
as shown in Tab. 6.4. These parameters change during storm events to simulate
the higher energy of the system and the increase in wave action.
The results of the siliciclastic distribution in the basin are exposed in Fig. 6.17.
It shows the siliciclastic sediment concentration in suspension, and the deposited
sediment area during the modelled period.
The distribution of sediments from the Ter river is influenced by the different cur-
rents: Ter river inflow, N-S geostrophic current, or eastern current. The model is
simplified and it does not take into account:
(1) the movement of the Ter river mouth over time.
(2) Flood events are simplified as well.
(3) Erosion process that may be important during storm events.
(4) Saltation, and creeping sediment transport.
(5) The transport of sediments by wind, which is important in this region.
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Despite these limitations and simplification, the model slightly fits to siliciclastic
sedimentation areas, although there are many differences in the extension of these
areas and the thickness of sediments accumulated.
Overall, the siliciclastic sediments is suspension in storm events are cover the
Western part of the model from N to S (Fig. 6.17 A.1). The sedimentation mainly
occurs from Ter River mouth to the north limit of the model between the shoreline
and Medes Islands (Fig. 6.17 B.1).
On he other hand, siliciclastic sediments in suspension in N-S dominant currents
cover from the Ter River moth to the south limit in the western part of the model
(Fig. 6.17 A.2). In this case, the sedimentation occurs in the same place, but
more restricted near the Ter River mouth (Fig. 6.17 B.2).
6.3.4 Carbonate production model
Marine species can develop freely without strong anthropic interaction, and coral,
brown algae, and several bacteria has been described (Badosa et al. [2006], Ribes
et al. [1999], Villamor and Becerro [2012]). The wealth of the region is attributable
to the protected area and the ban of fishing.
The region has mainly oligotrophic – mesotrophic conditions during normal regimes
(Badosa et al. [2006], Hereu et al. [2011], Ribes et al. [1999], Villamor and Becerro
[2012]). An exception to this general trend is the Ter river mouth. It carries many
nutrients from agricultural areas, thus this specific area is considered mesotrophic.
When a high input of sediment and flow occur during a storm event, all pre-
vious values change into eutrophic conditions in the Ter river mouth and into
mesotrophic conditions in the rest of the modelled area.
In the absence of a more precise ecological model of the full region, the ecologi-
cal system has been simplified, modelling just three carbonate producing species
associations. The modelled three species associations are primary producers and
they live in the same water depth range and they are not affect by siliciclastic
sediment in suspension (see Tab. 6.5 and Tab. 6.7). The differences among the
three species associations are their preferred nutrient concentration environment,
the effects of flow velocity, and slope which are described in Tab. 6.7.





















Siliciclastic in suspension distribution in the studied area
Siliciclastic sedimentation calculated in the studied area
Time Step: 48    Total Time: 4.0 years
Time Step: 17    Total Time: 1.42 yearsA.1
Time Step: 48    Total Time: 4.0 years




Figure 6.17: Distribution of different sediments in suspension. Area of clastic
sediment distribution. A: Siliciclastic sediment is suspension. B: deposited
siliciclastic sediment.
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Table 6.5: Input parameters for species association.
Parameter Species As.1 Species As.2 Species As.3
εi 0.1 0.1 0.1
Rmax 0.01 0.01 0.01
nutri Consum 0.0015 0.15 0.95
Table 6.6: Environmental parameters for modelled species associations. The
curves of effects are defined by 4 points.
Env.Param. Species Min. Opt.1 Opt.2 Max.
Nutrients Species As.1 0.001 0.0012 0.08 0.12
Species As.2 0.08 0.12 0.9 1.3
Species As.3 0.9 1.3 20 50
Slope Species As.1 15.0 17.0 89.0 90 .0
Species As.2 0.0 0.001 13.0 15.0
Species As.3 0.0 0.001 89.0 90.0
Flow velo. Species As.1 0.0001 0.00012 58 60
Species As.2 0.0001 0.00012 490 900
Species As.3 0.0001 0.00012 490 900
water depth Species As.1 2.0 2.05 90.0 100.0
Species As.2 2.0 2.05 90.0 100.0
Species As.3 2.0 2.05 90.0 100.0
Figure 6.18 shows the environment factor computed for each species association
modelled and the distribution of these species. The distribution of the oligotrophic
species (Species association 1) are sited near the coast in the north extreme and
around the Medes Islands (6.18 A.2), but during storm event they are restricted
to the north coast (6.18 A.1). These results are similar to the distribution of
coral species (Villamor and Becerro [2012]), although the modelled areas are more
restricted area.
The mesotrophic species (Species association 2) in storms events is distributed in
the western half of the model (6.18 A.1), and restricted to a thin band from the
Ter River mouth to south in normal periods (6.18 A.2). The distribution in normal
periods does not fit to the reality, because mesotrophic species are distributed in
al beach area, no only restricted in south.
Eutrophic species distribution (Species association 3) is around the Ter river mouth
during storm events (6.18 A.1), and their distribution expands to south in normal
periods (6.18 A.2). The distribution during the normal period is close the real
distribution, although some greater.
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Environmental factor calculated in the studied area
Carbonate production calculated in the studied area
Figure 6.18: A: Environmental factor calculated for each species association
in 2 different times. A.1) Strom event. A.2) Normal period. Distribution of
carbonate production in 2 different times: B.1) Strom event. B.2) Normal
period
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6.3.5 Discussion
The results of the model, even though do not fit to the reality, show a trend
of the system for the simulated processes (fluid flow, sediment transport, clastic
sedimentation, and species distribution), despite applying it to a short time scale
(4 years). Divergences between simulated data and real data are determined by
the following:
• Simplifications in fluid flow and transport models are acceptable for a geo-
logical time scale, but perhaps too simple to simulate a short time model.
• The limitations of the numerical model itself, producing errors in the bound-
aries of the model.
• The lack of processes such as erosion, saltation, and creeping sediment trans-
port.
• Poor information about species to make a more accurate ecological model.
The most important one, in this case, would be the anthropic effect.
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6.4 Aptian carbonate system of the western Maes-
trat Basin, E Iberia
6.4.1 Introduction
The main aim of this example is to apply the program to a basin determining
the main factors that control the geometry and distribution of the facies, and the
relationship among these factors.
The Aptian carbonate system of the western Maestrat Basin (E Iberia) is a
platform-to-basin transition as a result of several parameters interplay. Sea level
variations, carbonate production, and siliciclastic deposition are the main param-
eters. Several configurations have been executed using value ranges of these pa-
rameters.
6.4.2 Geological overview
The platform-to-basin transition area modelled has been widely studied (Bover-
Arnal [2010], Bover-Arnal et al. [2009, 2010, 2011]). Nonetheless, and as a means
to furnish a self-supported study not in need of further literature to be followed,
a brief geological setting is then provided.
Study area
The Maestrat Basin is one of the Iberian intraplate rift basins that developed
as a result of the spreading Atlantic Ocean and the opening of the Bay of Biscay
throughout late Oxfordian to early late Albian times. Later, during the Paleogene,
the Alpine orogeny caused the inversion of the Iberian Mesozoic rifts and gave rise
to the Iberian Chain in the north-eastern Iberian Peninsula Salas and Casas [1993],
Salas et al. [2001].
The platform margin modelled here is of late Early-Middle Aptian age, and is sit-
uated in the central Galve sub-basin, which conforms the western marginal part of
the Maestrat Basin (E Iberian Chain) (Fig. 6.19). The carbonate succession tack-
led is located in Las Mingachas, to the west of the village of Miravete de la Sierra
in the province of Teruel (E Spain) (Fig. 6.19). The age of these rocks is based
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Figure 6.19: Location of the study area in the western Maestrat Basin (eastern
Iberian Chain; eastern Spain) and geological map of the central part of the Galve
Sub-basin. Modified after Bover-Arnal et al. [2009].
on ammonite and rudist biostratigraphy (Bover-Arnal et al. [2009, 2010], Moreno-
Bedmar et al. [2010]). The strata that were generated in this platform-to-basin
transition area comprise the marls of the upper part of the Forcall Formation, the
platform carbonates of the Villarroya de los Pinares Formation and the marls of the
lower part of the Benassal Formation (Bover-Arnal et al. [2009, 2010]) (Fig. 6.20).
The sedimentary succession is distinguished by lithofacies heterogeneity and su-
perb clinoforms and stratal terminations, which permit to construe three different
depositional settings: platform, slope and basin (Bover-Arnal et al. [2009]).
Lithofacies assemblages
In order to pursue the numerical modelling of stratal architecture and sedimen-
tary heterogeneities, three different lithofacies associations, differing from the ones
established by Bover-Arnal et al. [2009, 2010], were determined along the platform-
to-basin profile anatomized.
Lithofacies Assemblage I: platform facies
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Figure 6.20: Chrono-, bio- and lithostratigraphic framework for the Aptian
in the Maestrat Basin. From Bover-Arnal et al. [2009].
This facies association is characterized by decimetre- to meter-scale light grey
beds of in situ shelf limestones with floatstone and boundstone fabrics dominated
by rudist bivalves and corals in life position. Corals are present in five different
morphologies: sheet-like, platy, branching, irregular massive and domal. Benthic
and sessile foraminifera, bivalves, gastropods, bryozoans and echinoderms are also
common. The beds are massive, tabular, or occasionally show nodular bedding.
Local bioturbated levels occur.
Lithofacies Assemblage II: slope facies
The marly slope lithofacies contain isolated coral colonies and small patch-reefs,
rudists grouped in clusters and other molluscs, echinoids and ammonoids. The
corals have widths ranging between centimetres and meters and occur in growth
position exhibiting domal, branching and irregular massive forms.
The slope environments are also characterized by the presence of centimetre- to
meter-scale marly intervals intercalated between debris-flow deposits. This resedi-
mented deposits from shelf settings (Lithofacies Assemblage I) are typical of slope
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Figure 6.21: Photograph of platform-to-basin transition at Las Mingachas
with the overall sequence stratigraphic interpretation and the stages of relative
sea-level. From Bover-Arnal [2010].
environments. The beds display decimetre- to meter-scale thicknesses and exhibit
a chaotic organization.
Lithofacies Assemblage III: basin marls
This facies consists of centimeter- to meter-scale alternations of marls and mud-
stone to floatstone yellowish and greyish limestones displaying massive or nodular
bedding. The limestones often present silt-sized quartz grains. The occurrence
of calcareous nodules in the marls and interbedded centimeter- to decimeter-scale
beds of fine-grained sandy/silty storm-induced turbidites with nodular bedding or
plane-parallel stratification is also characteristic. Highly bioturbated levels with
unidentified burrows occur. The basin lithofacies association is distinguished by
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the presence of orbitolinids, ammonites, nautiloids, gastropods, bryozoans, echin-
oderms, solitary corals, brachiopods, sessile foraminifera, oysters, unidentified bi-
valves, decapods, hydrozoans, fish teeth and pyritized skeletal components.
Sequence stratigraphic analysis
The sequence stratigraphic analysis performed by Bover-Arnal et al. [2009] in
the platform-to-basin transition domain of Las Mingachas follows the four sys-
tems tract-based sequence stratigraphic method and terminology of Hunt and
Tucker [1992]. However, the sequence stratigraphic nomenclature was modified
and brought up to date applying the standardized terminology proposed by Catuneanu
et al. [2009].
Five different genetic types of deposit (systems tracts) belonging to two distinct
depositional sequences, A and B, can be interpreted from the sedimentary record
of Las Mingachas (Fig. 6.21). The upper part of Depositional Sequence A is com-
posed of a Highstand Normal Regressive (HNR) lithostratigraphic unit followed
by Forced Regressive (FR) deposits. These normal and forced regressive strata are
of late Early Aptian age. Depositional Sequence B comprises a Lowstand Normal
Regressive (LNR) genetic unit followed by Transgressive (T) deposits and the sub-
sequent return to a highstand stage of relative sea level. Depositional Sequence B
spans the uppermost Early-Middle Aptian time interval.
The HNR of Depositional Sequence A corresponds to a large and extensive flat-
topped non-rimmed carbonate platform, which exhibits a high rate of carbonate
production stacked in a prograding pattern, and downlapping stratal terminations
(Fig. 6.21). This highstand genetic type of deposit is made up of platform facies
(Lithofacies Assemblage I), which change basinwards to slope facies (lithofacies
assemblages II) and then, to basin marls (Lithofacies Assemblage III).
During base-level fall, a detached calcarenitic wedge constituted by FR deposits
(Lithofacies Assemblage II) accumulated at the toe of the former highstand slope,
in a basinal position. This depositional unit is bounded below by the Basal Surface
of Forced Regression (BSFR) and above by the Sequence Boundary (SB), which
delimits depositional sequences A and B (Fig. 6.21). The BSFR marks the start
of relative sea level fall at the shoreline, while the SB was formed at the lowest
point of relative sea level. During this FR stage, the HNR carbonate platform was
exposed subaerially and partially eroded, therefore a Subaerial Unconformity (SU),
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which passes basinwards to its marine Correlative Conformity (CC), surmounts
the highstand shelf (Fig. 6.21).
Above the CC, the LNR genetic unit of Depositional Sequence B comprises the
sediments deposited during the stillstand and the subsequent base level rise. These
deposits correspond to a small flat-topped non-rimmed carbonate platform stacked
in a prograding pattern, which onlaps landwards and downlaps over the FR unit
and thus, onto the CC (Fig. 6.21). Similar to the HNR unit of Depositional
Sequence A, the LNR is constituted by platform facies (Lithofacies Assemblage I),
which change laterally to slope facies (lithofacies assemblages III).
The Maximum Regressive Surface (MRS) marks the start of transgression at the
shoreline and establishes the boundary between the lowstand platform and the
Transgressive (T) genetic type of deposit. Above this surface, the small prograding
lowstand platform starts to backstep evolving to marly sediments upwards in the
succession, after drowning (Fig. 6.21). Landwards, the MRS is superposed onto
the SU, resulting in a composite surface. The T deposits correspond to platform
facies (Lithofacies Assemblage I), which passes basinwards and upwards in the
succession to basin marls (Lithofacies Assemblage III).
The Maximum Flooding Surface (MFS) separates the T unit (below) from the
subsequent HNR (above). This surface was placed at the top of the thickest T
marly interval owing to the absence of fauna or a surface with physical characteris-
tics that may be indicative of the maximum bathymetry reach during Depositional
Sequence B. Above the MFS, the establishment of new carbonate platforms char-
acterizes a new highstand stage of relative sea level (Fig. 6.21).
6.4.3 Initial set-up for numerical modelling
Bathymetry.
A 3D point clouds captured by terrestrial LIght Detection And Ranging (LIDAR)
technology combined with real-time kinematic global positioning system gave a
virtual 3D digital outcrop models The initial triangular finite element mesh (Fig.
6.22 B) is computed interpolating the base surface obtained from LIDAR (Fig.
6.22 A). It shows a typical ramp, with a platform in the highest area sited in SE, a
slope covering the major part of the mesh with angles between , and basin in the
lowest bathymetry in the W sector. The topographic elevation is transformed to







Figure 6.22: Finite element mesh used in the model. A: Cloud of point
obtanider from LIDAR. B: Base surface used to compute the mesh. C: interpo-
lation to create the finite element mesh.
bathymetry transporting the highest topographic value to -1 m, and substracting
this value to the rest of points.
Modelling time and sea level variations.
The time modelled is 900 ky as is described by Bover-Arnal et al. [2009, 2010], spit
into 180 time steps of 5 ky, which data is saved. The relative sea level variations









































Figure 6.23: Sea level curves uses in the model. A: surfaces extacted from
LIDAR, B: Cross section of LIDAR surfaces and C: the calculated sea level
curves.
are extracted from the stratigraphic columns obtained during the field work and
from the LIDAR surfaces. obtaining a marine transgression, a regression and a
second transgression consecutively (Fig. 6.23). The initial relative sea level has
been arbitrary put at 0.0 m; the total thickness of sedimentary units to model is
60.0 m. Assuming constant carbonate production for whole modelling time and
minimal subaerial erosion during marine regression, the tested curves are shown
in Fig. 6.23.
Carbonate producing species
The modelled species associations are determined from the facies assemblages pre-
viously described. The main groups of species are corals and rudists. The corals
present in the region lived in in water depth between 0.0 and 60.0 m. Rudists
are found in shallow-waters carbonate platforms with a low/moderate energy and
lower than 20.0 m of water depth (Fernández-Mendiola et al. [2013], Skelton et al.
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Table 6.7: Parameters for modelled species association. The environmental
effect curves are defined by 4 points.
Parameter Value Min. Opt.1 Opt.2 Max.
εmax 0.1
clastic 0.0 0.0 2.1 2.1
Slope 0.0 0.0 7.0 13.0
Flow velo. 0.013 0.02 90 100
water depth 1.0 2.0 35.0 70.0
[2010]). For the sake of simplicity, a species association is modelled including all
carbonate producing organisms.
The carbonate production are conditioned by:
• The progradding pattern of lithofacies assemblage I occurred during the
HNR of the Depositional Sequence A. This conditions the total carbonate
production in the platform facies, being greater than the accommodation
space generated by the sea level rise.
• The basin marls present in the HRN of Depositional Sequence B means
carbonate production in lower than the accommodation space generated by
sea level rise.
From these conditions a range of carbonate production Rmax has been tested
between 0.00001 m/y and 0.00006 m/y.
Clastic sediment.
The basin marls are considered as pure siliciclastic sediment in this model due
to the carbonate fraction of this lithology is not directly and entirely produced
or induced by the carbonate producing species modelled, because the marls are
present previously, during, and later of the carbonate platform.
The siliciclastic portion of these marls are mainly silt or clay (< 0.002 mm).
Typical values for settling velocity are < 0.3 m/day (Ferguson and Church [2004]),
and the values of flow for its sedimentation are less < 0.06 cm/s (< 51.84 m/day)
(Prothero and Schwab [2013]).
Thus, a range of values of siliciclastic input is used between 1.0 g/s and 3.0 g/s






Figure 6.24: Modelled flow in the basin.
6.4.4 Flow model
To induce a flow to simulate marine currents, 20 input nodes for the fluid flow
are defined in the eastern limit of the finite element mesh, and open nodes for the
output fluid flow are defined in the northern and eastern limit (Fig. 6.24).
The computed fluid flow with SIMSAFADIM-CLASTIC is represented in Fig.
6.24 showing a general E-W current trend, perpendicular to the coast line. The
maximum velocity is found in the area around the sediment input source close to
the coast line. The lowest values are located in the East. The values of the fluid
flow depend mainly on the water depth and the distance from the fluid source.
6.4.5 Results
From the previous configurations, 54 models have been computed (3 sea levels
curves · 3 clastic conf. · 6 carbonate conf.). The results of these models give a
distribution of siliciclastic and carbonate sediments, and facies assemblages which
are distributed as follows in general terms:
Siliciclastic sediment distribution.
The siliciclatic sediment is deposited in general terms in the deepest areas of
the basin (Fig. 6.25), in the outer ramp and the ramp slope, where the flow
velocity is low. The siliciclastic sediment is deposited in aggradational pattern
and distributed forming a wedge-shaped. The thickness and detailed distribution
depend on different applied configurations (section 6.4.6).
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Figure 6.25: Siliciclastic sediment distribution in percentage and thickness of
sediment.
Figure 6.26: Carbonate sediment distribution in percentage and thickness of
sediment.
Carbonate deposits.
Concerning to carbonate distribution (Fig. 6.26), the modelled species association
is mainly developed in the most proximal areas in SE of the basin, where the water
depth is optimat for its development. The carbonate production depends on the
applied configuration disussed in section 6.4.6.
Automatic facies assemblages
Facies are grouped as a function of sediment percentage per each sediment type
(obtained from the total sediment deposited). In this model, 2 facies assemblages
are obtained. The first automatic facies corresponds to the facies assemblage I
described in in the geological overview (section 6.4.2). This facies is composed by
the platorm carbonate sediments sited in the basin margin. The second automatic
facies corresponds to the facies assemblages II and II described in the geological
overview (section 6.4.2). This facies are formed by siliciclastic sediment, which is
sited in the basin slope and in the deepest parts of the basin.






Basin and slope marls
Automatic facies assemblage
Carbonate platform
Figure 6.27: Obtained facies from results.
6.4.6 Discussion
This example allows to see the utility of the numerical modelling, testing several
configurations and watching the evolution of the basin and the interplay of the
parameters.
The solutions depends on all parameters, and a change in one of these parameters
can change the obtained values. Beyond the numerical values, the result discussion
allows to understand the existing conditions during the sedimentation, and some
conclusions can be extracted which are discussed below.
If the carbonate production is too low, an aggradational patterns appears during
the first sea level rise (Fig. 6.28 A and B), instead of the desired progradational
pattern.
But, if the carbonate production is too high, the platform grows during the second
sea level rise, and this is not observed in the field (Fig.6.28E and F). Thus the
carbonate production must be a value between these two extrems.
The progradational geometry of the carbonate platform during the first sea level
rise depends also on the siliciclastic sedimentation, due to it allows a optimal water
depth for prograding patterns of carbonate sediments during HNR of Depositional
Sequence A . In the other extrem, high siliciclastic sedimentation inhibits the
carbonate production (Fig. 6.29).
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Figure 6.28: Facies distribution using different carbonate prodcution. Models
A and B produce aggradational patterns in the first sea level rise. Models E and
F aggradational pattern in the second sea level rise. Models C and D produce
correct progradational/retrogradational patterns according sea level changes.
Finally, the sea level curve shape, specially the sea level fall, does not significantly
affect the geometry or the distribution of sediments in the basin. There are not
significant differences using the three configurations shown in Fig. 6.30.
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Figure 6.29: Facies distribution using different siliciclastic sediment supply.
Note in configuration 3 that the carbonate platform occupies the entire basin,
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Figure 6.30: Facies distribution using different sea level curves.
Chapter 7
Conclusions
As set forth herein and taking into account the objectives set out in this thesis, it
can be argued that one of the main contributions comply with the main objective
set out in it. In this sense, there has been a computer program based process
simulation model incorporating an ecological model for producing carbonate sed-
iments.
The program presented in this thesis models the carbonate sediments using an eco-
logical model to achieve an improved method for describing, investigating and pro-
jecting the three-dimensional heterogeneity distribution of the sedimentary record,
made possible by the results extracted by the program. A distributed database
in the three dimensions of space with the physical and petrological characteristics
that define each point of the system under study is achieving.
The fast and systematic application of a model changing a few input parameters
and obtaining results in acceptable computational time is one of the main aims
of any forward modelling, including SIMSAFADIM-CLASTIC. In this sense, it is
also remarkable the flexibility of draw results without the need for a large number
of field data derived from indirect studies.
The principal limitations that the code contains are due to the applied simplifi-
cations of the modelled processes included in the program, and the lack of other
processes like erosion or compaction. Still presenting these limitations, it is re-
markable the variety of experiments that can be generated and the number of cases
in which the program can be applied because of the large number of controllable
variables.
125
Chapter 7. Conclusions 126
The conclusions extracted focusing on the most applicable aspects can be grouped
into five main aspects:
• The GLV ecological modelling allows to model the development of a set of
species associations, taking into account the logistic growth of a species asso-
ciation and the interaction between it and the others modelled associations.
It can be computed with a minimal number of parameters (N0, E and A),
which can be extracted or deduced from the geological record.
• The environmental parameters taken into account are the clastic sediment in
suspension, the water depth as a proxy of the light effect, the bottom slope,
the nutrients effect, and the energy of the medium (not all the main factors
are modelled, for example, temperature, salinity, and the content of O2 are
not included). The included parameters constrain the species association
distribution and its development. The curves to relate the environmental
parameters and species associations are flexible, not purely analytical. It
allows to adapt these curves to the observations and data extracted from the
geological record.
• The effects of environmental parameters are summarized in a unique envi-
ronmental factor, which allows to quantify the potential of an environment
to be a habitat for the modelled species association. This environmental
factor affects the species associations development and allows to model the
effect of the changing environment to the species associations. Combining
the GLV and the environmental factor allows to distribute realistically the
modelled species association present in a basin.
• The carbonate production of a species association is directly and linearly
linked to the population of this species association through a carbonate pro-
duction factor for this species association. This relationship constrains all
carbonate production to the modelled species associations.
• There is not a unique and analytical solution of the GLV ODE, and numerical
methods are required to find a numerical solution. The solution of GLV
equations needs mainly two parameters:
Initial conditions, which are the initial population for each modelled
species association.
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Tolerance, which affects the precision of the results.
The value of these conditions affects the obtained results, and should be
taken into account in the interpretation of these results.
A forward numerical modelling, including the model presented in this thesis, is
composed of the conceptual and the mathematical models, and the numerical
method applied for the solution. It is important to take into account these com-
ponents during a simulation process (including the preparation of input data)
because the model limits depend totally on them, as well as the obtained results
and their interpretation.
Regarding the modelling experiments, the main conclusions that can be extracted
are:
Theoretical model.
The experiment, despite has important simplifications, extracts realistic results
with facies distribution and depositional architectures which are comparable to
real examples.
The obtained carbonate production distribution during the modelled time in the
basin is a combination of interactions of the species associations with the en-
vironmental parameters. The result of these interactions is complex, but some
conclusions can be highlighted:
• The slope plays a major role in the delta front in NW part, where most of
the clastic sedimentation occurs.
• Due to the initial basin geometry, water depth factor has a significant influ-
ence in the N-S direction as shown in the facies distribution in vertical and
horizontal directions.
• Fluid flow velocity plays an major role in areas near the shoreline combined
with the water source, where an substancial gradient of velocities is present.
• The interaction among species is not clearly visible in the example, despite
it is present. The reasons are: (1) the low taken values in the example, and
(2) interaction does not change in time, but the environmental factors do
change, masking this interaction.
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The Ter River mouth experiment
The results show a correct trend of the main aspects modelled, but these results
do not totally fit to the reality and highlight the limitations of the model. The
main one is that the code can not applied for short time events, and a real 3D flow
model is required to model correctly these events. Erosion, bed-load transport,
salinity, heat flow and chemical processes are not included in the model, adding
limitations to the code.
Although the divergences between the model and the reality some conclusions are
remarkable:
• The distribution of siliciclastic sediment are more influenced by the storms
events than the normal regime. It can be explained by the fact that the
storm events are more energetic and affect more sediment. Normal regime
is longer in time but less energetic, and its effect is low.
• By contrast, the species distribution are more conditioned by normal regime
than by the storm events. It is possible because the species have more time
to grow during these normal periods.
Aptian carbonate system of western Maestrat Basin, E Iberia
This third example, use the program to discuss the environmental conditions of
the Galve sub-basin in the Maestrat basin during the deposition of sediment in
the Aptian. From the several configurations used, the main obtained conclusions
obtained are:
• The carbonate production strongly conditions the geometry of the sedimen-
tary bodies and the distribution and geometry of the facies.
• An equilibrium between carbonate sediment production and siliciclastic sed-
iment supply is another main factor that controls the geometry and distri-
bution of facies.
• The sea level fall velocity does not strongly affect the distribution and ge-
ometry of sediments in this example.
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Finally, the SIMSAFADIM-CLASTIC is a process-based simulation program that
can predict the depositional architecture and facies distribution in a marine envi-
ronment in a coherent and realistic manner.
The new model presented for carbonate production illustrates the importance to
take into account the biological interactions and intrinsic factors of the carbonate
producing organisms, as well as the environmental parameters. No other forward
numerical model can simulate an unlimited number of carbonate sediments using
an ecological model in a marine sedimentary basin with the effects of environmental
parameters. Thus, the program can be useful in several geologic, hydrogeologic





This software needs some input files to determine the mesh, the boundary con-
ditions and flow, transport and sedimentation parameters. These files are plane






’X’ is the number of clastic or carbonate sediment.
Nodes.txt
This file contains the position of each node of finite element of mesh with the format
explained in Tab. A.1 and Fig. A.1 Aditionally the file contain the number of
columns anf files of the finite element mesh, the node type, and the volum of water
or head.
X and Y are the coordinate in meters, Z is the bathymetry in meters too. Type
defines the nodes type with a integer number (0 for output nodes, 1 or 2 for
131
Appendix A. SIMSAFADIM-CLASTIC INPUT FILES 132
Table A.1: Format of nodes list in the meshNodes.txt file.
X node (1,1) Y (1,1) Z (1,1) type (1,1) q (1,1)
X node (2,1) Y (2,1) Z (2,1) type (2,1) q (2,1)
X node (3,1) Y (3,1) Z (3,1) type (3,1) q (3,1)
. . . . . . . . . . . . . . .
X node (ncol,1) Y (ncol,1) Z (ncol,1) type (ncol,1) q (ncol,1)
X node (1,2) Y (1,2) Z (1,2) type (1,2) q (1,2)
X node (2,2) Y (2,2) Z (2,2) type (2,2) q (2,2)
. . . . . . . . . . . . . . .
X node (ncol,nrow) Y (ncol,nrow) Z (ncol,nrow) type (ncol,nrow) q (ncol,nrow)
boundary, and 3 for input nodes). The q value is the volum of water in m3/s that
enters in the basin if the type is 3, or the head of the node in meters, if type is
0. Note the order of the nodes of the finite element mesh, organized in columns
(ncol) and rows (nrow), creating a mesh with the characteristics related in model.
globalParameters.txt
This file contains the basic information to run the program. It includes:
• The total modelling time
• The saving time
• The processes to compute
• The number of clastic sediments
• The number of carbonate sediments.
• The parameters for flow and transport computing.
• The density of water and mantle in T/m3.
• The sea level curve defined by a set of points.
The format of the file is shown in Fig. A.2
clasticX.txt
The clasticX.txt file contains the information needed to model the transport and
sedimentation of this clastic sediment. It must take into account that there are
some parameters, which are not used at this moment but they must be written.
Th information to include in the file following the format shown in Fig. A.3 is:
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Figure A.1: Example of the meshNodes.txt file.
• The sediment name.
• The settle rate for deposition is the maximum depostion rate for this sedi-
ment in m/d.
• The maximum flow velocity for deposition is the critical velocity to start the
deposition in m/d.
• The erosion rate is the maximum erosion rate for this sediment in m/d (not
implemented).
• The minimal flow velocity for erosion is the critical velocity to start the
erosion in m/d (not implemented).
• the sediment density in T/m3.
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Figure A.2: Example of the globalParameters.txt file.
• Specific storage is a parameter in sediment compaction (not implemented).
• Initial porosity is the posrosity of the sediment.
• Minimal porosity is a parameter in sediment compaction (not implemented).
• The longitudinal and transversal dispersion of sediment in meters.
• The diffusion of sediment and the water dispersion in meters. These param-
eters determine the curve that defines the diffusion.
• The input points and the mass of sediment (T/s) that input to the basin.
carbonateX.txt
The carbonateX.txt file contains the information needed to model the species
association evolution and its carbonate production. It must take into account
that there are some parameters, which are not used at this moment but they must
be written. Th information to include in the file following the format shown in
Fig. A.4 is:
• The sediment name.
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Figure A.3: Example of the clastic.txt file.
• The tolerance for the numerical method.
• The safety factor for the numerical method.
• The initial time step (not in use).
• The initial population N0.
• The minimal population Nmin.
• The parameter εmax in y−1.
• The maximum roduction Rmax in m/y.
• The nutrients consumption in mg clh α/d.
• The interaction factors α.
• The erosion rate is the maximum erosion rate for this sediment in m/d (not
implemented).
• The minimal flow velocity for erosion is the critical velocity to start the
erosion in m/d (not implemented).
• The sediment density in T/m3.
• Specific storage is a parameter in sediment compaction (not implemented).
• Initial porosity is the posrosity of the sediment.
• Minimal porosity is a parameter in sediment compaction (not implemented).
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• The way to combine the environmental parameters: 1 for multiplicative way
or 2 for minimal value.
• The environment parameter
• the number of points to contruct the affection curve.
• The value of the environmental parameter (the water depth in meters, or
the terrain slope in degrees, etc.).
• The affection factor. A value between 0 and 1.
nutrients.txt
The nutrientsX.txt file contains the information needed to model the nutrients
transport. Th information to include in the file following the format shown in Fig.
A.3 is:
• The name.
• The logitudinal dispersion of sediment in meters.
• The transversal dispersion of sediment in meters.
• The diffusion of sediment in meters.
• The water dispersion in meters.
• The input points are the number of nodes where de clastic sediment inputs
to the basin.
• node is the node number where de clastic sediment inputs to the basin.
• mass is the quantity of input sediment in a node in T/s.
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Figure A.4: Example of the carbonate.txt file.
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Figure A.5: Example of the nutrients.txt file.
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