We study the dynamic conditions of existence of the self-sustained detonation regime in gases with non-uniform initial temperature and dilution in the case where the gradients of initial state are parallel to the propagation direction. We analyze the slow dynamics of the detonation supposing that the initial variations have the same order of smallness as the unsteadiness and curvature of the leading shock of the detonation front. We obtain a hyperbolic evolution law for the detonation shock front as a solution to an eigenvalue problem solved in the asymptotic limit of large activation energies for which the induction time of the chemical decomposition process is considered much larger than the heat-release time. We study the effect of the shock dynamics of this self-sustained detonation front on the induction time and we integrate the evolution law for some examples of distinct or combined, dispersive or localized, initial variations in the temperature and diluent mass fraction. We show the existence of a bifurcation set of initial conditions that separates the self-sustained detonations that will continuously achieve the CJ regime from those whose dynamics eventually fail to initiate the chemical decomposition because the dynamic induction length becomes too long. We find that the characteristic critical lengths associated with the initial or boundary conditions are larger than the reference CJ characteristic chemical length by several orders of magnitude, a well-established experimental feature of gaseous detonations. We identify subcritical and supercritical limits which, respectively, give necessary and sufficient conditions for detonation. Below the subcritical limit, the combustion front cannot be coupled to the shock front because the volumetric expansion rate behind the shock is too large. Above the supercritical limit, the relaxation from an overdriven detonation regime to the self-sustained regime is a continuous process, without decoupling and recoupling of the combustion and shock fronts. We interpret the critical domain between these limits as the parametric zone in which experiments show successive decouplings and transverse recouplings of the combustion and shock fronts before the final self-sustained CJ regime.
INTRODUCTION
parameter to be determined for each chosen detonation velocity. The flow equations are integrated from the shock to the head of the release wave where transonic-flow constraints select the front curvature. The procedure thus defines an evolution law for curved self-sustained detonation in the form of a relation between the detonation velocity D and curvature k. When the energy-release rate is sufficiently dependent on the thermodynamic state, the evolution law shows the existence of minimum detonation velocity and radius of curvature for self-sustained propagation. An expanding sonic detonation thus propagates with a velocity that increases up to the CJ value of the planar regime as its radius of curvature increases from its minimum value to infinity. The model has been often discussed, e.g., [10, 15, 31] , and has proven to be very useful in interpreting experiments, in gaseous or condensed explosives, with single-step or multisteps energy release. It provides a good average picture of the relaxation to the CJ regime of curved cellular detonations in gases (Section 5) because the experiments show that cell sizes are small compared to the critical (minimum) curvature radii of sonic detonations [5, 18] . This indicates that the detonation can be considered as weakly curved compared to the characteristic chemical length of the planar detonation. The comparison of the experimental average cell sizes and of the characteristic chemical lengths calculated with detailed chemical schemes show indeed that the former are larger by a factor 20 to 30 than the latter.
The effect of unsteadiness on curved sonic detonation shock dynamics with uniform initial states was first discussed by Brun [2] , who considered that the distance from the shock to the sonic locus could be neglected compared to the shock position. This partially-reactive, sonic-discontinuity detonation model results in a qualitatively-correct evolution equation for the detonation front which, in particular, yields integral curves that distinguish between decelerated and accelerated detonation waves. However, this model cannot correctly implement the eigenvalue problem and, regarding homogeneous explosives, results in magnitude orders of chemical lengths much too large to be consistent with the initial assumption of a reactive discontinuity. At an invited conference [27] , we have presented a consistent eigenvalue formulation of this curved, unsteady detonation shock dynamics problem with the correct dependency of a finitethickness reaction zone on the flow expansion and unsteadiness behind the detonation leading shock. Our analysis was restricted to the case of a global Arrhenius chemical rate, with an asymptotic representation of the reaction zone known as the largeactivation-energy limit, and was conducted as an extension of a former work by He and Clavin [15] on steady curved detonations. The resulting evolution equation has the same structure as Brun's, and our analysis explicitly identified two sets of integral curves for sonic detonations, those capable of achieving the CJ regime and those that cannot, depending on the boundary conditions. Importantly, correct magnitude orders for the critical and chemical lengths were obtained. More recently, using an integration procedure different from ours, Kasimov and Stewart [19] have also presented a careful and detailed analysis of this curved unsteady detonation shock-dynamics problem, with consistent formulation of the eigenvalue problem and consideration of a finite-thickness reaction zone. They also identify two sets of sonic detonations, capable or not of achieving the CJ regime. In [27] , based on our former results on critical shock dynamics for combustion initiation [25] , we had also analyzed the effects of sonic-detonation curvature and unsteadiness on the characteristic chemical time and shown the existence of a detonation-dynamics domain not compatible with shock initiation of combustion. Similar ideas on the dependency of the characteristic chemical time on detonation curvature and unsteadiness were used by Eckett, Quirk and Shepherd [9] to study the role of unsteadiness in the direct initiation of gaseous detonations.
In the present paper, we propose an eigenvalue formulation of the sonic-detonation shock dynamics problem in a non-uniform gaseous mixture. Specifically, we extend our large-activation energy analysis [27] to include the effect of variations in the initial temperature and composition of the gas on the shock dynamics of a curved unsteady sonic detonation and on the characteristic chemical time. Section 2 presents the notation and a mathematical formulation of the eigenvalue problem [13, 15, 31] . Section 3 details our resolution procedure and its solution in the form of an evolution law for the detonation leading shock. In Section 4, we study the effect of this shock dynamics on the chemical time. The results are presented and discussed in Section 5.
THE FORMAL EIGENVALUE PROBLEM FOR SELF-SUSTAINED DETONATIONS
The compressible reactive flow that sustains the shock front of the detonation is modelled as a perfect fluid in adiabatic evolution. The mass, momentum and energy balances are expressed by the Euler equations which, restricted to the planar, cylindrical or spherical geometries (resp. j = 0, 1 or 2), become (1) The independent variables t and r denote the time and the position, the dependent variables u, p, v and e denote the material speed, the pressure, the specific volume and internal energy, respectively. In this paper, we use the notation g as a dummy for any dependent variable. The operator dg/dt = ∂g/∂t r + u∂g/∂r t thus denotes the material derivative of the function g (t, r) and the operators ∂g/∂t r and ∂g/∂r t denote the partial derivatives of g (t, r) with respect to t at constant r and with respect to r at constant t, respectively. We use a classical model of reactive fluid (Appendix) with three components, the reactants F1, their products P and a diluent F2 subjected to the global reaction F1 + F2 → P + F2. We introduce the global chemical variable y = M P /(M F1 + M P ) defined as the mass of products relative to the total mass of reactants and products (the reaction extent). System (1) is then closed by specifying the equation of state e(p, v, y) and the reaction rate dy/dt = w (p, v, y). Because our analysis is restricted to homogeneous explosive mixtures, we will use the Arrhenius rate (2) where t c is a constant homogeneous to time, n 1 and n 2 are O(1) constants, E a is the activation energy, R gas is the gas constant, T (p, v, y) is the temperature and G(p, v, y) is a dimensionless state function. In this work, we have selected the ratio G = ρ/ρ * of the density ρ = v -1 to a reference density ρ * and thermal and energetical equations of the state T (p, v, y) and e (p, v, y) for an ideal gaseous mixture (Section 5 and Appendix).
It is convenient to rewrite these equations in a relative frame fixed to the shock. Denoting the shock position and velocity by R (t) and D (t) = dR/dt, the distance from the shock by z = R (t) -r and the total curvature of the surface with position r by C = j/r, we obtain (3) where M = (D -u)/c is the Mach number of the relative flow, σ = -(v/c 2 ) e y /e p is the thermicity coefficient and c 2 = v 2 (p + e v ) /e p is the square of the frozen sound velocity, the partial derivatives e v and e p of e(p, v, y) being taken at constant composition y. The operator ∂g/∂z t denotes the partial derivative of the dummy function g (t, z) with respect to z at constant t and the operator δg/δt = ∂g/∂t z (3-i) denotes the partial derivative of g (t, z) with respect to t along a parallel to the shock (i.e. at constant z) in the r-spacet-time plane (the shock derivative). Steady-flow equations are obtained from the condition δg/δt = 0. An equivalent system to (3) involving the material derivatives dg/dt instead of the space derivatives ∂g/∂z t can be obtained using the shock operator written as the identity (4-f) instead of (3-i), (4) Whatever the shock geometry (j ≥ 0) and dynamics, the preshock (index ∞) and postshock (index 0, y = 0, z = 0) states are connected by flux conservation constraints that can be expressed in the form of the Rankine-Hugoniot relations (5) Without the effects of geometry and unsteadiness (j = 0, S g = 0), the balances in (3) reduce to the ordinary differential system that describes the reaction zone of the constant-velocity, planar and steady detonation according to the ZND model [13] . The parametric integration of these planar steady equations for arbitrary position z or reaction extent y leads to the same conservative forms as the Rankine-Hugoniot relations (5) but valid for all z in the reaction zone (6) The quantity h = e + pv denotes the specific enthalpy. With a sufficiently simple e(p, v, y) equation of state, relations (6) yield analytical expressions of the parametric planar steady solution g(y, D, g ∞ ) where g stands for p, ρ, (or v = ρ -1 ), h, e, etc. More generally, the formal numerical integration starts from the shock (index 0) where the RankineHugoniot relations (5) and the e(p, v, y = 0) equation of state define the variables as functions of the shock velocity D and of the preshock state (index ∞), that is, g(z = 0) = g 0 (D, g ∞ ). This integration yields the self-similar ZND profiles g(z, D, g ∞ ). The shock velocity has to be determined by an additional constraint within or at the end of the reaction zone. The velocity of the ideal self-sustained detonation (the Chapman-Jouguet (CJ) detonation) is the eigenvalue D CJ (g ∞ ) for which the flow is sonic at the reactionzone end, that is, u + c = D and w = 0 simultaneously (or M = 1 and y = 1). The reaction zone is thus protected from the reaction-products expansion wave and the derivatives remain bounded. The velocity so obtained is the frozen CJ velocity -since it is built upon the frozen sound velocity -which can differ from the equilibrium CJ velocity obtained by solving the Rankine-Hugoniot relations (6) , the equilibrium equations A(p, v, y) = 0 -i.e. y = y eq (p, v) -and the sonicity condition u + c eq = D where A is the chemical affinity, and e eq (p, v) = e(p, v, y = y eq (p, v)) and c 2 eq = v 2 (p + (e eq ) v )/(e eq ) p are the equilibrium equation of state and sound velocity. The equilibrium CJ velocity can thus be directly calculated from thermochemistry and is independent on the chemical kinetics. However the planar steady ZND model provides insight into the reaction zone process -such as profiles and characteristic chemical lengths -and represents the exact average behaviour of the reaction zone of the detonation far from the detonability limits of the considered reactive mixture (Section 5).
Geometry and unsteadiness effects can be studied as an eigenvalue problem with some preliminary estimates of the quantities C and δg/δt in (3). For example, considering the only effect of geometry (j = 1 or 2 and S g = 0), the assumption that the distance s from the shock to the sonic locus (index s) is always much smaller than the shock radius R,
where κ = C(z = 0) = j/R is the total curvature of the shock. Equations (3) can then be integrated from the shock towards the reaction-zone end for specified values of the shock velocity D and curvature κ. For a sonic detonation, one has to associate to each chosen value of D a value of κ compatible with the simultaneous realization, at some position z > 0 within the reaction zone, of the sonicity and thermicity constraints, u+c = D (or M = 1) and σw = uκ, thereby ruling out nonphysical, unbounded derivatives. The dynamics of such steady, weakly-curved sonic detonations thus obeys an eigenvalue evolution law D(κ) that can be obtained by numerical or asymptotic shooting towards the saddle point (M = 1, σw = uκ) of system (3). The limit D(κ → 0) is the frozen velocity D CJ of the planar steady self-sustained detonation. This model shows how the flow adiabatic expansion, here approximated by the curvature term, acts as an endo-energetic process that counterbalances the exo-energetic chemical decomposition process.
In the next section, we extend these considerations to obtain the self-sustained detonation shock dynamics in a gas with combined effects of geometry, unsteadiness and non-uniform preshock state. Our estimates of geometrical and unsteady terms are based on the assumption that their effects have similarly-small characteristic length scales compared to the shock position R(t),
Our procedure is a classical perturbation calculation which here amounts to substituting the planar steady solution g (z, D, g ∞ ) for the variables g's in the right-hand-side of System (3), using the simplifying asymptotic limit of the large values of the activation energy. System (3) then reduces to an ordinary differential system with initial (postshock) condition g(z = 0) = g 0 (D, g ∞ ) and solution g(z, D, j/R, δD/δt, δg ∞ /δt). The transonic constraint (M = 1, σw = S g ) is enforced to ensure bounded derivative at the sonic locus within the reaction zone and to obtain the evolution law for curved unsteady self-sustained detonations propagating on a variable initial state in the form of a relation Ω (D, j/R, δD/δt, δg ∞ /δt) = 0 between the velocity D, the curvature κ = j/R(t), the acceleration δD/δt and the initial (preshock)-state variations δg ∞ /δt.
The analysis is restricted to initial states that vary with temperature and dilution, and dimensional arguments then imply that the evolution law should be closed to the approximation (8) if only one characteristic chemical time τ is associated with the realization of the sonic state and if the differences to the CJ velocity and to the reference initial state (index i) are small. In (8) , x ∞ denotes the mass fraction of diluent in the composition (Appendix). The dynamics of the detonation leading shock then results essentially from the dependency of the characteristic time τ on the thermodynamic state, competing with the effects of geometry and of changes in the initial state. Finally, those of the initial or boundary conditions that lead to singular evolutions define observational dynamic constraints for the self-sustained detonation regime.
THE LARGE-ACTIVATION-ENERGY ANALYSIS
The balance equations (3) are first rewritten in the semi-conservative form (9) where ρ = v -1 denotes the density. A formal integration that accounts for the conservation of fluxes Φ k , k = 1, 2, 3 through the shock (Φ k0 = Φ k∞ ) leads to the generalized Rankine-Hugoniot relations (10) where the flux corrections ξ k 's, k = 1, 3, are the normalized integrals of the right-hand sides of (9) . We found it convenient to carry on the analysis with the ξ k 's as parameters before calculating them (see (15) - (17) 
If ξ k = 0 and y = 0, these give the shock state g 0 (D, g ∞ ), e.g., (11) . Subjected to the additional sonicity constraint u+c = D, they give the sonic state g s (D, ξ ks , g ∞ ) (index s), e.g., (12) and, for y s = 1 and ξ k = 0, the CJ detonation velocity. We now specialize the analysis to a reactive mixture of two ideal gases, the initial (fresh) composition (the reactants and the diluent, index f) and the final (burnt) composition (the products and the diluent, index b), of which we distinguish the physical properties, for example the heat-capacity ratios γ f and γ b and the molar masses m f and m b (Appendix). We use the strong-shock approximation
to obtain an easier solution to read without loss in precision. The heat-capacities ratio is indeed close to 1, especially for the products (γ b -1 < γ f -1 < 1). We arrive at The quantities µ and Q f∞ = h f∞ -h b∞ are the molar increment and the heat of the reaction F1 + F2 → P + F2, relative to the initial pressure and temperature p ∞ and T ∞ .
To determine the ξ k 's, we specialize the analysis to the case of the one-step Arrhenius reaction rate (2) . Its specificity is that the heat release and the change of state from its shock value occur in one step. The main heat release is preceded by an induction during which variations from the shock state are small because the reduced activation energy -the ratio E a /R gas T 0 at the shock -is usually a large number, typically O (15) . For rate (2) , the larger E a /R gas T 0 , the smaller the changes during induction and the longer the induction compared to the heat release. In the asymptotic limit of large activation energies, the shock state is thus a good estimate to the induction state, and the fluxes Φ k 's (10) can be considered as conservative in the heat-release zone, whereas their estimate in the induction zone (index i) must account for the corrections ξ k 's, (15) Consequently, the integral of a function g (z) between the shock (z = 0) and the sonic locus (z = s ) is well approximated by (16) This is an important approximation in this work, and we discuss it in Section 5. Here, the flux corrections ξ k 's are thus determined from the shock values of the derivatives δg/δt obtained by differentiating the shock state (11), or, for more convenience, the Rankine-Hugoniot relations (5) . In this work, we analyze the effect of variations in the initial temperature and composition, at constant pressure and we thus have to distinguish between the properties of the components of the initial (fresh) gas. We choose to model this fresh gas (index f) as a mixture of two ideal gases (indices f1 and f2) in thermal and mechanical equilibrium but with distinct heat-capacity ratios (γ f1 and γ f2 ) and molar masses(m f1 and m f2 ). We use the variable x ∞ to represent the mass fraction of component f 2 in the fresh gas. The heat-capacity ratio γ f and the molar mass m f of the initial composition are thus functions of the initial composition parameter x ∞ (Appendix) and must be accordingly differentiated. Straightforward, though lengthy, calculations then yield the asymptotic flux corrections (17), (17) (18) The parameters µ ∞ , u ∞ and ∆h ∞ are related to the change in the initial composition; the expression of u ∞ is derived in the Appendix. The induction time τ st and length st in (18) relate to a planar shock propagating with the constant velocity D in the constant initial state p ∞ , T ∞ , x ∞ . They are more precisely defined in the next section, (41) (17) and also safely consider that Z 0 ≈ Z * . However, given a shock velocity D, the planar steady-state and actual induction properties can noticeably differ one from the other. Therefore, the compatibility of our self-sustained detonation shock dynamics with the assumption that the actual induction length i is small compared to the shock position must be checked after the fact (Sections 4 and 5). It is also worth noticing that we can substitute ∆h * = h f1* -h f2* for ∆h ∞ in (17) 
To close the problem, the compatibility between the sonic state (12) and the transonic condition (σw -S g ) s = 0 must now be enforced. Using (11), (12) and reaction rate (2), the calculation conducted with
This result shows that, for large values of the reduced activation energy Z 0 , the
and the ratio G s /G 0 is comprised between O(10 -1 ) and O (10). Thus, the assumed O (ε) smallness (7) of the curvature and unsteadiness effects S g can be realised only if 1 -y s is O (ε Z 0 e 3-Z 0 ) which is much smaller than O (ε). Accordingly, the transonic condition (19) is met consistently with the O (ε) assumption only if y s is asymptotically close to 1. In the limit of large activation energies, the sonicity locus thus merges with the end of the reaction zone, and so, from (12e), the ξ k s meet the compatibility condition (20) Finally, substituting (17) for the ξ k 's in (20) , and using (11), we obtain the evolution law (21) We observe that, to the first order, the deviation from the CJ planar-steady-detonation velocity is the sum of the 3 contributions of unsteadiness, curvature and changes in the initial temperature and composition. The effect of the change in the initial composition splits into the 3 contributions of the differences in the molar masses, the enthalpies and the heat-capacities ratios of the 2 fresh components (the reactants and the diluent), the latter accounting for the expression of u ∞ (Appendix). Clearly enough, the dominant contribution comes from the difference in the fresh-components' enthalpies ∆h ∞ , which usually takes negative values. The evolution law (21) can be written as the differential equation (22) Its mathematical type can be identified by writing the shock-surface equation as x 3 = Ψ(x 1 , x 2 , t) with x k , k = 1,3 the space coordinates in the Laboratory frame. At an arbitrary instant of time t, the unit vector x 3 can always be chosen equal to the unit vector n normal to the shock, x 3 = n, D = D n, and so, using the identity κ = div n, we find that (22) is locally equivalent to (23) Thus, the evolution law (22) . The detonation decelerates when the "loss" term κ-X ∞ dominates the "production" term W. These properties were first evidenced and discussed by Brun [2] in the case of a constant initial state (Section 1). We observe that (22) includes the curvature-celerity relation κ = W (D) obtained by He and Clavin [15] in their study of direct initiation of detonation by an energy source in a constant initial state.
By means of the identities D = dR/dt and dD/dt = (dD/dR) (dR/dt), we substitute R -1 to t as independent variable and turn (22) into the ordinary differential system of 2 equations (24) Given boundary conditions (R init , D init , t init ) and initial-state distributions T ∞ (t, r) and x ∞ (t, r), the integration of system (24) gives the shock-front velocity D and position R as functions of time t. In this work, we consider the case of an initial state that varies with space only. The normalized shock derivatives of T ∞ and x ∞ in (21)-(22) then reduce to their logarithmic gradients which have to be calculated for all shock positions r = R(t) from the given initial distributions T ∞ (r) and x ∞ (r) as the detonation propagates. Also, the first equation of system (24) can be integrated separately from the second to obtain the velocity D as a function of the position R.
An analysis based on the conservative form of system (4) instead of system (3) would lead to an evolution law structurally identical to (22) , with functions W , V and X analytically different, but numerically very close, to those in (22) . In the limit of large activation energies, the characteristic time and length to achieve the sonic state are determined by the induction properties, and so we observe that the evolution law (22) is very close to the approximation (8) for any physical value of γ f and γ b .
INDUCTION PROPERTIES AND SELF-SUSTAINED DETONATION DYNAMICS
In a previous work [25] , we have proposed an expression for the induction time τ behind a shock with arbitrary velocity D, curvature κ and acceleration δD/δt propagating on a constant initial state and a criterion for shock-induced combustion expressing that the induction time should not be infinite, thereby defining a critical shock dynamics. We have shown that the physical interpretation of this criterion was that the energy release rate should be higher than the volumetric expansion rate. We have applied these results to the cases of shocks induced by the sudden expansion of a compressible gas [26] or by projectile or detonation impacts, [28] . Similar ideas were developed by Eckett, Quirk and Shepherd [9] to study the role of unsteadiness in the direct initiation of gaseous detonations. In this section, we extend our derivation of the induction time behind a curved, unsteady shock (index 0) [25] to the case of a variable initial state (index ∞). We apply it to the case of the detonation shock dynamics obtained in the previous section to propose conditions for observing sonic detonations in non-uniform initial states.
Regardless of the physical nature of the problem, an estimate τ of the characteristic time for observing an O (1) change in some function g(t) is the initial value of the reciprocal of its Ln-derivative as it can be easily observed from the first-order linear time expansion (25) As for the chemical-induction problem, the estimate τ w for the time at which the reaction rate w significantly changes from its initial value w 0 (in this work taken at the shock, index 0) is thus given below by (26-a). The representativity of such a characteristic time is however a structural property of w(t) that must have a sufficiently convex behaviour about t = 0. For large-enough magnitudes of the reduced activation energy Z 0 = E a /R gas T 0 , the Arrhenius rate w (2) meets this convexity requirement in the induction zone and thus well represents the high sensitivity to temperature changes of most homogeneous explosives. The Arrhenius rate during induction essentially behaves as exp (E a /R gas T) and the dominant order of τ w (26-a) is given by τ w (26-b) . Indeed, differentiation of rate w (2) yields (27) that shows that τ w (26-b) is an O (1/Z 0 ) approximation to τ w (26-a). A strictly equivalent approach is to obtain the asymptotic representation g i (t) (29) of g(t) in the induction zone and to define τ i as the runaway time for which g i (t) tends to infinity. Exchanging the variables t and y in the linear time expansion of g(t) (25-a) and substituting the resulting expansion g(y) (28-a) Depending on how the linearization is conducted, the runaway time τ i is found equal to τ w or τ w . These estimates are based on a process that leads to a linear behaviour of the argument of the exponential term of rate w (2). An O (Z 0 -1 ) correction to τ w (26-a) can be obtained by using the reduced relative temperature θ = T/T 0 -1 and the normalized time η = t/τ w as dependent and independent variable, respectively, so the argument of the exponential is not linearized. To this end, we consider the linear time expansion of T (31-a), invert it to obtain t(θ) (31-b) and substitute the latter for t in the time expansions of the other variables, say G and y. This gives G(θ) (32-a) and y(θ) (33-a) of which we finally substitute the exponential asymptotic representations, (32-b) and (33-c), for G and y in the reaction rate (2) to obtain the differential equation (34) The function Ei(x) in (35) is the exponential integral (36-a). Here we make use of its asymptotic representation (36-b) at large x to simplify the reduced time η (35) and obtain its large-reduced-activation-energy limit (37). The latter shows that the reduced temperature θ tends to infinity as t tends to the induction time τ i given by (38), which appears as the sought-after O(1/Z 0 ) correction to τ w or τ w , (36)
The induction time is thus determined by the values of the material derivatives dT/dt and dG/dt at the beginning of induction. These depend on the considered problem and we refer to [25] and [28] for details and examples. In this work, we are interested in the shock values of the material derivatives, a typical example of a mathematical type of analysis called a Cauchy problem. Clearly enough, systems (3) and (4), Section 2, considered at the shock, represent here the sought-after solutions to the Cauchy problem for the shock transformation specialized to the derivatives(∂g/∂z/ t ) 0 and (dg/dt) 0 , with the shock derivatives (δg/δt) 0 ≡ δg 0 /δt denoting the derivatives along the shock data surface. All other partial derivatives -or combinations of -could be similarly obtained using the proper identity between the shock derivative δg/δt and the sought-after The quantities τ st and st were introduced in Section 2, (18). They represent the induction time and length behind a planar shock propagating at constant velocity on a constant initial state, that is, the planar steady ZND detonation. The steady-state induction time τ st is obtained from the material derivatives (4) at the shock by setting to zero the geometry and unsteady terms and the steady-state induction length is obtained by integration from the shock along a material path using the asymptotic representation u i (t) (29) of the material speed u(t) in the induction zone. The quantity τ p is the induction time for a constant pressure, constant initial-state transformation and is obtained from the thermal equation of state pv = R gas T/m (55) and the adiabatic energy balance (1-c) rewritten as dp/dt + (c/v) 2 dv/dt = (c 2 /v) σw. The parameters µ ∞ and u ∞ (Appendix) associated with the change in the initial composition were introduced in Section 2, (18) . The correct interpretation of the expressions for the flow derivatives at the shock, sometimes referred to as shock-change equations, [13] , see also [17] , is that the shock dynamics determines the shock values of the flow derivatives -hence the induction time. No physical shock dynamics can be inferred from assumptions on the shock values of the flow derivatives. The flow behind a shock being subsonic, any acoustic or finite-amplitude waves generated by initial or boundary conditions eventually catches up with the shock and modifies its dynamics. The shock dynamics results from compatibility constraints between boundary conditions at the shock and in the flow behind it, and the flow equations have to be integrated from one boundary to the other to connect them. As explained in Sections 2 and 3, the self-sustained detonation shock dynamics results from a sonicity condition in the flow behind the shock. In this work, we have used a large-activation-energy analysis to integrate the flow equations from the shock to the sonic locus. The shock dynamics in (39) is arbitrary in the sense that D, δD/δt, κ, δt ∞ /δt and δx ∞ /δt are independent of each other. The sonic detonation shock dynamics (22) is an example of constraint on D, δD/δt, κ, δT ∞ /δt and δx ∞ /δt.
A critical shock dynamics Λ CR = -1/nkZ 0 such that the induction time τ i is infinite can be inferred from (39). A successful shock initiation of adiabatic combustion can thus be expressed by the criterion that the induction time is bounded, which constitutes a necessary condition for detonation. The physical interpretation is that the energy release rate should be higher than the volumetric expansion rate, [25] , as it can be observed from the energy balance (1-c) rewritten as (44). Remembering that τ i is proportional to 1/(dT/dt) 0 , (38), (26) , the bounded-induction time criterion simply expresses that the adiabatic cooling should not be too large compared to heat production so temperature can increase, a hardly surprising result insofar as reaction rates are essentially sensitive to temperature. More generally, any criterion on the induction time can be written as constraint (45) We observe the similarity of structure of (22) and (45). Substituting the shock acceleration (22) for δD/δt in (39) and (45), and making use of the distinguished limit Section 3) , we obtain the induction time τ det (46) and the shock-initiation criterion (47) for our self-sustained detonation (46) (47)
RESULTS AND DISCUSSION
We have divided the calculation parameters in two groups. The first parameter describes the fluid model and the second parameter represents the changes in the initial state, wave geometry and initial position. We have chosen to vary only the parameters of the latter group because our objective is to identify generic dynamic behaviour of the detonation given acceptable chemical and physical parameters. The selected values (Table 1) fairly reproduce ( Figure 1 ) the main features of the temperature evolution in the reaction zone of a planar steady CJ detonation (Section 1) in the mixtures C 2 H 6 + 3.5O 2 + aN 2 obtained by numerical integration of (3) with a detailed chemical scheme [7, 14] . The agreement holds for several initial temperatures and diluent mass fractions x ∞ , and, notably, the approximate factor 10 between the induction times of the diluted and nondiluted mixtures is reproduced. We also observe that, for the selected sets of compositions and initial conditions, the profiles have an induction larger than recombination, and, therefore, are compatible with the asymptotic limit of our analysis (Section 3). The selected state function G in the reaction rate (2) is the ratio G = ρ/ρ * of the density ρ in the reaction zone to the density ρ * in the initial state of reference (p ∞ = p * = 1.01325 bar, T * = 298 K, x ∞ = x * = 0) and the chemical constants E a , n 1 and n 2 are chosen independent of the diluent mass fraction x ∞ . Exact fits can be generated with chemical constants dependent on x ∞ ; however, they have no qualitative influence on our results. Table 1 . The reference time τ * is the induction time at p ∞ = 1.01325 bar, T * = 298 K, x ∞ = 0, see Table 2 , Line 1 (b) : Detailed scheme for the mixtures C 2 H 6 + 3.5O 2 + aN 2 . (12) , (13) and (18) , these parameters generate the following initial, shock and burnt CJ (sonic) properties for the non-diluted composition C 2 H 6 +3.5O 2 , Table 2 : Shock and CJ properties for the C 2 H 6 + 3.5O 2 composition (from Table 1 Distinguishing between the properties of the fresh and burnt compositions is necessary to obtain realistic values of the shock and burnt temperatures.
We have chosen a sinusoidal function (Figure 2 ) to model the profiles of the initial temperature T ∞ (r) and diluent mass fraction x ∞ (r),
Other mathematical forms are possible. The relevant criterion is to model as simply as possible the characteristic lengths and amplitudes of the initial variations. The quantities R 0 and R(t) are the shock positions at times t = 0 and t > 0. The quantities R 0T/x and R 1T/x are the abscissas where variations begin and finish. For simplicity, we have considered that the initial state before variations (subscript ∞1) was non-diluted (x ∞1 = 0) and x ∞ thus represents the relative diluent mass fraction. The control parameters are the initial temperature T ∞1 before variation, the relative positions ∆R 0T/x where variations begin, the initial-variation lengths λ T /x and the relative initial-variation amplitudes ∆ T/x . The additional parameters k T/x are used for generating two cases of initial variations. Setting k T/x = 1 simulates a dispersion of initial state, with monotonic variations of T ∞ and x ∞ from their initial values (T ∞1 , 0) at R 0T/x to their final values (T ∞2 , x ∞2 ) at R 1T/x . Setting R T/x = 2 simulates a spatially-limited variation in initial state, such as a hot or a diluted layer of gas, for which T ∞ and x ∞ vary from their initial values (T ∞1 , 0) at R 0T/x , reach (T ∞2 , x ∞2 ) in the middle of the initial-variation interval and go back to their initial values at R 1T/x . A positive (negative) ∆ T/x generates initially increasing (decreasing) profiles. A negative ∆ x generates less diluted compositions.
Figure 2:
Notation for the profiles of initial temperature T ∞ and diluent mass fraction x ∞ .
We use the properties of the reference state (density ρ * , velocity D * CJ and induction length * in the steady reaction zone of the planar detonation propagating at the reference velocity D * CJ in the constant initial state of reference p ∞ , T * , x * = 0) to nondimensionalize the results. All the model equations could then be considered as nondimensionalized, without change in notation. In our calculations, we have chosen the initial state before variation identical to the reference thermodynamic state (p ∞ = 1.01325 bar, T ∞1 = T * = 298 K, x ∞1 = x * = 0), and so we have confused their respective subscripts (∞1 ≡ * ). Figure 3 shows the velocity D of a spherical sonic detonation as a function of its total curvature κ = j/R for a constant initial state chosen as the reference state. The control parameter is the initial shock position R 0 at D = D CJ . The largest values of R 0 are associated with the D(κ) integral curves to system (24) that always realize the planar CJ regime. Too small R 0 's give integral curves that cannot reach the CJ point. Consequently, there exists a limiting initial radius R det crit generating a separatrix integral curve between the domain, on its left, for which the detonations continuously relax to the CJ point, and the domain, on its right, for which the shock dynamics of the sonic detonation eventually fails to initiate combustion. Indeed, such integral curves intersect the line D(κ, α = 0) representing the detonation criterion (47) for infinite induction time (or length). In this situation the shock and the reaction zone (the flame) become decoupled. The physics of the process is then no longer described by the sonic detonation dynamics, which is only valid for induction lengths small compared to the shock position (7) . What happens then is that the flame propagates by itself, acting as a piston on the shock ahead. Re-initiation can occur at larger distances in the shocked domain between the flame and the shock if, depending on the initial conditions, the adiabatic cooling due to the flow divergence becomes again small enough, compared with the energy release (39),(46). In this case, small quasi-hemispherical detonations appear at one or several points close to the flame front, overcome the shock and rapidly propagate transversally in the shocked domain between the flame and the shock. Once this transverse process is achieved, the self-sustained regime of spherical detonation is obtained (see the review in [6] and the references therein). These transients are beyond the reach of our model. However, the model identifies a sufficient condition for sonic detonation propagation and a necessary condition for shock initiation of combustion by sonic detonations. This will be further discussed below. The structure of the evolution law (22) implies that the D -κ plane is separated in two domains by a particular D N (κ) curve (51) for which the detonation acceleration is equal to zero (curve N in Figure 3 ). The detonation decelerates or accelerates depending on whether its dynamics is located on the right or on the left of the D N (κ) curve. Indeed, (22) shows that the adiabatic-expansion effect is smaller than that of the energy production on the left of the D N (κ) curve, and larger on the right. All curved sonic 52)) that provides an estimate of the smallest value R det crit for existence of a continuous dynamics for curved sonic detonations [15] . For the selected initial condition we have here the large number R det crit / * = 738.57. The D(κ) integral curves to (24) can be considered as continuations of curves (not represented) associated with a strong (subsonic) detonation regime (D > D CJ ) that depends on how the detonation is generated. For example, He and Clavin [15] have used Sedov's dynamics to model this strong regime. The D N (κ) zero-acceleration curve N is the well-known "curvature-celerity relation", e.g., [10, 15, 19, 31] , which provides an estimate to the integral curves that reach the CJ point. The integral curves and their bifurcation separatrix associated with the above large-activation-energy analysis were first presented at an invited talk [27] , and more recently, in the detailed analysis by Kasimov and Stewart [19] who used a different method of integration (Section 1). The D N (κ) curve N in Figure 3 was obtained with a numerical integration of system (3) that solves the eigenvalue problem by a shooting method (Section 2). The asymptotic and numerical D N (κ) curves (N and N, resp.) are very close to each other which justifies to some extent the use of the large-activation-energy limit. This is specifically discussed below. smoothly crosses the variation domain and eventually achieves the CJ regime of the final initial state (T ∞2 , x ∞2 = 0). For the largest ∆ T s, on the contrary, the integral curves bifurcate and intersect the border line (α = 0, the bounded-induction line) of the domain where the considered detonation dynamics cannot ensure shock initiation of combustion. These results are similar to those described in Figure 3 for a curved detonation in a constant initial state. In the case of the localized temperature decrease (Figures 4 d, e & f) , the continuation of the integral curve in the no-initiation domain does not represent a physical process. Similar trends could be obtained by decreasing λ T at constant ∆ T with similar magnitudes of the temperature gradients. Clearly enough, the critical amplitude ∆ crit T for the localized decrease (Figures 4 d, e & f) is about twice as large as for the dispersive one (Figures 4 a, b & c) because the latter generates twice as small gradients. The physical interpretation of these planar critical behaviours is discussed below. Figure 5 shows the velocity D of a spherical sonic detonation (j = 2) as a function of its position R for a dispersive decrease or increase in the initial temperature (k T /x ≡ k = 1, Figures 5 a, b & c) and for a dispersive decrease in the initial temperature combined with a dispersive increase or decrease in the diluent mass fraction (k T /x ≡ k = 1, Figures  5 d, e & f) . The detonation initial radius R 0 at D = D CJ is chosen larger (800 * ) than the minimal value R det crit = 738.57 * for continuous propagation of a spherical detonation on the constant initial state before variations (Figure 3) . We have varied the variation amplitude ∆ T for a constant variation length λ T larger than the value used in the planar case (Figure 4) . A decrease in the initial temperature or an increase in the diluent mass fraction produces similar effects on both the instantaneous CJ velocity and the dynamic detonation velocities (Figures 5 a, b, d & e) . These effects are comparatively more important with the diluent change. As expected, expansion makes detonation propagation more difficult since bifurcation towards the no-initiation domain occurs with smaller variation amplitudes and larger variation lengths than for the planar detonation ( Figures  4a, b & c) . On the contrary, increasing the initial temperature or decreasing the mass fraction of diluent promotes detonation propagation ( Figures 5 c & f) . Figure 6 shows the velocity D of a spherical sonic detonation (j = 2) as a function of its position R for a localized increase in the diluent mass fraction (k T/x ≡ k = 2, Figures  6 a, b & c) and for a combined localized increase in the diluent mass fraction and decrease or increase in the initial temperature (k T /x ≡ k = 2, Figures 6 c, d & e) . The detonation initial radius R 0 at D = D CJ is chosen larger (840 * ) than the minimal value R det crit = 738.57 * for continuous propagation of a spherical detonation on the constant initial state before variations (Figure 3) . We have varied the variation amplitude ∆ T/x for a constant variation length λ T/x . As for the changes in the diluent mass fraction with constant initial temperature (Figures 6 a, b & c) , we observe a complicated dynamic behaviour with first a wave reacceleration and then a deceleration. Reacceleration occurs if the detonation initial radius is larger than the value R det crit for constant initial state. Again, the larger ∆ x , the larger the effect on the detonation velocity and too large ∆ x leads to bifurcation towards the no-initiation domain. As for the combined change in composition and initial temperature (Figures 6 d, e & f) , very small temperature decreases can have an important effect on the detonation dynamics because a 2% decrease in the initial temperature is enough to obtain bifurcation (Figures 6a & 6e) . Similarly, a very small temperature increase leads to a continuous propagation of detonation in a situation where dilution alone would lead to bifurcation (Figures 6c & 6f ). Many other examples can be generated. For example, Figure 7 shows the velocity D of a spherical sonic detonation (j = 2) as a function of its position R for a dispersive increase in the diluent mass fraction alone (k x = 1, Figure 7a ) and for dispersive increases in the diluent mass fraction and the initial temperature (k T/x = 1, Figure 7b ). For the latter case, the temperature begins to increase in the middle of the diluent variation interval and both the temperature and diluent end varying at the same position. The detonation initial radius R 0 at D = D CJ is chosen larger (840 * ) than the minimal value R det crit = 738.57 * for continuous propagation of a spherical detonation on the constant initial state before variations (Figure 3) . The parameters are chosen in such a way that the temperature increase is necessary to the continuous achievement of the CJ regime (Figure 7b ). multi-valued behaviour is observed only with non-uniform initial states. A more detailed parametric study would demonstrate easily how a proper evolution in the control parameters would constrict a one-branch N-curve to generate several branches or islands. When the control parameters produce a sonic detonation dynamics, (22) or (24), close to the CJ regime, the N-curve and the dynamic integral curve are also very close one to each other (Figures 4a & 4d) and to the CJ line. However, other control parameters may produce unsteady effects comparable to all others effects and the resulting integral curves then noticeably differ from the N-curve. The main consequence is that a steady model can only represent situations very close to the CJ regime and that unsteadiness must be accounted for to realistically approach critical conditions. For example, the cases in Figures 6c & 6f have no sensible difference in their respective Ncurves but show very different dynamic behaviours induced by a very small localized variation in the initial temperature.
All dynamic behaviour draw on the same physics with sufficient and necessary conditions for existence and propagation of detonations. The sufficiency condition is associated with a continuous propagation that achieves the CJ regime without shockflame decoupling. A supercritical limit such as a critical radius, initial amplitude or length, energy, etc is defined when the control parameters produce a sonic detonation dynamics (an integral curve) that bifurcates to the domain of shock-flame decoupling. The necessary condition is associated with a discontinuous propagation of a strong (i.e. subsonic) detonation that achieves the sonic regime and, consequently, the CJ regime, after a transition stage during which shock-flame decoupling and recoupling are successively observed. The subcritical limit is defined when the control parameters cannot produce recoupling. For example, a strong detonation directly initiated by an energy source continuously achieve the sonic and CJ regimes for energy values larger than the supercritical value E det crit , but, on the contrary, reaches a point in the D-R space where the shock and the reaction zone separate definitively for energy values smaller than the subcritical value E comb crit , itself smaller than E det crit . For the critical values of energies in the intermediate range [E comb crit , E det crit .], shock-flame decoupling is observed but recoupling occurs in the shocked space between the flame and the shock, and the detonation eventually achieves successively the sonic and the CJ regimes. The integral curves obtained in this work only describe sonic detonations. They should be considered as attractors for the D -R curves representing strong detonations, and the actual dynamic behaviour for the case of a critical detonation dynamics is not represented by an integral curve that crosses the domain of shock-flame decoupling.
These properties result from the use of the asymptotic limit of large activation energies to obtain the evolution equation (22) (Section 3). Clearly enough, this approximation is good only if the recombination zone is much shorter than the induction zone, a property well represented by the Arrhenius rate (2) with sufficiently large activation energies. For the C 2 H 6 -O 2 -N 2 compositions considered in this work, the steady planar profiles obtained with a detailed chemical scheme show that recombination is indeed much shorter than induction. However, this may not hold for other mixtures and the Arrhenius rate (2) may not be always suited for fitting. We know of no specific study on the validity of the large-activation-energy limit and we can only offer physical arguments in the case of the Arrhenius rate (2) . Regardless of which composition is considered, the sonic head of the release wave in an expandingdetonation flow enters the recombination domain from the reaction-zone end, thereby decreasing the thickness of the active part of the recombination zone and increasing the relative importance of induction over recombination. In addition, an expanding sonic detonation has smaller velocities, therefore smaller shock temperatures, larger reduced activation energies and longer inductions, than the planar sonic detonation. Since the temperature-sensitivity of rate (2) is smaller in the recombination zone than in the induction zone (because of the larger temperatures), the approximations (15) and (16) should be all the more acceptable as the wave dynamics is remote from the planar CJ situation, provided the implementation of the wave dynamics on the induction length is correctly dealt with. Our asymptotic and numerical D N (κ) curves in Figure 3 (curves N and N respectively) are indeed closed to each other. We have not attempted a numerical shooting determination of the integral curves but we note that our asymptotic integral curves for the case of uniform initial states have same qualitative behaviours as of those obtained by Kasimov and Stewart [19] with a different integration technique.
In any case, an Arrhenius rate (2) with large values of the activation energy is always relevant to the induction stage of chemical decomposition processes in gases though not necessarily suitable for fitting both the induction and recombination stages. These large values are responsible for a three-dimensional instability of the flow behind the detonation shock front. This fast, highly non-linear dynamics, [4] , results in the cellular structuring of the reaction zone. The detonation front is thus made up of shocks with longitudinal and transversal propagations. As the wave propagates, the triple points defined by the intersections of the longitudinal and transversal shocks, draw diamondshaped patterns, called detonation cells [5] . These cells are usually very irregular with a large dispersion in width. However, an average width λ -can often be defined, which turns out to well correlate linearly with the chemical reaction length s of the planar steady ZND model [18] (λ -/ s ≈ 20 -30). In this sense, the average width λ -appears as an intrinsic physico-chemical property of the explosive gas, given the initial pressure and temperature. The ZND model provides the exact average behaviour of a real cellular detonation far from its propagation limits, that is, with many cells on its front. The present work is an asymptotic perturbation of this ZND model that yields a slow dynamics for a weakly curved, weakly unsteady detonation front in a variable initial state and that aims at representing the conditions to the approach to the CJ regime. The experiments in tubes show that the detonation bifurcates from a multi-cells propagation regime to a spinning propagation regime (one triple point only) when the boundary conditions (tube diameter, initial temperature, composition, pressure) are such that the cell width is comparable to the tube diameter [3, 8, 29] . The spinning regime is specific to detonations in tubes. In this respect, the bifurcation produced by our weakly unsteady model in the case of a planar detonation propagating on a variable initial state ( Figure  4) should be considered as a mathematical singularity. This bifurcation simply represents an excessive increase of the chemical length and not the transition to the spinning regime because our model does not take into account any fast transverse acoustics, an important ingredient of detonation cells and spinning detonations. In contrast, the slow dynamic behaviours obtained in the case of spherical detonations appear more physical because all the associated critical radii or lengths are much larger than the reference chemical length by several magnitude orders, a well-established experimental fact.
Numerical simulations now catch the actual dynamic behaviour of gaseous detonations observed in experiments such as cellular structures, transversal re-initiations after shock-flame decoupling or bifurcation from a multi-cells front to a spinning front. However, their predictive ability is constrained by the difficulty to implement precise chemical kinetics and by very long computing times. Much work remains to be done not only to numerically handle large chemical schemes but also to experimentally determine high-pressure chemical kinetics. The type of analysis presented in this paper is limited to slow detonation dynamics and thus has a short reach compared to numerical simulations. However, it is helpful for determining orders of magnitude, for bringing out the salient features of complicated phenomena in generic configurations and for assessing the predictive ability of numerical simulations.
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APPENDIX
The model of reactive fluid used in this work is a mixture of two components in thermal and mechanical equilibrium, the initial (fresh) components F (index f) and the final (burnt) components B (index b). This is a classical model, e.g., [13, 25] , and we only summarize its properties to substantiate some of the formulas in this work. With y denoting the reaction extent (61), the other basic assumptions are : The quantities c and σ are the sound velocity and the thermicity coefficient, the quantities µ and Q f∞ are the molar increment and the heat of reaction relative to the initial state p ∞ , T ∞ of the fresh composition F . The index * denotes the initial state of reference p ∞ ≡ p * , T ∞ ≡ T * (index * ).
As for the changes in the initial composition, we model the initial fresh composition F (index f ) as a mixture of two ideal gases F1 and F2 (indices f 1 and f 2 ) and we restrict our analysis to the case where the fresh gas F2 is an inert gas. The non-diluted and diluted reactions thus write F1 → P and F = F1+F2 → B = P +F2. We choose to represent the initial composition with the mass fraction x ∞ of diluent F2 in the initial mixture. Because the diluent mass is constant and with M and y denoting the masses and the extent of the non-diluted reaction F1 → P, the mass fractions y f1 , y f2 and y p of F1, F2 and P are (60) (61) The extents of the non-diluted and diluted reactions are actually the same, a consequence of the additivity rule (53). Using g for e or v, we have, in the non-diluted mixture, g = (1 -y) g f1 + yg P , and, in the diluted mixture, using y -for the diluted-reaction extent,
with (63) Substituting (63) for g f and g b in (62) and comparing with (60) show that y -= y (61). The properties of the fresh and burnt diluted mixtures, F = F1+F2 and B = P +F2, and the molar increment µ of the diluted reaction obey the same rules as the corresponding properties of the reactive mixture F + B, and they can be obtained from the above results by indice substitution. The parameters are the diluent mass fraction x ∞ , the heat-capacities ratios γ f1 , γ f2 , γ p and the molar masses m f1 , m f2 , m p of components F1, F2 and P , and the molar increments µ ∞ and µ p of the non-diluted fresh composition and reaction, (64)
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(65)
Similarly, the heat of the diluted reaction Q f∞ relative to the initial state p ∞ , T ∞ , x ∞ in (57) is where Q ∞ and Q * are the heats of the non-diluted reaction (x ∞ = 0) relative to the initial states (p ∞ , T ∞ ) and (p ∞ , T * ) respectively. The parameter u ∞ in (17) or (45) is obtained by differentiating the shock material velocity u 0 (D, x ∞ ) (11) using (67) for γ f (x ∞ ),
