Abstract. The problems of computing least squares approximations for various types of real and symmetric matrices subject to spectral constraints share a common structure. This paper describes a general procedure in using the projected gradient method. It is shown that the projected gradient of the objective function on the manifold of constraints usually can be formulated explicitly. This gives rise to the construction of a descent flow that can be followed numerically. The explicit form also facilitates the computation of the second-order optimality conditions. Examples of applications are discussed. With slight modifications, the procedure can be extended to solve least squares problems for general matrices subject to singular-value constraints.
1. Introduction. Let S(n) denote the subspace of all symmetric matrices in R "x".
Given a matrix A S(n), we define an isospectral surface M(A) of A by (1) M(A) := {X R"" [X Q'AQ, Q O(n)} where O(n) is the collection of all orthogonal matrices in R "". Let represent either a single matrix or a subspace in S(n). For every X S(n), the projection of X into is denoted as P(X). If is a single matrix, then P(X) -= ; otherwise, the projection is taken with respect to the Frobenius inner product. We consider the following matrix least squares problem with spectral constraints. PROaLEM 1. Find X M(A) that minimizes the function (2) F(X) := kllx-P(x) 2 where II'll means the Frobenius matrix norm, To be more concrete, we mention below a partial list of problems that can be formulated in the above setting.
paper that the projected gradient of the objective function F(X) onto the manifold M(A) can be calculated explicitly. As a consequence, a vector field on the manifold M(A) that flows in a descent direction of F(X) can be constructed. As another consequence, the explicit form of the projected gradient facilitates the computation of the second-order optimality conditions. We will see that this information, in turn, offers some new insights into the classification of the stationary points.
Computational efficiency has not been a major concern in the present paper, although our approach does offer a globally convergent numerical method. The vector field defined by the projected gradient can readily be integrated by any available software for initial value problems. But this may well be as slow as the usual steepest descent methods. Since we also know the projected Hessian, convergence certainly can be improved by many other standard techniques [7] . We stress here, however, that our approach is quite flexible in that we may use the subspace to specify any desired (linear) structure on the optimal solution. The Toeplitz structure required in Problem B is such an example. If the subspace does intersect the surface M, then of course the structure is attainable. Otherwise, our approach still finds a point on M that is a least squares approximation to @. As another example, we may wish to have an optimal solution that carries a certain specific zero pattern. To our knowledge, very few discrete numerical methods are available for solving this kind of problem. In [2] Again, Problem 2 can be understood from its intrinsic geometric properties. We will see that with slight modifications, the procedures developed for Problem 1 can easily be extended to Problem 2. This paper is organized as follows. In the next section we begin with a brief review of the optimization theory. We point out in particular how, without forming the Lagrangian function, the derivative of any generalization of the projected gradient gives rise to the quadratic form of the projected Hessian. The central framework for calculating the projected gradient and forming isospectral flow for Problem 1 is discussed in 3. Its application to Problems A, B, and C are further detailed in 4.
We show how the framework can be extended to answer Problems D and E in 5.
2. Preliminaries. For completeness, we first review some important facts from the optimization theory. Consider the following basic equality constrained optimization problem:
Minimize F(x) (5) subject to C (x) 0 where xR", F:R "-R, and C:R "-+Rk with k<n being sufficiently smooth functions. Let (6) M:=(xRn[C(x)=O).
We will assume that M is a regular surface, that is, for all x e M, the set {VCi(x) i=1,...,k} of vectors is linearly independent. Therefore, M is a smooth (n-k)-dimensional manifold [9] . Furthermore, for any x e M, the space tangent to M at an x is given by (7) TxM {y Rn C'(x)y 0I.
It is a fundamental fact [7] that for to be optimal, it is necessary that the gradient vector V F(:) is perpendicular to the manifold M. Let Z(x) R "(n-k denote a matrix whose columns form an orthonormal basis for TxM. Then the projection g(x) of VF(x) onto the tangent space TxM is given by g(
also represents the "steepest descent" direction of F on the manifold M. Obviously, a necessary condition for to be optimal is that (8) Z(;)VZ(x) =0.
For each x M, we may rewrite
for some appropriate scalar functions Ai(x), since the second term on the right-hand side of (9) represents the component of VF(x) normal to T,M. We now suggest a rather simple way of deriving the quadratic form of the projected Hessian. This shortcut may not work for general nonlinear optimization problems, but it proves convenient and valid for our consideration. Suppose the function g can be smoothly extended to the entire space R"; that is, suppose the function
is defined for every x R" and is smooth. Then for every x, v e R", we have
In particular, if x M and v TxM, then (11) is reduced to ( ) (12) vTO
since v_l_V Ci(x). We note from (12) that the condition v rG'(x)v >-0 for every v TxM is precisely the well-known second-order necessary optimality condition for problem (5 It is well known (and easy to prove) that under the Frobenius inner product the orthogonal complement of S(n) is given by (15) S(n)-{all skew-symmetric matrices}.
Regarding the feasible set O(n) in Problem 3 as the zero set of the function C(X):= 1/2(X T-X-I), we obtain from (7) that the tangent space of O(n) at any orthogonal matrix Q is given by
It follows that the orthogonal complement of ToO(n) in R nn is given by (17) NoO(n)= QS(n). This is the space normal to O(n) at Q.
Note that the objective function F in (13) (8) we know that Q is a stationary point for F only if VF(Q) is perpendicular to ToO(n). By (17) and (19), this condition is equivalent to AQfl(Q) NoO(n)= QS(n). Since Q-l= Q, it follows that Xfl(Q)= X(X-P(X)) S(n). Thus it must be that XP(X)= P(X)X.
We now calculate the projected gradient of F(Q) on the manifold O(n). We have seen that (20) g "n= TQO(n)NQO(n)=QS(n)+/-QS(n).
Therefore any matrix X R has a unique orthogonal splitting
X=Q{1/2(QrX-XrQ)}+Q{1/2(QrX+XrQ)} as the sum of elements from ToO(n) and NoO(n). Accordingly, the projection g(Q) of VF(Q) into the tangent space ToO(n) can be calculated explicitly as follows"
In the above we have adopted the notation X := QTAQ and the Lie bracket [A, B]:-AB-BA.
From (22) it is clear that the vector field defined by the system (23)
dQ(t)_ Q(t)[Q(t)TAQ(t), p(Q(t)rAQ(t))]
dt defines a (steepest) descent flow on the manifold O(n) for the objective function F(Q).
Let X(t):= Q(t)TAQ(t). Then X(t) is governed by the ordinary differential equation Consider the case when Z Q O(n) and H T90 (n). Then H QK for some K S(n) +/-. Let X := QTAQ. Upon substitution, we have
At a stationary point, [P(X), X]=0. So (28) becomes
Note that P' is either P itself or identically zero. So (29) can be further simplified and thus provides additional information for the stationary points. We will demonstrate how these formulas can be used in the next section. 
Obviously, the equality in (39) holds when the matrix X A+ E is given by (38),
where the Frobenius norm of the perturbation matrix E is minimized. We think the proof, being different from both the original proof of [10] and the one given in [15] , [2] , we want to show here that the Jacobi method also has a continuous analogue. Recall that the main idea behind the Jacobi method is to systematically reduce the norm of the off-diagonal elements. Let A Xo be the matrix whose eigenvalues are to be found. We choose (I) to be the subspace of all diagonal matrices. Since the projection P(X) diag (X) is just the diagonal matrix of X, we see that the objective of Problem 1 is now the same as that of the Jacobi method. The gradient flow (see (24)) defined by the initial value problem
therefore, may be regarded as a continuous analogue of the iterates generated by the Jacobi method.
The necessary condition for X to be a stationary point, by Lemma 3.1 is
The second-order sufficient condition for optimality at a stationary point, according
for every skew symmetric matrix K. By using (44) (1) If X is a diagonal matrix, then X is an isolated global minimizer (2) If X is not a diagonal matrix but diag X is a scalar matrix (that is, diag X cI for some scalar c), then X is a global maximizer.
(3) If X is not a diagonal matrix and diag X is not a scalar matrix, then X is a saddle point.
Proof. Readers are referred to [4, pp. 33-36], for detailed proofs.
We finally remark that the gradient flow (43) is moving by its own nature in a descent direction of the function F(X). So the existence of the latter two cases in Theorem. 4.2 should not cause any annoyance in the computation.
5. Extensions. The framework discussed in 3 can be easily extended to Problem 2. The key to our approach is to define an inner product on the product space R'mx R through the induced Frobenius inner product: 
7F(A, a2)= (-aaz(E-al aa2) 7, -rA(E-a(a2)). (55) 1 > l-Z2 >" > ]-Zn > 0. Then the two equations in (53) imply that the m x n matrix X must be a diagonal matrix where the extra rows are filled with zeros. We know, therefore, that the iagonal elements, say, el," ", e, of X, must be a permutation of singular values of A.
The projection of VF(Q1, Q) into the tangent space To,,o2O(m) x O(n) can be calculated according to the same principle as in (22) . We claim that the projection of V F(Q1, Q2) is given by g(Q1, Q:)= (1/2{ QI,Q,rQI Q2.,r}, 1/2{ Q2,TQQ2-TQI,}) (56) (1/2QI( ,XT x,T), 1/2Q2(ETX xrz)). We can formulate the projected gradient of F explicitly. In particular, we claim that the initial value problem dX/dt=1/2{((diag x)xT--X(diag x)T)x-X((diag X)rX--XT(diag X))}, 
