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Abstract
We study an upper bound of ranks of n-tensors with size 2 × · · · × 2 over the complex
and real number field. We characterize a 2 × 2× 2 tensor with rank 3 by using the Cayley’s
hyperdeterminant and some function. Then we see another proof of Brylinski’s result that the
maximal rank of 2× 2× 2× 2 complex tensors is 4. We state supporting evidence of the claim
that 5 is a typical rank of 2 × 2 × 2 × 2 real tensors. Recall that Kong and Jiang show that
the maximal rank of 2 × 2 × 2× 2 real tensors is less than or equal to 5. The maximal rank
of 2 × 2 × 2 × 2 complex (resp. real) tensors gives an upper bound of the maximal rank of
2× · · · × 2 complex (resp. real) tensors.
1 Introduction
Let F be the real number field R or the complex number field C. For a positive integer n, an
n-tensor T over F with size 2× · · · × 2 is
(ti1,i2,...,in)
consisting of 2n elements where i1, i2, . . . , in are taken 1 and 2, and ti1,i2,...,in ∈ F for i1, i2, . . . , in =
1, 2. Let (F2)⊗n be the set of all n-tensors over F with size 2× · · · × 2. This set is closed by sum
operation and scalar multiplication:
(ti1,i2,...,in) + (si1,i2,...,in) = (ti1,i2,...,in + si1,i2,...,in)
c(ti1,i2,...,in) = (cti1,i2,...,in)
And GL(2,F)n acts on the set (F2)⊗n. We call T is a rank one tensor if T is irreducible, that is,
T = T1 + T2 for some nonzero tensors T1, T2 implies that T1 = sT2 for some s ∈ F. The rank of T ,
denoted by rankF(T ) is the smallest integer s ≥ 0 such that T is expressed as the sum of s rank
one tensors. The rank of the zero tensor is zero. Rank is invariant under the GL(2,F)n-action. In
general the determination of the rank of a tensor is hard.
The rank and classification of 2× 2× 2 tensors are well-known, for example, see [6] or [8]. The
maximal rank of 2× 2× 2 real tensors is equal to one of 2× 2× 2 complex tensors.
For a real 2× 2× 2× 2 tensor, Kong et al. [7] show that rankR(T ) ≤ 5.
Theorem 1.1 ([7]) Any real 2× 2× 2× 2 tensor has rank less than or equal to 5.
Brylinski gave the maximal rank of 2× 2× 2× 2 tensors over C.
Theorem 1.2 ([2, Theorem 1.1]) Any complex 2× 2× 2× 2 tensor has rank less than or equal
to 4.
2 × 2 × 2 × 2 tensors over F are used to represent the entanglement of four quantum bits
(qubits). Verstraete et al [9] gave a classification of 2× 2× 2× 2 rank one tensors. We also show
that rankF(A1;A2) ≤ 2 then rankF(T ) ≤ 4 (see Propositions 4.4). This was obtained by Kong et
al. [7] over R. By a numerical analysis, it seems that there are tensors over R with rank 5. There
are tensors over the finite field F3 with rank 5 (cf. [1]). The purpose of this paper is to give an
upper bound of rank of tensors with size 2 × · · · × 2 by using the maximal rank of 2 × 2 × 2 × 2
real tensors (see Theorem 6.4). Our main tool is a matrix theory.
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2 2× 2× 2 tensors
The maximal rank of 2× 2× 2 tensors over F is equal to 3. In this section, we clarify a condition
for a 2× 2× 2 tensor to have rank three.
We denote the 2 × 2 identity matrix by E2 or simply E. Let A = (aij) = (a1,a2) and
B = (bij) = (b1, b2) be 2× 2 matrices. GL(2,F)
3 acts on the set of 2× 2× 2 tensors by
(P,Q,R) · (A;B) = (r11PAQ
⊤ + r12PBQ
⊤; r21PAQ
⊤ + r22PBQ
⊤),
where R =
(
r11 r12
r21 r22
)
. For a subgroup G of GL(2,F)3, two 2 × 2 × 2 tensors T1 and T2 are
G-equivalent if g · T1 = T2 for some g ∈ G.
Proposition 2.1 Suppose that xA + yB are nonzero for any (x, y) 6= (0, 0) in F2. If (A;B) has
rank two, then there is a tensor X = (X1;X2) such that X is {E2}
2×GL(2,F)-equivalent to (A;B)
and det(X1) = det(X2) = 0.
Proof Suppose that (A;B) has rank two. There are two rank one matrices C1 and C2 such
that A = pC1 + qC2 and B = rC1 + sC2. By the assumption, P :=
(
p q
r s
)
is nonsingular. Let
X = (E2, E2, P
−1) · (A;B). Then X = (C1;C2).
Remark that if xA+ yB are nonzero for any (x, y) 6= (0, 0), then rank(A;B) ≥ 2.
Define
∆(A;B) = (det(A+B)− det(A−B))2/4− 4 det(A) det(B)
= (det(a1, b2) + det(b1,a2))
2 − 4 det(a1,a2) det(b1, b2).
This number is called Cayley’s hyperdeterminant up to sign. The discriminant of the polynomial
det(xA + B) (resp. det(A + xB)) on x is equal to ∆(A;B) if A (resp. B) is nonsingular. Thus,
over R, if A (resp. B) is nonsingular and ∆(A;B) > 0 then there are x1 and x2 in R such that
x1 6= x2 and det(x1A + B) = det(x2A + B) = 0 (resp. det(A + x1B) = det(A + x2B) = 0), and
rank(A;B) ≤ 2. If det(A) = det(B) = 0 then rank(A;B) ≤ rank(A) + rank(B) ≤ 2. A 2 × 2 × 2
tensor T over a field with characteristic not 2 is nonsingular if and only if ∆(T ) is not a square in
the field (see [3]).
We show the following property straightforwardly.
Proposition 2.2 ([4, Proposition 5.6])
∆(A;B) = ∆(B;A).
∆(A+ xB; yB) = y2∆(A;B)
for any x.
∆((P,Q,R) · (A;B)) = ∆(A;B) det(P )2 det(Q)2 det(R)2
for any matrices P , Q and R.
If A is nonsingular, rank(A;B) = 2 if and only if A−1B is diagonalizable. If A−1B has distinct
eigenvalues, the descriminant of the characteristic polynomial of A−1B which is equal to
(a11b22 − a22b11 + a12b21 − a21b12)
2 + 4(a22b12 − a12b22)(−a21b11 + a11b21)
= (det(a1, b2)− det(b1,a2))
2 − 4 det(a1, b1)(a2, b2)
is positive in R and nonzero in C. Note that
∆(A;B) = (det(a1, b2)− det(b1,a2))
2 − 4 det(a1, b1)(a2, b2).
Thus we have the following proposition and theorem.
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Proposition 2.3 ([4, Corollary 5.7, Propositions 5.9 and 5.10]) Let T be a 2 × 2 × 2 real
tensor.
(1) The sign of ∆ is invariant under the GL(2,R)×3-action.
(2) If ∆(T ) > 0 then rank(T ) ≤ 2.
(3) If ∆(T ) < 0 then rank(T ) = 3.
(4) If rank(T ) ≤ 2 then ∆(T ) ≥ 0.
Put S =
(
0 1
0 0
)
and R =
(
0 1
−1 0
)
. Note that ∆(E;S) = 0 and ∆(E;R) = −4.
Theorem 2.4 Let A = (a1,a2) and B = (b1, b2) be 2 × 2 real (resp. complex) matices and let
T = (A;B) be a 2× 2× 2 tensor. rankF(T ) ≤ 2 if and only if at least one of the following holds:
(1) αA+ βB = O for some (α, β) 6= (0, 0),
(2) α(a1, b1) + β(a2, b2) = O for some (α, β) 6= (0, 0),
(3) ∆(A;B) = 0 and det(a1, b1) + det(a2, b2) = 0, or
(4) ∆(A;B) is positive (resp. nonzero).
Proof First suppose that |x1A + y1B| 6= 0 for some x1 and y1. There are x2 and y2 such that∣∣∣∣x1 x2y1 y2
∣∣∣∣ 6= 0 and (A;B) is equivalent to (x1A+ y1B;x2A+ y2B). rank(A;B) ≤ 2 is equivalent to
that (x1A+ y1B)
−1(x2A+ y2B) is diagonalizable. It is equivalent to
(i) x2A+ y2B = α(x1A+ y1B) for some α, or
(ii) all eigenvalues of (x1A+ y1B)
−1(x2A+ y2B) lie in F and are distinct.
We have (i) ⇔ (1), and (ii) ⇔ ∆(x1A+ y1B;x2A+ y2B) is positive (resp. nonzero) ⇔ ∆(A;B) is
positive (resp. nonzero).
Next suppose that |xA + yB| = 0 for any x and y. Then we have
rank(A;B) ≤ rank(A) + rank(B) ≤ 1 + 1 = 2.
We see that |xA+ yB| = 0 for any x and y if and only if |A| = |B| = |a1, b2|+ |b1,a2| = 0, since
|xa1 + yb1, xa2 + yb2| = x
2|a1,a2|+ xy(|a1, b2|+ |b1,a2|) + y
2|b1, b2|.
Thus, |xA+ yB| = 0 for any x and y if and only if |A| = |B| = ∆(A;B) = 0. We divide into four
cases:
(a) a2 = αa1, b2 = βb1 for some α and β;
(b) a1 6= 0, a2 = αa1 for some α, b1 = 0, b2 6= 0;
(c) a1 = 0, a2 6= 0, b1 6= 0, b2 = βb1 for some β; and
(d) a1 = 0, a2 6= 0, b1 = 0, b2 6= 0.
(a) Since |a1, b2| + |b1,a2| = (β − α)|a1, b1|, if |a1, b1| = 0 implies (3) and otherwise (a2, b2) =
α(a1, b1). (b) Since |a1, b2| + |b1,a2| = |a1, b2|, we have |a1, b1| + |a2, b2| = α|a1, b2| = 0 which
implies (3). (c) Since |a1, b2|+ |b1,a2| = |b1,a2|, we have |a1, b1|+ |a2, b2| = β|b1,a2| = 0 which
implies (3). (d) If |a2, b2| = 0 implies (3) and otherwise (a1, b1) = O which implies (2).
We define a function Θ: F2×2×2 → F by Θ((a1,a2); (b1, b2)) = |a1, b1|+ |a2, b2|. We have the
following corollary by Theorem 2.4.
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Corollary 2.5 Let T = ((a1,a2); (b1, b2)) be a 2× 2× 2 tensor.
(1) A complex tensor T has rank three if and only if dim〈
(
a1
a2
)
,
(
b1
b2
)
〉 = dim〈
(
a1
b1
)
,
(
a2
b2
)
〉 = 2,
∆(T ) = 0 and Θ(T ) 6= 0.
(2) A real tensor T has rank three if and only if ∆(T ) < 0, or dim〈
(
a1
a2
)
,
(
b1
b2
)
〉 = dim〈
(
a1
b1
)
,
(
a2
b2
)
〉 =
2, ∆(T ) = 0 and Θ(T ) 6= 0.
We put A · B = det(A+B)− det(A)− det(B).
Lemma 2.6 ([3, Lemma 1]) Let K be a field and A,B ∈ K2×2. Then (A;B) is nonsingular if
and only if det(A) 6= 0 and the quadratic equation (detA)x2 − (A · B)x + (detB) = 0, has no
solutions for x in K. Equivalently, (A;B) is nonsingular if and only if A is nonsingular and the
eigenvalues of BA−1 do not belong to K.
3 Theoretical results
We refer to the paper [5] by Friedland. He wrote properties for 3-tensors but almost all properties
with respect to the map fk canonically hold for n-tensors in general.
Theorem 3.1 (cf. [5, Theorem 7.1]) The space T := Rm1×···×mn , m1, . . . , ,mn ∈ N, contains
a finite number of open connected disjoint semi-algebraic sets O1, . . . , OM satisfying the following
properties.
(1) T r ∪Mi=1Oi is a closed semi-algebraic set of T of dimension strictly less than m1 · · ·mn =
dim T .
(2) Each T ∈ Oi has rank ri for i = 1, . . . ,M .
(3) min(r1, . . . , rM ) = grank(m1, . . . ,mn).
(4) mtrank(m1, . . . ,mn) := max(r1, . . . , rM ) is the minimal k ∈ N such that the closure of
fk((R
m1 × · · · × Rmn)k) is equal to T .
(5) For each integer r ∈ [grank(m1, . . . ,mn),mtrank(m1, . . . ,mn)] there exists ri = r for some
integer i ∈ [1,M ].
We call the number ri, i ∈ [1,M ] a typical rank of T .
We denote by T≤p the subset of all tensors with rank less than or equal to p of T .
Theorem 3.2 Let T := Rm1×···×mn , p ∈ N and L a closed semi-algebraic set of dimension less
than dim T . Let f : T r L→ R be a continuous map such that f(T ) ≥ 0 for any T and f(T ) = 0
for T ∈ T≤p. If f is not zero, then there exists a typical rank q of T with q > p.
Proof Suppose that there does not exist a typical rank q of T with q > p. Then p is greater than
or equal to the maximal typical rank of T . By Theorem 3.1, there is an open dense semi-algebraic
set O of T such that O ⊂ T≤p and then OrL is also an open dense semi-algebraic set of T . Since
f(T ) = 0 for any T ∈ O r L and f is continuous, we have f must be a constant zero map.
Corollary 3.3 Let p be a typical rank of T . If there is a nonzero map in Theorem 3.2, then p+1
is a typical rank of T .
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4 2× 2× 2× 2 tensors
Let T = (tijkℓ) be a 2× 2× 2× 2 tensor. Put Tkℓ =
(
t11kℓ t12kℓ
t21kℓ t22kℓ
)
for k, ℓ = 1, 2. We describe T
as
T11 T12
T21 T22
, T·1 T·2 , or
T1·
T2·
.
Let G1, . . . , G4 = GL(2,C). The action of GL(2,C)
4 is as follows. (P1, P2, E,E) · T is given by
P1T11P
⊤
2 P1T12P
⊤
2
P1T21P
⊤
2 P1T22P
⊤
2
,
(E,E,
(
p11 p12
p21 p22
)
, E) · (T·1|T·2) is given by
p11T·1 + p12T·2 p21T·1 + p22T·2 ,
and (E,E,E,
(
q11 q12
q21 q22
)
) ·
(
T1·
T2·
)
is given by
q11T1· + q12T2·
q21T1· + q22T2·
.
We also denote T by ((T11;T12); (T21;T22)).
Proposition 4.1 Let g ∈ GL(2,F)4 and T ′ = g ·T . Suppose that rankF(T1·) = 3. If rankF(T
′
1·) ≤ 2
then there is x ∈ F such that rankF(xT1· + T2·) ≤ 2.
Proof Suppose that rankF(T
′
1·) ≤ 2 for g = (g1, g2, g3, g4). Then rank(T
′′
1·) = rankF(T
′
1·), where
T ′′ = (E,E,E, g4) · T . Thus there is (x1, x2) 6= (0, 0) such that rank(x1T1· + x2T2·) = rank(T
′
1·).
Note that rank(yS1·) = rank(S1·) for any y 6= 0, where S = (g1, g2, g3, E) · T . Since rank(T
′′
1·) ≤ 2,
we have x2 6= 0 and then rank(
x1
x2
T1· + T2·) = rank(T
′
1·) ≤ 2.
Lemma 4.2 Let A and B be real (resp. complex) 2 × 2 × 2 tensors. Suppose that A = T1 + T2
for some rank one tensors T1 and T2. If ∆(B + xT1) is positive (resp. nonzero) for some x, then
rank(A;B) ≤ 4.
Proof We replace the values of ∆ are nonzero instead of positive over C in the following
argument. So, we assume that the base field is R. Suppose that ∆(B + xT1) > 0. Then
rank(B + xT1) = 2. Therefore we have
rank((A;B) + (−T1;xT1)) = rank(T2;B + xT1)
≤ rank(T2) + rank(B + xT1)
= 1 + 2 = 3
and
rank(A;B) ≤ rank(T1;−xT1) + rank(Y + (−T1;xT1))
≤ 1 + 3 = 4.
Lemma 4.3 Let Y = ((E;O); (B1;B2)) be a 2× 2× 2× 2 tensor. Then rankF(Y ) ≤ 4 holds.
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Proof Put
S1 = diag(1, 0), S2 = diag(0, 1), S3 =
1
2
(
1 1
1 1
)
and S4 =
1
2
(
1 −1
−1 1
)
.
Note that (E;O) = (S1;O) + (S2;O) = (S3;O) + (S4;O) and
∆((B1;B2) + x(S1;O)) = b
2
222x
2 + (lower term),
∆((B1;B2) + x(S2;O)) = b
2
112x
2 + (lower term),
∆((B1;B2) + x(S3;O)) = (b112 − b122 − b212 + b222)
2x2/4 + (lower term),
∆((B1;B2) + x(S4;O)) = (b112 + b122 − b212 − b222)
2x2/4 + (lower term).
If b222 6= 0 then rank(B1;B2) + x0(S1;O)) = 2 for some x0 and rank(Y ) ≤ 4 by Lemma 4.2.
Similarly, if b112, b112 − b122 − b212 + b222 or b112 + b122 − b212 − b222 is nonzero then rank(Y ) ≤ 4.
If b222 = b112 = b112 − b122 − b212 + b222 = b112 + b122 − b212 − b222 = 0 then B2 = 0 and thus
rank(Y ) ≤ 3, since rank(Y ) = rank(E;B1) ≤ 3.
Proposition 4.4 (cf. [7, Proposition 4.4]) Let Y = ((A1;A2); (B1;B2)) be a 2 × 2 × 2 × 2
tensor. Suppose that rankF(A1;A2) ≤ 2. Then rankF(Y ) ≤ 4 holds.
Proof If rank(B1;B2) ≤ 2 then we have
rank(Y ) ≤ rank(A1;A2) + rank(B1;B2) ≤ 2 + 2 = 4
and similarly if rank(A1;A2) ≤ 1 then
rank(Y ) ≤ rank(A1;A2) + rank(B1;B2) ≤ 1 + 3 = 4.
Suppose that rank(A1;A2) = 2 and rank(B1;B2) = 3. Then there is µ ∈ GL(2,F)
×3 such that
µ · (A1;A2) = (E; diag(a, b)) for some a, b ∈ R. Putting (C1;C2) = µ · (B1;B2), we have
∆((C1;C2) + x(E; diag(a, b))) = (a− b)
2x4 + (lower term).
Then if a 6= b then ∆((B1;B2) + x0(A1;A2)) is positive (resp. nonzero) and thus rank((B1;B2) +
x0(A1;A2)) ≤ 2 for some x0. We have
rank(Y ) ≤ rank(A1;A2) + rank((B1;B2) + x0(A1;A2))
≤ 2 + 2 = 4.
Finally, suppose that a = b. Since Y is equivalent to ((E;O); (C1 ;C2 − aC1)), by Lemma 4.3, we
have rank(Y ) ≤ 4.
Over R, the following proposition has been obtained (see [7, Proposition 4.1]). For the reader’s
convenience, we show the proof of Theorem 1.1.
Proof Let Y = (A;B) be a 2 × 2 × 2 × 2 real tensor. If rank(A) ≤ 2, then rank(Y ) ≤ 4 by
Proposition 4.4. Suppose that rank(A) > 2. Then rank(A) = 3, since the maximal rank of 2×2×2
tensors is 3. Take a 2×2×2 rank one tensor C such that rank(A−C) = 2. Again by Proposition 4.4,
we have rank(Y − (C;O)) ≤ 4. Therefore, rank(Y ) ≤ rank(Y − (C;O)) + rank(C;O) ≤ 4 + 1 = 5.
This completes the proof.
Proposition 4.5 Let T be a 2 × 2 × 2 × 2 complex tensor. There is a tensor A such that A is
equivalent to T and (A11;A12) has rank less than or equal to 2.
Proof We may suppose that rank(T11;T12) = 3. There is α ∈ GL(2,F)
3 such that S11 = E,
S12 =
(
0 1
0 0
)
for S = (α,E) · T . Since Θ(xS1· + S2·) is a polynomial of x with degree two, there
is x0 ∈ C such that Θ(x0S1·+ S2·) = 0. Thus by Corollary 2.5 (1), we have rank(x0S1·+ S2·) ≤ 2.
Let P =
(
x0 1
1 0
)
and A = (α, P ) · T . Then rank(A11;A12) ≤ 2.
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Theorem 4.6 The maximal and typical rank of C2×2×2×2 is equal to 4.
Proof By Propositions 4.4 and 4.5, the maximal rank of C2×2×2×2 is equal to 4. For A =
((A11;A12); (A21;A22)) ∈ C
2×2×2×2, since
rankA ≥ rank
(
A11 A12
A21 A22
)
,
a typical rank of C2×2×2×2 is greater than or equal to 4. Therefore a typical rank of C2×2×2×2 is
equal to 4.
Let
X =
1 0 0 1
0 1 −1 0
0 −1 1 0
2 0 0 2
. (1)
We do not proceed in the real number field as in the complex number field:
Proposition 4.7 There is a tensor T in R2×2×2×2 such that rank(S11;S12) = rank(S11;S21) =
rank(S21;S22) = rank(S12;S22) = 3 for any g ∈ GL(2,R)
4, where S =
S11 S12
S21 S22
= g · T .
Proof We show T = X satisfies the assertion. It suffices to show that ∆(S11;S12), ∆(S11;S21),
∆(S21;S22), ∆(S12;S22) are all negative for any g ∈ GL(2,R)
4. Let g ∈ GL(2,R)4. By Propo-
sition 2.2, we may suppose that g = (E,E, P,Q). For ∆(S11;S12), we may further suppose that
P = E by Proposition 2.2. We straightforwardly see that ∆(S11;S12) = −4(q
2
11+2q
2
12)
2 < 0. Simi-
larly, for ∆(S11;S21), we may suppose that Q = E and see that ∆(S11;S21) = −8(p
2
11+p
2
12)
2 < 0.
Now we give a condition for a tensor T ∈ R2×2×2×2 to have rank 4.
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Let T = (tijkl) be a 2× 2× 2× 2 real tensor. We consider the following condition (E):∣∣∣∣∣∣∣∣
t1111 t1211 t2111 t2211
c12d12 c12d22 c22d12 c22d22
c13d13 c13d23 c23d13 c23d23
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
t1122 t1222 t2122 t2222
c12d12 c12d22 c22d12 c22d22
c13d13 c13d23 c23d13 c23d23
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣
t1112 t1212 t2112 t2212
c12d12 c12d22 c22d12 c22d22
c13d13 c13d23 c23d13 c23d23
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
t1121 t1221 t2121 t2221
c12d12 c12d22 c22d12 c22d22
c13d13 c13d23 c23d13 c23d23
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
= 0, (2)
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
t1111 t1211 t2111 t2211
c13d13 c13d23 c23d13 c23d23
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
t1122 t1222 t2122 t2222
c13d13 c13d23 c23d13 c23d23
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
t1112 t1212 t2112 t2212
c13d13 c13d23 c23d13 c23d23
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
t1121 t1221 t2121 t2221
c13d13 c13d23 c23d13 c23d23
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
= 0, (3)
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
c12d12 c12d22 c22d12 c22d22
t1111 t1211 t2111 t2211
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
c12d12 c12d22 c22d12 c22d22
t1122 t1222 t2122 t2222
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
c12d12 c12d22 c22d12 c22d22
t1112 t1212 t2112 t2212
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
c12d12 c12d22 c22d12 c22d22
t1121 t1221 t2121 t2221
c14d14 c14d24 c24d14 c24d24
∣∣∣∣∣∣∣∣
= 0, (4)
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
c12d12 c12d22 c22d12 c22d22
c13d13 c13d23 c23d13 c23d23
t1111 t1211 t2111 t2211
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
c12d12 c12d22 c22d12 c22d22
c13d13 c13d23 c23d13 c23d23
t1122 t1222 t2122 t2222
∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
c12d12 c12d22 c22d12 c22d22
c13d13 c13d23 c23d13 c23d23
t1112 t1212 t2112 t2212
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
c11d11 c11d21 c21d11 c21d21
c12d12 c12d22 c22d12 c22d22
c13d13 c13d23 c23d13 c23d23
t1121 t1221 t2121 t2221
∣∣∣∣∣∣∣∣
= 0, (5)
det(M) 6= 0, (6)
where
M =


c11d11 c11d21 c21d11 c21d21
c12d12 c12d22 c22d12 c22d22
c13d13 c13d23 c23d13 c23d23
c14d14 c14d24 c24d14 c24d24

 (7)
is a 4× 4 matrix.
For a 2× 2 matrix X = (x1,x2), put vec(X) =
(
x1
x2
)
.
Theorem 4.8 Suppose that T11, T12, T21, T22 are linearly independent. There are cik, dik ∈ K
(i = 1, 2, k = 1, 2, 3, 4) such that the condition (E) holds, if and only if rankK(T ) = 4.
Proof Recall that rankK(T ) ≤ r if and only if there are xik, yik ∈ K and rank one matrices Ak
for i = 1, 2 and k = 1, 2, . . . , r such that Tij =
∑r
k=1 xikyjkAk for i, j = 1, 2. Since T11, T12, T21, T22
lie in the vector space generated by Ak’s, we have rankK(T ) ≥ 4.
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Consider the problem Tij =
∑4
k=1 cikdjkAk for i, j = 1, 2. Then we have
(vec(T11), vec(T12), vec(T21), vec(T22)) = (vec(A1), vec(A2), vec(A3), vec(A4))M. (8)
Since (vec(T11), vec(T12), vec(T21), vec(T22)) is nonsingular, M is nonsingular, and
(vec(A1), vec(A2), vec(A3), vec(A4)) = (vec(T11), vec(T12), vec(T21), vec(T22))M
−1. (9)
Therefore, for each k = 1, 2, 3, 4, the equation (k+1) is zero if and only if rank(Ak) ≤ 1. Conversely,
for cik, dik ∈ K such that the condition (E) holds, determining Ak by (9), Ak is a rank one matrix
and
T =
4∑
k=1
Ak ⊙
(
c1k
c2k
)
⊙
(
d1k
d2k
)
,
which implies that rankK(T ) = 4.
5 Numerical approach
We compute ∆(A;B), ∆(C;D), ∆(A;C), ∆(B;D), ∆(A+xC;B +xD), ∆(A+xB;C +xD), and
∆(A+ xB + z(C + xD); yA+B + z(yC +D)) for
A B
C D
.
There are 24 flattening pattern corresponding to permutations (i, j, k, ℓ). The following 4
patterns are essentially same, since they correspond to the transpose of matrices.
(tijkℓ) =
t1111 t1211 t1112 t1212
t2111 t2211 t2112 t2212
t1121 t1221 t1122 t1222
t2121 t2221 t2122 t2222
, (tjikℓ) =
t1111 t2111 t1112 t2112
t1211 t2211 t1212 t2212
t1121 t2121 t1122 t2122
t1221 t2221 t1222 t2222
,
(tijℓk) =
t1111 t1211 t1121 t1221
t2111 t2211 t2121 t2221
t1112 t1212 t1122 t1222
t2112 t2212 t2122 t2222
, (tjiℓk) =
t1111 t2111 t1121 t2121
t1211 t2211 t1221 t2221
t1112 t2112 t1122 t2122
t1212 t2212 t1222 t2222
Thus there are essentially 6 patterns:
(tijkℓ) =
t1111 t1211 t1112 t1212
t2111 t2211 t2112 t2212
t1121 t1221 t1122 t1222
t2121 t2221 t2122 t2222
, (tkjiℓ) =
t1111 t1211 t1112 t1212
t1121 t1221 t1122 t1222
t2111 t2211 t2112 t2212
t2121 t2221 t2122 t2222
,
(tikjℓ) =
t1111 t1121 t1112 t1122
t2111 t2121 t2112 t2122
t1211 t1221 t1212 t1222
t2211 t2221 t2212 t2222
, (tiℓkj) =
t1111 t1112 t1211 t1212
t2111 t2112 t2211 t2212
t1121 t1122 t1221 t1222
t2121 t2122 t2221 t2222
,
(tkℓij) =
t1111 t1112 t1211 t1212
t1121 t1122 t1221 t1222
t2111 t2112 t2211 t2212
t2121 t2122 t2221 t2222
, (tjℓki) =
t1111 t2111 t1211 t2211
t1112 t2112 t1212 t2212
t1121 t2121 t1221 t2221
t1122 t2122 t1222 t2222
The tensor X given in (1) implies the following result.
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Proposition 5.1 There is a tensor T in R2×2×2×2 such that rank(S11;S12) = rank(S11;S21) =
rank(S21;S22) = rank(S12;S22) = 3 for any flattening pattern T
′ of T and any g ∈ GL(2,R)4,
where S =
S11 S12
S21 S22
= g · T ′.
Therefore, there is a tensor in R2×2×2×2 which does not apply Proposition 4.4.
Theorem 5.2 Let T be a 2 × 2 × 2× 2 real tensor. Suppose that the 4 × 4 matrix obtained from
T is nonsingular. Put
f((c1k, d1k, c2k, d2k)
⊤
1≤k≤4) =
4∑
j=1
(n1jn4j − n2jn3j)
2
(
4∑
i,j=1
n2ij)
2
. (10)
where
(nij) = (vec(T11), vec(T12), vec(T21), vec(T22))M
−1.
If rankR(T ) = 4 then f = 0 and det(M) 6= 0 at some (c1k, d1kc2k, d2k)
⊤
1≤k≤4 ∈ R
16.
Proof Consider the equation (8). By the assumption, the matrix M is nonsingular. By Theo-
rem 4.8, if rankR(T ) = 4 then there is (cik, djk)
⊤ ∈ R16 such that n1kn4k = n2kn3k for 1 ≤ k ≤ 4.
Let M be a matrix in (7), and put T = X in (1). Note that a 4× 4 matrix
(vec(T11), vec(T12), vec(T21), vec(T22)) =


1 0 0 1
0 1 −1 0
0 −1 2 0
1 0 0 2


is nonsingular. Thus rankR(T ) ≥ 4 andM must be nonsingular. By (9) we consider the function f
from an open subset S := {(cik, djk)
⊤ | det(M) 6= 0} of R16 to R defined as (10). Although f might
have no minimum value in general, Theorem 5.2 yields us that if rankR(T ) = 4 then f must take
the value zero, and inf f > 0 says that 5 is a typical rank of R2×2×2×2. So we consider the problem:
infimize f
subject to det(M) 6= 0
We estimate by using the command “FindMinimum” in the software Mathematica [10] and obtains
the minimum value 0.04 in the 10000 times iterations. Thus we have
Conjecture 5.3 The maximal rank of R2×2×2×2 is 5 and the typical rank of R2×2×2×2 is {4, 5}.
6 High dimensional tensors
A lower bound of the maximal rank of n-tensors with size 2× · · · × 2 is
2n
2n− n+ 1
=
2n
n+ 1
(cf. [2, Proposition 1.2]) and a canonical upper bound of those is 2n. We give an upper bound by
using the maximal rank of F2×2×2×2 tensors.
Proposition 6.1 Let 1 ≤ s < n.
mrankK(m1,m2, . . . ,mn) ≤ mrankK(m1, . . . ,ms)
n∏
t=s+1
mt
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Table 1: Program in Mathematica
T = {{1, 0, 0, 1}, {0, 1, -1, 0}, {0, -1, 1, 0}, {2, 0, 0, 2}};
myf[T_, x11_, x12_, x13_, x14_, x21_, x22_, x23_, x24_, y11_, y12_,
y13_, y14_, y21_, y22_, y23_, y24_] := Block[{U, V, mx},
U = {{x11*y11, x11*y21, x21*y11, x21*y21},
{x12*y12, x12*y22, x22*y12, x22*y22},
{x13*y13, x13*y23, x23*y13, x23*y23},
{x14*y14, x14*y24, x24*y14, x24*y24}};
V = Simplify[T.Inverse[U]]; mx := Sum[V[[i, j]]^2, {i, 1, 4}, {j, 1, 4}];
Sum[(V[[1, k]]*V[[4, k]] - V[[2, k]]*V[[3, k]])^2, {k, 1, 4}]/mx^2];
tryfind[T_] := Block[{vars, UU, U0, det, a, U, V, f}, a = 0;
While[a == 0, vars = Table[Random[Real, {-1, 1}], {16}];
U0 = {{vars[[1]]*vars[[9]], vars[[1]]*vars[[13]], vars[[5]]*vars[[9]],
vars[[5]]*vars[[13]]}, {vars[[2]]*vars[[10]], vars[[2]]*vars[[14]],
vars[[6]]*vars[[10]], vars[[6]]*vars[[14]]}, {vars[[3]]*vars[[11]],
vars[[3]]*vars[[15]], vars[[7]]*vars[[11]], vars[[7]]*vars[[15]]},
{vars[[4]]*vars[[12]], vars[[4]]*vars[[16]], vars[[8]]*vars[[12]],
vars[[8]]*vars[[16]]}};
a = Det[U0]];
FindMinimum[
myf[T,x11,x12,x13,x14,x21,x22,x23,x24,y11,y12,y13,y14,y21,y22,y23,y24],
{{x11, vars[[1]]}, {x12, vars[[2]]}, {x13, vars[[3]]}, {x14, vars[[4]]},
{x21, vars[[5]]}, {x22, vars[[6]]}, {x23, vars[[7]]}, {x24, vars[[8]]},
{y11, vars[[9]]}, {y12, vars[[10]]},{y13, vars[[11]]},{y14, vars[[12]]},
{y21, vars[[13]]},{y22, vars[[14]]},{y23, vars[[15]]},{y24, vars[[16]]}}]]
res = Table[tryfind[T], {10000}];
val = Table[res[[k, 1]], {k, 1, Length[res]}];
Min[val]
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Proof Let A = (ai1i2...in) be an n-tensor with size m1 ×m2 × · · · ×mn.
Let ei1,...,ik , 1 ≤ it ≤ at, 1 ≤ t ≤ n be a standard basis of K
m1×···×mn , that is, ei1,...,in has 1 at
the (i1, . . . , in)-element and otherwise 0.
The tensor A is described as∑
i1,...,in
ai1,...,inei1,...,in =
∑
is+1,...,in
(
∑
i1,...,is
ai1,...,inei1,...,is)⊙ eis+1,...,in .
For each (js+1, . . . , jn), the s-tensor (ai1...isjs+1...jn) is described as
mrank(m1,...,ms)∑
k=1
C
(k)
js+1,...,jn
,
where C
(k)
js+1,...,jn
are rank one tensors. Then
A =
∑
is+1,...,in
mrank(m1,...,ms)∑
k=1
C
(k)
is+1,...,in
⊙ eis+1,...,in
which is a sum of mrankK(m1, . . . ,ms)
∏n
t=s+1mt rank one tensors.
Corollary 6.2 For n ≥ 4, The maximal rank of n-tensors with size 2× · · · × 2 over the complex
number field is less than or equal to 2n−2.
Proof Theorem 1.2 covers the case where n = 4. Suppose n > 4. The maximal rank of complex
2× 2× 2× 2 tensors is equal to 4. By applying Proposition 6.1 with s = 4, we have
mrankC(2, 2, . . . , 2) ≤ mrankC(2, 2, 2, 2)
n∏
t=5
2 = 4 · 2n−4 = 2n−2.
Lemma 6.3 Let n be a positive integer and let Aj and Bj, 1 ≤ j ≤ n be 2×2 real matrices. There
is a rank one real matrix C such that rankR(Aj ;Bj + C) ≤ 2 for any 1 ≤ j ≤ n.
Proof Put Aj =
(
aj bj
cj dj
)
and C =
(
su sv
tu tv
)
. Since
∆(Aj ;C) = (s(udj − vcj)− t(ubj − vaj))
2,
there exists a rank one matrix C0 such that ∆(Aj ;C0) > 0 for any j ∈ S2. Let C = γC0. Since
(Aj ;Bj +C) is {E}
2×GL(2,R)-equivalent to (Aj ; γ
−1Bj +C0), The continuity of ∆ implies that
for each j, there is hj > 0 such that ∆(Aj ;Bj +C) > 0 for any γ ≥ hj by Proposition 2.3 (1). For
C = (maxj hj)C0, we have rank(Aj ;Bj + C) ≤ 2 by Proposition 2.3 (2).
Theorem 6.4 Let k ≥ 2. The maximal rank of real k-tensors with size 2× · · · × 2 is less than or
equal to 2k−2 + 1.
Proof The assertion is true for k = 2, 3. Then suppose that k ≥ 4. Let ei1,...,ik , i1, . . . , ik = 1, 2
be a standard basis of (R2)⊗k, that is, ei1,...,ik has 1 at the (i1, . . . , ik)-element and otherwise 0.
Any tensor A of (R2)⊗k is written by ∑
i1,...,ik
ai1,...,ikei1,...,ik .
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This is described as ∑
i4,...,ik
B(i4, . . . , ik)⊙ ei4,...,ik ,
where B(i4, . . . , ik) =
∑
i1,i2,i3
ai1,...,ikei1,i2,i3 is a 2 × 2 × 2 tensor. By Lemma 6.3, there is a
rank one 2× 2 matrix C such that B(i4, . . . , ik) + (O;C) has rank less than or equal to 2 for any
i4, . . . , ik. We have
A =
∑
i4,...,ik
(B(i4, . . . , ik) + (O;C)) ⊙ ei4,...,ik −
∑
i4,...,ik
(O;C)⊙ ei4,...,ik
=
∑
i4,...,ik
(B(i4, . . . , ik) + (O;C)) ⊙ ei4,...,ik − C ⊙ e2 ⊙ u⊙ · · · ⊙ u,
where u =
(
1
1
)
and e2 =
(
0
1
)
, and then
rankA ≤
∑
i4,...,ik
rank(B(i4, . . . , ik) + (O;C)) + 1 = 2
k−2 + 1.
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