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Preface
This year was the 10th edition of ECML PKDD as a single conference. While ECML
and PKDD have been organized jointly since 2001, they only ofﬁcially merged in
2008. Following the growth of the ﬁeld and the community, the conference has
diversiﬁed and expanded over the past decade in terms of content, form, and atten-
dance. This year, ECML PKDD attracted over 600 participants.
We were proud to present a rich scientiﬁc program, including high-proﬁle keynotes
and many technical presentations in different tracks (research, journal, applied data
science, nectar, and demo), fora (EU projects, PhD), workshops, tutorials, and dis-
covery challenges. We hope that this provided ample opportunities for exciting
exchanges of ideas and pleasurable networking.
Many people put in countless hours of work to make this event happen: To them we
express our heartfelt thanks. This includes the organization team, i.e., the program
chairs of the different tracks and fora, workshops and tutorials, and discovery chal-
lenges, as well as the awards committee, production and public relations chairs, local
organizers, sponsorship chairs, and proceedings chairs. In addition, we would like to
thank the program committees of the different conference tracks, the organizers of the
workshops and their respective committees, the Cankarjev Dom congress agency, and
the student volunteers. Furthermore, many thanks to our sponsors for their generous
ﬁnancial support. We would also like to thank Springer for their continuous support,
Microsoft for allowing us to use their CMT software for conference management, the
European project MAESTRA (ICT-2013-612944), as well as the ECML PKDD
Steering Committee (for their suggestions and advice). We would like to thank the
organizing institutions: the Jožef Stefan Institute (Slovenia), the Ss. Cyril and
Methodius University in Skopje (Macedonia), and the University of Bari Aldo Moro
(Italy).
Finally, thanks to all authors who submitted their work for presentation at
ECML PKDD 2017. Last, but certainly not least, we would like to thank the conference
participants who helped us make it a memorable event.
September 2017 Sašo Džeroski
Michelangelo Ceci
Foreword to the ECML PKDD 2017
Applied Data Science Track
We are pleased to present the proceedings of the Applied Data Science (ADS) Track of
ECML PKDD 2017. This track aims to bring together participants from academia,
industry, governments, and NGOs (non-governmental organizations) in a venue that
highlights practical and real-world studies of machine learning, knowledge discovery,
and data mining. Novel and practical ideas, open problems in applied data science,
description of application-speciﬁc challenges, and unique solutions adopted in bridging
the gap between research and practice are some of the relevant topics for which papers
have been submitted and accepted in this track. This year’s Applied Data Science Track
included 27 accepted paper presentations distributed across six sessions. Given a total
of 93 submissions, this year’s track was highly selective: Only 27 papers could be
accepted for publication and for presentation at the conference, corresponding to an
acceptance rate of 29%. Each of the 93 submissions was thoroughly reviewed, and
accepted papers were chosen both for their originality and for the application they
promoted. The accepted papers focus on topics ranging from machine-learning meth-
ods and data science processes to dedicated applications. Topics covered include deep
learning, time series mining, text mining, for a variety of applications such as
e-commerce, fraud detection, social good, ecology, experiment design, and social
network analysis. We thank all the authors who submitted the 93 papers for their work
and effort to bring machine learning to solve many interesting problems. We also thank
all the Program Committee members of the ADS track for their substantial efforts to
guarantee the quality of these proceedings. We hope that this program was enjoyable to
both academics and practitioners alike, and fostered the beginning of new industry–
academia collaborations.
September 2017 Yasemin Altun
Kamalika Das
Taneli Mielikäinen
Foreword to the ECML PKDD 2017 Nectar Track
We are pleased to present the proceedings of the Nectar Track of the ECML PKDD
2017 conference held in Skopje. This track, which started in 2012, provides a forum for
the discussion of recent high-quality research results at the frontier of machine learning
and data mining with other disciplines, which have been already published in related
conferences and journals. For researchers from the other disciplines, the Nectar Track
offers a place to present their work to the ECML PKDD community and to raise the
community’s awareness of data analysis results and open problems in their ﬁeld.
Particularly welcome were papers illustrating the pervasiveness of data-driven explo-
ration and modelling in science, technology, and society, as well as innovative
applications, and also theoretical results. Authors were invited to submit four-page
summaries of their previously published work.
We received 25 submissions and each of them was thoroughly reviewed by two
Program Committee (PC) members. Finally, ten papers were selected for publication in
the proceedings and presentation during the conference. The accepted papers cover a
wide range of machine learning and data mining methods, as well as quite diverse
domains of applications. The topics cover, among others, automatic music generation,
music chord prediction, phenotype inference from biomedical texts and genomic
databases, new data-driven approaches for ﬁnding a parking space in cities,
process-based modelling to construct dynamical systems, advances in kernel-based
graph classiﬁcation, user interactions and influence in social networks, efﬁcient
exploitation of tree ensembles in Web search and document ranking, data cleaning with
AI planning solvers, and applications of predictive clustering trees to image analysis.
We take this opportunity to thank all authors for submitting their papers to the
Nectar Track. We also wish to express our gratitude to all PC members who helped us
in the reviewing process, providing insightful feedback that helped the authors of
accepted papers to prepare good presentations during the conference. Finally, we would
like to thank the ECML PKDD general chairs and the other members of the Organizing
Committee for their excellent co-operation and support for all our efforts. We hope that
the readers will enjoy these short papers and that the papers, conference presentations,
and discussions will inspire further interesting research at the boundaries of machine
learning and data mining with many other interesting ﬁelds.
September 2017 Donato Malerba
Jerzy Stefanowski
Foreword to the ECML PKDD 2017 Demo Track
We present, with great pleasure, the Demo Track of ECML PKDD 2017. Since its
inception, this Demo Track is among the major forums in the ﬁeld for presenting
state-of-the-art data mining and machine learning systems and research prototypes, and
for disseminating new methods and techniques in a variety of application domains.
Each selected demo was presented at the conference and allocated a four-page paper in
the proceedings.
The evaluation criteria encompassed innovation and technical advances, meeting
novel challenges, and the potential impact and interest for researchers and practitioners
in the machine learning and data-mining community. Each submission was ﬁrst
reviewed by at least two expert referees, with a majority receiving three reviews.
Consensus on each paper was reached through discussion between the demo chairs. In
total, 52 reviews were made, and from 17 original submissions 10 were accepted for
publication in the conference proceedings and presentation at the demo sessions during
the conference in Skopje. The accepted demonstration papers cover a wide range of
machine learning and data mining techniques, as well as a very diverse set of
real-world application domains. We believe the review system was successful in
ensuring that the accepted work is of high quality and suited for publication in the
track.
We thank all authors for submitting their work, without which this track would not
be possible. We are deeply grateful to our Program Committee for volunteering their
time and expertise. Their contribution is at the core of the scientiﬁc quality of the Demo
Track. The expert Program Committee included a mix of experienced individuals from
previous years as well as experts newly recruited to ensure broad technical expertise
and to promote inclusivity of various data mining and machine learning research areas.
Finally, we wish to thank the general chairs and the program chairs for entrusting us
with this track and providing us with their expert advice. We hope that the readers will
enjoy this set of short papers and that the demonstrated systems, prototypes, and
libraries of this track will inspire interaction and discussion that will be valuable to both
the authors and the community at large.
September 2017 Jesse Read
Marinka Zitnik
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A Novel Framework for Online Sales
Burst Prediction
Rui Chen and Jiajun Liu(B)
Big Data Analytics and Intelligence Lab, School of Information,
Renmin University of China, Beijing, China
{r chen,jiajunliu}@ruc.edu.cn
Abstract. With the rapid growth of e-commerce, a large number of
online transactions are processed every day. In this paper, we take the
initiative to conduct a systematic study of the challenging prediction
problems of sales bursts. Here, we propose a novel model to detect bursts,
ﬁnd the bursty features, namely the start time of the burst, the peak
value of the burst and the oﬀ-burst value, and predict the entire burst
shape. Our model analyzes the features of similar sales bursts in the same
category, and applies them to generate the prediction. We argue that the
framework is capable of capturing the seasonal and categorical features
of sales burst. Based on the real data from JD.com, we conduct extensive
experiments and discover that the proposed model makes a relative MSE
improvement of 71% and 30% over LSTM and ARMA.
Keywords: Burst prediction · E-commerce
1 Introduction
E-commerce websites have become an ubiquitous mechanism for online shop-
ping. Devendra ﬁrst deﬁned that electronic commerce, commonly known as e-
commerce or eCommerce, consists of the buying and selling of products or ser-
vices over electronic system such as internet and other computer network [1]. The
eﬀects of e-commerce have reached all areas of business, from customer service
to new product design [2].
According to statistics in 2015, turnover of E-commerce has reached 18.3
trillion in China, up by 36.5% [4]. This can also be seen from the huge trading
volume on some special shopping festivals in China. In the shopping festival of
11th Nov, 2016, the single-day merchandise trade of tmall.com reached 912.17
billion yuan, up by 61%. For the logistics industry, the number of orders will have
a corresponding explosive growth. Nowadays, the e-commerce platforms usually
launch promotional activities on a particular category of products. Hence the
products in the same category always show similar sales changes.
In e-commerce ﬁeld, time series prediction is wildly used. A large number of
methods have been developed and applied to time series forecasting problems,
such as sophisticated statistical methods [16] and neural network [15]. For any
c© Springer International Publishing AG 2017
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product, the sales series can increase or fall sharply, which we called spikes
or bursts. The prediction of bursts is beneﬁcial in several aspects, such as the
storage optimization of the suppliers and the stability maintanance of the e-
commerce website. In the existing studies about burst prediction, most of them
are concerned about predicting the bursty features. Few of them focus on the
prediction of the entire sales burst shape.
In this paper, we study the task of analyzing the bursty features of prod-
uct sales, and propose a model framework to predict sales burst. The major
contributions of this paper include:
1. We deﬁne a new problem of time series prediction that mainly concerns about
the bursts. To formulate this problem, we split it into three parts: detecting
bursts, predicting the features and predicting the shape of bursts.
2. We propose a novel framework to capture the seasonal and categorical features
for predicting the entire burst series. We also take the initiative to use the
reshaped nearest neighbors to simulate the burst shape.
3. We conduct extensive experiments on real datasets from sale records on
JD.com and evaluate the advantages and characteristics of the proposed
model. The results show that our model has a signiﬁcant improvement.
The rest of the paper is organized as follows. In Sect. 2 we present the back-
ground and relevent literature of the problem studied. In Sect. 3 we give the
problem formulation and notations. Datasets with the preprocessing steps are
shown in Sect. 4. In Sect. 5 we give the intuition of our model and describe the
layers of our model framework. Experimental results on real life data are shown
in Sect. 6. Finally, we conclude our work in Sect. 7.
2 Related Work
In recent years, many methods have been developed and applied to time series
forecasting problems, such as sophisticated statistical methods [16] and neural
networks [15]. Schaidnagel et al. [14] presented a parametrized time series algo-
rithm that predicts sales volumes with variable product prices and low data
support.
Burst, deﬁned as “a brief period of intensive activity followed by long period
of nothingness” [3], is a common phenomenon in time series. Most existing stud-
ies about burst prediction, mainly applied in social networks. Lin et al. [11] pro-
posed a framework to capture dynamics of hashtags based on their topicality,
interactivity, diversity, and prominence. Ma et al. [12] predicted the popularity
of hashtags on daily basis. [8,9] introduced a method to predict the burst of
Twitter hashtags before they actually burst. Bursts of topics, sentiments and
questions have been demonstrated to have a predictive power of product sales.
Gruhl et al. [6] proposed to use online postings to predict spikes in sales rank.
Such methods have been proved to be eﬀective and achieved good performance.
However, how to design a framework that can predict the entire burst shape, is
yet to be answered. Inspired by the success of these methods, we divided the
problem into several parts and investigate using a framework with three layers.
A Novel Framework for Online Sales Burst Prediction 5
3 Problem Formulation and Notations
The sales of a product can be formed a time series <x1, x2, ...xt, ...>. xt donates
the count of sales at the t-th time interval. Features of a sales burst contains
the start time, start value, burst time, peak value, period, oﬀ-burst time, etc.
Given a product p in category c, we consider a prediction scenario: a product
p has a historical sales series x, at time t, will the sales of product burst in
the near future? If the product will be a bursting one, what’s the shape of the
entire burst?
In the rest of the paper, the technical details of the algorithms will be
described mostly in vector forms. All the assumptions and notations mentioned
in this paper are listed in Table 1.
Table 1. Table of notations
Notation Description
Xc The set of time series in category c
X¯c The set of reshaped burst series in category c
x ∈ Rd The time series of length d
x¯ ∈ Rm The reshaped burst series of length m
w ∈ Rk The window with length k
s ∈ Rk ∼ w The time sequence within the window with length k
lmaxs The set of local max points in a time series
lmins The set of local min points in a time series
Bc The set of bursty feature vector for category c
b = (s, b, p, T, e) The bursty feature vector: start time, burst time, peak value,
period, oﬀ-burst value
4 Dataset and Set up
4.1 Dataset Description
To support the comprehensive experiments, we collected product information
and transaction records from a real-life e-commerce website, JD.com. The origi-
nal dataset contains two parts. The ﬁrst part is a 139 million set of transaction-
records from 1/1/2008 to 12/1/2013, including user ID, product ID, and the
purchasing date. Single-day sale of one product ranges from 0 to 7802. The
second part is a 0.25 million set of product information, including product ID,
categories, brand and product name. There are 167 categories in total.
4.2 Preprocess
In order to prepare the datasets required in the framework, we conducted the
following steps.
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Filtering. Since random factors have a great impact on time series when the
whole number of records is small, we select records from 2010 to 2013, which con-
stitute 90% of all sales. Besides, we choose products with good selling frequency,
using a threshold of 100 records in total.
Time Series Generation. For each product, We calculate the daily sales vol-
ume as the value of each node in the time series with the transaction records.
Smoothing. After the above process, we will get plenty of raw time series with a
lot of sharp rise and fall. To detect bursts, we smooth the time series. In speciﬁc,
we perform discrete kalman ﬁlter [7] with exponentially weighted moving average
(EWMA) on each time series. The smoothed series in each category will form a
new time series set.
Sample Bursts Extraction. For category c, we have time series set Xc. Sup-
pose X ∈ Xc,X = x1, x2, ...xd, the sample bursts are extracted through the fol-
lowing steps. First, we ﬁnd all the local maximums lmaxs and local minimums
lmins for X. For the sequence between each local minimal pair, (lmini, lmini+1),
there must be a lmaxi. So we judge whether the sequence contains a burst by
the slope of (lmini, lmaxi). The threshold delta is computed by the standard
deviation of X and window size k.
In the process of rise and fall, sales series may have small ﬂuctuations. Once
a new burst b is detected, we will judge whether it should be merged with the
previous burst b
′
with the features of b and b
′
. In speciﬁc, there are two situations
when we choose to merge two bursts:
– Burst b
′
appeared in the falling process of burst b: merge b and b
′
as a new
burst b
′′
= (s, p, b, T + T
′
, e
′
)
– Burst b appeared in the rising process of burst b
′
: merge b and b
′
as a new
burst b
′′
= (s, p
′
, b
′
, T + T
′
, e
′
)
Reshaping. Based on the assumption that products in the same category have
similar bursty features, we propose to generate a new type of dataset for each
category with the burst series. The burst series with period T in each category
are reshaped into a ﬁxed length m:
X¯ = x¯1, x¯2, ..., x¯m, x¯i = xk + (xk+1 − xk) × (i × T
m
− k), k = i × T
m

All reshaped bursts will form a new dataset X¯c.
Hence, for each category c, we have three datasets: the smoothed time series
dataset Xc, the reshaped bursts dataset X¯c, and the bursty feature dataset Bc.
The categories with less than N products (we set N as 100) are ignored in this
process, and we keep 64 categories in total. Figure 1 shows the distribution of
the bursty feature datasets.
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Fig. 1. The distribution of bursty features
5 The Model
5.1 Intuition
In the existing studies about burst prediction, most of them focus on how to
predict the bursty features, rather than the entire burst. The performance of
models are improved by the usage of various features. For sales time series,
the extra information is much less than topics or hashtags on websites. Most
of the time, we just have the transaction records and basic information about
the products. When we are faced with a new product with no historical data,
the prediction problem will become more diﬃcult. In the absence of suﬃcient
information and data, we need to ﬁgure out a proper approach to predict the
entire burst shape. Next we will present an overview of the model framework.
5.2 Model Overview
We propose a model framework to predict the entire burst shape of online prod-
ucts, shown in Fig. 2. The model has three layers, namely the burst detection
layer, bursty feature prediction layer, and the burst shape prediction layer. The
ﬁnal layer will generate the output prediction of the whole model. The model
implements the following work ﬂow:
5.3 Burst Detection
The burst detection layer aims to detect the start of a burst. For time series X,
we let the window w slide with the timeline from the start point of X. At time
t, we get a sequence st = xt, xt+1, ..., xt+d, and we will use this sequence as the
input of the classiﬁcation model. The sliding window is to simulate and solve
the real situation in e-commercial websites.
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Fig. 2. The framework of burst shape prediction model
For the classiﬁcation part, we apply a SVM-based method to solve this prob-
lem. We ﬁrst deﬁne a feature space based on the time series features in [10],
and add some new features such as maxvalue, minvalue, idmax and idmin. The
feature vector f is the input of the SVM model, and we will get the class label
as output, indicating whether it will be a bursting one.
5.4 Bursty Feature Prediction
Once a burst has been detected, we want to know its bursty features, such as
how high the peak will reach, when it will be oﬀ-burst and what the oﬀ-burst
value is. In this layer, these features are predicted by three diﬀerent regression
model, named M (1),M (2) and M (3). The predicted results in M (i−1) and f will
form a new vector, as the input for M (i). For each category c, We will train
several diﬀerent types of M (i), and choose the one with smallest mean square
error (MSE).
5.5 Burst Shape Prediction
The burst shape prediction layer aims to forecast the whole burst shape using
the bursty features b and the time sequence st. For each category c, a clustering
model is pre-trained with the reshaped bursts dataset X¯c.
The key idea is to use the corresponding part and the bursty features
as the measure of similarities. First, with the predicted period T , the time
sequence st will be reshaped into a new sequence of ﬁxed length l = k × (d/m),
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s
′
t = s1, s2, ..., sl. For each cluster center of reshaped bursts x¯ = x¯1, x¯2, ..., x¯m, we
only use the same part x¯1, x¯2, ..., x¯l to calculate the similarity of two sequences
and ﬁnd the predicted cluster st. There are plenty of methods to measure sim-
ilarity, such as Euclidean distance, cosine similarity and so on. For time series,
Dynamic Time Warping (DTW) [13] is good alternative, which is designed
to ﬁnd an optimal alignment between two given (time-dependent) sequences.
Then, we can ﬁnd all reshaped bursts in st, and calculate new similarities
between s
′
t and their corresponding parts. Here, the new similarity contains
sequence similarity, absolute value of period similarity, peak similarity and oﬀ-
burst value similarity. The weight of the ﬁrst part is highest and for other
parts we assign same weights. We choose the highest ranking k sequences,
calculate its mean series x¯
′
, and rescale it with the period T as the out-
put prediction. The rescaling method uses the reverse process of reshaping:
X = x1, x2, ..., xT , xi = x¯
′
k + (x¯
′
k+1 − x¯
′
k) × (i × mT − k), k = i × mT .
6 Experiments and Evaluation
Setup. For each individual dataset, we randomly divide the samples into three
folds: the training set, the validation set and the test set, with the proportion
of 3:1:1. The model is trained using the training set, and is then tested on the
validation set. Such cross-validation is performed on the same individual dataset
for ten times with random splits, and the reported performance is the averaged
value cross the ten iterations. Finally we test the model on the test set and
report the performance.
6.1 Evaluation of the Burst Detection Layer
In this layer, we set a maximum number of samples as 30000 to reduce training
time, and randomly select the same number of positive and negative samples
from the training dataset. Before the training, we evaluate the contributions of
features with a L1-based linear SVC model, and then reduce the dimensionality
of input feature vector of the classiﬁer, a SVC model with rbf kernel. Precision,
Recall and F1-score are reasonable metrics for the evaluation of this layer.
Table 2 and Fig. 3 show the performance comparison of the ﬁrst layer, detect-
ing bursts. It can be observed that our model shows the best performance of
F1-score for 90% categories listed in the table, and achieves the highest F1-score
of 0.77 on average. Besides, our model achieves relatively high precision and
recall scores on average, both scoring over 0.72. The performance of K-Nearest
Neighbors is quite diﬀerent, which achieves the best recall score 0.84 and the
worst precision 0.63. SVM models with sigmoid kernel is the most ineﬀective
and unstable one, with the deviations of all scores over 0.15. SVM models with
linear kernel and rbf kernel always have similar performance.
In practical applications, there may be diﬀerent requirements on precision
and recall. These requirements can be satisﬁed by training optimal prediction
models using diﬀerent types of F-scores, and select the one with best score.
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Table 2. Performance comparision of detecting bursts (partial data)
ID F1-score
SVM(linear) SVM(rbf) SVM(sigmoid) KNeighbors DecisionTree Our method
0 0.78 0.78 0.31 0.69 0.77 0.85
1 0.81 0.83 0.61 0.63 0.84 0.85
2 0.78 0.78 0.77 0.68 0.79 0.80
3 0.75 0.75 0.63 0.87 0.75 0.75
4 0.70 0.69 0.69 0.73 0.70 0.69
5 0.59 0.59 0.48 0.59 0.57 0.64
6 0.73 0.73 0.65 0.70 0.74 0.74
7 0.87 0.89 0.61 0.70 0.90 0.91
8 0.73 0.74 0.68 0.69 0.73 0.74
9 0.77 0.77 0.71 0.67 0.77 0.77
Fig. 3. Mean average classiﬁcation performance with standard deviation
(Precision/Recall/F1-score: the higher the better)
6.2 Evaluation of the Bursty Features Prediction Layer
For each category c, we train multiple regression models, select the best one,
that is, the one with smallest MSE, as prediction model for current c. Using
features we generated, we can ﬁnd typical features for each c. In speciﬁc, we use
the feature selection algorithm χ2, to compute the score of each feature, and
select the K = 10 highest scoring features.
Table 3 studies the performance of the proposed method and the competitive
methods on 64 individual datasets of diﬀerent category, evaluated by average
HitRate (HR)@20% and 50%, Mean Squared Error (MSE) and Mean absolute
Relative Error (MRE). HitRate is the percentage of times when the relative error
is within a speciﬁc range. For example, for a set of targets that equal 10, if 50%
of time the predicted value is within [6–14], the HitRate@40% is 0.5.
The highlighted numbers in red, blue and black indicate the winners on each
model under the corresponding metric. To compare the methods quantitatively,
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Table 3. Performance comparision on scores of predicting peak value, period and
oﬀ-burst value of bursts (HR: the higher the better, MSE/MRE: the lower the better)
Method Avg MSE Avg MRE Avg HitRate@20% Avg HitRate@50%
Linear SVR 29.91—12096.26—3.88 1.91—50.90—0.69 0.14—0.27—0.12 0.37—0.61—0.26
SVR 26.76—10573.25—7.29 1.88—49.65—0.94 0.16—0.27—0.09 0.38—0.61—0.22
Linear Regression 30.95—12861.00—4.98 2.23—62.28—0.57 0.12—0.22—0.14 0.30—0.50—0.30
Bayes 30.22—12399.39—4.97 2.22—61.72—0.57 0.12—0.22—0.14 0.30—0.50—0.30
CART 42.95—15538.12—7.53 2.49—63.28—0.70 0.13—0.25—0.11 0.31—0.54—0.26
Our method 25.66—10032.34—3.78 1.87—47.85—0.56 0.16—0.28—0.15 0.40—0.68—0.38
Fig. 4. Mean average prediction performance with standard deviation. The three sub-
ﬁgures represent the task of predicting the peak value, period and oﬀ-burst value) (HR:
the higher the better, MSE/MRE: the lower the better)
we also provide Fig. 4 (MRE/MSE is normalized with the maximum MRE/MSE
among the methods in each entry).
Our model achieves the best performance of MSE and MRE and the highest
score of HR@20% and HR@50% with a relatively low deviation. For example,
in the task of the peak value prediction, we ﬁnd our model’s performance and
the average of other methods’ performance under MSE, MRE, HR@20% and
HR@50% are 25.66 vs. 32.16 (unnormalized), 1.87 vs. 2.15 (unnormalized), 0.16
vs. 0.13 and 0.40 vs. 0.33 respectively, showing that our model makes a rela-
tive improvement of 20%, 13%, 23% and 21% respectively. In the evaluation
of forecasting the burst period and oﬀ-burst value, our model has a optimal
performance in HR@50%, reaching 0.68 and 0.38 on average.
It can also be observed that Linear Regression and Bayes Ridge Regression
show similar performance on HR@20% and HR@50%. Linear SVR and SVR
with rbf kernel have diﬀerent performance under MSE and MRE. The CART
method have the worst performance on MSE and MRE among all the methods.
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6.3 Evaluation of the Burst Shape Prediction Layer
For this prediction task, we compare our model with two diﬀerent models com-
monly used for time series prediction. The metric mean square error (MSE)
is used to evaluate the prediction performance. We perform the Aﬃnity Prop-
agation Clustering [5] on the dataset of reshaped bursts. Euclidean distance
is applied to calculate the input similarity matrix of the training set, and we
choose DTW distance as the measure of similarity when forecasting. Besides,
when the start value of the forecasted result and the last value in the window
diﬀer greatly, we apply a decay function to smooth the 30% of the predicted
burst series, namely y30%: y = αf + (1 − α)g. Here, we set f as the straight line
from the last point in the window w to the last point of y30%, and set g as y30%.
α is set as the exponential function e(−1/3)t.
Table 4 and Fig. 5 shows the results of performance comparison. For the ﬁrst
two methods, we judge the performance on the real period of bursts. If the
predicted period of our model is less than the real one, we set the left part with
Table 4. Performance comparision on the entire period of bursts (MSE score, par-
tial data)
Category ID LSTM ARMA Our model
0 9.48 8.39 5.94
1 10.45 8.32 6.43
2 1.35 0.97 0.78
3 40.15 32.70 31.72
4 15.62 5.01 14.39
5 32.66 5.61 2.82
6 0.83 0.61 0.28
7 13.91 8.48 6.51
8 21.67 2.64 0.86
9 14.10 7.55 4.69
Fig. 5. Mean average burst series prediction MSE scores with standard deviation
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the average value of our prediction. We also draw some of the predicted results
into Fig. 6. Conclusions can be drawn as follows:
– The LSTM model shows the worst performance on average MSE, scoring
20.58. Besides, the performance of LSTM are not that stable, with relatively
high deviations of 37.09.
– Take all categories into account, our model wins 57 out of 64 times on the
score of MSE. The average MSE of our method is 5.88, which signiﬁcantly
outperforms the other related methods, showing a relative improvement of
71% and 30%. The MSE standard deviations of our model and other methods
are 37.10, 10.36 and 7.57 on average, indicating that our model makes a
signiﬁcant improvement by 80% and 29%.
Fig. 6. Samples of the predicted burst results
7 Conclusion
In this paper, we take the initiative to propose a burst prediction framework
of online product sales. The framework includes three layers: a burst detection
layer, a bursty feature prediction layer and a burst shape prediction layer. The
burst detection layer detect the start of a burst with a sliding window and a
optimized classiﬁcation model. The three bursty features, the burst peak, period
and oﬀ-burst value, are predicted by diﬀerent regression model with the best
training score. The entire burst shape is generated by the burst series with similar
seasonal features in the same category. Extensive experiments are conducted on
real datasets from JD.com. We ﬁnd that in average our framework achieves 4%
to 45% advantage of F1-score in the classiﬁcation and up to 73% improvement of
HitRate@50% on the feature prediction against other methods. The result shows
that the proposed solutions are eﬀective to the burst prediction task, with an
average improvement of 71% and 30% on MSE. We expect our framework to be
of great value in e-commerce ﬁeld.
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Abstract. Attribution studies in climate science aim for scientiﬁcally
ascertaining the inﬂuence of climatic variations on natural or anthro-
pogenic factors. Many of those studies adopt the concept of Granger
causality to infer statistical cause-eﬀect relationships, while utilizing tra-
ditional autoregressive models. In this article, we investigate the potential
of state-of-the-art time series classiﬁcation techniques to enhance causal
inference in climate science. We conduct a comparative experimental
study of diﬀerent types of algorithms on a large test suite that com-
prises a unique collection of datasets from the area of climate-vegetation
dynamics. The results indicate that specialized time series classiﬁcation
methods are able to improve existing inference procedures. Substantial
diﬀerences are observed among the methods that were tested.
Keywords: Climate science · Attribution studies · Causal inference
Granger causality · Time series classiﬁcation
1 Introduction
Research questions in climate change research are mostly related to either climate
projection or to climate change attribution. Climate projection or forecasting aims
atpredicting the future state of the climatic system, typically over thenextdecades.
The goal of climatic attribution on the other hand is to identify and quantify cause-
eﬀect relationships between climate variables andnatural or anthropogenic factors.
A well-studied example, both for projection and attribution, is the eﬀect of human
greenhouse gas emissions on global temperature.
The standard approach in the ﬁeld of climate science is based on simulation
studies with mechanistic climate models, which have been developed, expanded
and extensively studied over the last decades. Data-driven models, in contrast
to mechanistic models, assume no underlying physical representation of reality
c© Springer International Publishing AG 2017
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but directly model the phenomenon of interest by learning a more or less ﬂexible
function of some set of input data. Climate science is one of the most data-rich
research domains. With global observations on ever ﬁner spatial and temporal
resolutions from both satellite and in-situ measurements, the amount of (publicly
available) climatic data sets has vastly grown over the last decades. It goes
without any doubt that there is a big potential for making progress in climate
science with advanced machine learning models.
The most common data-driven approach for identifying causal relationships
in climate science consists of Granger causality modelling [17]. Analyses of this
kind have been applied to investigate the inﬂuence of one climatic variable on
another, e.g., the Granger causal eﬀect of CO2 on global temperature [1,20], of
vegetation and snow coverage on temperature [19], of sea surface temperatures
on the North Atlantic Oscillation [26], or of the El Nin˜o Southern Oscillation on
the Indian monsoon [25]. In Granger causality studies, one assumes that a time
series A Granger-causes a time series B, if the past of A is helpful in predicting
the future of B. The underlying predictive model that is commonly considered
in such a context is a linear vector autoregressive model [8,32]. Similar to other
statistical inference procedures, conclusions are only valid as long as all potential
confounders are incorporated in the analysis. The concept of Granger-causality
will be reviewed in Sect. 2.
In recent work, we have shown that causal inference in climate science can be
substantially improved by replacing traditional statistical models with non-linear
autoregressive methods that incorporate hand-crafted higher-level features of raw
time series [27]. However, approaches of that kind require a lot of domain knowl-
edge about the working of our planet. Moreover, higher-level features that are
included in the models often originate from rather arbitrary decisions. In this arti-
cle, we postulate that causal inference in climate science can be further improved
by using automated feature construction methods for time series. In recent years,
methods of that kind have shown to yield substantial performance gains in the
area of time series classiﬁcation. However, we believe that some of those methods
also have a lot of potential to improve causal inference in climate science, and the
goal of this paper is to provide experimental evidence for that. We experimentally
compare a large number of time series classiﬁcation methods – an overview and
more discussion of these methods will be given in Sect. 3.
Most attribution studies in climate science infer causal relationships between
time series of continuous measurements, leading to regression settings. However,
classiﬁcation settings arise when targeting extreme events, such as heatwaves,
droughts or ﬂoods. We will conduct an experimental study in the area of investi-
gating climate-vegetation dynamics, where such a classiﬁcation setting naturally
arises. This is an interesting application domain for testing time series classiﬁca-
tionmethods, due to the availability of large and complex datasets with worldwide
coverage. It is also a practically-relevant setting, because extremes in vegetation
can reveal the vulnerability of ecosystems w.r.t. climate change [23]. A more pre-
cise description of this application domain and the experimental setup will be pro-
vided in Sect. 4. In Sect. 5, we will present the main results, which will allow us to
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formulate conclusions concerning which methods are more appropriate in the area
of climate sciences.
2 Granger Causality for Attribution in Climate Science
Granger causality [17] can be seen as a predictive notion of causality between
time series. In the bivariate case, when two time series are considered, one com-
pares the forecasts of two models; a baseline model that includes only informa-
tion from the target time series (which resembles the eﬀect) and a so-called full
model that includes also the history of the second time series (which resembles
the cause). Given two time series x = [x1, x2, ..., xN ] and y = [y1, y2, ..., yN ], with
N being the length of the time series, one says that the time series x Granger-
causes the time series y if the forecast of y at a speciﬁc time stamp t improves
when information of the history of x is included in the model.
In this paper we will limit our analysis to situations where the target time
series y consists of {0, 1}-measurements that denote the presence or absence
of an extreme event at time stamp t. As such, one ends up with solving two
classiﬁcation problems, one for the baseline and one for the full model. We will
work with the Area Under the Curve (AUC) as performance measure, because
the class distribution will be heavily imbalanced, as a natural result of modelling
extreme events. Let yˆ denote the new time series that originates as the one-step
ahead forecast of y using either the baseline or the full model, then Granger
causality can be formally formulated as follows:
Definition 1. A time series x Granger-causes y if AUC(y, yˆ) increases when
xt−1, xt−2, ..., xt−P are considered for predicting yt, in contrast to considering
yt−1, yt−2, ..., yt−P only, where P is the lag-time moving window.
Granger causality studies might yield incorrect conclusions when additional
(confounding) eﬀects exerted by other climatic or environmental variables are
not taken into account [13]. The problem can be mitigated by considering time
series of additional variables. For example, let us assume one has observed a third
variable w, which might act as a confounder in deciding whether x Granger-
causes y. The above deﬁnition then naturally extends as follows.
Definition 2. We say that time series x Granger-causes y conditioned on
time series w if AUC(y, yˆ) increases when xt−1, xt−2, ..., xt−P are included
in the prediction of yt, in contrast to considering yt−1, yt−2, ..., yt−P and
wt−1, wt−2, ..., wt−P only, where P is the lag-time moving window.
An extension to more than three time series is straightforward. In our exper-
iments, y will represent the vegetation extremes at a given location, whereas
x and w can be the time series of any climatic variable at that location (e.g.,
temperature, precipitation or radiation).
Generally, the null hypothesis (H0) of Granger causality is that the base-
line model has equal prediction error as the full model. Alternatively, if the
full model predicts the target variable y signiﬁcantly better than the baseline
18 C. Papagiannopoulou et al.
model, H0 is rejected. In most applications, inference is drawn in vector autore-
gressive models by testing for signiﬁcance of individual model parameters. Other
studies have used likelihood-ratio tests, in which the full and baseline models are
nested models [26]. Those procedures have a number of important shortcomings:
(1) existing statistical tests only apply to stationary time series, which is an unre-
alistic assumption for attribution studies in climate science, (2) most tests are
based on linear models, whereas cause-eﬀect relationships can be non-linear, and
(3) the models used for such tests are trained and evaluated on in-sample data,
which will typically result in overﬁtting when the dimensionality or the model
complexity increases.
In recent work, we have introduced an alternative way of assessing Granger-
causality, by focussing on quantitative instead of qualitative diﬀerences in per-
formance between baseline and full models [27]. In this way, traditional linear
models can be replaced by more accurate machine learning models. If both the
baseline and the full model give evidence of better predictions, one can draw
stronger conclusions w.r.t. cause-eﬀect relationships. To this end, no statisti-
cal tests are computed, but the diﬀerences between the two types of models is
visualized and interpreted in a quantitative way.
3 From Granger Causality to Time Series Classification
In the general framework that we presented in [27] we constructed hand-crafted
features based on knowledge that has been described in the climate literature
[12]. These features include lagged variables, cumulative variables as well as
extreme indices. Therefore, we ended up with in total ∼360 features extracted
from one time series. Our previous study has shown that incorporating those
features in any classical regression or classiﬁcation algorithm might lead to a
substantial increase in performance (for both the baseline and the full model).
In this article, we investigate whether this feature construction process can
be automated using time series classiﬁcation methods. Due to the increased
public availability of datasets from various domains, many novel time series
classiﬁcation algorithms have been proposed in recent years. All those methods
either try to ﬁnd higher-level features that represent discriminative patterns or
similarity measures that deﬁne an appropriate notion of relatedness between two
time series [2,11,21]. The following categories can be distinguished:
(a) Algorithms that use the whole series or the raw data for classiﬁcation. To
this family of algorithms belongs the one nearest neighbour (1-NN) classiﬁer
with diﬀerent distance measures such as the dynamic time warping (DTW)
[29], which is usually the standard benchmark measure, and variations of it,
the complexity invariant distance (CID) [3], the derivative DTW [14], the
derivative transform distance (DTD) [15] and the Move-split-merge (MSM)
[33] distance.
(b) Algorithms that arebasedon sub-intervals of the original time series.Theyusu-
ally use summarymeasures of these intervals as features. Typical algorithms in
this category are the time series forest (TSF) [10], the time series bag of features
(TSBF) [5] and the learned pattern similarity (LPS) [4].
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(c) Algorithms that are attempting to ﬁnd informative patterns, called shapelets,
in thedata.An informative shapelet is apattern thathelps indistinguishing the
classes by its presence or absence. Representative algorithms of this class are
the Fast shapelets (FS) [28], the Shapelet transform (ST) [18] and the Learned
shapelets (LS) [16].
(d) Algorithms that are based on the frequency of the patterns in a time series.
These algorithms build a vocabulary of patterns and form a histogram for
each observation by using this vocabulary. Algorithms such as the Bag of
patterns (BOP) [22], the Symbolic aggregate approximation-vector space
model (SAXVSM) [31] and the Bag of SFA symbols (BOSS) [30] are based
on the idea of a pattern vocabulary.
(e) Finally, there are approaches that combine more than one from the above
techniques, forming ensemble models. A recently proposed algorithm named
Collection of transformation ensembles (COTE) combines a large number of
classiﬁers constructed in the time, frequency, and shapelet transformation
domains.
In our comparative study, we run algorithms from the ﬁrst four diﬀerent
groups. The main criteria for including a particular algorithm in our analysis are
(1) availability of source code, (2) running time for the datasets that we consider,
and (3) interpretability of the extracted features. Since we have collected multiple
time series for a large part of the world (3,536 locations in total), the algorithms
should run in a reasonable amount of time. Several algorithms had problems to
ﬁnish within 3 days.
4 Experimental Setup
In order to evaluate the above-mentioned time series classiﬁcation methods for
causal inference, we adopt an experimental setup that is similar to [27]. The
non-linear Granger causality framework is adopted to explore the inﬂuence of
past-time climate variability on vegetation dynamics. To this end, data sets of
observational nature were collected to construct climatic time series that are
then used to predict vegetation extremes. Data sets have been selected on the
basis of meeting the following requirements: (a) an expected relevance of the
variable for vegetation dynamics, (b) the availability of multi-decadal records,
and (c) the availability of an adequate spatial and daily temporal resolution. In
our previous work, we collected in this way in total 21 datasets. For the present
study, we retained three of them, while covering the three basic climatic vari-
ables: water availability, temperature, and radiation. The main reason for making
this restriction was that in that way the running time of the diﬀerent time series
classiﬁcation algorithms could be substantially reduced. Speciﬁcally, we collected
one precipitation dataset, which is coming from a combination of in-situ, satellite
data, and reanalysis outputs, called Multi-Source Weighted-Ensemble Precipita-
tion (MSWEP) [7]. We include one temperature dataset, which is a reanalysis
data set, and one radiation dataset from the European Centre for Medium-Range
Weather Forecasts (ECMWF) ERA-Interim [9].
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In addition to those three climatic datasets, we also collected a vegeta-
tion dataset. We use the satellite-based Normalized Diﬀerence Vegetation Index
(NDVI) [34], which is a commonly used monthly long-term global indicator of
vegetation [6]. Roughly speaking, NDVI is a graphical greenness indicator which
measures how green is a speciﬁc point on the Earth at a speciﬁc time stamp.
The study period starting from 1981–2010 is set by the length of the NDVI
record. The dataset is converted to a 1◦ spatial resolution to match with the
climatic datasets.
For most locations on Earth, NDVI time series exhibit a clear seasonal cycle
and trend – see top panel of Fig. 1 for a representative example. However, in cli-
mate science, the interesting part of such a time series is the residual component,
usually referred to as seasonal anomalies. In a statistical sense, climatic data can
only be useful to predict this residual component, as both the seasonal cycle and
the trend can be modelled with pure autoregressive features. Similarly as in [27],
we isolate the residual component using time series decomposition methods, and
we work further with this residual component – see bottom panel of Fig. 1 for an
illustration. In a next step, extremes are obtained from the residuals, while tak-
ing the spatial distribution of those extremes into account. The most straightfor-
ward way is setting a ﬁxed threshold per location, such as the 10% percentile of
the residuals. However, this leads to spatial distributions that are physically not
plausible, because one cannot expect that the same number of vegetation extremes
is observed in all locations on Earth. At some locations, vegetation extremes are
more probable to happen. For this reason, we group the location pixels into areas
with the same vegetation type, by using the global vegetation classiﬁcation scheme
of the International Geosphere-Biosphere Program (IGBP) [24], which is generi-
cally used throughout a range of communities. We selected the map of the year
2001 (closer to the middle of our period of interest). In order to end up with
coherent regions that have similar climatic and vegetation characteristics, we fur-
ther divided the vegetation groups into areas in which only neighboring pixels
can belong to the same group. That way, we create 27 diﬀerent pixel groups in
America, see Fig. 2. We limit the study to America because some of the time series
classiﬁcation methods that we analyse have a long running time. Once we know
which of those methods perform well, the study can of course be further extended
to other regions, under the assumption that the same methods are favored for
those regions.
The vegetation extremes are then deﬁned by applying a 10th percentile
threshold on the seasonal anomalies of each region. This is a common thresh-
old in deﬁning extremes in vegetation [35]. Applying a lower threshold would
result in extreme events that are extremely rare, making it impossible to train
predictive models. In this way, we produce the target variable of our time series
classiﬁcation task. The presence of an extreme is denoted with a ‘1’ and the
absence with a ‘0’. Unsurprisingly, the distribution of the vegetation extremes in
time indicates that many more extremes occur in recent years, which means
that a clear trend appears again in the time series of extreme events, even
though the initial time series was detrended. This makes the time series highly
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Fig. 1. The three components of an NDVI time series visualized for one particular
location. The top panel shows the linear trend (black continuous line) and the seasonal
cycle (dashed black line) that are obtained from the raw time series (red). The bottom
panel visualizes the residuals, which are obtained by subtracting the seasonal cycle
and the linear trend from the raw data. Only the residuals are further used to deﬁne
extreme events. (Color ﬁgure online)
Fig. 2. Groups of pixels that are regions with similar climatic and vegetation charac-
teristics. Based on the time series of each region we calculate the vegetation extremes
for the pixels of that region.
non-stationary. Moreover, also a seasonal cycle typically re-appears, as one
observes more extremes in certain months. Correctly identifying those two com-
ponents (trend and seasonality) is essential when inferring causal relationships
between vegetation extremes and climate.
As discussed in Sect. 2, a baseline model only includes information from the
target time series (i.e. previous time stamps). We both consider the residuals as
well as their binarized extreme counterparts as features for the baseline model.
However, due to the existence of seasonal cycles and trends when considering
binary time series of extreme vegetation, we also include 12 dummy variables
which indicate the month of the observation and a variable for the year of this
observation. These last two components are necessary because the baseline model
should tackle as good as possible the seasonality and the trend that exists in the
time series of NDVI extremes. In this paper, we perform a general test for causal
relationships between climatic time series and vegetation. As such, the full model
extends the baseline model with the above-mentioned climatic variables.
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5 Results and Discussion
We present two types of experimental results. First, we analyze the predictive
performance of various time series classiﬁcation methods as representatives for
the full model in a Granger-causality context. Subsequently, we select the best-
performing algorithm for a Granger causality test, in which a baseline and a full
model are compared.
5.1 Comparison of Time Series Classification Methods
For the ﬁrst step we performed a straightforward comparison of the performance
of the following algorithms: CID [3], LPS [4], TSF [10], SAXVSM [31], BOP [22],
BOSS [30], FS [28] and hand-crafted features in combination with a classiﬁca-
tion algorithm [27]. In this setting, our dataset consists of monthly observations
(there are in total 360 observations per pixel), and the input time series for
each observation includes the 365 past daily values of precipitation time series
before the month of interest (excluding the daily values of the current month).
Only the precipitation time series is used, as some of the methods are unable
to handle multivariate time series as input. We train the models per region by
concatenating the observations of the pixels. The evaluation is performed per
pixel by using random 3-fold cross-validation and AUC as performance measure.
Figure 3 shows the results. The vocabulary-based algorithms outperform the
other representations, which implies that the frequency of the patterns makes the
two classes of our dataset more distinguishable. Algorithms which distinguish the
observations according to a presence or an absence of a shapelet perform poor,
probably because observations originating from consecutive time windows have
similar shapelets (the daily values of the next month is added for the next obser-
vation). In addition, the shapelet-based FS algorithm is also not very eﬃcient in
terms of memory space for large datasets. For this reason, we could not obtain
results for the 4 largest regions of our dataset – see Table 1. For the algorithms
that compare the whole raw time series by using a distance measure (i.e., CID)
one can observe that the performance is also very low, probably also due to the
strong similarity between consecutive observations. Similarly, algorithms that
attempt to form a characteristic vector for each class fail since the patterns
in both classes are very similar (i.e., SAXVSM). On the other hand, from the
algorithms that use sub-intervals of time series, LPS has a similar performance
as the vocabulary-based algorithms, because it takes local patterns and their
relationships into account and forms a histogram out of them, while TSF fails in
capturing useful information. We note that the LPS algorithm includes random-
ness so in each run it extracts diﬀerent patterns from the data and also it is more
time and space ineﬃcient by comparison with the vocabulary-based algorithms.
Finally, the hand-crafted features are not able to extract local patterns of the
raw daily time series and are mostly based on statistic measurements. Table 1
presents the arithmetical results for the 9 largest regions. As one can observe,
the results of BOP and BOSS are very similar. In most regions they give rise to
substantially better results than the other methods that were tested.
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Fig. 3. Performance comparison in terms of AUC of the time series classiﬁcation algo-
rithms in the univariate time series classiﬁcation setting on climate data.
Table 1. Mean and standard deviation of the AUC for areas which include more than
100 pixels. The vocabulary-based algorithms as well as the LPS algorithm perform
very similar. Results of the algorithms SAXVSM and TSF are omitted due to their low
performance.
Algorithm Reg 1 Reg 2 Reg 3 Reg 4 Reg 5 Reg 6 Reg 7 Reg 8 Reg 9
Hand-crafted 0.50±0.01 0.50±0.00 0.54±0.05 0.52±0.03 0.51±0.02 0.50±0.00 0.50±0.00 0.50±0.01 0.51±0.01
LPS 0.59±0.06 0.56±0.04 0.65±0.09 0.65±0.07 0.61±0.06 0.62±0.05 0.60±0.05 0.65±0.07 0.59±0.05
BOP 0.60±0.07 0.56±0.05 0.65±0.08 0.64±0.07 0.60±0.06 0.61±0.05 0.61±0.06 0.66±0.07 0.60±0.05
BOSS 0.60±0.06 0.56±0.04 0.64±0.08 0.65±0.07 0.61±0.05 0.61±0.05 0.61±0.05 0.67±0.07 0.59±0.05
CID 0.50±0.03 0.50±0.02 0.51±0.05 0.51±0.04 0.50±0.03 0.54±0.04 0.53±0.03 0.55±0.05 0.51±0.03
±0.00 0.50± ± ±FS – 0.50 0.00 – 0.50 0.00 – 0.50 0.00 – 0.50±0.00
5.2 Quantification of Granger Causality
In a second step, we combine the best representation coming from the time series
classiﬁcation algorithms and we apply it to the non-linear Granger causality
framework in order to test causal eﬀects of climate on vegetation extremes. Our
main goal is to replace the hand-crafted features constructed in [27]. As the BOSS
algorithm has the best performance compared to the other time series algorithms,
we use the vocabulary of patterns that BOSS automatically extracts from the
climatic time series as features. To evaluate Granger causality, the baseline model
includes information from the NDVI extremes, while the full model includes also
the automatically-extracted features from the climatic time series. In contrast
to the previous set of experiments, we now include three climatic time series
instead of only the precipitation time series.
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Fig. 4. On the left, the performance of the full model that uses the patterns extracted
by the BOSS algorithm as predictors. On the right, a quantiﬁcation of Granger causal-
ity; positive values indicate regions with Granger-causal eﬀects of climate on vegetation
extremes.
Figure 4 shows the performance of the full model in terms of AUC, as well as
the performance improvement of the full model compared to the baseline model.
It is clear that by using information from climatic time series the prediction of
vegetation extremes improves in most of the regions. Therefore, one can conclude
that – while not bearing into consideration all potential control variables in our
analysis – climate dynamics indeed Granger-cause vegetation extremes in most
of the continental land surface of North and Central America.
As results of that kind could not be obtained with hand-crafted feature repre-
sentations, we do conclude that more specialized time series classiﬁcation meth-
ods such as BOSS have the potential of enhancing causal inference in climate
science. While this paper presents particular results for the case of climate-
vegetation dynamics, we believe that the approach might be useful in other
causal inference studies, too.
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Abstract. Visual animal biometrics is rapidly gaining popularity as it
enables a non-invasive and cost-eﬀective approach for wildlife monitoring
applications. Widespread usage of camera traps has led to large volumes
of collected images, making manual processing of visual content hard to
manage. In this work, we develop a framework for automatic detection
and recognition of individuals in diﬀerent patterned species like tigers,
zebras and jaguars. Most existing systems primarily rely on manual input
for localizing the animal, which does not scale well to large datasets.
In order to automate the detection process while retaining robustness
to blur, partial occlusion, illumination and pose variations, we use the
recently proposed Faster-RCNN object detection framework to eﬃciently
detect animals in images. We further extract features from AlexNet of
the animal’s ﬂank and train a logistic regression (or Linear SVM) clas-
siﬁer to recognize the individuals. We primarily test and evaluate our
framework on a camera trap tiger image dataset that contains images
that vary in overall image quality, animal pose, scale and lighting. We
also evaluate our recognition system on zebra and jaguar images to show
generalization to other patterned species. Our framework gives perfect
detection results in camera trapped tiger images and a similar or better
individual recognition performance when compared with state-of-the-art
recognition techniques.
Keywords: Animal biometrics · Wildlife monitoring
Detection · Recognition · Convolutional neural network
Computer vision
1 Introduction
Over the past two decades, advances in visual pattern recognition have led
to many eﬃcient visual biometric systems for identifying human individuals
through various modalities like iris images [7,27], facial images [1,28] and ﬁnger-
prints [13,14]. Since the identiﬁcation process relies on visual pattern matching,
it is convenient and minimally invasive, which in turn makes it amenable to use
with non-cooperative subjects as well. Consequently, visual biometrics has been
applied to wild animals, where non-invasive techniques provide a huge advantage
c© Springer International Publishing AG 2017
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in terms of cost, safety and convenience. Apart from identifying or recognizing
an individual, visual pattern matching is also used to classify species, detect
occurrence or variation in behavior and also morphological traits.
Historically, since mid-1900s, ecologists and evolutionary researchers have
used sketch collections [24] and photographic records [15,19] to study, document
and index animal appearance [22]. This is due to the fact that a large variety
of animal species carry unique coat patterns like stripes on zebras and spots
on jaguar. Even though the earlier studies provided ways to formalize unique
animal appearance, manually identifying individuals is tedious and requires a
human expert with speciﬁc skills, making the identiﬁcation process prone to
subjective bias. Moreover, as the volume of images increase, manual processing
becomes prohibitively expensive.
With the advancement of computer vision techniques like object detection
and localization [8], pose estimation [31] and facial expression recognition [5],
ecologists and researchers have an opportunity to systematically apply visual
pattern matching techniques to automate wildlife monitoring. As opposed to
traditional approaches like in ﬁeld manual monitoring, radio collaring and GPS
tracking, these approaches minimize the subjective bias, are repeatable, cost-
eﬀective, safer and less stressful for the human as well as the animal. However,
unlike in the human case, there is little control over environmental factors during
data acquisition of wild animals. Speciﬁcally, in the case of land animals, most of
the image data is collected using camera traps ﬁxed at probable locations where
the animal of interest can be located. Due to these reasons, the recognition
systems have to be robust enough to work on images with drastic illumination
changes, blurring and occlusion due to vegetation. For example, some of the
challenging images in our tiger dataset can be seen in the Fig. 1.
In recent years, organizations like WWF-India and projects like Snapshot
Serengeti project [26] have gathered and cataloged millions of images through
hundreds of camera trap sites spanning large geographical areas. With this
unprecedented increase in quantity of camera trap images, there is a requirement
Fig. 1. Sample challenging camera trapped images of tiger
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of visual monitoring systems that can automatically sort and organize images
based on a desired category (species/individual level) in short amount of time.
Also, many of the animal species are endangered and require continuous moni-
toring, especially in areas where they are vulnerable to poaching, predators and
already less in number. Such monitoring eﬀorts can help to protect animals, main-
tain population across diﬀerent geographical areas and also protect the local
ecosystem.
In this work, we develop a framework for detecting and recognizing individ-
ual patterned species that have unique coat patterns such as stripes on zebras,
tigers and spots on Jaguars. State-of-the-art systems such as Extract-Compare
[12] by Hiby et al. and HotSpotter [6] by Crall et al. work well, but require user
input for every image and hence fail to scale to large datasets. Automatic detec-
tion methods proposed in [3,4] detect smaller patches on animals but not the
complete animal, and are sensitive to lighting conditions and multiple instances
of animals in the same image. In this work, we use the recently proposed convo-
lutional neural network (CNN) based detector, Faster-RCNN [23] by Ren et al.
that is able to detect diﬀerent objects at multiple scales. The advantage of using
a deep CNN based architecture is robustness to illumination and pose variations
as well as location invariance, which proves to be very eﬀective for localizing
animals in images in uncontrolled environments. We use Faster-RCNN to detect
the body and ﬂank region of the animal and pass it through a pre-trained
AlexNet [16] to extract discriminatory features, which is used by a logistic regres-
sion classiﬁer for individual recognition.
The remainder of the paper is structured as follows. In Sect. 2, we will
brieﬂy talk about recent related work in animal detection and individual animal
recognition. Section 3 lays the groundwork for the description of our proposed
framework in Sect. 4. We then present empirical results on data sets of various
patterned species, and report performance comparisons in Sect. 5 before con-
cluding in Sect. 6.
2 Related Work
In this section we brieﬂy discuss recent advances in animal species and individual
identiﬁcation, focusing on land animals exhibiting unique coat patterns.
2.1 Animal Detection
One of the earliest works on automatic animal detection [3,4] uses Haar-like
features and a low-level feature tracker to detect a lion’s face and extract infor-
mation to predict its activity like still, walking or trotting. The system works in
real time and is able to detect faces at multiple scales although only with slight
pose variations. Zhang et al. [30] detect heads of animals like tiger, cat, dog,
cheetah, etc. by using shape and texture features to improve image retrieval.
The approach relies on prominent ‘pointed’ ear shapes in frontal poses which
makes it sensitive to head-pose variations. These approaches rely on identifying
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diﬀerent parts of the animal to detect and track an individual, but are likely to
fail in case of occlusion or signiﬁcant pose change.
CNNs are known to be robust to occlusion and pose variations and have
also been used to automatically learn discriminatory features from the data to
localize Chimpanzee faces [9]. Also, recently Norouzzadeh et al. [20] used various
CNN architectures like Alexnet [16], VGGnet [25] and ResNet [11] to classify 48
animal species using the Snapshot Serengeti [26] dataset with 3.2 million camera
trap images and achieved ∼96% classiﬁcation accuracy.
2.2 Individual Animal Recognition
Hiby et al. [12] developed ‘Extract-Compare’, one of the ﬁrst interactive software
tools for recognizing individuals by matching coat patterns of species like tiger,
cheetah, giraﬀe, frogs, etc. The tool works in a retrieval framework, where a user
inputs a query image and individuals with similar coat patterns are retrieved
from a database for ﬁnal veriﬁcation by the user. Prior to the pattern matching,
a coarsely parametric 3D surface model is ﬁt on the animal’s body, e.g., around
the ﬂank of a tiger, or the head of an armadillo. This surface model ﬁtting makes
the pattern matching robust to animal and camera pose. However, in order to
ﬁt the 3D surface model, the user has to carefully mark several key points like
the head, tail, elbows, knees, etc. While this approach works well in terms of
accuracy, it is not scalable to a large number of images as the manual processing
time for an image could be as high as 30 s.
Lahiri et al. introduced StripeSpotter [17] that extracts features from ﬂanks
of a Zebra as 2D arrays of binary values. This 2D array depicts the white and
black stripe pattern which can be used to uniquely identify a zebra. The algo-
rithm uses a dynamic programming approach to calculate a value similar to edit
distance between two strings. Again, the ﬂank region is extracted manually and
each query image is matched against every other image in the database.
HotSpotter [6] and Wild-ID [2] use SIFT [18] features to match query image
of the animal with a database of existing animals. Both the tools require a man-
ual input for selecting the region of interest so that SIFT features are unaﬀected
by background clutter in the image. In addition to matching each query image
descriptor against each database image separately, Hotspotter also uses one vs.
many approach by matching each query image descriptor with all the data-
base descriptors. It uses eﬃcient data structure such as a forest of kd-trees and
diﬀerent scoring criterion to eﬃciently ﬁnd the approximate nearest neighbor.
Hotspotter also performs spatial re-ranking to ﬁlter out any spatially inconsis-
tent descriptor matches by using RANSAC solution used in [21]. However, spatial
re-ranking does not perform better than simple one vs. many matching.
3 Background
In this section we brieﬂy describe the deep neural network architectures that we
employ in our animal detection and individual recognition framework.
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3.1 Faster-RCNN
Faster-RCNN [23] by Ren et al. is a recently proposed object detection technique
that is composed of two modules in a single uniﬁed network. The ﬁrst module is a
deep CNN that works as a Region Proposal Network (RPN) and proposes regions
of interest (ROI), while the second module is a Fast R-CNN [10] detector that
categorizes each of the proposed ROIs. This uniﬁcation of RPN with the detector
lowers test-time computation without noticeable loss in detection performance.
The RPN takes input an image of any size and outputs a set of rectangular
object proposals, each with an objectness (object vs. background) score. In addi-
tion to shared convolutional layers, RPN has an additional small network with
one n × n convolutional layer and two sibling fully connected layers (one for
box-regression and one for box-classiﬁcation). At each sliding-window location
for the n × n convolution layer, multiple region proposals (called anchors) are
predicted with varying scales and aspect ratios. Each output is then mapped to
lower-dimensional feature which is then fed into the two sibling layers.
The Fast R-CNN detection network on the other hand can be a ZF [29]
or VGG [25] net which, in addition to shared convolution layers, has two fully
connected (fc6 and fc7) layers and two sibling class score and bounding box
prediction fully connected layers. For further details on cost functions and train-
ing of Faster-RCNN, see [23]. We discuss training, hyperparameter setting and
implementation details speciﬁc to tiger detection in Sects. 4 and 5.
3.2 AlexNet
AlexNet was proposed in [16] with ﬁve convolutional and three fully-connected
layers. With 60 million parameters, the network was trained using a subset of
about 1.2 million images from the ImageNet dataset for classifying about 150,000
images into 1000 diﬀerent categories. The success of AlexNet on a large-scale
image classiﬁcation problem led to several works that used pre-trained networks
for feature representations which are fed to an application speciﬁc classiﬁer. We
follow a similar approach for recognition of individuals in patterned species, with
a modiﬁcation of the input size and consequently the feature map dimensions.
4 Methodology
In this work we address two problems in animal monitoring: First is to detect
and localize the patterned species in a camera trap image, and the second is to
uniquely identify the detected animal against an existing database of the same
species. The proposed framework can be seen in the Fig. 2.
4.1 Data Augmentation
To increase the number of images for training phase and avoid over-ﬁtting, we
augment the given training data for both detection and individual recognition.
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Fig. 2. Proposed framework for animal detection and individual recognition
For detection, we double the number of training images by horizontally ﬂipping
(mirroring) each image while training the Faster-RCNN.
In case of recognizing individuals, the number of training samples is very
small because of relatively few side pose captures per tiger. Therefore, in order
to learn to classify individual animals, we need stronger data augmentation tech-
niques. We use contrast enhancement and random ﬁltering (Gaussian or median)
for each training image increasing our training set to thrice the number of train-
ing images originally.
4.2 Detection Using Faster-RCNN
We detect both the tiger and the ﬂank region using Faster-RCNN. During train-
ing, both the image and the bounding boxes (tiger and ﬂank) are input to the
network. The bounding boxes for the ﬂanks are given for only those images in
which the ﬂank is not occluded and distorted due to the pose of the tiger. The
network is trained to detect 3 classes: tiger, ﬂank and the background. All the
parameters used for training are as used in the original implementation.
For training, the whole network is trained with 4-step alternating training
mentioned in [23]. We use ZF [29] net in our framework which has ﬁve share-
able convolutional layers. In the ﬁrst step, RPN is trained end-to-end for the
region proposals task by initializing the network with an ImageNet-pre-trained
model. Fast R-CNN is then trained in the second step with weights initialized
by ImageNet-pre-trained model and by using the proposals generated by step-1
RPN. Weight sharing is performed in the third and fourth step, where RPN
training is initialized with detector network and by ﬁxing the shared convolu-
tional layers, only layers unique to RPN are ﬁne-tuned. Similarly, Fast R-CNN
is trained in the fourth step by ﬁxing the shared layers and ﬁne-tuning only the
unique layers of the detector. Additionally, we also ﬁx ﬁrst two convolutional
layers in ﬁrst two steps of the training for tiger detection as the initial layers are
already ﬁne-tuned to detect low-level features like edges.
During testing, only an image is input to the network and it outputs the
bounding boxes and the corresponding objectness scores. As Faster-RCNN out-
puts multiple bounding boxes per category, some of which are highly overlapping,
non-maximum suppression (NMS) is applied to reduce the redundant boxes.
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Because the convolution layers are shared, we can test the image in one go in
very less time (0.3–0.6 s/image on a GPU).
4.3 Identification
For identiﬁcation, we only use ﬂank regions because they contain the discrim-
inatory information to uniquely identify the patterned animals. The images in
which the tiger is detected, but the ﬂank is not, are separated to be analyzed by
the expert. A tool such as Extract-Compare [12] can be used for diﬃcult cases
with extreme pose or occlusion.
We use ImageNet-pre-trained AlexNet [16] to extract features from the ﬂank
region and train a logistic regression classiﬁer to recognize the individuals. While
this deviates from the end-to-end framework, typical of deep networks, our choice
of this approach was to resolve the problem of very low training data for identify-
ing individuals. We tried ﬁne-tuning AlexNet with our data, however, the model
overﬁtted the training set. For feature representation, we used diﬀerent convo-
lutional layers and fully connected layers to train our classiﬁer and obtained
the best results with the third convolutional layer (conv3). Since ImageNet is a
large-scale dataset, the pre-trained weights of AlexNet in the higher layers are
not optimized for a ﬁne-grained task such as individual animal recognition. On
the other hand, the middle layers (like conv3) capture interactions between edges
and are discriminative enough to give good results for our problem.
To minimize distortion introduced by resizing the detected ﬂank region to
a unit aspect ratio of AlexNet (227 × 227), we modify the size of input to
AlexNet and hence the subsequent feature maps. Since the conv3 feature maps
are high dimensional, we apply a PCA (Principal Component Analysis) based
dimensionality reduction and use principal components that explain 99% of the
energy.
5 Experiments
All experiments are carried out with Python (and PyCaﬀe) running on i7-
4720HQ 3.6GHz processor and Nvidia GTX-950M GPU. For Faster-RCNN [23]
training, we use a server with Nvidia GTX-980 GPU. We used the python
implementation of Faster-RCNN1 and labelImg2 annotation tool for annotat-
ing the tiger and jaguar images. We also use python’s sklearn library for logistic
regression classiﬁer. Over three diﬀerent datasets, we compare our results with
HotSpotter [6], which showed superior performance as compared to Wild-ID [2]
and StripeSpotter [17].
1 https://github.com/rbgirshick/py-faster-rcnn.
2 https://github.com/tzutalin/labelImg.
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5.1 Datasets
Tiger Dataset: The dataset is provided by Wildlife Institute of India (WII) and
contains about 770 images captured from camera traps. The images as shown in
Fig. 1 are very challenging due to severe viewpoint and illumination changes,
motion blur and occlusions. We use this for both detection and individual
recognition.
Plains Zebra Dataset3 was used in StripeSpotter [17]. The stripe patterns are
less discriminative than tigers, however, the images in this dataset have little
viewpoint and appearance variations as most images were taken within seconds
of each other. We use the cropped ﬂank regions provided in the dataset for
comparison with hotspotter.
Jaguar Dataset4 is a smaller dataset also obtained from camera traps, but have
poorer image quality (mostly night images), and moderate viewpoint variations
(Fig. 3).
Fig. 3. Sample images from the other two datasets. Row 1: Jaguars. Row 2: Plains
Zebra.
We summarize the three datasets and our model parameters for the individual
recognition task in Table 1.
Table 1. Dataset statistics and model parameters. C is the inverse of regularization
strength used in logistic regression classiﬁer.
Species #Images #Labels Feature size conv3 Feature size after PCA C
Tiger 260 44 63360 ∼180 1e6
Plains Zebra 821 83 40320 ∼460 1e6
Jaguar 112 37 63360 ∼70 1e5
3 http://compbio.cs.uic.edu/∼stripespotter/.
4 Provided by Marcella J Kelly upon request: http://www.mjkelly.info/.
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5.2 Detection
We use 687 tiger images for training and testing the detection system after
removing the ones in which the tiger is hardly visible (only tail) and a few very
poor quality images (very high contrast due to ﬂash/sun rays). We divide the
data for training and testing with a split of 75%/25% respectively into a disjoint
set of tigers. With data augmentation, we have a total of 1032 (516× 2) images
in the training set and 171 in the testing set.
For training Faster-RCNN, we randomly initialize all new layers by drawing
weights from a zero-mean Gaussian distribution with standard deviation 0.01.
We ﬁne-tune RPN in both step 1 and 3 for 12000 iterations and Fast-RCNN
in both step 2 and 4 for 10000 iterations. We use a learning rate of 0.001 for
10k and 8k mini-batches respectively, and 0.0001 for the next 2k mini-batches.
We use a mini-batch size 1 (RPN) and 2 (Fast-RCNN) images, momentum of
0.9 and a weight decay of 0.0005 as used in [23]. For applying non-maximum
suppression (NMS), we ﬁx the NMS threshold at 0.3 (best) on predicted boxes
with objectness score more than 0.8, such that all the boxes with IoU greater
than the threshold are suppressed.
We report Average Precision (AP) and mean AP for tiger and ﬂank detection,
which is a popular metric used for object detection. The results for tiger and ﬂank
detection with varying NMS threshold are reported in Table 2. With increasing
Table 2. Results for tiger and ﬂank detection
Object/NMS threshold 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Tiger 90.7 90.9 90.6 90.3 88.9 85.3 73.5 45.2
Flank 90.6 90.6 90.4 89.4 87.2 76.9 57.0 41.9
Mean AP 90.6 90.7 90.5 89.9 88.0 81.1 65.2 43.6
Fig. 4. Qualitative detection results on images taken from the Internet. The detected
boxes are labeled as (Label: Objectness score).
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NMS threshold, number of output bounding boxes also increase which leads to
poor detection results. We also show some qualitative results on tiger images
taken from the Internet, which are quite diﬀerent in quality and background
when compared to the camera trap images as shown in Fig. 4.
5.3 Individual Recognition
We use conv3 features of AlexNet for training a logistic regression classiﬁer to
classify individuals. For each dataset, we generate ﬁve random splits with 75%
for training and 25% for testing. For our framework, ﬂanks of tiger and jaguar
are resized to 256× 192 and for the zebra to 256× 128 which is equivalent to
average size of ﬂank images for the respective dataset. We learn a logistic regres-
sion model with 1 regularization and perform grid search to ﬁnd the parameter
C. Speciﬁc data statistics and model parameters are reported in Table 1. We
compare our results with HotSpotter and report the average rank 1 accuracy
for all the datasets in Table 3. In Fig. 5, we show the Cumulative Match Char-
acteristic (CMC) curves from rank 1 to rank 5 for our method compared with
Hotspotter over all the datasets. The CMC curves indicate that the CNN based
architecture clearly works better than HotSpotter in case of stripe patterns, even
as we compare lower-rank accuracies. In the jaguar dataset, Hotspotter has a
much higher rank-1 accuracy, but we observe a rising trend of our deep learning
based approach as we compare lower-rank accuracies. We conjecture that the
pre-trained AlexNet feature representation is not as discriminative for spots in
jaguars as in case of stripes in tigers or zebras.
Table 3. Average rank 1 accuracy comparison
Dataset Ours (227× 227) Ours (resized) HotSpotter
Tiger 76.5± 2.2 80.5±2.1 75.3± 1.2
Jaguar 73.5± 1.8 78.6± 2.3 92.4±1.1
Zebra 91.1± 1.2 93.2±1.4 90.9± 0.8
(a) Zebra dataset (b) Tiger dataset (c) Jaguar dataset
Fig. 5. CMC curve comparison
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6 Conclusion
In this paper, we proposed a framework for automatic detection and individual
recognition in patterned animal species. We used the state-of-the-art CNN based
object detector Faster-RCNN [23] and ﬁne-tuned it for the purpose of detecting
the whole body and the ﬂank of the tiger. We then used the detected ﬂanks and
extracted features from a pre-trained AlexNet [16] to train a logistic regression
classiﬁer for classifying individual tigers. We also performed individual recogni-
tion task on zebras and jaguars. We get perfect results for tiger detection and
perform better than Hotspotter [6] while comparing rank-1 accuracy for individ-
ual recognition for tiger and zebra images. Even though AlexNet [16] features
used for individual recognition are trained on Imagenet data, they seem to be as
robust as SIFT [18] features as shown by our quantitative results. We plan do
a thorough comparison in future with larger datasets to obtain deeper insights.
For jaguar images, Hotspotter works better at rank-1 accuracy, but the proposed
method shows improving trends as we compare lower-rank accuracies.
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Abstract. Accurate electricity load forecasting is of crucial importance
for power system operation and smart grid energy management. Diﬀer-
ent factors, such as weather conditions, lagged values, and day types
may aﬀect electricity load consumption. We propose to use multiple ker-
nel learning (MKL) for electricity load forecasting, as it provides more
ﬂexibilities than traditional kernel methods. Computation time is an
important issue for short-term load forecasting, especially for energy
scheduling demand. However, conventional MKL methods usually lead
to complicated optimization problems. Another practical aspect of this
application is that there may be very few data available to train a reli-
able forecasting model for a new building, while at the same time we
may have prior knowledge learned from other buildings. In this paper,
we propose a boosting based framework for MKL regression to deal with
the aforementioned issues for short-term load forecasting. In particular,
we ﬁrst adopt boosting to learn an ensemble of multiple kernel regres-
sors, and then extend this framework to the context of transfer learning.
Experimental results on residential data sets show the eﬀectiveness of
the proposed algorithms.
Keywords: Electricity load forecasting · Boosting
Multiple kernel learning · Transfer learning
1 Introduction
Electricity load forecasting is very important for the economic operation and
security of a power system. The accuracy of electricity load forecasting directly
inﬂuences the control and planning of power system operation. It is estimated
that a 1% increase of forecasting error would bring in a 10 million pounds increase
in operating cost per year (in 1984) for the UK power system [4]. Experts believe
that this eﬀect could become even stronger, due to the emergence of highly uncer-
tain energy sources, such as solar and wind energy generation. Depending on the
c© Springer International Publishing AG 2017
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lead time horizon, electricity load forecasting ranges from short-term forecast-
ing (minutes or hours ahead) to long-term forecasting (years ahead) [13]. With
increasingly competitive markets and demand response energy management [15],
short-term load forecasting is becoming more and more important [25]. In this
paper, therefore, we will focus on tackling this problem.
Electricity load forecasting is a very diﬃcult task since the load is inﬂuenced
by many uncertain factors. Various methods have been proposed for electricity
load forecasting including statistical methods, time series analysis, and machine
learning algorithms [21]. Some recent work uses multiple kernels to build predic-
tion models for electricity load forecasting. For example, in [1], Gaussian kernels
with diﬀerent parameters are applied to learn peak power consumption. In [8],
diﬀerent types of kernels are used for diﬀerent features and a multi-task learn-
ing algorithm is proposed and applied on low level load consumption data to
improve the aggregated load forecasting accuracy. However, all of the existing
methods rely on a ﬁxed set of coeﬃcients for the kernels (i.e., simply set to 1),
implicitly assuming that all the kernels are equally important for forecasting,
which is suboptimal in real world applications.
Multiple kernel learning (MKL) [2], which learns both the kernels and their
combination weights for diﬀerent kernels, could be tailored to this problem.
Through MKL, diﬀerent kernels could have diﬀerent weights according to their
inﬂuence on the outputs. However, learning with multiple kernels usually involves
a complicated convex optimization problem, which limits their application on
large scale problems. Although some progresses have been made in improving
the eﬃciency of the learning algorithms, most of them only focus on classiﬁca-
tion tasks [23,26]. On the other hand, electricity load forecasting is a regression
problem and the computation time is an important issue.
Another practical issue for load forecasting is the lack of data to build a
reliable forecasting model. For example, consider the case of a set of newly built
houses (target domain) for which we want to predict the load consumption. We
may not have enough data to build a prediction model for these new houses,
while we have a large amount of data or knowledge from other houses (source
domain). The challenge here is to perform transfer learning [18], which relies on
the assumption is that there are some common structures or factors that can be
shared across the domains. The objective of transfer learning for load forecasting
is to improve the forecasting performance by discovering shared knowledge and
leveraging it for electricity load prediction for target buildings.
In this paper, we address both challenges within a novel boosting-based MKL
framework. In particular, we ﬁrst propose the boosting based multiple kernel
regression (BMKR) algorithm to improve the computational eﬃciency of MKL.
Furthermore, we extend BMKR to the context of transfer learning, and pro-
pose two variants of BMKR: kernel-level boosting based transfer multiple kernel
regression (K-BTMKR) and model-level gradient boosting based transfer multiple
kernel regression (M-BTMKR). Our contribution, from an algorithmic perspec-
tive, is two-fold: We propose a boosting based learning framework (1) to learn
regression models with multiple kernels eﬃciently, and (2) to leverage the MKL
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models learned from other domains. On the application side, this work intro-
duces the use of transfer learning for the load forecasting problem, which opens
up potential future work avenues.
2 Background
2.1 Multiple Kernel Regression
Let S = {(xn, yn), n = 1, . . . , N} ∈ Rd × R be the data set with N samples,
K = {km : Rd ×Rd → R,m = 1, . . . ,M} be M kernel functions. The objective of
MKL is to learn a prediction model, which is a linear combination of M kernels,
by solving the following optimization problem [11]:
min
η∈Δ
min
F∈HK
1
2
||F ||2K + C
N∑
n=1
(F (xn), yn), (1)
where Δ = {η ∈ R+|
∑M
m=1 ηm = 1} is a set of weights, HK is the
reproducing kernel Hilbert space (RKHS) induced by the kernel K(x, xn) =∑M
m=1 ηmkm(x, xn) and (F (x), y) is a loss function. In this paper we use the
squared loss (F (x), y) = 12 (F (x) − y)2 for the regression problem. The solution
of Eq. 1 is of the form1
F (x) =
N∑
n=1
αnK(x, xn), (2)
where the coeﬃcients {αn} and {ηm} are learned from samples.
Compared with single kernel approaches, MKL algorithms can provide bet-
ter learning capability and alleviate the burden of designing speciﬁc kernels to
handle diverse multivariate data.
2.2 Gradient Boosting and -Boosting
Gradient boosting [10,16] is an ensemble learning framework which combines
multiple hypotheses by performing gradient descent in function space. More
speciﬁcally, the model learned by gradient boosting can be expressed as:
F (x) =
T∑
t=1
ρtf t(x), (3)
where T is the number of total boosting iterations, and the t-th base learner f t
is selected such that the distance between f t and the negative gradient of the
loss function at F = F t−1 is minimized:
f t = argmin
f
N∑
n=1
(
f(xn) − rtn
)2
, (4)
1 We ignore the bias term for simplicity of analysis, but in practice, the regression
function can accomodate both the kernel functions and the bias term.
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where rtn = −
[
∂(F (xn),yn)
∂F
]
F=F t−1
, and ρt is the step size which can either
be ﬁxed or chosen by line search. Plugging in the squared loss we have rtn =
yn − F t−1(xn). In other words, gradient boosting with squared loss essentially
ﬁts the residual at each iteration.
Let F = {f1, . . . , fJ} be a set of candidate functions, where J = |F| is the
size of the function space, and f : Rd → RJ , f(x) = [f1(x), . . . , fJ (x)] be the
mapping deﬁned by F . Gradient boosting with squared loss usually proceeds
in a greedy way: the step size is simply set ρt = 1 for all iterations. On the
other hand, if the step size ρt is set to some small constant  > 0, it can be
shown that under the monotonicity condition, this example of gradient boosting
algorithm, referred to as -boosting in [20], essentially solves an 1-regularized
learning problem [12]:
min
||β||1≤μ
N∑
n=1
1
N

(
βf(xn), yn
)
, (5)
where β ∈ RJ is the coeﬃcient vector, and μ is the regularization parameter, such
that T ≤ μ. In other words, -boosting implicitly controls the regularization via
the number of iterations T rather than μ.
2.3 Transfer Learning from Multiple Sources
Let ST = {(xn, yn), n = 1, . . . , N} be the data set from the target domain,
and {S1, . . . ,SS} be the data sets from S source domains, where Ss =
{(xsn, ysn), n = 1, . . . , Ns} are the samples of the s-th source. Let {F1, . . . , FS}
be the prediction models learned from S source domains. In this work, the s-th
model Fs is trained by some MKL algorithm (e.g., BMKR), and is of the form:
Fs =
M∑
m=1
ηsmh
s
m(x) =
M∑
m=1
ηsm
Ns∑
n=1
αsnkm(x, x
s
n). (6)
The objective of transfer learning is to build a model F that has a good
generalization ability in the target domain using the data set ST (which is typi-
cally small) and knowledge learned from sources {S1, . . . ,SS}. In this work, we
assume that such knowledge has been embedded into {F1, . . . , FS}, and therefore
the problem becomes to explore the model structures that can be transferred to
the target domain from various source domains. This type of learning approach
is also referred to as parameter transfer [18].
3 Methods
3.1 Boosting Based Multiple Kernel Learning Regression
The idea of BMKR is to learn an ensemble model with multiple kernel regressors
using the gradient boosting framework. The starting point of our method is sim-
ilar to multiple kernel boosting (MKBoost) [23], which adapts AdaBoost [9] for
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Algorithm 1. BMKR: Boosting based Multiple Kernel Regression
Input: Data set S, kernel functions K, number of iterations T
1: Initialize residual: r1n = yi, ∀n ∈ {1, . . . , N}, and F = 0
2: for t = 1, ..., T do
3: for m = 1, ...,M do
4: Sample N ′ data points from S
5: Train a kernel regression model f tm with km by ﬁtting the residuals of the
selected N ′ samples
6: Compute the loss: etm =
1
2
∑N
n=1
(
f tm(xn) − rtn
)2
7: end for
8: Select the regression model with the smallest ﬁtting error: f t = argminftm e
t
m
9: Add f t to the ensemble: F ← F + f t
10: Update residuals: rt+1n = yn − F (xn), ∀n ∈ {1, 2, ...N}
11: end for
Output: the ﬁnal multiple kernel function F (x)
multiple kernel classiﬁcation. We extend this idea to a more general framework
of gradient boosting [10,16], which allows diﬀerent loss functions for diﬀerent
types of learning problems. In this paper, we focus on the regression problem
and use the squared loss.
At the t-th boosting iteration, for each kernel km,m = 1, . . . ,M , we ﬁrst train
a kernel regression model such as support vector regression (SVR) by ﬁtting the
current residuals, and obtain a solution of the form:
f tm(x) =
N∑
n=1
αt,nkm(x, xn). (7)
Then we choose from M candidates, the regression model with the smallest
ﬁtting error
f t = argmin
ftm,m∈{1,...,M}
etm, (8)
where etm =
1
2
∑N
n=1 (f
t
m(xn) − rtn)2, and add it to the ensemble F . The ﬁnal
hypothesis of BMKR is expressed as in Eq. 3.
The pseudo-code of BMKR is shown in Algorithm 1. For gradient boosting
with squared loss, the step size ρt is not strictly necessary [3], and we can either
simply set it to 1, or a ﬁxed small value  as suggested by -boosting. Note that
at each boosting iteration, instead of ﬁtting all N samples, we can select only N ′
samples for training a SVR model, as suggested in [23], which can substantially
reduce the computational complexity of each iteration as N ′  N .
3.2 Boosting Based Transfer Regression
As explained in Sect. 1, as we typically have very few data in the target domain,
and therefore the model can easily overﬁt, especially if we train a complicated
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MKL model, even with the boosting approach. To deal with this issue, we can
implicitly regularize the candidate functions at each boosting iteration by con-
straining the learning process within the function space spanned by the kernel
functions trained on the source domains, rather than training the model in the
function space spanned by arbitrary kernels. On the other hand, however, the
underlying assumption of this approach is that at least one source domain is
closely related to the target domain and therefore the kernel functions learned
from the source domains can be reused. If this assumption does not hold, negative
transfer could hurt the prediction performance. To avoid this situation, we also
keep a MKL model which is trained only on the target domain. Consequently,
the challenge becomes how to balance the knowledge embedded in the model
learned from the source domains and the data ﬁtting in the target domain.
To address this issue in a principled manner, we follow the idea of -
boosting [6,20] and propose the BTMKR algorithm, which is aimed towards
transfer learning. There are two levels of transferring the knowledge of mod-
els: kernel-level transfer and model-level transfer, denoted by K-BTMKR and
M-BTMKR respectively. At each iteration, K-BTMKR selects a single kernel
function from S × M candidate kernels, while M-BTMKR selects a multiple
kernel model from S domains. Therefore, K-BTMKR has higher “resolution”
and more ﬂexibility, at the price of higher risk of overﬁtting, as the dimension
of its search space is M higher than that of M-BTMKR.
Kernel-Level Transfer (K-BTMKR). Let H = {h11, . . . , h1M , . . . , hS1 , . . . ,
hSM} be the set of MS candidate kernel functions learned from S source domains,
and F = {f1, . . . , fJ} be the set of J candidate kernel functions from the target
domain. Note that as the kernel functions from the source domains are ﬁxed,
the size of H is ﬁnite, while the size of the function space of the target domain
is inﬁnite, since the weights learned by SVR can be arbitrary (i.e., Eq. 7). For
simplicity of analysis, we assume J is also ﬁnite. Given the mapping h : Rd →
R
MS , h(x) = [h11(x), . . . , h
S
M ]
 deﬁned by H and the mapping f deﬁned by F ,
we formulate the transfer learning problem as:
min
βS ,βT
L (βS , βT ) s.t. ||βS ||1 + λ||βT ||1 ≤ μ, (9)
where L(βS , βT ) 
∑N
n=1 (β

S h(xn) + β

T f(xn), yn), βS  [β11 , . . . , βSM ] ∈
R
MS , βT  [β1, . . . , βJ ] ∈ RJ are the coeﬃcient vectors for the source domains
and the target domain respectively, and λ is a parameter that controls how much
we penalize βT against βS . Intuitively, if the data from target domain is limited,
we should set λ ≥ 1 to favor the model learned from the source domains, in
order to avoid overﬁtting.
Following the idea of -boosting [12,20], Eq. 9 can be solved by slowly increas-
ing the value of μ by , from 0 to a desired value. More speciﬁcally, let g(x) =
[h(x), f(x)], and β =
[
ΔβS ,Δβ

T
]. At the t-th boosting iteration, the
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coeﬃcient vector β is updated to β + Δβ by solving the following optimization
problem:
min
Δβ
L (β + Δβ) s.t. ||ΔβS ||1 + λ||ΔβT ||1 ≤  (10)
As  is very small, the objective function of Eq. 10 can be expanded by ﬁrst-order
Taylor expansion, which gives
L (β + Δβ) ≈ L (β) + ∇L (β) Δβ, (11)
where
∂L
∂βj
=
N∑
n=1
−rtngj(xn), ∀j ∈ {1, . . . ,MS + J}. (12)
By changing the coeﬃcients β˜T ← λβT , it can be shown that minimizing Eq. 10
can be (approximately) solved by
Δβj =
{
, if j = argmaxj
∑N
n=1 r
t
ngj(xn)
λj
0, otherwise
, (13)
where λj = 1,∀j ∈ {1, . . . ,MS}, and λj = λ, otherwise. In practice, as the
size of function space of target domain is inﬁnite, the candidate functions are
actually computed by ﬁtting the current residuals, as shown in Algorithm 2.
Model-Level Transfer (M-BTMKR). The derivation of M-BTMKR is sim-
ilar to that of K-BTMKR, and therefore is omitted here.
3.3 Computational Complexity
The computational complexity of BMKR, as analyzed in [23], is O(TMξ(N)),
where ξ(N) is the computational complexity of training a single SVR with N
samples. Standard learning approaches formulate SVR as a quadratic program-
ming (QP) problem and therefore ξ(N) is O(N3). Lower complexity (e.g., about
O(N2)) can be achieved by using other solvers (e.g., LIBSVM [5]). More impor-
tant, BMKR can adopt stochastic learning approach, as suggested in [23], which
only selects N ′ samples for training a SVR at each boosting iteration. This app-
roach yields a complexity of O(TM(N + ξ(N ′))), which makes the algorithm
tractable for large-scale problems by choosing N ′  N . The computational
complexity of the BTMKR algorithms is O(TM(SN + ξ(N))). Note that in the
context of transfer learning, we use all the samples from the target domain, as
the size of data set is usually small.
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4 Experiments and Simulation Results
In this section, we evaluate the proposed algorithms on the problem of short-term
electricity load forecasting for residential houses. Several factors including day
types, weather conditions, and the lagged load consumption itself may aﬀect the
load proﬁle of a given house. In this paper, we use three kinds of features for load
forecasting: lagged load consumption, i.e., electricity consumed in the last three
hours, temperature in the last three hours, and weekday/weekend information.
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Fig. 1. Load data for four winter days
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Fig. 2. Load data for three houses
4.1 Data Description
The historical temperature data are obtained from [14], and the residential house
load consumption data are provided by the US Energy department [17]. The data
set includes hourly residential house load consumption data for 24 locations in
New York state in 2012. For each location, it provides data for three types
of houses, based on the house size: low, base, and high. Figure 1 shows load
consumption for a base type house for four consecutive winter days. We can
see that the load consumption starts to decrease from 8 am and increases very
quickly from 4 pm. Figure 2 shows the load consumption for three high load
consumption houses in nearby cities for the same winter day. It can be observed
that the load consumption for house 1 is similar to house 2 and both are diﬀerent
from house 3.
4.2 BMKR for Electricity Load Forecasting
To test the performance of BMKR, we use the data of a high energy consumption
house in New York City in 2012. We test the performance of BMKR separately
for diﬀerent seasons, and compare it with single kernel SVR and linear regression.
We set the number of boosting iterations for the proposed algorithms to 100, the
step-size of  to 0.05, and the sampling ratio to 0.9. In order to accelerate the
learning process, we initialize the model with linear regression. The candidate
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kernels for BMKR are: Gaussian kernels with 10 diﬀerent widths (2−4, 2−3, ..., 25)
and a linear kernel. We repeat the simulation for 10 times, and each time we
randomly choose 50% of the data in the season as training data and 50% of the
data as testing data.
Table 1 shows the mean and standard deviation (std dev) of the Mean Aver-
age Percentage Error (MAPE) measurement for BMKR and the other two base-
lines. We can see that BMKR achieves the best forecasting performance for
all seasons, obtaining 3.3% and 3.8% average MAPE improvements over linear
regression and single kernel SVR respectively.
Table 1. MAPE (%) performance (mean± std dev) for high load consumption houses
Method Spring Summer Fall Winter Average
Linear 10.42± 0.10 7.78± 0.13 9.21± 0.22 5.81± 0.13 8.30± 0.15
SVR 10.95± 0.21 7.73± 0.11 8.82± 0.21 5.88± 0.12 8.34± 0.16
BMKR 10.31± 0.17 7.64± 0.02 8.42 ± 0.11 5.73± 0.07 8.02± 0.10
4.3 Transfer Regression for Electricity Load Forecasting
We evaluate the proposed transfer regression algorithms: M-BTMKR and
K-BTMKR on high load consumption houses. We randomly pick 6 high load
consumption houses as target house and use the remaining 18 high consumption
houses as source houses. We repeat the simulation 10 times for each house, and
each time we randomly choose 36 samples as the training data, and 100 samples
as the testing data for the target house. For source houses, we randomly chose
600 data samples as the training data in each simulation. For K-BTMKR and
M-BTMKR, λ is chosen by cross validation to balance the model leaned from
source house data and the model learned from target house data.
Performance of M-BTMKR and K-BTMKR are compared with linear regres-
sion, single kernel SVR and BMKR. The candidate kernels and boosting set-
ting are the same as in Sect. 4.2. For the baselines, the forecasting models are
trained only with data from target houses, and the results are shown in Table 22,
from which it can be observed that the proposed transfer algorithms signiﬁ-
cantly improve the forecasting performance. For each individual location, the
best results are achieved by either K-BTMKR or M-BTMKR, and M-BTMKR
shows the best performance on average. The forecasting accuracies of M-BTMKR
and K-BTMKR are very close to each other and both are much better than the
baseline algorithms without transfer. In other words, with the proposed transfer
algorithms, the knowledge learned from the source houses is properly transferred
to the target house.
2 Due to the space limitation, we only report the results for high load consumption
houses. The results for low and base load consumption houses are similar to the high
load consumption houses.
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Table 2. Transfer learning MAPE (%) performance for high load consumption houses
Method Location 1 Location 2 Location 3 Location 4 Location 5 Location 6 Average
Linear 8.02 ± 0.05 9.11 ± 0.70 17.39 ± 1.62 6.05 ± 0.02 11.43 ± 0.15 9.42 ± 0.65 10.24 ± 0.53
SVR 11.53 ± 0.34 6.82 ± 0.39 25.90 ± 0.72 8.24 ± 0.08 26.31 ± 1.97 14.00 ± 0.65 15.47 ± 0.69
BMKR 8.06 ± 0.03 6.64 ± 0.54 17.85 ± 1.31 5.29 ± 0.01 12.82 ± 0.21 9.05 ± 0.57 9.95 ± 0.45
M-BTMKR 5.35± 0.01 5.99 ± 0.02 5.63± 0.19 5.01± 0.01 9.13 ± 0.01 5.69± 0.01 6.13± 0.04
K-BTMKR 5.38 ± 0.02 5.46± 0.30 6.97 ± 0.26 5.55 ± 0.09 8.96± 0.14 7.31 ± 0.21 6.60 ± 0.17
4.4 Negative Transfer Analysis
Sometimes the consumption pattern for source houses and target houses can be
quite diﬀerent. We would prefer that the transfer algorithms prevent potential
negative transfer for such scenarios. Here we present a case study to show the
importance of balancing the knowledge learned from source domains and data
ﬁtting in the target domain. We use the same high load target houses as described
in Sect. 4.3, but for the source houses, we randomly chose eighteen houses from
the low type houses. We repeat the simulation for 10 times and the results are
shown in Table 3.
The proposed algorithms are compared with linear regression, single kernel
SVR, BMKR, M-BTMKRwoT , and K-BTMKRwoT , where M-BTMKRwoT and
K-BTMKRwoT denote the BTMKR algorithms that we do not keep a MKL
model trained on the target domain when we learn BTMKR models (i.e., we
do not train f∗ in Algorithm 2). Simulation results show that, if we do not
keep a MKL model trained on the target domain, we would encounter severe
negative transfer problem, and the forecasting accuracy would be even much
worse than the models learned without transfer. Meanwhile, we can see that
the proposed M-BTMKR and K-BTMKR could successfully avoid such negative
transfer. In this case, M-BTMKR and K-BTMKR still show better performance
than other algorithms, though the forecasting accuracy of K-BTMKR is very
close to BMKR. M-BTMKR achieves the best average forecasting performance
and provides 14.37% average forecasting accuracy improvements over BMKR.
In summary, the BTMKR algorithms can avoid the negative transfer when the
data distributions of source domain and target domain are quite diﬀerent.
Table 3. Transfer learning MAPE (%) performance for high load consumption target
houses with low load consumption source houses
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Algorithm 2. BTMKR: Boosting based Transfer Multiple Kernel Regression
Input: Data set ST from the target domain, number of iterations T , regularization
parameter λ, multiple kernel functions {F1, . . . , FS} learned from S source domains,
where each Fs is given by Eq. 6.
1: Initialize residual: r1n = yn, ∀n ∈ {1, . . . , N}, and F = 0
2: for t = 1, ..., T do
3: Compute the regression model f∗ and h∗ (line 8 – 21)
4: Select the base learner: f t =
{
f∗, if
∑N
n=1 r
t
nf
∗(xn)
λ
>
∑N
n=1 r
t
nh
∗(xn)
h∗, otherwise.
5: Add f t to the ensemble: F ← F + f t
6: Update residuals: rt+1n = yn − F (xn), ∀n ∈ {1, 2, ...N}
7: end for
Output: the ﬁnal multiple kernel function F (x)
K-BTMKR
8: for s = 1, ..., S do
9: for m = 1, ...,M do
10: Fit the current residuals: γts,m =
∑N
n=1 r
t
nh
s
m(xn)∑N
n=1 h
s
m(xn)
2
11: Compute the loss of hsm: e
t
s,m =
1
2
∑N
n=1
(
γts,mh
s
m(xn) − rtn
)2
12: end for
13: end for
14: Fit the residuals by training a kernel regressor:
f∗ = argminf∈F 12
∑N
n=1
(
f(xn) − rtn
)
15: Return the regression models: f∗ and h∗ = argmin{hsm} e
t
s,m
M-BTMKR
16: for s = 1, ..., S do
17: Fit the current residuals: γts =
∑N
n=1 r
t
nFs(xn)∑N
n=1 Fs(xn)
2
18: Compute the loss of Fs: e
t
s =
1
2
∑N
n=1
(
γtsFs(xn) − rtn
)2
19: end for
20: Fit the residuals by training a kernel regressor:
f∗ = argminf∈F 12
∑N
n=1
(
f(xn) − rtn
)
21: Return the regression models: f∗ and h∗ = argmin{Fs} e
t
s
5 Related Work
Various techniques have been proposed to eﬃciently learn MKL models [11],
and our BMKR algorithm is originally inspired by [23], which applies the idea
of AdaBoost to train a multiple kernel based classiﬁer. BMKR is a more general
framework which can adopt diﬀerent loss functions for diﬀerent learning tasks.
Furthermore, the boosting approach provides a natural approach to solve small
sample size problems by leveraging transfer learning techniques. The original
work on boosting based transfer learning proposed in [7] introduces a sample-
reweighting mechanism based on AdaBoost for classiﬁcation problem. Later, this
approach is generalized to the cases of regression [19], and transferring knowledge
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from multiple sources [24]. In [6], a gradient boosting based algorithm is proposed
for multitask learning, where the assumption is that the model parameters of
all the tasks share a common factor. In [22], the transfer boosting and multitask
boosting algorithms are generalized to the context of online learning. While both
multiple kernel learning and transfer learning have been studied extensively,
the eﬀort in simultaneously dealing with these two issues is very limited. Our
BTMKR algorithm distinguishes itself from these methods because it deals with
these two learning problems in a uniﬁed and principled approach. To our best
knowledge, this is the ﬁrst attempt to transfer MKL for regression problem.
6 Conclusion
In this paper, we ﬁrst propose BMKR, a gradient boosting based multiple ker-
nel learning framework for regression, which is suitable for short-term electricity
load forecasting problems. Diﬀerent from the traditional methods for MKL, the
proposed BMKR algorithm learns the combination weights for each kernel using
a boosting-style algorithm. Simulation results on residential data show that the
short-term electricity load forecasting could be improved with BMKR. We fur-
ther extend the proposed boosting framework to the context of transfer learning
and propose two boosting based transfer multiple kernel regression algorithms:
K-BTMKR and M-BTMKR. Empirical results suggest that both algorithms
can eﬃciently transfer the knowledge learned from source houses to the tar-
get houses and signiﬁcantly improve the forecasting performance when the tar-
get houses and source houses have similar electricity load consumption pattern.
We also investigate the eﬀects of negative transfer and show that the proposed
algorithms could prevent potential negative transfer when the source houses are
quite diﬀerent from the target houses.
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Abstract. Clostridium diﬃcile infection (CDI) is a common hospital
acquired infection with a $1B annual price tag that resulted in ∼30,000
deaths in 2011. Studies have shown that early detection of CDI signif-
icantly improves the prognosis for the individual patient and reduces
the overall mortality rates and associated medical costs. In this paper,
we present CREST: CDI Risk Estimation, a data-driven framework for
early and continuous detection of CDI in hospitalized patients. CREST
uses a three-pronged approach for high accuracy risk prediction. First,
CREST builds a rich set of highly predictive features from Electronic
Health Records. These features include clinical and non-clinical pheno-
types, key biomarkers from the patient’s laboratory tests, synopsis fea-
tures processed from time series vital signs, and medical history mined
from clinical notes. Given the inherent multimodality of clinical data,
CREST bins these features into three sets: time-invariant, time-variant,
and temporal synopsis features. CREST then learns classiﬁers for each
set of features, evaluating their relative eﬀectiveness. Lastly, CREST
employs a second-order meta learning process to ensemble these classi-
ﬁers for optimized estimation of the risk scores. We evaluate the CREST
framework using publicly available critical care data collected for over
12 years from Beth Israel Deaconess Medical Center, Boston. Our results
demonstrate that CREST predicts the probability of a patient acquir-
ing CDI with an AUC of 0.76 ﬁve days prior to diagnosis. This value
increases to 0.80 and even 0.82 for prediction two days and one day prior
to diagnosis, respectively.
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1 Introduction
Motivation. Clostridium diﬃcile infection (CDI) is a common hospital acquired
infection resulting in gastrointestinal illness with substantial impact on morbid-
ity and mortality. In 2011, nearly half a million CDI infections were identiﬁed in
the US resulting in 29,000 patient deaths [1,11]. Despite well-known risk factors
and the availability of mature clinical practice guidelines [4], the infection and
mortality rates of CDI continue to rise with an estimated $1 billion annual price
tag [7]. Early detection of CDI has been shown to be signiﬁcantly correlated
with a successful resolution of the infection within a few days, and is projected
to save $3.8 billion in medical costs over a period of 5 years [2]. In current prac-
tice, a diagnostic test is usually ordered as a conﬁrmation of a highly-suspect
case, only after appearance of symptoms1. This points to a tremendous oppor-
tunity for employing machine learning techniques to develop intelligent systems
for early detection of CDI to eradicate this medical crisis.
State-of-the-Art. Our literature review shows that there have been some ini-
tial eﬀorts to apply machine learning techniques to develop risk score estima-
tion models for CDI. These eﬀorts largely exploit two approaches. The ﬁrst, a
moment-in-time approach, uses only the data from one single moment in patient’s
stay. This moment can be the admission time [14] or the most recent snapshot
data at the time of risk estimation [6]. The second, an independent-days app-
roach, uses the complete hospital stay, but treats the days of a patient’s stay
as independent from each other [16,17]. The complete physiological state of the
patient, changes in the physiological state, and clinical notes containing past
medical information have been left out of the risk prediction process.
Challenges. To ﬁll this gap, the following challenges must be addressed:
Varying Lengths of Patient Stays. Stay-lengths vary between patients, com-
plicating the application of learning algorithms. Thus, we must design a ﬁxed-
length representation of time series patient-stay data. This requires temporal
summarization of data such that the most relevant information for the classiﬁ-
cation task is preserved.
Incorporating Clinical Notes. Clinical notes from a patient’s EHR con-
tain vital information (e.g., co-morbidities and prior medications). These are
often taken in short-hand and largely abbreviated. Mining and analysis of
clinical notes is an open research problem, but some application of current
techniques is necessary to transform them into a format usable for machine
learning algorithms.
Combining Multimodal Data. EHR data is typically multimodal, including
text, static data and time series data, that require transformation and normal-
ization prior to use in machine learning. The choices made when transforming
1 The authors would like to thank Elizabeth Claypool, RN, Coordinator of Patient
Safety at U. Colorado Health for the valuable information she provided.
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the data may have signiﬁcant impact on classiﬁcation accuracy if key transfor-
mations are not appropriate for the domain.
Our Proposed CREST System. CREST: CDI Risk Estimation is a novel
framework that addresses these challenges and estimates the risk of a patient
contracting CDI. Figure 1 gives an overview of CREST. CREST extracts highly
predictive features capturing both time-invariant and time-variant aspects of
patient histories from multimodal input data (i.e., consisting of clinical and non-
clinical phenotypes, biomarkers from lab tests, time series vital signs, and clinical
notes) while maintaining temporal characteristics. Feature selection methods are
applied to select the features with the highest predictive power. Feeding these
selected features into the classiﬁcation pipeline, multiple models are ﬁt ranging
from primary classiﬁers to meta-learners. Once trained, CREST continuously
generates daily risk scores to aid medical professionals by ﬂagging at-risk patients
for improved prognoses.
Fig. 1. Overview of CRESTframework
Contributions. In summary, our
contributions include:
1. Time-alignment of time
series data. We design two time-
alignment methods that solve the
varying length of patient’s stay
problem. This enables us to bring
a multiple-moments-in-time app-
roach to the task of predicting
patient infections.
2. Multimodal feature com-
bination. To our knowledge,
CREST is the ﬁrst work to com-
bine clinical notes and multivariate
time series data to perform classiﬁ-
cation for CDI risk prediction. We
show that synopsis temporal features from patient time-series data signiﬁcantly
improve classiﬁcation performance, while achieving interpretable results.
3. Early detection of the infection. We evaluate our system with publicly-
available critical-care data collected at the Beth Israel Deaconess Intensive Care
Unit in Boston, MA [8]. Our evaluation shows that CREST improves the accu-
racy of predicting high-risk CDI patients by 0.22 one day before and 0.16 ﬁve
days before the actual diagnosis compared to risk estimated using only admission
time data.
2 Predictive Features of CREST
We categorize patient EHR information into three feature sets: time-invariant,
time-variant, and temporal synopsis. An overview of our feature extraction
process is depicted in Fig. 2.
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2.1 Time-Invariant and Time-Variant Properties of EHR Data
Time-Invariant Properties. These represent all data for a patient known
at the time of admission which does not change throughout the patient’s stay.
A number of known CDI risk factors are represented in this data (e.g. age, prior
antibiotic usage). To capture these, we extract a set of time-invariant features.
Demographic features are immutable patient features such as age, gender, and
ethnicity. Stay-specific features describe a patient’s admission such as admis-
sion location and insurance type, allowing inference on the patient’s condition.
These data could be diﬀerent for the same patient upon readmission. Medical
history features model historical patient co-morbidities (e.g., diabetes, kid-
ney disease) and medications (e.g., antibiotics, proton-pump inhibitors) associ-
ated with increased CDI risk. These are extracted from clinical notes (free-form
text ﬁles) using text mining. Using the Systematized Nomenclature of Medi-
cine Clinical Terms dictionary (SNOMED CT), synonyms for these diseases and
medications are identiﬁed to facilitate extraction of said factors from a patient’s
history.
Fig. 2. Feature extraction process
Time-Variant Properties. Through-
out the hospital stay of a patient,
many observations are recorded con-
tinuously such as laboratory results
and vital signs, resulting in a collec-
tion of time series. A data-driven app-
roach is leveraged to model this data
as time-variant features. Additionally,
for each day of a patient’s stay, we
generate multiple binary features ﬂag-
ging the use of antibiotics, H2 antag-
onists, and proton pump inhibitors,
all of which are known to risk factors
for CDI. Particularly high risk antibi-
otics, namely Cephalosporins, Fluo-
roquinolones, Macrolides, Penicillins,
Sulfonamides, and Tetracyclines [9],
are captured by another binary fea-
ture ﬂagging the presence of high-risk antibiotics in a patient’s body. Using
a binary feature avoids one-hot encoding, a method known to dramatically
increases dimensionality and sparseness.
2.2 Two Strategies for Modeling Variable-Length Time-Series Data
Time-Alignment for Time-Series Clinical Data. A patient’s stay is
recorded as a series of clinical observations that is often characterized as irreg-
ularly spaced time series. These measurements vary in the frequency at which
they are taken (once a day, multiple times a day, etc.). This variation is a func-
tion of (a) the observation (a lab test can be taken once a day while a vital sign
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is measured multiple times), (b) the severity of the patient’s condition (patients
in more severe conditions must be monitored more closely), and (c) the time of
the day (nurses are less likely to wake up patients in the middle of the night).
To unify this, we roll up all observations taken more than once a day into evenly
sampled averages at the granularity of one day. If there are no measurements for
a day, these are considered as missing values and are ﬁlled with the median value.
The total number of observations recorded per patient is a function of not
only the frequency of observation, but also the length of a patient’s stay. After
day-based aggregation, we produce a ﬁxed-length feature representation by time-
aligning the variable-length feature vectors. This time-alignment can be done by
either using the same number of initial days since admission or the same number
of most recent days of each patient’s hospital stay. We empirically determine the
optimal time-alignment window by evaluating the AUC of the initial days and
the most recent days using Random Forests on only time-aligned data. Our
results show that AUC using the most recent days was much higher than using
the initial days of a patient’s stay. We validate our results using SVMs, as shown
in Fig. 3. Based on these results, we conclude that when predicting CDI risk
on day p, the most recent 5 days of the patient stay (i.e. days p − 5 to p − 1)
capture the most critical information. This is consistent with and validated by
the incubation period of CDI (<7 days with a median of 3 days [4,5]). In CREST,
we thus use only the most recent 5 days of each patient’s stay as our approach to
represent patient vital signs and lab/microbiology tests as continuous numerical
feature vectors.
(a) Initial days (b) Most recent days
Fig. 3. AUC results using initial and most-recent days of patient stays shows that using
the most recent 5 days contains the most information about the CDI risk.
Computing Temporal Synopsis Features. Time-variant features (e.g., tem-
perature), while capturing the state of the patient for each day of their stay,
falsely treat days to be independent from each other. Thus, they do not capture
the sequential trends over time inherent in these time series data. For example,
the presence or absence of recordings of a time-variant feature may be more
informative than the actual values (e.g., heart rate high alarm is only measured
when a patient has an alarmingly high heart rate). In some cases, the change in
an observation (e.g., increase in temperature) may be more important than the
actual observed values. To model these trends, in CREST, we introduce feature
computation functions, capturing the following temporal synopsis features:
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– Trend-based features include statistics such as minimum, maximum, and
average values. In addition to an equal weighted average, linear and quadratic
weighted averages are computed, giving more weight to later days. The rel-
ative times of the ﬁrst and last recordings and of minimum and maximum
recordings are also extracted to signal when in a patient’s hospital stay these
notable events occur.
– Fluctuation-based features capture the change characteristic of each time-
variant feature. Mean absolute diﬀerences, number of increasing and decreas-
ing recordings and the ratio of change in direction are examples of trends we
extract to capture these characteristics.
– Sparsity-based features model frequency of measurements and proportion
of missing values. For example, “heart rate high alarm” is recorded only if a
patient’s heart rate exceeds the normal threshold.
Figure 2 illustrates the time-variant feature blood pressure for a patient and
examples of trends we extract from this time series data.
3 Modeling Infection Risk in CREST
3.1 Robust Supervised Feature Selection
In CREST, each extracted feature set is fed into a rigorous feature selection
module to determine the features that are most relevant to CDI risk. We denote
Sn×s, Dn×d, and Tn×t to be the time-invariant, time-variant, and temporal fea-
ture matrices with n instances and s, d, and t features respectively. For a compact
representation, we use X to represent S, D, and T . The goal is to reduce Xn×p
into a new feature matrix X ′n×k where X
′
n×k ⊂ Xn×p. To achieve this, we com-
bine chi-squared feature selection, a supervised method that tests how features
depend on the label vector Y , with SVMs. Two issues must be addressed when
using this method, namely, determining the optimal cardinality of features, and
which features to use.
Percentile Selection. We ﬁrst determine the cardinality of features for each
feature set. Using 10-fold cross validation over training data, we select the top K
percent of features for K = (5, 10, 15, . . . , 100) and record the average AUC value
by percentile for each of the three feature sets. We then select the percentiles
that perform the best.
Robustness Criterion. Next, we select as few features as possible while ensur-
ing adequate predictive power. We empirically select which features to use by
choosing a robustness criterion, γ, which we deﬁne as “the minimum number of
folds in which features must appear to be considered predictive”. Since we have
10 cross-validation folds, γ ∈ [1 : 10], where γ = 1 implies all features selected
for any folds are included in the ﬁnal feature set (union) and γ = 10 implies all
features selected for every fold is included in the ﬁnal feature set (intersection).
We apply these steps to feature matrices S, D, and T , resulting in reduced
feature matrices S′, D′, and T ′.
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3.2 CREST Learning Methodology
We represent a patient’s CDI risk as the probability that the patient gets infected
with CDI. To compute this probability, we estimate a function f(X ′) → Y using
the reduced feature matrix X ′ (representing S′, D′, or T ′) and the label vector
Y , consisting of binary diagnosis outcomes. The function outputs a vector of
predicted probabilities, Yˆ . In a hospital setting, CREST extracts a feature matrix
X ′ every day of a patient’s hospital stay. CREST then employs the classiﬁcation
function on X ′ (see Fig. 1 for this continuous process). This section describes
the process of estimating the function f , shown in Fig. 4.
Fig. 4. Learning phase of the CRESTframework.
Type-Specific Classification. We ﬁrst train a set of type-speciﬁc classiﬁers
built on each of the feature matrices. The task is to estimate f(X ′) → Y which
minimizes |Y − Yˆ |. We use SVMs, Random Forests, and Logistic Regression to
estimate f . Since imbalanced data is typical in this application domain, CREST
uses a modiﬁed SVM objective function that includes two cost parameters for
positive and negative classes. Thus, a higher misclassiﬁcation cost is assigned to
the minority class. Equation 1 shows the modiﬁed SVM objective function we
used in CREST and Eq. 2 shows how we choose the cost for positive and negative
classes.
minimize (
1
2
w · w + C+
l∑
i∈P
ξi + C−
l∑
i∈N
ξi)
s.t. yi(w · Φ(xi) + b) ≥ 1 − ξi ξi ≥ 0, i = 1 . . . l.
(1)
C+ = C
l
|P| , C
− = C
l
|N | (2)
where w is a vector of weights, P is the positive class, N is the negative class,
l is the number of instances, C is the cost, ξ is a set of slack variables, xi is ith
data instance, Φ is a kernel function, and b is the intercept.
A static classifier, trained on feature set S′ extracted from admission time
data, implies that only the information obtained on admission is necessary to
accurately predict risk. This constitutes our baseline as it represents the current
practice of measuring risk in hospitals and denotes risk on day 0. A dynamic
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classifier, trained on feature set D′, constitutes a multiple-moments-in-time app-
roach where the data from many moments in a patient’s stay are used as features.
This approach allows us to quantify the relationship between the physiological
state of the patient and their CDI risk. Finally, a temporal classifier, trained
using feature set T ′, quantiﬁes the relationship between a patient’s state-change
and their risk, complementing the time-variant features.
Second-Order Classification. Since the three type-speciﬁc classiﬁers capture
diﬀerent aspects of a patient’s health and hospital stay, we combine them to
produce a single continuous prediction based on comprehensive information. We
hypothesize that this combination method, termed second-order classification,
will provide more predictive power. To evaluate this hypothesis, we merge the
predicted probability vectors from the type-speciﬁc classiﬁers into a new higher-
order feature set Xmeta = (YˆS , YˆD, YˆT ). With this new feature matrix, our task
becomes estimating a function f(Xmeta) → Y . Beyond naive methods such as
model averaging to assign weights to the results produced by the type-speciﬁc
classiﬁers, we also develop a stacking-based solution. We train meta learners fus-
ing SVMs with RBF and linear kernels, Random Forests, and Logistic Regression
on Xmeta to learn an integrated ensemble classiﬁer. Henceforth, ﬁnal predictions
are made by these new second-order classiﬁer models.
4 Evaluation of CREST Framework
4.1 MIMIC-III ICU Dataset and Evaluation Settings
The MIMIC III Database [8], used to evaluate our CRESTFramework, is a pub-
licly available critical care database collected from the Beth Israel Deaconess
Medical Center Intensive Care Unit (ICU) between 2001 and 2012. The data-
base consists of information collected from ∼45,000 unique patients and their
∼58,000 admissions. Each patient’s record consists of laboratory tests, medical
procedures, medications given, diagnoses, caregiver notes, etc.
Of the 58, 000 admissions in MIMIC, there are 1079 cases of CDI. Approx-
imately half of these patients were diagnosed either before or within the ﬁrst
4 days of their admission. To ensure that CDI cases in our evaluation dataset
are contracted during the hospital stay, we exclude patients who test positive for
CDI within their ﬁrst 5 days of hospitalization based on the incubation period of
CDI [4,5]. For consistency between CDI and non-CDI patients, we also exclude
non-CDI patients whose hospital stay is less than 5 days. As the vast majority
of MIMIC consists of patients who do not contract CDI, we end up with an
unbalanced dataset (116:1). To overcome this, we randomly subsample from the
non-CDI patients to get a 2-to-1 proportion of non-CDI to CDI patients, leaving
us with 1328 patient records.
Next, we deﬁne the feature extraction window for patients. For CDI patients,
it starts on the day of admission and ends n days before the CDI diagnosis,
n ∈ {1, . . . , 5}. For non-CDI patients, there are a few alternatives for deﬁning
this window. Prior research has used the discharge day as the end of the risk
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period [6]. However, as the state of the patients can be expected to improve
nearing their discharge, this may lead to deceptive results [16]. Instead, we use
the halfway point of the non-CDI patient’s stay as the end of the risk period or
5 days (minimum length of stay), whichever is greater.
We then split these patients into training and testing subsets with a 70%–30%
ratio and maintain these subsets across all experiments. The training set is further
split and 5-fold cross-validation is applied to perform hyper-parameter search. We
use SVM with linear and RBF kernels, Random Forest and Logistic Regression.
All algorithms were implemented using Scikit-Learn in Python.
4.2 Classification Results
Fig. 5. Selection of robustness
criterion
Using our feature selection module, we ﬁnd
the best cardinalities to be K = 20 for time-
invariant, K = 30 for time-variant, K = 90 for
temporal feature sets with robustness-criterion
γ = 10 for all three feature sets. This choice of
γ is motivated by an almost unchanging valida-
tion AUC over all potential γ values, as shown
in Fig. 5. This shows that mostly the same fea-
tures are selected for each fold. By choosing
γ = 10, we can be certain that only the features that are strongly related to the
response variable are selected.
Table 1. Classiﬁcation results acquired on the test
set.
AUC Precision Recall F-1
Static C. SVM RBF 0.544 0.57 0.62 0.58
SVM Linear 0.627 0.76 0.46 0.38
Random F 0.608 0.57 0.62 0.58
Logistic R 0.627 0.6 0.64 0.59
Average 0.602 0.63 0.59 0.53
Dynamic C. SVM RBF 0.779 0.73 0.73 0.71
SVM Linear 0.756 0.71 0.72 0.69
Random F 0.818 0.75 0.76 0.75
Logistic R 0.758 0.72 0.73 0.71
Average 0.778 0.73 0.74 0.72
Temporal C. SVM RBF 0.815 0.76 0.77 0.76
SVM Linear 0.817 0.76 0.72 0.72
Random F 0.832 0.77 0.77 0.77
Logistic R 0.809 0.75 0.76 0.75
Average 0.818 0.76 0.76 0.75
Model Avg. 0.817 0.76 0.71 0.65
Meta Learn. SVM RBF 0.838 0.76 0.76 0.75
SVM Linear 0.833 0.76 0.73 0.74
Random F 0.815 0.74 0.75 0.74
Logistic R 0.831 0.76 0.77 0.76
Average 0.829 0.76 0.75 0.75
We ﬁrst run a set of exper-
iments with type-speciﬁc clas-
siﬁers to determine the pre-
dictive power of each type of
feature class. We then exper-
iment with ensembles of the
type-speciﬁc classiﬁers in two
ways: (1) Equal-weighted
model averaging: We calcu-
late equal weighted averages
of the probabilities produced
by each type-speciﬁc classi-
ﬁer, (2) Meta-learning: We
train second order meta learn-
ers using the outputs of the
type-speciﬁc classiﬁers as the
input of the meta learners.
Table 1 shows the AUC, preci-
sion, recall and F-1 scores for
each classiﬁcation method.
Static classiﬁers consti-
tute our baseline approach.
The mean AUC of all static classiﬁers is 0.60, implying that a risk score can
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be assigned to a patient at the time of admission. Dynamic classiﬁers, which
use time-variant features, achieve a much higher AUC compared to the static
classiﬁers. This shows that the physiological state of a patient is correlated with
the CDI outcome. Among the type-speciﬁc classiﬁers, the temporal classiﬁers
consistently attain the highest AUC. This highlights that patient-state changes
are strongly predictive of CDI risk. To the best of our knowledge, ours is the ﬁrst
eﬀort that uses this information to predict CDI risk for patients. Between our two
ensemble methods, meta-learners further improve the prediction success over any
of the type-speciﬁc classiﬁers, showing that considering all features together is
beneﬁcial. The highest AUC is achieved by meta-learners when an SVM with an
RBF kernel is used. Figure 6 presents the ROC curves for type-speciﬁc classiﬁers
and the meta learners, which show an increasing trend in diagnosis accuracy.
Fig. 6. ROC curves for static, dynamic, temporal, and meta classiﬁers
4.3 Early Prediction of CDI
Fig. 7. AUC results of early predic-
tion experiments
The earlier an accurate prediction can be
made, the higher the likelihood that actions
can be taken to prevent contraction of CDI.
We evaluate the power of our model for
early prediction using the best CREST meta
learner. Unlike previous experiments, we now
train models using the data 1 to 5 days
prior to diagnosis. Results indicate that early
warnings can maintain high AUC values
(Fig. 7). In comparison with the baseline
methods where the mean AUC is 0.60, CREST improves the accuracy of pre-
dicting high-risk CDI patients to 0.82 one day prior to diagnosis and to 0.76
ﬁve days prior to diagnosis, an improvement of 0.22 and 0.16 over the baseline
respectively.
5 Related Work
Feature Extraction from Time Series. One strategy to deal with clinical
time series in machine learning is to extract aggregated features. In healthcare,
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much work has gone into extracting features from signals such as ECG [13] or
EEG [3,10] using methods such as wavelet [13,18] or Fourier [18] transforma-
tions. However, EHR time series have largely being ignored. Specially designing
feature extraction techniques for EHRs in our model, we demonstrate that pre-
diction accuracy increases using these features over models that do not account
for the temporal aspects of the data.
In-hospital CDI Prediction. Recent work has begun to investigate prediction
models for CDI. [16,17] ignore temporal dependencies in the data and reduce this
complex task to univariate time-series classiﬁcation. [15] while combining time-
variant and time-invariant data, neglect the trends in patient records. [12] uses
ordered pairs of clinical events to make predictions, missing longer patterns in
data. In our work, we apply multivariate time series classiﬁcation while capturing
temporal characteristics and long-term EHR patterns. SVMs [16,17] and Logistic
Regression [6,12,14,15] are popular tools for CDI risk prediction models. We
apply a variety of models including SVM, Random Forest, Logistic Regression
and ensembles of those to produce more comprehensive results.
6 Conclusion
CREST is the ﬁrst system that stratiﬁes a patient’s infection risk on a continu-
ous basis throughout their stay and is based on a novel feature extraction and
combination method. CREST has been validated for CDI risk using the MIMIC
Database. Our experimental results demonstrate that CREST can detect CDI
cases with an AUC score of up to 0.84 one day before and 0.76 ﬁve days before
the actual diagnosis. CDI is a highly contagious disease and early detection of
CDI not only greatly improves the prognosis for individual patients by enabling
timely precautions but also prevents the spread of the infection within the patient
cohort. To our knowledge, this is the ﬁrst work on multivariate time series clas-
siﬁcation to predict the risk of CDI. We also demonstrate that our extracted
temporal synopsis features improve the AUC by 0.22 over the static classiﬁers
and 0.04 over the dynamic classiﬁers.
We are in discussion with UCHealth Northern Colorado as well as Brigham
and Women’s Hospital, part of the Partners Healthcare System in Massachusetts,
for the potential deployment of a CREST dashboard integrated with their Elec-
tronic Health Records (EPIC). This deployment will be a 4 step process, with
the work presented in this paper being the ﬁrst step. The CREST framework will
be independently validated against data from ICUs at these hospitals. Successful
validation of CREST will lead to Step 3 - clinical usability of the EPIC-CREST
dashboard with a particular ward where daily risk scores produced by CREST
will be utilized by the nurses to support diagnosis and early detection. Full scale
deployment will be largely dependent on the results of this clinical validation
and usability study.
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Abstract. When will a server fail catastrophically in an industrial datacenter? Is
it possible to forecast these failures so preventive actions can be taken to increase
the reliability of a datacenter? To answer these questions, we have studied what
are probably the largest, publicly available datacenter traces, containing more
than 104 million events from 12,500machines. Among these samples, we observe
and categorize three types of machine failures, all of which are catastrophic and
may lead to information loss, or even worse, reliability degradation of a data-
center. We further propose a two-stage framework—DC-Prophet (DC-Prophet
stands for DataCenter-Prophet.)—based on One-Class Support Vector Machine
and Random Forest. DC-Prophet extracts surprising patterns and accurately pre-
dicts the next failure of a machine. Experimental results show that DC-Prophet
achieves an AUC of 0.93 in predicting the next machine failure, and a F3-score
(The ideal value of F3-score is 1, indicating perfect predictions. Also, the intu-
ition behind F3-score is to value “Recall” about three times more than “Precision”
[12].) of 0.88 (out of 1). On average, DC-Prophet outperforms other classical
machine learning methods by 39.45% in F3-score.
1 Introduction
“When will a server fail catastrophically in an industrial datacenter?” “Is it possible
to forecast these failures so preventive actions can be taken to increase the reliability of
a datacenter?” These two questions serve as the motivation for this work.
To meet the increasing demands for cloud computing, Internet companies such as
Google, Facebook, and Amazon generally deploy a large fleet of servers in their data-
centers. These servers bear heavy workloads and process various, diversified requests
[13]. For such a high-availability computing environment, when an unexpected machine
failure happens upon a clustered partition, its workload is typically transferred to
another machine in the same cluster, which increases the possibility of other failures as
a chain effect [11]. Also, this unexpected failure may cause (a) processed data loss, and
(b) resource congestion due to machines being suddenly unavailable. In the worst case,
these failures may paralyze a datacenter, causing an unplanned outage that requires a
very high cost to recover [1]: on average $9,000/minute, and up to $17,000/minute.
c© Springer International Publishing AG 2017
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To study machine failures in a modern datacenter, we analyze the traces from Google’s
datacenter [9,14]; the traces contain more than 104 million events generated by 12,500
machines during 29 days. We observe that approximately 40% of the machines have
been removed (due to potential failures or maintenance) at least once during this period.
This phenomenon suggests that potential machine failures happen quite frequently, and
cannot be simply ignored. Therefore, we want to know: given the trace of a machine, can
we accurately predict its next failure, ideally with low computing latency? If the answer
is yes, the cloud scheduler (e.g., Borg [17] by Google) can take preventive actions to
deal with incoming machine failures, such as by migrating tasks from the machine-to-
fail to other machines. In this way, the cost of a machine failure is reduced to the very
minimum: only the cost of task migration.
While predicting the next failure of a machine seems to be a feasible and promising
solution for improving the reliability of a datacenter, it comes with two major chal-
lenges. The first challenge lies in high accuracy being required when making predic-
tions, specifically for reducing false negatives. The false negatives (the machine actu-
ally failed but being predicted as normal) may incur a significant recovery cost [1] and
should be avoided in Table 1. However, if the objective is set to minimize false neg-
atives, the model will always predict a machine going to fail (so zero false negative),
which introduces costs from false positives (the machine actually works but being pre-
dicted as failed). Therefore, one major challenge of designing a model is to better trade
off between these two costs. The second challenge is the counts between normal events
and failure events are highly imbalanced. Among 104 million events, only 8,957 events
(less than 1%) are associated with machine failures. In this case, most predictive mod-
els will trivially predict every event as normal to achieve a high accuracy (higher than
99%). Consequently, this event-imbalance issue is the second roadblock that needs to
be removed.
The contributions of this paper are as follows:
– We analyze probably the largest, publicly-available traces from an industrial dat-
acenter, and categorize three types of machine failures: Immediate-Reboot (IR),
Slow-Reboot (SR), and Forcible-Decommission (FD). The frequency and duration
of each type of failures categorized by our method further match experts’ domain
knowledge.
– We propose a two-stage framework:DC-Prophet that accurately predicts the occur-
rence of next failure for a machine. DC-Prophet first applies One-Class SVM to fil-
ter out most normal cases to resolve the event-imbalance issue, and then deploys
Random Forest to predict the type of failures that might occur for a machine.
Table 1. Misprediction issues and the associated costs
Actual: failed Actual: normal
Predicted: failed True positive (correct inference) False positive: low cost (e.g., extra
rescheduling)
Predicted: normal False negative: high cost
(upto $17,000/min)
True negative (correct inference)
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The experimental results show that DC-Prophet accurately predicts machine failures
and achieves an AUC of 0.93 and F3-score of 0.88, both on the test set.
– To understand the effectiveness of DC-Prophet, we also perform a comprehensive
study on other widely-used machine learning methods, such as multi-class SVM,
Logistic Regression, and Recurrent Neural Network. Experimental results show that,
on average, DC-Prophet outperforms other methods by 39.45% in F3-score.
– Finally, we provide a practitioners’ guide for using DC-Prophet to predict the next
failure of a machine. The latency of invoking DC-Prophet to make one prediction
is less 9ms. Therefore, DC-Prophet can be seamlessly integrated into a scheduling
strategy of industrial datacenters to improve the reliability.
The remainder of this paper is organized as follows. Section 2 provides the problem
definition, and Sect. 3 details the proposed DC-Prophet framework. Section 4 presents
the implementation flow and experimental results, and Sect. 5 provides practitioners’
guide. Finally, Sect. 6 concludes this paper.
2 Problem Definition
2.1 Google Traces Overview
The Google traces [14] consist of the activity logs from 668,000 jobs during 29 days,
and each job will spawn one or more tasks to be executed in a 12,500-machine cluster.
For each machine, the traces record (a) computing resources consumed by all the tasks
running on that machine, and (b) its machine state. Both resource consumption and
machine states are recorded with associated time interval of one-microsecond (1 µs)
resolution.
We focus on the usage measurements of six types of resources: (a) CPU usage, (b)
disk I/O time, (c) disk space usage, (d) memory usage, (e) page cache, and (f) mem-
ory access per instruction. All these measurements are normalized by their respective
maximum values and thus range from 0 to 1. In this work, the average and peak values
during the time interval of 5min are also calculated for each usage–the interval of 5min
is typically used to report the measured resource footprint of a task in Google’s data-
center [14]. Furthermore, resource usages at minute-level provide a more macro view
of a machine status [8]. We use xr,t to denote the average usage of resource type r at
time interval t; similarly, mr,t represents the peak usage. Both xr,t and mr,t are used to
construct the training dataset, with further details provided in Sect. 2.4.
In addition, Google traces also contain three types of events to determine machine
states: ADD, REMOVE, and UPDATE [14]. In this work, we treat each REMOVE event
as an anomaly that could potentially be a machine failure. Detailed analyses are further
provided in Sect. 2.3.
2.2 Problem Formulation
The problem of predicting the next machine failure is formulated as follows:
problem 1 (Categorize catastrophic failures). Given the traces of machine events,
categorize the type of each machine failure at time interval t (denoted as yt).
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problem 2 (Forecast catastrophic failures). Given the traces of resource usages—
denoted as xr,t and mr,t—up to time interval τ − 1, forecast the next failure and its
type at time interval τ (denoted as yτ ) for each machine. Mathematically, this problem
can be expressed as:
yτ = f(xr,t,mr,t), t = 1 to τ − 1, r ∈ resources (1)
where xr,t and mr,t represent the respective average and peak usage of resource r at
time interval t.
We use Fig. 1 to better illustrate the concept in Eq. (1), specifically the temporal
relationship among yτ , xr,t and mr,t for t = 1 to τ − 1. One goal here is to find a
function f that takes xr,t and mr,t as inputs to predict yτ .
Fig. 1. Relationship among yτ , xr,t and mr,t for t = 1 to τ − 1.
2.3 Machine-Failure Analyses
Throughout the 29-day traces, we find a total of 8,957 potential machine failures from
the REMOVE events, and Fig. 2(a) illustrates the rank-frequency of these failures. The
distribution is power-law-like and heavily skewed: the top-ranked machines failed more
than 100 times, whereas the majority of machines (3,397 machines) failed only once.
Overall, about 40% (out of 12,500) machines have been removed at least once. We
further notice that the resource usages of these most frequently-failing machines are
all zeros, indicating a clear abnormal behavior. These machines seem being marked as
unavailable internally [2], and hence are apparent anomalies. They are excluded from
the analysis later on.
Observation 1. Most frequently-failing machines have failed more than 100 times over
29 days, with usages of all resource types being zero.
To categorize the type of a failure, we further analyze its duration which is cal-
culated by the time difference between the REMOVE and the following ADD event.
Figure 2(b) illustrates the distribution of durations for all machine failures. The fail-
ure duration can vary a lot, ranging from few minutes, to few hours, to never back—a
machine is never added back to the cluster after its REMOVE event. Furthermore, three
“peaks” can be observed in failure durations: ≈16min, ≈2 h, and never back.
Observation 2. Three “peaks” in the histogram of failure durations correspond to
≈16min, ≈2 h, and never back.
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(a) Rank-Frequency plot of machine failures
(log-log scale).
(b) Three “peaks” in the distribution of failure
durations (log-log scale).
Fig. 2. (a) The x-axis represents the rank of each machine sorted based on the number of failures
(high rank means more failures), whereas the y-axis is the number of failures. Both axises are
in logarithmic scale. The distribution is power-law-like: three machines failed more than 100
times, whereas 3,397 machines failed only once. (b) Each dot represents the count of failures at
a specific duration. The x-axis is duration and the y-axis represents the count. Both axises are
in logarithmic scale. Notice the three peaks highlighted by the red circles: ≈16min, ≈2 h, and
never back. (Color figure online)
This observation raises an intriguing question: why there are three peaks in failure
durations? We correspond these three peaks (≈16min, ≈2 h, and never back) to three
types of machine failures:
– Immediate-Reboot (IR). This type of failures may occur with occasional machine
errors and these machines can recover themselves in a short duration by rebooting.
Here, failures of less than 30-min downtime are categorized as IR failures [3].
– Slow-Reboot (SR). This type of failures requires more than 30min to recover.
According to [3], the causes of slow reboots include file system integrity checks,
machine hangs that require semiautomatic restart processes, and machine software
reinstallation and testing. Also, a machine could be removed from a cluster due to
system upgrades (e.g., automated kernel patching) or network down [7,10]. We cate-
gorize SR failures as the ones with longer than 30-min downtime and will eventually
be added back to the cluster.
– Forcible-Decommission (FD). This type of failures may occur when either a
machine (e.g., part of hardware) is broken and not repaired before the end of the
traces, or a machine is taken out from the cluster for some reasons, such as a regu-
lar machine retirement (or called “decommission”) [2,3]. We categorize this type of
failures that a machine is removed permanently from the cluster, as FD failures.
Among 8,771 failure events (186 obvious anomalies are removed beforehand as
Observation 1 described), we summarize 5,894 to be IR failures, 2,783 SR failures, and
94 FD failures. On the other hand, there are 104,644,577 normal operations.
One important goal of this work is to predict the next failure for a machine. If a
failure is mispredicted as a normal operation (a false negative), a high cost can incur.
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For example, the user jobs can be killed unexpectedly, leading to processed data loss.
If these failures can be predicted accurately in advance, the cloud/cluster scheduler can
perform preventive actions such as rescheduling jobs to another available machine to
mitigate the negative impacts. Compared to the cost incurred from false negatives, i.e.,
mispredicting a failure as a normal operation, the cost of “misclassifying” one failure
type as another is relatively low. Still, if the right types of failures can be correctly
predicted, the cloud/cluster scheduler can plan and arrange the computing resources
accordingly.
2.4 Construct Training Dataset
We model the prediction of the next machine failure from Eq. (1) as a multi-class clas-
sification and construct the training dataset accordingly. Each instance in the dataset
consists of a label yτ that represents the failure type at time interval τ , and a set of pre-
dictive features x (or called a feature vector) extracted from the resource usages up to
time interval τ − 1.
The type of a label yτ is determined based on the failure duration described in
Sect. 2.3. If there is no machine failure at time interval τ , label yτ is marked as “normal
operation.” Therefore, we defined yτ ∈ {0, 1, 2, 3}, which represents normal operation,
IR, SR, and FD, respectively.
For the predictive features x, we leverage both the average xr,t and peak valuesmr,t
of six resource types as mentioned in Sect. 2.1. Now the question is: how to select the
number of time intervals needed to be included in the dataset for an accurate prediction?
We propose to calculate the partial autocorrelation to determine the number of intervals,
or called “lags” in time series, to be included in the predictive features x. Assume target
interval is τ , the interval with “one lag” will be τ − 1 (and the interval with two lags
will be τ − 2, etc.). Partial autocorrelation is a type of conditional correlation between
xr,τ and xr,t, with the linear dependency of xr,t+1 to xr,τ−1 removed [5]. Since the
partial autocorrelation can be treated as “the correlation between xr,τ and xr,t, with
other linear dependency removed,” it suggests how many time intervals (or lags) should
be included in the predictive features.
Figure 3(a) illustrates the partial autocorrelation of the CPU usage on one machine,
and Fig. 3(b) represents the histogram of partial autocorrelations with certain lags. Both
the figures show statistical significance. Notice in general, after 6 lags (30min), the
resource usages are less relevant.
Observation 3. Resource usages from 30min ago are less relevant to the current usage
in terms of partial autocorrelation.
Based on this observation, we include resource usages within 30min as features
to predict failure type yτ . In other words, 6 time intervals (lags) are selected for both
xr,t and mr,t to construct the predictive features xt. Specifically, xt = {xr,t,mr,t},
r ∈ resources and t = τ − j where j = 1 to 6. Therefore, x has 2 (average and peak
usages) × 6 (number of resources) × 6 (intervals) = 72 predictive features.
Now we have constructed the training dataset, and are ready to proceed to the pro-
posed framework. For conciseness, in the rest of this paper each instance will be pre-
sented as (y,x) instead of (yτ ,xt) with t = τ − 1, ..., τ − 6.
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(a) Partial autocorrelation of CPU us-
age.
(b) Histogram of statistically-
significant partial autocorrelations
on all machines.
Fig. 3. (a) Lags of 1, 2, 3, 5 and 6 correlate with lag 0, i.e., xcpu,τ , and these correlations are
statistically significant. (b) For each machine, partial autocorrelations with up to 10 lags are
calculated; only statistically-significant lags are reported for plotting this histogram. Notice in
general, after 6 lags (or time intervals) the resource usages are less relevant—only few machines
report partial autocorrelations with 6+ lags that are statistically significant.
3 Methodology
3.1 Overview: Two-Stage Framework
Begin immediately, we illustrate the proposed two-stage framework with Fig. 4. In
the first stage, One-Class Support Vector Machine (OCSVM) is deployed for anom-
aly detection. All the detected anomalies are then sent to Random Forest for multi-class
classification. Mathematically, DC-Prophet can be expressed as a two-stage framework:
f(x) = g(x) · h(x) =
{
0, if g(x) = 0
h(x), if g(x) = 1 (2)
where g(·) ∈ {0, 1} is OCSVM and h(·) ∈ {0, 1, 2, 3} is Random Forest. For an
incoming instance x, it will first be sent to g(·) for anomaly detection. If x is detected
Fig. 4. Flow chart of DC-Prophet: two-stage framework. At the first stage, a sample x is sent to
One-Class SVM g(·) for anomaly detection (i.e., potential machine failure or normal operation).
If x is classified as a potential machine failure, then this sample will be further sent to Random
Forest h(·) for multi-class (IR, SR, FD, or normal) classification.
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as an anomaly, i.e., a potential machine failure, it will be further sent to h(·) for multi-
class classification.
In Google traces, the distribution of four label types is extremely unbalanced: 104
millions of normal cases versus 8,771 failures that are treated as anomalies (including
all three types of failures). Therefore, OCSVM is applied to filter out most of normal
operations and detect anomalies, i.e., potential machine failures. Without doing so, clas-
sifiers will be swamped by normal operations, learn only the “normal behaviors,” and
choose to ignore all the failures. This will cause significant false negatives as mentioned
in Table 1 since most machine failures are mispredicted as normal operations.
3.2 One-Class SVM
One-class SVM (OCSVM) is often applied for novelty (or outlier) detection [4] and
deployed as g(·) in DC-Prophet. OCSVM is trained on instances that have only one
class, which is the “normal” class; given a set of normal instances, OCSVM detects the
soft boundary of the set, for classifying whether a new incoming instance belongs to
that set (i.e., “normal”) or not. Specifically, OCSVM computes a non-linear decision
boundary, using appropriate kernel functions; in this work, radial basis function (RBF)
kernel is used [15]. Equation (3) below show how OCSVM makes an inference:
g(x) =
{
1, ĝ(x) ≥ 0
0, ĝ(x) < 1 where ĝ(x) = 〈w, φ(x)〉 + ρ (3)
where w and ρ are learnable weights that determine the decision boundary, and the
function φ(·) maps the original feature(s) into a higher dimensional space, to determine
the optimal decision boundary. By further modifying the hard-margin SVM to tolerate
some misclassifications, we have:
min
w,ρ
1
2
||w||22 + C
n∑
i
ξi − ρ
s.t. ĝ(xi) = 〈w, φ(xi)〉 − ρ ≤ ξi
ξi ≥ 0 (4)
where ξi represents the classification error of ith sample, and C represents the weight
that trades off between the maximum margin and the error-tolerance.
3.3 Random Forest
In the second stage of DC-Prophet, Random Forest [6] is used for multi-class clas-
sification. Random Forest is a type of ensemble model that leverages the classification
outcomes from several (sayB) decision trees for making the final classification. In other
words, Random Forest is an ensemble of B trees {T1(x), ..., TB(x)}, where x is the
vector of predictive features described in Sect. 2.4. This ensemble of B trees predicts B
outcomes {yˆ1 = T1(x), ..., yˆB = TB(x)}. Then the outcomes of all trees are aggregated
for majority voting, and the final prediction yˆ is made based on the highest (i.e., most
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popular) vote. Empirically, Random Forest is robust to overfitting and achieves a very
high accuracy.
Given a dataset of n instances {(x1, y1), ..., (xn, yn)}, the training procedure of
Random Forest is as follows:
1. Randomly sample the training data {(x1, y1), ..., (xn, yn)}, and then draw n samples
to form a bootstrap batch.
2. Grow a decision tree from the bootstrap batch using the Decision Tree Construction
Algorithm [4].
3. Repeat the above two steps until the whole ensemble of B trees {T1(x), ..., TB(x)}
are grown.
After Random Forest is grown, along with the OCSVM in the first stage, DC-
Prophet is ready for predicting the type of a machine failure.
4 Experimental Results
4.1 Experimental Setup
To best compare the proposed DC-Prophet with other machine learning models, we
manage to search for the best hyperparameters by using 5-fold cross-validation for all
the methods. Then the accuracy of each method is evaluated on the test set. All the
experiments are conducted via MATLAB, running on Intel I5 processor (3.20GHz)
with 16GB of RAM.
For the evaluation metrics, we report Precision, Recall, F -score, and AUC (area
under ROC curve) to provide a comprehensive study on the performance evaluation for
different models. F -score is defined as:
Fβ = (1 + β2)
Precision ∗ Recall
(β2 ∗ Precision) + Recall (5)
where β is the parameter representing the relative importance between Recall and
Precision [16]. In this work, β is selected to be 3, which means Recall is approxi-
mately three times more important than Precision. Since the false negative (machine
failure mispredicted as normal event) is much more costly as mentioned in Table 1, F3-
score is used as the main criterion to select the best framework for predicting failure
types.
4.2 Results Summary
Table 2 shows the experimental results from different methods. We calculate and report
Precision, Recall, F3-score and AUC for comprehensive comparisons. The results
demonstrate that the two-stage algorithms have better performance on both F3-score
and AUC. It also shows that using One-Class SVM for anomaly detection as the first
stage is necessary. Among 8,771 failures, One-Class SVM only mispredicts 11 failures
as normal events, which serves as an excellent filter. Furthermore, our proposed frame-
work, DC-Prophet, which combines One-Class SVM and Random Forest, has the best
F3-score and AUC among all the two-stage methods.
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However, it seems that all the algorithms have very limited capability to recognize
FD failures. One reason could be that several FD failures are found to share similar
patterns with the other two failure types—IR and SR; also out of 18 FD failures in the
test set, 4 failures are predicted and categorized as SR failures. We suspect that for these
FD cases, the machines are eventually added back; therefore they should be categorized
as SR instead of FD failures. However, the ADD events occur after the end of traces.
We also notice that by simply applying Random Forest algorithm, we can already
achieve great results in Precision. However, our proposed DC-Prophet still outper-
forms Random Forest in failure prediction, especially for the IR failures.
To evaluate the capability of DC-Prophet in industrial datacenters during serving,
we measure the amortized runtime of one single prediction. Table 2 shows that DC-
Prophet only requires 8.7ms to make one prediction, which is almost negligible for
most of the services in datacenters. This short latency allows the cloud scheduler to
make preventive actions to deal with possible incoming machine failures. Furthermore,
DC-Prophet is memory efficient—only 72 features are stored for making a prediction.
Table 2. Experimental result
Algorithm F3-score AUC Precision Recall Runtime (ms)
Normal IR SR FD Normal IR SR FD
One-stage method
DT 0.846 0.920 0.995 0.663 0.438 0.222 0.995 0.684 0.423 0.111 0.002
LR 0.344 0.660 0.978 0.756 0.642 0 0.999 0.336 0.077 0 0.001
SVM 0.184 0.584 0.973 0.624 0.521 0 0.998 0.154 0.068 0 18.62
RNN 0.505 0.740 0.983 0.742 0.689 0 0.999 0.464 0.184 0 0.471
RF 0.848 0.918 0.995 0.785 0.710 0 0.999 0.786 0.410 0 0.117
Two-stage method
OCSVM+DT 0.856 0.919 0.986 0.591 0.378 0.046 0.969 0.666 0.449 0.111 8.711
OCSVM+LR 0.442 0.707 0.940 0.735 0.640 0 0.998 0.406 0.131 0 8.816
OCSVM+SVM 0.202 0.591 0.919 0.654 0.519 0 0.996 0.173 0.074 0 17.46
OCSVM+RNN 0.542 0.757 0.950 0.766 0.639 0 0.998 0.469 0.256 0 9.247
OCSVM+RF 0.878 0.933 0.986 0.729 0.591 0.667 0.991 0.795 0.408 0.111 8.714
4.3 Feature Analysis
Among all the predictive features, we observe several features to be more discriminative
than others. Figure 5 shows how many times a feature in x is selected to be split on
in Random Forest. Figure 5(a) shows the number of average-value features xr,t being
selected in Random Forest while Fig. 5(b) illustrates the number of peak-value features
mr,t being selected. For average-value features, we observe a trend that recent features
are more discriminative. In addition, the features related to memory usages are more
discriminative than the others.
We also discover that the number of peak-value features is more discriminative than
the average-value ones in general. Furthermore, the peak-value features have similar
predictive capabilities over six time intervals, as shown in Fig. 5(b). In addition, we
74 Y.-L. Lee et al.
Fig. 5. Counts of features selected by Random Forest : (a) shows the number of average-value
features xr,t being selected. We observe a trend that more recent features are more discriminative.
(b) shows the number of peak-value features mr,t being selected. (Color figure online)
observe that the peak usage of local disk is an important feature for predicting machine
failures (see red circles in Fig. 5(b)).
5 Practitioners’ Guide
Here we provide the practitioners’ guide to applying DC-Prophet for forecasting
machine failures in a datacenter:
– Construct Training Dataset: Given the traces of machines in a datacenter, extract
abnormal events representing potential machine failures, and determine their types
based on the observations in Sect. 2.3 for obtaining label y. Then calculate the partial
autocorrelation for each resource measurement (e.g., CPU usage, disk I/O time, etc.)
to determine the number of time intervals (or lags) to be included as the predictive
features x.
– One-Class SVM: After constructing the dataset of (y, x), train OCSVM with the
instances labeled as “normal” only, and find the best hyperparameters via grid-search
and cross-validation.
– Random Forest: After OCSVM is trained, remove the instances detected as nor-
mal from the training dataset. Use the rest of dataset (treated as anomalies) to train
Random Forest. Choose the number of trees in the ensemble and optimize it by
cross-validation.
After both components of DC-Prophet are trained, each new incoming instance will
follow the flow in Fig. 4 for failure prediction. Thanks to DC-Prophet’s low latency
(8.71ms per invocation), it can be used for both (a) offline analysis in other similar dat-
acenters, and (b) serving as a failure predictor integrated into a cloud/cluster scheduler,
with training via historical data offline.
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6 Conclusion
In this paper, we propose DC-Prophet: a two-stage framework for forecasting machine
failures. Thanks to DC-Prophet, we now can answer the two motivational questions:
“When will a server fail catastrophically in an industrial datacenter?” “Is it possible to
forecast these failures so preventive actions can be taken to increase the reliability of
a datacenter?” Experimental results show that DC-Prophet accurately predicts machine
failures and achieves an AUC of 0.93 and F3-score of 0.88. Finally, a practitioners’
guide is provided for deploying DC-Prophet to predict the next failure of a machine.
The latency of invoking DC-Prophet to make one prediction is less 9ms, and there
can be seamlessly integrated into the scheduling strategy of industrial datacenters to
improve the reliability.
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Abstract. Successful inventory management in retail entails accurate
demand forecasts for many weeks/months ahead. Forecasting models use
seasonality: recurring pattern of sales every year, to make this forecast. In
e-commerce setting, where the catalog of items is much larger than brick
and mortar stores and hence includes a lot of items with short history, it
is infeasible to compute seasonality for items individually. It is customary
in these cases to use ideas from factor analysis and express seasonality by
a few factors/basis vectors computed together for an entire assortment
of related items. In this paper, we demonstrate the eﬀectiveness of choos-
ing vectors with disjoint support as basis for seasonality when dealing
with a large number of short time-series. We give theoretical results on
computation of disjoint support factors that extend the state of the art,
and also discuss temporal regularization necessary to make it work on
walmart e-commerce dataset. Our experiments demonstrate a marked
improvement in forecast accuracy for items with short history.
1 Introduction
Seasonality refers to patterns in a time-series that repeat themselves every sea-
son. For example, retail sales always increase in November, unemployment drops
in December, temperature increases in summer. In general, one is interested in
ﬁnding the smooth periodic pattern underlying a long univariate time-series
which has data for many past seasons. This reduces to some form of regres-
sion of observation on the season, for e.g., day/week, as exempliﬁed in a lot of
time-series literature [1–3].
In this paper, we will focus on ﬁnding the weekly seasonality of sales on
an annual basis. We focus on e-commerce, which is a decidedly diﬀerent and
arguably more challenging task, because the assortment of items is larger and
more dynamic– this implies there is a large number of time-series and most of
them do not have enough data for even one year. This make the traditional
approach of regression infeasible, since we cannot estimate a 52 week seasonality
from, say only 6 weeks of sales. The problem in this domain is more suited to
factor analysis and matrix factorization techniques, which have been successfully
used for imputation in other scenarios with a lot of missing data [4]. In this
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c© Springer International Publishing AG 2017
Y. Altun et al. (Eds.): ECML PKDD 2017, Part III, LNAI 10536, pp. 77–88, 2017.
https://doi.org/10.1007/978-3-319-71273-4_7
78 A. Jha
approach, one computes instead a few orthogonal basis vectors, called seasonal
basis for an entire category of related items. Figure 1 illustrates the seasonal
basis of a certain group of items when computed on the online sales data over
52 weeks of the year. Seasonality for an item can be evaluated with a regression,
generally by a time-series forecasting model with time varying coeﬃcients, on
the seasonal basis. We illustrate a simple forecasting model that incorporates
seasonal basis in (1). However, this regression can lead to unreliable results for
two reasons. First, in the span of a short time-series, individual seasonal basis
might not be orthogonal. For e.g., in Fig. 1, basis 2 and 3 from PCA have very
similar curve from week 20 to 35 and same with SPCA for weeks 35 to 52, which
makes it impossible to disambiguate between them if a time-series only had data
for those weeks. One solution is to work with fewer basis; but unless one always
works with one basis, there is no guarantee that they would be orthogonal for
every segment. This is a big issue when a vast majority of items being forecasted
don’t even have a year of data.
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Fig. 1. Seasonal factors computed with diﬀerent methods on a group of items from
walmart-ecommerce. Notice how basis 2 and 3 from PCA have very similar curve from
week 20 to 35 and same with SPCA for weeks 35 to 52. This makes it impossible to
disambiguate between the two basis if a time-series only had data for those weeks.
This leads to unreliable estimate of seasonality and hence unreliable forecasts. Unless
one works with only one basis, this problem is inevitable; hence the notion of disjoint
support basis that lead to orthogonality for every segment. DS-basis only have one
non-zero component at a time– the curves sometimes seem to overlap as one basis goes
from zero to non-zero and another from non-zero to zero.
Another, a more intuitive problem, is that not all parts of the year are related
to each other. For an item, sales in February may have no relation to sales in
September, but may be related to sales in December. Hence, we should not be
modifying forecasts for the entire year based on the sales during a part, which
is what happens in general. Fortunately, both problems lead to one solution.
To solve the ﬁrst problem, we enforce a stricter notion of orthogonality where
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every segment of two vectors is orthogonal; it can be shown to be equivalent to
them having Disjoint Support (DS). Figure 1 illustrates DS-basis. They solve the
second problem as well by segmenting the year into diﬀerent weeks which exhibit
a distinct behavior. However, with disjoint supports there is only one curve to
model the variation during any part of the year, which is not always true when
one considers a large group of possibly unrelated items. So, one way of viewing
DS-basis is as a strong regularizer imposed on a group of items which forces their
sales to follow one curve during the seasonal events. This is not recommended
for the entire catalog together, but for groups of related items in the catalog
hierarchy.
In this paper, we will study how to compute DS-basis, both with theoretical
results, and practical lessons learned in applying it at walmart e-commerce. We
show that DS-basis for a low rank matrix can be computed in polynomial time.
Our proof relies on bounding the number of regions of a low rank hyperplane
arrangement. For general matrices, we show that the problem is NP-hard, with
a reduction from graph coloring. We also give a constant factor approximation
algorithm, and prove hardness of approximation results.
When applying this technique at Walmart E-Commerce, we observed multi-
ple anomalies in the basis computed, compared to our domain knowledge. This
is because real world datasets are noisy and there are many factors that lead
to variation in sales that cannot be accounted for. We propose certain temporal
regularizations that can overcome this noise, by exploiting the fact that our data
is a time-series. Computing the basis with these regularization entails learning
in Switching State Space Models which is often done with moment-matching
Kalman Filters [5]. We propose an alternative faster approach that leverages
forward-backward algorithm for estimation in HMM, to achieve the same accu-
racy, in less execution time.
Our experiments demonstrate that forecast accuracy is markedly improved
for items with short history. Further empirical evaluations are done on a synthetic
dataset for a more detailed comparison. This paper is organized as follows: Sect. 2
gives some background and discusses the related work, and we describe our
approach along with the computational complexity of the problem in Sect. 3, and
Sect. 4, which focuses on a more general problem with temporal regularizations.
Section 5 has the empirical evaluation of our approach conducted on walmart
e-commerce, and a synthetic data.
2 Background and Related Work
Related Work. The general approach of estimating seasonality is by decom-
posing the time-series into mean, trend and seasonal components, see [6] for
an example. The seasonal component can be modeled as a cyclic/periodic com-
ponent in the form of a triginometric series. However, because of leap years,
seasonality in our setting is not the same as periodicity. However, it can still
be computed by a regression of observation with the week number– but as we
already pointed out this approach does not work for short series. One could still
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use hierarchical regressions [7] commonly used in panel data– in this approach
we would use item catalog to specify a hierarchy of items, however this approach
does not scale well to large datasets we use. This is inherent to the method
itself because of computations involving large covariance matrices. Also, gener-
ally some sort of clustering is needed before applying these methods as described
in [8].
The application of forecasting to settings like ours is relatively new, but
the idea of seasonal factors is not new and has been investigated by others as
well. For e.g., [9,10], explore Non-Negative Matrix Factorization (NMF), and
Principal Component Analysis (PCA) respectively. In this paper, we are focused
not on the particulars of whether factors be non-negative, or sparse or smooth;
instead we are proposing that they have disjoint support which is an orthogonal
idea that can be used along with each of these approaches. We build upon PCA
since it is the most common way of estimating factors.
Notation. Given a vector v, we denote coordinate i by vi. For a matrix M , we
denote row i and column j with M [i, j]; column i with mi. We say vectors u,
v have disjoint support iﬀ ∀i, uivi = 0. The reason we are interested in them is
because they ensure orthogonality of arbitrary segments of u, v. For a natural
number n, [n] denotes the set {1, 2, . . . , n}.
Forecasting with Seasonal Basis. Since this paper is about computing season-
ality, we won’t delve into the forecasting models, but we do want to illustrate how
seasonality is incorporated in forecasting to motivate the problem. The following
is a simple univariate local-level model which has a mean component μ and a sea-
sonality component that is expressed by seasonal basis that form rows of H.
yt = μt + hTs(t)αt + t t ∼ N(0, σ2),
μt = μt−1 + ηt ηt ∼ N(0, λμσ2),
αt = αt−1 + ωt ωt ∼ N(0, λωσ2Ik) (1)
where s(t) denotes the season at time t. For e.g., if we are making weekly forecasts
it will be between 1 to 52, for daily forecasts it would vary from 1 to 365. One
could add more components to the model like trend, and include price and
calendar eﬀects. Furthermore, this could be generalized to a multivariate model.
Problem Statement. Let Y be an n × p sales matrix, where p is the number of
seasons, for e.g. p = 52 in Fig. 1. We will assume that rows of Y are centered to
take out the eﬀect of mean. Also, note that Y can have missing values. Our goal in
this paper is to express Y as WH, where W is an n×k matrix of basis coeﬃcients,
and H is a k × p matrix whose rows have disjoint support and HHT = I, that
minimize ‖Y − WH‖2F , which is same as maximizing Tr
(
HY T Y HT
)
. Note that
the constraint HHT = I is just for uniqueness; we could also enforce WT W = I
instead– depending on the algorithm one constraint is preferred over the other.
We will extend the problem further by adding some temporal constraints on the
rows of H in Sect. 4. k is typically a small number, and hence would be assumed to
be a bounded constant when stating complexity results throughout this paper.
Disjoint-Support Factors and Seasonality Estimation in E-Commerce 81
Input: Yn×p = Un×rVr×p, #factors
k
Output: W , H
Zr×k ← variables from a rk-D space
S ← ⋃1≤i≤p
⋃
1≤j1<j2≤k{vTi zj1 ±
vTi zj2 = 0 }
r(S) ← regions of arrangement S
opt ← 0
for regions ∇ ∈ r(S) do
Support(i) ← argmaxj
(
vTi zj
)2
,
∀i ∈ [p]
Mj ← columns of Y with
support j, ∀j ∈ [k]
currOpt ← ∑ki=1 σ21(Mi)
if currOpt > opt then
opt ← currOpt
H ← right singular vectors
of Mi, i = 1..k
end
end
W ← Y HT
return W , H
Algorithm 1. Computing DS-basis
for a low rank matrix
Fig. 2. Consider functions 1.x2, 2.y2, 3.
(x + y)2. The above arrangement of lines
partitions 2D-space into regions which are
annotated with 1/2/3 according to which
function is maximum in that region. The
lines are just f ± g for each pair of func-
tions f2, g2.
3 Computing DS-Basis
We ﬁrst discuss the low rank case and propose a polynomial time algorithm. The
algorithm can be used in general too by applying it on a low rank projection.
We then discuss the results for general matrices including NP-hardness and
approximation results. Finally, we show how these results can be extended if
basis need to be sparse.
3.1 DS-Basis for Low Rank Matrices
We ﬁrst reformulate the problem from Sect. 2 into a form that depends only on
W , and not on the basis H. W.l.o.g, we assume ‖wi‖2 = 1,∀i ∈ [k]. Now, note
that if the ith-support is basis j, then Hj,i = wTj yi. Hence, it follows that the
optimal W can be found by maximizing:
p∑
i=1
max
((
wT1 yi
)2
, . . . ,
(
wTk yi
)2)
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s.t. ‖wi‖2 = 1, i ∈ [k]. Now we use the fact that that Y is low rank to express
it as Y = UV , and replace W , nk variables, with variables Z = WT U , only kr
variables. We can then reformulate the objective as:
p∑
i=1
max
((
zT1 vi
)2
, . . . ,
(
zTk vi
)2)
(2)
maximization of a low-rank convex function over the unit sphere. A Polynomial
Time Approximation Algorithm (PTAS) for this problem is possible by iterating
over the unit sphere for Z, by discretizing it into grids of small size, and using
the property that the change in objective is bounded by 2, for a perturbation in
Z of . This has been already discovered in [11], and similar approach has also
been used in [12] to maximize a class of quasi-convex functions. But in neither
of these cases, is an algorithm with polynomial running time independent of the
error  still known. In this paper, we present such an approach, that can also
extend the result in [11] from PTAS to PTIME, and we hope can be extended
to more low rank convex maximization problems as in [12].
Algorithm 1 and Fig. 2 present the algorithm for computing DS-basis of a
low rank matrix. We restate that k and the rank of Y are assumed to be small
constants in this section. Formally:
Theorem 1 (Computing DS-basis of a low rank matrix is in PTIME).
Given a matrix Y of rank r, we can compute DS-basis H of Y in time O
(
prk+4
)
3.2 DS-Basis for Arbitrary Matrices
Once we venture beyond low-rank matrices to arbitrary matrices, the problem
becomes NP-hard as we prove below.
Theorem 2 (Computing a DS-basis of even constant size is NP-hard).
Finding a DS-basis H that maximizes Tr
(
HY T Y HT
)
s.t. HHT = Ik is NP-
hard for any fixed k ≥ 3.
In general, it would be good to know how close one could approximately solve
the problem for a general matrix. We give an incomplete answer by proving both
lower and upper bounds on the optimal hardness of approximation. It would be
great if the two matched so we knew how close an approximation is possible in
polynomial time, but we leave that as an open problem.
Theorem 3 (Approximating a DS-basis of size k). Let maxHTr(HY T
Y HT ) be opt∗, where H is a DS-basis and HHT = Ik. Then opt∗, can be approx-
imated to a ratio 1/k in PTIME. Furthermore, unless P = NP, it cannot be
approximated to a ratio better than 1 − 1/p in PTIME.
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Implications for Sparse PCA. Algorithm 1 is very general in its scope, in that
it ﬁrst shows that there are only a polynomial and not exponential number of
possible supports one needs to consider when looking for disjoint support of a low
rank matrix. Of course, given the support one still needs to ﬁnd the basis, which
reduces to ﬁnding the dominant eigenvector of a low rank matrix. The framework
extends to solving for principal components with a particular constraint as well,
so long as the second stage is still tractable. In case of sparse pca, for instance,
one can ﬁnd the principal component of a low rank matrix with either l0/l1
constraint in polynomial time [13,14]. Hence the tractability results extend to
these cases as well.
4 Adding Temporal Regularization
As can be seen from Fig. 1, DS-basis sometimes look counterintuitive, when
the non-zero component switches between consecutive weeks of year for a short
period of time. In general, we expect the year to be divided into contiguous seg-
ments of weeks that form the support for a basis, and non-contiguous supports
are implausible. But in a noisy real-world dataset like ours, it can be hard to get
to the optimal solution due to the presence of multiple outliers and other noise.
To counter the noise, we enforce this domain knowledge via a prior/regularizer
over the simple gaussian factor analysis approach as follows. We model the sup-
port using a Hidden Markov Model (HMM) that encourages consecutive time-
periods to have similar support. However, we also have to account for the fact
that our data is a time-series. This means we expect our basis curves to be
smooth and not change too much from one time point to another.
yt = wxtHxt,t + t t ∼ N
(
0, σ2I
)
Pr (xt|xt−1) = ρ1xt=xt−1 + (1−ρ)/(k−1)1xt =xt−1
ht = ht−1 + ηt ηt ∼ N
(
0, λσ2I
)
(3)
These two regularization work against each other. Regularization on the support
indicator xt tries to put consecutive seasons in the same support– this is tuned
with the parameter ρ, if it is 1/k, supports can change arbitrarily between time
points, while if ρ = 1, consecutive weeks must have the same support leading
to only one non-zero basis. There is also a penalty on the diﬀerence in basis h
between consecutive weeks, controlled by parameter λ– higher λ means lower
penalty, while λ = 0 forces h to be constant. The seasonality and segmentation
achieved with these regularizations look more natural, and as we will show in
Sect. 5, lead to better forecast accuracy as well. However, because the consecutive
supports are correlated, an approach like Algorithm 1 is no longer applicable.
Equation 3 is a special case of Switching State Space Models (SSSM) which
combine ideas from HMM and State Space Models (SSM) to allow for both dis-
crete and continuous hidden states. Unlike SSM, computing the distribution of H
given W has been recognized as intractable in SSSM [15]. The hardness of com-
puting posterior state distribution stems from the fact that at each time point,
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Input: Sales Matrix Y (n × p),
initial W = W 0, parameters
k, σ, ρ, λ
Output: W , H
W ← W 0
while H has not converged do
// Compute H,x given W
Compute states xt, ht with
GPB(1) smoothing [5, 17]
Normalize each row of H to
norm 1
// Compute W given H
W ← Y HT
end
return W ,H
Algorithm 2. AM-GPB(1) algo-
rithm to compute DS-basis
Input: Sales Matrix Y (n × p),
initial W = W 0,parameters
k, σ, ρ, λ
Output: W , H
W ← W 0
while H has not converged do
// Compute x given W
Compute xt using Viterbi
algorithm
// Compute H given x
for i ∈ [k] do
s ← {j | xj = i} // columns
with support i
Ys ← matrix with columns
yj∀j ∈ s
L ←
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
1 −1 0 0 . . . 0
−1 2 −1 . . . . . .
...
0 −1 2 −1 . . . 0
0
. . .
. . .
. . .
. . . 0
...
. . .
. . . −1 2 −1
0 . . . 0 0 −1 1
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
hi ← ﬁrst eigenvector of
Y Ts Y + L/λ
end
// Compute W given H
W ← Y HT
end
return W ,H
Algorithm 3. AM-HMM algorithm
to compute DS-basis
we have k possibilities corresponding to the values of xt. The ﬁnal posterior thus is
a mixture of kp gaussians. Various approximations have been used in the literature
to deal with this intractability. The most common is to modify the kalman ﬁlter
by merging the k gaussians into 1 gaussian at each step [5,16,17]: the resulting
ﬁlter is called GPB(1). This leads to a natural alternating minimization scheme,
which we call AM-GPB(1), summarized in Algorithm 2: computeH givenW using
GPB(1), and W given H using regression. Time complexity per iteration can be
shown to be O
(
npk4
)
, dominated by the time for GPB(1).
Disjoint-Support Factors and Seasonality Estimation in E-Commerce 85
However, GPB(1)-smoothing is expensive and the execution cost builds up
because of the repeated calls involved with the alternating minimization involved.
We also pursue an alternative way in which we put more emphasis on ﬁnding
states x instead. Observe that given support x, we can ﬁnd basis i as the ﬁrst
eigenvector of Y (i)T Y (i) +L/λ, where Y (i) is the matrix with columns of support
i from Y , and L is a tridiagonal matrix with 2 on diagonal, except the ﬁrst
and last, and −1 oﬀ-diagonal. Also, once we know H, W is just Y HT . Now, we
use W to ﬁnd x using the forward backward algorithm for state estimation in
HMM. Note that this step completely ignores H, and just ﬁnds optimal x for the
given W . In other words, while GPB(1) smoothing focuses more on estimating
H, this approach puts more emphasis on x. The time complexity per iteration
now is O
(
npk + p3
)
. We call it AM-HMM, summarized in Algorithm 3, and it
also leads to a faster execution time as we will demonstrate empirically.
5 Empirical Evaluation
In this section, we will look at the impact of DS-basis on forecast accuracy in
a real-world dataset, and also explore the robustness and performance of the
algorithms proposed in this paper on a synthetic dataset. Our implementation is
in C++ and R, and experiments are conducted on a MacBook Pro with 16GB
memory and 2.5 GHz Intel i7 processor.
5.1 E-Commerce Data
In this section, we use sales data from Walmart E-Commerce. 20 groups of items
from diﬀerent sections of the catalog are selected, with sizes varying from about
2K to 10K, for a total of around 50K items. We should point out that these
groups were not manually selected; they are actual groups of items assigned to
a particular category in the catalogue. In that sense, the items they contain are
representative of an e-commerce assortment. We will compare the forecasts from
local level model in (1) with k = 3, λμ = λω = 0.1. For forecasts, we choose
six diﬀerent weeks of year distributed throughout year. For each week, we fore-
casted six weeks ahead. Our benchmark for comparison are seasonal factors gen-
erated using PCA. To compare how a new forecast f compares to benchmark g, we
look at the metric of percentage improvement oﬀered by f over g: |f−s|−|g−s|/|f−s|,
where s is the sales. We compute DS-basis for each group using Algorithm 11, and
DS-basis(temporal) with temporal regularization is computed using AM-HMM.
Figure 3 shows that there is a stark diﬀerence in comparison when it comes to
items with less than a year of history and items with long history, with median
improvement of 20–30% possible with DS-basis. This is in accordance with the
argument made in Sect. 1 that having orthogonal basis is not suﬃcient when
the time-series involved are short, since it can be hard to disambiguate between
1 We don’t explore the full search space but use randomization to run within a time
budget.
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Fig. 3. Median Percent Improvement
in error for items with less than or more
than one year of sales history by using
DS-basis over principal components.
Improvement is |f−s|−|g−s|/|f−s|, where
s is sales, f, g are forecasts using sea-
sonality from PCA and DS-basis. DS-
basis was computed using Algorithm 1,
and DS-basis(temporal) with tempo-
ral regularization is computed using
Algorithm 3
Fig. 4. Average Percent Improvement in
error for items with a certain week of sales
data; the shaded region shows the 95%
conﬁdence interval. This shows signiﬁcant
improvements for items with short time-
series. Improvement is |f−s|−|g−s|/|f−s|,
where s is sales, f, g are forecasts using
seasonality from PCA and DS-basis com-
puted by AM-HMM respectively.
diﬀerent factors in a short time-span. But not only do we see improvements
for short time-series, we don’t experience any penalty for long time-series when
using DS-basis(temporal) which is encouraging since it means the approach can
be deployed for all items and not restricted to short series.
Figure 4 describes in detail how the improvement oﬀered by DS-basis
(temporal) varies with length of history a time-series has.We only plot the average
improvement for items with given weeks of history to minimize the clutter of the
graph resulting from too many points. Figure 4 shows, if we ignore the beginning,
till say 10 weeks, there is a clear and marked improvement for items with less than
60 weeks of sales, often about 10–25%. For items with less than 10 weeks of history,
initialization is the dominating factor, and performance is very volatile. From 50
to 150, most of the times improvement is positive, but after 150 weeks, there is no
signiﬁcant improvement.
5.2 Synthetic Data
In this section, we will evaluate our algorithms for computing DS-basis, and
see if they are eﬀective in ﬁnding the underlying basis and observation in the
presence of noise and outliers, assuming that the underlying basis does have
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Fig. 5. RMSE in recovering true data
using various decomposition methods
as the fraction of noisy outliers in the
data is increased.
Fig. 6. Time taken per iteration for the
two methods of computing smooth DS-
basis
disjoint support. For this, given 0 ≤ f ≤ 1, we generate a matrix M of dimension
1000×52 as M = WH++μ, where W is 1000×3 matrix of N (0, 1), and H is a
3× 52 smooth disjoint support factor where factors vary from one time-point to
another by N (0, 0.1).  is N (0, 1) error and μ is outlier noise: with probability f
it is N (0, 10), else it is zero. Now to simulate the missing data, we divide rows of
M into 50 groups and from each group remove the ﬁrst 0, 1, . . . , 49 entries. Note
that M is then about 50% sparse, but in a stair-case fashion since we assume
the data is time-series and hence the missing data is at the beginning and not
at random. We want to see now if one can recover true data: WH. We will look
the Root Mean Square Error (RMSE); because of the construction of M , an
algorithm that can recover the true H can achieve an rmse of 1 from WH on
average, because of . But that requires being able to work through missing data
and outlier noise μ.
Figure 5 shows the rmse achieved by diﬀerent methods as the fraction of
outliers f is varied. We see that AM-HMM is remarkably robust to noise and
can recover the true basis even with many outliers. AM-GPB(1) is also close
but as f is increased, it does slightly worse in recovering the basis. PCA does
not work well at all in this scenario, and computing DS-basis without temporal
regularization performs much worse as f increases. This illustrates why in real-
world data with many outliers having temporal regularization is crucial when
we know the underlying basis is smooth.
Figure 6 compares the execution time of AM-HMM and AM-GPB(1) as the
rows of M are varied from 1K to 10K. Even though asymptotically, the two
approaches have linear running time, in our experience AM-HMM is the only
one that scales well for large groups, and we can see this in the rapidly increasing
diﬀerence as we approach 10K items in the plot.
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Abstract. Identifying events in real-time data streams such as Twitter
is crucial for many occupations to make timely, actionable decisions. It is
however extremely challenging because of the subtle diﬀerence between
“events” and trending topics, the deﬁnitive rarity of these events, and
the complexity of modern Internet’s text data. Existing approaches often
utilize topic modeling technique and keywords frequency to detect events
on Twitter, which have three main limitations: (1) supervised and semi-
supervised methods run the risk of missing important, breaking news
events; (2) existing topic/event detection models are base on words,
while the correlations among phrases are ignored; (3) many previous
methods identify trending topics as events. To address these limitations,
we propose the model, PhraseNet, an algorithm to detect and summa-
rize events from tweets. To begin, all topics are deﬁned as a clustering of
high-frequency phrases extracted from text. All trending topics are then
identiﬁed based on temporal spikes of the phrase cluster frequencies.
PhraseNet thus ﬁlters out high-conﬁdence events from other trending
topics using number of peaks and variance of peak intensity. We evalu-
ate PhraseNet on a three month duration of Twitter data and show the
both the eﬃciency and the eﬀectiveness of our approach.
Keywords: Event detection · Phrase network · Event summarization
1 Introduction
It has been of interest for many years to have an automated tool to alert and
summarize newsworthy events in real-time. Identifying events in real-time is
crucial for many occupations to make timely, actionable decisions. It is shown to
be extremely challenging to identify these events because of the subtle diﬀerence
between “events” and trending topics, the deﬁnitive rarity of these events, and
the complexity of modern Internet’s text data. Existing approaches often utilize
topic modeling technique and keywords frequency to detect events on Twitter,
which have three main limitations:
c© Springer International Publishing AG 2017
Y. Altun et al. (Eds.): ECML PKDD 2017, Part III, LNAI 10536, pp. 89–101, 2017.
https://doi.org/10.1007/978-3-319-71273-4_8
90 S. Melvin et al.
1. Supervised and semi-supervised methods run the risk of missing important,
breaking news events [3,5,10,12–14]. These methods share one common weak-
ness, they rely on the seeding of keywords for their tool or human labeling
of tweets to train their models. This approach runs the risk of missing some
events since their model is scoped to identify only events that fall under their
static list of keywords.
2. Many previous methods mistakenly identify trending topics as events [8,11],
however the description of an “event” is a unique sub-component to all “top-
ics”. Figure 1 shows the diﬀerence between event distribution (Paris terrorist
attack) and topic distribution (discussion of social media photos).
3. Existing methods [1,19] summarize their results with a small grouping of
keywords that do not convey enough information for a user to know in real-
time what occurred. These models are also base on unigram words, while the
correlations among phrases are ignored.
To address the above limitations, we propose PhraseNet, a model for event
detection using phrase network. Our method begins by extracting the high-
frequency phrases from tweets. Each frequent phrase and relationship between
phrases are then represented in a phrase network. A community detection algo-
rithm is applied to the phrase network to identify a grouping of phases which we
deﬁne as event candidates. Finally, the high-conﬁdence events can be identiﬁed
by three criteria extracted from the event candidate distributions over time: (1)
number of peaks in distribution, (2) intensity of peaks and (3) variance of the
distribution.
Deﬁning the unique features of an event is key in designing an event detection
model. Consider an event such as the Paris terrorist attack on the oﬃces of
Charlie Hebdo. As you can see in Fig. 1, the words to describe the event spike
in a collective frequency on the day of the attack with only a couple of peaks
post event. In contrast, words used in the discussion of the non-event topic of
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Fig. 1. A comparison between the distributions of an event and a topic. This ﬁgure
shows the normalized frequency distribution between a non-event topic discussion of
social media photos (right) and the event distribution describing the Paris Terrorist
Attack (left) at the oﬃces of Charlie Hebdo.
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social media photo opinions spike in frequency during several diﬀerent time steps
throughout the data. Therefore, the characteristic of an event’s distribution is
deﬁned to have very few peaks because an event description is usually unique;
not normally shared by many other events.
In addition, non-event topics are discussed by the masses rises and falls with
similar frequency throughout time because of the common interest in such topics
stays fairly consistent. However, events are discussed during the occurrence and
post-event to discuss opinions about the event or, if the events are planned,
events can discussed prior in anticipation. These event peaks that occur prior-
and post-event will be small in frequency compared to the moment the event
occurs, therefore the standard deviation of an event’s peak intensity will be larger
than a non-event topic because of the varied interest in discussing the event. As
you can see in Fig. 1, the Paris attack was not planned, there will be no peaks
prior to the event occurrence.
Finally, our method, PhraseNet, leverages phrases and graph clustering to
group correlated phrases together and help give more context to the identiﬁed
event. You will see in Sect. 4.3 how PhraseNet summarizes compared to Twevent.
In summary, our contributions in this paper are:
1. Event detection using phrase network : We proposed the PhraseNet model to
detect and summarize events on Twitter stream which includes three steps:
(1) building phrase network using high-frequency phrases extracted from
tweets, (2) detecting event candidates using community detection algorithm
on phrase network, (3) identifying high-conﬁdence events from candidate set
using criteria such as number of peaks and variance of peak intensity in the
event candidate distributions.
2. Event summarization with phrases: The proposed model summarizes events
with phrases to give an interested user a short description and time duration
of the detected event.
3. Empirical improvements over Twevent : We evaluate the PhraseNet model on
a three month duration of Twitter data, and show that PhraseNet outper-
forms the baseline Twevent [9] by a large margin, which demonstrates the
eﬀectiveness of our model.
2 Problem Definition
In this section, we formally deﬁne a phrase as a sequence of contiguous tokens [6]:
pm = {wd,i, . . . , wd,i+n}, i + n ≤ Nd (1)
where wd,i is a word (a.k.a. token) in the i-th place of the document d; n ≥ 0.
The d-th document is a sequence of Nd tokens. A topic consists of a set of phrases
P = {p1, . . . pk} where pm is a phrase and k is the total number of phrases in
the set (m ∈ [1, k]).
A sliding window, T , consists of τ amount of time steps, t. As the sliding win-
dow moves along, a sliding window mean, μT , and the sliding window standard
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deviation, σT are calculated as follows:
μT =
1
τ
τ∑
t=1
(
k∑
m=1
F(p(t)m )) (2)
σT =
1
τ
τ∑
t=1
(
k∑
m=1
F(p(t)m ) − μT )2 (3)
where τ is the number of time steps within the sliding window and F(p(t)m ) is
the frequency of phrase pm at time step t in the sliding window T .
A trending topic, or an event candidate, is identiﬁed by a peak in topic phrase
frequency above a certain standard deviations from the topic’s mean. Therefore,
the peak is deﬁned as:
∑k
m=1(F(p(t)m )) − μT
σT
> θ (4)
where θ is user-speciﬁed threshold. Therefore, an event is an unique subset of
trending topics, or event candidates, that is formally deﬁned in this method as
a phrase cluster with very few peaks (≤ α), a high frequency intensity of a peak
(≥ β), and the largest standard deviation in peak height (≥ χ).
3 Approach
3.1 Creating the Phrase Network
As mentioned in Sect. 2, to identify these phrases, the ToPMine algorithm [6]
was used to identify the frequent phrases for a certain unit of time (e.g. an
hour) t and to partition each tweet into a combination of frequent. ToPMine
algorithm includes two phases: (1) parse all the words into text segments; (2)
create a hashmap of phrases and recursively merge if phrases appear frequently
enough together.
The second phase is a bottom-up process that results in a partition on the
original document that, when completed, creates a “bag-of-phrases.” For exam-
ple, the following tweet: american sniper wins for putting bradley in that body
#oscars2015. Would be partitioned with the following phrases with a minimum
support of 50: american sniper, bradley.
Now each frequent phrase found is considered a node in a graph. The edges
between each frequent phrase reﬂect the co-occurrence of the phrases in the
same tweet. The weight to the edge, we, is the Jaccard coeﬃcient deﬁned as
we =
F(pa∧pb)
F(pa)+F(pb) , where the edge connects the phrases pa and pb.
To calculate the most frequent co-occurring phrase pairs eﬃciently, the FP-
Growth algorithm [7] was used. In this research, brute force scanning and tallying
up co-occurrences became a bottleneck in PhraseNet, however, the FP-Growth
exhibited the speed necessary to keep PhraseNet a real-time algorithm.
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3.2 Phrases Clustering
After the graph is constructed, it is clustered into communities of phrases using
the Louvain community detection method [2], which maximizes the modularity.
The clusters identiﬁed by this method are event candidates. Hence, output for
this stage is the set of event candidates Ξ = {P1, . . . ,Pc} where c is number of
event candidates in all time steps. The details are shown in Algorithm1.
ALGORITHM 1. Phrase network construction and event candidate
detection
Data: Frequent patterns of phrases P = {pi, F(pi)}
Result: List of event candidates, Ξ = {P1, . . . , Pc}
1 Graph G=(V,E)
2 for pi, F(pi) in P do
3 for pa, pb in pi where a = b do
4 if pa ∈ V then
5 V = V ∪ pa
6 if pb ∈ V then
7 V = V ∪ pb
8 e = (pa, pb)
9 e.weight = F(pa ∧ pb)/(F(pa) + F(pb))
10 E = E ∪ e
11 Ξ = LouvainClustering(G)
12 return Ξ
3.3 Merging Event Candidates Across Time Steps
Since events could potentially carry on beyond the set time interval, each event
candidate Pi is measured against the other event candidates of the next time
step to measure whether the two event candidates should merge. The criteria
used to determine the merge is the similarity score deﬁned by Eq. (5). If the two
event candidates with the highest score have a score greater than a threshold
(we set 0.5 in this paper), then the event candidates will merge.
similarity = max
(
∑
ps∈(Pi,t∩Pi,t + 1)
ws
∑
pr∈Pi,t
wr
,
∑
ps∈(Pi,t∩Pi,t + 1)
ws
∑
pj∈Pi,t + 1
wj
)
(5)
For each time interval there is a set of phrase, P at time step t. Each phrase,
pm has a weight, wm associated with it that will be normalized by the total
number of phrases in the time interval t, denoted as n in the equation below.
wm =
F(pm)∑n
i=1 F(pi)
(6)
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On completion of merging there remains a set of unique event candidates
are maintained through all time steps. The event candidate distribution over
time is created by deﬁning the frequency of the phrase cluster over each time
step. The frequency of a phrase cluster P will be denoted as F(P). Therefore,
F(P) = ∑km=1 wm which is the sum of all phrase weights contained in the
phrase cluster that make up P.
3.4 Peak Detection
PhraseNet identiﬁes potential events by ﬁrst identifying the trending topics.
Trending topics are discussions on a subject that becomes, all of a sudden,
popular. To deﬁne “all of a sudden,” the z-score was used to calculate the phrase
cluster frequency, F(P), is θ standard deviations above the sliding window mean,
μt. The z-score was used to better identify peaks in a noisy environment. For
example, a planned event may be discussed in advance thus showing a F(P) >
μt, however, these discussions are only small bumps compared to the height of
the phrase community on the day of the planned event. To clarify the day and
the duration of the event, whether planned or not planned, z-score helps ﬁlter
the larger spikes in frequency compared to the small bumps.
Some events last longer than a time step, therefore, the sliding window aver-
age is updated as it slides, however a damping coeﬃcient, ωt, is used to weight
the phrase communities’ peak. Therefore, the sliding window average shown in
Eq. (2) is updated as follows:
μT =
1
τ
τ∑
t=1
ωt(
k∑
m=1
F(p(t)m )) (7)
where ωt is zero for non-peak topic time steps and during peak time intervals of
a topic the coeﬃcient is 0 ≤ ωt ≤ 1 where ωt ∈ R. The exact deﬁnition of ωt is
a parameter for the user to deﬁne.
Finally, to focus on event candidate peaks, all time steps where the phrase
community did not show a peak, their phrase community frequency is lowered
to zero, however, all peak identiﬁed time steps maintain the phrase community
frequency,
∑k
m=1 F(p(t)m ). This ﬁltering is shown in Fig. 1.
Lastly, all event candidates are held to a certain threshold of key features
and then sorted: the least number of peaks (αi > αj where i = j), the largest
standard deviation of peak heights (βi < βj where i = j), and the highest peak
intensity (χi < χj where i = j). The last feature (χ) is used to merely sort
between the most popular phrase groups to aid in identifying the most urgent
events. The ﬁrst γ of the event candidates are considered events. Each event
that has a peak on the same day as another event are joined together for a total
summary of the time step occurrences.
4 Results
It will be shown in this section how accurate and quick PhraseNet identiﬁes
events in comparison with Twevent.
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4.1 Data and Parameters
Data was collected using Twitter’s REST API1 for the time period of January 1,
2015 to March 31, 2015. The sliding window for each time step was set for 24 h,
from midnight to midnight. The experiment dataset only used English tweets
thus using a total of 2,747,808 tweets. Each tweet was preprocessed to expand all
contractions, all non-English characters were removed, and all stop words were
removed.
The ToPMine algorithm uses the minimum support of 40 to ﬁnd all frequent
phrases and phrases were given a limit to search no more than 5-gram. In addi-
tion, the FP-Growth algorithm used a minimum support of 8. The θ value was
placed at a 3, which means all event candidate peaks are identiﬁed as more than
3 standard deviations above the sliding window mean. The dampening coeﬃ-
cient, ωt, weight was deﬁned as 0.1 and the allowed window of time for a true
positive event peak to occur consisted of the true event date ±5 days. Lastly,
the event key feature thresholds are the following: α = 10, β = .05, and χ = .5.
4.2 Experiment and Evaluation
Since ground truth was not available for this dataset, ground truth was deﬁned
from the “On This Day” website2 and by various other reliable news sources.
From the “On This Day” website, all events were ﬁltered to only include English
speaking country events (i.e. United States, England, Australia, Canada, and
New Zealand) and terrorist attacks. In addition, all national holidays celebrated
by the United States, U.K., Australia, Canada, and New Zealand identiﬁed in
Wikipedia were added to the ground truth. Lastly, all sports related events were
found via ESPN, BBC Sport, or NFL websites. Under this deﬁnition of ground
truth, there are 102 events in total.
A sampling of true positives found by PhraseNet are listed in the table found
in Table 1. This table exhibits the correlation of sub-events identiﬁed by peaks
within the same time step. For example, the Grammy Awards are described by
PhaseNet with some of the winners’ names and included the word “Kanye” and
“Beyonce” to note the fact that Kanye, again, interrupted a Grammy winner’s
speech to stick up for his friend Beyonce.
Considering the ground truth for identifying and labeling all true positives,
false positives, and false negatives, it is impossible to determine every event that
occurred within the data time frame, therefore this research uses the metrics
of precision and recall. To show the trade oﬀ between precision and recall, the
F1 score is also provided for comparison. Precision is deﬁned as the number of
event candidates that correlate to known events divided by total number of event
candidates. Recall is deﬁned as the number of unique events detected divided
by the total number of events possible listed in the ground truth. The ﬁnal
performance of PhraseNet is shown in Fig. 2 and detailed further in Table 2. It is
1 https://dev.twitter.com/rest/public.
2 http://www.onthisday.com/events/date/2015.
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Table 1. A sampling of events identiﬁed and summarized by PhraseNet.
Date of event detected Description of event PhraseNet phrase set
January 1, 2015 Steven Gerrard announced he will be
leaving the Liverpool soccer team at
the end of the season
gerrard, steven
January 5, 2015 ESPN longtime host, Scott Stuart,
died at the age of 49
espn, sportscenter, stuart scott, rip
January 7, 2015 Terrorist attack at a newspaper
oﬃce, Charlie Hebdo, in Paris,
France
charlie, hebdo, paris, attack, jesuischarlie,
charliehebdo
January 11, 2015 72nd Golden Globes where George
Clooney won a lifetime achievement
award
clooney, george
January 15, 2015 Oscar Nominations are Announced oscar, nominations
January 15–19, 2015 Pope Francis visits the Philippines
for the ﬁrst time in 20 years
francis, philippines, pope
January 21, 2015 Barack Obama gives the State of the
Union (sotu) speech
union, state, sotu, address, president,
barackobama, obama
January 24, 2015 Golden State Warrior scores the
most NBA points and the most
3-pointers in a quarter
quarter, point
January 24, 2015 FA Cup in the 4th Round cup, fa
January 25, 2015 WWE Royal Rumble rumble, royal, royalrumble, wwe
January 31, 2015 Anderson Silva vs. Nick Diaz UFC
183 Fight
silva, diaz
February 1, 2015 103rd Men’s Australian Open where
Novak Dokovic defeats Andy Murray
murray, andy
February 8, 2015 Grammy Awards ceremony where
“Stay With Me” by Sam Smith won
best song, Beck was given Album of
the Year, and Kanye West almost
interrupts Beck’s speech to argue
that Beck’s award should go to
Beyonce
grammys, give, win, year, brits, kanye, west,
beyonce, congrats, show, live, performance,
watch, beck, awards, ago, pharrell, sam
smith, night, samsmithworld, artist,
nominated, tonight, shit, won, enter, album,
connorfranta
February 14, 2015 Valentine’s Day ago, gift, house, valentine, birthday, card,
year, cards, red, blue, blackhawks, art, gift,
violets, valentine day, roses, special,
tomorrow, red, carpet
February 25, 2015 BRIT Awards brits, awards, brit, awards
March 5, 2015 Harrison Ford crash lands his plane ford, harrison
March 10, 2015 The family of Marvin Gaye win a
record $7.3 million lawsuit for music
copyright infringement (song:
“Blurred Lines”)
lines, blurred
March 12, 2015 Sir Terence “Terry” Pratchett dies terry, pratchett
March 16, 2015 Two police oﬃcers were shot in
Ferguson
ferguson, shot, police
March 24, 2015 Co-pilot commits suicide by crashing
Germanwings ﬂight in the French
Alps
germanwings, cockpit, pilot, locked, crash,
plane french, alps, crash, plane
March 26, 2016 U.S.A. Indiana Religious Freedom
Act Protest
indiana, law, religious, freedom
Event Detection and Summarization Using Phrase Network 97
seen in the table that the best trade oﬀ between precision and recall is when γ
is 480 giving an F1 score of .54.
Fig. 2. This ﬁgure portrays the Precision@N and Recall@N where the N refers to the
PhraseNet parameter γ. As you can see from this graph, as more event candidates are
considered as events, the recall increases to almost 100%, however, with the increase
in recall the precision of PhraseNet begins to slightly decrease.
Table 2. This table shows the Precision@N, Recall@N, and F1 Score of PhraseNet. As
you can see, the best precision occurs when γ is set to 40, however, the recall becomes
the best when γ is set to 520. To determine the best trade oﬀ between precision and
recall, is shown by the F1 of .54 when γ is 480.
γ = 20 γ = 40 γ = 80 γ = 260 γ = 400 γ = 480 γ = 500 γ = 520
Precision@N 55% 63% 48% 36% 36% 40% 39% 39%
Recall@N 8% 14% 21% 60% 78% 84% 85% 86%
F1 Score .14 .23 .29 .46 .491 .542 .537 .541
For comparison, Twevent was used since it is the most similar state-of-the-
art phrase event detection method. Twevent’s source code was provided by the
authors without the segmentation source code, therefore, the PhraseNet ToP-
Mine output was used to create the necessary segments. In addition, the authors
of Twevent speciﬁed to set the prior probability of segments to 0.01 based upon
their previous calculations from Wikipedia and Microsoft N-Gram Web, how-
ever, it was found that the prior probability that gave the best F1 score was
.001, therefore, it was used for the comparison.
As you can see in Table 3, PhraseNet shows a distinct strength in discovering
events compared to Twevent. In total Twevent identiﬁed 694 potential events for
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Table 3. Precision and Recall for the best F1 Score of both PhraseNet and Twevent.
Precision Recall F1 Score
PhraseNet 40% 84% .54
Twevent 2% 15% .04
the three months of data, however, only 22 of those were conﬁrmed true positives.
In addition, Twevent identiﬁed 11 distinct events out of 102. In comparison
when PhraseNet returned 480 potential events, 86 distinct events were correctly
identiﬁed. These results were determined with the same ground truth list and
with the all true positives were identiﬁed if found within ±5 days of the true
event date.
Figure 1 showed an example displaying the key diﬀerences between an event
distribution and a non-event topic distribution. Twevent identiﬁed the non-event
topic of social media photos as an event and the Paris attack was not even
identiﬁed, however, both of these cases were identiﬁed correctly by PhraseNet.
One reason for Twevent’s performance is the mistake of identifying a non-
event topic as an event. This is due to the mechanism that determines a “bursty”
segment. Some words are frequent, however, their popularity in usage tends to
rise and fall in its frequency throughout time. PhraseNet can ﬁnd these groups of
phrase segments and recognizes these multiple rises and falls as a characteristic
of a non-event topic.
There was one common weakness made by Twevent and PhraseNet. They
both mistakenly identiﬁed some non-event topics as events because these partic-
ular non-event topics showed event-like characteristics. For example, some artists
have an army of users spreading a marketing campaign across social media to
pre-order their new album. These types of discussions do not continue after
the initial push from the artist’s publicist, therefore, there shows a single high
frequency peak on the day of the marketing campaign, yet no other frequency
throughout the rest of the data.
4.3 Event Summarization: A Case Study
PhraseNet gives a more holistic picture about an event by leveraging phrases and
graph clustering than other phrase focused event detection methods. For exam-
ple, the Super Bowl event detected by PhraseNet consists of the following set
of phrases: superbowl, super bowl, pats, watch, year, vote, superbowlxlix, seattle,
end, patriotswin, patriots, fans, call, katy perry, music, play, hase, commercial,
f**k, s**t, depressing, game, seahawks, win, ago, nfl, chance, team, sb, halftime
show, win sb, mousetrapspellingbee, video, youtube, kianlawley. This description,
correlated, aggregated, and produced by PhraseNet, explains that the Seattle
Seahawks and the Patriots played in the NFL Super Bowl XLIL and, from the
“patriotswin” hashtag, the Super Bowl was won by the Patriots. In addition,
PhraseNet unveils that the Super Bowl half time show starred Katy Perry.
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However, Twevent [9] gives a description of the same event with the following
keywords: rt, superbowl, ve, super bowl, ll, commercial, watch, game, seahawks,
time, patriots. This description of the Super Bowl leaves out the half time show
description and who eventually won the game.
4.4 Scalability and Eﬃciency
PhraseNet can be implemented in real-time. PhraseNet has a complexity of
O(τn) where τ is the number of intervals of the sliding window (i.e. number of
documents) and n is the number of phrases within each sliding window, therefore,
it scales to be a suitable algorithm for real-time. Under the experiment setting
described in Sect. 4.1, the running time of PhraseNet is 8.12 s per time step where
the experiment was run on a Macbook Pro 2.2GHz Intel Core i7 with 16GB of
memory. It takes Twevent 45.95 s under the same setting.
5 Related Work
Twitter opens up doors to a faster way to gain information and to connect.
People became a form of social “sensors” [16]. Many event detection algorithms
have been proposed, both supervised and unsupervised, based on this platform.
Supervised Methods. Supervised methods focus on a certain set of seed key-
words or hashtags which causes the method to miss events that have never been
seen before or other important, unique, and rare events. This limits the ability of
the system to rapidly evolving with its users and the evolving environment the
users interact and live [3,5,10,12,13]. Thelwall et al. [18] showed evidence that
strong negative or positive sentiment about a subject would separate out the
events. However, the sentiment was found of a speciﬁc set of seeded keywords
and hashtags used for tweet correlation which biases the detections to past data
and recurring events.
Unsupervised Methods. Some event detection papers, such as Twevent, [9],
consider trending (aka “bursty”) topics as synonymous to events, however, not
all topics are events [8,11,20]. Other methods are more semi-supervised methods
since they need seeded events to learn from to identify events in the midst of
other topics. FRED [14] use training data labeled as “newsworthy” to aid in
seeding the model. In addition, GDTM [4] explores a graphical model approach
which relies on keywords to seed their unsupervised topic modeling. Ritter et al.
[15] developed a semi-supervised method which makes use of text annotation,
however, in the midst of an informal environment such as Twitter, annotations
could easily be mistaken. HIML [21] and EMBERS [17] methods required an
already established taxonomy to ﬁnd complex events. The taxonomy focuses on
location information given in the text, which is hardly ever the case for Twitter
data. TopicSketch [19] identiﬁes “bursty topics” in real time where topics are
deﬁned as a word used more frequently at a rate greater than a threshold and
does so uniquely. Agarwal et al. [1] similarly use keywords that occur together in
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the same tweet appearing in a short sliding window (“burstiness” of a keyword)
to identify potential events. In addition, this method uses a greedy clique clus-
tering method to incrementally ﬁnd small, dense clusters which limits the ﬁnal
description of the event.
6 Conclusion
PhraseNet has exhibited to be an unsupervised, real-time Twitter event detec-
tion algorithm that summarizes events with a grouping of phrases. PhraseNet
showed to have no bias towards certain types of events by being unsupervised,
PhraseNet distinguished out non-event topics from events, and gave a short
description of the events with a short keyword description. For potential future
work, we want to identify dependencies between events and calculate the prob-
ability of inﬂuence unsupervised.
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Abstract. Random forests are among the most popular classiﬁcation
and regression methods used in industrial applications. To be eﬀective,
the parameters of random forests must be carefully tuned. This is usu-
ally done by choosing values that minimize the prediction error on a
held out dataset. We argue that error reduction is only one of several
metrics that must be considered when optimizing random forest para-
meters for commercial applications. We propose a novel metric that cap-
tures the stability of random forest predictions, which we argue is key
for scenarios that require successive predictions. We motivate the need
for multi-criteria optimization by showing that in practical applications,
simply choosing the parameters that lead to the lowest error can intro-
duce unnecessary costs and produce predictions that are not stable across
independent runs. To optimize this multi-criteria trade-oﬀ, we present a
new framework that eﬃciently ﬁnds a principled balance between these
three considerations using Bayesian optimisation. The pitfalls of optimis-
ing forest parameters purely for error reduction are demonstrated using
two publicly available real world datasets. We show that our framework
leads to parameter settings that are markedly diﬀerent from the values
discovered by error reduction metrics alone.
Keywords: Bayesian optimisation · Parameter tuning
Random forest · Machine learning application · Model stability
1 Introduction
Random forests are ensembles of decision trees that can be used to solve classiﬁ-
cation and regression problems. They are very popular for practical applications
because they can be trained in parallel, easily consume heterogeneous data types
and achieve state of the art predictive performance for many tasks [6,14,15].
Forests have a large number of parameters (see [4]) and to be eﬀective their
values must be carefully selected [8]. This is normally done by running an opti-
misation procedure that selects parameters that minimize a measure of predic-
tion error. A large number of error metrics are used depending on the prob-
lem speciﬁcs. These include prediction accuracy and area under the receiver
c© Springer International Publishing AG 2017
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operating characteristic curve (AUC) for classiﬁcation, and mean absolute error
(MAE) and root mean squared error (RMSE) for regression problems. Para-
meters of random forests (and other machine learning methods) are optimized
exclusively to minimize error metrics. We make the case to consider monetary
cost in practical scenarios and introduce a novel metric which measures the
stability of the model.
Unlike many other machine learning methods (SVMs, linear regression, deci-
sion trees), predictions made by random forests are not deterministic. While
a deterministic training method has no variability when trained on the same
training set, it exhibits randomness from sampling the training set. We call
the variability in predictions due solely to the training procedure (including
training data sampling) the endogenous variability. It has been known for
many years that instability plays an important role in evaluating the perfor-
mance of machine learning models. The notion of instability for bagging models
(like random forests) was originally developed by Breiman [1,2], and extended
explicitly by Elisseeﬀ et al. [5] to randomised learning algorithms, albeit focusing
on generalisation/leave-one-out error (as is common in computational learning
theory) rather than the instability of the predictions themselves.
It is often the case that changes in successive prediction values are more
important than the absolute values. Examples include predicting disease risk [9]
and changes in customer lifetime value [3]. In these cases we wish to measure a
change in the external environment. We call the variability in predictions due
solely to changes in the external environment exogenous variability. Figure 1
illustrates prediction changes with and without endogenous changes on top of
exogenous change. Ideally we would like to measure only exogenous change,
which is challenging if the endogenous eﬀects are on a similar or larger scale.
Besides stability and error our framework also accounts for the cost of running
the model. The emergence of computing as a service (Amazon elastic cloud, MS
Azure etc.) makes the cost of running machine learning algorithms transparent
and, for a given set of resources, proportional to runtime.
It is not possible to ﬁnd parameter conﬁgurations that simultaneously opti-
mise cost, stability and error. For example, increasing the number of trees in
a random forest will improve the stability of predictions, reduce the error, but
increase the cost (due to longer runtimes). We propose a principled approach to
this problem using a multi-criteria objective function.
We use Bayesian optimisation to search the parameter space of the multi-
criteria objective function. Bayesian optimisation was originally developed by
Kushner [10] and improved by Mocˇkus [12]. It is a non-linear optimisation frame-
work that has recently become popular in machine learning as it can ﬁnd optimal
parameter settings faster than competing methods such as random/grid search
or gradient descent [13]. The key idea is to perform a search over possible para-
meters that balances exploration (trying new regions of parameter space we
know little about) with exploitation (choosing parts of the parameter space that
are likely to lead to good objectives). This is achieved by placing a prior dis-
tribution on the mapping from parameters to the loss. An acquisition function
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Fig. 1. Illustration of the change in predicted probability on successive days, in a
scenario where action is taken when the prediction is over a certain threshold (red
horizontal line), and some external event leading to increase in probability occurred
sometime between days n − 3 and n − 2 (indicated by the dot-dashed grey vertical
line). The solid line (blue) and dashed line (green) shows the change in the predicted
probability if the model does or does not produce a ﬂuctuation in successive predictions
respectively. (Color ﬁgure online)
then queries successive parameter settings by balancing high variance regions of
the prior (good for exploration) with low mean regions (good for exploitation).
The optimal parameter setting is then obtained as the setting with the lowest
posterior mean after a predeﬁned number of query iterations.
We demonstrate the success of our approach on two large, public commercial
datasets. Our work makes the following contributions:
1. A novel metric for the stability of the predictions of a model over diﬀerent
runs and its relationship with the variance and covariance of the predictions.
2. A framework to optimise model hyperparameters and training parameters
against the joint eﬀect of prediction error, prediction stability and training
cost, utilising constrained optimisation and Bayesian optimisation.
3. A case study on the eﬀects of changing hyperparameters of a random forest
and training parameters on the model error, prediction stability and training
cost, as applied on two publicly available datasets.
The rest of the paper is organized as follows: in Sect. 2 we propose a novel
metric to assess the stability of random forest predictions, in Sect. 3 we propose
a random forest parameter tuning framework using a set of metrics, in Sect. 4
we discuss the eﬀects of the hyper-parameters on the metrics and illustrate the
usefulness of the proposed optimization framework to explore the trade-oﬀs in
the parameter space in Sect. 5.
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2 Prediction Stability
Here we formalise the notion of random forest stability in terms of repeated
model runs using the same parameter settings and dataset (i.e. all variability is
endogenous). The expected squared diﬀerence between the predictions over two
runs is given by
1
N
N∑
i=1
[(
yˆ
(j)
i − yˆ(k)i
)2]
, (1)
where yˆ(j)i ∈ [0, 1] is the probability from the jth run that the ith data point is of
the positive class in binary classiﬁcation problems (note this can be extended to
multiclass classiﬁcation and regression problems). We average over R  1 runs
to give the Mean Squared Prediction Delta (MSPD):
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= 2Exi [Var(f(xi)) − Cov(fj(xi), fk(xi))], (3)
where Exi is the expectation over all validation data, f is a mapping from a
sample xi to a label yi on a given run, Var(f(xi)) is the variance of the predictions
of a single data point over model runs, and Cov(fj(xi), fk(xi)) is the covariance
of predictions of a single data point over two model runs.1
The covariance, the variance and hence the model instability are closely
related to the forest parameter settings, which we discuss in Sect. 4. It is conve-
nient to measure stability on the same scale as the forest predictions and so in
the experiments we report the RMSPD =
√
MSPD.
3 Parameter Optimisation Framework
In industrial applications, where ultimately machine learning is a tool for proﬁt
maximisation, optimising parameter settings based solely on error metrics is
inadequate. Here we develop a generalised loss function that incorporates our
stability metric in addition to prediction error and running costs. We use this
loss with Bayesian optimisation to select parameter values.
1 A full derivation is available at our GitHub repository https://github.com/
liuchbryan/generalised forest tuning.
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3.1 Metrics
Before composing the loss function we deﬁne the three components:
Stability. We incorporate stability (deﬁned in Sect. 2) in to the optimization
framework with the use of the RMSPD.
Error reduction. Many diﬀerent error metrics are used with random forests.
These include F1-score, accuracy, precision, recall and Area Under the receiver
operating characteristics Curve (AUC) and all such metrics ﬁt within our frame-
work. In the remainder of the paper we use the AUC because for binary classi-
ﬁcation, most other metrics require the speciﬁcation of a threshold probability.
As random forests are not inherently calibrated, a threshold of 0.5 may not be
appropriate and so using AUC simpliﬁes the exposition [3].
Cost reduction. It is increasingly common for machine learning models to be
run on the cloud with computing resources paid for by the hour (e.g. Amazon
Web Services). Due to the exponential growth in data availability, the cost to
run a model can be comparable with the ﬁnancial beneﬁt it produces. We use
the training time (in seconds) as a proxy of the training cost.
3.2 Loss-Function
We choose a loss function that is linear in cost, stability and AUC that allows
the relative importance of these three considerations to be balanced:
L = β RMSPD(Nt, d, p) + γ Runtime(Nt, d, p) − αAUC(Nt, d, p), (4)
where Nt is the number of trees in the trained random forest, d is the maximum
depth of the trees, and p is the proportion of data points used in training;
α, β, γ are weight parameters. We restrict our analysis to three parameters of
the random forest, but it can be easily extended to include additional parameters
(e.g. number of features bootstrapped in each tree).
The weight parameters α, β and γ are speciﬁed according to busi-
ness/research needs. We recognise the diverse needs across diﬀerent organisations
and thus refrain from specifying what constitutes a “good” weight parameter set.
Nonetheless, a way to obtain the weight parameters is to quantify the gain in
AUC, the loss in RMSPD, and the time saved all in monetary units. For example,
if calculations reveal 1% gain in AUC equates to £50 potential business proﬁt,
1% loss in RMSPD equates to £10 reduction in lost business revenue, and a
second of computation costs £0.01, then α, β and γ can be set as 5,000, 1,000
and 0.01 respectively.
3.3 Bayesian Optimisation
The loss function is minimized using Bayesian optimisation. The use of Bayesian
optimisation is motivated by the expensive, black-box nature of the objective
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function: each evaluation involves training multiple random forests, a complex
process with internal workings that are usually masked from users. This rules out
gradient ascent methods due to unavailability of derivatives. Exhaustive search
strategies, such as grid search or random search, have prohibitive runtimes due
to the large random forest parameter space.
A high-level overview on Bayesian Optimisation is provided in Sect. 1. Many
diﬀerent prior functions can be chosen and we use the Student-t process imple-
mented in pybo [7,11].
4 Parameter Sensitivity
Here we describe three important random forest parameters and evaluate the
sensitivity of our loss function to them.
4.1 Sampling Training Data
Sampling of training data – drawing a random sample from the pool of available
training data for model training – is commonly employed to keep the training cost
low. A reduction in the size of training data leads to shorter training times and
thus reduces costs. However, reducing the amount of training data reduces the
generalisability of the model as the estimator sees less training examples, leading
to a reduction in AUC. Decreasing the training sample size also decreases the
stability of the prediction. This can be understood by considering the form of the
stability measure of f , the RMSPD (Eq. 2). The second term in this equation is
the expected covariance of the predictions over multiple training runs. Increasing
the size of the random sample drawn as training data increases the probability
that the same input datum will be selected for multiple training runs and thus
the covariance of the predictions increases. An increase in covariance leads to a
reduction in the RMSPD (see Eq. 3).
4.2 Number of Trees in a Random Forest
Increasing the number of trees in a random forest will decrease the RMSPD (and
hence improve stability) due to the Central Limit Theorem (CLT). Consider a
tree in a random forest with training data bootstrapped. Its prediction can be
seen as a random sample from a distribution with ﬁnite mean and variance σ2.2
By averaging the trees’ predictions, the random forest is computing the sample
mean of the distribution. By the CLT, the sample mean will converge to a
Gaussian distribution with variance σ
2
Nt
, where Nt is the number of trees in the
random forest.
2 This could be any distribution as long as its ﬁrst two moments are ﬁnite, which is
usually the case in practice as predictions are normally bounded.
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To link the variance to the MSPD, recall from Eq. 2 that MSPD captures
the interaction between the variance of the model and covariance of predictions
between diﬀerent runs:
MSPD(f) = 2Exi [Var(f(xi)) − Cov(fj(xi), fk(xi))].
The covariance is bounded below by the negative square root of the variance
of its two elements, which is in turn bounded below by the negative square root
of the larger variance squared:
Cov(fj(xi), fk(xi)) ≥ −
√
Var(fj(xi))Var(fk(xi))
≥ −
√
(max{Var(fj(xi)),Var(fk(xi))})2. (5)
Given fj and fk have the same variance as f (being the models with the same
training proportion across diﬀerent runs), the inequality 5 can be simpliﬁed as:
Cov(fj(xi), fk(xi)) ≥ −
√
(max{Var(f(xi)),Var(f(xi))})2 = −Var(f(xi)). (6)
MSPD is then bounded above by a multiple of the expected variance of f :
MSPD(f) ≤ 2Exi [Var(f(xi)) − (−Var(f(xi)))] = 4Exi [Var(f(xi))], (7)
which decreases as Nt increases, leading to a lower RMSPD estimate.
While increasing the number of trees in a random forest reduces error and
improves stability in predictions, it increases the training time and hence mone-
tary cost. In general, the runtime complexity for training a random forest grows
linearly with the number of trees in the forest.
4.3 Maximum Depth of a Tree
The maximum tree depth controls the complexity of each decision tree and the
computational cost (running time) increases exponentially with tree depth. The
optimal depth for error reduction depends on the other forest paramaters and the
data. Too much depth causes overﬁtting. Additionally, as the depth increases the
prediction stability will decrease as each model tends towards memorizing the
training data. The highest stability will be attained using shallow trees, however
if the forest is too shallow the model will underﬁt resulting in low AUC.
5 Experiments
We evaluate our methodology by performing experiments on two public datasets:
(1) the Orange small dataset from the 2009 KDD Cup and (2) the Criteo dis-
play advertising challenge Kaggle competition from 2014. Both datasets have a
mixture of numerical and categorical features and binary target labels (Orange:
190 numerical, 40 categorical, Criteo: 12 numerical, 25 categorical).
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We report the results of two sets of experiments: (1) Evaluating the eﬀect
of changing random forest parameters on the stability and loss functions (2)
Bayesian optimisation with diﬀerent weight parameters.
We train random forests to predict the upselling label for the Orange dataset
and the click-through rate for the Criteo dataset. Basic pre-processing steps were
performed on both datasets to standardise the numerical data and transform
categoricals into binary indicator variables. We split the datasets into two halves:
the ﬁrst as training data (which may be further sampled at each training run),
and the later as validation data. All data and code required to replicate our
experiments is available from our GitHub repository.3
5.1 Parameter Sensitivity
In the ﬁrst set of experiments we evaluate the eﬀect of varying random forest
parameters on the components of our loss function.
Figure 2 visualises the change in the RMSPD with relation to the number of
trees in the random forest. The plots show distributions of prediction deltas for
the Orange dataset. Increasing the number of trees (going from the left to the
right plot) leads to a more concentrated prediction delta distribution, a quality
also reﬂected by a reduction in the RMSPD.
Fig. 2. The distribution of prediction deltas (diﬀerence between two predictions on
the same validation datum) for successive runs of random forests with (from left to
right) 8, 32, and 128 trees, repeated ten times. The RMSPD for these three random
forests are 0.046, 0.025, and 0.012 respectively. Training and prediction are done on
the Orange small dataset with upselling labels. The dataset is split into two halves:
the ﬁrst 25 k rows are used for training the random forests, and the latter 25 k rows for
making predictions. Each run re-trains on all 25 k training data, with trees limited to
a maximum depth of 10.
Figure 3 shows the AUC, runtime, RMSPD and loss functions averaged over
multiple runs of the forest for diﬀerent settings of number of trees and maximum
3 https://github.com/liuchbryan/generalised forest tuning.
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tree depth. It shows that the AUC plateaus for a wide range of combinations of
number of trees and maximum depth. The RMSPD is optimal for large numbers
of shallow trees while runtime is optimised by few shallow trees. When we form
a linear combination of the three metrics, the optimal solutions are markedly
diﬀerent from those discovered by optimising any single metric in isolation. We
show this for α = 1, β = 1, γ = 0.01 and α = 2, β = 1, γ = 0.005.
Fig. 3. The average AUC (top left), RMSPD (top middle), and average runtime (top
right) attained by random forests with diﬀerent number of trees and maximum tree
depth (training proportion is ﬁxed at 0.5) over ﬁve train/test runs, as applied on
the Orange dataset. The bottom two plots shows the value attained in the speciﬁed
objective functions by the random forests above. A lighter spot on the maps represents
a more preferable parametrization. The shading is scaled between the minimum and
maximum values in each chart. The optimal conﬁguration found under each metric is
indicated by a blue star. (Color ﬁgure online)
5.2 Bayesian Optimization of the Trilemma
We also report the results of using the framework to choose the parameters. The
aim of these experiments is to show that (1) Bayesian optimisation provides a set
of parameters that achieve good AUC, RMSPD and runtime, and (2) by varying
the weight parameters in the Bayesian optimisation a user is able to prioritise
one or two of the three respective items.
Table 1 summarises the trilemma we are facing – all three parameter tuning
strategies improves two of the three practical considerations with the expense of
the consideration(s) left.
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Table 1. Eﬀect of the common hyperparameter tuning strategies on the three practical
considerations. Plus sign(s) means a positive eﬀect to the measure (and hence more
preferred), and minus sign(s) means a negative eﬀect to the measure (and hence not
preferred). The more plus/minus sign within the entry, the more prominent the eﬀect
of the corresponding strategy.
Hyperparameter tuning strategy AUC gain RMSPD reduction Cost savings
Increase training proportion + + –
Increase number of trees + + – –
Reduce maximum depth of trees – + ++
The results of our experiments on Bayesian optimisation of the trilemma are
shown in Tables 2 and 3. The ﬁrst row in both tables shows the results for a
vanilla random forest with no optimisation of the hyper-parameters discussed
in the previous section: 10 trees, no limit on the maximum depth of the tree,
and using the entire training data set (no sampling). The Bayesian optimisation
for each set of weight parameters was run for 20 iterations, with the RMSPD
calculated over three training runs in each iteration.
The ﬁrst observation from both sets of results is that Bayesian optimisation is
suitable for providing a user with a framework that can simultaneously improve
AUC, RMSPD and runtime as compared to the baseline. Secondly, it is clear
that by varying the weight parameters, Bayesian optimisation is also capable of
prioritising speciﬁcally AUC, RMSPD or runtime. Take for example the third
and fourth rows of Table 2; setting β = 5 we see a signiﬁcant reduction in the
RMSPD in comparison to the second row where β = 1. Similarly, comparing the
fourth row to the second row, increasing α from 1 to 5 gives a 1% increase in AUC.
In the ﬁnal row we see that optimising for a short runtime keeps the RMSPD
low in comparison to the non-optimal results on the ﬁrst row and sacriﬁces the
AUC instead.
Table 2. Results of Bayesian optimisation for the Orange dataset at various settings
of α, β and γ, the weight parameters for the AUC, RMSPD and runtime respectively.
The Bayesian optimiser has the ability to tune three random forest hyper-parameters:
the number of trees, N∗t , the maximum tree depth, d
∗, and size of the training sample,
p∗. Key results are emboldened and discussed further in the text.
α β γ N∗t d
∗ p∗ AUC RMSPD Runtime
No optimisation: 0.760 0.112 1.572
1 1 0.01 166 6 0.100 0.829 0.011 1.142
1 5 0.01 174 1 0.538 0.829 0.002 1.452
5 1 0.01 144 12 0.583 0.839 0.013 5.292
1 1 0.05 158 4 0.100 0.8315 0.0082 1.029
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For the Criteo dataset (Table 3) we see on the second and third row that
again increasing the β parameter leads to a large reduction in the RMSPD. For
this dataset the Bayesian optimiser is more reluctant to use a larger number
of estimators to increase AUC because the Criteo dataset is signiﬁcantly larger
(around 100 times) than the Orange dataset and so using more trees increases
the runtime more severely. To force the optimiser to use more estimators we
reduce the priority of the runtime by a factor of ten as can be seen in the ﬁnal
two rows. We see in the ﬁnal row that doubling the importance of the AUC (α)
leads to a signiﬁcant increase in AUC (4.5%) when compared to the non-optimal
results.
Table 3. Results of Bayesian optimisation for the Criteo dataset. The table shows the
results of the Bayesian optimisation by varying α, β and γ which control the importance
of the AUC, RMSPD and runtime respectively. The Bayesian optimiser has the ability
to tune three hyper-parameters of the random forest: the number of trees, N∗t , the
maximum depth of the tree, d∗, and size of the training sample, p∗. Key results are
emboldened and discussed further in the text.
α β γ N∗t d
∗ p∗ AUC RMSPD Runtime
No optimisation: 0.685 0.1814 56.196
1 1 0.01 6 8 0.1 0.7076 0.04673 1.897
1 5 0.01 63 3 0.1 0.6936 0.01081 4.495
1 1 0.05 5 5 0.1 0.688 0.045 1.136
2 1 0.05 9 9 0.1 0.7145 0.03843 2.551
1 1 0.001 120 2 0.1 0.6897 0.007481 7.153
2 1 0.001 66 15 0.1 0.7300 0.02059 11.633
6 Conclusion
We proposed a novel metric to capture the stability of random forest predic-
tions, which is key for applications where random forest models are continuously
updated. We show how this metric, calculated on a sample, is related to the
variance and covariance of the predictions over diﬀerent runs. While we focused
on random forests in this text, the proposed stability metric is generic and can
be applied to other non-deterministic models (e.g. gradient boosted trees, deep
neural networks) as well as deterministic training methods when training is done
with a subset of the available data.
We also propose a framework for multi-criteria optimisation, using the pro-
posed metric in addition to metrics measuring error and cost. We validate this
approach using two public datasets and show how optimising a model solely for
error can lead to poorly speciﬁed parameters.
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Abstract. In traditional A/B testing, we have two variants of the same
product, a pool of test subjects, and a measure of success. In a random-
ized experiment, each test subject is presented with one of the two vari-
ants, and the measure of success is aggregated per variant. The variant
of the product associated with the most success is retained, while the
other variant is discarded. This, however, presumes that the company
producing the products only has enough capacity to maintain one of the
two product variants. If more capacity is available, then advanced data
science techniques can extract more proﬁt for the company from the A/B
testing results. Exceptional Model Mining is one such advanced data sci-
ence technique, which specializes in identifying subgroups that behave
diﬀerently from the overall population. Using the association model class
for EMM, we can ﬁnd subpopulations that prefer variant A where the
general population prefers variant B, and vice versa. This data science
technique is applied on data from StudyPortals, a global study choice
platform that ran an A/B test on the design of aspects of their website.
Keywords: A/B testing · Exceptional Model Mining · Association
Online controlled experiments · E-commerce · Website optimization
1 Introduction
A/B testing [20] is a form of statistical hypothesis testing involving two ver-
sions of a product, A and B. Typically, A is the control version of a product
and B represents a new variation version, considered to replace A if it proves to
be more successful. An A/B test requires two further elements: a pool of test
subjects, and a measure of success. Each test subject in the pool is presented
with a randomized choice between A and B. The degree to which this product
version is successful with this test subject is measured. Having collected results
over the full pool of test subjects, the success degree is aggregated per ver-
sion. Subsequently, a decision is made whether the new variation version B is a
c© Springer International Publishing AG 2017
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(substantial) improvement over the control version A. For making this decision,
a vast statistical toolbox is available [6,7].
Since the rise of the internet, A/B tests have become ubiquitous. It is a
simple, cheap, and reliable manner to assess the eﬃcacy of the redesign of a web
page. Running two versions of a web page side by side is not too intrusive to
your online business, and standard web analytics suites will tell you all you need
to know on which of the versions deliver the desired results. In fact, through
proper web analytics tools, we can obtain substantially more information on the
factors that inﬂuence the success of versions A and B.
Having performed an A/B test, the standard operating procedure is the fol-
lowing. An assessment is made whether the new variation version B performs
(substantially) better than the current control version A. From that assessment,
a hard, binary decision is made: either version A or version B is the winner. The
loser is discarded, and the winner becomes the standard version of the web page
that is rolled out and presented to all visitors from this moment onwards. There
is beauty in the simplicity, and this ‘exclusive or’ procedure inspires the slash in
the name of the A/B test.
For large companies, making such a coarse decision leaves potential unused.
If you own a high-traﬃc website, then even a small increase in click-through
rate gets multiplied by a large volume of visitors, which results in a vast increase
in income. It makes sense to use the traditional conclusion of an A/B test to
determine the default page that should be displayed to a visitor of which we
know nothing. But it is not uncommon to have some meta-information on the
visitors to your website: which language setting does their browser have, which
OS do they use, in which country are they located, etcetera. If we can identify
subpopulations of the dataset at hand, deﬁned in terms of such metadata, for
which the A/B test reaches the opposite conclusion from the general popula-
tion, then we can generate more revenue with a more sophisticated strategy: we
maintain both versions of the web page, and present a visitor with either A or B
depending on whether they belong to speciﬁc subgroups. Rather than choosing
either A or B, we can instead choose to have it both ways: this paper turns the
A/B test into an A&B test.
2 Related Work
First, we provide a brief summary on the current state of the art in mining of
A/B testing results. Thus we explain how our problem formulation is diﬀerent
from existing body of work. Then we overview relevant research in the areas of
local pattern mining and exceptional model mining that motivate our approach
for the chosen problem formulation.
2.1 Utility of A/B Testing
In a marketing context, A/B testing has been studied extensively [20]. Analysis
of the results from an A/B test has made it to the Encyclopedia of Machine
116 W. Duivesteijn et al.
Learning and Data Mining [6], and an extensive survey on experiment design
choices and results analysis is available [7]. This last paper encompasses a discus-
sion of accompanying A/B tests with A/A tests to establish a proper baseline,
extending the test to the multivariate case (more than two product versions),
result conﬁdence intervals, randomization methods to divide the test subjects
fairly over the versions, sample size eﬀects, overlapping experiments, and the
eﬀect of bots on the process. Regardless of the setting of all of these facets, the
goal of A/B testing always remains to make a crisp decision at the end, selecting
either A or B and discarding the alternative(-s).
If the main business goal is to increase the average performance with respect
to e.g. a click through rate (CTR) rather than really ﬁnd our whether A or B
is statistically signiﬁcantly better, then the Contextual Multi-Armed Bandits
(cMAB) is the commonly considered alternative optimization approach to A/B
testing. cMABs help to address an exploration-exploitation trade-oﬀ: using, i.e.
exploring eﬀectiveness, of A and B provides feedback about its eﬀectiveness
(exploration), but collecting that feedback on both A and B is an opportunity
cost of exploitation, i.e. using one of the variants we already know is eﬀective. To
balance exploration with exploitation lots of policy learning bandit algorithms
were considered, particularly in web analytics, e.g. [22,23].
In data mining for user modeling and convergence prediction two related
problem formulations have been studied – predictive user modeling with action-
able attributes [26] and uplift prediction [18]. While in traditional predictive
modeling, the goal is to learn a model for predicting accurately the class label
for unseen instances, in targeting applications, a decision maker is interested
not only to generate accurate predictions, but to maximize the probability of
the desired outcome, e.g. user clicking. Assuming that possibly neither of mar-
keting actions A and B is always best, the problem can be formulated as learning
to choose the best marketing action at instance level (rather than globally).
The paper that you are currently reading does not have a mission to promote
either A/B testing or cMABs or uplift prediction; we merely observe that A/B
tests are performed anyway, and strive to help companies performing such tests
to learn more actionable insight from their data that would allow to domain
experts to decide whether to stay with A, or switch to B or use both A and B,
each for a particular context or customer segment.
2.2 Local Pattern Mining
The subﬁeld of Data Mining with which this paper is concerned is Local Pat-
tern Mining [4,17]: describing only part of the dataset at hand, while disregard-
ing the coherence of the reminder. The Local Pattern Mining subtask that is
particularly relevant here, is Theory Mining [15], where subsets of the dataset
are sought that are interesting in some sense. Typically, not just any sub-
set is sought. Instead, the focus is on subsets that are easy to interpret. A
canonical choice to enforce that is to restrict the search to subsets that can
be described as a conjunction of a few conditions on single attributes of the
dataset. Hence, if the dataset concerns people, we would ﬁnd subsets of the form
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“Age ≥ 30 ∧ Smokes = yes ⇒ (interesting)”. Such subsets are referred to as
subgroups. Limiting the search to subgroups ensures that the results can be inter-
preted in terms of the domain of the dataset at hand; the resulting subgroups
represent pieces of information on which a domain expert can act.
Many choices can be made to deﬁne ‘interesting’. One such choice is to
make this a supervised concept: we set apart one attribute of the dataset as
the target, and seek subsets that feature an unusual distribution of that target.
This is known as Subgroup Discovery (SD) [9,11,25]. In the running exam-
ple of a dataset concerning people, if the target would be whether the per-
son develops lung cancer or not, SD would ﬁnd results such as “Smokes =
yes ⇒ Lung cancer = yes”. This of course does not mean that all smokers
fall in the ‘yes’ category; it merely implies a skew in the target distribution.
2.3 Exceptional Model Mining
Exceptional Model Mining (EMM) can be seen as a generalized form of SD.
Instead of singling out one attribute of the data as the target, in EMM one
typically selects several target attributes. The exceptionality of a subgroup is
no longer evaluated in terms of an unusual distribution of the single target, but
instead in terms of an unusual interaction between the multiple targets. This
interaction is captured by some kind of modeling, which inspired the name of
EMM. Exceptional Model Mining was ﬁrst introduced in 2008 [13]. An extensive
overview of the model classes (types of interaction) that have been investigated
can be found in [3]; as examples, one can think of an unusual correlation between
two targets [13], an unusual slope of a regression vector on any number of targets
[2], or unusual preference relations [19].
Algorithms for EMM include a form of beam search [3] that works for all
model classes, a fast sampling-based algorithm for a few dedicated model classes
[16], an FP-Growth-inspired tree-based exhaustive algorithm that works for
almost all model classes [14], a tree-constrained gradient ascent algorithm for
linear models using sofy subgroup membership [10], and a compression-based
method that improves the resulting models at the cost of interpretability [12].
3 The StudyPortals A/B Test Setting
Since the Bologna process contributed to harmonizing higher-education qualiﬁ-
cations throughout Europe, locating (part of) one’s study programme in another
country than one’s own has become streamlined. This oﬀers opportunities for
students to acquire international experience while still studying, which is some-
thing from which both the students and the higher education institutions can
beneﬁt. The harmonization of how higher education is structured enables a fair
comparison of programmes across country boundaries.
Such a comparison being possible does not necessarily imply that it is also
easy. In 2007, three (former) students identiﬁed that there was a hole in the infor-
mation market, and they ﬁlled that hole with a hobby project that eventually
resulted in StudyPortals [21].
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3.1 StudyPortals
In 2007, two alumni from the Technische Universiteit Eindhoven and one from
the Kungliga Tekniska Ho¨gskolan created MastersPortal: a central database for
European Master’s programmes. The goal was to become the primary destination
for students wanting to study in Europe. In April 2008, the website presented
2 700 studies at 200 universities from 30 countries, and attracted 80 000 visits
per month. Since then, the scope of the website has expanded. The subject
ranges beyond Master’s programmes, also encompassing Bachelor’s and PhD
programmes, short courses, scholarships, distance learning, language learning,
and preparation courses. The website is no longer restricted to Europe, but
expanded globally. In September 2016, MastersPortal presented 56 000 studies
at 2 000 universities from 100 countries, and attracted 1.4 million unique sessions
per month. The overarching company StudyPortals logged 14.5 million unique
visitors in the ﬁrst nine months of 2016, with 7 page views per second during the
busiest hour of the year. This growth allows the company to employ 150 team
members in ﬁve oﬃces on three continents.
StudyPortals generates revenue from the visitors to their websites through
the universities, who pay for activity on the pages presenting their programmes.
A study programme’s web page generates revenue in three streams: (1) Cost Per
Mille (thousand page views); (2) Cost Per Lead; (3) Cost Per Click. The ﬁrst
revenue stream depends on the attractiveness of links towards the programme’s
web page. The second revenue stream depends on whether the person viewing
the programme’s web page ﬁll their personal information in the university lead
form. The design of a programme’s web page has a low impact on these two
revenue streams. The third revenue stream is the one that StudyPortals can
inﬂuence directly through appropriate web page design.
3.2 The Third Revenue Stream and the A/B Test
Figure 1 displays the mobile version of a university’s web page on the Master-
sPortal website. The orange button at the bottom left of the page links through
to the website of the university itself. When a user clicks on that button, Study-
Portals receives revenue in the Cost Per Click revenue stream. With the volume
of web traﬃc StudyPortals experiences, a small increase in the click-through rate
represents a substantial increase in income.
The advance of smartphones and tablets has vastly increased the impor-
tance of the mobile version of websites. These versions come with their own UI
requirements and quirks. Figure 1a displays the page design that was in use in
September 2016; having an orange rectangle that is clickable is one of those UI
design elements that is typical of mobile websites as opposed to desktop versions.
However, the website visitors, being human beings, are creatures of habit. They
might prefer clickable elements of websites to resemble traditional buttons, as
they remember from their desktop dwelling times. To test this hypothesis, Study-
Portals designed an alternative version of their mobile website (cf. Fig. 1b). These
variants become the subject of our A/B test: the rectangular version is the con-
trol version A, and the more buttony version is the variation B.
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(a) Control version (b) Buttony variation
Fig. 1. The A and B variants of the A/B test at hand: two versions of buttons on
university proﬁle pages of the mobile version of the MastersPortal website.
3.3 The Data at Hand
StudyPortals collected raw data on the A/B test results for a period of time.
From this raw, anonymized data, a traditional ﬂat-table dataset was generated
through data cleaning and feature engineering. The full process is beyond the
scope of this paper; it involved removing redundant information, removing the
users that have seen both versions of the web page (as is customary in A/B test-
ing), aggregating location information (available on city level) to country level,
merging various versions of the distinct OSs (e.g., eight distinct versions of iOS
were observed; these sub-OSs were ﬂattened into one OS), etcetera. In the end,
the columns in the dataset include device characteristics, location information,
language data, and scrolling characteristics. The dataset spans 3 065 records.
Finally, we are particularly interested in two columns: the one holds the
information with which version of the web page (A/B) the visitor was presented,
and the other holds whether the visitor merely viewed or also clicked. The goal
of traditional A/B testing is to ﬁnd out whether version A or B leads to more
clicks; the main contribution of this paper is to identify subpopulations where
these two columns display an unusual interaction: can we ﬁnd subgroups where
the click rate interacts exceptionally with the web page version?
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4 Data Science to Be Applied
Finding subsets of the dataset at hand where several columns of special interest
interact in an unusual manner is the core task of Exceptional Model Mining
(EMM). This interaction can be gauged in many ways. This section discusses
the EMM framework and its speciﬁc instantiation for the problem at hand.
4.1 The Exceptional Model Mining Framework
EMM [3,13] assumes a ﬂat-table dataset Ω, which is a bag of N records of the
form r = {a1, . . . , ak, t1, . . . , tm}. We call the attributes a1, . . . , ak the descriptors
of the dataset. These are the attributes in terms of which subgroups will be
defined ; the ones on the left-hand side of the ⇒ sign in the examples of Sect. 2.2.
The other attributes, t1, . . . , tm, are the targets of the dataset. These are the
attributes in terms of which subgroups will be evaluated ; the most exceptional
target interaction indicates the most interesting subgroup.
Subgroups are deﬁned in terms of conditions on descriptors. These induce a
subset of the dataset: all records satisfying the conditions. For notational pur-
poses, we identify a subgroup with that subset, so that we write S ⊆ Ω, and
denote |S| for the number of records in a subgroup. We also denote SC for the
complement of subgroup S in dataset Ω, i.e.: SC = Ω\S.
To instantiate the EMM framework, we need to deﬁne two things: a model
class, and a quality measure for that model class. The model class speciﬁes what
type of interaction we are interested in. This can sometimes be ﬁxed by a single
word, such as ‘correlation’; it can also be a more convoluted concept. The choice
of model class may put restrictions on the number and type of target columns
that are allowed: if one chooses the regression model class [2], one can accommo-
date as many targets as one wishes, but if one chooses the correlation model class
[13], this ﬁxes the number of targets m = 2 and demands both those targets
to be numeric. Once a model class has been ﬁxed, we need to deﬁne a quality
measure (QM), which quantiﬁes exactly what in the selected type of interaction
we ﬁnd interesting. For instance, in the correlation model class, maximizing ρ
as QM would ﬁnd those subgroups featuring perfect positive target correlation,
minimizing |ρ would ﬁnd those subgroups featuring uncorrelated targets, and
maximizing |ρS − ρSC |) would ﬁnd those subgroups S for which the target cor-
relation deviates from the target correlation on the subgroup complement SC .
4.2 Instantiating the Framework: The Association Model Class
As alluded to in Sect. 3.3, the StudyPortals dataset comes naturally equipped
with m = 2 nominal targets: t1 is the binary column representing whether the
page visitor merely viewed or also clicked, and t2 is the binary column represent-
ing whether the visitor was presented with web page version A or B. Therefore,
the natural choice of EMM instance would be the association model class [3,
Sect. 5.2]. Essentially, this is the nominal-target equivalent of the correlation
model class [13, Sect. 3.1]: we strive to ﬁnd subgroups for which the association
between view/click and A/B is exceptional.
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Table 1. Target cross table
View Click
A n1 n2
B n3 n4
4.3 Instantiating the Framework: Yule’s Quality Measure
Having ﬁxed the model class, we need to deﬁne an appropriate quality measure.
As has been observed repeatedly [3,13,19], one can easily achieve huge deviations
in target behavior for very small subgroups. To ensure the discovery of subgroups
that represent substantial eﬀects within the datasets, a common approach is to
craft a quality measure by multiplying two components: one reﬂecting target
deviation, and one reﬂecting subgroup size.
The Target Deviation Component. For the quality measure component
representing the target deviation, we build on the cells of the target contin-
gency table, depicted in Table 1. Given a subgroup S ⊆ Ω, we can assign each
record in S to the appropriate cell of this contingency table, which leads to
count values for each of the ni such that n1 + n2 + n3 + n4 = |S|. From such an
instantiated contingency table, we can compute Yule’s Q [1], which is a special
case of Goodman and Kruskal’s Gamma for 2 × 2 tables. Yule’s Q is deﬁned as
Q = (n1·n4−n2·n3)/(n1·n4+n2·n3). A positive value for Q implies a positive associa-
tion between the two targets, i.e. high values on the diagonal of the contingency
table and low values on the antidiagonal. Hence, a positive value for Q indicates
that people presented with web page variant B click the button more often than
people presented with web page variant A. We denote by QS the value for Q
instantiated by the subgroup S.
Analogous to the component developed for Pearson’s ρ in the correlation
model class [13, Sect. 3.1], we contrast Yule’s Q instantiated by a subgroup with
Yule’s Q instantiated by that subgroup’s complement: ϕQ(S) = |QS − QSC |.
Hence, this component detects schisms in target interaction: subgroups whose
view/click-A/B association is markedly diﬀerent from the rest of the dataset.
The Subgroup Size Component. To represent subgroup size, we take the
entropy function ϕef as described in [13, Sect. 3.1] (denoted H(p) there). The
components rewards 50/50 splits between subgroup and complement, while pun-
ishing subgroups that either are tiny or cover the vast majority of the dataset.
Combining the Components: Yule’s Quality Measure. Combining the
components into an association model class quality measure is straightforward:
ϕYule(S) = ϕQ(S) · ϕef(S)
Multiplication is chosen to ensure subgroups score well on both components.
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5 Experiments
On the entire dataset, Yule’s Q has a value of ϕQ(Ω) = −0.031. Hence, the results
of the traditional A/B test would be a resounding victory for variant A: the less
buttony control version of Figure 1a generates more clicks than the more buttony
variation of Fig. 1b. Whether the diﬀerence is signiﬁcant is another question,
but the new variation is clearly not signiﬁcantly better than the already-in-place
control version. In traditional A/B testing, that would be the end of the analysis:
the new variant B does not outperform the current variant A, so we keep variant
A and discard variant B. The main contribution of this paper is that with EMM,
we can draw more sophisticated conclusions.
5.1 Experimental Setup
For empirical evaluation, we select the beam search algorithm for EMM whose
pseudocode is given in [3, Algorithm1], parametrized with w = 10 and d = 2.
We have also trialed more generous values for the beam width w, which did not
aﬀect the results much. The search depth d is deliberately kept modest: this
parameter controls the number of conjuncts allowed in a subgroup description,
hence modest settings guarantee good subgroup interpretability.
The beam search algorithm, the association model class, and Yule’s quality
measure have been implemented in Python as part of a Bachelor’s project in
a course on Web Analytics. The code will be made available upon request. In
the following section, we report the top-ﬁve subgroups found with the thusly
parametrized and implemented EMM algorithm.
5.2 Found Subgroups
The top-ﬁve subgroups found are presented in Table 2, in order of descending
quality. Subgroup deﬁnitions are provided along with the values for the com-
pound quality measure ϕYule, the value of the Yule’s Q component on both the
Table 2. Top-ﬁve subgroups found with the association model class for Exceptional
Model Mining. The subgroup deﬁnitions are listed along with their values for Yule’s
quality measure, the within-subgroup value for Yule’s Q, the outside-subgroup value
for Yule’s Q, and the subgroup size.
Subgroup deﬁnition ϕYule(S) ϕQ(S) ϕQ(S
C) |S|
Browser lang = EN-GB 0.1540 0.1287 −0.1172 979
Browser lang = EN-GB ∧ Viewheight = small 0.1300 0.2852 −0.0722 363
Browser lang = TR 0.0859 −1.0000 −0.0164 53
Browser lang = EN-GB ∧ OS name = iOS 0.0797 0.2661 −0.0599 204
Country = NG 0.0783 0.2000 −0.0554 281
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subgroup and its complement, and the subgroup size. Recall that the total num-
ber of records in the dataset is 3 065, and the value for Yule’s Q on the whole
dataset is ϕQ(Ω) = −0.031.
The best subgroup found, S1, is deﬁned by people having British English set
as their browser language. More extreme values for Yule’s Q itself can be found
elsewhere in the table; S1 has other distinctive qualities. What sets it apart, is
that there is a clear dichotomy in Q-values between subgroup and complement:
the Q-value on S1 is substantially (though not spectacularly) elevated from the
behavior on the whole dataset, and at the same time, the Q-value on the SC1 is
substantially depressed from the behavior on the whole dataset. This means that
people using British English as their browser language generate markedly more
revenue when presented with version B of the web page, whereas people using
any other browser language generate markedly more revenue when presented
with version A of the web page. Moreover, S1 has a substantial size. These two
factors make S1 the subgroup for which business action is most apposite: we
have clearly distinctive behavior between two sizeable groups of website visitors,
and presenting each group with the version of the web page appropriate for that
group stands to substantially increase overall revenue.
The second- (S2) and fourth-ranked (S4) subgroups are specializations of S1.
S2 speciﬁes visitors that view the website using a relatively small mobile browser
screen; they strongly prefer version B. Small screens can be found in relatively
old smartphones, so this population contains people that are relatively slow in
adopting new technology. It stands to reason that this population would also
prefer a more traditionally-shaped button. S4 speciﬁes visitors that run the iOS
operating system. They too strongly prefer version B, which is remarkable, since
the buttons of version B do not conform to Apple’s design standards. Perhaps
the unusual button design draws more attention.
The third-ranked subgroup are those people that have set their browser lan-
guage to Turkish. This subgroup may be too small to deliver actionable results,
covering less than 2% of the dataset. However, the Q-value measured on this
subgroup is strong: this subgroup displays a crystal clear preference for version
A. This is a marked departure from the previously presented subgroups.
The ﬁnal subgroup presented in Table 2, ranked ﬁfth, concerns people from
Nigeria. Yule’s Q indicates that these people prefer version B. Given that the
oﬃcial language of Nigeria is English, the version preference is unsurprising: this
subgroup overlaps substantially with S1.
6 Conclusions
Having performed an A/B test—where a pool of test subjects are randomly
presented with either version A or version B of the same product, a measure
of success is aggregated by version, and the experimenter is presented with the
results—the typical subsequent action is to make a crisp decision to either main-
tain the control version A, or replace it with the new variation version B, while
the losing alternative is discarded. In this paper, we argue that that action can
be overly coarse. Instead, we present an alternative approach: A&B testing.
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The procedure of the A&B test is the exact same as that of a traditional
A/B test, but the subsequent action is much more sophisticated. We analyze
the results of the traditional A/B test with Exceptional Model Mining, to ﬁnd
coherent subgroups of the overall population that display an unusual response
to the A/B test: the resulting subgroups feature an unusual association between
the A/B decision and the measure of success at hand. Hence, while the general
population might generate more revenue when presented with the one version,
the resulting subgroups might generate more revenue when presented with the
other version. If the company performing the A/B test can aﬀord the upkeep of
both versions, then knowledge of these subgroups can be invaluable.
As proof of concept, we roll out the A&B test on data generated by Study-
Portals, an online information platform for higher education. From the results of
the A/B test (cf. Fig. 1), we derive several subgroups displaying unusual behav-
ior (cf. Table 2). The largest schism lies between people using British English
as browser language (∼ 1/3 of the population, preferring version B), and people
using any other browser language (∼ 2/3 of the population, preferring version
A). In other words, the results suggest that British prefer buttony buttons.
A natural next step would be to verify empirically whether identiﬁed sub-
groups lead to eﬀective personalization serving either A or B version to corre-
sponding web portal visitors. Since it is common for StudyPortals and other
companies to run a number of A/B testing experiments, and there is a motiva-
tion to provide personalized content and personalized layout, it is interesting to
develop a framework for automation of website personalization based on ﬁndings
of EMM. It would also make sense to extend this paper by reﬁning the employed
quality measure, incorporating the economics of the underlying decision problem
directly [8].
While the main application within this paper lies in the context of web ana-
lytics, it is important to notice that the methodology of A&B testing is applicable
on any controlled experiment. Hence, A&B testing is relevant in diverse ﬁelds
such as medical research [5], education [24], etcetera. In future work, we plan to
roll out A&B testing in clinical trials near you.
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Abstract. Understanding the complex dynamics in the real-world such
as in multi-agent behaviors is a challenge in numerous engineering and
scientiﬁc ﬁelds. Spectral analysis using Koopman operators has been
attracting attention as a way of obtaining a global modal description of
a nonlinear dynamical system, without requiring explicit prior knowl-
edge. However, when applying this to the comparison or classiﬁcation of
complex dynamics, it is necessary to incorporate the Koopman spectra of
the dynamics into an appropriate metric. One way of implementing this
is to design a kernel that reﬂects the dynamics via the spectra. In this
paper, we introduced Koopman spectral kernels to compare the complex
dynamics by generalizing the Binet-Cauchy kernel to nonlinear dynam-
ical systems without specifying an underlying model. We applied this
to strategic multiagent sport plays wherein the dynamics can be classi-
ﬁed, e.g., by the success or failure of the shot. We mapped the latent
dynamic characteristics of multiple attacker-defender distances to the
feature space using our kernels and then evaluated the scorability of the
play by using the features in diﬀerent classiﬁcation models.
1 Introduction
Groups of organisms competing and cooperating in nature are assumed to behave
as complex and nonlinear dynamical systems, which currently elude formula-
tion [7,9]. Understanding the complex dynamics of living organisms or artiﬁcial
agents (and the component parts) is a challenging research area in biology [5],
physics [7], and machine learning. In the ﬁeld of physics, decomposition or spec-
tral methods that factorize the dynamics into modes from the data are used such
as proper orthogonal decomposition (POD) [1,25] or dynamic mode decompo-
sition (DMD) [23,24]. The problem of learning dynamical systems in machine
learning has been discussed such as in terms of Bayesian approaches [10] and
c© Springer International Publishing AG 2017
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predictive state representation [19]. This topic is closely related to the decompo-
sition technique in physics, aiming to estimate a prediction model by examining
the obtained modes.
In this paper, we consider the following discrete-time nonlinear dynamical
system:
xt+1 = f (xt) (1)
where xi is a state vector on the state space M (i.e., x ∈ M ⊂ Rd) and f is
a state transition function that assumes the dynamical system to be nonlinear.
A recent development is the use of Koopman spectral analysis with reproducing
kernels (called kernel DMD). This deﬁnes a mode that can yield direct informa-
tion about the nonlinear latent dynamics [16]. However, to compare or classify
these complex dynamics, it is necessary to incorporate their Koopman spectrum
into a metric appropriate for representing the similarity between the nonlinear
dynamical systems.
Several works have applied approximation with a low-dimensional linear sub-
space to represent this similarity [12,30,33]. One approach has used the Binet-
Cauchy (Riemannian) distance with a variety of kernels on a Grassman man-
ifold [12], such as the kernel principal angle [33], and the trace and determi-
nant kernel [30], which were designed for application in face recognition [33]
and movie clustering [30]. The algorithm essentially calculates the Binet-Cauchy
distance between two subspaces in the feature space, deﬁned by the product
of the canonical correlations. However, the main applications assumed a linear
dynamical model [12,30,33] and thus generalization to nonlinear dynamics with-
out specifying an underlying model remains to be addressed. In this paper, we
map the latent dynamics to the feature space using the kernels, allowing binary
classiﬁcation to be applied to real-world complex dynamical systems.
Organized human group tasks such as navigation [13] or ballgame teams [8]
provide excellent examples of complex dynamics and pose challenges in machine
learning because of their switching and overlapping hierarchical subsystems [8],
characterized by recursive shared intentionality [28]. Measurement systems have
been developed that capture information regarding the position of a player in a
ballgame, allowing analysis of particular shots [11]; however, plays involving col-
laboration between several teammates have not yet been addressed. In games such
as basketball or football, coaches analyze team formations and players repeatedly
practice moves that increase the probability of scoring (“scorability”). However,
the selection of tactics is an ill-posed problem, and thus basically requires the
implicit experience-based knowledge of the coach. An algorithm is needed that
clariﬁes scorable moves involving multiple players in the team.
Previous research has classiﬁed team moves on a global scale by directly
applying machine learning methods derived mainly from natural language pro-
cessing. These include recursive neural networks (RNN) using optical ﬂow images
of the trajectories of all players [31] or the application of latent Dirichlet
allocation (LDA) to the arrangement of individual trajectories [22]. However,
the contribution of team movement to the success of a play remains unclear.
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Previously, we reported that three maximum attacker-defender distances sep-
arately explained scorability [8], but the study addressed only the outcome of
a play, rather than its time evolution and the interactions that it comprised.
An algorithm is required that uses mapping to feature space to discriminate
between successful and unsuccessful moves while accounting for these complex
factors. In this paper, we map the latent dynamic characteristics of multiple
attacker-defender distances [8] to the feature space using our kernels acquired
by kernel DMD and then evaluated scorability.
The rest of the paper is organized as follows. Section 2 brieﬂy reviews the
background of Koopman spectral kernels, while Sect. 3 discusses methods for
computing them. We then extended this to empirical example of actual human
locomotion in Sect. 4. For application to multiple sporting agents, Sect. 5 reports
our ﬁndings using the data on actual basketball games. Our approach proved
capable of capturing complex team moves. Finally, Sect. 6 presents our discussion
and conclusions.
2 Background
2.1 Koopman Spectral Analysis and Dynamic Mode Decomposition
Spectral analysis (or decomposition) for analyzing dynamical systems is a pop-
ular approach aimed at extracting low-dimensional dynamics from the data.
Common techniques include global eigenmodes for linearized dynamics, discrete
Fourier transforms, and POD for nonlinear dynamics [25], as well as multiple
variants of these techniques. DMD has recently attracted particular attention in
areas of physics such as ﬂuid mechanics [23] and several engineering ﬁelds [2,26]
because of its ability to deﬁne a mode that can yield direct information even
when applied to time series with nonlinear latent dynamics [23,24]. However,
the original DMD has numerical disadvantages, related to the accuracy of the
approximate expressions of the Koopman eigenfunctions derived from the data.
A number of variants have been proposed to address this shortcoming, including
exact DMD [29], optimized DMD [4], and baysian DMD [27]. Sparsity-promoting
DMD [14] provides a framework for the approximation of the Koopman eigen-
functions with fewer bases. Extended DMD [32], which works on predetermined
kernel basis functions, has also been proposed. These Koopman spectral analy-
ses have been generalized to a reproducing kernel Hilbert space (RKHS) [16], an
approach which is called kernel DMD.
In Koopman spectral analysis, the Koopman operator K [18] is an inﬁnite
dimensional linear operator acting on the scalar function gi : M → C. That is,
it maps gi to the new function Kgi as follows:
(Kgi) (x) = (gi ◦ f) (x) , (2)
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where K denotes the composition of gi with f . We can see that K acts linearly
on the function gi. The dynamics deﬁned by f may be nonlinear. Since K is a
linear operator, it can generally perform eigenvalue decomposition:
Kϕj (x) = λjϕj (x) , (3)
where λj ∈ C is the j th eigenvalue (called the Koopman eigenvalue) and ϕj is the
corresponding eigenfunction (called the Koopman eigenfunction). We denote the
concatenation of gj to g := [g1, . . . , gp]T. If each gj lies within the space spanned
by the eigenfunction ϕj , we can expand the vector-valued g in terms of these
eigenfunctions as g(x) =
∑∞
j=1 ϕj(x)ψj , where ψj is a set of vector coeﬃcients
called Koopman modes. By iterative application of Eqs. (2) and (3), the following
equation is obtained:
(g ◦ f) (x) =
∞∑
j=1
λjϕj (x)ψj . (4)
Therefore, λj characterizes the time evolution of the corresponding Koopman
mode ψj , i.e., the phase of λj determines its frequency and the magnitude deter-
mines the growth rate of its dynamics.
DMD is a popular approach for estimating the approximations of λj and
ψj from a ﬁnite length observation data sequence y0, y1, . . . , yτ (∈ Rp), where
yt := g(xt). Let A = [y0, y1, . . . , yτ−1] and B = [y1, y2, . . . , yτ ]. Then, DMD
basically approximates those by calculating the eigendecomposition of the least-
squares solution to
min
P ′∈Rp×p
(1/τ)
∑τ
t=0
‖yt+1 − P ′yt‖2, (5)
i.e., BA†(:= P ) (•† is the pseudo-inverse of •). Let the j -th right and left eigen-
vector of P be ψj and κj , respectively, and assume that these are normalized so
that κ∗i ψj = δij (δij is the Kronecker’s delta). Then, since any vector b ∈ Cp can
be written as b =
∑p
j=1 (κ
∗
i b)ψj , we have g(x) =
∑p
j=1 ϕj(x)ψj by applying it
to g(x). Therefore, by applying K to both sides, we have
(g ◦ f) (x) =
p∑
j=1
λjϕj (x)ψj , (6)
indicating a modal representation corresponding to Eq. (4) for the ﬁnite sum.
2.2 Kernels for Comparing Nonlinear Dynamical Systems
Selection of an appropriate representation of the data is a fundamental issue in
pattern recognition. The important point is to design the features (i.e., kernels)
that reﬂect structure of the data. Time series data is challenging to design the
features because of the diﬃculty in reﬂecting the data structure (including time
length). Researchers have developed alternative kernel methods, including the
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use of graphs [15,17], subspaces [12,33] or trajectories [30]. In this paper, a
kernel design applicable to dynamical systems was required. Several methods
were proposed, based on the subspace angle with kernel methods such as for
an auto-regressive moving average (ARMA) model [30]. These methodologies
were previously reviewed [12], from the viewpoint of the Riemannian distance
(or metric) on the Grassman manifold.
The Grassmann manifold G (m,D) is the set of m-dimensional linear sub-
spaces of RD. Formally, the Riemannian distance between two subspaces is
the geodesic distance on the Grassmann manifold. However, a more intuitive
and computationally eﬃcient way of deﬁning the distances uses the principal
angles [20]. A previous review [12] categorized the various Riemannian distances
into the projection and Binet-Cauchy distance. The former has been used in
applications such as face recognition [3,12], and the latter has been applied
in video clustering [30] and face recognition [33], and has been generalized to
(speciﬁc nonlinear) dynamical systems [30]. We then adopted the Binet-Cauchy
distance when comparing complex systems.
The Binet-Cauchy distances were basically obtained with the product of
canonical correlations using a variety of kernels [30]. However, the main applica-
tions assumed linear dynamical model [12,30,33] such as ARMA model. Thus,
it is necessary to generalize to nonlinear dynamics without any speciﬁc underly-
ing model, into which the Koopman spectrum of dynamics is incorporated. We
called the kernels Koopman spectral kernels.
3 Design of Koopman Spectral Kernels
3.1 DMD with Reproducing Kernel
Conceptually, DMD can be considered as producing a local approximation of
the Koopman eigenfunctions using a set of linear monomials of the observables
as the basis functions. In practice, however, this is certainly not applicable to all
systems (in particular, beyond the region of validity for local linearization). Then,
DMD with reproducing kernels [16] approximates the Koopman eigenfunctions
with richer basis functions.
Let H be the RKHS embedded with the dot product determined by a positive
deﬁnite kernel k. Additionally, let φ : M → H be a feature map, and an instance
of φ with respect to x is denoted by φx (i.e., φx := φ(x)). Then, we deﬁne the
Koopman operator KH : H → H in the RKHS by
KHφx = φx ◦ f . (7)
Note that almost of the theoretical claims in this study do not necessarily require
φ to be in the RKHS (it is suﬃcient to consider that φ stays within a Hilbert
space), but this assumption should perform the calculation in practice.
In this paper, we robustify the kernel DMD by projecting data onto the
direction of POD [4,16,29]. First, a centered Gram matrix is deﬁned by G¯ =
HGH, where G is a Gram matrix, H = I − 1τ , I is a unit matrix, and 1τ is
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a τ -by-τ matrix, for which each element takes the value 1/τ . The Gram matrix
Gxx of the kernel k(yi,yj) is deﬁned at yi and yj (i and j dimensions) of the
observation data matrix A. Similarly, the Gram matrix Gxy of the kernel between
A and B can be calculated. At this time, Gxx = M∗τMτ and Gxy = M∗τM+,
where M∗τ indicates the Hermitian transpose of Mτ . Also, Mτ := [φx0 , .., φxτ−1 ]
and M+ := [φx1 , .., φxτ ], where φxi is considered as a feature map of xi from
the state space M to the RKHS H.
Here, suppose that the eigenvalues and eigenvectors can be truncated based on
eigenvalue magnitude. In other words, G¯ ≈ B¯G¯B¯∗ where p (≤ τ) eigenvalues are
adopted. Then, a principal orthogonal direction in the feature space is given by
νj = MτHS¯−1/2jj βj , (8)
where βj is the j th row of B¯. Let U = [ν1, . . . , νj ] = MτHB¯ S¯−1/2. Since M+ =
KHMτ , the projection of KH onto the space spanned by νj is given as follows:
Fˆ = UKHU = S¯−1/2B¯∗H(MτM+)HB¯ S¯−1/2. (9)
Note that Gxy = M∗τM+. Then, if we let Fˆ = Tˆ−1ΛˆTˆ be the eigendecomposition
of Fˆ , we obtain the centered DMD mode ϕ¯j = Ubj = MτHB¯ S¯−1/2bj , where
bj is the j th row of Tˆ−1. The diagonal matrix Λˆ comprising the eigenvalues
represents the temporal evolution of the mode.
3.2 Koopman Spectral Kernels
For calculating the similarity between the dynamical systems DSi and DSj , we
compute Koopman spectral kernels based on the idea of Binet-Cauchy kernels.
The Binet-Cauchy kernels are basically calculated from the traces of compound
matrices [30] deﬁned as follows. Let M be a matrix in Rm×n. For q ≤ min(m,n),
deﬁne Inq = {i = i1, · · · , iq : 1 ≤ i1 < ... < iq ≤ n, ii ∈ N}, and likewise Imq . We
denote by Cq(M) the qth compound matrix, that is, the
(
m
q
)
×
(
n
q
)
matrix
whose elements are the minors det((Mk,l)k =i,l=j ), where i ∈ I nq and j ∈ Imq are
assumed to be arranged in lexicographical order. In the unifying viewpoint [30],
Binet-Cauchy kernels is a general representation including various kernels [6,15,
17,21], divided into two strategies. One is the trace kernel obtained by setting
q = 1 (i.e., C1(M) = M), which directly reﬂects the property of temporal
evolution of the dynamical systems, including diﬀusion kernel [17] and graph
kernel [15]. Second is the determinant kernel obtained by setting order q to be
equal to the order of the dynamical systems n (i.e., Cn(M) = det(M)), which
extracts coeﬃcients of dynamical systems, including the Martin distance [21]
and the distance based on the subspace angle [6].
We expand the kernels to applying Koopman spectral analysis, which are
called the Koopman trace kernel and Koopman determinant kernel, respectively.
Both kernels reﬂect the Koopman eigenvalue, the eigenfunction, and the mode
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(i.e., system trajectory including the initial condition). However, richer infor-
mation of system trajectory does not necessarily increase expressiveness such as
in classiﬁcation with real-world data. Therefore, we also expanded the kernel
of principal angle [33] to applying Koopman spectral analysis, which is called
Koopman kernel of principal angle. The kernel principal angle is theoretically
a simple case of the trace kernel [30], which is deﬁned as the inner product of
linear subspaces in this feature space. In this paper, for a simple comparison, we
compute the kernel with the inner product of the Koopman modes (i.e. not the
trajectory and independent of initial condition).
Koopman Trace Kernel and Determinant Kernel. First, for the trace
kernel, we generalize the kernel assmuing the ARMA model [30], to nonlinear
dynamical systems without specifying an underlying model. The trace kernel of
DSi and DSj can be theoretically deﬁned as follows:
k (DSi,DSj) :=
∞∑
t=0
(
e−κtgi (xi,t)
T
Wgj (xj ,t)
)
, (10)
where gi and gj is the observation function and W is an arbitrary semideﬁnite
matrix (here, W = 1). Moreover, for converging the above equation, we suppose
the exponential discount μ(t) = e−κt(κ > 0). In this paper, noises in observation
and latent dynamics are not considered. Koopman trace kernel can be computed
using the modal representation given by the kernel DMD as follows:
k (DSi,DSj) = ϕi (xi,0)
T
∞∑
t=0
(
e−κtΛti
(
ΨiTWΨj
)
Λtj
)
ϕj (xj,0) , (11)
where, Λi is a diagonal matrix consisting of Koopman eigenvalues, Ψi is the
Koopman mode, and ϕi is the Koopman eigenfunction (also for j). Although
the equation includes an inﬁnite sum, we can eﬃciently compute the matrix
M :=
∑∞
t=0 (e
−κtΛti (Ψ
T
i WΨj )Λ
t
j ) using the following Sylvester equation M =
e−κΛTi MΛj + Ψ
T
i WΨj , where the Koopman mode Ψ = U∗HMτHU Tˆ−1 for i
and j. For creating a trace kernel independent of the initial conditions [30], we
take expectation over xi,0 and xj,0 in the trace kernel, yielding
k (DSi,DSj) = tr
(
Σϕi(xi,0),ϕj(xj,0)M
)
, (12)
where the initial Koopman eigenvalue ϕ(x0) = a∗(MτHU)∗Mτ,0 for i and
j [16]. Here, a is the left eigenvector of Fˆ and Mτ,0 is a vector indicating the
ﬁrst single column of Mτ . Σϕi(xi,0),ϕj(xj,0) ∈ Cp×p is the covariance of all initial
values ϕn (x0) ∈ Cp×n of DSi for each index 1, ... p of eigenvalues (p was ﬁxed
for all i). Similarly, the determinant kernel using the representation given by
kernel DMD can be computed:
k (DSi,DSj) = det
(
ΨiMΨjT
)
, (13)
where M = e−κΛTi MΛj +ϕi(xi,0)ϕj(xj,0)
T. Determinant kernels independent
of the initial condition can only be computed for a single output system [30].
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Koopman Kernel of Principal Angle. The kernel of principal angle can be
computed using the Koopman modes given by kernel DMD. With respect to
DSi, we deﬁne the kernel of principal angles as the inner product of the Koop-
man modes in the feature space: A∗A = Tˆ−1i U∗i HGxxiHUiTˆi. If the rank of Fˆ
is ri, A∗A is a ri-order square matrix. Also for DSj , we create a similar matrix
B∗B. Furthermore, we deﬁne the inner product of the linear subspaces between
DSi and DSj as A∗B = Tˆ−1i U∗i HGxxijHUj Tˆj . Gxxij is a ni×nj matrix obtained
by picking up the upper-right part of the centered Gram matrix obtained by con-
necting Ai and Aj in series (ni and nj are the lengths of the time series). Then,
using these matrices, we solve the following generalized eigenvalue problem:
(
0 (A∗B)∗
A∗B 0
)
V = λij
(
B∗B 0
0 A∗A
)
V , (14)
where the size of λij is ﬁnally adjusted to rij = min(ri, rj) in descending order,
and V is a generalized eigenvector. The eigenvalue λij is the kernel of principal
angle.
4 Embedding and Classification of Dynamics
A direct but important application of this analysis is the embedding and classiﬁ-
cation of dynamics using extracted features. A set of Koopman spectra estimated
from the analysis can be used as the basis for a low-dimensional subspace rep-
resenting the dynamics. The classiﬁcation of dynamics can be performed using
feature vectors determined by the Koopman spectral kernels. We used the Gaus-
sian kernel, with the kernel width set as the median of the distances from a data
matrix.
Before applying our approach to multiagent sports data, an experiment was
conducted using open-source real-world data. In this case, human locomotion
data were taken from the CMU Graphics Lab Motion Capture Database (avail-
able at http://mocap.cs.cmu.edu). To verify the classiﬁcation performance, we
computed the trace kernel of an auto-regressive (AR) model, representing a con-
ventional linear dynamical model. For embedding of the distance matrix with our
kernels, components of the distance matrix between DSi and DSj in the feature
space were obtained using dist(DSi,DSj) = k(Ai ,Ai)+ k(Aj ,Aj )− 2k(Ai ,Aj ).
Figure 1a–c shows the embedding of the sequences using multidimensional scal-
ing (MDS) with the distance matrix, computed with the Koopman kernel prin-
cipal angle, Koopman determinant kernel, and trace kernel of the AR model,
respectively. Classiﬁcation of performances into jumping, running, and walking
was computed using the k-nearest neighbor algorithm. Error rates of the test
data were small in this order: the Koopman kernel of principal angle (0.261),
Koopman determinant kernel (0.348), trace kernel of the AR model (0.522), and
Koopman trace kernel (0.601). Two Koopman spectral kernels performed better
in classiﬁcation than the kernel of the linear dynamical model.
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Fig. 1. MDS embedding of (a) Koopman kernel of principal angle, (b) Koopman deter-
minant kernel, and (c) trace kernel of AR model. Blue, red, and green indicate jump,
run, and walk, respectively (x and triangle show the movements with turn and stop,
respectively). (Color ﬁgure online)
5 Application to Multiagent Sport Plays
We used player-tracking data from two international basketball games in 2015
collected by the STATS SportVU system. The total playing time was 80min,
and the total score of the two teams was 276. Positional data comprised the xy
position of every player and the ball on the court, recorded at 25 frames per
second. We eliminated transitions in attack to automatically extract the time
periods to be analyzed (called an attack-segment). We deﬁned an attack-segment
as the period from all players on the attacking side court entry to 1 s before a
shot was made. We analyzed a total of 192 attack-segments, 77 of which ended
in a successful shot.
Next, we calculated eﬀective attacker-defender distances to predict the suc-
cess or failure of the shot (details were given by [8]), which were temporally and
spatially corrected (Fig. 2a). Although all of the distances were 25 dimensions
(ﬁve attackers and defenders), we previously reduced to four dimensions [8]:
(1) ball-mark distance, (2) ball-help distance, (3) pass-mark distance, and (4)
pass-help distance (Fig. 2b–c). These distances were used to create seven input
vector series: (i) a one-dimensional distance (1), (ii) a two-dimensional dis-
tance comprising (1) and (2), and (iii–iv) three- and four-dimensional (1–3, 1–4)
important distances, respectively. For veriﬁcation, (v) total 25 distances and
(vi) 25-dimensional Euclidean distances without spatiotemporal correction were
calculated. We also used (vii) the xy position (total 20 dimensions) of all the ten
players.
When predicting the outcome of a team-attack movement, it is preferable
to compute the posterior probability rather than the outcome identiﬁcation of
the shot accuracy itself. We used a naive Bayes classiﬁer and a related vector
machine (RVM) for classiﬁcation. Figure 3a shows the result of applying the
naive Bayes classiﬁer. The horizontal axis shows the seven input vector series and
the vertical axis the classiﬁcation error. The Koopman kernel principal angles
derived by inputting four important distances demonstrated minimum error of
35.9%. The result of applying the RVM is shown in Fig. 3b, using the same axes.
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Fig. 2. Diagrams and examples of attacker-defender distance. (a) Diagram of attacker-
defender distance with spatiotemporal correction. (b) Examples of four important dis-
tances. Orange, black, pink and light blue indicate the ball-mark, ball-help, pass-mark,
and pass-help distance, respectively. (c) Example of time series in the same four impor-
tant attacker-defender distances. (Color ﬁgure online)
a b
1 2 3 4 25 Euclid xy
index of input vectors
0.35
0.4
0.45
0.5
0.55
0.6
0.65
cl
as
si
fic
at
io
n 
er
ro
r
1 2 3 4 25 Euclid xy
index of input vectors
0.35
0.4
0.45
0.5
0.55
0.6
0.65
cl
as
si
fic
at
io
n 
er
ro
r
Kpa
Kdet
Ktr
trAR
Fig. 3. Results from applying (a) the naive Bayes classiﬁer and (b) the relevant vector
machine. Kpa, Kdet, Ktr, and trAR are Koopman kernel of principal angle, Koopman
determinant kernel and trace kernel, and trace kernel with AR model, respectively.
The performance of the naive Bayes classiﬁer was superior to that of the RVM.
In both cases, the Koopman spectral kernels produced better classiﬁcation than
the kernel of the linear dynamical model.
Figure 4a–c show embedding via MDS with the distance matrix of the
Koopman kernel of principal angle countered by frequencies of success and failure
of the shot. For example, the best case of the four important attacker-defender
distances (Fig. 4a) showed the expressiveness in scorability due to wide distri-
bution across the plot. In contrast, they were less widely distributed when only
single distance (Fig. 4b) or the xy coordinates of all players (Fig. 4c) were used.
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Fig. 4. MDS embedding of Koopman kernel of principal angle with three input vector
series. The series consisted of (a) four important distances, (b) single important dis-
tance, and (c) xy coordinates of all players. Red and blue indicates success and failure
of the shot, respectively. (Color ﬁgure online)
6 Discussion and Conclusion
The results of the two empirical examples showed that the best performances of
the Koopman spectral kernels (Koopman determinant kernel and kernel of prin-
cipal angle) are superior to that of the AR model assuming a linear dynamical
model. Our proposed kernels can be computed in a closed form; but practically,
the values of the Koopman determinant kernel were too large and the perfor-
mance of the Koopman trace kernel was no better than that of the others. In
contrast, the Koopman kernel of principal angle showed eﬀective expressiveness
only using Koopman modes.
When applied to multiagent sports data, the highest performance was pro-
vided by the classiﬁer using the four important distances. This vector series
reﬂects four characteristics: the scorability of a player in the current and future
(i) shot, (ii) dribble, and (iii) pass, and (iv) the scorability of a dribbler after the
pass. The proposed kernel reﬂected the time series of all interactions between
players and was more eﬀective for the classiﬁcation than the kernel based on
the information only on the shot itself. Well-trained teams aim to create scor-
ing opportunities by continuously selecting tactical passes and dribbles or by
improvising when no shooting opportunity is available.
However, even the best classiﬁcation was not high (64.1% accuracy) when
applied to real multiagent sports data. Two factors may have been neglected by
our framework. The ﬁrst is the existence of local interactions between players,
such as local competitive and cooperative play by the attackers and defenders [8]
when seen in higher spatial resolution than was available in this study. The
approach needs to reﬂect the hierarchical characteristics of global dynamics and
local dynamics. The second is the limitation of the input vector series to the
attacker-defender distances. To achieve more accurate classiﬁers, not only the
most important factor (i.e., distance) but also further hand-made time-series
input vector series (e.g., Cartesian coordinates or speciﬁc movement parameters)
should be used.
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Overall, we developed Koopman spectral kernels that can be computed in
closed form and used to compare multiple nonlinear dynamical systems. In com-
petitive sports, coaches spend considerable amounts of time analyzing videos of
their own team and the opposing team. Application of a system such as the one
presented here may save time and create tactical plans that can currently be
generated only by experienced coaches. More generally, the algorithm can be
applied to the analysis of the complex dynamics of groups of living organisms
or artiﬁcial agents, which currently elude formulation.
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Abstract. Mobile phone metadata is increasingly used for humanitar-
ian purposes in developing countries as traditional data is scarce. Basic
demographic information is however often absent from mobile phone
datasets, limiting the operational impact of the datasets. For these rea-
sons, there has been a growing interest in predicting demographic infor-
mation from mobile phone metadata. Previous work focused on creating
increasingly advanced features to be modeled with standard machine
learning algorithms. We here instead model the raw mobile phone meta-
data directly using deep learning, exploiting the temporal nature of the
patterns in the data. From high-level assumptions we design a data rep-
resentation and convolutional network architecture for modeling patterns
within a week. We then examine three strategies for aggregating patterns
across weeks and show that our method reaches state-of-the-art accuracy
on both age and gender prediction using only the temporal modality in
mobile metadata. We ﬁnally validate our method on low activity users
and evaluate the modeling assumptions.
Keywords: Call Detail Records · Mobile phone metadata
Temporal patterns · User modeling · Demographics prediction
1 Introduction
For the ﬁrst time last year, there were more active mobile phones in the world
than humans [17]. Every time one of these phones is being used to text or call,
it generates mobile phone metadata or CDR (Call Detail Records). Collected at
large scale this metadata – records of who calls or texts whom, for how long, and
from where – provide a unique lens into the behavior of humans and societies.
For instance, mobile phone metadata have been used to plan disaster response
and inform public health policy [2,24]. The potential of mobile phone metadata
is particularly high in developing countries where basic statistics such as popula-
tion density or mobility are often either missing or suﬀer from severe biases [21].
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Fig. 1. The mean number of outgoing calls averaged across the population. Diﬀerences
between workdays and weekends are clearly visible as well as diﬀerent times of the day.
Last year, an expert advisory group to the United Nations emphasized the impor-
tance of mobile phone data in measuring and ultimately achieving the Sustain-
able Development Goals [23].
The potential of mobile phone data in developing countries has, however,
been hindered by the absence of demographic information, such as age or gen-
der, associated with the data. This issue has caused a growing interest in pre-
dicting demographic information from mobile phone metadata. While previous
work has focused on developing increasingly complicated features, we here pro-
pose a novel way of modeling mobile phone metadata using deep learning. From
high-level assumptions regarding the nature of temporal patterns, we design
a data representation and convolutional network (ConvNet) architecture that
reach state-of-the-art accuracy inferring both age and gender using only the
temporal modality.
2 Related Work
Previous work has relied heavily on hand-engineered features to predict demo-
graphics and other information from mobile phone metadata. Sarraute et al. [19]
and Herrera-Yagu¨e et al. [8] both combined hand-engineered features with vari-
ous machine learning algorithms to predict gender from mobile phone metadata
while de Montjoye et al. used them to predict personality traits [15]. Martinez
et al. used an support vector machine (SVM) and random forest (RF) on similar
features as well as a custom algorithm based on k-means to predict gender [6].
Finally, Dong et al. used a double-dependent factor graph model to predict demo-
graphic information in a mobile phone social graph [5]. While promising, the
graph-based approach requires demographic information about a large fraction
of the population to be known a priori, making it impractical in most coun-
tries where training data is not available at scale and must be collected through
surveys.
The current state of the art in predicting demographics from mobile phone
data is a recent paper by Jahani et al. [10] which relies on a large number of hand-
engineered features (1440) provided by the open-source bandicoot toolbox [16]
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and a carefully tuned SVM with a radial basis function kernel. The features
used are divided into two categories (individual, spatial) and based on carefully
engineered deﬁnitions such as how to group together calls and text messages into
conversations or compute the churn rate of common locations.
3 Data and Assumptions
A mobile phone produces a record every time it sends or receives a text message
or makes or receives a phone call. These records (called mobile phone metadata,
or CDRs) are generated by the carrier’s infrastructure and are highly stan-
dardized. CDRs contain the type of interaction (text/call), direction (in/out),
timestamp (date and time), recipient ID, call duration (if call) and cell tower to
which the phone was connected to. The dataset we work with, provided by an
anonymous carrier, contains more than 250 million anonymized mobile phone
records for 150.000 people in a Western European country covering a period of
14 weeks.
We state the following three assumptions about the nature of the temporal
patterns in mobile phone metadata:
1. The day of the week and time of day of an observed pattern holds
predictive power
Previous work showed that increasing the temporal granularity of the hand-
engineered features in the bandicoot toolbox by diﬀerentiating between day-
time and nighttime activity yields a substantial accuracy boost [10]. For
instance, the percentage of initiated calls at night during the weekend was
one of the most useful features to predict gender. Consequently, we assume
that information on the speciﬁc time of the week that a pattern occurred
contains useful information to predict demographic attributes.
2. Temporal patterns are similar across days of the week
While the time of day matters (e.g. night vs. day), we furthermore assume
that such temporal patterns have similarities across days of the week which
could help predict demographic attributes. For instance, one could imagine
that a relevant temporal pattern on Friday night may help model a similar
pattern on Saturday night.
3. Local temporal patterns can be combined into predictive global
features
The current state-of-the-art approach relies on complex hand-engineered (and
non-linear) features such as the response rate within conversations, churn
between antennas, and entropy of contacts [10]. We assume that the convo-
lutional network (ConvNet) will be able to combine local temporal patterns
on the scale of hours to ﬁnd global features (i.e. on the scale of days/weeks),
thereby removing the need for such high-level hand-engineered features.
ConvNets have similarly been used in previous work to learn a hierarchy
of features directly from raw visual data [13].
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4 Representation, Architecture and Aggregation
4.1 Week-Matrix Representation
Assumptions 1 and 2 from Sect. 3 are used to derive our data representation
for a week of mobile phone metadata. We represent the data as eight matrices
summarizing mobile phone usage on a given week with hours of the day on the
x-axis and the weekdays on the y-axis (see Fig. 1). These eight matrices are the
number of unique contacts, calls, texts and the total duration of calls for incom-
ing and outgoing interactions respectively. Every cell in the matrices represents
the amount of activity for a given variable of interest in that hour interval (e.g.
between 2 and 3 pm). In this way, we eﬀectively bin any number of interac-
tions during the week. These eight matrices are combined into a 3-dimensional
matrix with a separate ‘channel’ for each of the 8 variables of interest. This
3-dimensional matrix is named a ‘week-matrix’.
The week-matrix representation is a logical result of our Assumptions 1 and
2. Our ﬁrst assumption focuses on the importance of high temporal granularity,
which is why our data representation summarizes mobile phone usage for each
hour, thereby splitting local patterns into separate bins such that they may be
captured by a suitable classiﬁcation algorithm. Our second assumption focuses
on the similarity of temporal patterns across weekdays, making it logical to
design the week-matrix to have the weekdays on the y-axis such that similar
patterns are located in neighboring cells in the matrix (see Fig. 1 for clear tem-
poral patterns in mobile phone usage across weekdays). We shift the time in the
matrices by 4 h such that it is easier to capture mobile phone usage occurring
across midnight (Fig. 1 shows that there is especially a lot of activity occurring
the night between Saturday and Sunday). Each row in the matrix thus contains
data from 4 am–4 am instead of from midnight to midnight. This shift also
moves the low-activity (and potentially less informative) areas to the borders of
the matrix.
4.2 ConvNet Architecture
We use our assumptions (see Sect. 3) to develop the ConvNet architecture used
to model a single week of mobile metadata. The choice of architecture is crucial
to ﬁnding predictive patterns and has been equated to a choice of prior [1].
Assumption 2 emphasizes the similarity of temporal patterns across week-
days. We therefore design an architecture consisting of ﬁve horizontal conv. layers
followed by a vertical conv. ﬁlter and a dense layer (see Table 1 and Fig. 2). The
horizontal conv. layers learn to capture patterns within a single day, reusing the
same parameters across diﬀerent times of day and across the diﬀerent weekdays.
For a 1D conv. ﬁlter with ﬁlter size four (as illustrated in Fig. 2) the value of a
single neuron at the position k in the next layer is:
ok = σ
(
b +
3∑
l=0
wlik+l
)
, (1)
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where wl is position l in the weight matrix for that ﬁlter and b is the bias [18].
The input is deﬁned as ik for position k in the previous layer. σ is a non-linear
activation function, which in this case is the leaky ReLU [14]. A single conv. layer
consists of multiple ﬁlters with the speciﬁed size, allowing the conv. layer to cap-
ture many diﬀerent patterns across the entire input using only a few parameters.
The intraday patterns captured by the horizontal conv. layers are then com-
bined using the vertical conv. layer across the diﬀerent weekdays to ﬁnd global
features. Lastly, the dense layer and the softmax layer combine these global
features to predict the demographic attribute (see Fig. 2).
Assumptions 1 and 3 emphasizes the importance of capturing information
about local temporal patterns. Consequently, we design an architecture that
does not use pooling layers, which would throw away information about the
location of the patterns in the week-matrix. Similarly, we make sure of a small
conv. ﬁlter size for the ﬁrst four conv. ﬁlter to focus on capturing local patterns.
There are many diﬀerent parameters that can be tuned when choosing the
architecture and the optimization procedure for training the ConvNet. Bayesian
optimization is used for tuning seven of these as proposed in [20], covering e.g.
the learning rate, L2 regularization, and the number of ﬁlters in the horizontal
conv. layers. The vertical conv. layer has a ﬁxed number of 400 ﬁlters. The dense
layer has 400 neurons, whereas the softmax layer has as many neurons as the
number of classes (two for gender and three for age).
4.3 Aggregation of Patterns Across Weeks
The ConvNet architecture described models only a single week of data at a
time, whereas each user has multiple weeks of data that should all be utilized
when predicting a demographic attribute. Based on our three assumptions (see
Sect. 3) it makes sense to design the ConvNet architecture to model a single
week at a time, making it possible to reuse the same convolutional ﬁlters across
multiple weeks. There are several ways to aggregate the features captured by the
ConvNet for individual weeks, making our method utilize the data for multiple
weeks. We examine three diﬀerent approaches: averaging the predictions, adding
a long short-term memory (LSTM) module to the ConvNet and modeling the
features captured by the ConvNet with an SVM.
The most basic approach for modeling multiple weeks of data is to pass each
week-matrix through the ConvNet architecture and then average the probabili-
ties from the softmax layer. In this way, an overall prediction can be found across
all weeks of data for a given user. An issue with this averaging approach is that
it limits the contribution of a given week to the ﬁnal prediction.
Another way of modeling multiple weeks of data is by modifying the
ConvNet architecture to include a long short-term memory (LSTM) module [9].
The LSTM is a specialized variant of the recurrent neural network (RNN), which
uses recurrent connections between the neurons to capture patterns in sequences
of inputs. We design a ConvNet-LSTM such that it has the same architecture for
ﬁnding patterns as our ConvNet architecture, but without the ﬁnal softmax layer
for classiﬁcation (i.e. conv1–dense7 as seen in Fig. 2). This architecture is then
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Table 1. Architecture for the convolutional network. The ﬁlter size describes the num-
ber of neurons in the previous layer that each neuron in the current conv. layer is
connected to. A ﬁlter with size M × 1 takes as input M neurons located side-by-side
horizontally, whereas a 1 × N ﬁlter uses N neurons located side-by-side vertically.
Layer name Conv. ﬁlter size
input –
conv1 4 × 1
conv2 4 × 1
conv3 4 × 1
conv4 4 × 1
conv5 12 × 1
conv6 1 × 7
dense7 –
softmax8 –
7 days
24 hours
8 input
channels
7
21
7
12
7
1
M F
Convolution (4x1)
Convolution (12x1) 
Softmax Classification
Convolution (1x7)
Full Connection
input
conv1
conv3
conv5
conv6
dense7
softmax8
Convolution (4x1)
7
18
7
15
Convolution (4x1)
Convolution (4x1)
conv2
conv4
Fig. 2. Illustration of the convolutional network architecture. The depth of a conv. layer
equals the number of ﬁlters in that layer. Dimensions are not to scale.
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connected to a 2-layer LSTM module with 128 hidden units in each layer. In this
way, the week-matrices can be modeled with an end-to-end architecture that can
utilize convolutional layers to ﬁnd patterns within a week and recurrent layers to
ﬁnd patterns across weeks. It is trained using the default settings of the Adam
optimization method [12]. L2 regularization of 10−4 and recurrent dropout [7]
of 0.5 is used to avoid overﬁtting. The ConvNet-LSTM is implemented using
Keras [3] and Theano [22].
Lastly, we use an SVM with a radial basis function kernel to design a 2-step
model (ConvNet-SVM). The ConvNet is used to transform the raw data into
learned high-level features for each week with the SVM then modeling patterns
across weeks. Using ConvNets to ﬁnd good representations of raw data for mod-
eling with SVMs has previously been done for generic visual recognition [4], but
to our knowledge this is the ﬁrst time it is done for combining patterns across
individual observations in the dataset (i.e. weeks in this case). We extract the
feature activations for dense7 and softmax8 (see Fig. 2. For each user we com-
pute the mean and standard deviation for these extracted feature activations
across the diﬀerent weeks. A total of 800 + 2nc features are extracted this way,
where nc is the number of classes in the problem at hand (2 for gender, 3 for
age). The number of features for the SVM is constant regardless of the number
of weeks for a given user.
5 Results
In line with previous work and potential applications, we demonstrate the eﬀec-
tiveness of our method on gender and age prediction. We consider a binary gen-
der variable (largest class: 56.3%) and an age variable discretized by the data
provider into three groups: [18–39], [40–49], [50+], splitting the dataset almost
equally (largest class: 35.7%). Our dataset contains data of approximately 150.000
people. We split it into training (100.000 people), validation (10.000 people), and
test set (40.000 people). We compare our results to a state-of-the-art approach,
Bandicoot-SVM [10], using an SVM on the bandicoot features trained and tested
on the same data as our method.
We report results using the three approaches for aggregating patterns across
weeks described in Sect. 4. Table 2 shows that our 2-step model (ConvNet-SVM),
which extracts the high-level features found using the ConvNet and models them
with an SVM yields the highest accuracy of the three approaches.
Our ConvNet-SVM method reaches state-of-the-art accuracy and slightly
outperforms it on both age and gender prediction (p < 10−5 with a one-tailed
t-test). Our method reaches the state-of-the-art using only the temporal modality
in mobile metadata, whereas the current state-of-the-art approach also exploits
patterns related to mobility (see Sect. 7).
Mobile phone usage in developing countries is still fairly low [17] making it
important for our method to perform well on low-activity users (see Fig. 4 for
the distribution of interactions per user). To test the performance of our method,
we train and evaluate it on low-activity users (users with fewer interactions than
the median) and show that our model reaches state-of-the-art and even slightly
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Table 2. Accuracy of classiﬁers on the test set when predicting age and gender.
Age Gender
Random 35.7% 56.3%
Bandicoot-SVM 61.6% 78.2%
ConvNet (averaging) 60.7% 78.3%
ConvNet-LSTM 61.3% 78.4%
ConvNet-SVM 63.1% 79.7%
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Fig. 3. Accuracy on gender prediction
as a function of the number of inter-
actions (across all 14 weeks) visual-
ized using generalized additive model
(GAM) smoothing. The x-axis is con-
strained to contain roughly 50% of the
users. The black solid line is the base-
line accuracy when predicting everyone
as part of the majority class.
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Fig. 4. Histogram of the distribution of
the number of interactions. The top 5%
users in terms of number of interactions
are not included.
Table 3. Accuracy on the original and the temporally randomized week-matrices.
Age Gender
Original 60.7% 78.3%
Permuted 54.0% 70.4%
Change −11.0% −10.1%
outperforms it (p < 0.01 with a one-tailed t-test) with an accuracy of 76.9% vs.
75.7% for the Bandicoot-SVM. Figure 3 shows the accuracy of our method and the
Bandicoot-SVM as a function of the number of interactions (calls + texts) when
trained on all users showing that we perform particularly well on users with few
interactions.
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6 Evaluating Assumptions
Designing a ConvNet architecture for a particular modeling task involves many
choices regarding ﬁlter sizes, layer types, etc. We derived many of our choices
from the three assumptions stated in Sect. 3. In this section we evaluate these
assumptions to qualify our choices.
Evaluating Assumption 1: The ﬁrst assumption states that the weekday
and time of day of an observed pattern holds predictive power. One way we
can evaluate this assumption is by comparing the performance of a ConvNet on
the original data with the performance of a ConvNet using the same hyperpa-
rameters and architecture but using data that has been temporally randomized.
We temporally randomize the dataset by assigning values to cells at random in
the week-matrix, thereby destroying potential temporal patterns in the week-
matrices while keeping the rest of the information intact (total activity, etc.). To
quantify the impact of the temporal randomization independently of the SVM,
we evaluate the performance when averaging predictions across weeks. Table 3
shows temporally randomizing the week-matrices decreases accuracy by 11%
when predicting age and by 10.1% when predicting gender.
The importance of the time and day of the interactions is indicated by exam-
ining the week-matrices which our model is most conﬁdent belong to a man or
a woman. Figure 5 shows that the top “men” week-matrix has a higher number
of outgoing contacts during the hours from 7 am to 4 pm on workdays while the
top “female” week-matrix’s outgoing contacts are spread across the day.
Evaluating Assumption 2: The second assumption states that temporal pat-
terns are similar across weekdays. To evaluate our assumption, we examine the
performance of ConvNet architectures on a 1-dimensional representation of the
data. While this 1D representation contains the same information as the week-
matrix, the hours of the weekdays are arranged next to each other horizontally
instead of vertically (168 × 1 instead of 24 × 7, see Fig. 1) therefore preventing
the ConvNet to exploit similarity in patterns across days of the week. We test
multiple ConvNet architectures (examples in Table 4) that have the same num-
ber of conv. layers as our ConvNet architecture and a comparable number of
parameters and show that all of these architectures yield a lower accuracy than
our ConvNet and the current state-of-the-art approach.
Evaluating Assumption 3: The third assumption states that local tempo-
ral patterns captured by convolutional ﬁlters (see Eq. 1) can be combined into
predictive global features, thereby eliminating the need for hand-engineered fea-
tures. To evaluate this assumption, we examine the global features learned with
our deep learning method by comparing the patterns captured by the neurons
of our ConvNet1 with the bandicoot features. We only consider the individual
bandicoot features as our ConvNet does not capture location and movement
information used for the mobility features.
1 For this comparison we use the mean activation of neurons in the FC7 layer.
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Table 4. Examples of 1-dimensional ConvNet architectures that we have tested. These
contain convolutional, dense, max-pool and softmax layers as denoted by the preﬁx. The
ﬁlter size is shown in the suﬃx. The mark (s) means that the conv. layer has a stride of
2. Padding is used such that only pooling and a stride of 2 decreases the dimensions.
ConvNet 1 ConvNet 2
input
conv5 conv13
conv5 conv13
pool2 conv13(s)
conv5 conv13
conv5 conv13
pool2 conv13(s)
conv5
conv5
dense
softmax
Table 5. Top 5 bandicoot features captured by the neurons.
Features |r|
Interevent time (call) 0.786
Number of contacts (text) 0.782
Interevent time (text) 0.769
Entropy of contacts (call) 0.764
Number of interactions (text) 0.761
Table 5 shows that the ConvNet captures information very similar to the
one encoded in high-level hand-engineered features such as interevent time and
entropy of contacts, suggesting that our deep learning model combines local
temporal patterns into global features.
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Fig. 5. Visualization of a single channel, the number of unique outgoing contacts,
in the week-matrix most predictive of the male gender (top) and of female gender
(bottom). The week-matrix most predictive of male gender has a higher number of
outgoing contacts during the hours from 7 am to 4 pm on workdays while the “female”
week-matrix’s outgoing contacts are spread across the day.
7 Discussion
Our results (Table 2) show that the ConvNet-SVM outperforms the ConvNet-
LSTMdespite the ConvNet-SVMnot capturing the ordering of the week-matrices.
While an in-depth study is outside the scope of this paper, these results suggest
that there are no strong inter-week patterns that are crucial for predicting demo-
graphic attributes.
The state-of-the-art approach found that two mobility features (percent inter-
actions at home and entropy of antennas) were among the top 5 most predictive
features for one of their two benchmark datasets [10]. In contrast, our ConvNet-
SVM method reached state-of-the-art accuracy despite not using mobility infor-
mation at all. In future work, we would like to use deep learning methods for
modeling the other modalities in mobile phone metadata as well, thereby likely
increasing the prediction accuracy.
Our weekmatrix representation have been added to bandicoot2 and our
trained ConvNets for Caﬀe [11] are available3.
2 Version ≥ 0.4 at http://bandicoot.mit.edu under bc.special.punchcard.
3 https://github.com/yvesalexandre/convnet-metadata/.
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Abstract. E-commerce websites such as Amazon, Alibaba, Flipkart,
and Walmart sell billions of products. Machine learning (ML) algorithms
involving products are often used to improve the customer experience and
increase revenue, e.g., product similarity, recommendation, and price esti-
mation. The products are required to be represented as features before
training an ML algorithm. In this paper, we propose an approach called
MRNet-Product2Vec for creating generic embeddings of products within
an e-commerce ecosystem. We learn a dense and low-dimensional embed-
ding where a diverse set of signals related to a product are explicitly
injected into its representation. We train a Discriminative Multi-task
Bidirectional Recurrent Neural Network (RNN), where the input is a
product title fed through a Bidirectional RNN and at the output, prod-
uct labels corresponding to ﬁfteen diﬀerent tasks are predicted. The task
set includes several intrinsic characteristics about a product such as price,
weight, size, color, popularity, and material. We evaluate the proposed
embedding quantitatively and qualitatively. We demonstrate that they
are almost as good as sparse and extremely high-dimensional TF-IDF
representation in spite of having less than 3% of the TF-IDF dimension.
We also use a multimodal autoencoder for comparing products from dif-
ferent language-regions and show preliminary yet promising qualitative
results.
1 Introduction
Large e-commerce companies such as Amazon, Alibaba, Flipkart, and Walmart
sell billions of products through their websites. Data scientists across these com-
panies try to solve hundreds of machine learning (ML) problems everyday that
involve products, e.g., duplicate product detection, product recommendation,
safety classiﬁcation, and price estimation. The ﬁrst step towards training any
ML model usually involves creating feature representation of the relevant enti-
ties, i.e., products in this scenario. However, searching through hundreds of data
resources within a company, identifying the relevant information, processing and
transforming a product related data to a feature vector is a tedious and time
consuming process. Furthermore, teams of data scientists performing such tasks
on a regular basis makes the overall process ineﬃcient and wasteful.
c© Springer International Publishing AG 2017
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For typical ML tasks such as classiﬁcation, regression, and similarity retrieval,
a product can be represented in several ways. One of the most common
approaches to represent a product is using an order-independent bag-of-words
approach leveraging the textual metadata associated with the product. In this
approach, one constructs a TF-IDF vector representation based on the title,
description, and bullet points of a product. Although these representations are
eﬀective as features in a wide variety of classiﬁcation tasks, they are usually
high-dimensional and sparse, e.g., a TF-IDF representation with only 300K
product titles and a minimum document frequency of 5 represents each prod-
uct using more than 20K dimensions, where typically only 0.05% of the features
are non-zero. Using these high-dimensional features creates several problems in
practice1: (a) overﬁtting, i.e., does not generalize to novel test data, (b) training
ML algorithms using these high-dimensional features is usually computational
and storage ineﬃcient, (c) computing semantically meaningful nearest neighbors
is not straightforward and (d) they cannot be directly used in downstream ML
algorithms such as Deep Neural Networks (DNN) as that increases the number
of parameters signiﬁcantly. On the other hand, using dense and low-dimensional
features could alleviate these issues. In this paper, our goal is to create a generic,
low-dimensional and dense product representation which can work almost as
eﬀectively as the high-dimensional TF-IDF representation.
We propose a novel discriminative Multi-task Learning Framework where we
inject diﬀerent kinds of signals pertaining to a product into its embedding. These
signals capture diﬀerent static aspects, such as color, material, weight, size, sub-
category, target-gender, and dynamic aspects such as price, popularity, and views
of a product. Each signal is captured by formulating a classiﬁcation/regression
or decoding task depending on the type of the corresponding label. The pro-
posed architecture contains a Bidirectional Recurrent Neural Network (RNN)
with LSTM cells as the input layer which takes the sequence of words in a
product title as input and creates a hidden representation, which we refer to
as “product embeddings”. During training phase, the embeddings are fed into
multiple classiﬁcation/regression/decoding units corresponding to the training
tasks. The full multi-task network is trained jointly in an end-to-end manner. We
refer to the proposed approach as MRNet (Discriminative Multi-task Recurrent
Neural Network) and the embeddings created using this method are referred to
as MRNet-Product2Vec. Section 3 elaborates more on this.
Products sold on e-commerce websites usually belong to multiple Product
Groups (PG) such as furniture, jewelry, clothes, books, home, and sports items.
Some of the signals which we inject within products are PG-speciﬁc. For example,
the weights of home items have a very diﬀerent distribution than the weights of
jewelry. Similarly, sizes of clothes (L, XL, XXL etc.) could be quite diﬀerent from
the sizes of furniture (king, queen etc.). We believe that a common embedding
for all products across all PGs will not be able to capture the intra-PG variations.
Hence, we initially learn the embeddings in a PG-speciﬁc manner and then use a
sparse autoencoder to project the PG-speciﬁc embeddings to a PG-agnostic space.
1 Curse of dimensionality [5].
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This ensures that MRNet-Product2Vec can also be used when the train or test
data for an ML model belong to multiple PGs. Section 3.2 provides more details
on this.
We encode diﬀerent signals about products in the embeddings such that the
embeddings are as generic as possible. However, creating embeddings that will
work well for every product related ML task without further feature processing
is not easy and perhaps impossible. So, we create these embeddings keeping
two particular e-commerce use-cases in mind: (a) Anyone building an ML model
with products can use these embeddings to build a good baseline model with
little eﬀort. (b) Someone who has a set of task speciﬁc features can use these
embeddings as a means to augment with the generic signals captured in these
representations. Our end-goal is to provide a generic feature representation for
each product in an e-commerce system, such that data scientists don’t have to
spend days or months to build their ﬁrst prototype.
We evaluate MRNet-Product2Vec in both quantitative and qualitative ways.
MRNet-Product2Vec is applied to ﬁve diﬀerent classiﬁcation tasks: (i) plugs, (ii)
Ship In Its Own Container (SIOC), (iii) browse category, (iv) ingestible and (v)
SIOC with unseen population (Sect. 4.1). We compare MRNet-Product2Vec with
a TF-IDF bag-of-words (sparse high-dimensional) on title words and show that
in spite of having a much lower dimension than TF-IDF, MRNet-Product2Vec
is comparable to TF-IDF representation. It performs almost as good as TF-IDF
in two of these tasks, better than TF-IDF in two of these tasks and worse than
TF-IDF in the remaining task. In Sects. 4.2 and 4.3, we provide the qualita-
tive analysis of MRNet-Prod2Vec. In Sect. 5, we use a variant of multimodal
autoencoder [8] that can be used to compare products sold in diﬀerent language-
regions/countries. Preliminary qualitative results using this approach are also
provided.
2 Prior Work
There have been several prior works on entity embeddings using deep neural
networks. Perhaps the most famous work on entity embeddings is the word2vec
method [6], where continuous and distributed vector representations of words
are learned based on their co-occurrences in a large text corpus. There are also
a few prior research works for creating product embeddings for recommendation.
Prod2Vec [2] uses a word2vec-like approach that learns vector representations of
products from email receipt logs by using a notion of a purchase sequence as a
“sentence” and products within the sequence as “words”. The product represen-
tations are used for recommendation. The authors in [9] propose Meta-Prod2Vec,
which extends the Prod2Vec [2] loss by including additional interaction terms
involving products’ meta-data. However, these embeddings are speciﬁcally ﬁne-
tuned for a predeﬁned end-task, i.e., recommendation and may not perform well
on a wide variety of product related ML tasks.
Traditionally multi-task learning has been used when one or all of the individ-
ual tasks have smaller training datasets and the tasks are somehow correlated [1].
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The training data from other correlated tasks should improve the learning of a par-
ticular task. However, we do not have any paucity of data and the tasks which are
used to train MRNet-Product2Vec are largely uncorrelated. We have used “unre-
lated” multi-task learning such that the learned representations are generic. To
the best of our knowledge, this is the ﬁrst work, that performs multi-task learning
in an RNN to explicitly encode diﬀerent kinds of static and dynamic signals for a
generic entity embedding.
3 Proposed Approach
In this section, we describe the proposed embedding MRNet-Product2Vec. In
MRNet-Product2Vec, we feed the vector representation of each word in a product
title to a Bidirectional RNN. We use word2vec [6] to create a dense and compact
representation of all words in the product catalog. A large corpus of text is
created comprising the titles and descriptions of 143 million randomly selected
products from the catalog. We use Gensim2 to learn a 128 dimensional word2vec
representation of all the words in the corpus which occur at least 10 times.
3.1 MRNet-Product2Vec
The proposed embeddings MRNet-Product2Vec are created by explicitly intro-
ducing diﬀerent kinds of static and dynamic signals into the embeddings using
a Discriminative Multi-task Bidirectional RNN. The goal of injecting diﬀerent
signals is to create embeddings which are as generic as possible. We believe that
the learned embeddings will be eﬀective in any ML task, which is correlated with
one or more of the tasks for which we train our embeddings (see Sect. 4.3).
We describe ﬁfteen diﬀerent tasks which are used to learn our product embed-
dings. These tasks were selected primarily because we thought that the cor-
responding signals are intrinsic and should be included in a generic product
embedding. However, these set of tasks are not exhaustive and may not capture
all possible information about the products. Future research could incorporate
more tasks during training and also study if dense product embeddings of a small
ﬁxed dimension (say, 128 or 256) can capture more signals eﬀectively.
The set of present tasks can be grouped in several ways. Some of these capture
static information that are unlikely to change over the lifetime of a product, e.g.,
size, weight, and material. Some are also dynamic which are likely to change every
week or month, e.g., price or number of views. Some of these tasks are classiﬁca-
tion problems, where some others are regression or decoding. We summarize all
the tasks in Table 1 and omit the details due to lack of space. Color, size, material,
subcategory, and item type are formulated as multi-class classiﬁcation problems
where the most frequent ones are treated as individual classes and the remaining
ones are grouped as one class. Rest of the classiﬁcation tasks are binary. As men-
tioned earlier, this list of tasks may not be exhaustive. However, they capture a
2 https://radimrehurek.com/gensim/.
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wide variety of aspects regarding a product and eﬀective encoding of these signals
should create embeddings that are generic enough to address a wide class of ML
problems pertaining to products.
Table 1. Tasks used to train MRNet-Product2Vec.
Static Dynamic
Classiﬁcation Color, Size, Material, Subcategory, Item
type, Hazardous, Batteries, High value,
Target gender
Oﬀer, Review
Regression Weight Price, View Count
Decoding TF-IDF representation (5000 dim.)
The block diagram of MRNet-Product2Vec is shown in Fig. 1a. The word2vec
representation of each word in a product title is fed through a Bidirectional RNN
layer containing LSTM cells. The hidden layer representation from the forward
and backward RNNs are concatenated to create the product embedding which is
used to predict multiple task labels as described above. The network is trained
jointly with all of these tasks.
Fig. 1. Architecture of diﬀerent components of MRNet-Product2Vec.
Let us assume that the word2vec representation of words in a product title
with T words are denoted as {x1, x2,..., xT }. We use a Bidirectional RNN, which
has a forward RNN and a backward RNN. Let us assume that hft and hbt denote
the hidden states of the forward and backward RNN respectively at time t. The
recursive equations for the forward and the backward RNN are given by:
hft = φ(W
fxt + Ufh
f
t−1) (1)
hbt = φ(W
bxt + U bhbt−1) (2)
Where W f and W b are the feedforward weight matrices for the forward and
backward RNNs respectively. Uf and U b are the recursive weight matrices for
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the forward and backward RNNs respectively. φ is usually a nonlinearity such
as tanh or RELU. We use hT = [h
f
T ,h
b
T ], as the ﬁnal hidden representation of a
product after all words in a product title have been fed through both the forward
and backward RNNs. RNNs are trained using Backpropagation Through Time
(BPTT) [10]. Although RNNs are designed to model sequential data, it has been
found that simple RNNs are unable to model long sequences because of the
vanishing gradient problem [3]. Long Short Term Memory units [4] are designed
to tackle this issue where along with the standard recursive and feed-forward
weight matrices there are input, forget, and output gates, which control the ﬂow
of information and can remember arbitrarily long sequences. In practice, it has
been observed that RNNs with LSTM units are better than traditional RNNs
(Eqs. 1 and 2). Hence, we use LSTM units in the forward and backward RNNs.
We skip the details of LSTM units and suggest interested readers to look at this
article3 for an intuitive explanation on LSTMs.
Suppose, we want to train our network with N diﬀerent tasks. Out of the N
tasks, N c are classiﬁcation, Nr are regression and Nd are decoding, i.e., N c +
Nr +Nd = N . lcm denotes the loss of the m-th classiﬁcation task, l
r
p denotes the
loss corresponding to the p-th regression task and ldq denotes the loss of the q-th
decoding task. The losses corresponding to all the tasks are normalized such that
one task with a higher loss cannot dominate the other tasks. While training we
optimize the following loss which is the sum of the losses of all N tasks.
L =
m=Nc∑
m=1
lcm +
p=Nr∑
p=1
lrp +
q=Nd∑
q=1
ldq (3)
The hidden representation hT corresponding to a product is projected to
multiple output vectors (on for n-th task) using task speciﬁc weights and biases
(Eq. 4). The loss is computed as a function of the output vector and the target
vector according to the type of a task. For example, if the task is a ﬁve-way
classiﬁcation, hT is projected to a ﬁve dimensional output, followed by a soft-
max layer and eventually a cross-entropy loss is computed between the softmax
output and the true target labels. For the regression task, hT is projected to a
scalar and a squared loss is computed with respect to the true score. Similarly,
in the decoding task, hT is projected to a 5000 dimensional vector on and a
squared loss is computed between the projected representation and the target
5000 dimensional TF-IDF representation.
on = WnhT + bn (4)
Optimization in Deep Multi-task Neural Network: The cost function in
Eq. (3) can be optimized in two diﬀerent ways:
– Joint Optimization: At each iteration of training, update all weights of the
network using gradients computed with respect to the total loss as deﬁned in
Eq. (3). However, if each training example does not have labels corresponding
to all the tasks, training in this way may not be possible.
3 http://colah.github.io/posts/2015-08-Understanding-LSTMs/.
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– Alternating Optimization: At each iteration of training, randomly choose
one of the tasks and optimize the network with respect to the loss corre-
sponding to that task only. In this case, only the weights which correspond to
that particular task and the weights of task-invariant layers (the Bidirectional
RNN in our case) are updated. This style of training is useful when we do
not have all task labels for a product. However, the training might be biased
towards a speciﬁc task if the number of training examples corresponding to
that task is signiﬁcantly higher than other tasks.
While we were training MRNet, it was diﬃcult to obtain all task labels for
each product. Hence, alternating optimization was an obvious choice for us. We
sample training batches from each task uniformly to avoid biasing towards any
speciﬁc task.
3.2 Product Group (PG) Agnostic Embeddings
While training the proposed network, we trained a separate model for each PG
because the label distribution could be very diﬀerent across PGs. For example, the
median price and the price range of jewelry is very diﬀerent from that of books.
Similarly, the materials used in clothes (cotton, polyester etc.) are diﬀerent from
that of kitchen items which are usually made of aluminium, metal or glass. If we
train one model across all PGs, the embeddings are unlikely to capture the ﬁner
intra-PG variations in their representations. Hence, we build one model for each
PG. In this paper, we train 23 diﬀerent models for 23 diﬀerent PGs.
The PG-speciﬁc embeddings can be used for any ML problem which is either
PG-speciﬁc (all train and test data are from a particular PG) or when there are a
large number of training examples from each PG such that separate PG-speciﬁc
models can be trained. However, in many practical situations, none of the above
might be true. Hence, it is also important to have product embeddings which
are PG-agnostic such that ML models can be trained with products spanning
multiple PGs. We handle this problem by training a sparse autoencoder [7] that
projects the PG-speciﬁc embeddings to a PG-agnostic space (Fig. 1b).
Let us assume that each PG-speciﬁc embedding has a dimension d and there
are total G (23 in our case) PG-speciﬁc embeddings. First, we represent the
embeddings from PG g, using a Gd dimensional vector, where the PG-speciﬁc
embedding is placed at the index range (g − 1)d + 1 : gd and the rest are ﬁlled
with zeros. This vector is called xga. We train a sparse autoencoder where we
reconstruct xga through a fully connected network containing a hidden layer
of dimension 2d. The hidden layer representation is used as the PG-agnostic
embedding. We enforce sparsity such that the autoencoder can learn interesting
structures from the data and does not end up learning an identity function.
4 Experimental Results
In this section, we evaluate MRNet-Product2Vec in various ways. In Sect. 4.1,
we discuss the quantitative results while qualitative studies are discussed in
Sects. 4.2 and 4.3.
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Architecture and Framework Details: In MRNet-Product2Vec, there is one
layer of Bidirectional RNN containing LSTM nodes followed by multiple classi-
ﬁcation/regression/decoding units. We train each PG-speciﬁc model with max-
imum one million training samples from a PG corresponding to each training
task. It took around 30min to train each epoch using one Grid K520 GPU.
While training the PG-agnostic embeddings, we used 500K randomly chosen
products from each PG (total 11.5 million for 23 PGs). The sparse autoencoder
took around 20min per epoch while training.
4.1 Quantitative Analysis
Product embeddings can be created in many possible ways. They can capture
diﬀerent kinds of signals about products and can have varying performance in
diﬀerent end-tasks. To get a sense of the eﬃcacy of MRNet-Product2Vec, we
consider ﬁve diﬀerent classiﬁcation tasks. These tasks are diﬀerent from the
tasks that are used to train MRNet-Product2Vec.
1. Plugs: In this binary classiﬁcation problem, the goal is to predict if a product
has an electrical plug or not. This dataset has 205,535 labeled products. Here
we perform ﬁve-fold cross validation and report the average AUC.
2. SIOC: This classiﬁcation problem tries to predict if a product can ship in its
own container (SIOC) provided by the seller or if the e-commerce company
needs to provide an additional container for this product. This is also a binary
classiﬁcation problem. This dataset has 296,961 labeled examples. Five-fold
cross validation is performed and the average AUC over ﬁve-folds is reported.
3. Browse Categories: This is a multi-class classiﬁcation problem where prod-
ucts from the PG toy are classiﬁed into 75 diﬀerent website browse categories
(e.g.: baby toys, puzzles, and outdoor toys). There are a total of 150,197
samples in this dataset. We perform ﬁve-fold cross validation and report the
average accuracy.
4. Ingestible Classification:We apply MRNet-Product2Vec on a product clas-
siﬁcation problem which predicts if a product is ingestible or not. However,
only 1500 training samples are available for learning a classiﬁer. We perform
ﬁve-fold cross validation and report the average AUC over ﬁve-folds.
5. SIOC (unseen population): We believe that if the test data distribution is
signiﬁcantly diﬀerent from the train data distribution, dense embeddings such
as MRNet-Product2Vec should perform better than sparse/high-dimensional
TF-IDF representations. We simulate that by modifying the SIOC dataset
using the following steps. First, we split the full dataset into ﬁxed training
and test parts. We ﬁlter out each test product for which the maximum inter-
section of it’s title with any training product title is larger than a threshold th.
All the remaining products are used as the test data set. The lower the thresh-
old, the diﬀerence between the test and the train data distribution increases.
We ﬁxed a training dataset of 150K examples and used th = 0.2 with 271
test examples (106+ve and 165−ve). We report the AUC.
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We compare MRNet-Product2Vec with the sparse and high-dimensional
TF-IDF representation of product titles for all the ﬁve classiﬁcation tasks. The
sparse TF-IDF representation for each classiﬁcation task was created using only
the training examples corresponding to that task. We use the PG-agnostic ver-
sion of MRNet-Product2Vec (dimensionality: 256) for SIOC, PLUGs, ingestible
and SIOC (unseen population) as the data spanned multiple PGs. We use the PG-
speciﬁc version (dimensionality: 128) of MRNet-Product2Vec for browse category
classiﬁcation as all the samples were from the same PG, i.e., toy. We use MRNet-
Product2Vec and TF-IDF in two diﬀerent classiﬁers, Logistic Regression and Ran-
dom Forest, and report the evaluation metric for both of them in Table 2. We
observe that on Plugs and SIOC, MRNet-Product2Vec is almost as good as sparse
and high-dimensional TF-IDF in spite of having amuch lower dimension than that
of TF-IDF. However, on Browse Categories, MRNet-Product2Vec performs much
worse thanTF-IDF.This happens because out of the 15 tasks, only the subcategory
classiﬁcation task is somewhat related to browse categories. Hence, the browse cat-
egory related information that is encoded in MRNet-Product2Vec is not suﬃcient
enough for this “hard” 75-class classiﬁcation task. MRNet-Product2Vec performs
better than sparse and high-dimensional TF-IDF on ingestible and SIOC (unseen
population). Since the dense embeddings are semantically more meaningful, i.e., it
knows that a chair and a sofa are similar objects, they should be able to learn clas-
siﬁers even from smaller training datasets (such as ingestible) and generalize well
for unseen test population (SIOC with unseen population). However, sparse and
high-dimensional TF-IDF is not as eﬀective in these scenarios. Overall, we observe
that MRNet-Product2Vec is mostly comparable to TF-IDF in spite of having less
than 3% of the TF-IDF dimension.
Table 2. Results on ﬁve classiﬁcation tasks. RF: Random Forest, LR: Logistic Regres-
sion. TF-IDF dim.: >10K, MRNet-Product2Vec dim.: 256 and 128. All numbers are
relative w.r.t TF-IDF-LR.
Task MRNet-RF MRNet-LR TF-IDF-RF
Plugs −2.8% −9.72% −2.8%
SIOC −5.81% −18.60% −9.3%
Browse categories −16.67% −26.38% −25.0%
Ingestible 0% +2.15% −11.8%
SIOC (unseen) +10% 0% −3.33%
4.2 Nearest Neighbor Analysis
We study the characteristics of MRNet-Product2Vec by analyzing the nearest
neighbors (NN) of several products. Since computing meaningful NNs is not
straightforward using the sparse TF-IDF features, we do not show the NNs
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using this method. We created a universe of 220K products from the PG furni-
ture and computed the NNs of several randomly chosen products based on the
Euclidean distance. In Fig. 2, we show the ﬁrst nine NNs of four hand-picked
products. In (a), MRNet-Product2Vec ﬁnds several grey colored tables as NNs.
In (b), several full-sized beds are obtained as NNs. In (c), MRNet-Product2Vec
fetches four blue-colored tables and two “drum barrel” tables as NNs. In (d),
MRNet-Product2Vec produces several tools/tool-boxes as NNs. Overall, we
can see that MRNet-Product2Vec has learned several intrinsic characteristics
of products such as size, color, type etc., which were used to train MRNet-
Product2Vec.
Fig. 2. Nearest neighbors computed using MRNet-Product2Vec for each query product
(ﬁrst column) (best viewed in electronic copy).
4.3 MRNet-Product2Vec Feature Interpretation
MRNet-Product2Vec is trained with multiple tasks to incorporate diﬀerent prod-
uct related signals. We performed some preliminary analysis on the PG-agnostic
embeddings (256 dimensional) to detect if a subset of features encode a particular
signal (such as size, weight, electrical properties etc.). First, MRNet-Product2Vec
is used for the battery classiﬁcation task (one of our training tasks) and multi-
ple Random Forest (RF) models with randomly chosen subsets of the training
data are built. We found out that there are 29 features that always appear in
the top quartile (64) of all the features with respect to RF feature importance.
That indicates that these 29 features in MRNet-Product2Vec are indicative of
product’s electrical properties and some of these should play a role in plugs clas-
siﬁcation (evaluation task). Indeed, we ﬁnd that there are 28 features which are
important in the context of plugs classiﬁcation and 8 of these features were also
important in the battery classiﬁcation task. Likewise, we ﬁnd that 13 impor-
tant features for the weight classiﬁcation training task are also important for
the SIOC evaluation task. This demonstrates that MRNet-Product2Vec encodes
diﬀerent product characteristics which play a crucial role in the ﬁnal evaluation
tasks.
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5 Language Agnostic MRNet-Product2Vec
E-commerce companies usually sell products across multiple countries and
language-regions. There are many scenarios when it is important to compare prod-
ucts that have details such as title, description, and bullet-points in diﬀerent lan-
guages. When a seller lists a product in a country, the e-commerce company would
like to know if that product is already listed in other countries for accurate stock-
accounting and price estimation. A customer from UK might like to know if a
product which she liked in the France website is available for purchase from the
UK website or not. Often it is also required to apply a trained ML model from a
particular language-region to a diﬀerent language-region product because labeled
data in that language may not be available. For each of these use-cases, it is impor-
tant to learn cross-language transformations, such that products from diﬀerent
countries/language-regions can be compared seamlessly. To address this issue, we
propose to use a variant of multimodal autoencoder [8] that can project MRNet-
Product2Vec trained in diﬀerent languages to a common space for comparison.
Let us assume that we have P paired product titles from two diﬀerent coun-
tries UK and France, i.e., for each product title in French, we know the cor-
responding UK title and vice versa. We separately train MRNet-Product2Vec
for UK-english and French and refer them as MRNet-Product2Vec-UK and
MRNet-Product2Vec-FR respectively. MRNet-Product2Vec-UK and MRNet-
Product2Vec-FR are used to obtain the embeddings for P products. The cor-
responding embeddings for the p-th product are deﬁned as xUKp (dim. 256) and
xFRp (dim. 256) respectively. Now, we train an autoencoder (Fig. 3a) which has
input xp (dim. 512), output yp (dim. 512) and a hidden layer of dimension 256.
Let us assume that 0 denotes a zero vector of 256 dimension. The training data
for this network consists of three parts: (1) xp = [xUKp ,0] and yp = [0,x
FR
p ], (2)
xp = [0,xFRp ] and yp = [x
UK
p ,0] and (3) xp = [x
UK
p ,x
FR
p ] and yp = [x
UK
p ,x
FR
p ].
We train the autoencoder with batches of size 256, where each batch is randomly
selected from the full training data. The trained network is used to project a
product’s MRNet-Product2Vec-FR to the corresponding MRNet-Product2Vec-
UK space. The projected MRNet-Product2Vec-UK representation is used to ﬁnd
the nearest UK products corresponding to a French product. We demonstrate a
few French products and their UK nearest neighbors in Fig. 3b. We could have
also projected the UK products to the French embedding space or project both
of them to the common shared space for comparison. Although the results are
preliminary, this demonstrates that we can use a multimodal autoencoder to
eﬀectively compare embeddings from diﬀerent language-regions.
6 Discussion and Future Work
In this paper, we propose a novel variant of e-commerce product embeddings
called MRNet-Product2Vec, where diﬀerent product related signals are explicitly
injected into their embeddings by training a Discriminative Multi-task Bidirec-
tional RNN. Initially, PG-speciﬁc embeddings are learned and then a PG-agnostic
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Fig. 3. Language Agnostic MRNet-Product2Vec (best viewed in electronic copy).
version is learned using a sparse autoencoder. We evaluate the proposed embed-
dings qualitatively and quantitatively and establish it’s eﬀectiveness. We also pro-
pose a multimodal autoencoder for comparing products across diﬀerent countries
(i.e., languages) and provide initial results using that. MRNet-Product2Vec has
been applied to generate product embeddings of around 2 billion products and
have been made available internally within our company for product related ML
model building. We periodically retrain MRNet to keep the model updated with
the dynamic signals and also update the resulting embeddings of all products. We
note that MRNet-ProductVec is suitable for cold-start scenarios as the embed-
dings can be created using only product titles, which are available as part of the
catalog data. Although MRNet-Product2Vec has been trained with the proposed
set of 15 diﬀerent tasks, the framework provides the ﬂexibility to learn embed-
dings with any other set of tasks or ﬁne-tune the already learnt embeddings with
additional tasks.
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Abstract. The process of liquidity provision in ﬁnancial markets can
result in prolonged exposure to illiquid instruments for market makers. In
this case, where a proprietary position is not desired, pro-actively target-
ing the right client who is likely to be interested can be an eﬀective means
to oﬀset this position, rather than relying on commensurate interest aris-
ing through natural demand. In this paper, we consider the inference of
a client proﬁle for the purpose of corporate bond recommendation, based
on typical recorded information available to the market maker. Given a
historical record of corporate bond transactions and bond meta-data, we
use a topic-modelling analogy to develop a probabilistic technique for
compiling a curated list of client recommendations for a particular bond
that needs to be traded, ranked by probability of interest. We show that a
model based on Latent Dirichlet Allocation oﬀers promising performance
to deliver relevant recommendations for sales traders.
1 Introduction
The exchange of ﬁnancial products primarily relies on the principle of matching
willing counter-parties who have opposing interest in the underlying product,
resulting in a demand-driven natural transaction at an agreed price. There are,
however, cases where there is insuﬃcient commensurate demand on one side
at the desired price level, resulting in one of the parties needing to either wait
for willing counter-parties or adjust their price. Where transaction immediacy is
required, the client may approach a market maker (such as a bank or broker) who
will facilitate the required trade by guaranteeing the other side of the transaction
and charging a fee (the spread) for this service. This process of facilitating client
transactions is termed liquidity provision, as the client can pay a fee to trade an
otherwise illiquid asset immediately.
From the market maker’s perspective, providing this liquidity of course results
in taking a proprietary position in the underlying product, aﬀecting their inven-
tory and/or cash on hand. The management of this inventory and how it relates to
quoted spread to account for associated risks is widely studied (see [2,8,11,12] as
examples), however is beyond the scope of this paper. We are interested in the par-
ticular case where a market maker has provided liquidity in a product and is not
c© Springer International Publishing AG 2017
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interested in a long-term proprietary position, viz. they would like to mitigate or
eliminate this exposure by targeting interested clients to oﬀset the position. Find-
ing suitable clients is the task of sales traders, who use their knowledge of potential
clients’ interests to ﬁnd a match for the required trade, however understanding the
nuanced preferences of all the clients is an arduous task. This paper seeks to create
a systemwhich will automate client proﬁle inference and assist the sales traders by
providing them with a curated list of clients to contact, who are most likely to be
interested in the product. A successful system will expedite the liquidation of the
market maker’s product exposure, assisting with regulatory [9,16] and inventory
management [1] concerns.
The products we consider are corporate bonds, which are ﬁxed-term ﬁnancial
instruments issued by companies as a means of raising capital for operations.
An investor who owns a corporate bond is usually entitled to interest payments
from the issuer in the form of regular coupons, and redemption of the face value
of the bond at maturity. The yield (interest rate) associated with a corporate
bond is typically higher than a comparable government-issued bond. This yield
diﬀerential is commensurate with the perceived credit-worthiness of the underly-
ing company, the nature of the issue (senior/subordinated, secured/unsecured,
callable/non-callable, etc.), the liquidity of the market place and the contrac-
tual provisions for contingencies in the event of issuer default [10,17]. From an
investor’s perspective, corporate bonds oﬀer a relatively stable investment com-
pared to, say, buying stocks in the company, since the instrument does not partic-
ipate in the underlying proﬁts of the company and bondholders are preferential
creditors in the case of company bankruptcy. Following the initial issuance, cor-
porate bonds are traded between investors in the secondary market until matu-
rity, where market makers facilitate transactions by providing liquidity when
required, leading to product exposures which need to be oﬀset, as discussed
above.
Wewill use a topicmodelling analogy to frame the problem and develop a client
proﬁle inference technique. In the Natural Language Processing (NLP) commu-
nity, many authors have focused on probabilistic generative models for text cor-
pora, which infer latent statistical structure in groups of documents to reveal likely
topic attributions for words [5,6,19,24]. One such model is Latent Dirichlet Allo-
cation (LDA) [6], which is a three-level hierarchical Bayesian model under which
documents are modelled as a ﬁnite mixture of topics, and topics in turn are mod-
elled as a ﬁnite mixture over words in the vocabulary. Learning the relevant topic
mixture and word mixture probabilities provides an explicit statistical representa-
tion for each document in the corpus. If one considers documents as products and
words as clients, this has a natural analogy to the client recommendation problem
we seek to solve. By observing product-client (document-word) transactions, we
can infer a posterior probability of trade over relevant clients (topic with highest
probability mass) for a particular product. These ideas are made more concrete in
Sect. 2. Sampling from this posterior probability distribution provides us with a
mechanism for client recommendation (most likely matches), coupled with a prob-
ability of trade, which will assist sales trades to gauge recommendation conﬁdence.
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This paper proceeds as follows: Sect. 2 discusses the analogy between topic
modelling and bond recommendation. Section 3 introduces LDA as a candidate
technique for client proﬁle inference. Section 4 discusses some baseline models
for comparison. Section 5 introduces some custom metrics to quantify recom-
mendation eﬃcacy, in the context of bond recommendation. Section 6 discusses
the data and results, and Sect. 7 provides some concluding remarks.
2 A Topic Modelling Approach: Terminology
and Analogies
We will frame the problem using the exposition in Blei et al. [6] as a guide,
making appropriate modiﬁcations to reﬂect the bond recommendation use-case.
The word (w) represents the basic observable unit of discrete data, where each
word belongs to a ﬁnite vocabulary set indexed by {1, ...,W}. Where appropriate,
we may use the convention of a superscript (wi) to indicate location in a sequence
(such as in a document or topic), and subscript (wt) to indicate a word observed
at a particular time. Words are typically represented using unit-basis W -length
vectors, with a 1 coinciding with the associated vocabulary index and zeros
elsewhere. In our context, words represent clients, viz. w = i is a unit vector
associated with client i. We have used the term client interest, as we may abstract
the actual trade status of our recorded data (traded, not traded, indication of
interest, traded away, passed) to an indicator representing interest or no interest.
In each case, the client was interested in the underlying bond and requested
a price, regardless of whether they actually traded with us, another bank or
changed their mind. This is the behaviour we would like to predict and has the
added beneﬁt of reducing the sparsity of our dataset. In future work, we may
consider relaxing this assumption to determine if certain trade statuses contain
more relevant information for likely client interest.
A document (d) is a sequence of N words d = {w1, w2, ..., wN}, where wn is
the nth word in the sequence. In our context, a document relates to a speciﬁc
product, where, like a document is a collection of words, a product represents a
collection of clients who have expressed interest to trade.
A topic (z) is a collection of M words z = {w1, w2, ..., wM} which are related
in some way, representing an abstraction of words which can act as a basic
building block of documents. In our context, a topic refers to a client group,
viz. a set of clients that are regarded as similar based on the products they are
interested in.
A corpus (w) is a collection of D documents, w = {d1, d2, ..., dD}. In our
context, the corpus represents the set of products which the market maker is
interested in trading with its clients.
2.1 The Product-Client Term-Frequency Matrix
In the topic modelling analogy, a corpus can be summarised by a document-
word matrix, which is essentially a 2-d matrix where, for each document (row),
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we count the frequency of each possible word in the vocabulary (columns) in the
document. This summary is justiﬁed by the exchangeability assumption typical
in topic modelling, where temporal and spatial ordering of documents and words
are ignored to ensure tractable inference.
For our application, we can compute an analogous product-client matrix
where, for each product (row), we count the number of times a client (column)
has expressed interest in the product. While we suspect the temporal property
of client interest is an important property (clients trade bonds in response to
particular market conditions, to renew exposure close to maturity or as part of
a regular portfolio rebalancing scheme), we will ignore these eﬀects in this study
and revisit these properties in future work. We will, however, ensure only active
bonds are used to populate the product-client matrix, i.e. bonds which have a
start date before the training period start and maturity date after the chosen
testing day.
The product-client summary of records we use in this study results in a highly
sparse matrix, with relatively few clients dominating trading activity. Since equal
weight is placed on zero and non-zero counts, this will make inference for clients
who trade less frequently more diﬃcult. One remedy used in the topic modelling
literature is to convert the raw document-word matrix into a Term Frequency-
Inverse Document Frequency (TF-IDF) matrix [21,23]. Under this scheme, for
our application, the weighting of a client associated with a product increases
proportionally with the number of times they have traded the product, but this
is oﬀset by the number of times the product is traded among all clients. We will
use the standard formulation,
tf-idf(w, d,w) = tf(w, d) · idf(w,w), (1)
where
tf(w, d) = 0.5 + 0.5 · fw,d
max{fw∗,d : w∗ ∈ d}
and
idf(w,w) = log
D
|{d ∈ w : w ∈ d}| .
Here, fw,d is the raw count of the number of times client w was interested in
product d, D is the total number of products and w is the set of all products.
3 Latent Dirichlet Allocation
Latent Dirichlet Allocation (LDA) [6] is a probabilistic generative model typi-
cally used in Natural Language Processing (NLP) to infer latent topics present in
sets of documents. Documents are modelled as a mixture of topics sampled from
a Dirichlet prior distribution, where each topic, in turn, corresponds to a multino-
mial distribution over words in the vocabulary [13]. The learned document-topic
and topic-word distributions can then be used to identify the best topics which
describe the document, as well as the best words which describe the associated
topics [7].
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As discussed in Sect. 2, we will consider documents as products and words
as clients, allowing us to infer a posterior probability of trade (or at least client
interest) over relevant clients (topic with highest probability mass) for a partic-
ular product.
LDA is traditionally a bag-of-words model, assuming document and word
exchangeability. This means an entire corpus is used to infer document-topic
and topic-word distributions, ignoring potential eﬀects of spatial and tempo-
ral ordering. Given the particular problem of corporate bond recommendation,
certain spatial and temporal features may be useful for more accurate recom-
mendations. For example, the maturity date and frequency of coupon payment
associated with a particular bond may inﬂuence the client’s probability of trad-
ing. The duration and convexity characteristics of a bond and it’s impact on the
client’s overall exposures may aﬀect their willingness to trade. In this paper, we
will ignore the eﬀects of bond characteristics and temporal ordering of transac-
tions, using only the bond issue and maturity dates to ensure they are active
for the training and testing periods.
Fig. 1. Graphical representation of LDA in plate notation, indicating interpretation of
words, topics and documents as clients, client groups and products.
To formalise ideas, we will reproduce the key aspects of the mathematical
exposition of LDA (we follow conventions and notation set out in Wallach [24]),
modiﬁed to reﬂect the product recommendation use-case. This is complemented
by the plate notation representation of LDA in Fig. 1.
Client generation is deﬁned by the conditional distribution P (wt = i|zt = k),
described by T (W − 1) free parameters, where T is the number of client groups
and W is the total number of clients. These parameters are denoted by Φ, with
P (wt = i|zt = k) ≡ φi|k. The kth row of Φ (φk) thus contains the distribution
over clients for client group k.
Client group generation is deﬁned by the conditional distribution P (zt =
k|dt = d), described by D(T −1) free parameters, where D is the total number of
products traded by the market maker. These parameters are denoted by Θ, with
P (zt = k|dt = d) ≡ θk|d. The dth row of Θ (θd) thus contains the distribution
over client groups for product d.
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The joint probability of a set of products w and a set of associated latent
groups of interested clients z is
P (w, z|Φ,Θ) =
∏
i
∏
k
∏
d
φ
Ni|k
i|k θ
Nk|d
k|d , (2)
where Ni|k is the number of times client i has been generated by client group k,
and Nk|d is the number of times client group k has been interested in product d.
As in Blei et al. [6], we assume a Dirichlet prior over Φ and Θ, i.e.
P (Φ|βm) =
∏
k
Dirichlet(φk|βm) (3)
and
P (Θ|αn) =
∏
d
Dirichlet(θd|αn). (4)
Combining these priors with Eq. 2 and integrating over Φ and Θ yields the
probability of the set of products given hyperparameters αn and βm:
P (w|αn, βm) =
∑
z
( ∏
k
∏
i Γ (Ni|k + βmi)
Γ (Nk) + β
Γ (β)∏
i Γ (βmi)
∏
d
∏
k Γ (Nk|d + αnk)
Γ (Nd + α)
Γ (α)∏
k Γ (αnk)
)
. (5)
In Eq. 5, Nk is the total number of times client group k occurs in z and Nd is the
number of clients interested in product d. This posterior is intractable for exact
inference, but a number of approximation schemes have been developed, notably
Markov Chain Monte Carlo (MCMC) [15] and variational approximation [13,14].
For our study, we made use of the scikit-learn [20] open-source Python library,
which includes an implementation of the online variational Bayes algorithm for
LDA, described in Hoﬀman et al. [13,14]. They make use of a simpler, tractable
distribution to approximate Eq. 5, optimising the associated variational parame-
ters to maximise the Evidence Lower Bound (ELBO), and hence minimising the
Kullback-Leibler (KL) divergence between the approximating distribution and
the true posterior.
4 Baseline Models for Comparison
1. Empirical Term-Frequency (ETF): We can use the normalised product-client
term-frequency matrix discussed in Sect. 2.1 to construct an empirical prob-
ability distribution over clients for each product. This encodes the historical
intensities of client interest, without exploiting any latent structure.
2. Non-negative Matrix Factorisation (NMF): NMF aims to discover latent
structure in a given non-negative matrix by using the product of two low-
rank non-negative matrices as an approximation to the original, and min-
imising the distance of the reconstruction to the original, measured by the
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Frobenius norm [18]. Applied to our problem, for a speciﬁed number of client
groups, NMF can be used to reveal an unnormalised probability distribution
over client groups for each product, and distribution over clients for each
client group, from a given term-frequency matrix. These probabilities can be
normalised for comparison with other models.
5 Evaluating Recommendation Eﬃcacy
Recommender systems are usually evaluated in terms of their predictive accu-
racy, but the appropriate metrics should be chosen to reﬂect success in the
speciﬁc application [22]. The data we have for inference and testing purposes is
framed in terms of positive interest, viz. the presence of a record indicates a client
was interest in the associated product, and the absence of a record indicates no
interest. In addition, we are interested in capturing the accuracy of a “top N”
client list, as opposed to a binary classiﬁer. In terms of the standard confusion
matrix metrics, we will thus focus on true and false positive results, however we
have implemented a nuanced interpretation based on our application:
– Cumulative True Positives (CTP): A client recommendation for a particu-
lar product is classiﬁed as a True Positive (TP) if the recommended client
matches the actual client for that product on the testing day. The total num-
ber of TPs for a testing day is thus the total number of correctly matched
recommendations. Given our use-case, where the N best (ranked) recommen-
dations are sampled, we compute the cumulative TPs as the number of TPs
captured within the ﬁrst x recommendations, x = 1, ..., N . More formally, the
CTP for product j captured within the ﬁrst x recommendations is given by
CTPxj =
x∑
i=1
I(wij=w
∗
j )
, (6)
where wij is the i
th recommended client for product j and w∗j is the actual
client who traded product j.
– Relevant False Positives (RFP): A client recommendation is classiﬁed as a
Relevant False Positive (RFP) if is does not match the actual client for that
product on that day, but the recommended client traded another product
instead. The rationale here is that the model captures the property of gen-
eral client trading interest, so may be useful for the sales traders to discuss
possibilities with the client, even though the model has matched the client to
the incorrect product. These are measured at the ﬁrst recommendation level
(x = 1). For product j,
RFPj = I(
(w1j =w∗j )∩(w1j ∈{w∗k}k =j)
). (7)
– Irrelevant False Positives (IFP): A client recommendation is classiﬁed as
an Irrelevant False Positive (IFP) if is does not match the actual client for
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that product on that day, and the recommended client did not trade another
product. This captures the wasted resources property of a false positive, as
the sales trader could have spent that time targeting the right client. These
are measured at the ﬁrst recommendation level (x = 1). For product j,
IFPj = I(
(w1j =w∗j )∩(w1j /∈{w∗k}k =j)
). (8)
6 Data and Results
Data: BNP Paribas (BNPP) provided daily recorded transactions with clients for
various corporate bond products over the period 5 January 2015 to 10 February
2017, including records where clients did not end up trading with the bank. To
maintain privacy, the Client and Product ID’s were anonymised in the provided
dataset. The data includes the following ﬁelds:
– TradeDateKey : Date of the transaction (yyyymmdd)
– VoiceElec: Whether the transaction was performed over the phone (VOICE )
or electronically (ELEC, ELECDONE )
– BuySell : The trade direction of the transaction
– NotionalEUR: The notional of the bond transaction, in EUR
– Seniority : The seniority of the bond
– Currency : The currency of the actual transaction
– TradeStatus: Indicates whether the bond was actually traded with the bank
(Done), price requested but traded with another LP (TradedAway), bank
decided to pass on the trade (Passed), client requested price without imme-
diate intention to trade (IOI ) or client did not end up trading (TimeOut,
NotTraded). This ﬁeld also refers to entries which are aggregate bond posi-
tions based on quarterly reports (IPREO). Some entries also indicate an
UNKNOWN trade status.
– IsinIdx : The unique product ID associated with the bond.
– ClientIdx : The unique client ID.
Some metadata was also provided, related to properties of the traded bonds:
– Currency : Currency of the bond
– Seniority : Seniority of the bond
– ActualMaturityDateKey : Maturity date of bond (yyyymmdd)
– IssueDateKey : Issue date of bond (yyyymmdd)
– Mat : Maturity as number of days since “00 Jan 2000” (00000100 )
– IssueMat : Issue date as number of days since “00 Jan 2000” (00000100 )
– IsinIdx : Unique product ID associated with bond
– TickerIdx : Bond type index
This data was parsed by: (1) Removing TradeStatus = IPREO or UNKNOWN,
(2) Collapsing the TradeStatus column into a single client interest indicator, (3)
Isolating either Buys or Sells for inference related to a particular trade direction,
(4) Ensuring bonds are “active” for the relevant period, i.e. issued before start
of training and matures after testing date, and ﬁnally, (5) construct a product-
client term frequency matrix as described in Sect. 2.1.
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Results: Due to space constraints, we will only show results for the SELL trade
direction, however results for BUYS were quite similar. Figure 2 shows CTPx for
x = 1, ..., 100 for a number of candidate models, with parameter inference from a
single training period (5 Jan 2015 to 30 Nov 2016) and model testing on a single
period (1 Dec 2016 to 10 Feb 2017). A crude baseline which all models beat is
random client sampling (without replacement), indicated by the solid black line,
suggesting that there is useful information in the historical transaction record for
the purpose of client recommendation. The ETF model does surprisingly well,
capturing 40% TP matches within the ﬁrst 20 recommendations. We ﬁnd that the
LDA models oﬀer superior accuracy beyond 10 recommendations, indicating that
the latent structure is useful for the purpose of reﬁning posterior probability of
trade. These results do, however, aggregate results over the entire testing period,
whereas the intended use-case will be on a daily basis, using the previous day’s
transactions to reﬁne recommendations.
Fig. 2. Comparison of candidate models for single period training (5 Jan 2015 to 30
Nov 2016) and testing (1 Dec 2016 to 10 Feb 2017), evaluating cumulative true positives
captured within ﬁrst x recommendations. Client SELL interest.
Table 1 shows the results from a through-time study, where a speciﬁed window
size (WS) (number of days) was used for parameter inference, test metrics calcu-
lated for the day after, and the study moved forward one day. Results shown are
averaged over all the testing days in the data set. Here, it is clear that, while the
ETF model oﬀers comparable CTP results to other models, it oﬀers poor RFP
and IFP results. For the highlighted LDA model, on average, 79% of the “incor-
rectly” recommended clients still traded on that day, albeit a diﬀerent product.
For a sales trader, making contact with these clients could start the conversation
about their interests and be converted into a trade. Although it may not solve
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Table 1. Summarised results for through-time study, varying estimation windows and
hyperparameter values. Averaged over testing days in period 05 Jan 2015 to 10 Feb
2017. WS = Inference Window Size and CG = Client Groups. Client SELL interest.
Model WS CG α β CTP1 CTP2 CTP3 CTP4 CTP5 CTP6 CTP7 CTP8 CTP9 CTP10 σ(CTP10) RFP IFP
ETF 100 0.11 0.17 0.21 0.24 0.27 0.29 0.31 0.33 0.34 0.36 0.06 0.49 0.40
NMF 100 5 0.10 0.14 0.16 0.19 0.21 0.23 0.24 0.26 0.27 0.28 0.07 0.83 0.07
NMF 100 10 0.10 0.13 0.14 0.16 0.17 0.19 0.20 0.21 0.22 0.23 0.06 0.77 0.13
NMF 100 20 0.11 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.20 0.21 0.05 0.72 0.17
NMF 100 50 0.10 0.12 0.13 0.14 0.14 0.15 0.15 0.16 0.16 0.17 0.04 0.63 0.27
LDA 100 5 0.1 0.9 0.10 0.14 0.17 0.20 0.23 0.25 0.27 0.29 0.31 0.32 0.08 0.84 0.06
LDA 100 10 0.1 0.9 0.10 0.14 0.18 0.20 0.23 0.25 0.27 0.29 0.30 0.32 0.08 0.81 0.09
LDA 100 20 0.1 0.9 0.10 0.15 0.18 0.21 0.23 0.25 0.27 0.29 0.31 0.32 0.08 0.79 0.11
LDA 100 50 0.1 0.9 0.11 0.15 0.18 0.21 0.23 0.25 0.27 0.28 0.30 0.31 0.07 0.77 0.12
ETF 500 0.11 0.17 0.22 0.25 0.27 0.30 0.32 0.34 0.36 0.38 0.07 0.54 0.35
NMF 500 5 0.11 0.16 0.18 0.21 0.23 0.25 0.27 0.28 0.30 0.31 0.09 0.80 0.09
NMF 500 10 0.10 0.13 0.14 0.16 0.16 0.18 0.19 0.20 0.21 0.22 0.06 0.78 0.12
NMF 500 20 0.11 0.12 0.14 0.15 0.16 0.17 0.18 0.19 0.20 0.21 0.05 0.73 0.17
NMF 500 50 0.10 0.11 0.12 0.13 0.14 0.15 0.15 0.16 0.17 0.17 0.06 0.65 0.23
LDA 500 5 0.1 0.9 0.11 0.16 0.21 0.22 0.24 0.26 0.28 0.30 0.33 0.34 0.10 0.82 0.06
LDA 500 10 0.1 0.9 0.11 0.16 0.20 0.23 0.24 0.27 0.30 0.31 0.33 0.34 0.09 0.81 0.09
LDA 500 20 0.1 0.9 0.11 0.16 0.21 0.22 0.25 0.27 0.29 0.30 0.32 0.35 0.09 0.79 0.10
LDA 500 50 0.1 0.9 0.12 0.17 0.20 0.23 0.25 0.27 0.29 0.30 0.32 0.34 0.09 0.79 0.11
Fig. 3. True Positives, Relevant and Irrelevant False Positives. LDA with CG = 20,
α = 0.1, β = 0.9, 500-day rolling training window, 05 Jan 2015 to 10 Feb 2017. Client
SELL interest.
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the direct problem of oﬀsetting a particular position, it could still translate into
revenue for the market maker. We found that increasing the WS to 500 days
alleviates the sparse data problem somewhat and oﬀers marginal improvements
in performance, however more sophisticated data balancing techniques [3] should
be explored to ensure accurate inference for clients who trade less frequently.
Figure 3 shows CTPx for x = 1, ..., 10, RFP and IFP for each testing day,
using the highlighted through-time LDA model in Table 1 (WS = 500, CG = 20,
α = 0.1, β = 0.9). We see that this model oﬀers relatively consistent recom-
mendation performance. There is a signiﬁcant increase in CTP accuracy around
the end of December 2016, but this is largely due to relatively few “typical”
clients trading. These clients would have traded frequently in the past, thus are
more likely to be recommended in the ﬁrst instance. There is also a decrease
in performance around the beginning of February 2017. This could be due to
a change in client preferences due the expiry of a certain class of bonds. This
does suggest that simple moving inference windows may insuﬃcient to capture
temporal trends, and a more sophisticated modelling approach may be required.
7 Conclusion
We proposed a novel perspective for framing ﬁnancial product recommendation
using a topic modelling analogy. By considering documents as products and words
as clients, we can use classical NLP techniques to develop a probabilistic gener-
ative model to infer an explicit statistical representation for each product as a
mixture of client groups (topics), where each client group is a mixture of clients.
By observing product-client (document-word) transactions, we can infer a pos-
terior probability of trade over relevant clients (topic with highest probability
mass) for a particular product.
We ﬁnd that LDA is a promising technique to infer statistical structure from a
historical record of client transactions, for the purpose of client recommendation.
While it does not necessarily outperform a na¨ıve approach in terms of “top
10” true positive recommendations, it does oﬀer superior “top 100” accuracy
and relevant false positive performance, where recommended clients trade other
products which could translate into revenue for the market maker.
Further research should consider the advantages of inference using balanced
product-client term frequency matrices [3], incorporating bond metadata infor-
mation into the LDA algorithm [25], considering the eﬀects of trends and other
temporal phenomena [7], and more sophisticated hierarchical topic modelling
techniques to exploit latent structure [4,5].
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Abstract. Timely identiﬁcation of dissatisﬁed customers would provide
corporations and other customer serving enterprises the opportunity to
take meaningful interventions. This work describes a fully operational
system we have developed at a large US insurance company for predict-
ing customer satisfaction following all incoming phone calls at our call
center. To capture call relevant information, we integrate signals from
multiple heterogeneous data sources including: speech-to-text transcrip-
tions of calls, call metadata (duration, waiting time, etc.), customer pro-
ﬁles and insurance policy information. Because of its ordinal, subjective,
and often highly-skewed nature, self-reported survey scores presents sev-
eral modeling challenges. To deal with these issues we introduce a novel
modeling workﬂow: First, a ranking model is trained on the customer
call data fusion. Then, a convolutional ﬁtting function is optimized to
map the ranking scores to actual survey satisfaction scores. This app-
roach produces more accurate predictions than standard regression and
classiﬁcation approaches that directly ﬁt the survey scores with call data,
and can be easily generalized to other customer satisfaction prediction
problems. Source code and data are available at https://github.com/
cyberyu/ecml2017.
1 Introduction
In a competitive customer-driven landscape where businesses are constantly com-
peting to attract and retain customers; customer satisfaction is one of the top
diﬀerentiators. While digitization and other forces continue to increase consumer
choice, understanding and improving customer satisfaction are often core ele-
ments of the business strategy of modern companies. It enables service providers
to unveil timely opportunities to take meaningful interventions to improve cus-
tomer experience and to train customer representatives (CR) in an optimal way.
In order to measure the eﬀectiveness of a CR during a phone interaction with
a customer, generally a customer survey is taken shortly after the call takes place.
However, due to survey expense, typically only a small percentage of calls are
measured. When CR performance is calculated from a small sample of surveys
performance scores have high variability and there is potential misrepresentation
of CR performance.
c© Springer International Publishing AG 2017
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The focus of this work is to describe the design and implementation of a
deployed machine-learning-based system used to automatically predict customer
satisfaction following phone calls. Our discovery and system design process can
be divided into four stages:
1. Extraction, processing and linking of raw data: Raw data is collected
and linked from four primary sources: call logs, historical survey scores, cus-
tomer and policy databases, and call transcription and related content derived
from audio recordings.
2. Feature engineering: Call data is processed to create informative features.
3. Model design and creation: In this stage we focus on the design and
creating of the customer satisfaction predictive models.
4. Aggregation of model predictions to the group level: At the last stage,
we aggregate individual model predictions to the group level (by call queue,
by CR, in a given period of time, etc.). We also provide estimated bounds for
the group average predictions.
2 Related Work
Research studies on emotion recognition using human-human real-life corpus
extracted from call center calls are limited. In [15], a system for emotion recog-
nition in the call center domain, using lexical and paralinguistic cues, is proposed.
The goal was to classify parts of dialogs into three emotional states. Training
and testing was performed on a corpus of 18 h of real dialogs between agent and
customer, collected in a service of complaints. A similar work [2], also proposes to
classify call center calls between three emotional states, namely, anger, positive
and neutral. The authors used classical descriptors, such as zero crossing rate
and Mel-frequency cepstral coeﬃcients, and support vector machines as the clas-
siﬁer. They used service complaints and medical emergency conversations from
call centers, and adopted a cross-corpus methodology for the experiments, mean-
ing that they use one corpus as training set and another corpus as test set. They
attained a classiﬁcation accuracy between 40% to 50% for all the experiments.
Park and Gates [10] developed a method to automatically measure customer
satisfaction by analyzing call transcripts in near real-time. They identiﬁed sev-
eral linguistics and prosodic features that are highly correlated with behavioral
aspects of the speakers and built machine learning models that predict the
degree of customer satisfaction in a scale from 1 to 5 with an accuracy of 66%.
Sun et al. [13] adopted a diﬀerent approach, based on fusion techniques, to pre-
dict the user emotional state from dialogs extracted from a Chinese Mobile call
center corpus. They implemented a statistical model fusion to alleviate the data
imbalance problem and combined n-gram features, sentiment word features and
domain-speciﬁc words features for classiﬁcation.
Recently, convolutional neural networks have been used on raw audio signals
to automatically learn meaningful features that lead to successful prediction of
self-reported customer satisfaction from call center conversations in Spanish [12].
This approach starts by pretraining a network on debates from French TV shows
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with the goal of detecting salient information in raw speech that correlates with
emotion. Then, the last layers of the network are ﬁnetuned with more than 18000
conversations from several call centers. The CNN-based system achieved compa-
rable performance to the systems based on traditional hand-designed features.
There are many machine learning problems, referred to as ordinal ranking
problems, where the goal is to classify patterns using a categorical scale which
shows a natural order between labels, but not a meaningful numeric diﬀerence
between them. For example, emotion recognition in the call center domain usu-
ally involves rating based on an ordinal scale. Indeed, psychometric studies show
that human ratings of emotion do not follow an absolute scale [8,9]. Ordinal
ranking is fundamentally diﬀerent from nominal classiﬁcation techniques in that
order is relevant and the labels are not treated as independent output categories.
The ordinal ranking problems may not be optimally addressed by the standard
regression either since the absolute diﬀerence of output values is nearly mean-
ingless and only their relative order matters [3].
There are several algorithms which speciﬁcally beneﬁt from the ordering
information and yield better performance than nominal classiﬁcation and regres-
sion approaches. For example, Herbrich et al. [5] proposed a support vec-
tor machines approach based on comparing training examples in a pairwise
manner. A constraint classiﬁcation approach that works with binary classiﬁers
and is based on the pairwise comparison framework was proposed by Har-Peled
et al. [4]. Crammer and Singer [1] developed an ordinal ranking algorithm based
on the online perceptron algorithm with multiple thresholds.
Some areas where ordinal ranking problems are found include medical
research [11], brain computer interface [17], credit rating [7], facial beauty assess-
ment [16], image classiﬁcation [14], and more. All these works are examples of
applications of ordinal ranking models, where exploiting ordering information
improves their performance with respect to their nominal counterparts.
3 Overview of the Proposed System
Our main goal is to develop a model to predict satisfaction scores for all incoming
customer calls in order to (i) take meaningful timely interventions to improve
customer experience and (ii) obtain a robust understanding on how care center
performance and training can be enhanced, ultimately for our customer’s beneﬁt.
Our company recently adopted a system which automatically transcribes
phone calls to text. The transcriptions generated by this system are key for our
deployed system. The company customer care center monitors customer satisfac-
tion by oﬀering surveys conducted by a third party vendor to 10% of incoming
calls. Each care center CR has around ﬁve surveys completed per month, which
is only about 0.5–1% of all assigned calls. There are four topics measured by
the survey: (a) If the customer felt “valued” during the call; (b) If the issue was
resolved; (c) How polite the CR was, and (d) How clearly the CR communi-
cated during the call. Scores range form 1 to 10 (1 lowest, 10 highest) and the
four scores are averaged into an additional variable called RSI (Representative
Satisfaction Index). In this paper we focus on predicting the RSI.
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Several diﬃculties, in terms of modeling, are discovered after a quick initial
inspection of the training data:
– The customer satisfaction scores (RSI) are highly biased towards the highest
score (10), while calls with scores lower than 8 are less than 4%. This highly
skewed distribution makes building a predictive model more complex.
– Survey scores are customer responses, thus are subjective, qualitative states
heavily impacted by personal preferences.
– The measurement scale of survey scores is ordinal; one cannot say, for exam-
ple, that a score of 10 indicates double satisfaction as a score of 5. Most, if
not all, standard regression techniques implicitly assume an interval or ratio
scale.
Figure 1 displays an overview of the deployed system. The system workﬂow
can be summarized by the following steps:
1. After a call ends, a transcript of the call is automatically produced by a
speech-to-text system developed by Voci (vocitec.com).
2. Calls are partitioned into temporal segments and non-text features are engi-
neered. The rationale of temporal segmentation is that certain events are
more relevant depending of when they occur in the call. For example: detect-
ing negative sentiment trends in the ﬁrst quarter of the call but positive at
the end may lead to a higher satisfaction score than when the opposite is
true.
3. Textual features are constructed and merged with non-text features. The
fused feature vectors are used as input features for the models described in
the next step.
4. Ranking model scoring. The ranking model is trained by sampling ordered
pairs based on satisfaction scores.
Fig. 1. Overview of the deployed system
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5. Mapping from raking scores to satisfaction scores using an isotonic model.
Individual (per call) satisfaction predictions are generated.
6. Aggregation of calls at the group level are stored in a database. Example
groups include: per CR, per queue and per time period.
7. Aggregations are used for real-time reporting though a monitoring dashboard.
4 Representation
This section describes the pipeline of extracting features from various types of
input data sources related to a phone call which are passed on to the models.
Available input data sources are call transcriptions, call logs, and other customer
and policy data. Figure 2 displays our input data model.
Fig. 2. Partial entity-relationship data model of input data. Numbers indicate cardi-
nality ratios between entities. Not all attributes are shown.
Calls are transcribed to sequences of non-overlapping utterances, chunks of
semi-continuous speech by a single speaker ﬂanked on either side by either a
change of speaker or a break in speech. Each utterance contains the transcribed
text along with related attributes including the predicted speaker, either cus-
tomer or company representative, start and end times, and predicted sentiment.
Concatenating the text of all utterances gives us the full transcribed text of a
call. In addition to the call transcription, we generate features from the telephony
system logs. Examples of log level attributes are assigned call-center queue, wait-
ing time and transfer indicators. For calls that are linked to speciﬁc customers
we use additional customer and policy data.
4.1 Feature Engineering
Our feature engineering process takes linked input data for a call and produces
a ﬁxed-length feature vector.
Temporal Segment Features. Each temporal segment feature represents an
aspect of the call in a certain temporal range, for example, the minimum senti-
ment score of any customer utterance in the last quarter of the call. A temporal
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Table 1. A temporal segment feature is created for each of the 300 combinations
(5 × 3 × 4 × 5) of component values.
Component Possible values
Utterance function negSent(), negCount(), duration(), consNeg(), sentScore()
Speaker representative, customer, either
Aggregate function min(), max(), mean(), std()
Temporal range [0.0, 0.25), [0.25, 0.5), [0.5, 0.75), [0.75, 1.0], [0.9, 1.0]
segment feature is deﬁned by (i) a numerical utterance function1, (ii) a speaker,
(iii) an aggregate function and, (iv) a temporal range (see Table 1).
Temporal Segment Text-Features. The text of each transcribed customer
call can also be viewed as a linear sequence of temporal elements (words) thus
can be decomposed into temporal textual segmentations. In fact, each customer
call consists of several natural temporal segmentations, which usually starts with
greetings, then customer personal information authentication, next followed by
customer’s narrations of problems or requests, and then responses and resolu-
tions provided by the representative, and ﬁnishes by ending courtesies of both
parties. To predict customer satisfaction, we assume that late segmentations of
a call (i.e., problem explanations, resolutions) are more informative than early
parts (i.e., greetings, authentication), therefore we create separate textual models
by decomposing the transcribed text of a call into diﬀerent temporal segments.
We denote D as the corpus of transcribed text of all calls, where di ∈ D,
i = 1...N is a document of transcribed text of the i-th call. Each di is composed
of a sequence of words wi,j , j = 1...Mi where Mi is the total number of words
in di. And we further decompose all the words in a document into four sub-
documents qi1, qi2, qi3, qi4, where
qi1 = {wi,1, ..., wi,s1},
qi2 = {wi,s1+1, ..., wi,s2},
qi3 = {wi,s2+1, ..., wi,s3},
qi4 = {wi,s3+1, ..., wi,Mi}.
Since each call has diﬀerent lengths, and we haven’t applied any method to
automatically segment a call according to the content, we simply set s1, s2, s3
respectively to the rounded integers of Mi4 ,
2Mi
4 ,
3Mi
4 , thus gives us four even
1 negSent() is an indicator that is 1 if the utterance sentiment label is Negative,
negCount() is the number of Negative or Mostly Negative sentiment phrases in the
utterance, duration() is the length of the utterance in seconds, consNeg() is an indi-
cator that is 1 if the current and previous utterance have negative sentiment, and
sentScore() maps utterance sentiment labels (Negative, Mostly Negative, Neutral,
Mostly Positive, Positive) to numerical scores (−1,−0.5, 0, 0.5, 1).
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temporal segments, where each segment contains words appeared in a quarter
part, from beginning to end, of a call and we call them quarter documents.
Analogously, using the same s1, s2, s3 chosen before, we deﬁne four sets of
tail documents
ti1 = {wi,1, ..., wi,Mi},
ti2 = {ws1+1,1, ..., wi,Mi},
ti3 = {ws2+1,1, ..., wi,Mi},
ti4 = {ws3+1,1, ..., wi,Mi},
as segmented documents of various lengths. Notice that ti1 is equivalent to di,
and ti2, ti3, ti4 are respectively the remaining 75%, 50%, 25% part of a call.
Thus, we obtain eight corpora of call text (four quarter documents and four
tail documents) and each corpus represents a temporally segmented snapshot
of the textual content. Next, we construct standard TF-IDF proﬁles on each
individual corpus, where a row represents a call, and benchmark the best corpora
using a held-out training and validation set. We ﬁnd that the corpus composed
by ti3, represented by 5000 TFIDF weights, gives the best performance and we
select that for modeling.
Other Features. Additional features are created from telephony logs, such
as duration of call, queue, in-queue waiting time, and policy count information
such as the number of auto policies, number of property policies, etc. held by
the customer’s household. Our system has a total of 5,340 natural features, and
following one-hot-encoding of categorical features the ﬁnal model ready dataset
contains 5,501 features.
5 Models
Here we describe our approach to learning a predictive model of ordinal satis-
faction ratings, such as RSI. The modeling task is to learn a function f(x) = yˆ
mapping feature vector x to predicted RSI yˆ such that on average the diﬀerence
between the predicted score and actual score y is small. Our approach involves
two models: a linear ranking model r(x) that maps examples to rank scores and
a non-decreasing, non-linear model s(rˆ) mapping rank scores to RSI. We form
f() through composition: f(x) = s(r(x)). We term this approach RS+ IR for
“rank score+ isotonic regression”.
Unlike standard linear and non-linear regression methods that directly model
y, the RS+ IR approach is consistent with the ordinal scale of the satisfaction
score. A second advantage of RS+ IR is that since the rank score model is
learned from pairs of examples (see below), a larger pool of training examples
are available and the class labels of the training set can be balanced, which is
especially important for data sets like those considered here that are strongly
skewed towards the high end of the satisfaction scale.
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Rank Score Model. We learn a model to rank examples by RSI using the
pairwise transform [6]. The pairwise transform induces a rank score function r(x)
by learning a linear binary classiﬁer from an auxiliary training set of examples
(u, v) that are formed from pairs of examples (xi, yi), (xj, yj) in the original
ordinal training set that have diﬀerent satisfaction scores2.
The features of the auxiliary examples are the component-wise diﬀerence
between the original examples, uij = xi−xj. The binary class value vij indicates
whether or not example i has a higher satisfaction than example j: vij is +1 if
yi > yj and −1 if yi < yj . The linear binary classiﬁer r(u), which is learned
from the auxiliary training set to predict which of two examples has a higher
satisfaction score, is subsequently used as a rank score function r(x). That r() can
be used as a ranking function follows from its linearity r(xi −xj) = r(xi)−r(xj)
and by noticing that r(xi) > r(xj) is consistent with the prediction that yi is
larger than yj .
Rank Score to Satisfaction. The second sub-model s(r) is one-dimensional,
non-decreasing function mapping rank scores to satisfaction scores. After learn-
ing the rank score model r() we calculate the rank score of all examples in the
original training set, order examples by their rank scores and smooth the result-
ing sequence of satisfaction scores. We then ﬁt an isotonic regression model using
training examples sampled uniformly from the smoothed function.
6 Results
In this section we describe the results of experiments conducted on a data set of
8,726 incoming phone calls from between March 23, 2015 and Dec 29, 2015 for
which we have customer satisfaction survey results. We randomly selected 75%
(6,108) for the training set and the remainder served as our test set.
6.1 Individual Predictions
To assess the value of our “rank score + isotonic regression” (RS+ IR) app-
roach to predicting phone call representative satisfaction index (RSI) scores we
compared it with three standard regression methods (ridge regression, Lasso
and random forest regression) and one classiﬁcation method, linear support vec-
tor machine3. Ridge regression and Lasso are both penalized linear regression
methods, but use diﬀerent loss functions: L2 for ridge and L1 for lasso. Ran-
dom forest regression is a non-linear approach that trains diﬀerent ensembles of
2 All the auxiliary examples may not be needed. We have found that while there are
over 10 million auxiliary examples that can be formed from our training set, the rank
score model is well converged when trained with 10,000 examples. We experimented
with various techniques for sampling the auxiliary examples (biased for large RSI
diﬀerence, small RSI diﬀerence, etc.), and found that simple uniform sampling works
best.
3 All comparison models trained using the scikit-learn Python package.
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least-squares linear models for non-overlapping partitions of the input space.
We use cross-validation on the training set to set hyperparameters (α for
ridge and lasso, max depth and min samples per split for random forest, and C
for SVM).
Pe. Sp. MAE
Ridge 0.300 0.231 0.811
Lasso 0.303 0.227 0.815
Random forest 0.149 0.150 0.835
Rank Score 0.255 0.239 *
RS+IR 0.312 0.239 0.784
Fig. 3. (Left) Regression results (Pe: Pearson correlation, Sp: Spearman correlation,
MAE: mean absolute error). (Right) classiﬁcation results
Figure 3(left) shows test set results. The RS+ IR model outperforms the
other models in terms of Pearson correlation, Spearman correlation and mean
absolute error (MAE). Also, RS+ IR has better Pearson correlation than the
rank score alone, showing the value of the non-linear mapping from rank score
to prediction. If actions are taken in response to model predictions, for example
reaching out to potentially dissatisﬁed customers, when predicted RSI falls below
a given threshold T classiﬁcation models are more appropriate than regression.
The right panel shows the area under an ROC curve as T varies for our approach
and linear SVM. Even though we trained a diﬀerent SVM model for each value
of T and only a single RS+ IR model, the AUC of the RS+RI model dominates
the SVM over the whole range of T , especially for smaller thresholds.
6.2 Group Predictions
Since users of the productionalized system view reports on mean predicted sat-
isfaction scores for various collections of calls, for example by department, call-
center queue, and hour-of-day, we have investigated our system’s accuracy for
call groups. We use two kinds of groupings: random and by topic. We formed
random groups of a given size by sampling calls with replacement from the test
set. For the topic groups we used hand-crafted text-based predicates, which were
created by another business unit for tagging calls related to various products and
services and aspects of the customer journey. Each topic predicate is a Boolean
function that takes a single sentence as input. A call belongs to a topic T if T (s)
is true for any sentence s in the call. Thus, a given call may belong to zero, one
or many topics. There are a total of 107 topics groups with group sizes ranging
from 1 to 1,560.
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(a) (b)
Fig. 4. (a) Dashed lines indicate 95% conﬁdence band for randomly selected groups.
Points are observed group errors of topics groups containing more than 50 calls. (b)
Quantile/quantile plot of group errors for the topics groups.
We deﬁne the group error to be the diﬀerence between the mean of the
predicted scores for all calls in the group and the mean of the actual satisfaction
scores. We form random groups with between 10 and 1,000 calls and for each
group size we formed 5,000 replicate random groups. The dashed blue lines in
Fig. 4(a) show 95% conﬁdence bands for the group error of the random groups.
That is, for a given group size the group error of 95% of groups of that size in
our simulation fell between the bands. We can see from this ﬁgure that group
error decreases with group size.
We use the bands of Fig. 4(a) to determine tolerance levels for deciding when
to raise alarms due to diﬀerences between predicted and actual satisfaction
scores. The points represent the errors of the topics groups. The errors for 45
of the 48 topics groups (93.75%) with more than 50 calls fall between the 95%
conﬁdence bands. This provides evidence that the topic groups have similar error
proﬁles to natural groupings by topic. Figure 4(b) shows the quantile/quantile
plot for the group error of all 107 topics groups using the errors of random groups
of similar size to compute the observed percentile. As the points lie close to the
ideal diagonal line, we conclude that the error proﬁles of random groups and
topics group are similar.
Figure 5(a) shows the predicted and actual mean satisfaction for topics groups
with at least 50 calls. The area of each bubble is proportional to the number
of calls in the group, which ranges from a minimum of 50 to a maximum of
1,560. There is a general agreement (Pearson correlation=0.73) between the
predicted and actual group means. And in general, as with the random groups,
larger groups have smaller within group errors. Figure 5(b) shows the predicted
group mean with 95% conﬁdence interval (dependent on the group size) and the
actual group mean for these same 48 groups. Again, as this is a diﬀerent view of
the same data represented by the points of Fig. 4(a), we see that the conﬁdence
bounds determined by random group errors do an excellent job of describing the
distribution of errors in the topics groups.
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(a) (b)
Fig. 5. (a) Mean predicted RSI vs. mean satisfaction RSI for the topics groups. Bub-
ble area is proportional to group size. Group sizes range from 50 to 1,560. (b) Mean
predicted RSI for the topics groups with 95% conﬁdence intervals.
7 Conclusions and Lessons Learned
This paper presents an eﬃcient and accurate method for predicting self-reported
satisfaction scores of customer phone calls. Our approach has been implemented
into a production system that is currently predicting caller satisfaction of approx-
imately 30,000 incoming calls each business day and generating frequent reports
read by call-center mangers and decision makers in our company.
We described several techniques that we suspect will generalize to related
tasks. (1) Rather than applying regression models directly on the ordinal data,
we use a linear ranking sub-model along with a non-linear isotonic regression
sub-model for predicting satisfaction. We presented empirical evaluation that
shows this approach yields more accurate satisfaction predictions than stan-
dard regression models. (2) Temporally segmented features constructed from
call meta-information and transcribed text are shown to be useful to capture
informative signals relevant to customer satisfaction. (3) The average satisfac-
tion prediction for groups of calls, instead of by only individual calls, agrees very
strongly with actual satisfaction scores, especially for large groups. (4) We pro-
vided methods for determining system tolerance levels based on the deviation
between predicted and actual group predictions that we use to verify that the
production system is performing as expected.
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Abstract. Twitter provides an open and rich source of data for studying
human behaviour at scale and is widely used in social and network sci-
ences. However, a major criticism of Twitter data is that demographic
information is largely absent. Enhancing Twitter data with user ages
would advance our ability to study social network structures, informa-
tion ﬂows and the spread of contagions. Approaches toward age detection
of Twitter users typically focus on speciﬁc properties of tweets, e.g.,
linguistic features, which are language dependent. In this paper, we
devise a language-independent methodology for determining the age of
Twitter users from data that is native to the Twitter ecosystem. The
key idea is to use a Bayesian framework to generalise ground-truth age
information from a few Twitter users to the entire network based on
what/whom they follow. Our approach scales to inferring the age of 700
million Twitter accounts with high accuracy.
1 Introduction
Digital social networks (DSNs) produce data that is of great scientiﬁc value.
They have allowed researchers to study the ﬂow of information, the structure of
society and major political events (e.g., the Arab Spring) quantitatively at scale.
Owing to its simplicity, size and openness, Twitter is the most popular DSN
used for scientiﬁc research. Twitter allows users to generate data by tweeting a
stream of 140 character (or less) messages. To consume content users follow each
other. Following is a one-way interaction, and for this reason Twitter is regarded
as an interest network (Gupta 2013). By default, Twitter is entirely public, and
there are no requirements for users to enter personal information.
The lack of reliable (or usually any) demographic data is a major criticism
of the usefulness of Twitter data. Enriching Twitter accounts with demographic
information (e.g., age) would be valuable for scientiﬁc, industrial and governmen-
tal applications. Explicit examples include opinion polling, product evaluations
and market research.
We assume that people who are close in age have similar interests as a result
of age-related life events (e.g., education, child birth, marriage, employment,
retirement, wealth changes). This is an example of the well-known homophily
c© Springer International Publishing AG 2017
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Fig. 1. Twitter proﬁle for
@williamockam that we created
to illustrate our method. The proﬁle
contains the name, Twitter handle,
number of tweets, number of follow-
ers, number of people following and
a free-text description ﬁeld with age
information.
principle, which states that people with
related attributes form similar ties
(McPherson 2001). For age inference in
Twitter, we exploit that most Follows1
are indicative of a user’s interests. Putting
things together, we arrive at our central
hypothesis that (a) somebody follows what
is interesting to them, (b) their interests
are indicative of their age. Hence, we pro-
pose to infer somebody’s age based on
what/whom they Follow. We created the
artiﬁcial @williamockam account shown in
Fig. 1 to use as a running example of our
method.
The contribution of this paper is a prob-
abilistic model that is massively scalable
and infers every Twitter user’s age based
on what/whom they Follow without being
restricted by national/linguistic boundaries
or requiring data that few users provide
(e.g. photos or large numbers of tweets). Our model handles the high levels
of noise in the data in a principled way. We infer the age of 700 million Twitter
accounts with high accuracy. In addition we supply a new public dataset to the
community.
2 Related Work
There is a large body of excellent research on enhancing social data with demo-
graphic attributes. This includes work on gender (Burger 2011), political aﬃli-
ation (Pennacchiotti 2011), location (Cheng 2010) and ethnicity (Mislove 2011;
Pennacchiotti 2011). Also of note is the work of Fang (2015) who focus on mod-
elling the correlations between various demographic attributes.
Following the seminal work of Schler (2006), the majority of research on age
detection of Twitter users has focused on linguistic models of tweets (Al Zamal
2012; Nguyen 2011; Rao 2010). Notably, (Nguyen 2013) developed a linguistic
model for Dutch tweets that allows them to predict the age category (using logis-
tic regression) of Twitter users who have tweeted more than ten times in Dutch.
They performed a lexical analysis of Dutch language tweets and obtained ground
truth through a labour intensive manual tagging process. The principal features
were unigrams, assuming that older people use more positive language, fewer
pronouns and longer sentences. They concluded that age prediction works well
for young people, but that above the age of 30, language tends to homogenise.
1 we use capitalisation to indicate the Twitter speciﬁc usage of this word.
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Additionally, tweet-based methods struggle to make predictions for Twitter
users with low tweet counts. In practice, this is a major problem since we calcu-
lated that the median number of tweets for the 700m Twitter users in our data
set is only 4 (the tweets ﬁeld shown in Fig. 1 is available as account metadata
for all accounts).
The user name has also been considered as a source of demographic infor-
mation. This was ﬁrst done by Liu (2013) to detect gender and later by Oktay
(2014) to estimate the age of Twitter users from the ﬁrst name supplied in
the free-text account name ﬁeld (e.g. William in Fig. 1). In their research, they
use US social security data to generate probability distributions of birth years
given the name. They show that for some names, age distributions are sharply
peaked. A potential issue with this approach is that methods based on the “user
name” ﬁeld rely on knowledge of the user’s true ﬁrst name and their country
of birth (Oktay 2014). In practice, this assumption is problematic since Twitter
users often do not use their real names, and their country of birth is generally
unknown.
Table 1. Ground-truth data set:
Age categories and counts. “fea-
tures” gives the average number of
feature accounts followed.
Idx Age Count Freq. Features
0 Under 12 7,753 5.9% 23.7
1 12–13 20,851 15.8% 27.9
2 14–15 30,570 23.1% 30.8
3 16–17 23,982 18.1% 28.7
4 18–24 33,331 25.2% 26.0
5 25–34 9,286 7.0% 23.1
6 35–44 3,046 2.3% 22.6
7 45–54 1,838 1.0% 16.0
8 55–64 962 0.7% 11.4
9 Over 65 596 0.5% 11.2
Approaches to combine lexical and net-
work features include Al Zamal (2012);
Pennacchiotti (2011), who show that using
the graph structure can improve perfor-
mance at the expense of scalability. Kosinski
(2013) used Facebook-Likes to predict a
broad range of user attributes mined from
58,466 survey correspondents in the US.
Their approach of solely using Facebook
Likes as features for learning has the beneﬁt
of generalising readily to diﬀerent locales.
Culotta (2015) have applied a similar Fol-
lower based approach to Twitter to pre-
dict demographic attributes, however their
approach of using aggregate distributions of
website visitors as ground-truth is restricted
to predicting the aggregate age of groups of
users. Our work is inspired by the gener-
ality of the approaches of Kosinski (2013)
and Culotta (2015), however our setting diﬀers in two ways. We use data native
to the Twitter ecosystem to generalise from a few examples to make individ-
ual predictions for the entire Twitter population. Secondly we do not make the
assumption that our sample is an unbiased estimate of the Twitter population
and we explicitly account for this bias to make good population predictions. For
these reasons it is hard to get ground truth and careful probabilistic modelling
is required to infer the age of arbitrary Twitter users.
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3 Probabilistic Age Inference in Twitter
Our age inference method uses ground-truth labels (users who specify their age),
which are then generalised to 700m accounts based on the shared interests, which
we derive from Following patterns.
To extract ground-truth labels we crawl the Twitter graph and download user
descriptions. To do this we implemented a distributed Web crawler using Twitter
access tokens mined through several consumer apps. To maximize data through-
put while remaining within Twitter’s rate limits we built an asynchronous data
mining system connected to an access token server using Python’s Twisted
library Wysocki (2011).
Table 2. Public dataset
labels: age categories and
counts.
Idx Age range Count
1 10–19 4486
2 20–29 4485
3 30–39 4487
4 40–49 4485
5 50–59 4484
6 60–69 4481
7 70–79 4481
Our crawl downloaded 700m user descriptions.
Fig. 1 shows the proﬁle with associated metadata ﬁelds
for the ﬁctitious @williamockam account, which we
use to illustrate our approach. We index the free-
text description ﬁelds using Apache SOLR (Grainger
2014) and search the index for REGular EXpression
(REGEX) patterns that are indicative of age (e.g., the
phrase: “I am a 22 year old” in Fig. 1) across Twit-
ter’s four major languages (English, Spanish, French,
Portuguese). For repeatability we include our REGEX
code in the git repository. Twitter is ten years old
and contains many out-of-date descriptions. To tackle
the stale data problem we restricted the ground-truth
to active accounts, deﬁned to be accounts that had
tweeted or Followed in the last three months (we do
not have access to Twitter’s logs). This process dis-
covered 133,000 active users who disclosed their age
(i.e., 0.02% of the 700m indexed accounts), which we
use as “ground-truth” labels. For each of these we download every account that
they Followed. Figure 1 shows that @williamockam Follows 73 accounts and we
downloaded each of their user IDs. We use ten age categories with a higher res-
olution in younger ages where there is more labelled data. For our ground-truth
data set, the age categories, number of accounts, relative frequency and average
number of features per category are shown in Table 1.
Applying REGEX matches to free-text ﬁelds inevitably leads to some false
positives due to unanticipated character combinations when working with large
data sets. In addition, many Twitter accounts, while correctly labelled, may not
represent the interests of human beings. This can occur when accounts are con-
trolled by machines (bots), accounts are set up to look authentic to distribute
spam (spam accounts) or account passwords are hacked in order to sell authentic
looking Followers. To reduce the impact of spurious accounts on the model we
note that (1) incorrectly labelled accounts can have a large eﬀect on the model as
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they are distant in feature space from other members of the class/label (2) incor-
rectly labelled accounts that have a small eﬀect on the model (e.g. because they
only follow one popular feature) do not matter much by deﬁnition. To measure
the eﬀect of each labelled account on the model we compute the Kullback-Leibler
divergence KL(P ||P\i) between the full model and a model evaluated with one
data point missing. Here, P is the likelihood of the full, labelled data set, and
P\i is the likelihood of the model using the labelled data set minus the ith data
point. This methodology identiﬁes any accounts that have a particularly large
impact on our predictive distribution. We ﬂagged any training examples that
were more than three median absolute deviations from the median score for
manual inspection. This process excluded 246 accounts from our training data
and examples are shown in Table 3. We also randomly sampled 100 data points
from across the full ground-truth set and manually veriﬁed them by inspecting
the descriptions, tweets and who/what they Follow.
Table 3. Spurious data points identiﬁed by taking the Median Absolute Deviation of
the leave-one-out KL-Divergence.
Handle Twitter description REGEX age Reason to exclude
RIAMOpera Opera at the Royal Irish...
Presenting: Ormindo Jan 11
11 An Irish Opera
TiaKeough13 My name Tia I’m 13 years
old
13 Hacked account
39yearoldvirgin I’m 39 years old... if you’re a
woman, I want to meet you
39 Probably not 39
50Plushealths Retired insurance Agent
After 40 years of services
Retired Using reciprocation software
MrKRudd Former PM of Australia...
Proud granddad of Josie &
McLean
Grandparent Outlier. Former AUS PM
For reproducibility we make an anonymised sample of the data and our code
publicly available2. The data is in two parts: (1) A sparse bipartite adjacency
matrix; (2) a vector of age category labels. This dataset was collected and cleaned
according to the methodology described above and then down-sampled to give
approximately equal numbers of labels in each of seven classes detailed in Table 2.
It includes only accounts that explicitly state an age (i.e. no grandparents or
retirees). The adjacency matrix is in the format of a standard (sparse) design
matrix and includes only features that are Followed by at least 10 examples. The
high level statistics of this network are described in Table 4.
2 https://github.com/meliﬂuos/bayesian-age-detection.
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3.1 Age Inference Based on Follows
Given a set of 133,000 labelled data points (ground-truth, i.e., Twitter users who
reveal their age) we wish to infer the age of the remaining 700m Twitter users.
For this purpose, we deﬁne a set of features that can be extracted automatically.
The features are based on the Following patterns of Twitter users. Once the
features are deﬁned, we propose a scalable probabilistic model for age inference.
Table 4. Public dataset
adjacency matrix statis-
tics. Subscript 1 describes
labelled acounts and 2
describes features. V
denotes vertices, E edges
and D degree.
Attribute Value
|V1| 31,389
|V2| 50,190
|E| 1,810,569
avg D1 57.7
max D1 2049
std D1 95.2
avg D2 36.1
max D2 4405
std D2 96.2
Our age inference exploits the hypothesis that
someone’s interests are indicative of their age, and
uses Twitter Follows as a proxy for interests. There-
fore, the features of our model are the 103,722 Twitter
accounts that are Followed by more than ten labelled
accounts, which can be found automatically. Of the
73 accounts Followed by @williamockam, 8 had suf-
ﬁcient support to be included in our model. These
were: Lord Voldemort7, WaltDisneyWorld, Apple-
bees, UniStudios, UniversalORL, HorrorNightsORL,
HorrorNights and OlanRogers.
Table 5 shows the number of labelled accounts Fol-
lowing each feature for @williamockam. The support
is the number of labelled Followers summed over all
age categories, while Followers gives the total num-
ber of Followers (labelled and unlabelled). A general
trend across all features (not only the ones relevant to
@williamockam) is that the age distribution is peaked
towards “younger” ages as not many older people
reveal their age (we show this for the accounts with
the highest support in our data set in the appendix
on our git repo). To improve the predictive perfor-
mance of the model in higher age categories we adapted our REGEX to search
for grandparents and retirees. This augmented our training data with 176,748
Table 5. Follower counts for the eight @williamockam features. The support gives their
total number of Followers in our labelled data set and Followers is their total number
on Twitter. Fractional counts are from assigning a distribution to grandparents.
Twitter handle Support <12 12–13 14–15 16–17 18–24 25–34 35–44 45–54 55–64 ≥65 Followers
Lord Voldemort7 273 5 35 75 55 87 13 0 1 1 1 2.0×106
WaltDisneyWorld 435 61 100 89 80 65 20 4 7 4 4 2.5×106
Applebees 191 18 43 38 30 37 9 8 2.33 2.33 3.33 0.57×106
UniStudios 60 7 7 14 14 13 5 0 0 0 0 0.27×106
UniversalORL 65 5 13 10 15 14 4 0 1.66 1.66 0.66 0.40×106
HorrorNightsORL 5 0 0 0 1 3 1 0 0 0 0 0.04×106
HorrorNights 18 1 3 1 4 6 0 1 0.66 0.66 0.66 0.08×106
OlanRogers 16 0 2 0 7 7 0 0 0 0 0 0.11×106
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Table 6. Posterior distributions (4) for the eight features Followed by @williamockam.
Probabilities are ×10−5
Twitter handle Support <12 12–13 14–15 16–17 18–24 25–34 35–44 45–54 55–64 ≥65 Followers
Lord Voldemort7 273 111.7 190.9 258.0 252.3 248.6 145.9 31.9 38.9 77.6 177.5 2.0×106
WaltDisneyWorld 435 725.0 538.2 441.2 377.6 267.3 233.2 194.2 270.7 254.5 224.4 2.5×106
Applebees 191 231.8 206.3 176.6 150.3 129.8 137.4 226.7 132.4 139.6 139.2 0.57×106
UniStudios 60 80.6 56.0 59.3 59.5 49.3 48.1 11.3 2.8 2.3 2.3 0.27×106
UniversalORL 65 67.4 63.0 56.6 60.5 50.7 42.0 21.1 62.7 86.4 40.6 0.40×106
HorrorNightsORL 5 0.3 0.7 1.5 4.0 8.3 9.4 2.0 0.3 0.1 0.1 0.04×106
HorrorNights 18 14.0 13.7 11.3 15.5 16.1 9.4 29.1 29.9 36.8 29.3 0.08×106
OlanRogers 16 4.3 9.1 10.6 21.9 19.8 5.0 1.6 1.3 1.3 1.3 0.11×106
people labelled as retired and 63,895 labelled as grandparents. In our ten-
category model, retired people are added to the 65+ category. Grandparents
are assigned a uniform distribution across the three oldest age categories, which
roughly reﬂects the age distribution of grandparents in the US (UScensus 2014)3,
such that we ended up with approximately 374,000 labelled accounts in our
ground-truth data.
Probabilistic Model for Age Inference. We adopt a Bayesian classiﬁcation
paradigm as this provides a consistent framework to model the many sources of
uncertainty (noisy labels, noisy features, survey estimates) encountered in the
problem of age inference.
Our goal is to predict the age label of an arbitrary Twitter user with feature
vector X given the set of feature vectors X and corresponding ground-truth
age labels A. Within a Bayesian framework, we are therefore interested in the
posterior predictive distribution
P (A|X,X,A) ∝ P (X|A,X,A)P (A) , (1)
where P (A) is the prior age distribution and P (X|A,X,A) the likelihood.
The prior P (A) is based on a survey of American internet users conducted
by Duggan (2013). They sampled 1,802 over-18-year olds using random cold
calling and recorded their demographic information and social media use. 288 of
their respondents were Twitter users, yielding a small data set that we use for
the prior distributions of over 18 s. For under 18 s we inferred the corresponding
values of the prior using US census data (UScensus 2010), which leads to the
categorical prior
P (A) = Cat(π) = [1, 2, 2, 3, 14, 23, 23, 22, 6, 4] × 10−2 . (2)
3 This value was used as the US is the largest Twitter country.
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The likelihood P (X|A,X,A) is obtained as follows: For scalability we make
the Naive Bayes assumption that the decision to Follow an account is indepen-
dent given the age of the user. This yields the likelihood
P (X|A,X,A) =
∏M
i=1
P (Xi|A,A,X)Xi , (3)
where Xi ∈ {0, 1} and i indexes the features. Xi = 1 means “user χ Follows
feature account i”.4
We model the likelihood factors P (Xi|A,A,X) as Bernoulli distributions
P (Xi|A = a) = Ber(μia), (4)
i = 1, . . . ,M , where M is the number of features and there are 10 age cat-
egories indexed by a = 1, . . . , 10. Since our labelled data is severely biased
towards “younger” age categories we cannot simply learn multinomial distribu-
tions P (A|Xi) for each feature based on the relative frequencies of their followers
(see Table 1). To smooth out noisy observations of less popular accounts we use
a hierarchical Bayesian model. Inference is simpliﬁed by using the Bernoulli’s
conjugate distribution, the beta distribution
Beta(μia|bia, ca) (5)
on the Bernoulli parameters μia. We seek hyper-parameters bia, cia of the prior
Beta(μia|X,A), which do not have a large eﬀect when ample data is available,
but produce sensible distributions when it is not. To achieve this we set ca to be
constant across all features Xi (hence dropping the i subscript) and proportional
to the total number of observations na in each age category (the count column
in Table 1). We then set bia ∝ naniK , where K = 7 × 108 is the total number of
Twitter users and ni is the number of Followers of feature i (the Followers column
of Table 5 for @williamockam’s features). Then, the expected prior probability
that user χ Follows account i is E[μia|A = a] = biabia+ca = niK+ni , i.e., it is
constant across age classes and varies in proportion to the number of Followers
across features. The eﬀect of this procedure is to reduce the model conﬁdence
for features where data is limited. Due to conjugacy, the posterior distribution
on μia is also Beta distributed. Integrating out μia we obtain
P (Xi = 1|A=a,X,A) =
1∫
0
P (Xi=1|μi, A)P (μi|X,A, A)dμi (6)
=
1∫
0
μiaP (μia|X,A)dμia = E[μia|X,A] = nia+biana+bia+ca , (7)
4 We only consider cases where Xi = 1 since the Twitter graph is sparse: In the full
Twitter graph there are 7 × 108 nodes with 5 × 1010 edges, which implies a density
of 1.6 × 10−7, i.e., the default is to follow nobody. Hence, not following an account
does not contain enough information to justify the additional computational cost.
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Fig. 2. Receiver operator characteristics
for three class age detection (0 = under
18, 1 = 18–45, 2 = 45+). The dashed line
indicates random performance.
where nia is the number of labelled
Twitter users in age category a who
Follow feature Xi, which are given
in Table 5 for the @williamockam fea-
tures and na is the number of Twit-
ter users in category a in the ground-
truth (See Table 1). Performing this
calculation yields the likelihoods for
the @williamockam features shown in
Table 6. We are now able to compute
the predictive distribution in (1) to
infer the age of an arbitrary Twitter
user. The predictive distribution for
@williamockam is shown in Fig. 4 and
is calculated by taking the product of
the likelihoods from Table 6 with the
prior in (2) and normalising.
The generative process in our model for the likelihood term in (1) is as follows.
1. Draw an age category A ∼ Cat(π)
2. For each feature i draw μia ∼ Beta(μia|bia, ca)
3. For each account draw the Follows: Xi ∼ Ber(μia)
Table 7. The most discriminative features based on the posterior distribution over age
in (6). Descriptions are taken from the 1st line of their Wikipedia pages. See the git
repo for a full table with probabilities and handles.
<12 12–13 14–15 16–17 18–24
Vlogger Child presenter Child singer Singer Metalcore band
Minecraft gamer YouTuber Child singer Metalcore band Rock band
Internet personality Child actress Child singer Deathcore singer Rapper
Vlogger Child actress Child singer
Gaming commentator Girl band Child singer Electronic band Rock band
25–34 35–44 45–64a 65+
Hip hop duo Hip hop artist Evangelist Political journalist
Boy band Rapper Evangelist Retired cyclist
Boy band History channel Evangelist Golf channel
Comedian Record label Faith group Retired rugby player
Adult actress Boxer Faith magazine Boxer
aBoth categories have the same features
In Table 7, we report the ﬁve features with the highest posterior age values
of P (A|Xi = 1) for each age category. The account descriptions are taken from
the ﬁrst line of the relevant Wikipedia page. The youngest Twitter users are
characterised by an interest in internet celebrities and computer games players.
Music genres are important in diﬀerentiating all age groups from 12–45. 25–34
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year olds are in part marked by entities that saw greater prominence in the
past. This group is also distinguished by an interest in pornographic actors. Age
categories 45–54 and 55–64 have the same top ﬁve and are diﬀerentiated by
their interest in religious topics. Users older than 65 are identiﬁable through an
interest in certain sports and politics.
4 Experimental Evaluation
We demonstrate the viability of our model for age inference in huge social net-
works by applying it to 700m Twitter accounts. We conducted three experi-
ments: (1) We compare our approach with the language-based model by Nguyen
(2013), which can be considered the state of the art for age inference. (2)
We compare our age inference results with the survey by Duggan (2013).
Fig. 3. Red bars show #accounts that our model
allocated to each age class using the mode of the
predictive posterior. Blue bars show #accounts
that would have been allocated to each age class
if ages were drawn from the Survey and Census
(S&C) prior. (Color ﬁgure online)
(3) We assess the quality of our
age inference on a 10% hold-out
set of ground-truth labels and
compare it with results obtained
from inference based solely on
the prior derived from census and
survey data in (2) for age predic-
tion.
4.1 Comparison with
Dutch Language Model
For comparison with the state-
of-the-art work of Nguyen (2013)
based on linguistic features
(Dutch tweets) we consider the
performance of our model as a three-class classiﬁer using age bands: under 18,
18–44 and 45+.
Table 8. Statistics for age prediction on a held-out test set.
Test cases <12 12–13 14–15 16–17 18–24 25–34 35–44 45–54 55–64 ≥65
651 1,731 2,678 2,036 2,670 776 230 5,058 5,145 20,487
Ours Recall 0.19 0.20 0.38 0.23 0.33 0.25 0.18 0.32 0.41 0.30
Precision 0.22 0.33 0.36 0.24 0.31 0.15 0.07 0.14 0.19 0.79
Micro F1 0.31
S&C Recall 0.01 0.02 0.02 0.03 0.14 0.23 0.23 0.22 0.06 0.04
Precision 0.02 0.04 0.06 0.05 0.06 0.02 0.01 0.12 0.12 0.49
Micro F1 0.07
Table 9 lists the performance of our age inference algorithm on a 10% hold-
out test set and the Dutch Language Model (DLM) proposed by Nguyen (2013).
The corresponding performance statistics are shown in Table 9.
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Both methods perform equally well with a Micro F1 score of 0.86. The preci-
sion and recall show that the DLM approach is eﬃcient, extracting information
from only a small training set (support). This is because signiﬁcant engineering
work went into labelling and feature design. In contrast, our feature generation
process is automatic and scalable. While we do not achieve the same perfor-
mance for the lower age categories, for the oldest age category, our approach
performs substantially better than the method by Nguyen (2013), suggesting
that a hybrid method could perform well. We leave this for future work.
The major advantages of our model to the state-of-the-art approach are
twofold: First, we have applied our age inference to 700m Twitter users, as
opposed to being limited to a sample of Dutch Twitter users with a relatively
high number of Tweets. Second, generating our training set is fully automatic and
relies only on Twitter data5, i.e., no manual labelling or veriﬁcation is required.
Fig. 4. Posterior age distribution for
@williamockam.
Figure 2 shows the areas under
the receiver-operator characteristics
(ROC) curves for our three-class
model. The curves are generated
by measuring the true positive and
false positive rates for each class
over a range of classiﬁcation thresh-
olds. A perfect classiﬁer has an area
under the curve (AUC) equal to
one, while a completely random classiﬁer follows the dashed line with an
AUC = 0.5. Performance is excellent for classes under 18 and over 45, but
weaker for 18–45 where training data was limited, which we note as an area for
improvement in future work.
Table 9. Performance for three-class age model.
Our approach DLM (Nguyen 2013)
<18 18–44 ≥45 ≤18 18–44 ≥45
Support 7,096 3,676 30,690 1,576 608 310
Precision 0.76 0.39 0.96 0.93 0.67 0.82
Recall 0.68 0.50 0.95 0.98 0.75 0.45
Micro F1 0.86 0.86
4.2 Comparison with Survey and Census Data
We report results on inferring the age of arbitrary Twitter users with the ten
category model. Figure 3 shows aggregate classiﬁcation results for 700m Twitter
accounts compared with expected counts based on survey data (S&C) Duggan
(2013). Our model predicts that over 50% of Twitter users are between 18 and 35,
5 Nguyen (2013) used additional LinkedIn data for labelling.
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i.e., the bias of the original training set has been removed due to the Bayesian
treatment. It is likely that S&C under-represents young people as we did not
factor in the increased rates of technology uptake amongst the younger people
when converting census data.
4.3 Quality Assessment
In the following, we assess the quality of our age inference model (10 categories)
on a 10% hold-out test data set.
Table 8 shows the performance statistics for this experiment. The majority
of the test cases are in the younger age categories (due to the bias of young
people revealing their age) and in older age categories (due to the inclusion of
grandparents and retirees). Table 8 shows that the precision depends on the size
of the data (e.g., predicting 25–44 year categories is hard) whereas the recall is
fairly stable across all age categories.6 Our model signiﬁcantly outperforms an
approach based only on the survey and census data (S&C), which we use as a
prior. This highlights the ability of our model to adapt to the data.
5 Conclusion
We proposed a probabilistic model for age inference in Twitter. The model
exploits generic properties of Twitter users, e.g., whom/what they follow, which
is indicative of their interests and, therefore, their age. Our model performs as
well as the current state of the art for inferring the age of Twitter users without
being limited to speciﬁc linguistic or engineered features. We have successfully
applied our model to infer the age of 700 million Twitter users demonstrating
the scalability of our approach. The method can be applied to any attributes
that can be extracted from user proﬁles.
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Abstract. The World Bank provides billions of dollars in development
ﬁnance to countries across the world every year. As many projects are
related to the environment, we want to understand the World Bank
projects impact to forest cover. However, the global extent of these
projects results in substantial heterogeneity in impacts due to geo-
graphic, cultural, and other factors. Recent research by Athey and
Imbens has illustrated the potential for hybrid machine learning and
causal inferential techniques which may be able to capture such hetero-
geneity. We apply their approach using a geolocated dataset of World
Bank projects, and augment this data with satellite-retrieved character-
istics of their geographic context (including temperature, precipitation,
slope, distance to urban areas, and many others). We use this information
in conjunction with causal tree (CT) and causal forest (CF) approaches
to contrast ‘control’ and ‘treatment’ geographic locations to estimate the
impact of World Bank projects on vegetative cover.
1 Introduction
We frequently seek to test the eﬀectiveness of targeted interventions - for exam-
ple, a new website design or medical treatment. Here, we present a case study of
using recent theoretical advances - speciﬁcally the use of tree-based analysis [3] -
to estimate heterogeneous causal eﬀects of global World Bank projects on forest
cover over the last 30 years.
The World Bank is one of the largest contributors to development ﬁnance
in the world, seeking to promote human well-being through a wide variety of
programs and related institutions [1]. However, this goal is frequently at odds
with environmental sustainability - building a road can necessitate the removal of
trees; building a factory that supplies jobs can lead to the pollution of proximate
forests. Multiple environmental safeguards have been put in place to oﬀset these
challenges, but relatively little is known about their eﬃcacy across large scales.
We adopt the commonly applied approach of selecting “control” cases (i.e.,
areas where World Bank projects have very little funding) to contrast to
c© Springer International Publishing AG 2017
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“treated” cases (i.e., areas where World Bank projects have a large amount
of funding). This is analogous to similar approaches in the medical literature,
where humans are put into control and treatment groups, and individuals that
are similar along all measurable attributes are contrasted to one another after a
medicine is administered. This is necessary due to the generalized challenge of
all observational studies: it is impossible observe the exact same unit of observa-
tion with and without a World Bank project simultaneously - in the same way
it would be impossible to examine a patient that was and was not given med-
ication at the same time. Further complicating the challenge presented in this
paper is the scope of the World Bank - with tens of thousands of project loca-
tions worldwide, there is considerable variation in the aims of diﬀerent projects,
the project’s size, location, socio-economic, environmental, and historical set-
tings. This variation makes traditional, aggregate estimates of impact unhelpful,
as such aggregates mask variation in where World Bank projects may be help-
ing - or harming - the environment. Following this, we investigate the research
question What is the impact of world bank projects on forest cover?
To examine this question, we ﬁrst integrate information on the geographic
location of World Bank projects with additional, satellite derived information
on the geographic, environmental, and economic characteristics of each project.
We apply four diﬀerent models to this dataset, and contrast our ﬁndings to illus-
trate the various tradeoﬀs in these approaches. Speciﬁcally, we test Transformed
Outcome Trees (TOTs), Causal Trees (CTs), Random Forest TOTs (RFTOTs),
and Causal Forests (CFs). We follow the work of Athey and Imbens [3], who
demonstrated how regression trees and random forests can be adjusted to esti-
mate heterogenous causal eﬀects. This work is based on the Rubin Causal Model
(or potential outcome framework), where causal eﬀects are estimated through
comparisons between observed outcomes and the “counterfactual” outcomes one
would have observed under the absence of an aid project [9]. While traditional
tree-based approaches rely on training with data with known outcomes, Athey
and Imbens illustrated that one can estimate the conditional average treatment
eﬀect on a subset with regressions trees after an appropriate data transformation
process.
Many approaches to estimating heterogeneous eﬀects have emerged over the
last decade. LASSO [14] and support vector machines (SVM) [15] may serve
as two popular examples. For this paper, we focus on very recent tree-based
techniques that are very promising for causal inference. In [12], Su et al. proposed
a statistical test as the criterion for node splitting. In [3], Athey and Imbens
derived TOTs and CTs, an idea that is followed up on by Wagner and Athey
[16] with CF (causal forest, random forests of CTs), and similarly Denil et al.
in [6] who use diﬀerent data for the structure of the tree and the estimated
value within each node. Random forests naturally gave rise to the question of
conﬁdence intervals for the estimates they deliver. Following this, Meinshausen
introduced quantile regression forests in [10] to estimate a distribution of results,
and Wagner et al. [17] provided guidance for conﬁdence intervals with random
forests. Several authors, including Biau [4], recognize a gap between theoretical
underpinnings and the practical applications of random forests.
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The contribution of this paper is twofold: we evaluate and compare a number
of proposed methods on simulated data where the ground truth is known and
apply the most promising for the analysis of a real world data set. Practical
experience results on tree-based causal inference methods are rare. To the best
of our knowledge, this is the ﬁrst investigation on the analysis of a spatial data
set of world wide range with a large scale set of projects and dimensions. When
it comes to applications for causal inference techniques, A/B testing for websites
(such as eBay) is a more common [13]. A/B testing is conducted by diverting
some percentage of traﬃc for a website A to a modiﬁed variant B of said website
for evaluation purposes. This leads to a large amount of data with clearly deﬁned
treated and untreated groups where cases vary mainly by user activity. While
the diﬀerence between A and B is precisely deﬁned and typically small, the huge
number of cases helps to recognize treatment eﬀects. This is very diﬀerent to
the World Bank data which is both much more limited in size, and also spread
all over the world (resulting in large diversity across projects). The rest of the
paper is structured as follows. In Sect. 2, we present the basic methodology for the
calculation of CT and CF. Section 3 introduces the data set, its characteristics,
preprocessing steps and the calculation of propensity scores necessary for the
estimation of each type of tree. In Sect. 4, we present the outcome of the analysis.
We conclude in Sect. 5.
2 Methodology
Causal inference is to a vast part a missing data problem as we can not observe
a unit at the same time receiving and not receiving treatment to compare the
outcomes. We introduce some notation and recall common concepts to be able
to address this problem in a more formal way.
Causal Eﬀects. Suppose we have a data set with n independently and iden-
tically distributed (iid) units Ui = (Xi, Yi) with i = 1, · · · , n. Each unit has
an observed feature vector Xi ∈ Rd, a response (i.e., the outcome of interest)
Yi ∈ R and binary treatment indicator Wi ∈ {0, 1}. For a unit-level causal
eﬀect, the Rubin causal model considers the treatment eﬀect on unit i being
τ(Xi) = Yi(1) − Yi(0), the diﬀerence between treated Yi(1) and untreated Yi(0)
outcome. One can be interested in an overall average treatment eﬀect across
all units U or investigate treatment eﬀects of subsets that are characterized by
their features X. The latter describes heterogeneous causal eﬀects and is often
of particular interest. In our case, it is interesting to identify characteristics of
subsets of projects where the environment is aﬀected strongly (positive or neg-
ative) by a World Bank project. The heterogenous causal eﬀect is deﬁned as
τˆ(x) = E
[
Yi(1) − Yi(0) | Xi = x
]
following [8].
Causal Tree. A regression tree deﬁnes a partition of a set of units Ui = (Xi, Yi)
as each leaf node holds a subset of units satisfying conditions on X expressed
along the path from root node to leaf. This helps for the condition in τˆ(x) =
E
[
Yi(1) − Yi(0) | Xi = x
]
. In observational studies, a unit is either treated or not,
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so we know either Yi(1) or Yi(0), but not both. However, one can still estimate
τ(x) if one assumes unconfoundedness: Wi ⊥ (Yi(1), Yi(0)) | Xi. Athey and
Imbens [3] showed that one can estimate the causal eﬀect as:
τˆ(Xi) =
∑
i∈T
Yi · Wi/eˆ(Xi)∑
j∈T Wj/eˆ(Xj)
−
∑
i∈C
Yi · (1 − Wi)/(1 − eˆ(Xi))∑
j∈C(1 − Wj)/(1 − eˆ(Xj))
(1)
where e(Xi) is the propensity score of project i which is calculated by logistic
regression, T represents treatment units, and C control units. Hence one can
adapt the calculation of a regression tree to support calculation of τˆ(Xi) by (1)
by adjusting the splitting rule in the tree generation process.
In a classic regression tree, mean square error (MSE) is often used as the
criterion for node splitting, and the average value within the node is used as the
estimator. Following Athey and Imbens [3], we use (1) as the estimator and the
following equation as the new MSE for any given node J in the causal tree.
MSE =
∑
i∈J
(Yi(1) − Yi(0) − τˆ(Xi))2 =
∑
i∈J
τ(Xi)2 −
∑
i∈J
τˆ(Xi)2 (2)
The right equation follows if one assumes that
∑
i∈J τ(Xi) =
∑
i∈J τˆ(Xi). The
key observation is that
∑
i∈J τ(Xi)
2 is constant and does not impact ΔMSE.
For a split, data in node P is split into a left L and right R node, ΔMSE =
MSEP − MSEL − MSER =
∑
i∈P τˆ(Xi)
2 − ∑i∈L τˆ(Xi)2 −
∑
i∈R τˆ(Xi)
2. The
ground truth τ(Xi) cancels out in ΔMSE and we can grow the tree without
knowledge of τ(Xi). However, there is one more constraint we need to add to the
splitting rule aside from MSE. To use (1) for the calculation of τˆ(Xi), neither set
T nor C can be empty. Due to characteristics of the data in our applied study, we
found that cases where only C or T units existed in children naturally emerged,
so we added a corresponding additional stopping criterion to the splitting rule
to prevent splits that would lead to situations where T or C had less than a
ﬁxed minimum cardinality.
Causal Forest. While a single causal tree allows us to estimate the causal
eﬀect, it leads to the problem of overﬁtting and subsequent challenges for pruning
the tree. A common solution is to use an ensemble method such as bootstrap
aggregating or bagging, namely a variant of Breiman’s random forest [5]. If
one applies the random forest approach to causal trees, the result is called a
causal forest. Computation of a causal forest scales well as it can naturally be
run in parallel. The same adjustments for generating a single CT apply to the
generation of a random forest of CTs. We implemented a causal forest algorithm
with the help of the scikit learn package. We can estimate the causal eﬀect
τCF (Xi) from a causal forest (a set CF of causal trees) for a unit i as the average
across the estimates obtained from its trees: τˆCF (Xi) = 1|CF |
∑
t∈CF τˆt(Xi).
3 Data
Data Pre-processing. This analysis relies on three key types of data: satellite data
to measure vegetation, data on the geospatial locations of World Bank projects,
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and covariate datasets1. Our primary variable of interest is the ﬂuctuation of
vegetation proximate to World Bank projects, which is derived from long-term
satellite data [11]. There are many diﬀerent approaches to using satellite data to
approximate vegetation on a global scale, and satellites have been taking imagery
that can be used for this purpose for over three decades. Of these approaches,
the most frequently used is the Normalized Diﬀerence Vegetation Index (NDVI),
which has the advantage of the longest continuous time record. NDVI measures
the relative absorption and reﬂectance of red and near-infrared light from plants
to quantify vegetation on a scale of −1 to 1, with vegetated areas falling between
0.2 and 1 [7]. While the NDVI does have a number of challenges - including a
propensity to saturate over densely vegetated regions, the potential for atmo-
spheric noise (including clouds) to incorrectly oﬀset values, and reﬂectances from
bright soils providing misleading estimates - the popularity of this measurement
has led to a number of improvements over time to oﬀset many of these errors.
This is especially true of measurements from longer-term satellite records, such
as those used in this analysis, produced from the MODIS and AVHRR satellite
platforms [11].
The second primary dataset used in this analysis measures where - geographi-
cally - World Bank projects were located. This dataset was produced by [2], rely-
ing on a double-blind coding system where two experts independently assign lat-
itude and longitude coordinates, precision codes, and standardized place names
to each geographic feature. Disagreements are then arbitrated by a third party.
In addition to the project name, the World Bank provided information on the
amount of funding for each project and the year it was implemented, alongside a
number of other ancillary variables. The database also provides information on
the number of locations associated with each project - i.e., a single project may
build multiple schools. These range from n = 1 to n = 649 project locations for
a single project.
Data Characteristics. The temporal coverage of the covariates is variable across
sources. For NDVI, precipitation, and temperature we have highly granular,
yearly information on characteristics at each World Bank project location. From
this information, we generate additional information regarding the trend (pos-
itive or negative) before and after project implementation, as well as simple
averages in the pre- and post periods. Many variables only have a single mea-
surement - population density, accessibility to urban areas, slope, and elevation
are all measured circa 2000, while distances to roads and rivers are measured
circa 2010. Figure 1(a) shows average annual NDVI values of all project locations
for each year since 1982. The mean values are non-negative for all projects over
all years, and typical values are around 0.2 which is a lower bound for areas with
vegetation. Figure 1(b) shows the distributions of slope values for a time series
of NDVI values that starts in 1982 and ends with the year before each project
starts. Approximately 75% of all projects have an upward trend in NDVI values
across this time period. Figure 1(c) shows that treated and control projects have
1 For detailed information, check https://github.com/zjnsteven/appendix.
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Fig. 1. Properties of NDVI values at World Bank project locations
very similar empirical distributions for changes in NDVI values when the pre-
and post- averages are contrasted.
Data Interpretation for the Context of Measuring Heterogenous Treatment
Eﬀects. One key attribute of causal attribution is a dataset which distinguishes
between treated and untreated cases. In the case of a clinical trial, human
beings who receive treatment might be contrasted to a control group of other
humans of similar characteristics who do not receive a treatment. Because World
Bank projects either exist or not, here we attempt to replicate the treated and
untreated conditions by contrasting World Bank projects that were funded at
very low levels (“control”) to those that were funded at high levels (“treated”).
This is reﬂective of a hypothesis that the observed treatment eﬀect should pos-
itively correlate with the amount of funding, i.e., huge amounts of funding are
expected to have a bigger eﬀect than small amounts of funding. Following this,
we assign Wi = 1 if a project’s funding is in the upper third of all funded projects.
While an imperfect representation of an area at which no World Bank project
exists, by leveraging locations where a World Bank project exists but at a very
low intensity we mitigate potential confounding sources of bias associated with
locations the World Bank chooses to site projects at. Further, we bias our results
in the more conservative negative direction - i.e., we will tend to under-estimate
the impact of World Bank projects relative to null cases. Future research will
consider the diﬀerence between this and a true null case in which locations with
no aid at them are contrasted.
As a single project typically takes place at several project locations, we con-
sider each project location as an individual unit - i.e., a school may be eﬀec-
tive in one location, but not another, even if they were implemented by the
same funding mechanism. Further, to capture potential geographic heterogene-
ity this might introduce, for each unit’s feature vector (i.e., selected covariates),
we include the longitude and latitude of the project location. The total length of
the feature vector is d = 40. All covariates are numerical and their values are not
normalized. For our outcome measure (i.e., the variable we seek to estimate the
impact on), we contrast the pre-treatment and post-treatment average NDVI
values at a project’s location. Let ndvii(92, 03) denote the average of NDVI
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values observed for project location i over the years from 1992 to 2003 (the year
before the project is implemented, which varies across projects; 2003 is used here
for illustration). Let ndvii(05, 12) describe the corresponding value for the eight
years after the project starts. The response Yi = ndvii(05, 12) − ndvii(92, 03) is
thus the diﬀerence of the two averages. Figure 1(c) shows histograms of Yi val-
ues for treated and control projects. In order to calculate Y ∗ for Y , we calculate
the propensity score e(x), which describes the expected likelihood of treatment
Wi for a given unit of observation. As described above, while there are many
methods for estimating e(x), here we use logistic regression to provide a better
comparison with the econometric approaches commonly employed in the inter-
national aid community.
4 Experiments and Results
We follow a two stage procedure to examine the eﬀectiveness of both the CT
and CF algorithms, speciﬁcally considering our unique context of the eﬀective-
ness of World Bank projects. First, we test and evaluate which approach is
most suited to our application using simulated synthetic data where we know
the ground truth and where we can vary the size of sample data. Second, we
apply these algorithms to examine the eﬃcacy of World Bank projects based on
satellite imagery. We implemented the CT and CF algorithms as well as Athey
and Imbens transformed outcome tree (TOT) approach [3] and a random forest
variant of TOT (RFTOT) using scikit-learn. The latter serve as a baseline for
the performance of CT and CF algorithms.
Experimental Results for Simulated Data. First, we iteratively simulate synthetic
datasets with known parameters to evaluate how the estimation of propensity
score, dataset size, and degree of similarity between the control and treatment
groups impact the accuracy of the result. To do this, we follow a bi-partite data
generation process, in which two equations are used (one for treated cases and
another for control cases).
We use each of the following two equations to produce one half of all data
points. Y 1i gives the result for treated cases; Y
0
i is for the control group. Here,
from x1 to x8, xj ∼ N (0, 1) as well as ε ∼ N (0, 1).
Yi(1) = W 1i +
k∑
j=1
xj∗W 1i +
8∑
j=1
xj+ε, Yi(0) = W 0i +
k∑
j=1
xj∗W 0i +
8∑
j=1
xj+ε (3)
As used in Table 1, k is deﬁned as the number of covariates which contribute
to heterogeneity in the causal eﬀect. The true value of the causal eﬀect is then
τ(Xi) = Yi(1) − Yi(0) = 1 +
∑k
i=1 xi, with W
1 = 1 and W 0 = 0.
The ﬁrst scenario we examine considers synthetic datasets with a random-
ized treatment assignment (each unit has the same probability to be treated,
e(x) = 0.5). Figure 2 shows corresponding results for n = 2000, and includes
both single tree and random forest implementations of Transformed Outcome
Quantifying Causal Eﬀects in World Bank Development Finance Projects 211
Table 1. Mean square error (forest has 1000 trees, feature ratio = 0.8)
Sample size CF CT TOT RFTOT
Mean Std Mean Std Mean Std Mean Std
1000 0.60 0.001 1.27 0.02 9.96 0.24 7.74 0.13
5000 0.58 0.001 0.99 0.02 7.95 0.03 5.61 0.05
10000 0.51 0.00001 0.86 0.005 7.45 0.02 5.14 0.02
Fig. 2. Estimated treatment eﬀects for randomized assignment, e(x) = 0.5
Trees (TOT; [3]) for comparison. The resultant distributions all encompass the
true mean results, but with considerable diﬀerence in overall metrics of error.
The Causal Forest approach is the most accurate across all simulations as well
as the tightest overall distribution; this is in contrast to the TOT forest imple-
mentation. For single trees, the CT performs much better than the TOT and
even outperforms the RFTOT.
The second scenario considers synthetic datasets with varying numbers of
observations (n = 1000, 5000, and 10,000). We calculate the mean square error
for CT, CF, TOT and RFTOT. The results in Table 1 show that - as expected
- the error gets smaller as the number of observations increases. Of particular
importance, we note that in the case of smaller datasets, the CF implementation
strongly outperforms the single-tree CT implementation under all the scenarios
we test.
We also test the convergence of each method as the size of data increases, as
shown in Fig. 3. Figure 3a shows the MSE of each methods with increasing data
size, while Fig. 3b shows a zoomed-in version of the MSE of the CF approach
(due to the lower magnitude of MSE observed). At least for this speciﬁc data
generation process, the CF and CT outperform other approaches, which is why
we focus on them for the analysis of the World Bank data set where we can not
measure accuracy.
Results for World Bank Data. Following the simulation results, we seek to iden-
tify and contrast the beneﬁts and drawbacks associated with applying CT and
CF approaches to a real-world scenario. In this case study, we identify the impact
of international aid - speciﬁcally, World Bank projects - on forest cover. First,
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(a) (b)
Fig. 3. MSE changes with data size
we use a single CT to estimate the causal eﬀect τˆ(Xi) of a single project i with
(Eq. 1) applied to the leaf where the project is located. Second, we implement a
Causal Forest.
While our simulations, as well as the existing literature, suggest the Causal
Tree has many drawbacks relative to a Causal Forest, it can enable practitioners
to make inferences that are precluded by forest-based approaches. Most notably,
the structure of single trees can provide insight into the explicit drivers of impacts
- in this case, of World Bank projects. As an example, in the Causal Tree imple-
mentation here, we ﬁnd that the year a project started was an important driver
of eﬀectiveness - speciﬁcally, projects starting before 2005 were more eﬀective
than those after 2005. This type of insight is particularly helpful, as it allows
for analysis into the causes of impact heterogeneity. However, the lack of infor-
mation on the robustness of ﬁndings in a single tree approach, coupled with the
relative inaccuracy of CT as contrasts to CF, indicates that such ﬁndings should
be approached with caution until better methods for identifying the robustness
of CT tree shapes are derived.
The Causal Forest (CF) implementation represents a set of CTs and thus
creates a distribution of values for each World Bank project i. These distributions
are then aggregated to a single value to estimate τˆ(Xi), or the distributions
themselves are analyzed to examine the robustness of a given ﬁnding. In Fig. 4,
we show the detailed distributions for selected example projects. These examples
(a) (b) (c)
Fig. 4. CF calculated distributions of treatment eﬀect estimates for speciﬁc projects:
(a) Saint Lucia Hurricane Tomas Emergency Recovery Loan; (b) Sustainable Tourism
Development Project; (c) Emergency Infrastructure Reconstruction Project.
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provide an illustration of how applied CF results can provide indications not
only of what projects are likely having a negative impact on the environment,
but also the robustness of these estimates. By writing a second-stage algorithm
which identiﬁed projects with distributions following certain characteristics (i.e.,
a mean centered around 0 with a Gaussian distribution; a negative-centered
mean with a left-skewed distribution), it is possible to highlight the subset(s)
of projects for which more robust ﬁndings exist. Figure 5(a) shows a histogram
of CF calculated τˆ(Xi) values for all world bank projects in our data set. Most
of the projects have a slightly negative to no impact on the forest cover, which
is in line with World Bank objectives to oﬀset potential negative environmental
outcomes. Figure 5(b) provides evidence that while the World Bank is generally
successful in meeting it’s goal of mitigating environmental impacts, the rate
at which positive and negative deviation occurs is highly variable by geographic
region. We can see that most outliers are in the positive direction, with Asia being
a notable exception. The projects in Oceania are in a narrow range, however,
projects in other continents have a wide range.
(a) (b)
Fig. 5. (a) Causal eﬀect distribution of all World Bank projects combined and (b)
separated by continents
While both the CT and CF approaches allow for the examination of the
relative importance of factors in driving heterogeneity, the interpretation and
robustness of these ﬁndings is highly variable. In the case of the CT, the position
of a variable in the single tree can be interpreted as importance; i.e., splits higher
in the tree are more inﬂuential on the results, and path-dependencies can be
examined. However, the robustness of the shape of the CT approach is unknown,
and both our simulations and existing literature suggest CT ﬁndings are likely
to be less accurate than CF implementations. Conversely, in a CF each covariate
can be ranked across all trees in terms of the purity improvements it can provide,
giving a relative indication of importance across all trees (see Footnote 1). While
these ﬁndings are more robust, they do not enable the interpretation of explicit
thresholds (i.e., the year variable may be important, but the explicit year that is
split on may change in the RF approach), and path dependencies are not made
explicit. In our case study, we ﬁnd that the ﬁrst ﬁve variables in the CT and
CF cases are stable between approaches, but we identify signiﬁcant variance in
deeper areas of the tree. For a practitioner, this allows an understanding of what
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the major drivers of aid eﬀectiveness are; for example here, the purity metric
highlights the dollars committed and environmental conditions as major drivers
of forest cover loss, and also highlights a disparity between projects located at
diﬀerent latitudes; all factors which can enable a deeper understanding of what
is causing success and failure in World Bank environmental initiatives. This is
consistent with past ﬁndings which illustrate a stable set of covariates in the
top-level of trees across a CF [13]. Further, we note that the 15 most highly
ranked covariates in the CF approach are generally uncorrelated, providing an
indication that the information they provide is not redundant (see Footnote 1).
However, we leave the interpretation of the shape of the random forest, and the
insights that can be gained from it, to future research.
5 Discussion and Conclusions
This paper sought to examine the research question What is the impact of world
bank projects on forest cover? To examine this, we contrasted four diﬀerent
approaches all based on variations of regression trees and random forests of trees:
Transformed Outcome Trees (TOTs), Causal Trees (CTs), Random Forest TOTs
(RFTOTs), and Causal Forests (CF). We found that the method selected can
have signiﬁcant inﬂuence on the causal eﬀect (or lack thereof) estimated, and
provide evidence suggesting CF is more accurate than alternatives in our study
context. By applying the CF approach to the case of World Bank projects, we
were able to compute estimates for causal eﬀects of individual projects; further,
the prominent appearance of some covariates in trees provided us with guidance
on which covariates were most important in mediating the impacts of World
Bank projects. While - for most projects - the eﬀect on forest cover is close to
zero, we identiﬁed some notable exceptions, positive as well as negative ones. We
also identiﬁed two key questions that have not yet been answered in the academic
literature. The ﬁrst of these is how to select proper limitations on the makeup
of terminal nodes - i.e., if splits that result in nodes without both control and
treatment cases should be prevented, omitted, or otherwise constrained. Even
after propensity score adjustments, terminal nodes with no adequate comparison
cases become diﬃcult (if not impossible) to interpret. Second, there is little liter-
ature in the machine learning space regarding how to cope with spatial spillover
between treated and control cases. The Stable Unit Treatment Value Assump-
tion (SUTVA) is common practice, but in practice the eﬀects of a project can not
be expected to be purely local in nature when observations are geographically
situated.
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Abstract. This paper studies supervised learning algorithms for the
problem of uncooperative direction finding of a radio emitter using the
received signal strength indicator (RSSI) from a rotating and uncharac-
terized antenna. Radio Direction Finding (RDF) is the task of ﬁnding
the direction of a radio frequency emitter from which the received sig-
nal was transmitted, using a single receiver. We study the accuracy of
radio direction ﬁnding for the 2.4 GHz WiFi band, and restrict ourselves
to applying supervised learning algorithms for RSSI information anal-
ysis. We designed and built a hardware prototype for data acquisition
using oﬀ-the-shelf hardware. During the course of our experiments, we
collected more than three million RSSI values. We show that we can reli-
ably predict the bearing of the transmitter with an error bounded by 11◦,
in both indoor and outdoor environments. We do not explicitly model
the multi-path, that inevitably arises in such situations and hence one of
the major challenges that we faced in this work is that of automatically
compensating for the multi-path and hence the associated noise in the
acquired data.
Keywords: Data mining · Radio direction ﬁnding
Software deﬁned radio · Regression · GNURadio · Feature engineering
1 Introduction
One of the primary problems in sensor networks is that of node localization
[4,9,21]. For most systems, GPS is the primary means for localizing the network.
But for systems where GPS is denied, another approach must be used. A way
to achieve this is through the use of special nodes that can localize themselves
without GPS, called anchors. Anchors can act as reference points through which
c© Springer International Publishing AG 2017
Y. Altun et al. (Eds.): ECML PKDD 2017, Part III, LNAI 10536, pp. 216–227, 2017.
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other nodes may be localized. One step in localizing a node is to ﬁnd the direction
of an anchor with respect to the node. This problem is known as Radio Direction
Finding (RDF or DF). Besides sensor networks, RDF has applications in diverse
areas such as emergency services, radio navigation, localization of illegal, secret
or hostile transmitters, avalanche rescue, wildlife tracking, indoor position esti-
mation, tracking tagged animals, reconnaissance and sports [1,13,15,16,23,25]
and has been studied extensively both for military [8] and civilian [6] use.
Direction ﬁnding has also been studied extensively in academia. One of the
most commonly used algorithms for radio direction ﬁnding using the signal
received at an antenna array is called MUSIC [22]. MUSIC and related algo-
rithms are based on the assumption that the signal of interest is Gaussian and
hence they use second order statistics of the received signal for determining the
direction of the emitters. Porat et al. [18] study this problem and propose the
MMUSIC algorithm for radio direction ﬁnding. Their algorithm is based on the
Eigen decomposition of a matrix of the fourth order cumulants. Another com-
monly used algorithm for determining the direction of several emitters is called
the ESPRIT algorithm [19]. The algorithm is based on the idea of having doublets
of sensors.
Recently, researchers have used both unsupervised and supervised learning
algorithms for direction ﬁnding. Graefenstein et al. [10] used a robot with a cus-
tom built rotating directional antenna with fully characterized radiation pattern
for collecting the RSSI values. These RSSI values were normalized and iteratively
rotated and cross-correlated with the known radiation pattern for the antenna.
The angle with the highest cross-correlation score was reported as the most
probable angle of the transmitter. Zhuo et al. [27] used support vector machines
with a known antenna model for classifying the directionality of the emitter at
3 GHz. Ito et al. [14] studied the related problem of estimating the orientation
of a terminal based on its received signal strength. They measured the diver-
gence of the signal strength distribution using Kulback-Leibler Divergence [17]
and estimated the orientation of the receiver. In a related work, Satoh et al. [20]
used directional antennas to sense the 2.4GHz channel and applied Bayesian
learning on the sensed data to localize the transmitters.
In this paper we use an uncalibrated receiver (directional) to sense the
2.4GHz channel and record the resulting RSSI values from a directional as
well as an omni-directional source. We then use feature engineering along with
machine learning and data mining techniques (see Fig. 1) to learn the bearing
information for the transmitter. Note that this is a basic ingredient of a DF
system. Just replicating our single receiver with multiple receivers arranged in a
known topology, can be used to determine the actual location of the transmit-
ter. Hence pushing the boundary of this problem will help DF system designers
incorporate our methods in their design. Moreover, such a system based only on
learning algorithms would make them more accessible to people irrespective of
their academic leaning. We describe the data acquisition system next.
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Fig. 1. Data processing system for learning algorithm
2 Data Acquisition System
The data collection system is driven by an Intel NUC (Intel i7 powered) run-
ning Ubuntu 16.04. For sensing the medium, we use an uncharacterized COTS
2.4 GHz WiFi Yagi antenna. This antenna is used both as a transmitter as well as
a receiver. For the receiver, the antenna is mounted on a tripod and attached to
a motor so that it can be rotated as it scans the medium. We also use a TP-Link
2.4GHz 15 dBi gain WiFi omni-directional antenna for transmission to ensure
that the system is agnostic to the type of antenna being used for transmission.
For both transmission and reception the antenna is connected to an Ettus USRP
B210 software deﬁned radio. To make the system portable and capable of being
used anywhere we power the system with a 12V6Ah deep cycle LiFePO battery.
A Nexus 5X smart-phone is used to acquire compass data from its on-board
sensors and this data is used for calibrating the direction of the antenna at the
start of each experiment.
There are two main components for our setup: the receiver and the transmit-
ter. For our tests, we placed the receiver at the origin of the reference frame. The
transmitter was positioned at various locations around the receiver. The trans-
mitter was programmed to transmit at 2.4 GHz, and the receiver was used to
sense the medium at that frequency as it rotated about its axis. Our experiments
were conducted both indoors and outdoors.
For our analysis we consider one full rotation of the receiver as the smallest
unit of data. Each full rotation is processed, normalized and considered as a
unique data point that is associated with a given bearing to the transmitter.
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Fig. 2. (a): The full yagi setup, (b): plate adapter, (c): Pan Gear system composed of
motor and motor controller mounted on standing bracket, (d): motor controller, (e):
B210 Software Deﬁned Radio, (f): NUC compact computer, (g): StarkPower lithium
ion battery and holder, (h): chain of connectors from B210 to antenna including a
rotating SMA adapter located in standing bracket
For each experiment we collected several rotations at a time, with the trans-
mitter being ﬁxed at a given bearing with respect to the receiver, by letting the
acquisition system operate for a certain amount of time. We call each experiment
a run and each run consists of several rotations.
There are two important aspects of the receiver that need to be controlled:
the rotation of the yagi antenna and the sampling rate of the SDR. The rotation
API has two important functions that deﬁne the phases of a run: ﬁrst, finding
north and aligning the antenna to this direction, so that every time the angles
are recorded with respect to this direction; and second, the actual rotation, that
makes the antenna move and at the same time uses the Ettus B210 for recording
the spectrum. In the ﬁrst phase the yagi is aligned to the magnetic north using
the compass of the smart phone that we used in our system. In the second
phase the yagi starts to rotate at a constant angular velocity. While rotating,
the encoder readings are used to determine the angle of the antenna with respect
to the magnetic north, and the RSSI values are recorded with respect to these
angles. It should be noted that the angles from the compass are not used because
the encoder readings are more accurate and frequent. The end of each rotation
is determined based on the angles obtained from the encoder values.
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In order to record the RSSI, we created a GNURadio Companion ﬂow graph
[2]. Our ﬂow graph gets the I/Q values from the B210 (UHD: USRP Source) at a
sample rate and center frequency of 2MHz and 2.4GHz respectively. We run the
values through a high-pass ﬁlter to alleviate the DC bias. The data is then chun-
ked into vectors of size 1024 (Stream to Vector), which is then passed through a
Fast-Fourier Transform (FFT) and then ﬂattened out (Vector to Stream). This
converts the data from the time-domain to the frequency-domain. The details of
the ﬂow-graph is shown in Fig. 3.
Fig. 3. GNURadio companion ﬂow graph
3 Data Analysis
Now we are ready to describe the algorithms used for processing the data. Our
approach has three phases: the feature engineering phase takes the raw data
and maps it to a feature space; the learning phase uses this representation of
the data in the feature space to learn a model for predicting the direction of
the transmitter; and ﬁnally we use a cross validation/testing phase to test the
learned model on previously unseen data. We start with feature engineering.
3.1 Feature Engineering
As mentioned before, our data consists of a series of runs. Each run consists
of several rotations and each rotation is vector of (angle, power) tuples. The
length of this vector is dependent on the total time of a rotation (ﬁxed for each
run) and speed at which the SDR samples the spectrum, which varies. Typically,
each rotation has around 2200 tuples. In order to use this raw data for further
analysis we transformed each rotation into a vector of ﬁxed dimension, namely
k = 360. We achieved this by simulating a continuous mapping from angles to
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powers based on the raw data for a single rotation and by reconstructing the
vector using this mapping for k evenly spaced points within the range 0 to 2π.
The new set of rotation vectors denoted by R is a subset of Rk. For our analysis,
we let k = 360 because each run is representative of a sampling from a circle.
Fig. 4. Example rotation with
markers for the actual angle and
two predicted angles using the max
RSSI and Decision Tree methods
During the analysis of our data, we noticed
a drift in one of the features (moving aver-
age max value which is deﬁned below). This
led us to believe that the encoder measure-
ments were changing with time during a run
(across rotations). Plotting each run sepa-
rately revealed a linear trend with high corre-
lation (Fig. 5). In order to correct the drift, we
computed the least squares regression for the
most prominent runs (runs which displayed
very high correlation), averaged the slopes
of the resulting lines, and used this value to
negate the drift. The negation step was done
on the raw data for each run because at the
start of each run, the encoder is reset to zero.
Once a run is corrected it can be split into
rotations. Since each rotation vector can be
viewed as a time-series, we use time series fea-
ture extraction techniques to map the data into a high dimensional feature space.
Feature extraction from time series data is a well studied problem, and we use
the techniques described by Christ et al. [5] to map the data into the feature
space. In all there were 86 features that were extracted using the algorithm. In
addition to the features extracted using this method, we also added a few others
based on the idea of a moving average [12].
More precisely, we use the moving average max value, which is the index
(angle) in the rotation vector where the max power is observed after applying
a moving average ﬁlter. The ﬁlter takes a parameter d, the size of the moving
average which for a given angle is computed by summing the RSSI values corre-
sponding to the preceding d angles, the angle itself and the succeeding d angles.
Finally this sum is divided by the total number of points (2d+1), which is always
odd. We use the moving average max value with ﬁlter sizes ranging from 3 to
45, using every other integer. This gives an additional 22 features, which brings
the total to 108 features.
3.2 Learning Algorithms
Note that we want to predict the bearing (direction) of the transmitter with
respect to the receiver for each rotation. As the bearing is a continuous variable,
we formulate this as a regression problem. We use several regressors for predicting
the bearing: (1) SVR: Support vector regression is a type of regressor that uses
an -insensitive loss function to determine the error [17]. We used the RBF
kernel and GridSearchCV for optimizing the parameters with cross validation
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(2) KRR: Kernel ridge regression is similar to SVR but uses a squared-error
loss function [17]. Again, we use the RBF kernel with GridSearchCV to get the
optimal parameter (3) Decision Tree [3]: we used a max depth of 4 for our model
and ﬁnally (4) AdaBoost with Decision Tree [7,26]: short for adaptive boosting,
uses another learning algorithm as a “weak learner”. We used a decision tree
with max depth 4 as our “weak learner”.
Although we have a total of 108 features, not all of them will be important for
prediction purposes. As a result, we try two diﬀerent approaches for selecting
the most useful features: (1) the ﬁrst one ranks each feature through a scor-
ing function, and (2) the second prunes features at each iteration and is called
recursive feature extraction with cross-validation [11]. For the ﬁrst we use the
function SelectKBest, and for the later we used RFECV , both implemented
in ScikitLearn.
We also use neural networks for the prediction task. We used Keras for our
experiments, which is a high-level neural networks API, written in Python and
capable of running on top of TensorFlow. We used the Sequential model in
Keras, which is a linear stack of layers. The results on our dataset are described
in Sect. 4.
4 Experiments and Results
In this section we present the results of our experiments. In total, we collected
1467 rotations (after drift correction) at 76 unique angles (an example of a rota-
tion reduced to 360 vertices can be seen in Fig. 4). After reducing each rotation
to 360 power values, we ran the dataset through the feature extractor, which pro-
duced 108 total features. We tried out several regressors, namely, (SVR, KR, DT,
and AB) and strategies:- (moving average max value without learning, moving
average max value with learning, SelectKBest, RFECV, and neural networks).
The objective for this set of tests was to ﬁnd the predictor that yielded the lowest
mean absolute error (MAE), which is the average of the absolute value of each
error from that test.
4.1 Regressors
We used the data from the feature selection phase to test a few regressors. For
each regressor, we split the data (50% train, 50% test), trained and tested the
model, and calculated the MAE. We ran this 100 times for each regressor and
took the overall average to show which regressor preformed the best with all the
features. The results from these tests are in Table 1.
From the results we can see that decision trees give the lowest MAE compared
to the other regressors. We also noticed that decision trees ran the train/test
cycle much faster than any other regressor. Based on these results, we decided
to use the decision tree regressor for the rest of our tests.
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Table 1. The average error for the each regressors over 100 runs with 50–50 split
SVR KRR DT AB
Avg. error 26.4◦ 55.2◦ 16.2◦ 22.1◦
4.2 Moving Average Max Value
One of the ﬁrst attempts for formulating a reliable predictor was to use the
moving average max value (MAMV). We considered using this feature by itself
as a naive approach. We predict as follows: whichever index the moving average
max value falls on is the predicted angle (in degrees). For our tests, we used
a moving average with size 41 (MAMV-41), which was ranked the best using
SelectKBest, for smoothing the angle data. Since no training was required, we
used all the rotations to calculate the MAE. As seen in Table 2 the MAE was
57.1◦. Figure 6 shows the errors for each rotation, marking the inside and outside
rotations, as well.
Fig. 5. Errors before drift correction.
Lines are runs
Fig. 6. Errors after drift correction.
Lines are runs
Fig. 7. Errors for MAMV-41 with
Decision Tree learning. Even/odd for
test/train split
Fig. 8. MAE vs. ranked features from
SelectKBest using Decision tree over
1000 runs
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Our next step was to use the decision trees with the MAMV-41 feature. We
applied a 50/50 train/test split in the data and calculated the MAE for each run.
We averaged and reported the MAE for all runs. The average MAE over 1000
runs was 25.9◦ (Table 2). Figure 7 shows a graph of errors for the train/test split
where the odd index rotations were for training and the even index rotations
were for testing.
4.3 SelectKBest
As mentioned before, we used SelectKBest to rank all the features. In order to
get stable rankings, we ran this 100 times and averaged those ranks. Once we had
the ranked list of features, we created a “feature proﬁle” by iteratively adding
the next best feature, running train/test with the decision tree regressor for that
set of features, and recording the MAE. We repeated this process 1000 times and
the results are shown in (Fig. 8). It is to be noted that the error does not change
considerably for a large number of consecutive features but there are steep drops
in the error around certain features. This is because many features are similar
and using them for the prediction task does not change the error signiﬁcantly.
The ﬁrst plateau consists mostly of MAMV features since they were ranked the
best among all the other features. The ﬁrst major drop is at ranked feature 24,
which marks the start of the set of continuous wavelet transform coeﬃcients
(CWT). The second major drop is cause by the addition of the 2nd coeﬃcient
from Welch’s transformation [24] (2-WT) at ranked feature 46. Beyond that, no
signiﬁcant decrease in MAE is achieved by the inclusion of another feature. The
best average MAE over the whole proﬁle is 15.7◦ at 78 features (Table 2).
4.4 RFECV and Neural Network
We ran RFECV with a decision tree regressor using a diﬀerent random state every
time. RFECV consistently returned three features: MAMV-23, MAMV-41, and
2-WT. Using these three features, we trained and tested on the data with a
50/50 split 10000 times with the decision tree regressor. The average MAE was
11.0◦ (Table 2). Between RFECV and SelectKBest, there are four unique features
which stand out among the rest. To be thorough, we found the average MAE for
all groups of three and four from these four features. None of them were better
than the original three features from RFECV.
Table 2. Comparison of average error among predictor methods
MAMV-41 MAMV-41 (DT) SelectKBest RFECV Neural net
Avg. MAE ±57.1◦ ±25.9◦ ±15.7◦ ±11.0◦ ±15.7◦
For the neural network approach, we used all the features which were pro-
duced from the feature selection phase. We settled on a 108 ⇒ 32 ⇒ 4 ⇒ 1
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Fig. 9. Neural net vs. RFECV performance. The x-axis represents the percentage of the
dataset tested with the other partition being used for training (for example 5% tested
means 95% of the dataset was used for training).
layering. The average MAE over 100 runs with a 50/50 train/test split was
15.7◦ (Table 2). In order to show how the neural network stacked against feature
selection, we performed an experiment showing each method’s performance ver-
sus a range of train/test splits. Figure 9 shows that RFECV with it’s three features
performed better than our neural network at all splits.
4.5 Discussion
From our results in Table 2, we determined that RFECV was the best feature selec-
tor. The amount of time it takes to ﬁlter out signiﬁcant features is comparable to
SelectKBest, but RFECV produces fewer features which leads to lower training
and testing times. Figure 9 shows that RFECV beats neural networks consistently
for a range of train/test splits. There are a couple of possible reasons why RFECV
performed better. The SelectKBest strategy ranks each feature independent of
the other features, which means similar features will have similar ranks. As fea-
tures are iteratively added, many consecutive features will be redundant. This is
evident in Fig. 8 where the addition of similar features cause very little change in
MAE creating plateaus in the plot. Our SelectKBest method was, in a way, good
at ﬁnding some prominent features (where massive drops in MAE occurred), but
not in the way we intended whereas RFECV was better at ranking diverse features.
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5 Conclusion and Future Work
The main contribution of this paper is to show that using pure data mining
techniques with the RSSI values, one can achieve good accuracies in direction-
ﬁnding using COTS directional receivers. There are several directions that can
be pursued for future work: (1) How accurately can cell phones locations be
analyzed with the current setup? (2) Can we minimize the total size of our
receive system? (3) How well does this system work for diﬀerent frequencies
and ranges around them? (4) When used in a distributed setting, how much
accuracy can one achieve for localization, given k receivers operating at the same
time (assuming the distances between them is known). In the journal version of
this paper, we will show how to theoretically solve this problem, but extensive
experimental results are lacking. In the near future, we plan to pursue some of
these questions using our existing hardware setup.
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Abstract. With the rapid growth in smartphone usage, more organiza-
tions begin to focus on providing better services for mobile users. User
identiﬁcation can help these organizations to identify their customers
and then cater services that have been customized for them. Currently,
the use of cookies is the most common form to identify users. However,
cookies are not easily transportable (e.g., when a user uses a diﬀerent
login account, cookies do not follow the user). This limitation motivates
the need to use behavior biometric for user identiﬁcation. In this paper,
we propose DeepService, a new technique that can identify mobile users
based on user’s keystroke information captured by a special keyboard or
web browser. Our evaluation results indicate that DeepService is highly
accurate in identifying mobile users (over 93% accuracy). The technique
is also eﬃcient and only takes less than 1 ms to perform identiﬁcation.
1 Introduction
Smart mobile devices are now an integral part of daily life; they are our main
interface to cyber-world. We use them for on-line shopping, education, entertain-
ment, and ﬁnancial transactions. As such, it is not surprising that companies are
working hard to improve their mobile services to gain competitive advantages.
Accurately and non-intrusively identifying users across applications and devices
is one of the building blocks for better mobile experiences, since not only com-
panies can attract users based on their characteristics from various perspectives,
but also users can enjoy the personalized services without much eﬀort [15].
User identiﬁcation is a fundamental, but yet an open problem in mobile com-
puting. Traditional approaches resort to user account information or browsing
history. However, such information can pose security and privacy risks, and it
is not robust as can be easily changed, e.g., the user changes to a new device
or using a diﬀerent application. Monitoring biometric information including a
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user’s typing behaviors tends to produce consistent results over time while being
less disruptive to user’s experience. Furthermore, there are diﬀerent kinds of
sensors on mobile devices, meaning rich biometric information of users can be
simultaneously collected. Thus, monitoring biometric information appears to be
quite promising for mobile user identiﬁcation.
To date, only a few studies have utilized biometric information for mobile
user identiﬁcation on web browser [1,19]. Important questions such as what kind
of biometric information can be used, how does one capture user characteristics
from the biometric, and what accuracy of the mobile user identiﬁcation can be
achieved, are largely unexplored. Although there are some researches on mobile
user authentication through biometrics [8,20], authentication is a simpliﬁed ver-
sion of identiﬁcation, and directly employing authentication would either be
infeasible or lead to low accuracy. This work focuses on mobile user identiﬁca-
tion, and could also be applied to authentication.
In this paper, we collect information from basic keystroke and the accelerom-
eter on the phone, and then propose DeepService, a multi-view deep learning
method, to utilize this information. To the best of our knowledge, this is the ﬁrst
time multi-view deep learning is applied to mobile user identiﬁcation. Through
several empirical experiments, we showed that the proposed method is able to
capture the user characteristics and identify users with high accuracy.
Our contributions are summarized as follows.
1. We propose DeepService, a multi-view deep learning method, to utilize easy
to collect user biometrics for accurate user identiﬁcation.
2. We conduct several experiments to demonstrate the eﬀectiveness and superi-
ority of the proposed method against various baseline methods.
3. We give several analyses and insights through the experiments.
The rest of this paper is organized as follows. Section 2 provides background
information on deep learning, and reviews prior research eﬀorts related to this
work. Section 3 introduces DeepService and describes the design and imple-
mentation details. Section 4 reports the results of our empirical evaluation on
the performance of DeepService with respect to other learning techniques.
The last section concludes this work and discusses future work.
2 Background and Related Work
In this section, we provide additional background information on deep learning
structure, and review prior research eﬀorts related to our proposed work.
2.1 Background on Deep Learning Structure
Deep learning is a branch of machine learning based on a set of algorithms
that attempt to model high level abstractions in data, which is also called deep
structured learning, deep neural network learning or deep machine learning.
Deep learning is a concept and a framework instead of a particular method.
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There are two main branches in deep learning: Recurrent Neural Network (RNN)
and Convolutional Neural Networks (CNN). CNN is frequently used in computer
vision areas and RNN is applied to solve sequential problems such as nature
language process. The simplest form of an RNN is shown as follows:
hk = φ(Wxk + Uhk−1)
where hk is the hidden state, W and U are parameters need be learned, and φ(.)
is the is a nonlinear transformation function such as tanh or sigmoid.
Long Short Term Memory network (LSTM) is a special case of RNN, capable
of learning long-term dependencies [13]. Speciﬁcally, RNN only captures the
relationship between recent keystroke information and uses it for prediction.
LSTM, on the other hand, can capture long-term dependencies. Consider trying
to predict the tapping information in the following text “I plan to visit China
... I need ﬁnd a place to get some Chinese currency”. The word “Chinese” is
relevant with respect to the word “China”, but the distance between these two
words is long. To capture information of the long-term dependencies, we need
to use LSTM instead of the standard RNN model.
While LSTM can be eﬀective, it is a complex deep learning structure that
can result in high overhead. Gated Recurrent Unit (GRU) is a special case of
LSTM but with simpler structures (e.g., using less parameters) [6]. In many
problem domains including ours, GRU can produce similar results to LSTM.
In some cases, it can even produce better results than LSTM. In this work, we
implemented Gated Recurrent Unit (GRU).
Also note that with GRU, it is quite straightforward for each unit to remem-
ber the existence of a speciﬁc pattern in the input stream over a long series of
time steps comparing to LSTM. Any information and patterns will be overwrit-
ten by update gate due to its importance.
We can build single-view single-task deep learning model by using GRU as
shown in Fig. 2(b). We choose any one view of the dataset such as the view of
alphabet as used in this study. We use the normalized dataset as the input of
GRU. GRU will produce a ﬁnal output vector which can help us to do user
Identiﬁcation. A typical GRU is formulated as:
zt = σg(Wzxt + Uzht−1)
rt = σg(Wrxt + Urht−1)
h˜t = tanh(Wxt + U(rt  ht−1))
ht = zth˜t + (1 − zt)ht−1
where  is an element-wise multiplication. σg is the sigmoid and equals
1/(1 + e−x). zt is the update gate which decides how much the unit updates
its activation or content. rt is reset gate of GRU, allowing it to forget the previ-
ously computed state.
In Sect. 3, we extend the single-view technique to develop DeepService, a
multi-view multi-class framework.
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2.2 Related Work
Most previous works focus on user authorization, rather than identiﬁcation,
based on biometrics. For example, there are multiple approaches to get physio-
logical information that include facial features and iris features [7,9]. This phys-
iological information can also be used for identiﬁcation, but it requires extra
permission from the users. Our method uses behavioral biometrics to identify
the users without any cookies or other personal information.
Recently, more research work on continuous authorization problem has
emerged for mobile users. Some prior eﬀorts also focus on studying touchscreen
gestures [20] or behavioral biometric behaviors such as reading, walking, driving
and tapping [3,4]. There are research eﬀorts focusing on oﬀering better security
services for mobile users. However, their security models have to be installed on
the mobile devices. They then perform binary classiﬁcations to detect unautho-
rized behaviors. Our work focuses on building a general user identiﬁcation model,
which can also be deployed on the web, local devices or even network routers.
Our work also focuses on improving users’ experience through customized ser-
vices including providing recommendations and relevant advertisements.
Recently, some research groups focus on mobile user identiﬁcation based on
web browsing information [1,19]. Abramson and Gore try to identify users’ web
browsing behaviors by analyzing cookies information. However, our model has
been designed to target harder problems without using trail of information such
as cookies or browsing history. We, instead, use behavioral biometrics to iden-
tify users. Information needed can be easily collected from web browser using
Javascript.
3 DeepService: A Multi-view Multi-class Framework
for User Identification on Mobile Devices
DeepService is a multi-view and multi-class identiﬁcation framework via a
deep structure. It contains three main steps to identify each user from several
users. This process is shown in Fig. 1 and summarized below:
1. In the ﬁrst step, we collect sequential tapping information and accelerometer
information from 40 volunteers who have used our provided smartphones for
8 weeks. We retrieve such sequential data in a real-time manner.
2. In the second step, we prepare the collected information as multi-view data
for the problem of user identiﬁcation.
3. In the third step, we model the multi-view data via a deep structure to
perform multi-class learning.
4. In the last step, we compare the performance of the proposed approach with
the traditional machine learning techniques for multi-class identiﬁcation such
as support vector machine and random forest. This step is discussed in Sect. 4.
Next, we describe each of the ﬁrst three steps in turn.
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Fig. 1. Framework of DeepService
3.1 Data Collection
First, we describe the data collection process. Our study involves 40 volunteers.
The main selection criterion is based on their prior experience with using smart-
phones. All selected candidates have used smartphones for at least 11 years (some
have used smartphones for 18 years). In terms of age, the youngest participant
is 30 years old and the oldest one is 63 years old.
Each volunteer was given a same smartphone with the custom software key-
board. Out of the 40 volunteers, we ﬁnd that 26 of them (17 females and 9 males)
have used the provided phones at least 20 times in 8 weeks. The data generated
by these 26 volunteers is the one we ended up using in this study. The most active
participant has used the phone 4702 times while the least active participant has
used the phone only 29 times.
3.2 Data Processing
When users type on the smartphone keyboard either locally or on a web
browser, our custom keyboard would collect the meta-information associated
with the users’ typing behaviors, including duration of a keystroke, time since
last keystroke, and distance from last keystroke, as well as the accelerometer
values along three directions. Due to privacy concerns, the actual characters
typed by users are not collected. However, we do collect the categorical informa-
tion of each keystroke, e.g., alphanumeric characters, special characters, space,
backspace. Note that such information can easily be collected from web browser
using Javascript as well.
In the data collection process, there are inevitable missing data. For example,
when the ﬁrst time a user uses the phone, the feature time since last key is
undeﬁned. We replace these missing values with 0. After the complement of
missing values, we normalize all the features to the range of [0, 1].
A typical usage of keyboard would likely result in a session consisting more
than one keystroke. For example, a simple message such as “How are you?”
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involves sequential keystrokes as well as multiple types of inputs (alphabets and
special characters). In this study, one instance represents one usage session of
the phone by the user. A session instance sij represents the j-th session of the
i-th user in the data set, which consists of three diﬀerent types of sequential
data. Let’s denote sij = {c(1)ij , c(2)ij , c(3)ij } where c(1)ij is the time series of alphabet
keystrokes, c(2)ij is the time series of special character keystrokes, and c
(3)
ij is the
time series of accelerometer values. It is diﬃcult to align the sequential features
in diﬀerent views because of diﬀerent timestamps and sampling rates. For exam-
ple, accelerometer values are much denser than special character keystrokes.
Therefore, it is intuitive to treat c(1)ij , c
(2)
ij , and c
(3)
ij as multi-view time series that
together compose the complementary information for user identiﬁcation.
3.3 Multi-view Multi-class Deep Learning (MVMC)
Now, we discuss the approach to apply deep learning for constructing the user
identiﬁcation model. The approach is based on Multi-view Multi-class (MVMC)
learning with a deep structure.
As mentioned previously, we employ three diﬀerent views. Each view Vi con-
tains diﬀerent number of features and diﬀerent number of samples. In Fig. 2(a),
we can use fusion method to combine datasets of diﬀerent views. However, due to
the diﬀerent number of features, and the number of records in each view of each
session, it is hard to build a single-view dataset from many other views. Hence,
instead of concatenating diﬀerent views into one view, we choose to use them
separately. This is done to avoid losing information as in the case when multiple
views are combined to create a view. One major information that we want to
preserve is the sequence of keystrokes. By using multi-view, we are able to main-
tain each view separately but then use multiple views to make predictions [5,17].
Recently, various methods have been proposed for this purpose [10–12].
Fig. 2. A comparison of diﬀerent frameworks of learning models: left: (a) traditional
learning methods; middle (b) single-view multi-class; (c) multi-view multi-class
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Before we generate multi-view multi-class learning, we ﬁrst create single-
view multi-class learning as shown in Fig. 2(b) (previously discussed in Sect. 2).
Through that model, we can prove the multi-view can help us to improve the
performance for identiﬁcation and we can determine which view most contributes
to the identiﬁcation process. First, we separate the data set into multiple views.
In this case, we have a view of alphabets, a view of numbers and symbols, and
a view of tapping acceleration. Then, we use GRU and Bidirectional Recurrent
Neural Network (we refer to the combination of these two approaches as GRU-
BRNN) to build the hidden layers for each view. In the output layer, we use
softmax function to perform multiple classiﬁcations. Finally, we can evaluate
the performance on each view.
We describe the framework that uses multi-view and multi-class learning
with deep structure in Fig. 2(c). Comparing to single-view multi-class, multi-
view multi-class is a more general model. After we use GRU-BRNN to build the
hidden layers for each view. We then concatenate the last layer information from
each GRU-BRNN model of each view. We use the last concatenated layer, which
contains all information from diﬀerent views, for identiﬁcation.
As GRU extracts a latent feature representation out of each time series, the
notions of sequence length and sampling time points are removed from the latent
space. This avoids the problem of dealing directly with the heterogeneity of the
time series from each view. The diﬀerence between multi-view multi-class and
single-view multi-class learning is that we use the multiple views of the dataset
and we use the latent information of each view for prediction, which can improve
performance over using only a single-view dataset. We can consider single-view
multi-class as a special case of multi-view multi-class learning.
Note that in deep learning, diﬀerent optimization functions can greatly inﬂu-
ence the training speed and the ﬁnal performance. There are several optimizers
such as RMSprop and Adam [16]. In this work, we use an improved version
of Adam called Nesterov Adam (Nadam) which is a RMSprop with Nesterov
momentum.
4 Experiment
To examine the performance of the proposed DeepService on identifying mobile
users. Our experiments were done on a large-scale real-world data set. We also
compared the results with those from several state-of-the-art shallow machine
learning methods. In this section, we describe how we conducted our experi-
ments. We then present the experimental results and analysis.
4.1 Baselines: Keystroke-Based Behavior Biometric Methods
for Continuous Identiﬁcation
In previous work on keystroke-based continuous identiﬁcation withmachine learn-
ing techniques [2,4,14], Support Vector Machine, Decision Tree, and Random
Forest are widely used for continuous identiﬁcation.
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Logistic Regression (LR): LR is a linear model with sigmoid function for clas-
siﬁcation. It is an eﬃcient algorithm which can handle both dense and sparse
input.
Linear Support Vector Machine (LSVM): LSVM is widely used in many previous
authorization and identiﬁcation works [2,4,14]. LSVM is a linear model that ﬁnds
the best hyperplane by maximizing the margin between multiple classes.
Random Forest/Decision Tree: Other learning methods such as Random Forest
and Decision Tree have not yet been adopted in many behavior biometric work
for continuous identiﬁcation by keystrokes information only. However, Decision
Tree is a interpretable classiﬁcation model for binary classiﬁcation. It is a tree
structure, and features form patterns are nodes in the tree. Random Forest is
an ensemble learning method for classiﬁcation that builds many decision trees
during training and combines their outputs for the ﬁnal prediction. Previous
work [18] shows that tree structure methods can work more eﬃciently than
SVM, and can do better binary classiﬁcation comparing to SVM. We use diﬀerent
traditional learning methods on our data set as the baselines.
4.2 Evaluation of DeepService Framework
Since the number of session usage for every user is diﬀerent, we use four per-
formance measures to evaluate unbalanced results: Recall, Precision F1 Score
(F-Measure), and Accuracy. They are deﬁned as:
Recall =
TP
TP + FN
F1 =
2 ∗ Precision ∗ Recall
Precision + Recall
Precision =
TN
TN + FP
Accuracy =
TP + TN
TP + TN + FP + FN
Next, we report the performance of DeepService using our data set. We
measured precision, recall and accuracy, f1 score (f-measure) for diﬀerent models.
Based on the results, we can make the following conclusions.
– DeepService can identify between two known people at almost 100% accu-
racy in our experiment. This proves that our data set contains valuable bio-
metric information to distinguish and identify users.
– DeepService can do identiﬁcation with only acceleration records, even when
user is not using the keyboard.
– DeepService is eﬀective at identifying a large number of users simultane-
ously either locally or on a web browser.
4.3 User Pattern Analysis
In this section, we evaluate the feature patterns for diﬀerent users. In Fig. 3, we
shows the feature patterns analysis of top 5 active users in multi-view.
In the view of Alphabet graphs, each user tends to have unique patterns with
respect to the duration, the time since last key, and the number of keystrokes in
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Fig. 3. Multi-view pattern analysis of top 5 active user: left is user1 and right is user5
each session. For example, user3 prefers to use more keystroke in every session
with quicker tapping speed than other users.
In the view of Symbol/Number graphs, we have 8 diﬀerent features. We
separate these features into two groups: frequent keys and infrequent keys. A
frequent key is deﬁned as a key that is used more than twice per session, otherwise
the key is an infrequent keys. (A user tends to use infrequent feature once per
session.). We show the medium number of keystroke per session of frequent keys
such as auto correct, backspace and space. We also show the range and radio
of infrequent keys per session of the top ﬁve active users. For example, user4
frequently uses auto correct, but she infrequently uses backspace.
In view of Acceleration graphs, we show the correlation of diﬀerent directions
of acceleration. From the last graph, we ﬁnd that the top 5 active users can be
well separated, which proves acceleration can help to identify the users well. It
is also proved in our experiments. In both user pattern analysis and experiment,
we ﬁnd view of acceleration can do better identiﬁcation than other two views.
4.4 Identifying Users
DeepService can also perform continuous identiﬁcation. Before we expand to
multi-class identiﬁcation, we ﬁrst implement a binary-class identiﬁcation based on
multi-view deep learning which is a special case of MVMC learning identiﬁcation.
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Fig. 4. Heatmap of multi-view binary-class identiﬁcation: left is F1 score; right is accu-
racy
In Fig. 4, we can see that DeepService can do well identiﬁcation between
any two users with 98.97% f1 score and 99.1% accuracy in average. For example,
private smartphone usually would not be shared by diﬀerent people. However,
sometimes the private phone could be shared between two people, such as hus-
band and wife. DeepService can well separate any two people in this case.
For more general scenarios, we expand binary-identiﬁcation to N active class
(user) identiﬁcation and use MVMC learning to ﬁgure out who is using the phone
either locally or on a web browser. Table 1 reports our results.
If we increase the total number of the users in our model, it means we want
to identify more people at the same time. For example, if our model is used on a
home-router, it may need to identify only members of a family (3 to 10 people)
at once. If we, instead, want to identify people working in a small oﬃce, we may
need to identify more than 10 users. However, it is possible that a larger number
of users would degrade the average performance of user identiﬁcation. This is
due to more variation of shared biometric patterns that introduce ambiguity
into the system. That’s the main reason we want to use multi-view data for user
identiﬁcation, since diﬀerent users are unlikely to share similar pattens across
all views.
Table 1. Results of DeepService and Baselines
Method 5 10 26
Accuracy F1 Accuracy F1 Accuracy F1
LR 66.88% 66.85% 44.25% 45.31% 27.44% 30.26%
SVM 68.18% 68.13% 44.39% 45.12% 30.33% 31.90%
Decision Tree 68.21% 67.50% 53.50% 52.85% 43.37% 42.42%
RandomForest 87.59% 87.42% 77.05% 76.59% 67.87% 66.31%
Deep Single View 82.64% 82.48% 78.27% 78.33% 61.26% 63.11%
DeepService 93.50% 93.51% 87.35% 87.69% 82.73% 83.25%
Table 1 and Fig. 5 report accuracy and F1 values of all learning techniques
investigated in this paper. As shown, DeepService can identify a user without
any cookies and account information. Instead, it simply uses the user’s sequential
keystroke and accelerometer information. Our approach (DS as shown in Fig. 5)
consistently outperforms other approaches listed in Table 1. Moreover, as we
increase the number of users, the performance (accuracy and F1) degrades less
than those of other approaches.
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Fig. 5. Results with incremental number of classes (users)
In our experiments, we also experimented with using a single-view with deep
learning model, and found that the accelerometer view do better identiﬁcation
than other two views. However, when we used information from all three views
with MVMC learning, we achieved best performance when compared against the
results of other baseline approaches.
4.5 Eﬃciency
To evaluate eﬃciency of our system, we employ a 15′′ Macbook Pro 15 with
2.5 GHz Intel Core i7 and 16 GB of 1600 MHz DDR3 memory, and NVIDIA
GeForce GT 750M with 2GB of video memory. DeepService is not the fastest
model (decision tree is faster), but it only takes about 0.657 ms per session which
shows its feasibility of real-world usage.
5 Conclusion and Future Work
We have shown that DeepService can be used eﬀectively to identify multiple
users. Even though we only use the accelerometer in this work, our results show
that more views of dataset can improve the identiﬁcation performance.
In the future, we want to implement DeepService as a tool to help company
or government to identify their customers more accurately in the real life. The
tool can be implemented on the web or the router. Meanwhile, we will incorporate
more sensors, which can be activated from the web browser, to further increase
the capability and performance of the DeepService.
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Abstract. Transaction frauds impose serious threats onto e-commerce.
We present CLUE, a novel deep-learning-based transaction fraud detec-
tion system we design and deploy at JD.com, one of the largest
e-commerce platforms in China with over 220 million active users. CLUE
captures detailed information on users’ click actions using neural-network
based embedding, and models sequences of such clicks using the recur-
rent neural network. Furthermore, CLUE provides application-speciﬁc
design optimizations including imbalanced learning, real-time detection,
and incremental model update. Using real production data for over eight
months, we show that CLUE achieves over 3x improvement over the
existing fraud detection approaches.
Keywords: Fraud detection · Web mining · Recurrent neural network
1 Introduction
Retail e-commerce sales are still quickly expanding. A large online e-commerce
website serves millions of users’ requests per day. Unfortunately, frauds in
e-commerce have been increasing with legitimate user traﬃc, putting both the
ﬁnancial and public image of e-commerce at risk [5].
Two common forms of frauds in e-commerce websites are account hijacking
and card faking [9]: Fraudsters can steal a user’s account on the website to use
her account balance, or use a stolen or fake credit card to register a new account.
Either case causes losses for both the website and its users. Thus, it is urgent to
build eﬀective fraud detection systems to stop such behavior.
Researchers have proposed diﬀerent approaches to detect fraud [2] using vari-
ous approaches from rule-based systems to machine learning models like decision
tree, support vector machine (SVM), logistic regression, and neural network. All
these models use aggregated features, such as the total amount of items a user
has viewed over the last month, yet many frauds are only detectable by using
individual actions instead of aggregates. Also, as fraudulent behaviors change
over time to avoid detection, simple features or rules become obsolete quickly.
c© Springer International Publishing AG 2017
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Thus, it is essential for a fraud detection system to (1) capture users’ behaviors
in a way that is as detailed as possible; and (2) choose algorithms to detect the
frauds from the vast amount of data. The algorithm must tolerate the dynamics
and noise over a long period of time. Previous experience shows that machine
learning algorithms outperform rule-based ones [2].
One of the most important piece of information for fraud detection is a
user’s browsing behavior, or the sequence of a user’s clicks within a session.
Statistically, the behaviors of the fraudsters are diﬀerent from legitimate users.
Real users browse items following a certain pattern. They are likely to browse
a lot of items similar to the one they have bought for research. In contrast,
fraudsters behave more uniformly (e.g. go directly to the items they want to buy,
which are usually virtual items, such as #1 in Fig. 1), or randomly (e.g. browse
unrelated items before buying, such as #2). Thus, it is important to capture the
sequence of each user’s clicks, while automatically detect the abnormal behavior
patterns.
Fig. 1. Examples of fraudulent user browsing behaviors.
We describe our experience with CLUE, a fraud detection system we have
built and deployed at JD.com. JD is one of the largest e-commerce platforms
in China serving millions of transactions per day, achieving an annual gross
merchandise volume (GMV) of nearly 100 billion USD. CLUE is part of a larger
fraud detection system in the company. CLUE complements, instead of replacing,
other risk management systems. Thus, CLUE only focuses on users’ purchase
sessions, while leaving the analysis on users’ registration, login, payment risk
detections, and so on, to other existing systems.
CLUE uses two deep learning methods to capture the users’ behavior: Firstly,
we use Item2Vec [3], a technique similar to Word2Vec [14], to learn to embed
the details of each click (e.g. the item being browsed) into a compact vector
representation; Secondly, we use a recurrent neural network (RNN) to capture
the sequence of clicks, revealing the browsing behaviors on the time-domain.
In practice, there are three challenges in the fraud detection applications:
(1) The number of fraudulent behaviors is far less than the legitimate ones [2,15],
resulting in a highly imbalanced dataset. To capture the degree of imbal-
ance, we deﬁne the risk ratio as the number of the portion of fraudulent
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transactions in all transactions. The typical risk ratio in previous studies
is as small as 0.1% [4]. We use a combination of under-sampling legitimate
sessions and thresholding [16] to solve the problem.
(2) As the user browsing behaviors, both legitimate and fraudulent, change over
time, we observe signiﬁcant concept drift phenomenon [2]. To continuously
ﬁne-tune our model, we have built a mechanism that automatically ﬁne-tunes
the model with new data points incrementally.
(3) There are tens of millions of user sessions per day. It is challenging to scale
the deep learning computation. Our training process is based on TensorFlow
[1], using graphics processing units (GPUs) and data parallelism to accelerate
computation. The serving module leverages TensorFlow Serving framework,
providing real-time analysis of millions of transactions per day.
In summary, our major contributions are:
1. We propose a novel approach to capture detailed user behavior in purchasing
sessions for fraud detection in e-commerce websites. Using a RNN-based app-
roach, we can directly model user sessions using intuitive yet comprehensive
features.
2. Although the session-modeling approach is general, we optimize it for the
fraud detection application scenario. Speciﬁcally, we optimize for highly
imbalanced datasets, as well as the concept drift problem caused by the ever-
changing user behaviors.
3. Last but not least, we have deployed CLUE on JD.com serving over 220
million active users, achieving real-time detection of fraudulent transactions.
2 Data and Feature Extraction
In this section, we describe the feature extraction process of turning raw click
logs into sequences representing user purchase sessions.
The inputs to CLUE are raw web server logs from standard log collection
pipelines. The server log includes standard ﬁelds like the requested URL, browser
name, client operating system, etc. For this analysis, we remove all personally
identiﬁable information (PII) to protect users’ privacy.
We use the web server session ID to group logs into user sessions and only
focus on sessions with an order ID. We label the fraudulent orders using the
business department’s case database that records all fraudulent case reports. In
this work, we ignore all sessions that do not lead to an order.
Feature Extraction Overview. The key feature that we capture is the
sequence of a user’s browsing behavior. Speciﬁcally, we capture the behavior
using a sequence that consists of a number of clicks within the same session. As
we only care about purchasing sessions, the ﬁnal action in a session is always
a checkout click. Figure 2 illustrates four sample sessions. Note that there are a
diﬀerent number of clicks per session, so we only use the last k clicks for each
session. For short sessions with less than k clicks, we add empty clicks after the
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checkout (practically, we pad non-existing sessions with zeros to make the ses-
sion sequences the same length). In CLUE, we use a k = 50 that is more than
enough to capture the entire sessions in most of the cases [11].
Fig. 2. Session padding illustration.
Encoding Common Fields of a Click. The standard ﬁelds in click logs are
straightforward to encode in a feature vector. For example, we include numerical
data ﬁelds like dwell time (i.e. the time a user spends on a particular page) and
page loading time. We encode the ﬁelds with categorical types using one-hot
encoding. These types include the browser language, text encoding settings,
client operating systems, device types and so on. Speciﬁcally, for the source IP
ﬁeld, we ﬁrst look up the IP address in an IP geo-location database and encode
the location data as categorical data.
Encoding the URL Information. We mainly focus on two URL types:
“list.jd.com/∗” and “item.jd.com/∗”, respectively. As there are only dozens of
merchandise categories, we encode the category using one-hot encoding.
The diﬃculty is with the items, as there are hundreds of millions of items on
JD.com. One-hot encoding will result in a sparse vector with hundreds of millions
of dimensions per click. Even worse, the one-hot encoding eliminates the corre-
lations among separate items. Thus, we adopt the Item2Vec [3] to encode items.
Item2Vec is a variation of Word2Vec [14], we regard each item as a “word”, while
regarding each session as a “sentence”. So the items that commonly appear at
the same positions of a session are embedded into vectors with smaller Euclidean
distance.
We observe that the visit frequency follows a steep power-law distribution.
If we choose to cover 90% of all the items in the click history, we only need 25
dimensions for Item2Vec, a signiﬁcant saving on data size. We embed all other
10% items that appear rarely as the same constant vector.
In summary, we embed a URL into three parts, the type, category and item.
3 RNN Based Fraudulent Session Detection
Our detection is based on sequences of clicks in a session (as Fig. 2 shows). We
feed the clicks of the same session into the model in the time order, and we want
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to output a risk score at the last click (i.e. the checkout action) for each session,
indicating how suspicious the session is.
To do so, we need a model that can capture a sequence of actions. We ﬁnd
recurrent neural network (RNN) a good ﬁt. We feed each click to the correspond-
ing time slot of the RNN, and the RNN ﬁnally outputs the risk score. Figure 3
illustrates the RNN structure and its input/output. In the following, we use
“depth” and “width” to denote the layer number and the number of hidden
units per layer, respectively. By default, we use LSTM in CLUE to characterize
the long-term dependency of the prediction on the previous clicks. In Sect. 5, we
also compare the performance of the GRU alternative.
Fig. 3. Illustration of the RNN with LSTM cells.
Dealing with Imbalanced Datasets. One practical problem in fraud detec-
tion is the highly imbalanced dataset. In CLUE, we employ both data and model
level approaches [10].
On the data level, we under-sample the legitimate sessions by random skip-
ping, boosting the risk ratio to around 0.5%. After under-sampling, the dataset
contains 1.6 million sessions, among which 8,000 are labeled as fraudulent. We
use about 6% (about 100,000 sessions) of the dataset as the validation set. We
choose test sets, with the risk ratio of 0.1%, from the next continuous time period
(e.g. two weeks of data), which is outside of the 1.6 million sessions.
On the model level, we leverage the thresholding approach [16] to implement
cost-sensitive learning. By choosing the threshold from the range [0, 1], we can
obtain an application speciﬁc punishment level imposed on the model for mis-
classifying minority classes (false negatives) vs. misclassifying the normal class
(false positives).
Model Update. To save time, we use incremental data to ﬁne-tune the current
model. Our experience shows that the incremental update works both eﬃciently
and achieves comparable accuracy as the full update. The quality assurance
module is used to guarantee the performance of the switched model is always
superior to the current model (see Fig. 4).
4 System Architecture and Operation
We have deployed CLUE in real production, analyzing millions of transactions
per day. From an engineering point of view, we have the following design goals:
(1) Scalability : CLUE should scale with the growth of the number of transac-
tions; (2) Real-time: we need to detect suspicious sessions before the checkout
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completes in a synchronous way, giving the business logic a chance to intercept
potential frauds; and (3) Maintainability : we must be able to keep the model
up-to-date over time, while not adding too much training overhead or model
switching cost.
4.1 Training - Serving Architecture
To meet the goals, we design the CLUE architecture with four tightly coupled
components, as Fig. 4 shows.
Data Input. We import raw access logs from the centralized log storage into
an internal session database within CLUE using standard ETL (i.e. Extract,
Transform and Load) tools. During the import process, we sort the logs into dif-
ferent sessions. Then we join the sessions with the purchase database to ﬁlter out
those sessions without an order ID. Then we obtain the manual labels whether
a session is fraudulent or not. We connect to the case database at the business
units storing all fraud transaction complaints. We join with the case database
(using the order ID) to label those known fraudulent sessions.
Fig. 4. The system architecture of CLUE.
Model Training. We perform under-sampling to balance the fraudulent and
normal classes. Then the data preprocessing module performs all the feature
extraction, including the URL encoding. Note that the item embedding model
is trained oﬄine. We then pass the preprocessed data to the TensorFlow-based
deep learning module to train the RNN model.
Online Serving. After training and model validation, we transfer the trained
RNN model to the TensorFlow Serving module for production serving. Requests
containing session data from the business department are preprocessed using
the same feature extraction module and then fed into the TensorFlow Serving
system for prediction. Meanwhile, we persist the session data into the session
database for further model updates.
Model Update. We perform periodic incremental updates to the model. It
uses the latest updated model as the initial parameter and ﬁne-tunes it with
the incremental session data. Once the ﬁne-tuned model is ready, and passes the
model quality test, it is passed to TensorFlow Serving for production deployment.
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4.2 Implementation Details
For the RNN Training, we set the initial learning rate to 0.001 and let it exponen-
tially decay by 0.5 at every 5,000 iterations. We adopt Adam [12] for optimization
with TensorFlow default conﬁgurations. The training process terminates when
the loss on the validation set stops decreasing. We use TensorFlow as the deep
learning framework [1] and leverage its built-in RNN network. Because of the
highly imbalanced dataset, we raise the batch size to 512. The typical training
duration is 12 hours (roughly 6–8 epochs).
5 Performance Evaluation
We ﬁrst present our general detection performance on real production data. Then
we evaluate the eﬀects of diﬀerent design choices of CLUE, and their eﬀects on
the model performance, such as diﬀerent RNN structure, embeddings, and RNN
cells. We also compare the RNN-based detection method with other features and
learning methods. Finally, we evaluate the model update results.
5.1 Performance on Real Production Data
The best performance is achieved by an RNN model with 4 layers and 64 units
per layer with LSTM cells. It is the conﬁguration we use in production. We
evaluate other RNN structures in Sect. 5.2. Compared with traditional machine
learning approaches (see Fig. 5(b)), CLUE achieves over 3x improvement over
the existing system. Integrating CLUE with existing risk management systems
for eight months in production, we have observed that CLUE has brought a
signiﬁcant improvement of the system performance.
5.2 Eﬀects of Diﬀerent RNN Structures
Our model outputs a numerical probability of a session being fraudulent. We use
a threshold T to provide a tradeoﬀ between precision and recall [16]. Varying T
between [0, 1], we can get the precision of our model corresponding to a particular
recall. Figure 5(a) shows the performance of RNNs with diﬀerent widths using
the Precision-Recall (P-R) curve. Throughout the evaluation, we use 4 layers for
the RNN model.
The previous study points out that wider neural networks usually provide
better memorization abilities, while deeper ones are good at generalization [7].
We want to evaluate the width and depth of the RNN structure to the fraud
detection performance. We use α-β RNN to denote a RNN structure with α
layers and β hidden units per layer.
Table 1 provides the fraud detection precision with 30% recall, using diﬀerent
α and β. We see that given a ﬁxed width, the performance improves with the
depth increases. However, once the depth becomes too large, overﬁtting occurs.
We ﬁnd a 4–64 RNN performs the best, outperforming wider models such as
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Fig. 5. Experiment results.
Table 1. Precision of diﬀerent RNN structures under the recall of 30%
#Layer/#Unit 32 64 128 256
1 19.3% 23.1% 24.3% 25.1%
2 23.4% 23.6% 26.1% 27.2%
3 24.7% 24.6% 29.0% 27.8%
4 24.8% 33.8% 26.4% 20.8%
4–128 and 4–256. We believe the reason is that, given the relatively small number
of fraudulent sample, the 4–128 RNN model begins to overﬁt. Also, we can
see that the generalization ability of a model seems more important than its
memorization ability in our application.
5.3 Compare with Traditional Methods
We show that CLUE performs much better than traditional features and learn-
ing methods including logistic regression, naive Bayes, SVM, and random forest.
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Furthermore, we have investigated the performance of fully connected neural
networks (FC-NNs). To leverage these methods, we need to leverage traditional
feature engineering approaches by combining the time-dependent browsing his-
tory data into a ﬁxed length vector. We follow many related researches and use
bag of words, i.e., count the number of page views of diﬀerent types of URLs in
a session, and summarize the total dwell time of these URLs into the feature
vector. Note that with bag-of-word, we cannot leverage the category and item
embedding approaches as introduced in Sect. 2, but we only use one-hot encoding
for these data. We plot the results in Fig. 5(b).
FC-NN performs better than other traditional machine learning methods,
indicating that with abundant data, deep learning is not only straightforward to
apply but also performs better. Meanwhile, with more detailed feature extrac-
tion and time-dependent learning, RNNs perform better than FC-NNs. There-
fore, we can infer that our performance improvement comes from two aspects:
(1) By using more training data, deep learning (FC-NN) outperforms tradi-
tional machine learning approaches; (2) RNN further improves the results over
FC-NN as it captures both sequence information, and it allows us to use detailed
category and item embeddings in the model.
5.4 Eﬀects of Key Design Choices
Here we evaluate the eﬀectiveness of various choices in CLUE’s feature extraction
and learning.
Category and Item Embeddings. To show that category and item data are
essential features for fraud detection, we remove these features from our click
data representation. Figure 5(c) shows that the detection accuracy is signiﬁcantly
lower without such information. Clearly, fraudulent users are diﬀerent from nor-
mal users not because they are performing diﬀerent clicks, but the real diﬀerence
is which item they click on and in what order.
Using GRU as RNN Cell. Except for the LSTM, GRU is also an important
RNN cell type that deals with the issues in vanilla RNN. Here we investigate the
performance of RNNs with GRU cells. In Fig. 5(d), we compare the performance
of diﬀerent RNN cells. We ﬁnd the LSTM shows better performance.
5.5 Model Update
To show the model update eﬀectiveness using historical data, we consider a four
consecutive equal-length time periods P1, . . . , P5. The proportion of the number
of sessions contained in these periods is roughly 2:2:1:1:1. We perform two sets
of experiments, and both show the eﬀectiveness of our model update methods.
First, we evaluate the performance of using history up to Pn to predict Pn+1.
We compare the performance of three update strategies: incremental update, full
update (i.e. retrain the model from scratch using all history before the testing
period) and no update. We use data from P1 to train the initial model. Then
we compute the precision (setting the recall to 30%) for the following four time
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periods using these three strategies. Figure 6(a) presents the results. We can see
that incremental update achieves similar performance as the full model update,
while the no update strategy performs the worst. It is also interesting that P2
actually works worse than P3 and beyond. We believe it is because the training
data from P1 is too few to produce a reasonable model.
Second, we show the performance of using diﬀerent amounts of training data
to predict the last time period, P5. From Fig. 6(b), we can see that using either
the full model update or incremental update, adding more data signiﬁcantly
improves the prediction results. It is not only because we are adding more data,
but also because we use training data that are closer to time P5, and thus tends
to have more similar distributions.
Fig. 6. The precision of the models trained with incremental and full data for the (a)
next time period and (b) last time period, the recall is ﬁxed to be 30%.
6 Related Work
Fraud Detection. Researchers have investigated fraud detection for a long
time. Existing work focuses on credit card [8,13], insurance [17], advertisement
[19], and online banking [6] fraud detections. The approaches used in these work
include rule-based, graph-based, traditional machine learning, convolutional neu-
ral network (CNN) approaches [2,8,20]. They have two drawbacks: (1) These
models have diﬃculties in dealing with time-dependent sequence data; and (2)
The model can only take aggregated features (like a count), which directly leads
to the loss of the detailed information about individual operations. Our system
extracts user browsing histories with detailed feature encodings, and it is able
to deal with high-dimensional complex time-dependent data using RNN.
Recurrent Neural Networks. Out of the natural language domain,
researchers have RNNs to model user behaviors in similar web server logs,
especially in session-based recommendation tasks [11,18,21]. To our knowledge,
our work is the ﬁrst application of the RNN-based model in fraud detection.
Fraud detection is more challenging in that (1) there are too many items to con-
sider, and thus we cannot use the one-hot encoding in these works; and (2) the
frauds are so rare, causing a highly imbalanced dataset.
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7 Conclusion and Future Work
Frauds are intrinsically diﬃcult to analyze, as they are engineered to avoid detec-
tion. Luckily, we are able to observe millions of transactions per day, and thus
accumulate enough fraud samples to train an extremely detailed RNN model that
captures not only the detailed click information but also the exact sequences.
With proper handling of imbalanced learning, concept drift, and real-time serv-
ing problems, we show that our features and model, seemingly detailed and
expensive to compute, actually scale to support the transaction volumes we
have, while providing an accuracy never achieved by traditional methods based
on aggregate features. Moreover, our approach is straightforward, without too
much ad hoc feature engineering, showing another beneﬁt of using RNN.
As future work, we can further improve the performance of CLUE by build-
ing a richer history of a user, including non-purchasing sessions. We are also
going to apply the RNN-based representation of sessions into other tasks like
recommendation or merchandising.
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Abstract. Suspect investigation as a critical function of policing deter-
mines the truth about how a crime occurred, as far as it can be
found. Understanding of the environmental elements in the causes of
a crime incidence inevitably improves the suspect investigation process.
Crime pattern theory concludes that oﬀenders, rather than venture into
unknown territories, frequently commit opportunistic and serial violent
crimes by taking advantage of opportunities they encounter in places
they are most familiar with as part of their activity space. In this paper,
we present a suspect investigation method, called SINAS, which learns
the activity space of oﬀenders using an extended version of the random
walk method based on crime pattern theory, and then recommends the
top-K potential suspects for a committed crime. Our experiments on a
large real-world crime dataset show that SINAS outperforms the baseline
suspect investigation methods we used for the experimental evaluation.
1 Introduction
Crime is a purposive deviant behavior that is an integrated result of diﬀerent
social, economical and environmental factors. Crime imposes substantial costs
on society at individual, community, and national levels.
An important policing task is investigating committed or reported crimes—
known as criminal or suspect investigation. Spatial studies of crime, and more
speciﬁcally environmental criminology, play an essential role in criminal intelli-
gence [1,5–8].
Modeling spatial aspects of criminal behavior can be seen as an intractable
case of the human mobility problem [2,4]. This is mainly because available infor-
mation about the spatial life of oﬀenders is usually limited to police arrest data
on their home and crime locations. Further, spatial displacement of crime is a
common phenomenon, meaning oﬀenders shift their crime locations.
In this paper, we propose an approach to Suspect INvestigation using oﬀend-
ers’ Activity Space, called SINAS. It ﬁrst learns activity space of oﬀenders based
on crime pattern theory, using existing crime records. Then, given the location
c© Springer International Publishing AG 2017
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of a newly occured crime, SINAS ranks known oﬀenders based on their activity
space that inﬂuences oﬀenders’ criminal activity, and ﬁnally it recommends the
top-K suspects of that crime with the highest probability. Our experiments on a
large real-world crime dataset show that SINAS outperforms the baseline suspect
investigation methods signiﬁcantly.
Section 2 explores related work, and Sect. 3 presents the fundamental con-
cepts. Next, Sect. 4 introduces the proposed model, and Sect. 5 discusses the
experimental evaluation and the results. Section 6 concludes the paper.
2 Background and Related Work
Fig. 1. Activity space
People do not move randomly across urban
landscapes. For the most part, they commute
between a handful of routinely visited places
such as home, work, and their favorite places.
With each and every trip, they get more famil-
iar with, and gain new knowledge about, these
places and everything along the way. A per-
son will eventually be at ease with a place
and it becomes part of their activity space
(see Fig. 1). Nodes and Paths are two main
components of an activity space. The (activ-
ity) nodes are the locations that the person
frequents (e.g., workplace, residence, recreation). These are the endpoints of a
journey. The (activity) paths connect the nodes and represent the person’s path
of travel between nodes. Activity space of oﬀenders is explored in several studies.
The geographic proﬁling method by Rossmo [8] is widely recognized for inferring
the activity space of an oﬀender to determine the likely home location based on
their crime locations. This method assumes that oﬀenders select targets and
commit crimes near their homes. Frank [3] proposes an approach to infer the
activity paths of all oﬀenders in a region based on their crime and home loca-
tions. Assuming the home location as the center of an oﬀender’s movements, the
orientation of activity paths of each individual oﬀender is calculated so as to
determine the major directions, relative to their home location, into which they
tend to move to commit crimes.
Based on criminological theories, several studies propose mathematical mod-
els for spatial and temporal characteristics of crime to predict future crimes. For
instance, in [7], the authors use a point-pattern-based transition density model
for crime space-event prediction. This model computes the likelihood of a crim-
inal incident occurring at a speciﬁed location based on previous incidents. In
[9], the authors model the emergence and dynamics of crime hotspots by using
a two-dimensional lattice model for residential burglary, where each location is
assigned a dynamic attractiveness value, and the behavior of each oﬀender is
modeled with a random walk process.
Our proposed method, SINAS, addresses the problem of recommending most
likely suspects based on historical spatial information, which is a problem that
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none of the existing methods is able to address. Thus, there is a challenge in
evaluating our experimental results. The model in [7] predicts only the time and
location of crimes at an aggregate level. The method proposed in [8] discovers
oﬀender home locations based on their crime locations. Finally, the method in [3]
ﬁnds locations which are centers of interest for committing crime.
3 Crime Data Characteristics
We evaluate the eﬃcacy of our approach on a crime dataset representing ﬁve
years (2001–2006) of police arrest-data for the Province of British Columbia,
comprising several million data records, each refers to a reported oﬀence1. Our
experiments consider all subjects in four main categories: charged, chargeable,
charge recommended, and suspect. Being in one of these categories means that the
police is serious enough about the subject’s involvement in a crime as to warrant
calling them ‘oﬀender’. Here, we concentrate on crimes in Metro Vancouver
(population: 2.46M), with diﬀerent regions connected through a road network
composed of road segments having an average length of 0.2 km (see Table 1).
Table 1. Statistical properties of the used dataset
Property Value Property Value
#crimes 125,927 #oﬀenders 189,675
#oﬀenders with more then 1 crime 25,162 #co-oﬀending links 68,577
#co-oﬀenders in co-oﬀending network 17,181 Avg. node degree in co-oﬀending network 4
#road-segments 64,108 Avg. crime per road segment 2
Figures 2a and b illustrate the distribution function of crime incidents per
oﬀender and per road segment respectively. Both distributions have heavy-tailed
pattern. 83% of the oﬀenders committed only one crime, while less than 1% of
the oﬀenders committed 10 or more crimes. Further, 38% of the road segments
are linked to at least one crime and 9% of the road segments are linked to 10 or
more crimes. Half of all the crimes occurred in only 1% of all road segments, and
a total of 25% of all the crimes occurred in only 100 road segments. The average
home to crime location distance of 80%, 63% and 40% of all oﬀenders is less than
10 km, 5 km and 2 km, respectively. The average crime location distance of 73%,
52% and 26% of all oﬀenders is less than 10 km, 5 km and 2 km, respectively.
One can assume that frequent oﬀenders are generally mobile and have several
home locations identiﬁed in their records. 41% of the oﬀenders who committed
more than one crime have more than one home location.
1 This data was made available for research purpose by Royal Canadian Mounted
Police (RCMP) and retrieved from the Police Information Retrieval System (PIRS).
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Fig. 2. Distribution of: (a) crimes per oﬀender; (b) crimes per road segment
3.1 Fundamental Concepts and Deﬁnitions
This section introduces the fundamental concepts, deﬁnitions, and notations.
Oﬀender. Let V be a set of oﬀenders and C be a set of crimes. Each crime
event e ∈ C involves a non-empty subset of criminal oﬀenders U ⊆ V . Ci is the
set of crimes committed by oﬀender ui. With each crime incident we associate a
type of crime, a time when the crime occurred as well as longitude and latitude
coordinates of the crime location and home location of involved oﬀenders.
Co-oﬀending Network. A co-oﬀending network is an undirected graph
G(V,E). Each node represents a known oﬀender ui ∈ V . Oﬀenders u and v
are connected, ui, uk ∈ V and (ui, uk) ∈ E, if they are known to have commit-
ted one or more oﬀences together, and are not connected otherwise. Γi denotes
the set of neighbors of oﬀender ui in the co-oﬀending network.
Road Network. Intuitively, a road network can be decomposed into road seg-
ments, each of which starts and ends at an intersection. We use the dual rep-
resentation where the role of roads and intersections is reversed. All physical
locations along the same road segment are mapped to the same node. Formally,
a road network is an undirected graph R(L,Q), where L is a set of nodes, each
representing a single road segment. Road segments lj and lk are connected,
{lj , lk} ∈ Q, if they have an adjacent intersection in common. Crime locations
within a studied geographic boundary are mapped to the closest road segment.
Henceforth, the term “road” is used to refer to a road segment.
Road Features. A vector y¯j denotes the features of the road lj including road
length dj , and road attractiveness features vector a¯j . Further, a¯j is a vector of
size m where the value of the kth entry of a¯j corresponds to the total number
of crimes of type k committed previously at lj . Πj denotes the set of neighbors
of road lj in the road network. Δ ⊂ L denotes a set of roads with the highest
crime rate, called crime hotspots. Dlj ,lk is the shortest path distance of road lj
from road lk, and fj denotes the total number of crimes at road lj .
Anchor Locations. Li is the set of roads at which oﬀender ui has been
observed, including all of his known home and crime locations. fi,j and ti,j
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respectively denote the frequency and the last time ui was at anchor location lj .
Oﬀender trend is given by a vector x¯i of size m which indicates the crime trend
of ui as extracted from his criminal history. That is, the value of the kth entry
of x¯i corresponds to the number of crimes of type k committed by oﬀender ui.
3.2 Problem Scope
Crime analysis captures a broad spectrum of facets pertaining to diﬀerent needs
and using diﬀerent analytical methods. For instance, intelligence analysis aims
at recognizing relationships between criminal network actors to identify and
arrest oﬀenders. It typically starts with a known crime problem or identiﬁed
co-oﬀending network, then uses these resources to collect, analyze and compile
information about a predetermined target. An important problem is to identify
most likely perpetrators of previous crimes. Criminal proﬁling approaches con-
tribute to criminal intelligence using oﬀenders’ characteristics. Also, methods
like geographic proﬁling build on environmental criminology theories and use
information related to the environment of oﬀenders and crimes.
Problem Deﬁnition—Suspect Investigation: In the following, we formally
address the problem of suspect investigation. Assume there is a collection of
crime records, C, from past crime events where each element in C uniquely
identiﬁes a single crime incident. When a new crime incident e occurs, police
investigates suspects who potentially committed e based on the existing infor-
mation, that is, anchor locations (home and crime locations) of every oﬀender
in C mapped on a road network, the type of crimes they committed, and also
the (known) co-oﬀending network G extracted from C. The problem deﬁnition
in abstract formal terms is as follows:
Given a crime dataset C and new crime incident e at location le, the goal
is to recommend the top-K suspects for e with the highest probability.
Geographic proﬁling addresses a similar problem of detecting home locations of
suspects of a crime incident, given a series of past crimes. However, the novelty
of our approach is two-fold: (1) it directly targets the identity of oﬀenders rather
than their home locations; and (2) the input of our approach is a single crime
incident, while the input of geographic proﬁling is a series of crimes.
4 SINAS Method
4.1 Learning Activity Space
A random walk over a graph is a stochastic process in which the initial state is
known and the next state is decided using a transition probability matrix that
identiﬁes the probability of moving from a node to another node of the graph.
Under certain conditions, the random walk process converges to a stationary
distribution assigning an importance value to each node of the graph. The ran-
dom walk method can be modiﬁed to satisfy the locality aspect of crimes, which
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states that oﬀenders do not attempt to move far from their anchor locations.
For instance, the random walk method works locally if the likelihood of termi-
nating the walk increases with the distance from the anchor locations.
In our proposed model, starting from an anchor location the oﬀender explores
the city through the underlying road network. At each road, he decides whether
to proceed to a neighboring road or return to one of his anchor locations. The
random walk process continues until it converges to a steady state which reﬂects
the probability of visiting a road by the oﬀender. This probability can be relevant
to the oﬀender’s exposure to a crime opportunity.
For learning the activity space of an oﬀender, we need to understand his daily
life and routines. However, in the crime dataset, generally we miss the paths
completely and the nodes partially. Thus, we improve our incomplete knowledge
about oﬀenders with available information in the dataset by deﬁning two dif-
ferent sets of anchor locations: (1) main anchor locations, denoted by Li for
oﬀender ui, is an extension of the oﬀender anchor locations by adding his co-
oﬀenders’ anchor locations with the assumption that friends in the co-oﬀending
network are likely to share the same locations; and (2) intermediate anchor loca-
tions, denoted by Ii for oﬀender ui, is the roads closest to the set of his main
anchor locations, using a Gaussian model (see Sect. 4.1–Starting Probabilities
for details).
An oﬀender starts his random walk either from a main or intermediate anchor
location. Given that the actual trajectories in an oﬀender’s journey to crime are
unknown, SINAS guides oﬀender movements in directions with a higher chance
of committing a crime. This is done by taking into account diﬀerent aspects
that inﬂuence the oﬀender movement directionality in computing the transition
probabilities in a random walk.
Random Walk Process: For each single oﬀender ui, we perform a series of
random walks on the road network R(L,Q). The random walk process starts
from one of the anchor locations of ui with predeﬁned probabilities (see Sect. 4.1–
Starting Probabilities) and traverses the road network to locate a criminal oppor-
tunity. At each step k of the random walk, the oﬀender is at a certain road lj and
makes one of two possible decisions: (1) With probability α, he decides to return
to an anchor location and not look for a criminal opportunity this time, choosing
an anchor location as follows: (a) with probability β, he decides to return to a
main anchor location l ∈ Li, and (b) with probability 1 − β, he returns to an
intermediate anchor location l ∈ Ii; and (2) With probability 1−α he continues
looking for a crime opportunity. If he continues his random walk then he has
two options in each step of the walk: (a) with probability θ(ui, lj , k), he stops
the random walk, which means the oﬀender commits a crime at road lj , and
(b) with probability 1 − θ(ui, lj , k) he continues the random walk, moving to
another road which is a direct neighbor of lj .
To continue the random walk at road lj , we select a direct neighbor road
from Πlj . Function φ computes the transition probability from a roadsegment
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to one of its neighbor road segments (see Sect. 4.1–Movement Directionality for
details). The probability of selecting road segment lr in the next step is:
P (lj → lr) = φ(lr)∑
lp∈πlj
φ(lp)
(1)
The probability of being at road lr at step k+1 given that the oﬀender was at
road lj at step k is shown in Eq. 2, where Xui,k is the random variable for ui being
at road lr in step k. We terminate the random walks when ||Fm+1||−||Fm|| ≤ 	,
where Fm = (F (ui, l1) . . . F (ui, l|L|))T is the results for ui after m random walks.
For some oﬀenders the random walks do not converge, in which case we terminate
the overall process at m > 10000.
P (Xui,k+1 = lr|Xui,k = lj) = (1 − α)(1 − θlj ,k) × P (lj → lr) (2)
Starting Probabilities: The model distinguishes two types of starting nodes.
(1) Main anchor locations are all anchor locations of a single oﬀender and his
co-oﬀenders: Li = Li ∪ {lj : lj ∈ Lv, v ∈ Γu}. The rationale is that oﬀenders
who have collaborated in the past likely may have shared information on anchor
locations in their activity space, an aspect that possibly aﬀects their choice of
future crime locations. In computing the starting probability of each anchor
location, the two primary factors are the frequency and the last time an oﬀender
visited an anchor location. The probability that oﬀender ui starts his random
walk from lj is shown in Eq. 3, where t is the current time, and ρ is the parameter
controlling the eﬀect of the timing.
S(i, j) =
fi,j × e
−(t−ti,j)
ρ
∑
lk∈Li
fi,k × e
−(t−ti,k)
ρ
(3)
(2) Intermediate anchor locations are the closest locations to main anchor loca-
tions. Human mobility models use Gaussian distributions to analyze human
movement around a particular point such as home or work location [4]. We
assume that oﬀender movement around their main anchor locations follows a
Gaussian distribution. Each main anchor location of oﬀender ui is used as the
center, and the probability of ui being located in a road is modeled with a
Gaussian distribution. Given road l, the probability of ui residing at l is:
S(i, l) =
∑
lj∈Li
fi,j∑
lk∈Li
fi,k
N (l|μlj , Σlj )∑
lk∈Li
N (l|μlk , Σlk)
(4)
Here l is a road which does not belong to the set of main anchor locations.
N (l|μlj , Σlj ) is a Gaussian distribution for visiting a road when ui is at anchor
location lj , with μlj and Σlj as mean and covariance. We consider the normalized
activity frequency of ui at lj , meaning that a main anchor location with higher
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activity frequency has higher importance. For oﬀender ui, the roads with the
highest probability of being an intermediate anchor location are added to the
set Ii as additional starting nodes besides the main anchor locations.
Movement Directionality: The creation of the main attractor nodes and
paths are developed through normal mobility shaped by the urban backcloth
or urban environment. Each individual has normal, routine pathways or com-
muting/mobility routes that are unique. However, the environment where we
live inﬂuences our actions and movements. Highways, streets and road networks
in general guide us to our destinations such as home, workplace, recreation cen-
ter, and business establishments. In the aggregate, individuals routes overlap or
intersect in time and space. These areas of overlap often have rush hours and
congestion at intersections or mass transit stops associated with handling large
numbers of people. These high activity locations can become crime attractors
and crime generators when there are enough suitable targets in those locations.
Crime attractors and generators aﬀect directionality of oﬀenders’ movement.
One can conclude that starting from an anchor location the probability of
oﬀender movement toward crime attractors and generators is higher. To address
this fact, in the random walk process, the transition probability is computed
based on the proximity of a road to the crime hotspots and the importance
of each crime hotspot, which is proportional to the number of crimes commit-
ted there. Function φ(lj) is used in computing the transition probability (see
Sect. 4.1–Random Walk Process) of moving oﬀender ui from lk to lj , where fn
is the number of crimes committed at ln. Dj,n is the distance of road lj from
the hotspot ln ∈ Δ, which is equal to the length of shortest path between two
roads.
φ(lj) =
|Δ|∑
n=1
fn × 1
Dj,n
(5)
Stopping Criteria: The probability of stopping the random walk for an oﬀender
at a given road corresponds to the probability of this oﬀender committing a crime
in that road segment. Two factors inﬂuence the stopping probability of oﬀender
ui in the road lj . The ﬁrst one relates to the similarity of the crime trend of
oﬀender ui and the criminal attractiveness of road lj , where higher similarity
means a higher chance of stopping ui at lj . The second factor is the distance of
lj from the starting point measured in the number of steps (k) from the starting
point. To satisfy the locality aspect of crimes, the probability of continuing the
random walk decrease while getting farther from the starting point. Thus, the
stopping probability (Eq. 6) is inversely proportional to k. Also, sim(i, j) denotes
the cosine similarity of crime trend of ui and the attractiveness of lj .
θ(ui, lj , k) = sim(i, j) × 1
1 + e
−k
2
(6)
4.2 Suspect Recommendation
The crime location is neither even nor random, however, there is an underlying
spatial pattern in it. Environmental criminology theories [1] suggest that crimes
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occur in predictable ways, at oﬀenders’ awareness space which includes their
activity space. To recommend the most likely suspects of a new crime incident
based on the learnt oﬀenders’ activity space, we rank oﬀenders based on the
proximity of the crime location to their activity spaces. An oﬀender is considered
as a ‘potential suspect’ if the crime location is close enough to the activity space
of this oﬀender. This approach is based on a crime pattern theory stating that
future crime locations are within oﬀenders’ activity space which is dependent to
their activity nodes and paths. To inﬂuence oﬀenders’ characteristics, we consider
the history of the oﬀenders including the types and number of their committed
crimes. The probability of oﬀender ui commits a new crime e is computed in
Eq. 7, where T (Ci, e) is a boolean function that returns one if in the crime
records of oﬀender ui, Ci, there is a crime event with the same type as crime e,
and zero otherwise. ω is a parameter that controls the inﬂuence of function T .
|Ci| is the number of crimes that oﬀender ui committed previously. F (ui, lk) is
the probability of lk being in activity space of oﬀender ui. Dlk,le is the distance
between roads lk and le.
Z(ui, e) = ωT (Ci, e) × |Ci| ×
n∑
k=1
F (ui, lk) × Dlk,le (7)
5 Experimental Evaluation
We divide the crime dataset chronologically into train and test data. The train
data, used to learn the activity space of oﬀenders, includes all crimes that hap-
pened in the ﬁrst 54 months, and the test data includes the remaining six months.
The crimes in the test data committed by known oﬀenders are used for suspect
investigation. SINAS recommends the top-K suspects most likely to commit a
new occurred crime. K is set to 50 in our experiments, but relative results for
other values of K are also consistent. We use the recall measure (i.e., the per-
centage of crimes in which the oﬀender who committed that crime appears in
the list of top-K recommended suspects) to evaluate the quality of methods.
Before discussing the results, it is crucial to specify the experimental setting.
(1) On the one hand, if a new crime occurs in a location where an oﬀender
has been observed previously (as his anchor location) then the probability that
the same oﬀender is involved in the new crime is higher, and this fact makes
the investigation process easier. Formally speaking: assume a crime e committed
by oﬀender ui at lj . If lj ∈ Li, then we consider e as an easy case; and, if
lj /∈ Li, then we consider e as a hard case. We therefore deﬁne two scenarios:
easy scenario which includes all (union of easy and hard) cases and hard scenario
which only includes hard cases. We compare the performance of SINAS for both
easy and hard scenarios.
(2) On the other hand, repeat oﬀenders are responsible for large percentage
of committed crimes and there has long been an interest in the behavior of repeat
oﬀenders since controlling these groups of oﬀenders can signiﬁcantly reduce the
overall crime level. Therefore, we distinguish two groups of oﬀenders: repeat
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oﬀenders with 10 or more crimes and non-repeat oﬀenders with less than 10
crimes. We compare the performance of SINAS for repeat oﬀenders with all
(union of repeat and non-repeat) oﬀenders.
5.1 Baseline Methods
As discussed in Sect. 2, there is no suspect investigation method using oﬀend-
ers’ spatial information to the best of our knowledge; however, we evaluate the
SINAS performance in comparison with some baseline methods. We also per-
form experiments on diﬀerent settings of SINAS to learn the meaningfulness of
its three principal elements: (1) the probabilistic aspect of oﬀenders’ activity
space, (2) oﬀenders’ crime types, and (3) the frequency of crimes committed by
oﬀenders. Following is the list of comparison partners in our experiments.
SINAS-PPN takes the probabilistic aspect of oﬀenders’ activity space and
their crime types into account while ignoring the frequency of committed crimes.
SINAS-PNP takes the probabilistic aspect of oﬀenders’ activity space and
frequency of committed crimes into account while ignoring the type of crimes.
SINAS-NPP ignores the probabilistic aspect of oﬀenders’ activity space but
considers type and frequency of crimes committed by them.
SINAS takes all available information including the probabilistic aspect of
oﬀenders’ activity space, frequency and type of committed crimes into account.
CrimeFrequency ranks oﬀenders based on the number of crimes they have
committed and includes top-K oﬀenders with the highest crime number in the
recommendation list. The intuition behind this method is that repeat oﬀenders
are more probable to be involved in a new occurred crime.
Proximity uses a distance-decay function to compute the proximity of
oﬀenders’ anchor locations from the location of a new crime. It considers the
frequency of being an oﬀender in each of his anchor locations as a factor of their
importance. Proximity is comparable to the geographic proﬁling approach [8].
Random recommends suspects randomly from the pool of known oﬀenders.
5.2 Experimental Results
Table 2 shows the performance of diﬀerent variations of SINAS and the other
baseline methods for both easy and hard scenarios. For both scenarios, SINAS
outperforms the other baseline methods and signiﬁcantly outperforms Proximity
and CrimeFrequency. Interestingly, CrimeFrequency has a good performance in
the easy scenario. In the easy scenario that crimes with known locations for
Table 2. Recall (%) of diﬀerent suspect investigation methods (K=50) for hard and
easy scenarios considering all oﬀenders (repeat and non-repeat)
SINAS-PPN SINAS-PNP SINAS-NPP SINAS CrimeFrequency Proximity Random
Hard scenario 3.8 5.1 4.2 5.4 1.5 3.7 0.002
Easy scenario 10.4 11.9 5.3 12.1 1.3 10.3 0.002
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oﬀenders are included, Proximity gets the advantage of having those locations
exactly in the oﬀender’s anchor locations, and therefore it is able to successfully
recommend the suspects. CrimeFrequency has the weakest performance but still
works much better than Random recommendation method.
In our experimental setting, the number of potential suspects is about 25,000
and K = 50. SINAS recall is more than 5% and 12% respectively in the hard and
easy scenarios. Contrary to geographic proﬁling which receives a series of crime
locations as an input and criminal proﬁling which may have rich information
about suspects to reduce the search space, SINAS only uses the location of a
single crime, and we thus believe this result is a signiﬁcant contribution to the
diﬃcult task of suspect investigation.
Looking at the experimental results of the SINAS variations, we notice all
three elements of SINAS contribute to the method performance. Oﬀenders’ crime
frequency has the most contribution and oﬀenders’ crime type has the least
inﬂuence on the SINAS performance. As already discussed, a large percentage
of crimes are committed by repeat oﬀenders and taking this fact into account
signiﬁcantly improves the SINAS performance. As described in Sect. 3, in only
half of the repeat oﬀenders we observe strong patterns in their criminal trend.
Recognizing complex and latent patterns in criminal activities to serve the sus-
pect investigation task needs a more thorough study of oﬀenders’ trend which is
beyond the scope of this paper.
Figure 3a shows the performance of SINAS for diﬀerent values of K. As
expected, the recall value is increased by increasing K, reaching to 9% and
16% in hard and easy scenarios for K = 100. Considering the major cost of
investigation process for the law enforcement more speciﬁcally in serious crimes,
using greater values of K to reduce the search space and optimize the spent cost
Fig. 3. SINAS performance in the easy and hard scenarios for: (a) diﬀerent values of
K, (b) repeat oﬀenders respect to diﬀerent values of K, and (c) group of oﬀenders with
greater than or equal N crimes (K=50); (d) SINAS performance for repeat oﬀenders
in the hard scenario considering oﬀender’s age range (K=50)
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and time is reasonable. Figure 3b shows the performance of SINAS for the repeat
oﬀenders with respect to diﬀerent values of K. For K = 50, SINAS has the recall
of 25% and 38% in the hard and easy scenarios. For the repeat oﬀenders that we
know more about their spatial activities, the SINAS performance is about two
times greater than the method performance for all oﬀenders.
For studying the SINAS performance for repeat and not-repeat oﬀenders,
we categorize oﬀenders based on the number of crimes they have committed.
Figure 3c shows the SINAS recall for each of these groups of oﬀenders. As
depicted, the SINAS performance increases linearly by increasing the number
of crimes of the corresponding group, meaning that suspect investigation for a
group of oﬀenders who committed more crimes is generally more successful.
SINAS and criminal proﬁling approaches can be used as complementary tools
for suspect investigation. Assume that for a new occurred crime, the police is able
to guess the age of the oﬀender based on evidence and witness interviews. Using
this piece of information reduces the search space and increases the chance of
success. In the following, we discuss the experimental results of applying SINAS
on this subset of oﬀenders instead of all oﬀenders. Figure 3d shows the result for
this suspect intelligence scenario (K = 50), where the x-axis shows the exactness
of our knowledge about the age (#years) of the oﬀender. In other words, if
the oﬀender exact age is a, then the value b on x-axis means SINAS considers
oﬀenders with ages in the interval of [a−b, a+b]. As shown, having more precise
information on the oﬀender’s age contributes more to the intelligence process.
With b = 1, SINAS is able to investigate all crimes successfully, and even
b = 20 improves the SINAS performance compared to the situation of having
no side information. This result shows the importance of side information in the
suspect investigation process.
6 Conclusions
This paper proposes the SINAS method for suspect investigation by analyz-
ing the activity space of oﬀenders. It utilizes an extended version of the ran-
dom walk method and learns the activity space of oﬀenders based on a widely
accepted criminological theory, crime pattern theory. Our experimental results
show: (1) learning the activity space of oﬀenders from their spatial life con-
tributes to high-quality suspect recommendation; (2) utilizing oﬀenders’ crimi-
nal trend improves suspect recommendation. Not only does SINAS signiﬁcantly
outperform baseline methods for both repeat and non-repeat oﬀenders, but it
also has more satisfying results for repeat oﬀenders where there is more infor-
mation available on their spatial activities; and (3) SINAS and criminal proﬁling
approaches can be viewed as complementary tools for suspect investigation.
Data mining-based suspect investigation is a multi-step process that has sig-
niﬁcant operational challenges in practice. Three main steps of this process—
question formulation, data preparation, and data mining—have been addressed
in our proposed method. However, the ultimate steps, deployment and eﬃcacy
evaluation, are beyond the scope of this paper. Making a diﬀerence in real-world
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situations, calls for an iterative process where law enforcement and policymakers
act on analytics inferred from data mining-based suspect investigation methods
at the strategic, tactical and operational levels.
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Abstract. In this research, we focus on automatic supervised stance classiﬁca‐
tion of tweets. Given test datasets of tweets from ﬁve various topics, we try to
classify the stance of the tweet authors as either in FAVOR of the target,
AGAINST it, or NONE. We apply eight variants of seven supervised machine
learning methods and three ﬁltering methods using the WEKA platform. The
macro-average results obtained by our algorithm are signiﬁcantly better than the
state-of-art results reported by the best macro-average results achieved in the
SemEval 2016 Task 6-A for all the ﬁve released datasets. In contrast to the
competitors of the SemEval 2016 Task 6-A, who did not use any char skip ngrams
but rather used thousands of ngrams and hundreds of word embedding features,
our algorithm uses a few tens of features mainly character-based features where
most of them are skip char ngram features.
Keywords: Skip character ngrams · Skip word ngrams · Social data
Short texts · Stance classiﬁcation · Supervised machine learning · Tweets
1 Introduction
Sentiment analysis is the computational study of people’s opinions, appraisals, attitudes,
and emotions toward entities, individuals, issues, events, topics and their attributes  [1].
Stance classiﬁcation is a sub-domain of sentiment analysis. Stance classiﬁcation is
deﬁned as the task of automatically determining from text whether the text author is in
favor of, against, or neutral towards the given target. This task is challenging due to the
fact that the available social data contains on the one hand, informal language, e.g.,
emojis, hashtags, misspellings, onomatopoeia, replicated characters, and slang words
and on the other hand, personalized language.
Stance detection is becoming more and more important in many ﬁelds. For instance,
stance studies can be helpful in detecting electoral issues and understanding how public
stance is shaped [2]. Furthermore, stance detection is critical in situations in which a
quick detection is needed, such as disaster detection and violence detection [3].
During the last fourteen years, there has been active research concerning stance
detection. Most studies focus on debates in online social and political public forums [4–
7], congressional debates [8–10], and company-internal discussions [11, 12].
In this study, we explore another ﬁeld, the ﬁeld of stance detection in tweets. Twitter
as one of the leading social networks presents challenges to the research community
since tweets are short, informal, and contain many misspellings, shortenings, and slang
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words. To perform the stance classiﬁcation tasks we use the popular char/word unig‐
rams/bigrams/trigrams features. Furthermore, we use hashtags, orthographic, and senti‐
ment features that are assumed to contain important social information. We also use
char/word skip ngram features.
Skip ngrams are more general than ngrams because their components (usually char‐
acters or words) need not be consecutive in the text under consideration, but may leave
gaps that are skipped over [13]. The idea behind skip ngram features is to generate
features that occur more frequently, which allow overcoming, at least partially, problems
such as noise (e.g., misspellings) and sparse data (i.e., most of the data is fairly rare), by
considering various skip steps. For the char sequence ABCDE, as an example, in addi‐
tion to the traditional bigrams AB, BC, CD, and DE, we can deﬁne the following skip-
bigrams with the skip step of “one”: AC, BD, and CE. The main disadvantage of the
skip ngram features (for various string and skip lengths) is that their number is relatively
high.
The main contribution of this study is the implementation of successful stance clas‐
siﬁcation tasks for short text corpora based mainly on a limited number of char ngrams
features in general and char skip ngrams in particular. To the best of our knowledge, we
are the ﬁrst to perform such successful stance classiﬁcation. The macro-average results
obtained by our algorithm are signiﬁcantly better than the best macro-average results
achieved in the SemEval 2016 Task 6-A [14] for all the ﬁve released datasets of tweets
in the supervised framework.
The rest of this paper is as follows: Sect. 2 presents relevant background on stance
classiﬁcation and skip ngrams. Section 3 describes the applied feature sets. Section 4
presents the examined corpus, the experimental results, and their analysis. Finally,
Sect. 5 summarizes the research and suggests future directions.
2 Relevant Background
2.1 Stance Classiﬁcation
A shared task held in NLPCC-ICCPOL 2016 [15] focuses on stance detection in Chinese
microblogs. The submitted systems were expected to automatically determine whether
the author of a Chinese microblog is in favor of the given target, against the given target,
or whether neither inference is likely. The authors point that diﬀerent from regular tasks
on sentiment analysis, the microblog text may or may not contain the target of interest,
and the opinion expressed may or may not be towards the target of interest. The super‐
vised task, which detects stance towards ﬁve targets of interest, has had sixteen team
participants. The highest F-score obtained was 0.7106.
The organizers of the SemEval 2016 Task 6-A [14] released ﬁve datasets of tweets
in the supervised framework. The goal of this task was to classify stance towards ﬁve
targets: “Atheism”, “Climate Change is a Real Concern”, “Feminist Movement”,
“Hillary Clinton”, and “Legalization of Abortion” while taking into account that the
targets may not explicitly occur in the text. This corpus is the corpus we used in this
study. The best results achieved in this task will be compared to our results.
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2.2 Skip Ngrams
Guthrie et al. [13] examine the use of skip-grams to overcome the data sparsity problem,
which refers to the fact that language is a system of rare events, so varied and complex,
that even using an extremely large corpus, we can never accurately model all possible
strings of words. The authors examine skip-gram modelling using one to four skips with
various amount of training data and test against similar documents as well as documents
generated from a machine translation system. Their results demonstrate that skip-gram
modelling can be more eﬀective in covering trigrams than increasing the size of the
training corpus.
Jans et al. [16] were the ﬁrst to apply skip-grams to predict script events. Their models
(1) identify representative event chains from a source text, (2) gather statistics from the
event chains, and (3) choose ranking functions for predicting new script events.
Predicting script events using 1-skip bigrams and 2-skip bigrams outperform using
regular ngrams on various datasets. They estimate that the reason for these ﬁndings is
that the skipgrams provide many more event pairs and by that better capture statistics
about narrative event chains than regular ngrams do.
Sidorov et al. [17] introduce the concept of syntactic ngrams (sn-grams), which
enables the use of syntactic information. In sn-grams, neighbors are deﬁned by syntactic
relations in syntactic trees. The authors perform experiments for an authorship attribu‐
tion task (a corpus of 39 documents by three authors) using SVM, NB, and J48 for several
proﬁle sizes. The results show that the sn-gram technique outperforms the traditional
word ngrams, POS tags, and character features. The best results (accuracy of 100%)
were achieved by Sn-grams with the SVM classiﬁer.
Fernández et al. [18] perform supervised sentiment analysis in Twitter. They show
that employing skip-grams instead of single words or ngrams improves the results for
ﬁve datasets including Twitter and SMS datasets. This fact suggests that the skip-grams
approach is promising.
Dhondt et al. [19] improve the classiﬁcation of abstracts from English patent texts
using a combination of unigrams and PoS ﬁltered skip-grams. Skip-grams with zero
(bigrams) up to two skips were found to be eﬃcient informative phrases and especially
noun-noun and adjective-noun combinations make up the most important features for
patent classiﬁcation.
3 The Features
In this research, we implement 36,339 features divided into 18 feature sets. Some of
these feature sets (e.g., quantitative and orthographic) have been already implemented
in previous classiﬁcation studies [20, 21]. Table 1 presents general details about these
feature sets. In a case, where less features are found for a certain feature set than the
number assigned to this set then this set contains the number of found features.
The hashtag set contains the following 105 features: frequencies of the top 100
occurring hastags normalized by the # of words in the tweet, # of hashtags in the tweet
normalized by the # of the words in the tweet, # of occurrences of 27 positive NRC [22]
sentiment words used in hashtags normalized by the # of the words in the tweet, # of
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occurrences of 51 negative NRC sentiment words used in hashtags [22] normalized by
the # of the words in the tweet, # of occurrences of 14,459 positive NRC words used in
hashtags normalized by the # of the words in the tweet, and the # of occurrences of
27,812 negative NRC words used in hashtags normalized by the # of the words in the
tweet.
Table 1. General details about the feature sets.
# of feature
set
Name of
feature set
# of features # of feature
set
Name of
feature set
# of features
1 hashtag 105 10 PoS Tags 36
2 sentiment 6 11 character
unigrams
1000
3 quantitative 5 12 character
bigrams
1000
4 emojis 21 13 character
trigrams
1000
5 orthographic 122 14 word unigrams 1000
6 long words 11 15 word bigrams 1000
7 stop words 11 16 word trigrams 1000
8 onomatopoeia 11 17 skip character
ngrams
15000
9 slang 11 18 skip word
ngrams
15000
The sentiment set contains the following 6 features: normalized count of positive/
negative sentiment emotion words according to the NRC lexicon [22], normalized
counts of positive/negative sentiment words according to the Bing–Liu lexicon [23],
and normalized count of positive/negative sentiment words according to the MPQA
lexicon [24].
The quantitative set contains the following 5 features: # of characters in the tweet,
# of words in the tweet, the average length in characters of a word in the tweet, # of
sentences in the tweet, and the average length in words of a sentence in the tweet.
The emoji set contains the following 21 features: the # of emojis in the tweet normal‐
ized by the # of the characters in the tweet and frequencies of the top 20 occurring emojis
normalized by the # of words in the tweet.
The orthographic set contains 122 features. Due to space limitation, we shall present
some of them as follows: # of question marks/# of exclamation marks in the tweet/# of
pairs of apostrophes in the tweet/# of legitimate pairs of brackets normalized by the #
of characters in the tweet.
The “long words” set contains the following 11 features: # of elongated words (i.e.,
words that at least one of their letters repeats more than 3 times) normalized by the # of
the words in the tweet, and frequencies of the top 10 occurring long words (words that
their length is more than 10 characters) normalized by the # of the words in the tweet.
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The stop words set contains the following 11 features: # of stop words in the tweet
normalized by the # of words in the tweet and frequencies of the top 10 occurring stop
words normalized by the # of words in the tweet.
The onomatopoeia set contains the following 11 features: # of onomatopoeia words
in the tweet normalized by the # of words in the tweet and frequencies of the top 10
occurring onomatopoeia words normalized by the # of words in the tweet.
The slang set contains the following 11 features: # of slang words in the tweet
normalized by the # of words in the tweet and frequencies of the top 10 occurring slang
words normalized by the # of words in the tweet.
The PoS Tags set contains frequencies of the 36 PoS tags (see the ‘Penn Treebank
Project’ [25]) normalized by the # of PoS tags in the tweet implemented by the Stanford
Log-linear Part-Of-Speech Tagger [26] described in Klein and Manning [27].
Each one of the character unigrams/bigrams/trigrams sets includes the frequencies
of the top 1000 occurring character unigrams/bigrams/trigrams normalized by the suit‐
able # of character series in the tweet. Each one of the word unigrams/bigrams/trigrams
sets includes the frequencies of the top 1000 occurring word unigrams/bigrams/trigrams
normalized by the suitable # of word series in the tweet.
The skip character n-grams set is divided into 15 feature subsets (and the same for
the skip word n-grams set). The features included in these 30 sub-sets (1000 features
for each sub-set) are deﬁned for all possible combinations of continuous character/word
series (of 3–7 characters/words) that enable skip steps (of 2–6 characters/words, respec‐
tively). We deﬁned 30,000 features for these 30 sub-sets because we wanted to have
1000 features for each sub-set (similar to what was deﬁned for the character/word unig‐
rams/bigrams/trigrams sets). We did not know which combinations of character/word
series and skips will be successful; therefore we decided to deﬁne 30 possible combi‐
nations. The main reason why we enabled such a big number of features is because we
assume that some of these skip ngram features might be very useful to overcome prob‐
lems that characterized tweets such as noise (e.g., misspellings) and sparse data (i.e.,
most of the data is fairly rare).
4 The Experimental Setup
The examined corpus is the corpus of the SemEval 2016 Task 6-A [14] mentioned above.
It includes tweets divided to 5 datasets: Legalization of Abortion, Hillary Clinton,
Feminist Movement, Climate Change, and Atheism. Each one of the topics contains
tweets with stance class that be labeled into one of three possibilities: FAVOR,
AGAINST and NONE. Table 2 presents the distribution of stances in the ﬁve supervised
datasets. To enable reproducibility, in the next paragraphs, we detail the algorithm, the
experiments and their results (in addition to the details in the previous section).
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Table 2. Distribution of stances in the ﬁve supervised datasets.
Target # total % of instances in train set % of instances in test set
# train Favor Against Neither # test Favor Against Neither
Abortion 933 653 18.5 54.4 27.1 280 16.4 67.5 16.1
Climate 564 395 53.7 3.8 42.5 169 72.8 6.5 20.7
Feminist 949 664 31.6 49.4 19.0 285 20.4 64.2 15.4
Clinton 984 689 17.1 57.0 25.8 295 15.3 58.3 26.4
Atheism 733 513 17.9 59.3 22.8 220 14.5 72.7 12.7
All 4163 2914 25.8 47.9 26.3 1249 24.3 57.3 18.4
Basic baseline accuracy results for each one of the ﬁve datasets are computed using
all the features (more advanced baseline accuracy results are the state-of-art results
reported by the best macro-average results achieved in the SemEval 2016 Task 6-A).
We performed extensive experiments using the WEKA platform [28, 29]. Using the
same training and test sets as used by the SemEval 2016 Task 6-A, we applied eight
variants of seven supervised machine learning (ML) methods with their default param‐
eters, parameter tuning, and 10-fold cross-validation tests, three ﬁlter feature selection
methods, and seven performance metrics, as follows:
For each dataset (Atheism, Climate Change, Feminist Movement, Hillary Clinton,
and Legalization of Abortion), we perform the following steps:
1. Compute all the features from the training dataset
2. Apply the eight variants of the seven supervised ML methods (SMO with two
diﬀerent kernels, LibSVM, J48, Random Forest (RF), Bayes Networks, Naïve Bayes
(NB), and Simple Logistics) using all the features to measure the baseline accuracy
results.
3. Filter out non-relevant features using three ﬁltering methods (Info Gain [30], Chi–
square, and the Correlation Feature Selection method (CFS) [31].
4. Re-apply the eight variants of the seven supervised ML methods using the ﬁltered
features for all the 3 ﬁltering methods.
5. Compute the accuracy, precision, recall, and F-Measure values obtained by the top
three ML methods while performing various types of parameter tuning, e.g.
increasing the # of iterations in RF, performing two experiments for SMO with two
diﬀerent kernels, the default Poly-Kernel, and the normalized Poly-Kernel. We saw
that changing the kernel type to these two speciﬁc kernels resulted in better results.
For LibSVM, we changed the kernel to be the linear kernel, the C value to 0.5 instead
value of 1, and we tuned the ‘normalize’ and ‘probabilityEstimates’ options.
6. Given the test data, we apply the best ML method (according to the accuracy results)
on the features ﬁltered-in by the CFS selection method (found as the best feature
selection method), and compute the following seven performance metrics: accuracy,
precision, recall, F-Measure, ROC area, PRC area, and the macro-average result.
Due to space limitations, we present in the following sub-section detailed results for
only one of the datasets of Task 6-A of SemEval 2016: legalization of abortion. A
summary of the results for all the ﬁve datasets will be presented after that.
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4.1 Results for the Legalization of Abortion Dataset
We applied the ML methods described above on all the features and on the ﬁltered
features using the three ﬁltering methods. The accuracy results of the baseline version
and three versions using the ﬁltered features (Info Gain, Chi–square, and CFS) for each
tested ML method for the training dataset of the Legalization of Abortion are presented
in Fig. 1.
Fig. 1. Accuracy rates of the baseline and the ﬁltered features for the abortion dataset.
From Fig. 1, we can see that for all ML methods, the best accuracy results are
achieved using the CFS feature selection method. Moreover, in most cases the CFS
results are signiﬁcantly higher than the results obtained by the baseline version that uses
all the features. We decided to perform additional experiments with the top three ML
methods and to check other measures in addition to accuracy. In Fig. 2, we see the
accuracy, precision, recall and F-Measure results of the top three ML methods.
The three accuracy results in Fig. 2 in descending order are: LibSVM with optimized
setting (80.43%), SMO with the poly-kernel (80.01%), and SMO with the normalized
poly-kernel (79.77%). We can see that the values of the other measures for these three
ML methods are also rather similar. There are no signiﬁcant diﬀerences between the
results of the three ML methods. Nevertheless, the LibSVM ML method obtained the
highest results for all the four measures. Using the ﬁltered features, LibSVM achieved
a 14.59% increase over the basic baseline.
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Fig. 2. Accuracy, precision, recall and F-measure results of the top three ML methods for the
abortion dataset.
The application of the CFS feature selection method on all the features lead to a
reduced set of 167 features. 125 features (81%) belong to the skip char ngram feature
sets, 30 features (18%) are char ngrams (unigram, bigram and trigram) feature sets, and
only 2 features are word unigrams.
Test Data Results. The test data for the Legalization of abortion dataset contains 280
tweets. 189 tweets (68%) are likely AGAINST the target, 46 tweets (16%) are likely in
FAVOR of the target, and 45 (16%) are NONE of the above.
Based on the results obtained for the training test, we applied the CFS method (the
best feature selection method) on the test data, and then we applied the LibSVM method
with optimized parameters (the best ML method). The application of the CFS method
on all the features lead to a reduced set of 100 features. Again, the dominant feature sets
are the feature sets that belong to the char skip ngram features, with 77% of the features.
Moreover, almost all the selected features (93%) are character-based features (char skip
ngrams, char unigrams, char bigrams, and char trigrams).
The application of the LibSVM method with optimized parameters on the 100 ﬁltered
features lead to the following results: accuracy (86.43), Precision (86.2), Recall (86.4),
F-Measure (86.3), ROC area (0.93), and PRC area (0.91). The values of the ROC area
and the PRC area indicate excellent classiﬁcation performance.
To estimate the relative importance of each feature, we further applied the InfoGain
feature selection method on the 100 ﬁltered features. Analysis of the top 25 ranked
features showed that 24 features are character-based. Of these 24 features, 18 features
are skip char ngram features (9 skip char bigram features, 8 skip char trigram features,
and 1 skip char quadgram feature), and 6 features are from the char ngram feature sets
(3 char bigrams and 3 char trigrams). Only one feature is a word unigram.
Examples for a few of those top 25 ranked features are as follows. A skip char trigram
feature “wmn”, which represents words such as “woman”, “women”, and “women’s”
and hastags such as “#women” and “#womenforwomen”. A skip char bigram feature
“lf”, which represents words such as “life”, “prolife”, and “pro-life” and hastags such
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as “#everylifematters” and “#ProLifeYouth”. A char bigram “wo”, which is common
to some frequent relevant words and hastags such as “woman”, “women”, “women’s”,
“#women”, and “work”, and also of non-relevant frequent words such as “would”. The
only word unigram, which is among the top ranked features is “men”, a group of people
which also has what to tweet about abortion.
The main conclusion from these results is that most of the top features are character
ngrams and skip character ngrams. These features serve as generalized features that
include within them semantically close words and hastags, and their declensions. These
features allow to overcome problems such as noise and sparse data and enable successful
classiﬁcation.
Comparison to the Contest Results. In the contest, organized by the SemEval 2016 Task
6-A [14] for all the test datasets, the organizers used the macro-average measure as the
evaluation metric for the task. The macro-average (also called Favg) is defined as:
Favg = (Ffavor + Fagainst) ∕ 2 (1)
where Ffavor and Fagainst are defined as follows:
Ffavor = 2PfavorRfavor ∕ (Pfavor + Rfavor) (2)
Fagainst = 2PagainstRagainst∕ (Pagainst + Ragainst) (3)
Our results were: Fagainst = 90.7, Ffavor = 73.8, and Favg = 82.25. The score of
82.25 is signiﬁcantly higher than the Favg results of all the 19 competitors, including
the best Favg result (66.42) obtained by the baseline SVM-ngrams team using all the
possible word ngrams (this team was not a part of the oﬃcial competition) and the best
Favg result (63.32) achieved by the DeepStance team (a part of the oﬃcial competition)
using ngrams, word embedding vectors, sentiment analysis features such as those drawn
from sentiment lexicons [32], and stance bearing hashtags.
In contrast to the Favg scores of many of the competitors of the SemEval 2016 Task
6-A, that were obtained using thousands of ngrams and hundreds of word embedding
features, our Favg score is signiﬁcantly better mainly probably due to the use of the CFS
feature selection method and the use of only 100 derived features where 93 of them are
character-based features and 77 of them are skip char ngram features.
4.2 Summary of the Results for All Five Datasets
Table 3 presents a summary of the results of our algorithm for all the ﬁve test datasets
and Table 4 presents a comparison of the Favg values and an analysis of our features.
General ﬁndings that can be derived from Table 3 are: (1) The best ML methods are
the two SVM’s versions and Naïve Bayes; (2) The best ﬁltering method is CFS; (3) The
number of the ﬁltered features is relatively very small (between 53 to 111); and (4) The
values of all measures are relatively high (around 85% and up) for all test datasets.
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Table 4. Comparison of the Favg values and an analysis of our features.
Data Set % of skip char
ngrams
% of char
ngrams
Best team in Task 6-A Favg of our
systemTeam Favg
Abortion 77.0% 93.0% SVM-ngrams 66.42 82.25
Climate 77.4% 94.3% IDI@NTNU 54.86 65.1
Feminist 75.5% 94.1% MITRE 62.09 79.45
Clinton 82.9% 96.4% TakeLab 67.12 77.8
Atheism 78.4% 93.2% TakeLab 67.25 80.95
Average 78.24% 94.2% – 63.55 77.11
General ﬁndings that can be drawn from Table 4 are: (1) The average rate of the skip
char ngram features is around 78%; (2) The average rate of all the character-based
features is around 94%; and (3) The average value of our Favg (77.11) is signiﬁcantly
higher than the average value of Favg of the best teams in the ﬁve experiments (63.55).
On the one hand, it is not surprising that the best classiﬁcation results are successful
with char ngrams features (around 94% of the features) because tweets are much more
characterized by characters than by words, tweets are known as relatively short (up to
140 characters), and they contain also various hashtags, typos, shortcuts, slang words,
onomatopoeia, and emojis.
On the other hand, it is relatively surprising that the skip character ngrams (around
78% of the features) contribute the most to the success of the classiﬁcation tasks. The
skip character ngrams that can be regarded as a type of generalized ngrams (because
they enable gaps that are skipped over) have been discovered as “anti-noise” features
that perform very well in a noisy environment such as twitter corpora.
As mentioned before by Guthrie et al. [13], skip-grams enable to overcome the data
sparsity problem (i.e., the text corpus is composed of rare text units) for machine trans‐
lation tasks even for an extremely large corpus. Based on our experiments, skip character
ngrams do not only enable to overcome the data sparsity problem (which characterizes
Table 3. Summary of the results of our algorithm for all the ﬁve test datasets.
Data Set Best ML
method
Best
ﬁltering
method
# of
ﬁltered
features
Acc Prc Rec F-M ROC
area
PRC
area
Abortion LibSVM CFS 100 86.43 86.2 86.4 86.3 0.93 0.91
Climate SMO
norm. pol-
kernel
CFS 53 86.39 85.1 86.4 85.75 0.82 0.79
Feminist SMO
default
pol-kernel
CFS 102 83.51 83.9 83.5 83.7 0.82 0.75
Clinton NB CFS 111 85.42 86.5 85.4 85.95 0.93 0.88
Atheism NB CFS 74 79.55 85.6 79.5 82.44 0.93 0.91
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short text corpora) but also help to overcome noisy problems (e.g., misspellings, onoma‐
topoeia, replicated characters, and slang words), which also characterize short text
corpora.
5 Summary, Conclusions and Future Work
In this study, we present an implementation of stance classiﬁcation tasks based mainly
on a limited number of features, which contain mainly char ngrams features in general
and char skip ngrams in particular. To the best of our knowledge, we are the ﬁrst to
perform successful stance classiﬁcation using mainly skip character ngrams.
The macro-average results obtained by our algorithm are signiﬁcantly higher than
the state-of-art results reported by the best macro-average results achieved in the
SemEval 2016 Task 6-A [14] for all the ﬁve released datasets of tweets in the framework
of task-A (the supervised framework).
In contrast to the competitors of the SemEval 2016 Task 6-A, that did not use any
char skip ngrams but rather used thousands of ngrams and hundreds of word embedding
features, our algorithm uses a limited number of features (53–111) derived by the CFS
selection method, mainly character-based features where most of them are skip char
ngram features.
Our experiments show that two feature sets are very helpful for stance classiﬁcation
of tweets: (1) char ngrams features in general probably because tweets are much more
characterized by characters than by words, tweets are relatively short (up to 140 char‐
acters), and contain also various typos, shortcuts, hashtags, slang words, onomatopoeia,
and emojis and (2) skip character ngrams in particular probably because they serve as
generalized ngrams that allow to overcome problems such as noise and sparse data.
In order to examine the usefulness of character ngrams in general and skip character
ngrams in particular we suggest the following future research proposals: conducting
additional experiments for larger social corpora of various types of short text ﬁles written
in various languages based on more feature sets and applying additional supervised ML
methods such as deep learning methods.
Acknowledgments. The authors thank three anonymous reviewers for their help and fruitful
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Abstract. The growing availability of data from cities (e.g., traﬃc ﬂow,
human mobility and geographical data) open new opportunities for pre-
dicting and thus optimizing human activities. For example, the auto-
matic analysis of land use enables the possibility of better administrat-
ing a city in terms of resources and provided services. However, such
analysis requires speciﬁc information, which is often not available for
privacy concerns. In this paper, we propose a novel machine learning
representation based on the available public information to classify the
most predominant land use of an urban area, which is a very common
task in urban computing. In particular, in addition to standard feature
vectors, we encode geo-social data from Location-Based Social Networks
(LBSNs) into a conceptual tree structure that we call Geo-Tree. Then,
we use such representation in kernel machines, which can thus perform
accurate classiﬁcation exploiting hierarchical substructure of concepts as
features. Our extensive comparative study on the areas of New York
and its boroughs shows that Tree Kernels applied to Geo-Trees are very
eﬀective improving the state of the art up to 18% in Macro-F1.
1 Introduction
The demographic trend clearly shows an increasing concentration of people in
huge cities. By 2030, 9% of the world population is expected to live in just
41 mega-cities, each one with more than 10M inhabitants. Thus, the growing
availability of data [2] makes it possible to discover new interesting aspects about
cities and its life at a ﬁne unprecedented granularity.
A fundamental challenge that policy makers and urban planners are dealing
with is land use classiﬁcation, which plays an important role for infrastructure
planning and development, real-estate evaluations, and authorizations of busi-
ness permits. More in detail, policy makers and urban planners need to associate
diﬀerent urban areas with speciﬁc human activities (e.g., residential, industrial,
business, nightlife and others). However, traditional survey-based approaches
c© Springer International Publishing AG 2017
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to classify areas are time consuming and very costly to be applied to modern
huge cities. Therefore, automatic approaches using novel sources of data (e.g.,
data from mobile phones, LBSNs, etc.) have been proposed. For example, [19]
designed supervised and unsupervised approaches to infer New York City (NYC)
land use from check-in. A check-in usually consists of latitude and longitude coor-
dinates associated with additional metadata such as the venue where the user
checked-in, comments and photos. Such data can be extracted from LBSNs like
Foursquare1, a social network application that provides the number and type
of activities present in the target area (e.g., Arts & Entertainment, Nightlife
Spot, etc.). The approach basically used feature vectors, mainly consisting of the
number of check-in with the associated activity inferred from the Foursquare
category of the place (e.g., eating if the check-in is done in a restaurant). As
Gold Standard, the authors used data provided by the NYC Department of City
Planning in 2013 mapped on a grid of 200× 200m.
In this paper, we represent geographical areas in two diﬀerent ways: (i) as
a bag-of-concepts (BOC), e.g., Arts and Entertainment, College and University,
Event, Food extracted from the Foursquare description of the area; and (ii) as
the same concepts above organized in a tree, reﬂecting the hierarchical category
structure of Foursquare activities. We designed kernels combining BOC vectors
with Tree Kernels (TKs) [6,9,10,17] applied to concept trees and used them in
Support Vector Machines (SVMs). This way, our model (i) can learn complex
structural and semantic patterns encoded in our hierarchical conceptualization of
an area and (ii) highly improves the accuracy of standard classiﬁcation methods
based on BOC. Our GeoTK represents an interesting novelty as we show that
TKs not only can capture semantic information from natural language text,
e.g., as shown for semantic role labeling [12] and question answering [3,15], but
they can also convey conceptual features from the hierarchy above to perform
semantic inference, such as deciding which is the major activity of a land. Our
approach is largely applicable as (i) it can use any hierarchical category structure
for POIs categories (e.g., OpenStreet Map POIs data); and (ii) many cities oﬀer
open access to their land use data.
Finally, we carry out a study with diﬀerent granularities of the areas to be
analyzed. This also enables to analyze the trade-oﬀ between the precision in
targeting the area of interest and the accuracy with which we carry out the
estimation. More in detail, we divide the NYC area in squares with edges of
50, 100, 200 and 250m and, for each cell, we classify its most predominant land
use class (e.g., Residential, Commercial, Manufacturing, etc.). Our extensive
experimentation, including a comparative study as well as the use of several
machine learning models, shows that GeoTKs are very eﬀective and improve the
state of the art up to 18% in Macro-F1.
The reminder of this paper is organized as follows, Sect. 2 introduces the
related work, Sect. 3 describes the task and the related data, Sect. 4 presents
1 https://foursquare.com.
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our hierarchical tree representation and our GeoTK. Then, Sect. 5 illustrates the
evaluation of our approach, and ﬁnally Sect. 6 derives some conclusions.
2 Related Work
Several works have targeted land use inference by means of diﬀerent sources of
information. For example, [18] built a framework that, using human mobility
patterns derived from taxicab trajectories and Point Of Interests (POIs), classi-
ﬁes the functionality of an area for the city of Beijing. The model is similar to the
one used for topic discovery in a textual document, where the functionality of
an area is the topic, the region is the document, and POIs and mobility patterns
are metadata and words, respectively. Speciﬁcally, [18] have used an advanced
model combining Latent Dirichlet Allocation (LDA) with Dirichlet Multinomial
Regression (DMR), in order to insert also information coming from the POIs
(metadata). Hence, for each region, after the parameter estimation with DMR,
they have a vector representing the intensity of each topic. This vector is then
used to aggregate formal regions having similar functions by k-means clustering.
Similarly, [1] proposed a spatio-temporal approach for the detection of func-
tional regions. They exploited three diﬀerent clustering algorithms by using dif-
ferent set of features extracted from Foursquare’s POIs and check-in activities in
Manhattan (New York). This task permits to better understand how the func-
tionality of a city’s region changes over time. Other works have used geo-tagged
data from social networks: for example, [8] used tweets as input data to predict
the land use of a certain area of Manhattan. Moreover, they try to infer POIs
from tweets’ patterns clustering the surface with Self-Organizing-Map, then char-
acterizing each region with a speciﬁc tweet pattern and ﬁnally using k-means to
infer land use. Again, [19] have used check-in data to compare unsupervised and
supervised approaches to land use inference.
Finally, some works have also used Call Detail Records (CDRs) [7,8,13,16],
which are typically used by mobile phone operators for billing purposes. This
data registers the time and type of the communication (e.g., incoming calls, Inter-
net, outgoing SMS), and the radio base station handling the communication. For
example, [16] have used CDRs jointly with a Random Forest classiﬁer to build a
time-varying land use classiﬁcation for the city of Boston. The intuition behind
this work is to mine a time-variant relation between movement patterns and
land use. In particular, they perform a Random Forest prediction and then they
compare it with the predictions obtained for the neighboring regions, applying
a sort of consensus validation (e.g., they modify the prediction if a certain num-
ber of neighbors belong to a diﬀerent uniform function). This way, they model
diﬀerent land uses for diﬀerent temporal slots of the day.
Compared to the state of the art, the main novelties introduced by our
work are the following: (i) we model the hierarchical semantic information of
Foursquare using GeoTK, thus adding powerful structural features in our clas-
siﬁcation models; and (ii) we study how the size of the grid impacts on the
accuracy of diﬀerent models, thus investigating the trade-oﬀ between granular-
ity of the analysis and accuracy. It should be also noted that, in contrast to
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previous work, GeoTK does not rely on external resources (e.g., mobile phone
data) or heavy features engineering in addition to the structural kernel model.
3 Datasets
We use the shape ﬁle of New York provided by the NYC government2. This
ﬁle is publicly available and contains the entire shape of New York divided in
the 5 boroughs: Manhattan, Brooklyn, Staten Island, Bronx, and Queens. Then,
we build a grid over the entire city in order to enable our classiﬁcation task.
The goal is to infer the land use of a region given a target label and a feature
representation of the region. In the next subsections, we describe (i) the land use
data and labels utilized by our approach, and (ii) the Foursquare’s POIs used
to obtain a feature representation of the land of a region.
3.1 Land Use
In our study, we use MapPluto, a freely available dataset provided by the NYC
government, which contains precise geo-referenced information for each city’s
borough. For example, it provides the precise category and shape for each build-
ing in the city (Fig. 1). More in detail, it contains the following land use cate-
gories: (i) One and Two Family Buildings, (ii) Multi-Family Walk-Up Buildings,
(iii) Multi-Family Elevator Buildings, (iv) Mixed Residential and Commercial
Buildings, (v) Commercial and Oﬃce Buildings, (vi) Industrial and Manufac-
turing Buildings, (vii) Transportation and Utility, (viii) Public Facilities and
Institutions, (ix) Open Space and Outdoor Recreation, (x) Parking Facilities,
and (xi) Vacant Land. Land use information is very ﬁne-grained, and in most
cases there is only one land use assigned to one building, thus making it very diﬃ-
cult to determine the land use with just POI information. A reasonable trade-oﬀ
between classiﬁcation accuracy and the desired area granularity consists in seg-
menting the regions in squared cells: each cell will refer to more than one land
use but we consider the predominant class as its primary use.
3.2 Foursquare’s Point of Interests
We extracted 206,602 POIs from the entire NYC. As for the land use data, we
have several sources of information, but we focused on the ten macro-categories
of the POIs, each one specialized in maximum four levels of detail. These levels
follow a hierarchical structure3, where each level of a category has a ﬁnite num-
ber of subcategories as node children. For instance, the ﬁrst level of POIs main
categories is constituted by: (i) Arts and Entertainment, (ii) College and Uni-
versity, (iii) Event, (iv) Food, (v) Nightlife Spot, (vi) Outdoors and Recreation,
2 http://www1.nyc.gov/site/planning/data-maps/open-data/districts-download-
metadata.page.
3 https://developer.foursquare.com/categorytree.
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Fig. 1. Example of land use distribution in New York City.
(vii) Professional and Other Places, (viii) Residence, (ix) Shop and Service, and
(x) Travel and Transport. The second level includes 437 categories whereas the
third level contains a smaller number of categories, 345.
4 Semantic Structural Models for Land Use Analysis
Previous works [4,13,14] have mainly used features extracted from LBSNs (e.g.,
Foursquare’s POIs) in the XGboost algorithm [5]. However, these feature vectors
have several limitations such as (i) the small amount of information available for
the target area and (ii) their inherent scalar nature, which does not capture the
existence and the type of relations between diﬀerent POIs. Here, we propose a
much powerful approach based on TKs applied to a semantic structure based on
the hierarchical organization of the Foursquare categories.
4.1 Bag-of-Concepts
The most straightforward way to represent an area by means of Foursquare
data is to use its POIs. Every venue is hierarchically categorized (e.g., Profes-
sional and Other Places → Medical Center → Doctor’s oﬃce) and the categories
are used to produce an aggregated representation of the area. We use this fea-
ture representation by aggregating all the venues together, namely we count the
macro-level category (e.g., Food) in all the POIs that we found in any cell grid.
This way, we generate the Bag-Of-Concepts (BOC) feature vectors, counting the
number of each activity under each macro-category.
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4.2 Hierarchical Tree Representation of Foursquare POIs
Every LBSN (e.g., Foursquare) has its own hierarchy of categories, which is
used to characterize each location and activity (e.g., restaurants or shops) in
the database. Thus, each POI in Foursquare is associated with a hierarchical
path, which semantically describes the type of location/activity (e.g., for Chinese
Restaurant, we have the path Food → Asian Restaurant → Chinese Restaurant).
The path is much more informative than just the target POI name, as it provides
feature combinations following the structure and the node proximity information,
e.g., Food & Asian Restaurant or Asian Restaurant & Chinese Restaurant are
valid features whereas Food & Chinese Restaurant is not.
In this work, we propose, a tree structure, Geo-Tree (GT), where its nodes
are Foursquare categories and the edges among them are the same provided in
the hierarchical category tree of Foursquare. Our structure is basically composed
of all paths associated with the POIs that we ﬁnd in the target grid cell. Pre-
cisely, we connect all these paths in a new root node. This way, the ﬁrst level of
root children corresponds to the most general category in the list (e.g., Arts &
Entertainment, Event, Food, etc.), the second level of our tree corresponds to the
second level of the hierarchical tree of Foursquare, and so on. The terminal nodes
are the ﬁnest-grained descriptions in terms of category about the area (e.g., Col-
lege Baseball Diamond or Southwestern French Restaurant). For example, Fig. 2
illustrates the semantic structure of a grid cell obtained by combining all the
categories’ chains of each venue. Given such representation, we can encode all
its substructures in kernel machines using TKs as described in the next section.
Fig. 2. Example of Geo-Tree built according to the hierarchical categorization of
Foursquare venues.
4.3 Geographical Tree Kernels (GeoTK)
Structural kernels are very eﬀective means for automatic feature engineering [11].
In kernel machines both learning and classiﬁcation algorithms only depend on
the evaluation of inner products between instances, which correspond to com-
pute similarity scores. In several cases, the similarity scores can be eﬃciently
and implicitly handled by kernel functions by exploiting the following dual for-
mulation of the classiﬁcation function:
∑
i=1..l yiαiK(oi, o) + b, where oi are the
training objects, o is the classiﬁcation example, K(oi, o) is a kernel function that
implicitly deﬁnes the mapping from the objects to feature vectors xi . In case of
tree kernels, K determines the shape of the substructures describing trees.
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4.4 Tree Kernels
In the majority of machine learning approaches, data examples are transformed
in feature vectors, which in turn are used in dot products for carrying out both
learning and classiﬁcation steps. Kernel Machines (KMs) allow for replacing the
dot product with kernel functions, which compute the dot product directly from
examples (i.e., they avoid the transformation of examples in vectors).
Given two input trees, TKs evaluate the number of substructures, also called
fragments, that they have in common. More formally, let F = {f1, f2, . . . ..fF}
be the space of all possible tree fragments and χi(n) an indicator function such
that it is equal to 1 if the target f1 is rooted in n, equal to 0 otherwise. TKs over
T1 and T2 are deﬁned by TK(T1, T2) =
∑
n1∈NT1
∑
n2∈NT2 Δ(n1, n2), where NT1
e NT2 are the set of nodes of T1 and T2 and
Δ(n1, n2) =
F∑
i=1
χi(n1)χi(n2) (1)
represents the number of common fragments rooted at nodes n1 and n2. The
number and the type of fragments generated depends on the type of the used
tree kernel functions, which, in turn, depends on Δ(n1, n2).
Syntactic Tree Kernels (STK). Its computation is carried out by using
ΔSTK(n1, n2) in Eq. 1 deﬁned as follows (in a syntactic tree, each node can be
associated with a production rule):
(i) if the productions at n1 and n2 are different ΔSTK(n1, n2) = 0;
(ii) if the productions at n1 and n2 are the same, and n1 and n2 have
only leaf children then ΔSTK(n1, n2) = λ; and
(iii) if the productions at n1 and n2 are the same, and n1 and n2 are
not pre-terminals then ΔSTK(n1, n2) = λ
∏l(n1)
j=1 (1 + ΔSTK(c
j
n1 , c
j
n2)),
where l(n1) is the number of children of n1 and cjn is the j-th child of the
node n. Note that, since the productions are the same, l(n1) = l(n2) and the
computational complexity of STK is O(|NT1 ||NT2 |) but the average running time
tends to be linear, i.e., O(|NT1 |+|NT2 |), for natural language syntactic trees [10].
Finally, by adding the following step:
(0) if the nodes n1 and n2 are the same then ΔSTK(n1, n2) = λ,
also the individual nodes will be counted by ΔSTK . We call this kernel STKb.
The Partial Tree Kernel (PTK). [10] generalizes a large class of tree ker-
nels as it computes one of the most general tree substructure spaces. Given two
trees, PTK considers any connected subset of nodes as possible features of the
substructure space. Its computation is carried out by Eq. 1 using the following
ΔPTK function:
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if the labels of n1 and n2 are different ΔPTK(n1, n2) = 0;
else ΔPTK(n1, n2) = μ
(
λ2 +
∑
I1,I2,l(I1)=l(I2)
λd(I 1)+d(I 2)
l(I1)∏
j=1
ΔPTK(cn1(I1j), cn2(I2j))
)
,
where μ, λ ∈ [0, 1] are two decay factors, I1 and I2 are two sequences of indices,
which index subsequences of children u, I = (i1, ..., i|u|), in sequences of children
s, 1 ≤ i1 < ... < i|u| ≤ |s|, i.e., such that u = si1 ..si|u| , and d(I) = i|u| − i1 + 1 is
the distance between the ﬁrst and last child.
When the PTK is applied to the semantic Geo-Tree of Fig. 2, it can generate
eﬀective fragments, e.g., those in Fig. 3.
Fig. 3. Some of the exponential fragment features from the tree of Fig. 2
Combination of TKs and Feature Vectors. Our TKs do not consider
the frequency4 of the POIs present in a given grid cell. Thus, it may be use-
ful to enrich the feature space with further information that can be encoded
in the model using a feature vector. To this end, we need to use a ker-
nel that combines tree structures and feature vectors. More speciﬁcally, given
two geographical areas, xa and xb, we deﬁne a combination as: K(xa, xb) =
TK(ta, tb) + KV (va,vb), where TK is any structural kernel function applied
to tree representations, ta and tb of the geographical areas and KV is a kernel
applied to the feature vectors, va and vb, extracted from xa and xb using any
data source available (e.g., text, social media, mobile phone and census data).
5 Experiments
We test the eﬀectiveness of our approach on the land use classiﬁcation task,
where the goal is to assign to each area the predominant land use class as per-
formed in previous work by [16,19]. We ﬁrst test several models on Manhattan
using several grid sizes, then we focus on evaluating the best models on all NYC
boroughs and ﬁnally, we use the best models on the entire NYC, also enabling
comparisons with previous work.
4 It is possible to add the frequency in the kernel computation but for our study
we preferred to have a completely diﬀerent representation from previous typical
frequency-based approaches.
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5.1 Experimental Setup
We performed our experiments on the data from NYC boroughs, evaluating
grids of various dimensions: 50 × 50, 100 × 100, 200 × 200 and 250 × 250m. We
applied a pre-processing step in order to ﬁlter out cells for which it is not possi-
ble to perform land use classiﬁcation. In particular, from each grid, we removed
the cells (i) that cover areas without a speciﬁed land use (e.g., cell in the sea)
and (ii) for which we do not have POIs (e.g., cells from Central Park). For each
grid, we created training, validation and test sets, randomly sampling 60%, 20%,
20% of the cells, respectively. We labelled the dataset following the same cate-
gory aggregation strategy proposed by [19], who assigned the predominant land
use class to each grid cell. Note that given the categories described in Sect. 3.1,
we merged (i) One & Two Family Buildings, (ii) Multi-Family Walk-Up Build-
ings and (iii) Multi-Family Elevator Buildings into a single general Residential
category. Then, we also aggregated (i) Industrial & Manufacturing, (ii) Public
Facilities & Institutions, (iii) Parking Facilities and (iv) Vacant Land into a
new category called Other. Thus, the aggregated dataset contains six diﬀerent
classes: (i) Residential, (ii) Commercial and Oﬃce Buildings, (iii) Mixed Res-
idential and Commercial Buildings, (iv) Open Space and Outdoor Recreation,
(v) Transportation and Utility, (vi) Other. The names and distribution of exam-
ples in training and test sets (for the grid of 200 × 200) are shown in Table 1.
Compared to the original categorization, this new taxonomy has a lower granu-
larity, thus facilitating the identiﬁcation of the predominant class in each cell.
Table 1. Distribution of land use classes in the training and test set for NYC.
Size Commercial Mixed Open space Other Residential Transportation Total
Train 394 225 1220 1622 6248 538 10247
Test 175 85 534 615 2330 214 3953
To train our models, we adopted SVM-Light-TK5, which allow us to use
structural kernels [10] in SVM-light6. We experimented with linear, polynomial
and radial basis function kernels applied to standard feature vectors. We mea-
sured the performance of our classiﬁer with Accuracy, Macro-Precision, Macro-
Recall and Macro-F1 (Macro indicates the average over all categories).
5.2 Results for Land Use Classification
We trained multi-class classiﬁers using common learning algorithm such as Logis-
tic Regression (LogReg), XGboost [5], and SVM using linear, polynomial and
radial basis function kernel, named SVM-{Lin, Poly, Rbf}, respectively, and our
structural semantic models, indicated with STK, STKb and PTK. We also com-
bined kernels with a simple summation, e.g., PTK+Poly indicates an SVM using
such kernel combination.
5 http://disi.unitn.it/moschitti/Tree-Kernel.htm.
6 http://svmlight.joachims.org/.
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Fig. 4. Accuracy of common machine
learning models on diﬀerent cell sizes in
Manhattan.
Fig. 5. Accuracy of GeoTKs according
to diﬀerent cell sizes of Manhattan.
Fig. 6. Accuracy of kernel combinations using BOC vectors and GeoTKs according to
diﬀerent cell sizes of Manhattan.
We ﬁrst tested our models individually just on Manhattan using diﬀerent
grid sizes. Figures 4 and 5 show the accuracy of the multi-classiﬁer for diﬀerent
models according to diﬀerent granularity of the sampling grid. We note that
SVM-Poly, XGboost and LogReg show comparable accuracy. PTK and STKb
perform a little bit less than the feature vector models. Interestingly, the kernel
combinations in Fig. 6 provide the best results. This is an important ﬁnding as
XGboost is acknowledged to be the state of the art for land use classiﬁcation.
Additionally, when the size of the grid cell becomes larger, the accuracy of TKs
degrades faster than the one of kernels based on feature vectors, mainly because
the conceptual tree becomes too large. After the preliminary experiments above,
we selected the most accurate models on Manhattan and tested them on the
other boroughs of NYC. Table 2 shows that TKs are more accurate than vectors-
based models and the combinations further improve both models.
In the ﬁnal experiments, we tested our best models on the entire NYC with
a grid of 200× 200. We ﬁrst tuned the following parameters on a validation set:
(i) the decay factors μ and λ for TK, (ii) C value for all the SVM approaches,
and the speciﬁc parameters, i.e., degree in poly and γ in RBF kernels, (iii) the
important and the parameters of XGBoost such as the maximum depth of the
tree and the minimum sum of weights of all observations in a child node.
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Table 3 shows the results in terms of Accuracy, Macro F1, Macro-Precision
and Macro-Recall. The model baseline is obtained by always classifying an exam-
ple with the label Residential, which is the most frequent. We note that: (i) all
the feature vector and TK combinations show high accuracy, demonstrating the
superiority of GeoTK over all the other models. (ii) STKb+poly (polynomial ker-
nel of degree 2) achieved the highest accuracy, improving over XGBoost up to
4.2 and 6.5 absolute percent points in accuracy and F1, respectively: these cor-
respond to an improvement up to 18% over the state of the art.
Finally, Zhan et al. [19] is the result obtained on the same dataset using check-
in data from Foursquare. Although an exact comparison cannot be carried out
for possible diﬀerences in the experiment setting (e.g., Foursquare data changing
over time), we note that our model is 1.8 absolute percentage points better.
Table 3. Classiﬁcation results on New York City.
Model Acc. F1 Prec. Rec.
Baseline 58.9 12.4 0.98 16.6
XGBoost 63.2 36.1 57.9 31.9
SVM-poly 62.1 27.4 51.3 25.9
STKb+poly 67.4 42.6 63.9 37.4
PTK+poly 66.9 41.4 63.8 36.2
STKb 66.6 38.1 52.8 33.9
PTK 65.9 37.2 58.7 33.0
STK+poly 65.5 37.3 54.5 33.3
STK 62.7 25.9 41.5 24.7
Zhan et al. 65.6 – – –
6 Conclusions
In this paper, we have introduced a novel semantic representation of POIs to
better exploit geo-social data in order to deal with the primary land use classi-
ﬁcation of an urban area. This gives the urban planners and policy makers the
possibility to better administrate and renew a city in terms of infrastructures,
resources and services. Speciﬁcally, we encode data from LBSNs into a tree
structure, the Geo-Tree and we used such representations in kernel machines.
The latter can thus perform accurate classiﬁcation exploiting hierarchical sub-
structure of concepts as features. Our extensive comparative study on the areas
of New York and its boroughs shows that TKs applied to Geo-Trees are very
eﬀective, improving the state of the art up to 18% in Macro-F1.
Acknowledgments. This work has been partially supported by the EC project
CogNet, 671625 (H2020-ICT-2014-2, Research and Innovation action).
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Abstract. Worldwide, conservation agencies employ rangers to protect
conservation areas from poachers. However, agencies lack the manpower
to have rangers eﬀectively patrol these vast areas frequently. While past
work has modeled poachers’ behavior so as to aid rangers in planning
future patrols, those models’ predictions were not validated by extensive
ﬁeld tests. In this paper, we present a hybrid spatio-temporal model that
predicts poaching threat levels and results from a ﬁve-month ﬁeld test of
our model in Uganda’s Queen Elizabeth Protected Area (QEPA). To our
knowledge, this is the ﬁrst time that a predictive model has been evalu-
ated through such an extensive ﬁeld test in this domain. We present two
major contributions. First, our hybrid model consists of two components:
(i) an ensemble model which can work with the limited data common to
this domain and (ii) a spatio-temporal model to boost the ensemble’s pre-
dictions when suﬃcient data are available. When evaluated on real-world
historical data from QEPA, our hybrid model achieves signiﬁcantly bet-
ter performance than previous approaches with either temporally-aware
dynamic Bayesian networks or an ensemble of spatially-aware models.
Second, in collaboration with the Wildlife Conservation Society and
Uganda Wildlife Authority, we present results from a ﬁve-month con-
trolled experiment where rangers patrolled over 450 sq km across QEPA.
We demonstrate that our model successfully predicted (1) where snaring
activity would occur and (2) where it would not occur; in areas where
we predicted a high rate of snaring activity, rangers found more snares
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and snared animals than in areas of lower predicted activity. These ﬁnd-
ings demonstrate that (1) our model’s predictions are selective, (2) our
model’s superior laboratory performance extends to the real world, and
(3) these predictive models can aid rangers in focusing their eﬀorts to
prevent wildlife poaching and save animals.
Keywords: Predictive models · Ensemble techniques
Graphical models · Field test evaluation · Wildlife protection
Wildlife poaching
1 Introduction
Wildlife poaching continues to be a global problem as key species are hunted
toward extinction. For example, the latest African census showed a 30% decline
in elephant populations between 2007 and 2014 [1]. Wildlife conservation areas
have been established to protect these species from poachers, and these areas
are protected by park rangers. These areas are vast, and rangers do not have
suﬃcient resources to patrol everywhere with high intensity and frequency.
At many sites now, rangers patrol and collect data related to snares they con-
ﬁscate, poachers they arrest, and other observations. Given rangers’ resource con-
straints, patrol managers could beneﬁt from tools that analyze these data and
provide future poaching predictions. However, this domain presents unique chal-
lenges. First, this domain’s real-world data are few, extremely noisy, and incom-
plete. To illustrate, one of rangers’ primary patrol goals is to ﬁndwire snares, which
are deployed by poachers to catch animals. However, these snares are usually well-
hidden (e.g., in dense grass), and thus rangersmay not ﬁnd these snares and (incor-
rectly) label an area as not having any snares. Second, poaching activity changes
over time, andpredictivemodelsmust account for this temporal component.Third,
because poaching happens in the real world, there aremutual spatial and neighbor-
hood eﬀects that inﬂuence poaching activity. Finally, while ﬁeld tests are crucial in
determining a model’s eﬃcacy in the world, the diﬃculties involved in organizing
and executing ﬁeld tests often precludes them.
Previous works in this domain have modeled poaching behavior with real-
world data. Based on data from a Queen Elizabeth Protected Area (QEPA)
dataset, [6] introduced a two-layered temporal graphical model, CAPTURE,
while [4] constructed an ensemble of decision trees, INTERCEPT, that accounted
for spatial relationships. However, these works did not (1) account for both
spatial and temporal components nor (2) validate their models via extensive
ﬁeld testing.
In this paper, we provide the following contributions. (1) We introduce a
new hybrid model that enhances an ensemble’s broad predictive power with
a spatio-temporal model’s adaptive capabilities. Because spatio-temporal mod-
els require a lot of data, this model works in two stages. First, predictions are
made with an ensemble of decision trees. Second, in areas where there are suf-
ﬁcient data, the ensemble’s prediction is boosted via a spatio-temporal model.
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(2) In collaboration with the Wildlife Conservation Society and the Uganda
Wildlife Authority, we designed and deployed a large, controlled experiment to
QEPA. Across 27 areas we designated across QEPA, rangers patrolled approxi-
mately 452 km over the course of ﬁve months; to our knowledge, this is the largest
controlled experiment and ﬁeld test of Machine Learning-based predictive mod-
els in this domain. In this experiment, we tested our model’s selectiveness: is our
model able to diﬀerentiate between areas of high and low poaching activity?
In experimental results, (1) we demonstrate our model’s superior perfor-
mance over the state-of-the-art [4] and thus the importance of spatio-temporal
modeling. (2) During our ﬁeld test, rangers found over three times more snaring
activity in areas where we predicted higher poaching activity. When account-
ing for diﬀerences in ranger coverage, rangers found twelve times the number of
ﬁndings per kilometer walked in those areas. These results demonstrate that (i)
our model is selective in its predictions and (ii) our model’s superior predictive
performance in the laboratory extends to the real world.
2 Background and Related Work
Spatio-temporal models have been used for prediction tasks in image and video
processing. Markov Random Fields (MRF) were used by [11,12] to capture
spatio-temporal dependencies in remotely sensed data and moving object detec-
tion, respectively.
Critchlow et al. [2] analyzed spatio-temporal patterns in illegal activity in
Uganda’s Queen Elizabeth Protected Area (QEPA) using Bayesian hierarchical
models. With real-world data, they demonstrated the importance of considering
the spatial and temporal changes that occur in illegal activities. However, in
this work and other similar works with spatio-temporal models [8,9], no stan-
dard metrics were provided to evaluate the models’ predictive performance (e.g.,
precision, recall). As such, it is impossible to compare our predictive models’ per-
formance to theirs. While [3] was a ﬁeld test of [2]’s work, [8,9] do not conduct
ﬁeld tests to validate their predictions in the real-world.
In the Machine Learning literature, [6] introduced a two-layered temporal
Bayesian Network predictive model (CAPTURE) that was also evaluated on
real-world data from QEPA. CAPTURE, however, assumes one global set of
parameters for all of QEPA which ignores local diﬀerences in poachers’ behavior.
Additionally, the ﬁrst layer, which predicts poaching attacks, relies on the current
year’s patrolling eﬀort which makes it impossible to predict future attacks (since
patrols haven’t happened yet). While CAPTURE includes temporal elements
in its model, it does not include spatial components and thus cannot capture
neighborhood speciﬁc phenomena. In contrast to CAPTURE, [4] presented a
behavior model, INTERCEPT, based on an ensemble of decision trees and was
demonstrated to outperform CAPTURE. While their model accounted for spa-
tial correlations, it did not include a temporal component. In contrast to these
predictive models, our model addresses both spatial and temporal components.
It is vital to validate predictive models in the real world, and both [3,4] have
conducted ﬁeld tests in QEPA. [4] conducted a one month ﬁeld test in QEPA
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and demonstrated promising results for predictive analytics in this domain.
Unlike the ﬁeld test we conducted, however, that was a preliminary ﬁeld test
and was not a controlled experiment. On the other hand, [3] conducted a con-
trolled experiment where their goal, by selecting three areas for rangers to patrol,
was to maximize the number of observations sighted per kilometer walked by
the rangers. Their test successfully demonstrated a signiﬁcant increase in illegal
activity detection at two of the areas, but they did not provide comparable eval-
uation metrics for their predictive model. Also, our ﬁeld test was much larger in
scale, involving 27 patrol posts compared to their 9 posts.
3 Wildlife Crime Dataset: Features and Challenges
This study’s wildlife crime dataset is from Uganda’s Queen Elizabeth Protected
Area (QEPA), an area containing a wildlife conservation park and two wildlife
reserves, which spans about 2,520 km2. There are 37 patrol posts situated across
QEPA from which Uganda Wildlife Authority (UWA) rangers conduct patrols
to apprehend poachers, remove any snares or traps, monitor wildlife, and record
signs of illegal activity. Along with the amount of patrolling eﬀort in each area,
the dataset contains 14 years (2003–2016) of the type, location, and date of
wildlife crime activities.
Rangers lack the manpower to patrol everywhere all the time, and thus illegal
activity may be undetected in unpatrolled areas. Patrolling is an imperfect pro-
cess, and there is considerable uncertainty in the dataset’s negative data points
(i.e., areas being labeled as having no illegal activity); rangers may patrol an
area and label it as having no snares when, in fact, a snare was well-hidden
and undetected. These factors contribute to the dataset’s already large class
imbalance; there are many more negative data points than there are positive
points (crime detected). It is thus necessary to consider models that estimate
hidden variables (e.g., whether an area has been attacked) and also to evaluate
predictive models with metrics that account for this uncertainty, such as those
in the Positive and Unlabeled Learning (PU Learning) literature [5]. We divide
QEPA into 1 km2 grid cells (a total of 2,522 cells), and we refer to these cells
as targets. Each target is associated with several static geospatial features such
as terrain (e.g., slope), distance values (e.g., distance to border), and animal
density. Each target is also associated with dynamic features such as how often
an area has been patrolled (i.e., coverage) and observed illegal activities (e.g.,
snares) (Fig. 1).
4 Models and Algorithms
4.1 Prediction by Graphical Models
Markov Random Field (MRF). To predict poaching activity, each target,
at time step t ∈ {t1, ..., tm}, is represented by coordinates i and j within the
boundary of QEPA. In Fig. 2(a), we demonstrate a three-dimensional network
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(a) Snare (b) QEPA grid
Fig. 1. Photo credit: UWA ranger
(a) Spatio-temporal model (b) Geo-Clusters
Fig. 2. Geo-clusters and graphical model
for spatio-temporal modeling of poaching events over all targets. Connections
between nodes represent the mutual spatial inﬂuence of neighboring targets and
also the temporal dependence between recurring poaching incidents at a target.
ati,j represents poaching incidents at time step t and target i, j. Mutual spatial
inﬂuences are modeled through ﬁrst-order neighbors (i.e., ati,j connects to a
t
i±1,j ,
ati,j±1 and a
t−1
i,j ) and second-order neighbors (i.e., a
t
i,j connects to a
t
i±1,j±1); for
simplicity, the latter is not shown on the model’s lattice. Each random variable
takes a value in its state space, in this paper, L = {0, 1}.
To avoid index overload, henceforth, nodes are indexed by serial numbers,
S = {1, 2, ..., N} when we refer to the three-dimensional network. We intro-
duce two random ﬁelds, indexed by S, with their conﬁgurations: A = {a =
(a1, ..., aN )|ai ∈ L, i ∈ S}, which indicates an actual poaching attack occurred
at targets over the period of study, and O = {o = (o1, ..., oN )|oi ∈ L, i ∈ S}
indicates a detected poaching attack at targets over the period of study. Due
to the imperfect detection of poaching activities, the former represents the hid-
den variables, and the latter is the known observed data collected by rangers,
shown by the gray-ﬁlled nodes in Fig. 2(a). Targets are related to one another
via a neighborhood system, Nn, which is the set of nodes neighboring n and
n ∈ Nn. This neighborhood system considers all spatial and temporal neigh-
bors. We deﬁne neighborhood attackability as the fraction of neighbors that the
model predicts to be attacked: uNn =
∑
n∈Nn an/|Nn|.
The probability, P (ai|uNn ,α), of a poaching incident at each target n at
time step t is represented in Eq. 1, where α is a vector of parameters weighting
the most important variables that inﬂuence poaching; Z represents the vector
of time-invariant ecological covariates associated with each target (e.g., animal
density, slope, forest cover, net primary productivity, distance from patrol post,
town and rivers [2,7]). The model’s temporal dimension is reﬂected through not
only the backward dependence of each an, which inﬂuences the computation of
uNn , but also in the past patrol coverage at target n, denoted by c
t−1
n , which
models the delayed deterrence eﬀect of patrolling eﬀorts.
p(an = 1|uNn ,α) =
e−α [Z ,uNn ,c
t−1
n ,1]
ᵀ
1 + e−α [Z ,uNn ,c
t−1
n ,1]ᵀ
(1)
Given an, on follows a conditional probability distribution proposed in Eq. 2,
which represents the probability of rangers detecting a poaching attack at targetn.
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The ﬁrst column of thematrix denotes the probability of not detecting or detecting
attacks if an attack has not happened, which is constrained to 1 or 0 respectively.
In other words, it is impossible to detect an attack when an attack has not hap-
pened. The second column of the matrix represents the probability of not detect-
ing or detecting attacks in the form of a logistic function if an attack has happened.
Since it is less rational for poachers to place snares close to patrol posts and more
convenient for rangers to detect poaching signs near the patrol posts, we assumed
dpn (distance from patrol post) and ctn (patrol coverage devoted to target n at time
t) are the major variables inﬂuencing rangers’ detection capabilities. Detectability
at each target is represented in Eq. 2, where β is a vector of parameters that weight
these variables.
p(on|an) =
[
p(on = 0|an = 0) p(on = 0|an = 1,β)
p(on = 1|an = 0) p(on = 1|an = 1,β)
]
=
⎡
⎢⎢⎣
1,
1
1 + e−β [dpn,ctn,1]ᵀ
0,
e−β [dpn,c
t
n,1]
ᵀ
1 + e−β [dpn,ctn,1]ᵀ
⎤
⎥⎥⎦ (2)
We assume that (o,a) is pairwise independent, meaning p(o,a) =∏
n∈S p(on, an).
EM Algorithm to Infer on MRF. We use the Expectation-Maximization
(EM) algorithm to estimate the MRF model’s parameters θ = {α,β}. For com-
pleteness, we provide details about how we apply the EM algorithm to our
model. Given a joint distribution p(o,a|θ) over observed variables o and hid-
den variables a, governed by parameters θ, EM aims to maximize the likelihood
function p(o|θ) with respect to θ. To start the algorithm, an initial setting for
the parameters θold is chosen. At E-step, p(a|o,θold) is evaluated, particularly,
for each node in MRF model:
p(an|on,θold) =
p(on|an,βold).p(an|uoldNn ,αold)
p(on)
(3)
M-step calculates θnew, according to the expectation of the complete log likeli-
hood, log p(o,a|θ), given in Eq. 4.
θnew = argmax
θ
∑
an∈L
p(a|o,θold). log p(o,a|θ) (4)
To facilitate calculation of the log of the joint probability distribution,
log p(o,a|θ), we introduce an approximation that makes use of uoldNn , represented
in Eq. 5.
log p(o,a|θ) =
∑
n∈S
∑
an∈L
log p(on|an,β) + log p(an|uoldNn ,α) (5)
Then, if convergence of the log likelihood is not satisﬁed, θold ← θnew, and
repeat.
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Dataset Preparation for MRF. To split the data into training and test
sets, we divided the real-world dataset into year-long time steps. We trained the
model’s parameters θ = {α,β} on historical data sampled through time steps
(t1, ..., tm) for all targets within the boundary. These parameters were used to
predict poaching activity at time step tm+1, which represents the test set for
evaluation purposes. The trade-oﬀ between adding years’ data (performance)
vs. computational costs led us to use three years (m = 3). The model was thus
trained over targets that were patrolled throughout the training time period
(t1, t2, t3). We examined three training sets: 2011–2013, 2012–2014, and 2013–
2015 for which the test sets are from 2014, 2015, and 2016, respectively.
Capturing temporal trends requires a suﬃcient amount of data to be collected
regularly across time steps for each target. Due to the large amount of missing
inspections and uncertainty in the collected data, this model focuses on learning
poaching activity only over regions that have been continually monitored in the
past, according to Deﬁnition 1. We denote this subset of targets as Sc.
Definition 1. Continually vs. occasionally monitoring: A target i, j is
continually monitored if all elements of the coverage sequence are positive; ctki,j >
0,∀k = 1, ...,m where m is the number of time steps. Otherwise, it is occasionally
monitored.
Experiments with MRF were conducted in various ways on each data set.
We refer to (a) a global model with spatial eﬀects as GLB-S, which consists
of a single set of parameters θ for the whole QEPA, and (b) a global model
without spatial eﬀects (i.e., the parameter that corresponds to uNn is set to
0) as GLB. The spatio-temporal model is designed to account for temporal
and spatial trends in poaching activities. However, since learning those trends
and capturing spatial eﬀects are impacted by the variance in local poachers’
behaviors, we also examined (c) a geo-clustered model which consists of multiple
sets of local parameters throughout QEPA with spatial eﬀects, referred to as
GCL-S, and also (d) a geo-clustered model without spatial eﬀects (i.e., the
parameter that corresponds to uNn is set to 0) referred to as GCL.
Figure 2(b) shows the geo-clusters generated by Gaussian Mixture Models
(GMM), which classiﬁes the targets based on the geo-spatial features, Z, along
with the targets’ coordinates, (xi,j , yi,j), into 22 clusters. The number of geo-
clusters, 22, are intended to be close to the number of patrol posts in QEPA
such that each cluster contains one or two nearby patrol posts. With that being
considered, not only are local poachers’ behaviors described by a distinct set of
parameters, but also the data collection conditions, over the targets within each
cluster, are maintained to be nearly uniform.
4.2 Prediction by Ensemble Models
A Bagging ensemble model or Bootstrap aggregation technique, called Bag-
ging, is a type of ensemble learning which bags some weak learners, such as
decision trees, on a dataset by generating many bootstrap duplicates of the
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dataset and learning decision trees on them. Each of the bootstrap duplicates
are obtained by randomly choosing M observations out of M with replacement,
where M denotes the training dataset size. Finally, the predicted response of the
ensemble is computed by taking an average over predictions from its individual
decision trees. To learn a Bagging ensemble, we used the ﬁtensemble function
of MATLAB 2017a. Dataset preparation for the Bagging ensemble model is
designed to ﬁnd the targets that are liable to be attacked [4]. A target is assumed
to be attackable if it has ever been attacked; if any observations occurred in the
entire training period for a given target, that target is labeled as attackable. For
this model, the best training period contained 5 years of data.
4.3 Hybrid of MRF and Bagging Ensemble
Since the amount and regularity of data collected by rangers varies across regions
of QEPA, predictive models perform diﬀerently in diﬀerent regions. As such, we
propose using diﬀerent models to predict over them; ﬁrst, we used a Bagging
ensemble model, and then improved the predictions in some regions using the
spatio-temporal model. For global models, we used MRF for all continually mon-
itored targets. However, for geo-clustered models, for targets in the continually
monitored subset, Sqc , (where temporally-aware models can be used practically),
the MRF model’s performance varied widely across geo-clusters according to
our experiments. q indicates clusters and 1 ≤ q ≤ 22. Thus, for each q, if the
average Catch Per Unit Eﬀort (CPUE), outlined by Deﬁnition 2, is relatively
large, we use the MRF model for Sqc . In Conservation Biology, CPUE is an indi-
rect measure of poaching activity abundance. A larger average CPUE for each
cluster corresponds to more frequent poaching activity and thus more data for
that cluster. Consequently, using more complex spatio-temporal models in those
clusters becomes more reasonable.
Definition 2. Average CPUE is
∑
n∈Sqc on/
∑
n∈Sqc c
t
n in cluster q.
To compute CPUE, eﬀort corresponds to the amount of coverage (i.e., 1 unit =
1 km walked) in a given target, and catch corresponds to the number of observa-
tions. Hence, for 1 ≤ q ≤ 22, we will boost selectively according to the average
CPUE value; some clusters may not be boosted by MRF, and we would only use
Bagging ensemble model for making predictions on them. Experiments on his-
torical data show that selecting 15% of the geo-clusters with the highest average
CPUE results in the best performance for the entire hybrid model (discussed in
the Evaluation Section).
5 Evaluations and Discussions
5.1 Evaluation Metrics
The imperfect detection of poaching activities in wildlife conservation areas leads
to uncertainty in the negative class labels of data samples [4]. It is thus vital
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to evaluate prediction results based on metrics which account for this inherent
uncertainty. In addition to standard metrics in Machine Learning (e.g., precision,
recall, F1) which are used to evaluate models on datasets with no uncertainty in
the underlying ground truth, we also use the L&L metric introduced in [5], which
is a metric speciﬁcally designed for models learned on Positive and Unlabeled
datasets. L&L is deﬁned as L&L = r
2
Pr[f(Te)=1] , where r denotes the recall and
Pr[f(Te) = 1] denotes the probability of a classiﬁer f making a positive class
label prediction.
5.2 Experiments with Real-World Data
Evaluation of models’ attack predictions are demonstrated in Tables 1 and 2.
Precision and recall are denoted by Prec. and Rec. in the tables. To compare
models’ performances, we used several baseline methods, (i) Positive Baseline,
PB; a model that predicts poaching attacks to occur in all targets, (ii) Random
Baseline, RB; a model which ﬂips a coin to decide its prediction, (iii) Training
Label Baseline, TL; a model which predicts a target as attacked if it has been
ever attacked in the training data. We also present the results for Support Vector
Machines, SVM, and AdaBoost methods, AD, which are well-known Machine
Learning techniques, along with results for the best performing predictive model
on the QEPA dataset, INTERCEPT, INT, [4]. Results for the Bagging ensemble
technique, BG, and RUSBoost, RUS, a hybrid sampling/boosting algorithm for
learning from datasets with class imbalance [10], are also presented. In all tables,
BGG* stands for the best performing model among all variations of the hybrid
model, which will be discussed in detail later. Table 1 demonstrates that BGG*
outperformed all other existing models in terms of L&L and also F1.
Table 1. Comparing all models’ performances with the best performing BGG model.
Year 2014 2015 2016
Mdl PB RB TL SVM BGG* PB RB TL SVM BGG* PB RB TL SVM BGG*
Prec. 0.06 0.05 0.26 0.24 0.65 0.10 0.08 0.39 0.4 0.69 0.10 0.09 0.45 0.45 0.74
Rec. 1.00 0.46 0.86 0.3 0.54 1.00 0.43 0.78 0.15 0.62 1.00 0.44 0.75 0.23 0.66
F1 0.10 0.09 0.4 0.27 0.59 0.18 0.14 0.52 0.22 0.65 0.18 0.14 0.56 0.30 0.69
L&L 1.00 0.43 4.09 1.33 6.44 1.00 0.37 3.05 0.62 4.32 1.00 0.38 3.4 1.03 4.88
Mdl RUS AD BG INT BGG* RUS AD BG INT BGG* RUS AD BG INT BGG*
Prec. 0.12 0.33 0.62 0.37 0.65 0.2 0.52 0.71 0.63 0.69 0.19 0.53 0.76 0.40 0.74
Rec. 0.51 0.47 0.54 0.45 0.54 0.51 0.5 0.53 0.41 0.62 0.65 0.54 0.62 0.66 0.66
F1 0.19 0.39 0.58 0.41 0.59 0.29 0.51 0.61 0.49 0.65 0.29 0.53 0.68 0.51 0.69
L&L 1.12 2.86 6.18 5.83 6.44 1.03 2.61 3.83 3.46 4.32 1.25 2.84 4.75 2.23 4.88
Table 2 provides a detailed comparison of all variations of our hybrid models,
BGG (i.e., when diﬀerent MRF models are used). When GCL-S is used, we get
the best performing model in terms of L&L score, which is denoted as BGG*.
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Table 2. Performances of hybrid models with variations of MRF (BGG models)
Year 2014 2015 2016
Model GLB GLB-S GCL GCL-S GLB GLB-S GCL GCL-S GLB GLB-S GCL GCL-S
Prec. 0.12 0.12 0.63 0.65 0.19 0.19 0.69 0.69 0.18 0.19 0.72 0.74
Recall 0.58 0.65 0.54 0.54 0.52 0.58 0.65 0.62 0.50 0.46 0.66 0.66
F1 0.20 0.20 0.58 0.59 0.28 0.29 0.65 0.65 0.27 0.27 0.69 0.69
L&L 1.28 1.44 6.31 6.44 0.99 1.14 4.32 4.32 0.91 0.91 4.79 4.88
The poor results of learning a global set of parameters emphasize the fact that
poachers’ behavior and patterns are not identical throughout QEPA and should
be modeled accordingly.
Our experiments demonstrated that the performance of the MRF model
within Sqc varies across diﬀerent geo-clusters and is related to the CPUE value
for each cluster, q. Figure 3(a) displays an improvement in L&L score for the
BGG* model compared to BG vs. varying the percentile of geo-clusters used
for boosting. Experiments with the 2014 test set show that choosing the 85th per-
centile of geo-clusters for boosting with MRF, according to CPUE, (i.e., selecting
15% of the geo-clusters, with highest CPUE), results in the best prediction per-
formance. The 85th percentile is shown by vertical lines in Figures where the
BGG* model outperformed the BG model. We used a similar percentile value
for experiments with the MRF model on test sets of 2015 and 2016. Figure 3(b)
and (c) conﬁrm the eﬃciency of choosing an 85th percentile value.
(a) Test set 2014 (b) Test set 2015 (c) Test set 2016
Fig. 3. L&L improvement vs. CPUE percentile value; BGG* compared to BG
6 QEPA Field Test
While our model demonstrated superior predictive performance on historical
data, it is important to test these models in the ﬁeld.
(a) Patrolled areas
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Fig. 4. Patrol area statistics
The initial ﬁeld test we conducted in [4],
in collaboration with the Wildlife Conserva-
tion Society (WCS) and the Uganda Wildlife
Authority (UWA), was the ﬁrst of its kind in
the Machine Learning (ML) community and
showed promising improvements over previ-
ous patrolling regimes. Due to the diﬃculty
of organizing such a ﬁeld test, its implications
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were limited: only two 9-km2 areas (18 km2) of QEPA were patrolled by rangers
over a month. Because of its success, however, WCS and UWA graciously agreed
to a larger scale, controlled experiment: also in 9 km2 areas, but rangers patrolled
27 of these areas (243 km2, spread across QEPA) over ﬁve months; this is the
largest to-date ﬁeld test of ML-based predictive models in this domain. We show
the areas in Fig. 4(a). Note that rangers patrolled these areas in addition to other
areas of QEPA as part of their normal duties.
This experiment’s goal was to determine the selectiveness of our model’s
snare attack predictions: does our model correctly predict both where there are
and are not snare attacks? We deﬁne attack prediction rate as the proportion of
targets (a 1 km by 1 km cell) in a patrol area (3 by 3 cells) that are predicted
to be attacked. We considered two experiment groups that corresponded to our
model’s attack prediction rates from November 2016 to March 2017: High (group
1) and Low (group 2). Areas that had an attack prediction rate of 50% or greater
were considered to be in a high area (group 1); areas with less than a 50% rate
were in group 2. For example, if the model predicted ﬁve out of nine targets
to be attacked in an area, that area was in group 1. Due to the importance of
QEPA for elephant conservation, we do not show which areas belong to which
experiment group in Fig. 4(a) so that we do not provide data to ivory poachers.
To start, we exhaustively generated all patrol areas such that (1) each patrol
area was 3 × 3 km2, (2) no point in the patrol area was more than 5 km away from
the nearest ranger patrol post, and (3) no patrol area was patrolled too frequently
or infrequently in past years (to ensure that the training data associated with all
areas was of similar quality); in all, 544 areas were generated across QEPA. Then,
using the model’s attack predictions, each area was assigned to an experiment
group. Because we were not able to test all 544 areas, we selected a subset such
that no two areas overlapped with each other and no more than two areas were
selected for each patrol post (due to manpower constraints). In total, 5 areas in
group 1 and 22 areas in group 2 were chosen. Note that this composition arose
due to the preponderance of group 2 areas (see Table 3). We provide a breakdown
of the areas’ exact attack prediction rates in Fig. 4(b); areas with rates below
56% (5/9) were in group 2, and for example, there were 8 areas in group 2 with a
rate of 22% (2/9). Finally, when we provided patrols to the rangers, experiment
group memberships were hidden to prevent eﬀects where knowledge of predicted
poaching activity would inﬂuence their patrolling patterns and detection rates.
Table 3. Patrol area group memberships
Experiment group Exhaustive patrol area groups Final patrol area groups
High (1) 50 (9%) 5 (19%)
Low (2) 494 (91%) 22 (81%)
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6.1 Field Test Results and Discussion
The ﬁeld test data we received was in the same format as the historical data.
However, because rangers needed to physically walk to these patrol areas, we
received additional data that we have omitted from this analysis; observations
made outside of a designated patrol area were not counted. Because we only
predicted where snaring activity would occur, we have also omitted other obser-
vation types made during the experiment (e.g., illegal cattle grazing). We present
results from this ﬁve-month ﬁeld test in Table 4. To provide additional context
for these results, we also computed QEPA’s park-wide historical CPUE (from
November 2015 to March 2016): 0.04.
Table 4. Field test results: observations
Experiment group Observation count (%) Mean count (std) Eﬀort (%) CPUE
High (1) 15 (79%) 3 (5.20) 129.54 (29%) 0.12
Low (2) 4 (21%) 0.18 (0.50) 322.33 (71%) 0.01
Areas with a high attack prediction rate (group 1) had signiﬁcantly more
snare sightings than areas with low attack prediction rates (15 vs. 4). This is
despite there being far fewer group 1 areas than group 2 areas (5 vs. 22); on
average, group 1 areas had 3 snare observations whereas group 2 areas had
0.18 observations. It is worth noting the large standard deviation for the mean
observation counts; the standard deviation of 5.2, for the mean of 3, signiﬁes
that not all areas had snare observations. Indeed, two out of ﬁve areas in group
1 had snare observations. However, this also applies to group 2’s areas: only 3
out of 22 areas had snare observations.
We present Catch per Unit Eﬀort (CPUE) results in Table 4. When account-
ing for diﬀerences in areas’ eﬀort, group 1 areas had a CPUE that was over ten
times that of group 2 areas. Moreover, when compared to QEPA’s park-wide
historical CPUE of 0.04, it is clear that our model successfully diﬀerentiated
between areas of high and low snaring activity. The results of this large-scale
ﬁeld test, the ﬁrst of its kind for ML models in this domain, demonstrated that
our model’s superior predictive performance in the laboratory extends to the
real world.
7 Conclusion
In this paper, we presented a hybrid spatio-temporal model to predict wildlife
poaching threat levels. Additionally, we validated our model via an extensive
ﬁve-month ﬁeld test in Queen Elizabeth Protected Area (QEPA) where rangers
patrolled over 450 km2 across QEPA—the largest ﬁeld-test to-date of Machine
Learning-based models in this domain. On real-world historical data from QEPA,
our hybrid model achieves signiﬁcantly better performance than prior work. On
the data collected from our ﬁeld test, we demonstrated that our model success-
fully diﬀerentiated between areas of high and low snaring activity. These ﬁndings
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demonstrated that our model’s predictions are selective and also that its supe-
rior laboratory performance extends to the real world. Based on these promising
results, future work will focus on deploying these models as part of a software
package to UWA to aid in planning future anti-poaching patrols.
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Abstract. Signature extraction is a key part of forensic log analysis. It
involves recognizing patterns in log lines such that log lines that origi-
nated from the same line of code are grouped together. A log signature
consists of immutable parts and mutable parts. The immutable parts
deﬁne the signature, and the mutable parts are typically variable para-
meter values. In practice, the number of log lines and signatures can be
quite large, and the task of detecting and aligning immutable parts of
the logs to extract the signatures becomes a signiﬁcant challenge. We
propose a novel method based on a neural language model that out-
performs the current state-of-the-art on signature extraction. We use an
RNN auto-encoder to create an embedding of the log lines. Log lines
embedded in such a way can be clustered to extract the signatures in an
unsupervised manner.
Keywords: Information forensic · RNN auto-encoder
Neural language model · Log clustering · Signature extraction
1 Introduction
An important step of an information forensic investigation is log analysis. Logs
contain valuable information for reconstructing incidents that have happened
on a computer system. In this context, a log line is a sequence of tokens that
give information about the state of a process that created this log line. The
tokens of each log lines are partially natural language and partially structured
data. Tokens may be words, numbers, variables or punctuation characters such
as brackets, colons or dots.
Log signatures are the print statements that produce the log lines. Log sig-
natures have ﬁxed parts and may have variable parts. Fixed parts consist of
a sequence of tokens of arbitrary length that uniquely identify signatures. The
variable parts may also be of arbitrary length and variable parts in log lines that
originate from the same signature diﬀer.
c© Springer International Publishing AG 2017
Y. Altun et al. (Eds.): ECML PKDD 2017, Part III, LNAI 10536, pp. 305–316, 2017.
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The goal of a forensic investigator is to uncover a sequence of events from
a forensic log that reveal a security incident. The sequence of events describes
the actions that the users of this computer system took. Traces of these actions
are typically stored in logs. Similar events may have diﬀerent log lines associated
with them because the variable part reports the state of the system at that time,
which makes ﬁnding such events diﬃcult. Knowing the log signatures of a log
enable a forensic investigator to group together log lines that belong to the same
event, even though the log lines diﬀer. Finding such signatures is challenging
because of the unknown number of signatures and the unknown number and
position of ﬁxed parts. Signature extraction is the process of ﬁnding a set of log
signatures given a set of log lines.
State-of-the-art approaches identify log signatures based on the position and
frequency of tokens [1,12,23]. These approaches typically assume that frequent
words deﬁne the ﬁxed parts of the signature. This assumption holds if the ratio
of log lines per signature in the analyzed log is high. This can be the case for
many application logs where the tokens of ﬁxed signature parts are repeated with
a high frequency. However, in information forensics, logs commonly have many
signatures but few log lines per signature. In this case, the number of occurrence
of tokens of variable parts may be higher than ﬁxed tokens, which can cause a
confusion of which tokens are ﬁxed and which ones are variable. Confusing ﬁxed
tokens with variable ones leads to signatures that match too few log lines, and
mixing variable tokens with ﬁxed ones will result into signatures that will match
too few log lines.
To address the challenge of signature extraction from forensic logs, we pro-
pose to use a method that takes contextual information about the tokens into
account. Our approach is inspired by recent advances in the NLP domain, where
sequence-to-sequence models have been successfully used to capture natural lan-
guage [3,9].
Signature B
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Fig. 1. We ﬁrst embed forensic log lines using an RNN auto-encoder. We then cluster
the embedded log lines and assign them to a signature.
Typically, sequence-to-sequence models consist of two recurrent neural net-
works (RNNs), an encoder network and a decoder network. The encoder network
learns to represent an input sequence, and the decoder learns to construct the
Unsupervised Signature Extraction from Forensic Logs 307
output sequence from this representation. We use such a model to learn an encod-
ing function that encodes the log line, and a decoding function that learns to
reconstruct the reversed input log line from this representation. Figure 1 depicts
this idea. Based on the ﬁndings in the NLP domain, we assume that this embed-
ding function takes into account contextual information, and embeds similar log
lines close to each other in the embedded space. We then cluster the embedded
log lines and use the clusters as signature assignment.
In detail, the main contributions of our paper are:
– We propose a method, LSTM-AE+C, that uses an RNN auto-encoder to cre-
ate a log line embedding space. We then cluster the log lines in the embedding
space to determine the signature assignment. We detail this method in Sect. 2.
– We demonstrate on our own and two public datasets that LSTM-AE+C out-
performs two state-of-the-art approaches for signature extraction. We detail
the experiment setup in Sect. 3 and discuss the results after that.
2 Method
Our method LSTM-AE+C for signature extraction of forensic logs can be divided
into two steps. First, we train a sequence-to-sequence auto-encoder network to
learn an embedded space for log lines. Sequence-to-sequence neural networks for
natural language translation have been introduced by Sutskever et al. [19] and
widely applied since then. We use a similar model, however, instead of using it
in a sequence-to-sequence manner, we use it as auto-encoder that reconstructs
the input sequence. Secondly, we cluster the embedded log lines to extract the
signatures.
We depict a schematic overview of our model in Fig. 2. To learn an embedding
we train the LSTM auto-encoder to reconstruct each input log line. To do that,
the encoder part of the auto-encoder needs to encode the log line into a ﬁxed
size vector that is fed into the decoder. The ﬁxed size of the vector limits the
capacity of the auto-encoder and provides for a regularization that restricts the
Fig. 2. We use a sequence-to-sequence LSTM auto-encoder to learn embeddings for
our log lines.
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auto-encoder from learning an identity function. We use that representation as
embedding for the log lines. In the remaining section we will ﬁrst detail the
components of our model and their relationships to each other, then detail the
learning objective and ﬁnally describe how we extract signatures.
2.1 Model
The input to our model is log lines. We treat log lines as a sequence of tokens
of length n, where a token can be a word, variable part or delimiter. The set of
unique tokens is our input vocabulary, where each token in the vocabulary gets
a unique id.
Since the number of such tokens in a log can be potentially very large, we
learn a dense representation for the tokens of our log lines. To get these dense
representations, we use a token embedding matrix E(v×u), where v is the unique
number of tokens that we have in our token vocabulary and u is the number
of hidden units of the encoder network. The index of each row of E is also the
position of v in the vocabulary. We denote an in E embedded token as w.
Next, want to learn the log line embedding. To do so, we learn an encoder
function ENC using an LSTM [7], which is a variant of a recurrent neural net-
work. We chose an LSTM for both the encoder and decoder, because it addresses
the vanishing gradient problem. he(t) is the hidden encoder state at time step t,
and y(t)e is the encoder output at time step t. w
(t)
e is the embedded input word
for time step t. We use the encoding state and and input word at each time
step to calculate the next state and the next output. We discard all output s of
the encoder. We use the ﬁnal hidden state h(n)e to embed our log lines. h
(n)
e also
serves as initial hidden state for our decoder network.
(y(t)e , h
(t+1)
e ) = ENC(w
(t)
e , h
(t)
e )
Our decoder function DEC is trained to learn to reconstruct the reverse
sequence S′ given the last hidden state h(n)e of our encoding network. The struc-
ture of the network is identical to the encoder, except we feed the network the
reverse sequence of embedded tokens as input.
(y(t)d , h
(t+1)
d ) = DEC(w
(t)
d , h
(t)
d )
From the decoder outputs y(t)d we predict the reverse sequence of tokens S
′.
Calculating a softmax function for a large token vocabulary is computationally
very expensive because the softmax function is calculated as the sum over all
potential classes. Therefore, we predict the output tokens of our decoder sequence
using sampled softmax [8]. Sampled softmax is a candidate training method that
approximates the desired softmax function by solving a task that does not require
predicting the correct token from all token. Instead, the task sampled softmax
solves is to identify the correct token from a randomly drawn sample of tokens.
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2.2 Objective
To embed our log lines in an embedded space, the model needs to maximize the
probability of predicting a reversed sequence of tokens S′ given a sequence of
tokens S. In other words, we want to train the encoding network to learn an
embedding that contains enough information for the decoder to reconstruct it.
However, as an eﬀect of the regularization, we expect the model to use the struc-
ture to use the structure of the log lines to create a more eﬃcient representation,
that in turn allows us to extract the signatures.
θ∗ = arg max
θ
∑
(S,S′)
log p(S′|S; θ)
θ are the parameters of our model, S represents a log line, and S′ represents
a reversed log line.
S is a sequence of tokens of arbitrary length. To model the joint probability
over S′0, . . . , S
′
t−1 given S and θ, it is common to use the chain rule for proba-
bilities.
log p(S′|S, θ) =
n∑
t=0
log p(S′t|S, θ, S′0, . . . , S′t−1)
When training the network, S and S′ are the inputs and the targets of
one training example. We calculate the sum of equation 2.2 per batch using
RMSProp [22]. We detail the hyper parameters of the training process in
Sect. 3.3.
2.3 Extracting Signatures
After the training of our auto-encoder model is complete, we use encoding net-
work to generate the embedded vector. We expect that due to the lregularization
structurally similar log lines will be embedded close to each other, which enables
us to use a clustering algorithm to group log lines which belong to the same
signature.
Since forensic logs may be very large, we cluster the embedded log lines using
the BIRCH algorithm [27]. BIRCH is an iterative algorithm that dynamically
builds a height-balanced cluster feature tree. The algorithm has an almost lin-
ear runtime complexity on the number of training examples, and it does not
require the whole dataset to be stored in memory. These two properties make
the algorithm well suited for applications on large datasets.
3 Experiments
We compare our method to LogCluster [23] and IPLoM [11]. Many algorithms
have been designed to be applied to a special type of application log, where the
number of signatures is known up front. However, in an information forensic
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context the forensic logs that are being analyzed stem from an unknown system,
which means that the number of signatures is not known up front. Therefore it is
important that IPLoM and LogCluster do not require a ﬁxed amount of clusters
as a hyper parameter. Furthermore, in a study by He et al. [6], IPLoM and SLCT
were amongst the best-performing signature extraction algorithms. LogCluster is
the improved version of SLTC that addresses multiple shortcomings of SLCT. We
thus assume the LogCluster would have outperformed SLCT in He’s evaluation.
For IPLoM, we use the implementation provided by [6]. For LogCluster we use
the implementation provided by the author online1. We implemented our own
method LSTM-AE+C in Tensorﬂow version 1.0.1. Our experiments are available
on GitHub2.
3.1 Evaluation Metrics
To assess our approach, we treat the log signature extraction problem as log
clustering problem because log clustering and log signature extraction are related
problems [20]. The key diﬀerence between clustering and signature extraction is,
that the goal of a clustering approach is the ﬁnd the best clusters according to
some metric, whereas the goal of signature extraction is to ﬁnd the right set of
signatures. This set of signatures does not have to be the best set of clusters.
We evaluate the quality of the retrieved clusters of all our evaluated
approaches with two metrics: the V-Measure [15] and the adjusted mutual infor-
mation [24]. The V-Measure is the harmonic mean between the homogeneity
and the completeness of clusters. It is based on the conditional entropy of the
clusters. The adjusted mutual information describes the mutual information of
diﬀerent cluster labels, adjusted for chance. It is normalized to the size of the
clusters. Both approaches are independent of permutations on the true and pre-
dicted labels. The values of the V-Measure and the adjusted mutual information
can range from 0.0 to 1.0. In both cases, 1.0 means perfect clusters and 0.0 means
random label assignment.
Additionally, we assess the cluster quality for clusters retrieved with LSTM-
AE+C using the Silhouette score. The Silhouette score measures the tightness
and separation of clusters and only depends on the partition of the data [16]. It
ranges between −1.0 and 1.0, where a negative score means many wrong cluster
assignments and 1.0 means perfect clustering.
We validate the stability of our approaches using 10-fold, randomly sub-
sampled 10000 log lines [10]. In Sect. 3.4, we report the average scores for our
metrics and their standard deviation.
3.2 Datasets
We use three logs to evaluate and compare our method: a forensic log that
we extracted from a virtual machine hard drive and the system logs of two
1 https://ristov.github.io/logcluster/.
2 https://github.com/stefanthaler/2017-ecml-forensic-unsupervised.
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Table 1. The log ﬁle statistics are as follows
Log name Lines Signatures Unique tokens
Forensic 11.023 852 4.114
BlueGene/L 474.796 355 114.495
Spirit2 716.577 691 59.972
high-performance cluster computers, BlueGene/L(BGL) and Spirit [13]. An
overview over the log statistics is presented in Table 1.
We created our forensic log by extracting it from a Ubuntu 16.04 system
image disk using the open source log2timeline tool3. We manually created the
signatures for this dataset by looking at the Ubuntu source code. The diﬀerence
between a forensic log and a system log is that a forensic log contains informa-
tion from multiple log ﬁles on the examined system, whereas a system log only
contains the logs that were reported by the system daemon. The system log is
part of the forensic log, but it also contains other logs, which typically leads to
more complexity in such log ﬁles.
BlueGene/L(BGL) was a high-performance cluster that was installed in
the Lawrence Livermore National Labs. The publicly available system log was
recorded during March 6th and April 1st in 2006. It consists of 4.747.963 log
lines in total. In our experiments, we use a stratiﬁed sample which has 474.796
log lines. We manually extracted the signatures for this log ﬁle.
Spirit was a high-performance cluster that was installed in the Sandia
National Labs. The publicly available system log was recorded during Janu-
ary 1st and the 11th of July in 2006. It consists of 272.298.969 log lines in total.
In our experiments, we use a stratiﬁed sample which has 716.577 lines. We also
extracted the signatures for this log by hand.
The BlueGene/L and the Spirit logs are publicly available and can be down-
loaded from the Usenix webpage4. We publish our dataset on GitHub5.
For all three log ﬁles, we removed ﬁxed position data such as timestamps or
dates at the beginning of each log message. In the case of our forensic log we
completely removed these columns. In the case of the other two logs, we replaced
the ﬁxed elements with special token, such as TIME STAMP. We added this
preprocessing because it reduces the sequence complexity, but it does not reduce
the quality of the extracted signatures.
3.3 Hyper Parameters and Training Details
IPLoM supports the following parameters: File support threshold (FST), which
controls the number of clusters found; partition support threshold (PST), which
limits the backtracking of the algorithm; upper bound (UB) and lower bound
3 https://github.com/log2timeline/.
4 https://www.usenix.org/cfdr-data.
5 https://github.com/stefanthaler/2017-ecml-forensic-unsupervised.
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(LB) which control when to split a cluster and cluster goodness threshold
(CGT) [11]. We evaluate IPLoM by performing a grid search on the following
parameter ranges: FST between 1 and 20 in 1 steps, PST of 0.05, UB between
0.5 and 0.9 in 0.1 steps, LB, between 0.1–0.5 in 0.1 steps and CGT between 0.3
and 0.6 in 0.1 steps. We chose the parameters according to the guidelines of the
original paper.
LogCluster supports two main parameters: support threshold (ST), which
controls the minimum amount of patterns and the word frequency (WF), which
sets the frequency of words within a log line. We evaluate LogCluster by per-
forming grid search using the following parameter ranges: ST between 1 and
3000 in and WF of 0.3, 0.6 and 0.9.
We generate each input token sequence by splitting a log line at each special
character. Furthermore, we add a special token at the beginning and the end
of the sequence that marks the beginning and the end of a sequence. Within a
batch, sequences are zero-padded to the longest sequence in this batch, and zero
inputs are ignored during training.
All embeddings and LSTM cells had 256 units. Both encoder and decoder
network had a 1-layer LSTM. We trained all our LSTM auto-encoders for ten
epochs using RMSProp [22]. We used a learning rate of 0.02 and decayed the
learning rate by 0.95 after every epoch. Each training batch had 200 examples
and the maximum length number of steps to unroll the LSTM auto-encoder was
200. We used 500 samples to calculate the sampled softmax loss. We used dropout
on the decoder network outputs [17] to prevent overﬁtting and to regularize our
network to learn independent representations. Finally, we clip the gradients of
our LSTM encoder and LSTM decoder at 0.5 to avoid exploding gradients [14].
The hyper parameters and the architecture of our model were empirically
determined. We tried LSTMs with attention mechanism [3], batch normalization,
multiple layers of LSTMs, and more units. However, these measures had little
eﬀect on the quality of the clusters; therefore we chose the simplest possible
architecture. We used the same architecture and hyper parameters for all our
experiments.
The second step in our method is to cluster the embedded log lines to ﬁnd
signatures. We cluster the embedded log lines using the BIRCH cluster algo-
rithm [27]. We performed the clustering using grid search on distance thresholds
between 1 and 50 in 0.5 steps, and a branching factor of either 15, 30 or 50.
3.4 Results
We report the results of our experiments in Table 2. Each value reports the
best performing hyper parameter settings. Each score is the average of 10-fold
random sub-sampling followed by the standard deviation of this average. We
do not report on the Silhouette score for LogCluster and IPLoM because both
algorithms do not provide a means to calculate the distance between diﬀerent
log lines.
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Table 2. Log clustering evaluation, best averages and standard deviation.
Log ﬁle Approach V-Measure Adj. Mut. Inf. Silhouette
Forensic LogCluster [23] 0.904 ±0.000 0.581 ±0.000 N/A
IPLoM [11] 0.825± 0.001 0.609± 0.001 N/A
LSTM-AE+C (Ours) 0.935± 0.002 0.864± 0.004 0.705± 0.001
BlueGene/L LogCluster [23] 0.592± 0.004 0.225± 0.005 N/A
IPLoM [11] 0.828± 0.003 0.760± 0.005 N/A
LSTM-AE+C (ours) 0.948± 0.005 0.900± 0.001 0.827± 0.002
Spirit LogCluster [23] 0.829± 0.002 0.677± 0.004 N/A
IPLoM [11] 0.920± 0.004 0.895± 0.003 N/A
LSTM-AE+C (ours) 0.930± 0.010 0.902± 0.008 0.815± 0.004
3.5 Discussion of Results
As can be seen from Table 2, our approach signiﬁcantly outperforms the two
word-frequency based baseline approaches on the three datasets, both regarding
V-Measure and Adjusted Mutual Information. The standard deviation is below
0.005 in all reported experiments, which indicates that clustering is consistently
stable over the datasets.
For all three log ﬁles we obtain a Silhouette score of greater than 0.70, which
indicates that the cluster algorithm has found a strong structure in the embed-
ded log lines. The weakest structure has been found in the Forensic log. We
hypothesize that the high signature-to-log-line ratio in this log causes the lower
Silhouette score.
Finding the optimal number of clusters for a clustering or signature extraction
approach is a well-known problem. We do not address the topic of ﬁnding the
optimal number of signatures in this paper, but it is a fundamental research
topic in many methods for ﬁnding the optimal number of clusters have been
proposed, for example [18,21].
4 Related Work
Log signature extraction has been studied to achieve a variety of goals such
as anomaly and fault detection in logs [5], pattern detection [1,12,23], proﬁle
building [23], or compression of logs [12,20].
Most of the approaches use word-position or word-frequency based heuristics
to extract signatures from logs. Tang et al. propose to use frequent word-bigrams
to obtain signatures [20]. Fu et al. propose to use a weighted word-edit distance
function to extract signatures [5]. Makanju et al. use the log line length as well as
word frequencies to extract signatures [11]. Vaarandi et al. use word frequencies
and word correlation scores to determine the ﬁxed parts of log lines and thereby
the signatures [23]. Xu et al. propose a method that is not base on statistical
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features of the log lines. Instead, they propose to create to extract the signatures
from the source code [26].
Recently, RNN sequence-to-sequence models have been successfully applied
for neural language modeling and statistical machine translation tasks [2,3,19].
Apart from that, Johnson et al. demonstrated on a large scale that sequence-
to-sequence models can be used to allow translation between languages even if
explicit training data from source to target language is not available [9].
Auto-encoders have been successfully applied to clustering tasks, such as
clustering text and images [25]. Variational recurrent auto-encoders have been
used to cluster music snippets [4].
5 Conclusion and Future Work
We have presented the LSTM-AE+C a method for clustering forensic logs
according to their log signatures. Knowing that log lines belong to the same
signature enables a forensic investigator to run more sophisticated analysis on
a forensic log, for example, to reconstruct security incidents. Our method uses
two components: an LSTM encoder and a hierarchical clustering algorithm. The
LSTM encoder is trained as part of an auto-encoder on a log in an unsupervised
fashion, and then the clustering algorithm assigns embedded log lines to their
signature.
Experiments on three diﬀerent datasets show that this method outperforms
two state-of-the-art algorithms on clustering log lines based on their signatures
both in V-Measure and adjusted mutual information. Moreover, we ﬁnd that the
Silhouette score of all found clusters by our method are greater than 0.70, which
indicates strongly structured clusters.
One potential way of improving this method is to add a regularization term
that aids the auto-encoder in embedding the clustering. Adding a regularization
term could be a possible way to inject domain knowledge in the learning process
and therefore increase the quality of the learned representation. For example, one
could penalize the reconstruction loss of likely variable parts such as memory
addresses, numbers or dates less.
Furthermore, we intend to investigate whether the attention mechanism of
attentive LSTMs could be used to identify mutable and ﬁxed parts of log lines.
Finally, another future direction to our approach is to extract signatures that
are human-interpretable. One potential way of addressing this is by using the
decoder network to sample log lines from the embedding space.
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Abstract. The future planning, management and prediction of water
demand and usage should be preceded by long-term variation analysis
for related parameters in order to enhance the process of developing
new scenarios whether for surface-water or ground-water resources. This
paper aims to provide an appropriate methodology for long-term pre-
diction for the water ﬂow and water level parameters of the Shannon
river in Ireland over a 30-year period from 1983–2013 through a frame-
work that is composed of three phases: city wide scale analytics, data
fusion, and domain knowledge data analytics phase which is the main
focus of the paper that employs a machine learning model based on deep
convolutional neural networks (DeepCNNs). We test our proposed deep
learning model on three diﬀerent water stations across the Shannon river
and show it out-performs four well-known time-series forecasting models.
We ﬁnally show how the proposed model simulate the predicted water
ﬂow and water level from 2013–2080. Our proposed solution can be very
useful for the water authorities for better planning the future allocation
of water resources among competing users such as agriculture, demotic
and power stations. In addition, it can be used for capturing abnormali-
ties by setting and comparing thresholds to the predicted water ﬂow and
water level.
Keywords: Deep learning · Water management
Convolutional neural networks · Urban computing
1 Introduction
Simulating and forecasting the daily time step for the hydrological parame-
ters especially daily water ﬂow (streamﬂow) and water level with sort of high
c© Springer International Publishing AG 2017
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accuracy on the catchment scale is a key role in the management process of water
resource systems. Reliable models and projections can be hugely used as a tool
by water authorities in the future allocation of the water resource among com-
peting users such as agriculture, demotic and power stations. Catchment char-
acteristics are important aspects in any hydrological forecasting and modeling
process. The performance of modeling and projection methods for single hydro-
metric station varies according to its catchment climatic zone and characteristics.
Karran et al. [11] state that methods that are proven as eﬀective for modeling
streamﬂow in the water abundant regions might be unusable for the dryer catch-
ments, where water scarcity is a reality due to the intermittent nature of streams.
Climate characteristics may severely aﬀect the performance of diﬀerent forecast-
ing methods in diﬀerent catchments and this area of research still requires much
more exploration. The understanding of streamﬂow and water level dynamics is
very important, which is described by various physical mechanisms occurring on
a wide range of temporal and spatial scales [20]. Simulating these mechanisms
and relations can be executed by physical, conceptual or data-driven models.
However physical and conceptual models are the only current ways for providing
physical interpretations and illustrations into catchment-scale processes, they
have been criticized for being diﬃcult to implement for high-resolution time-
scale prediction, in addition to the need too many diﬀerent types of data sets,
which are usually very diﬃcult to obtain. In general, physical and conceptual
models are very diﬃcult to run and the more resolution they have, the more
data they need, which leads to over parametrize complex models [1].
Fig. 1. Shannon river catchments and segments.
In this paper, we introduce a water management framework for the aim of
providing insights of how to better allocate water resources by providing a highly
accurate forecasting model based on deep convolutional neural networks (termed
as DeepCNNs in the rest of the paper) for predicting the water ﬂow and water
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level for the Shannon river in Ireland, the longest river in Ireland at 360.5 km.
It drains the Shannon River Basin which has an area of 16,865 km2, one ﬁfth
of the area of Ireland. Figure 1 shows Shannon river segments and catchments
across Ireland. To the best of our knowledge, this paper is the ﬁrst to explore
and show the eﬀectiveness of the deep learning models in the hydrology domain
for long-term projections by employing deep convolutional network model and
comparing its performance and showing that it out-performs other well-known
time series forecasting models. We organize the paper as follows: Sect. 2 reviews
the related work and identify our exact contribution with respect to the state-
of-the-art. Section 3 introduces our proposed framework for water management.
Section 4 presents the proposed architecture of the deep convolutional neural
networks. Section 5 describes the experiments illustrates our results. Finally, we
conclude the paper in Sect. 6.
2 Related Work
Artiﬁcial Neural Networks (ANNs) have been used in hydrology in many appli-
cations such as water ﬂow (stream ﬂow) modeling, water quality assessment and
suspended sediment load predictions. The ﬁrst uses for ANN in hydrology is
introduced initially in the early 1990s [3], which ﬁnd the method useful for fore-
casting process in the hydrological application. The ANN then has been used
in many hydrological applications to conﬁrm the usefulness and to model diﬀer-
ent hydrological parameters, as stream ﬂow. The multi-layer perceptron (MLP)
ANN models seem to be the most used ANN algorithms, which are optimized
with a back-propagation algorithm, these models are improved the short-term
hydrological forecasts. Examples of recent remarkable published applications for
the use of ANN in hydrology are as follows [2,12]. Support Vector Machines
(SVMs) have been recently adapted to the hydrology applications that is ﬁrstly
used in 2006 by Khan and Coulibaly in [13], who state that SVR model out
performs MLP ANNs in 3–12 month water levels predictions of a lake, then the
use of SVM in hydrology has been promoted and recommended in many studies’
as described in [4] from the use of ﬂood stages, storm surge prediction, stream
ﬂow modeling to even daily evapotranspiration estimations.
The limited ability to process the non-stationary data is the biggest concern
of the machine learning techniques applied to the hydrology domain, which leads
to the recent application of hybrid models, where the input data are preprocessed
for non-stationary characteristics ﬁrst and then run through the post processing
machine learning models to deal with the non-linearity issues. Wavelet transfor-
mation combined with machine learning models has been proven to give highly
accurate and reliable short-term projections. The most popular hybrid model
is the wavelet transform coupled with an artiﬁcial neural network (WANN).
Kim and Valde´s [14] is one of the ﬁrst hydrological applications of the WANN
model, which address the area of forecasting drought in the Conchos River Basin,
Mexico, then many following published studies provide the application of WANN
in streamﬂow forecasting and many research areas in hydrological modeling and
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prediction. In general, all the studies that compare between the ANN and WANN
conclude that the WANN models have outperformed the stand alone ANNs [3].
Furthermore, wavelet transform coupled with SVM/SVR (WSVM/WSVR) has
been proposed to be used in hydrology applications. To the best of our knowl-
edge, there is a very little research into the application of this hybrid model for
streamﬂow forecasting and there is no application on water level forecasting.
Karran et al. [11] compares the use of four diﬀerent models, artiﬁcial neural
networks (ANNs), support vector regression (SVR), wavelet-ANN, and wavelet-
SVR for one single station in each watershed of Mediterranean, Oceanic, and
Hemiboreal watershed, the results show that SVR based models performed best
overall. Kisi et al. [16] have applied the WSVR models with diﬀerent methods to
model monthly streamﬂow and ﬁnd that the WSVR models outperformed the
stand alone SVR. From the previous state-of-the-art work, we have concluded
that the previous mentioned machine learning models (ANNs, SVMs, WANNS,
and WSVMs) are the most well-studied and well-known in the ﬁeld of hydrology.
Hence, we build in this paper four baselines employing the previous mentioned
models for having a fair comparison for our proposed deep convolutional neural
networks across three various water stations. To the best of our knowledge, this
paper is the ﬁrst to adapt Deep Learning technique in the hydrology domain and
showing better accuracy across three water stations compared to state-of-the-art
models used in the hydrology applications.
3 Water Management Framework
In this section, we summarize the three phases for the proposed framework
for predicting water ﬂow and water level through multistage analytics process.
(a) City wide scale data analytics: This phase is composed mainly of two
steps, the ﬁrst step utilize the dynamically spatial distributed water balance
model integrating the climate and land use changes. This stage use a wide range
of input parameters and grids including seasonally climate variables and changes,
land use and its seasonal parameters and future changes, seasonal groundwater
depth, soil properties, topography, and slope. The output of this step is sev-
eral parameters including runoﬀ, recharge, interception, evapotranspiration, soil
evaporation, transpiration including total uncertainties or error in the water bal-
ance. We utilize runoﬀ from this step as an extracted feature to be passed to
the data storage (please refer to [6] for the description of the used model). In the
second step, we gathered the data for the temp-max and temp-min from Met
Eireann1 from 1983–2013, the national meteorological service in Ireland. We fur-
ther simulated the future temperatures from 2013–2080 using statistical down
scaling model as described in [7]. (b) Data Fusion: In this phase, we follow
a stage-based fusion method [22] in which we fused the features extracted from
the previous stage with the two observed outputs for water ﬂow and water level
from 1983–2013. Furthermore, we normalize and scale the data and store it in a
1 http://www.met.ie.
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data-storage for further being processed by the next phase. (c) Domain knowl-
edge data analytics: This phase is our main focus for the paper in which we
consume the features stored in the data-storage and train our proposed model
along with the baseline models for the aim of predicting water ﬂow and water
level across three diﬀerent water stations.
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Fig. 2. Water management framework.
4 Deep Convolutional Neural Networks
In order to design an eﬀective forecasting model for predicting water ﬂow and
water level across several years, we needed to exploit the time series nature of the
data. Intuitively, analyzing the data over a suﬃcient wide time interval rather
than only including the last reading would potentially lead to more information
for the future water ﬂow and water level. A ﬁrst approach is that we concatenate
various data samples together and feed them to a machine learning model, this
is what we did in the baseline models which boosts the performance achieved.
To achieve further improvements, we make use of the adequacy of convolutional
neural networks for such type of data [18]. We propose the following architec-
ture, each input sample consists of 10 consecutive readings concatenated together
(10 worked best on our datasets). Each of the three input features (Temp-max,
Temp-min, and Run-oﬀ) is fed to the network to a separate channel. The result-
ing dataset is a tensor of N ×T ×D dimensions, where N is the number of data
points (the total number of records minus the number of concatenated readings).
T is the length of the concatenated strings of events and D is the number of col-
lected features. Each of the resulting tensor records, of dimensionality 1×T ×D
is processed by a stack of convolution layers as shown in Fig. 3.
The ﬁrst convolution layer utilizes a set of three-channel convolution ﬁlters of
size l. We do not employ any pooling mechanisms since the dimensionality of the
data is relatively low. In addition, zero padding was used for preserving the input
data dimensionality. Each of these ﬁlters provides a vector of length 10, each of its
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Fig. 3. The proposed convolutional neural network architecture (DeepCNNs).
elements further goes to non linear transformation using ReLu [19] as a transfer
function. The resulting outputs are further processed by another similar layers of
convolutional layers, with as many channels as convolution ﬁlters in the previous
layer. Given an input record x, we can therefore deﬁner the entries output by
ﬁlter f of convolution layer l at position i as shown in Eq. 1. Finally, the last
convolution layer is ﬂattened and further processed through a feedforward fully
connected layers.
a
(l)
f,i =
⎧
⎨
⎩
φ(
∑2
j=0
∑c−1
k=0 w
(l)
fjkxj,i+k−c/2 + bfl), if l = 0
φ(
∑n(l−1)−1
j=0
∑c−1
k=0 w
(l)
fjka
(l−1)
j,i+k−c/2 + bfl), otherwise
(1)
where φ is the non-linear activation function. xj,i is the value of a channel (which
corresponds to a feature) j at position i of the input record (if i is negative or
greater than 10, then xj,i = 0). w
(l)
fjk is the value of channel j of convolution
ﬁlter f of layer l at position k, and bfl is the bias of ﬁlter f at layer l. n(l) is the
number of convolutions ﬁlters at layer l.
5 Experiments
In this section, we ﬁrst describe the dataset used in our experiments, then we
give an overview on the used baseline models, and ﬁnally we show our results
discussing the key ﬁndings and observations.
5.1 Dataset
Following the procedures described in Fig. 2, the resulted datasets stored in the
data storage are comprised of ﬁve parameters named, max-temp, min-temp, run-
oﬀ, water ﬂow and water level where the ﬁrst three represents the featuresof the
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trained models while the later two represents the outputs of the models. The
used parameters can be deﬁned as follows:
– max-temp, min-temp: These are the highest and lowest temperatures
recorded in ◦C during each day in the dataset.
– run-oﬀ: Runoﬀ is described as the part of the water cycle that ﬂows over land
as surface water instead of being absorbed into groundwater or evaporating
and is measured in mm.
– water ﬂow: Water ﬂow (streamﬂow) is the volume of water that moves
through a speciﬁc point in a stream during a given period of time (one day
in our case) and is measured in m3/sec.
– water level: This parameter indicates the maximum height reached by the
water in the river during the day and is measured in m.
The previous parameters in the dataset are for 30-years (1983–2013) resulting
in 11,392 samples where each sample represents a day. The datasets formulated
related to three diﬀerent water hydrometric stations named, Inny, lower-shannon,
and suck.
5.2 Baselines
In this section we describe the baseline models that have been developed for
assessing the performance of the proposed deep convolutional neural network. We
choose two very popular ordinary machine learning algorithms that has already
shown success in hyrdology, Artiﬁcial Neural Networks (ANNs) [8] and Support
Vector Machines (SVMs) [4]. In addition, we choose two wavelet transformation
models that have shown stable outcomes and in particular for the time-series
forecasting problems, Wavelet-ANNs (WANNs) and Wavelet-SVMs (WSVMs).
– ANNs: We developed three layer feed-forward neural network employing
backpropogation algorithm. An automated RapidMinder algorithm proposed
in [17] is utilized for optimizing the number of neurons in the hidden layer
with setting the number of epochs to 500, learning rate to 0.1 and momentum
to 0.1 as well.
– SVMs: We developed SVM with non-linear dot kernel which requires two
parameters to be conﬁgured by the user, namely cost (C) and epsilon (). We
set C to 0.0001 and  to 0.001. The selected combination was adjusted to the
most precision that could be acquired through a trial and error process for a
more localized optimization for the model parameters.
We used Discrete Wavelet Transforms (DWTs) to decompose the original time
series into a time-frequency representation at diﬀerent scales (wavelet sub-times
series). In this type of baselines, we set the level of decomposition to 3, two
levels of details and one level of approximations. The signals were decomposed
using the redundant trous algorithm [5] in conjunction with the non-symmetric
db1 wavelet as the mother function2. Three sets of wavelet sub-time series were
2 The using of the a´trous algorithm with the db1 wavelet mother function is a result
of the optimizing Python Wavelet tool [9].
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created, including a low-frequency component (Approximation) that uncovers
the signal’s trend, and two sets of high-frequency components (Details). The
original signal is always recreated by summing the details with the smoothest
approximation of the signal. All the input time series are gone through the
designed wavelet transform and the resulted sub datasets have been used by the
following models:
– WANNs: The decomposed time series are fed to the ANN method for the
prediction of water ﬂow and water level for one day ahead. The WANNs model
employs discrete wavelet transform to overcome the diﬃculties associated
with the conventional ANN model, as the wavelet transform is known to
overcome the non-stationary properties of time series.
– WSVMs: The WSVR are built in the same way as the WANN model.
5.3 Results and Discussion
We followed the previous design for the convolutional neural network in which
we performed a random grid search of the hyperparameter space and choose
the best performing set. We found that the best performing model is composed
of 3 convolutional layers, each of which learns 32 convolution patches of width
5 employing zero padding. After the convolutional layers, we employed 8 fully
stacked connected layers. The convolutional layers are regularized using dropout
technique [21] with a probability of 0.2 for dropping units. All dense layers
employ L2 regularization with λ = 0.000025. All layers are batch normalized
[10] and use ReLu units [19] for activation with an exception for the output
layer because it is a regression problem and we are interested in predicting
numerical values directly without transform. The eﬃcient ADAM optimization
algorithm [15] is used and a mean squared error loss function is optimized with
a minibatches of size 10. We set aside 30% from the whole data for testing
the performance of the trained model while the 70% rest of the data act as
the training dataset. From the training dataset, we select 90% for training each
model, and the remaining 10% as the validation set, we used it to export the
best model if any improvements on the validation score, we continue the whole
process for 200 epochs. In addition, we reduce the learning rate by a factor of 2
once learning stagnates for 20 consecutive epochs. Figures 4, 5 and 6 show the
output of the previous training process for the Inny, lower-shannon, and suck
water stations respectively where the x axis represents the daily time steps while
y axis indicates the output whether it is the water ﬂow (streamﬂow) or water
level. The blue line in the ﬁgures indicates the original dataset (ground truth),
the green indicates the output of the model on the training dataset, while the
red line indicates the output of the model on the test data in which it has not
been exposed at all to the model during the training procedures.
We compare our proposed model with the other baseline models described
in the previous section. We use the following three evaluation metrics for our
comparisons: (a) Root-mean-square error (RMSE): is the most frequently used
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Fig. 4. Inny water station.
Fig. 5. Lower-shannon water station.
Fig. 6. Suck water station.
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Table 1. Comparison between baseline models and DeepCNNs.
Water station Model Water ﬂow Water level
RMSE MAE R2 RMSE MAE R2
Inny ANNs 2.721 1.249 0.977 0.061 0.025 0.982
SVMs 2.712 0.956 0.977 0.06 0.022 0.983
WANNs 2.785 1.389 0.977 0.061 0.026 0.982
WSVMs 2.673 0.933 0.978 0.06 0.023 0.983
DeepCNNs 2.14 0.92 0.98 0.05 0.02 0.99
Lower-Shannon ANNs 27.1 16.665 0.974 0.063 0.039 0.853
SVMs 29.782 18.191 0.969 0.066 0.037 0.842
WANNs 27.335 16.622 0.973 0.063 0.038 0.854
WSVMs 30.715 19.89 0.968 0.065 0.036 0.842
DeepCNNs 22.30 13.43 0.98 0.05 0.03 0.87
Suck ANNs 4.25 2.09 0.985 0.08 0.042 0.986
SVMs 3.831 1.783 0.987 0.079 0.031 0.986
WANNs 4.252 1.954 0.985 0.079 0.039 0.986
WSVMs 4.075 1.469 0.985 0.08 0.031 0.986
DeepCNNs 3.46 1.43 0.99 0.06 0.03 0.99
metric for assessing time-series forecasting models which measures the diﬀer-
ences between values predicted by a model and the values actually observed.
(b) Mean absolute error (MAE): is a quantity used to measure how close fore-
casts or predictions are to the eventual outcomes. (c) Coeﬃcient of determination
(R2): is a metric that gives an indication about the goodness of ﬁt of a model
in which a closer value to 1 indicates a better ﬁtted model. Table 1 illustrates
the results of the comparisons between our proposed model and all baselines
across the previous described three performance metrics for the three diﬀerent
water stations. Interestingly, we noticed that the proposed deep convolutional
neural network model outperforms all baselines across the three diﬀerent per-
formance metrics. This suggests that predicting water ﬂow and water level in
rivers manifests itself in a complex fashion, and motivates further research in the
application of deep learning methods to the water management domain. From
such comparison, it is observed as well that SVMs is the second best performing
model for the Inny and Suck water stations. ANNs is the second best performing
model for the lower-shannon water station for both outputs.
Finally, and based on the forecasted/simulated values for the features (Temp-
max, Temp-min and run-oﬀ) from 2013–2080, we show in Fig. 7a and b the pre-
diction for water ﬂow and water level respectively for the lower-shannon station
employing our trained model based on the DeepCNNs. Based on the predictions
by our proposed model, it is worth noting from Fig. 7a that there will be a signif-
icant increase in the water ﬂow crossing 250m3 in several days across 2028, 2040
and 2059 while a less but still signiﬁcant increase across several days in 2047,
2048, 2076 and 2078. It could be observed as well from Fig. 7b that there will be
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a signiﬁcant rise of water level crossing 33.4m in several days in 2021 and bit
less in 2032, 2044, 2045 and others as well. These results should be very useful
for further being assessed by water authorities for building mitigation plans for
the impact of such increase as well as better planning for water allocation across
various competing users.
Fig. 7. Predictions of water ﬂow and water level for lower-shannon water station from
2013–2080 using the DeepCNNs proposed model.
6 Conclusion and Outlook
This paper presents the application of a new data-driven methods for model-
ing and predicting daily water ﬂow and water level on the catchment scale for
the Shannon river in Ireland. We have designed a deep convolutional network
architecture to exploit the time-series nature of the data. Using several features
captured at real across three various water stations, we have shown that the pro-
posed convolutional network outperforms other four well-known time series fore-
casting models (ANNs, SVMs, WANNs and WSVMs). The inputs to the models
consist of a combination of 30-years daily time series data sets (1983–2013),
which can be divided between observed data sets (maximum temperature, min-
imum temperature, water level and water ﬂow) and simulated data set, runoﬀ.
Based on the proposed deep convolutional network model, we further show the
predictions of the water ﬂow and water level for the lower-shannon water station
from the duration of 2013–2080. Our proposed solution should be very useful for
water authorities in the future allocation of water resources among competing
users such as agriculture, demotic and power stations. In addition, it could for-
mulate the basis of a decision support system by setting thresholds on water ﬂow
and water level predictions for the sake of creating accurate emergency alarms
for capturing any expected abnormalities for the Shannon river.
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Abstract. The rapid growth of Web usage for advertising job positions
provides a great opportunity for real-time labour market monitoring.
This is the aim of Labour Market Intelligence (LMI), a ﬁeld that is
becoming increasingly relevant to EU Labour Market policies design and
evaluation. The analysis of Web job vacancies, indeed, represents a com-
petitive advantage to labour market stakeholders with respect to classical
survey-based analyses, as it allows for reducing the time-to-market of the
analysis by moving towards a fact-based decision making model. In this
paper, we present our approach for automatically classifying million Web
job vacancies on a standard taxonomy of occupations. We show how this
problem has been expressed in terms of text classiﬁcation via machine
learning. Then, we provide details about the classiﬁcation pipelines we
evaluated and implemented, along with the outcomes of the validation
activities. Finally, we discuss how machine learning contributed to the
LMI needs of the European Organisation that supported the project.
Keywords: Machine learning · Text classiﬁcation
Governmental application
1 Introduction
In recent years, the European Labour demand conveyed through specialised Web
portals and services has grown exponentially. This also contributed to introduce
the term “Labour Market Intelligence” (LMI), that refers to the use and design
of AI algorithms and frameworks to analyse Labour Market Data for supporting
decision making. This is the case ofWeb job vacancies, that are job advertisements
containing two main text ﬁelds: a title and a full description. The title shortly
summarises the job position, while the full description ﬁeld usually includes the
position details and the relevant skills that the employee should hold.
There is a growing interest in designing and implementing real LMI applica-
tions to Web Labour Market data for supporting the policy design and evalu-
ation activities through evidence-based decision-making. In 2010 the European
c© Springer International Publishing AG 2017
Y. Altun et al. (Eds.): ECML PKDD 2017, Part III, LNAI 10536, pp. 330–342, 2017.
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Commission has published the communication “A new impetus for European
Cooperation in Vocational Education and Training (VET) to support the Europe
2020 strategy”,1 aimed at promoting education systems in general, and VET in
particular. In 2016, the European Commission’s highlighted the importance of
Vocational and Educational activities, as they are “valued for fostering job-
speciﬁc and transversal skills, facilitating the transition into employment and
maintaining and updating the skills of the workforce according to sectorial,
regional, and local needs”.2 In 2016, the EU and Eurostat launched the ESSnet
Big Data project, involving 22 EU member states with the aim of “integrating
big data in the regular production of oﬃcial statistics, through pilots exploring
the potential of selected big data sources and building concrete applications”.
The rationale behind all these initiatives is that reasoning over Web job
vacancies represents an added value for both public and private labour mar-
ket operators to deeply understand the Labour Market dynamics, occupations,
skills, and trends: (i) by reducing the time-to-market with respect to classical
survey-based analyses (results of oﬃcial Labour Market surveys actually require
up to one year before being available); (ii) by overcoming the linguistic bound-
aries through the use of standard classiﬁcation systems rather than proprietary
ones; (iii) by representing the resulting knowledge over several dimensions (e.g.,
territory, sectors, contracts, etc.) at diﬀerent level of granularity and (iv) by
evaluating and comparing international labour markets to support fact-based
decision making.
Contribution. In this paper we present our approach for classifying Web job
vacancies, we designed and realised within a research call-for-tender3 for the
Cedefop EU organisation4. Speciﬁcally, the goal of this project was twofold:
ﬁrst, the evaluation of the eﬀectiveness of using Web Job vacancies for LMI
activities through a feasibility study, second, the realisation of a working pro-
totype that collects and analyses Web job vacancies over 5 Countries (United
Kingdom, Ireland, Czech Republic, Italy, and Germany) for obtaining near-real
time labour market information. Here we focus on the classiﬁcation task show-
ing the performances achieved by three classiﬁcation pipelines we evaluated for
realising the system.
We begin by discussing related work in Sect. 2. In Sect. 3 we discuss how
the problem of classifying Web job vacancies has been solved through machine
learning, providing details on the feature extraction techniques used. Section 4
1 Publicly available at https://goo.gl/Goluxo.
2 The Commission Communication “A New Skills Agenda for Europe” COM (2016)
381/2, available at https://goo.gl/Shw7bI.
3 “Real-time Labour Market information on skill requirements: feasibility study and
working prototype”. Cedefop Reference number AO/RPA/VKVET-NSOFRO/Real-
time LMI/010/14. Contract notice 2014/S 141-252026 of 15/07/2014 https://goo.
gl/qNjmrn.
4 Cedefop European agency supports the development of European Vocational Educa-
tion and Training (VET) policies and contributes to their implementation - http://
www.cedefop.europa.eu/.
332 R. Boselli et al.
provides the experimental results about the evaluation of three distinct pipelines
employed. Section 5 concludes the paper and describes the ongoing research.
2 Related Work
Labour Market Intelligence is an emerging cross-disciplinary ﬁeld of studies that
is gaining research interests in both industrial and academic communities.
Industries. Information extraction from unstructured texts in the labour market
domain mainly focused on the e-recruitment process (see, e.g., [19]) attempting
to support or automate the resume management by matching candidate proﬁles
with job descriptions using machine learning approaches [11,30,32]. Concern-
ing companies, their need to automatize Human Resource (HR) department
activities is strong; as a consequence, a growing amount of commercial skill-
matching products have been developed in the last years, for instance, Burning-
Glass, Workday, Pluralsight, EmployInsight, and TextKernel. To date, the only
commercial solution that uses international standard taxonomies is Janzz: a Web
based platform to match labour demand and supply in both public and private
sectors. It also provides APIs access to its knowledge base, but it is not aimed
at classifying job vacancies. Worth of mentioning is Google Job Search API, a
pay-as-you-go service announced in 2016 for classifying job vacancies through
the Google Machine Learning service over O*NET, that is the US standard
occupation taxonomy. Though this commercial service is still a closed alpha, it
is quite promising and also sheds the light on the needs for reasoning with Web
job vacancies using a common taxonomy as baseline.
Literature. Since the early 1990s, text classification (TC) has been an active
research topic. It has been deﬁned as “the activity of labelling natural lan-
guage texts with thematic categories from a predeﬁned set” [29]. Most popular
techniques are based on the machine learning paradigm, according to which an
automatic text classiﬁer is created by using an inductive process able to learn,
from a set of pre-classiﬁed documents, the characteristics of the categories of
interest.
In the recent literature, text classiﬁcation has proven to give good results in
categorizing many real-life Web-based data such as, for instance, news and social
media [15,33], and sentiment analysis [20,25]. To the best of our knowledge, text
classiﬁers have not been applied yet to the classiﬁcation of Web job vacancies
published on several Web sites for analysing the Web job market of a geographical
area, and this system is the ﬁrst example in this direction.
All these approaches are quite relevant and eﬀective, and they also make evi-
dence of the importance of the Web for labour market information. Nonetheless,
they diﬀer from our approach in two aspects. First, we aim to classify job vacan-
cies according to a target classiﬁcation system for building a (language inde-
pendent) knowledge base for analyses purposes, rather than matching resumes
on job vacancies. Furthermore, resumes are usually accurately written by can-
didates whilst Web advertisements are written in a less accurate way, and this
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quality issue might have unpredictable eﬀects on the information derived from
them (see, e.g. [6,9,21,22] for practical applications). Second, the system aims
at producing analyses based on standard taxonomies to support the fact-based
decision making activities of several stakeholders.
3 Text Classification in LMI
The Need for a Standard Occupations Taxonomy. The use of proprietary and
language-dependent taxonomies can prevent the eﬀective monitoring and evalu-
ation of Labour Market dynamics across national borders. For these reasons, a
great eﬀort has been made by International organisations for designing standard
classiﬁcations systems, that would act as a lingua-franca for the Labour Market
to overcome the linguistic boundaries as well. One of the most important classi-
ﬁcation system designed for this purposes is ISCO: The International Standard
Classification of Occupations has been developed by the International Labour
Organization as a four-level classiﬁcation that represents a standardised way for
organising the labour market occupations. In 2014, ISCO has been extended
through ESCO: the multilingual classiﬁcation system of European Skills, Com-
petences, Qualiﬁcations and Occupations, that is emerging as the European
standard for supporting the whole labour market intelligence over 24 EU lan-
guages. Basically, the ESCO data model includes the ISCO hierarchical structure
as a whole and extends it through a taxonomy of skills, competences and quali-
ﬁcations.
3.1 The Classification Task
Text categorisation aims at assigning a Boolean value to each pair (dj , ci) ∈
D × C where D is a set of documents and C a set of predeﬁned categories. A
true value assigned to (dj , ci) indicates document dj to be set under the category
ci, while a false value indicates dj cannot be assigned under ci. In our scenario,
we consider a set of job vacancies J as a collection of documents each of which
has to be assigned to one (and only one) ISCO occupation code. We can model
this problem as a text classiﬁcation problem, relying on the deﬁnition of [29].
Formally speaking, let J = {J1, . . . , Jn} be a set of job vacancies, the classi-
ﬁcation of J under the ESCO classiﬁcation system consists of |O| independent
problems of classifying each job vacancy J ∈ J under a given ESCO occupation
code oi for i = 1, . . . , |O|. Then, a classifier is a function ψ : J × O → {0, 1}
that approximates an unknown target function ψ˙ : J × O → {0, 1}. Clearly, as
we deal with a single-label classiﬁer, ∀j ∈ J the following constraint must hold:∑
o∈O ψ(j, o) = 1.
In this paper, job vacancies are classiﬁed according to the 4th level of the
ISCO taxonomy (and the corresponding multilingual concepts of the ESCO
ontology) as further detailed in the next sections. The choice of the ISCO 4th
level (also referred as ISCO 4 digits classiﬁcation) is a trade-oﬀ between the
granularity of occupations (the more digits the better) and the eﬀort to develop
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an automatic classiﬁer (the fewer digits the better). The job vacancy classiﬁca-
tion is translated into a supervised machine learning text classiﬁcation problem,
namely a multiclass single label classiﬁcation problem i.e., a job oﬀer is classiﬁed
to one and only one 4 digits ISCO code over a set of 436 available ones.
Within this project we decided to use titles for occupation classiﬁcation.
Indeed, in our very preliminary studies [2] we experimentally observed that titles
are often concise and highly focused on describing the proposed occupations
while other topics are hardly dealt, making titles suitable for the classiﬁcation
task.
3.2 Feature Extraction
Two feature extraction methods have been evaluated for classifying job occupa-
tion, namely: Bag of Word Approach, and Word2Vec, that we describe in the
following.
Bag of Word Feature Extraction. Titles were pre-processed according to the
following steps: (i) html tag removal, (ii) html entities and symbol replacement,
(iii) tokenization, (iv) lower case reduction, (v) stop words removal (using the
stop-words list provided by the NLTK framework [5]), (vi) stemming (using the
Snowball stemmer), (vii) n-grams frequency computation (actually, unigram and
bigram frequencies were computed, n-grams which appear less than 4 times or
that appear in more than 30% of the documents are discarded, since they are
not signiﬁcant for classiﬁcation). Each title is pre-processed according to the
previous steps and is transformed into a set of n-gram frequencies.
Word2Vec Feature Extraction. Each word in a title was replaced by a cor-
responding vector of an n-dimensional space. We used a vector representation of
words belonging to the family of neural language models [3] and speciﬁcally we
used the Word2Vec [23,24] representation.
In neural language models, every word is mapped to a unique vector, given
a word w and its context k (n words nearby w), the concatenation or sum of
the vectors of the context words is then used as features for prediction of the
word w [24]. This problem can be viewed as a machine learning problem where
n context words are fed into a neural network that should be trained to predict
the corresponding word, according to the Continuous Bag of Words (CBOW)
model proposed in [23].
The word vector representations are the coeﬃcient of the internal layers of
the neural network, for more details the interested reader can refer to [24]. The
word vectors are also called word embeddings.
After the training ends, words with similar meaning are mapped to a similar
position in the vector space [23]. For example, “powerful” and “strong” are close
to each other, whereas “powerful” and “Paris” are more distant. The word vector
diﬀerences also carry meaning.
We used the GENSIM [27] implementation of Word2Vec to identify the vec-
tor representations of the words. Since Word2Vec requires huge text corpora for
producing meaningful vectors, we used all the downloaded job vacancies to train
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the Word2Vec (the unlabelled dataset, about 6 Million of job vacancies, as out-
lined in Sect. 4.1). The 6 Million job vacancy texts underwent the steps from (i)
to (vi) of the processing pipeline described in Subsect. 3.2 before being used for
training the Word2Vec model. Actually, the Wod2Vec model was trained using
vectors of size equals to 300 using the CBOW training algorithm.
The Word2Vec embeddings were used to process the titles of the labelled
dataset introduced in Sect. 4.1 as follows: steps from (i) to (vi) of the processing
pipeline described in Subsect. 3.2 were executed on titles. The ﬁrst 15 tokens
of titles where considered (i.e., tokens exceeding the 15th were dropped, as the
aﬀected titles account for less than 0.2% of total vacancies). Each word in the
title was replaced by the corresponding (word) vector, e.g., given a set of n titles
each one composed by 15 words, the output of the substitution can be viewed as
a 3-dimensional array (e.g., a 3-dimensional matrix or a 3-dimensional tensor)
of the shape: [n documents, 15, word vector dimension].
4 Experimental Results
This section introduces the evaluation performed on the several classiﬁcation
pipelines and the dataset used.
4.1 Datasets
Two datasets have been considered in the experiments outlined in this section:
Labelled. A set of 35,936 job vacancies manually labelled using 4 digits ISCO
code. Not all the 4 digits ISCO occupations are present in the dataset, only
271 out of 436 ISCO codes were actually found. It is worth to mention that
ISCO tries to categorize all possible occupations, but some are hardly found
on the Web (e.g., 9624 Water and firewood collectors5). The interested reader
can refer to [13] for further information.
Unlabelled. A set of 6,005,916 unlabelled vacancies. The vacancies have been
collected for one year scraping 7 web sites focusing on the UK and Irish Job
Market. For each vacancy both a title and a full description is available.
The labelled dataset was used to train a classiﬁer to be used later to identify
the ISCO occupations on the unlabelled vacancy dataset. The latter was used to
compute the Word2Vec word embeddings.
In the following sections, the classiﬁcation pipelines we have evaluated are
introduced. For evaluation purposes, the labelled dataset was randomly split into
train and test (sub)sets containing respectively 75% and 25% of the vacancies.
The vacancies of each ISCO code were distributed in the two subsets using the
same proportions.
5 Tasks include cutting and collecting wood from forests for sale in market or for own
consumption . . . drawing water from wells, rivers or ponds, etc. for domestic use.
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4.2 Classification Pipelines
This subsection will introduce the several classiﬁcation pipelines which have
been evaluated for classifying job vacancies. Each pipeline has parameters whose
optimal values have been found performing a Grid Search as detailed in Sect. 4.3.
BoW - SVM. The BoW feature extraction pipeline (described in Sect. 3.2) was
used on the (labelled) training dataset and the results were used to feed two
classiﬁers, namely Linear SVM and Gaussian SVM, the latter also known as
radial basis function (RBF) SVM kernel [8]. They will be called LinearSVM and
RBF SVM hereafter.
According to [14], SVM is well suited to the particular properties of texts,
namely high dimensional feature spaces, few irrelevant features (dense con-
cept vector), and sparse instance vectors. The parameters evaluated during
the grid search are C ∈ {0.01, 0.1, 1, 10, 100} for LinearSVM classiﬁer, while
C ∈ {0.01, 0.1, 1}× Gamma ∈ {0.1, 1, 10} for RBF SVM.
BoW - Neural Network. The BoW feature extraction pipeline (described in
Sect. 3.2) was also used to feed the fully connected neural networks described
below. Each neural network has an input of size 5,820 (the number of features
produced by the feature extraction pipeline) and an output of size 271 (the
number of ISCO codes in the training set). Each layer (if not otherwise speciﬁed)
use the Linear Rectiﬁer as non linearity, excluding the last layer which uses
Softmax. In the networks described below each fully connected layer is preceded
by a batch normalization layer [12], whose purpose is to accelerate the network
training (and it doesn’t have an eﬀect on the classiﬁcation performances).
– (FCNN1) is a 4 layer neural network having 2 hidden layers: a batch normal-
ization and a fully connected layer of size 3, 000.
– (FCNN2) is a 5 layer neural network, having 4 hidden layers: two fully con-
nected layers respectively of 3, 900 and 2, 000 neuron size, each one preceded
by a batch normalization layer.
Word2Vec - Convolutional Neural Networks. Convolutional Neural Net-
works (CNNs) are a type of Neural Network where the ﬁrst layers act as ﬁlters
to identify patterns in the input data set and consequently to work on a more
abstract representation of the input. CNNs were originally employed in Com-
puter Vision, the interested reader can refer to [17,18,28] for more details. CNNs
have been employed to solve text classiﬁcation tasks [7,16].
In this paper, we evaluated the convolutional neural network described in
Table 1 over the results of the Word2Vec pipeline described in Sect. 3.2.
The ﬁrst two convolutional layers perform a convolution over the Word2Vec
features producing as output respectively the results of 200 and 100 ﬁlters. At
the end of the latter convolutional layer, each title can be viewed as a matrix
of 15 × 100 (respectively, the number of words and the quantity of ﬁlter values
computed on each word embedding). The FeaturePoolLayer averages the 15
values for each ﬁlter, at the end of this layer each title can be viewed as a vector
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Table 1. The Convolutional Neural Networks Structure. Each layer non linearity is
speciﬁed in the note (if any). A BatchNormLayer performs a batch normalization
Network layer Layer type Note
1 Input Layer input shape: [n documents, 15,
word vector dimension ]
2 Conv1DLayer num ﬁlters = 200, ﬁlter size = 1, stride = 1,
pad = 0, nonlinearity = linear rectiﬁer
3 Conv1DLayer num ﬁlters = 100, ﬁlter size = 1, stride = 1,
pad = 0, nonlinearity = linear rectiﬁer
4 FeaturePoolLayer for each ﬁlter it computes the mean across
the 15 word values
5 Fully Connected Layer num units = 2000, nonlinearity = linear
rectiﬁer
6 BatchNormLayer
7 Fully Connected Layer num units = 500, nonlinearity = linear
rectiﬁer
8 BatchNormLayer
9 Fully Connected Layer The ﬁnal layer, nonlinearity = softmax
of 100 values. Then, two fully connected layers follow of respectively 2, 000 and
500 neurons (each fully connected layer is preceded by a Batch Normalisation
Layer). The last layer has as many neurons as the number of ISCO codes available
in the training set and employs softmax as non linearity.
The network was trained using Gradient Descent, the network accounts for
about 106 weights to be updated during the training. It wasn’t necessary splitting
the documents into batches during the training since the GPU memory was
enough to handle all of them. The initial learning rate was 0.1 and Nesterov
Momentum was employed. Early stopping was used to guess when to stop the
training.
4.3 Experimental Settings
The classiﬁcation pipelines previously introduced have been evaluated using the
train and test datasets on which the labelled dataset was split into. The unla-
belled dataset was used to train the Word2Vec model, which was then employed
in the feature extraction process over the labelled dataset. The extracted features
were used to perform a supervised machine learning process. Each classiﬁcation
pipeline has parameters requiring tuning, therefore a grid search was performed
on the train set using a k-fold cross validation (k = 5) to identify the combina-
tion of parameters maximizing the F1-score (actually it was used the weighted
F1-score). For each classiﬁcation pipeline, the best combination of parameters
was evaluated against the test set. The results are outlined in the remaining of
this section.
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The classiﬁers were built using the Scikit-learn [26], Theano [31], and Lasagne
[10] frameworks running on an Intel Xeon machine with 32 GB Ram and an
NVidia CUDA 4 GB GPU. Considering the BoW Feature Extraction, the Lin-
ear SVM classiﬁer parameters and performances are shown in Table 2a, the SVM
RBF performances are shown in Table 2c, and the Fully Connected Neural Net-
work classiﬁer performances are shown in Table 2b.
Table 2. Classiﬁcation pipelines parameters and performances. NGram Range focuses
on BoW feature extraction: (1,1) is for Only Unigrams, (1,2) is for Both Unigrams
and Bigrams. The F1 score, precision, and recall are the weighted average of the cor-
responding scores computed on each ISCO code class. In Table (C) only a subsets of
the results is shown. Grid search was computed using a 5-fold cross validation on the
training set
(a) BoW - LinearSVM
C NGram F1-S Prec Rec
Range
0.01 (1, 1) 0.786 0.798 0.797
100 (1, 1) 0.797 0.806 0.793
100 (1, 2) 0.816 0.826 0.813
10 (1, 1) 0.825 0.831 0.825
0.01 (1, 2) 0.834 0.842 0.838
10 (1, 2) 0.835 0.842 0.833
1 (1, 1) 0.845 0.849 0.846
0.1 (1, 1) 0.846 0.851 0.849
1 (1, 2) 0.854 0.858 0.854
0.1 (1, 2) 0.858 0.862 0.859
(b) BoW - Neural Net.
NGram Net F1-S Prec Rec
Range
FCNN1 (1, 1) 0.778 0.786 0.783
FCNN2 (1, 1) 0.784 0.790 0.783
FCNN2 (1, 2) 0.801 0.809 0.799
FCNN1 (1, 2) 0.816 0.822 0.818
(c) BoW - RBF SVM
F1-S Prec Rec C γ Ngram
Range
0.016 0.049 0.025 0.01 10 (1, 1)
0.018 0.061 0.023 0.01 10 (1, 2)
0.020 0.033 0.029 0.01 0.1 (1, 1)
0.027 0.049 0.036 0.01 1 (1, 2)
0.028 0.038 0.039 0.01 0.1 (1, 2)
. . . . . . . . . . . . . . . . . .
0.718 0.849 0.644 100 1 (1, 1)
0.827 0.840 0.822 100 0.1 (1, 1)
0.831 0.845 0.825 100 0.1 (1, 2)
0.836 0.852 0.832 1 0.1 (1, 1)
0.840 0.851 0.836 10 0.1 (1, 1)
0.841 0.854 0.836 10 0.1 (1, 2)
0.842 0.861 0.835 1 0.1 (1, 2)
Results Summary. Table 3 summarises the best parameters for each classiﬁ-
cation pipeline and outlines the performance computed on the test set.
Table 3. Classiﬁcation pipelines performances computed on the test dataset
Classiﬁcation pipeline Notes F1 Score Precision Recall
BoW SVM Linear C = 0.1, NGram Range =
(1,2)
0.857 0.870 0.865
BoW SVM RBF C = 1, Gamma = 0.1,
NGram Range = (1,2)
0.849 0.878 0.856
BoW neural network Net = FCNN1,
NGram Range = (1,2)
0.820 0.835 0.830
W2V CNN Net = CNN 0.787 0.802 0.797
The BoW SVM Linear has the best performances, therefore it has been cho-
sen for implementing the occupation classiﬁcation pipeline for the English lan-
guage in the prototype. As stated in the literature, text classiﬁcation can be
eﬃciently solved using linear classiﬁers [14] like Linear SVM, and the additional
Machine Learning for LMI 339
complexity of non-linear classiﬁcation does not tend to pay for itself [1], except
for some special data sets. Considering the Word2Vec Convolutional Neural Net-
work, the performances are shown in Table 3, the authors would have expected
better results, and the matter calls for further experiments.
4.4 Results Validation by EU Organisation
The project provided two main outcomes to the Cedefop EU Agency that sup-
ported it. On one side, a feasibility study, that has not been addressed in this
paper, reporting some best practices identiﬁed by labour market experts involved
within the project and belonging to the ENRLMM.6 As a major result, the
project provided a working prototype that has been deployed at Cedefop in June
2016 and it is currently running on the Cedefop Datacenter. In Fig. 1 we report
a snapshot from a demo dashboard that provides an overview of the occupa-
tion trends over the period June-September 2015 collecting up to 700K unique
Web job vacancies. To date, the system collected 7+ million job vacancies over
the 5 EU countries, and it is among a selection of research projects of Italian
universities framed within a Big Data context [4].
Below we report an example of how the classiﬁed job vacancies could be
used to support LMI monitoring, focusing only on 4-months scraping data. One
might closely looks at the diﬀerences between countries in terms of labour market
demands. Comparing UK against Italy, we can see that “Sales, Marketing and
development managers” are the most requested occupations at ESCO (level 2)
in the UK over this period whilst, rolling up on ESCO level 1 we can observe
that “Professionals” are mainly asked in the “Information and Communication”
sector, followed by “Administrative and support service activities” according
to the NACE taxonomy. Furthermore, the type of contract is usually speciﬁed
oﬀering permanent contracts. Diﬀerently, the Italian labour market, that has a
job vacancy posting rate ten times lower than UK over the same period, is looking
at Business Service Agents requested in the “Manufacturing” ﬁeld oﬀering often
temporary contracts.
Interactive Demos. Due to the space restrictions, the dashboard in Fig. 1 and
some other demo dashboards have been made available online: Industry and
Occupation Dashboard at https://goo.gl/bdqMkz, Time-Series Dashboard at
https://goo.gl/wwqjhz, and Occupations Dashboard at https://goo.gl/M1E6x9
Project Results Validation. Finally, the project results have been discussed and
endorsed in a workshop which took place in Thessaloniki, in December 2015.7
The methodology and the results obtained have been validated as eﬀective by
6 The Network on Regional Labour Market Monitoring, http://www.regional
labourmarketmonitoring.net/.
7 The Workshop agenda and participants list is available at https://goo.gl/71Oc7A.
340 R. Boselli et al.
Fig. 1. A snapshot from the System Dashboard deployed. Interactive Demo available
at https://goo.gl/bdqMkz
leading experts on LMI and key stakeholders. In 2017, we have been granted by
Cedefop the extension of the prototype to all the 28 EU Countries.8
5 Conclusions and Expected Outcomes
In this paper we have described an innovative real-world data system we devel-
oped within a European research call-for-tender, granted by a EU organisation,
aimed at classifying Web job vacancies through machine learning algorithms.
We designed and evaluated several classiﬁcation pipelines for assigning ISCO
occupation codes to job vacancies, focusing on the English language. The classi-
ﬁcation performances guided the implementation of similar pipelines for diﬀerent
languages. The main outcome of this project is a working prototype actually run-
ning on the Cedefop European Agency datacenter, collecting and classifying Web
job vacancies from 5 EU Countries. The developed system provides an impor-
tant contribution to the whole LMI community and it is among the ﬁrst research
projects that employed machine learning algorithms for obtaining near real-time
information on Web job vacancies. The results have been validated by EU labour
market experts and put the basis of a further call to extend the system to all
the EU Countries, which we are currently working on.
8 “Real-time Labour Market information on Skill Requirements: Setting up the EU
system for online vacancy analysis AO/DSL/VKVET-GRUSSO/Real-time LMI
2/009/16. Contract notice - 2016/S 134-240996 of 14/07/2016 https://goo.gl/
5FZS3E.
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Abstract. Interaction networks consist of a static graph with a time-
stamped list of edges over which interaction took place. Examples of
interaction networks are social networks whose users interact with each
other through messages or location-based social networks where peo-
ple interact by checking in to locations. Previous work on ﬁnding inﬂu-
ential nodes in such networks mainly concentrate on the static struc-
ture imposed by the interactions or are based on ﬁxed models for which
parameters are learned using the interactions. In two recent works, how-
ever, we proposed an alternative activity data driven approach based on
the identiﬁcation of inﬂuence propagation patterns. In the ﬁrst work,
we identify so-called information-channels to model potential pathways
for information spread, while the second work exploits how users in a
location-based social network check in to locations in order to identify
inﬂuential locations. To make our algorithms scalable, approximate ver-
sions based on sketching techniques from the data streams domain have
been developed. Experiments show that in this way it is possible to eﬃ-
ciently ﬁnd good seed sets for inﬂuence propagation in social networks.
1 Introduction
Understanding how information propagates in a network has a broad range of
applications like viral marketing [6], epidemiology and outdoor marketing [7].
For example, imagine a computer games company that has budget to hand
out samples of their new product to 50 gamers, and want to do so in a way
that achieves maximal exposure. In that situation the company would like to
target those customers that have maximal inﬂuence on social media. For this
purpose they monitor interactions between gamers, and learn from these inter-
actions which ones are the most inﬂuential. Notice that for the company it is
also important that the selected people are not only inﬂuential, but that their
combined inﬂuence should be maximal; selecting 50 highly inﬂuential gamers
in the same sub-community is likely less eﬀective than targeting less inﬂuen-
tial users but from diﬀerent communities. This example is a typical instance of
c© Springer International Publishing AG 2017
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the Influence maximization problem [6]. The common ingredients of an inﬂuence
maximization problem are: a graph in which the nodes represent users of a social
network, an information propagation model, and a target number of seed nodes
that need to be identiﬁed such that they jointly maximize the inﬂuence spread
in the network under the given propagation model.
Earlier works in this area studied diﬀerent propagation models, such as linear
threshold (LT) or independent cascade (IC) models [3], the complexity of the
inﬂuence maximization problem under these models, and eﬃcient heuristic algo-
rithms. For instance, Kempe et al. [3] proved that the inﬂuence maximization
problem under the LT and IC models is NP-hard and they provided a greedy
algorithm to select seed sets using maximum marginal gain. As the model was
based on Monte Carlo simulations it was not very scalable for large graphs.
A critical issue in the application of inﬂuence maximization algorithms is that
of selecting the right propagation model. Most of these propagation models rely
on parameters such as the inﬂuence a user exerts on his/her neighbors. Therefore,
a second important line of work deals with learning these parameters based on
observations. For instance, in a social network we could observe that user a liking
a post is often followed by user b, who is friend of a, liking the same post. In
such a case it is plausible that user a has a high inﬂuence on user b, and hence
that the parameter expressing the inﬂuence of a on b should get a high value.
The parameter learning problem is hence, based on a record of activities in the
network, estimate the most likely parameter setting for explaining the observed
propagation. The resulting optimized model can then be used to address the
problem of selecting the best seed nodes. Goyal et al. [2] proposed the ﬁrst
such data based approach to ﬁnd inﬂuential users in a social network. They
estimate the inﬂuence probability of one user on his/her friend by observing all
the diﬀerent activities the friend follows in a given time window divided by total
number of activities done by the user.
All these works share one property: they are based on models and if activity
data is used, it is only indirectly to estimate model parameters. Recently, how-
ever, new, model-independent and purely data-driven methods have emerged.
Our two papers, [7] published at WSDM and [4] published at EDBT should be
placed in this category of data-based approaches.
2 Data-Driven Information Maximization
In [4] we proposed a new time constrained model to consider real interaction
data to identify inﬂuence of every node in an interaction network [5]. The cen-
tral idea in our approach is to mine frequent information channels between
diﬀerent nodes and use the presence of an information channel as an indica-
tion of possible inﬂuence among the nodes. An information channel(ic(u, v)) is
a sequence of interactions between nodes u and v forming a path in the net-
work which respects the time order. As such, an information channel represents
a potential way information could have ﬂown in the interaction network. An
interaction could be bidirectional, for instance a chat or call between two users
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where information ﬂows in both directions, or uni-directional where information
ﬂows from one user to another, for example in an email interaction or a re-tweet.
Fig. 1. Information channels
between diﬀerent nodes in the
network. Every node is a user in
a social network and the edges
represents an interaction between
users.
Figure 1 illustrates the notion of an infor-
mation channel. There are interactions from
user a → b and c → e at 9 AM, from b → d
and b → c at 9:05 AM and d → f at 9:10
AM. These interactions form an interaction
network. There is an information channel
a → c via the temporal path a → b → c but
there is no information channel from a → e
as there is no time respecting path from a
to e. We deﬁne the duration(dur(ic(u, v)))
of an information channel as the time diﬀer-
ence of the ﬁrst and last interaction on the
information channel. For example, the dura-
tion of the information channel a → b → c
is 10min. There could be multiple information channels of diﬀerent durations
between two nodes in a network. The intuition of the information channel notion
is that node u could only have sent information to node v if there exists a time
respecting series of interactions connecting these two nodes. Therefore, nodes
that can reach many other nodes through information channels are more likely
to inﬂuence other nodes than nodes that have information channels to only few
nodes. This notion is captured by the influence reachability set. The Influence
reachability set (IRS) σ(u) of a node u in a network G(V, E) is deﬁned as the set
of all the nodes to which u has an information channel.
In [4] we presented a one-pass algorithm to ﬁnd the IRS of all nodes in an
interaction network. We developed a time-window based HyperLogLog sketch [1]
to compactly store the IRS of all the nodes and provided a greedy algorithm to
do inﬂuence maximization.
3 Finding Influential Locations
Check-ins
H2 M1
T1 T2
H1
d, i
d, i
i
g
a, f
b, c, e
d
a, f, h
loc
Users
t=1 t=2 t=3
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T2 a, h f, g a
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Fig. 2. Running example of a
LBSN [7]. Nodes in the graph are
the locations visited by users a–
h. Edges are the movement of
user between locations in a time
window.
Outdoor marketing can also beneﬁt from the
same data based approach to maximize inﬂu-
ence spread [7]. Recently, with the pervasive-
ness of location-aware devices, social network
data is often complemented with geographi-
cal information, known as location-based social
networks (LBSNs). In [7] we study naviga-
tion patterns of users based on LBSN data to
determine inﬂuence of a location on another
location. Using the LBSN data we construct
an interaction graph with nodes as locations
and the edges representing the users traveling
between locations. For example, in Fig. 2 there
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is an edge from location T1 to T2 due to users a and f visiting both locations
within one trip.
We deﬁne the inﬂuence of a location by its capacity to spread its visitors to
other locations. The intuition behind this deﬁnition is that good locations to seed
with messages such as outdoor marketing promotions, are locations from which
its visitors go to many other locations thus spreading the message. Thus, location
inﬂuence indirectly captures the capability of a location to spread a message to
other geographical regions. For example, if a company wants to distribute free t-
shirts to promote some media campaign in a city, it would get maximum exposure
by selecting neighborhoods such that the visitors of these neighborhood spread
to maximum other neighborhoods in the city. In [7] we provide an exact on-line
algorithm and a more memory-eﬃcient but approximate variant based on the
HyperLogLog sketch to maintain a data structure called Influence Oracle that
allows to greedily ﬁnd a set of inﬂuential locations.
4 Conclusion
In both of our works, through simulation experiments, we have shown that the
data driven approach is quite accurate in modeling inﬂuence spread in the net-
work. We also used time window based variations of the HyperLogLog sketch as
an alternative to capture the inﬂuence set of every node in the network enabling
us to scale our algorithms to very high data volumes.
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Abstract. Data Cleaning represents a crucial and error prone activity
in KDD that might have unpredictable eﬀects on data analytics, aﬀecting
the believability of the whole KDD process. In this paper we describe how
a bridge between AI Planning and Data Quality communities has been
made, by expressing both the data quality and cleaning tasks in terms
of AI planning. We also report a real-life application of our approach.
Keywords: AI planning · Data quality · Data cleaning · ETL
1 Introduction and Motivation
A challenging issue in data quality is to automatically check the quality of a
source dataset and then to identify cleaning activities, namely a sequence of
actions able to cleanse a dirty dataset. Data quality is a domain-dependent
concept, usually deﬁned as “ﬁtness for use”, thus reaching a satisfying level of
data quality strongly depends on the analysis purposes. Focusing on consistency,
which can be seen as “the violation of semantic rules deﬁned over a set of data
items” [1], the state-of-the-art solutions mainly rely on functional dependencies
(FDs) and their variants, that are powerful in specifying integrity constraints.
Consistency requirements are usually deﬁned on either a single tuple, two tuples,
or a set of tuples [4]. Though the ﬁrst two kind of constraints can be modelled
through FDs, the latter one requires reasoning with a (ﬁnite but variable in
length) set of data items (e.g., time-related data), and this makes the use of
FD-based approaches uneﬀective (see, e.g., [4,10]). This is the case of logitudi-
nal data (aka historical or time-series data), which provide knowledge about a
given subject, object or phenomena observed at multiple sampled time points.
In addition, it is well known that FDs are expressive enough to model static
constraints, which evaluate the current state of the database, but they do not
take into account how the database state has evolved over time [3]. Furthermore,
though FDs enable the detection of errors, they cannot be used as guidance to
ﬁx them [9].
In such a context graphs or tree formalisms are deemed also appropriate to
model the expected data behaviour, that formalises how the data should evolve
c© Springer International Publishing AG 2017
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over time for being considered as consistent, and this makes the exploration-
based technique (as AI Planning) a good candidate for the data quality task.
The idea that underlies our work is to cast the problem of checking the con-
sistency of a set of data items as a planning problem. This, in turn, allows
using oﬀ-the-shelf AI planning tools to perform two separated tasks: (i) to catch
inconsistencies and (ii) to synthesise a sequence of actions able to cleanse any
(modelled) inconsistencies found in the data. In this paper we summarise results
from our recent works on data consistency checking [15] and cleaning [2,14].
AI Planning at a Glance. Planning in Artiﬁcial Intelligence is about the deci-
sion making performed by computer programs when trying to achieve some goal.
It requires to synthesise a sequence of actions that will transform a system conﬁg-
uration, step by step, into the desired one (i.e., the goal state). Roughly, planning
requires two main elements: (i) the domain, i.e., a set of states of the environment
S together with the set of actions A specifying the transitions between these states;
(ii) the problem, that consists of the set of facts whose composition determine an
initial state s0 ∈ S of the environment, and a set of facts G ⊆ S that models the
goals of the planning taks. A solution (aka plan) is a bounded sequence of actions
a1, . . . , an that can be applied to reach a goal conﬁguration. Planning formalisms
are expressive enough tomodel complex temporal constraints, then a cleaning app-
roach based on AI planning might allow domain experts to concentrate on what
quality constraintshave tobemodelled rather thanonhow to check them.Recently,
AI Planning contributed to the trace alignment problem in the context of Business
Process Modelling [5].
2 A Data Cleaning Approach Framed Within KDD
Our approach requires to map a sequence of events as actions of a planning
domain, so that AI planning algorithms can be exploited to ﬁnd inconsistencies
and to ﬁx them. Intuitively, let us consider an events sequence  = e0, e2, . . . ,
en−1. Each event ei will contain a number of observation variables whose eval-
uation determines a snapshot of the subject’s state1 at time point i, namely si.
Then, the evaluation of any further event ei+1 might change the value of one or
more state variables of si, generating a new state si+1.
We encode the expected subjects’ behaviour (the so-called consistency model)
as a transition system. A consistent trajectory represents a sequence of events
that does not violate any consistency constraints. Given a  event sequence
as input, the planner deterministically determines a trajectory π = s0e0s1 . . .
sn−1en−1sn on the ﬁnite state system explored (i.e., a plan) where each state
si+1 results by applying event ei on si. Once a model describing the evolution
of an event sequence has been deﬁned, we detect quality issues by solving a
planning problem where a consistency violation is the goal condition. If a plan
is found by a planning system, the event sequence is marked as inconsistent in
the original data quality problem. Our system works in three steps (Fig. 1).
1 A value assignment to a set of ﬁnite-domain state variables.
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Step 1 [Universal Checker]. We simulate the execution of all the event
sequences - within a ﬁnite-horizon - summarising all the inconsistencies found
during the exploration2 into an object, we call Universal Checker (UCK), that
represents a taxonomy of the inconsistencies that may aﬀect a data source. The
UCK computed can be seen as a list of tuples (id, si, ai), that speciﬁes the incon-
sistency with id might arise in a state si as consequence of applying ai.
Step 2 [Universal Cleanser]. For any given tuple (id, si, ai) of the Universal
Checker, we construct a new planning problem which diﬀers from the previous
one in terms of both initial and goal states: (i) the new initial state is si, that is a
consistent state where the event ei can be applied leading to an inconsistent state
si+1; (ii) the new goal is to be able to “execute action ai”. Intuitively, a cleaning
action sequence applied to state si transforms it into a state sj where action ai
can be applied without violating any consistency rules. To this end, the planner
explores the state space and collects all the optimal corrections according to a
given criterion. The output of this phase is a Universal Cleanser. Informally,
it can be seen as a set of policies, computed oﬀ-line, able to bring the system
to the goal from any state reachable from the initial ones (see, e.g., [8,12]). In
our context, the universal cleanser is a lookup table that returns a sequence of
actions able to ﬁx an event ei occurring in a state sj .
Fig. 1: A graphical representation of
the Consistency Veriﬁcation and Cleaning
Process.
Step 3 [Cleanse the Data]. Given
a set of event sequences D = {1, . . . ,
n} the system uses the planner to
verify the consistency of each i. If
an inconsistency is found, the system
retrieves its identiﬁer from the Uni-
versal Checker, and then selects the
cleaning actions sequence through a
look-up on the Universal Cleanser.
The Universal Cleanser presents
two important features that makes
it eﬀective in dealing with real data:
ﬁrst, it is synthesised oﬀ-line and
only summarises cost-optimal action
sequences. Clearly, the cost function
is domain-dependent and usually driven by the purposes of the analysis (we dis-
cussed how to select diﬀerent cleaning alternatives in [13,14]). Second, the UC
is data-independent as it has been synthesised by considering all the (bounded)
event sequences, thus any data sources conform to the model can be handled.
Our approach has been implemented on top of the UPMurphi planner [6,7].
2 Notice that this task can be accomplished by forcing the planner to continue the
search even if a goal has been found.
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Real-life Application3. Our approach has been applied to the mandatory commu-
nication4 domain, that models labour market data of Italian citizens at regional
level. Here, inconsistencies represent career transitions not permitted by the
Italian Labour Law. Thanks to our approach, we synthesised both the Universal
Checker and Cleanser for the domain (i.e., 342 distinct inconsistencies found
and up to 3 cleaning action sequence synthesised for each). The system has
been employed within the KDD process that analysed the real career sequences
of 214,432 citizens composed of 1,248,751 mandatory notiﬁcations. For details
about the quality assessment see [15] whilst for cleaning details see [14].
3 Concluding Remarks
We presented a general approach that expresses Data quality and cleaning tasks
in terms of AI Planning problem, connecting two distinct research areas. Our
approach has been formalised and fully-implemented on top of the UPMurphi
planner, and applied to a real-life example analysing and cleaning million records
concerning labour market movements of Italian citizens.
We are working on (i) including machine-learning algorithms to identify the
most suited cleaning action, and (ii) applying our approach to build training sets
for data cleaning tools based on machine-learning (e.g., [11]).
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Abstract. Sequential data can be found in many settings, e.g., as
sequences of visited websites or as location sequences of travellers. To
improve the understanding of the underlying mechanisms that generate
such sequences, the HypTrails approach provides for a novel data analysis
method. Based on ﬁrst-order Markov chain models and Bayesian hypoth-
esis testing, it allows for comparing a set of hypotheses, i.e., beliefs about
transitions between states, with respect to their plausibility considering
observed data. HypTrails has been successfully employed to study phe-
nomena in the online and the oﬄine world. In this talk, we want to give
an introduction to HypTrails and showcase selected real-world applica-
tions on urban mobility and reading behavior on Wikipedia.
1 Introduction
Today, large collections of data are available in the form of sequences of transi-
tions between discrete states. For example, people move between diﬀerent loca-
tions in a city, users navigate between web pages on the world wide web, or
users listen to sequences of songs of a music streaming platform. Analyzing
such datasets can leverage the understanding of behavior in these application
domains. In typical machine learning and data mining approaches, parameters of
a model (e.g., Markov chains) are learned automatically in order to capture the
data generation process and make predictions. However, it is then often diﬃcult
to interpret the learned parameters or to relate them to basic intuitions and
existing theories about the data, speciﬁcally if many parameters are involved.
This work summarizes a previous publication presenting the HypTrails approach [5]
and three selected papers [1–3] that utilize it.
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In a recently introduced line of research, we therefore aim to establish an alter-
native approach: we develop a method that allows to capture the belief in the
generation of sequential data as Bayesian priors over parameters and then com-
pare such hypotheses with respect to their plausibility given observed data. In
this work, we want to showcase our general approach [5], which we call HypTrails,
and present some practical applications in various domains [1–3], i.e., sequences
of visited locations derived from photos uploaded to Flickr, taxi directions in
Manhattan, and navigation of readers in Wikipedia.
2 Bayesian Hypotheses Comparison in Sequential Data
For comparing hypotheses about the transition behavior in sequence data, we fol-
low a Bayesian approach. As an underlying model, we utilize ﬁrst-order Markov
chain models. Such models assume a memory-less transition process between dis-
crete states. That means that the probability of the next visited state depends
only on the current one. The parameters of this model, i.e., the transition prob-
abilities pij between the states, can be written as a single matrix.
In HypTrails, we want to compare a set of hypotheses H1, . . . , Hn with respect
to how well they can explain the generation of the observed data. Each of the
hypotheses captures a belief in the transition between the states as derived from
theory in the application domain, from other related datasets, or from human
intuition. To specify a hypothesis, the user can express a belief matrix, in which
a high value in a cell (i, j) reﬂects a belief that transitions between the states i
and j are more common. With HypTrails, these belief matrices are then auto-
matically transformed into Bayesian Dirichlet priors over the model parameters
(i.e., the transition probabilities in the Markov chain). This transformation can
be performed for diﬀerent concentration parameters κ. A higher value of κ gen-
erates a prior that corresponds to a stronger belief in the hypothesis. For each
hypothesis Hi, and each concentration parameter κ, we can then compute the
marginal likelihood P (D|Hi) of the data given the hypothesis. Given our model,
the marginal likelihood can eﬃciently be computed in closed form. The higher
the marginal likelihood of a hypothesis is, the more plausible it appears to be
with respect to the observed data. For quantifying the support of one hypothe-
sis over another, we utilize Bayes Factors, a Bayesian alternative to frequentists
p-values, which can directly be interpreted with lookup tables [4]. For a set of
hypotheses, the marginal likelihoods induce an ordering of the hypotheses with
respect to their plausibility given the data. However, the plausibility of hypothe-
ses is always only checked relatively against each other. Therefore, often a simple
hypothesis is used as a baseline, e.g., the uniform hypothesis that assumes all
transitions to be equally likely.
To compare hypotheses, all priors should be derived using the same belief
strength κ. To make comparisons across diﬀerent belief strength, HypTrails
results are typically visualized as line plots, in which each line corresponds to one
hypothesis. The x-axis speciﬁes diﬀerent values of the concentration parameter
κ, and the y-axis describes the marginal likelihood of a hypothesis, cf. Fig. 1.
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Fig. 1. Example result of HypTrails (Flickr study, Berlin). Each line represents
one hypothesis. The x-axis deﬁnes diﬀerent concentration parameters (strengths of
belief), the y-axis indicates (logs of) marginal likelihoods for each hypothesis. It can
be seen that the baseline “uniform” hypotheses is by far the least plausible of these
hypothesis, while a mixture of proximity and center hypotheses (“prox-center”) and a
mixture of proximity and point-of-interest hypotheses (“prox-poi”) perform best.
3 Applications
Next, we outline three real-world applications of this technique.
3.1 Urban Mobility in Flickr
In a ﬁrst study, we focused on geo-temporal trails derived from Flickr. In partic-
ular, we crawled all photos on Flickr with geo-spatial information (i.e., latitude
and longitude) from 2010 to 2014 for four major cities (Berlin, London, Los
Angeles, and New York). We used a map grid to construct a discrete state space
of locations. Then, we created a sequence of locations for each user that uploaded
pictures of that city based on the picture locations. On the sequences, we eval-
uated a variety of hypotheses such as a proximity hypothesis (next location is
near the current one), a point-of-interest hypothesis (next location will be at a
tourist attraction or transportation hub), a center hypothesis (next location will
be close to the city center), and combinations of them. As a result, rankings are
mostly consistent across cities. Combinations of proximity and point-of-interest
hypotheses are overall most plausible. Figure 1 shows example results for Berlin.
3.2 Taxi Usage in Manhattan
In a second study, we investigated again trails of urban mobility. In particular, we
studied a dataset of taxi trails in Manhattan1. In this study, we used tracts (small
administrative) units as a state space of locations. Using additional information
on these tracts extracted from census data and data from the FourSquare API,
1 http://www.andresmh.com/nyctaxitrips/.
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we investigated more than 60 hypotheses such as “taxis drive to tracts with
similar ethnic distribution” or “taxis will drive to popular locations w.r.t. check-
ins”. We also performed spatio-temporal clustering of the sequence data and
applied HypTrails on the individual clusters to ﬁnd behavioral traits that are
typical for certain times and places. For instance, we discovered a group of taxi
rides to locations with a high density of party venues on weekend nights.
3.3 Link Usage in Wikipedia
In another work, we studied transitions between articles in the online encyclope-
dia Wikipedia. In particular, we were interested in which links on a Wikipedia
page get frequently used. For that purpose, we applied HypTrails on a recently
published dataset of all transitions between Wikipedia pages for one month2
using the set of all articles as state space. For constructing hypotheses, we con-
sidered hypotheses based on visual features of the links (e.g., “links in the lead
paragraph get clicked more often” or “links in the main text get clicked more
often”), hypothesis based on text similarity between articles, and hypotheses
based on the structure of the link network of Wikipedia articles. As a result,
hypotheses that assume people to prefer links at the top and left-hand side, and
hypotheses that express a belief in more frequent usage of links towards the
periphery of the article network are most plausible.
4 Conclusion
In this work, we gave a short introduction into the HypTrails approach that
allows to compare the plausibility of hypotheses about the generation of a sequen-
tial datasets. Additionally, we described three real-world applications of this
technique for studying urban mobility and reading behavior in Wikipedia.
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Abstract. Finding a parking space is a key problem in urban scenarios,
often due to the lack of actual parking availability information for drivers.
Modern vehicles, able to identify free parking spaces using standard on-
board sensors, have been proven to be eﬀective probes to measure parking
availability. Nevertheless, spatio-temporal datasets resulting from probe
vehicles pose signiﬁcant challenges to the machine learning and data
mining communities, due to volume, noise, and heterogeneous spatio-
temporal coverage. In this paper we summarize some of the approaches
we proposed to extract new knowledge from this data, with the ﬁnal goal
to reduce the parking search time. First, we present a spatio-temporal
analysis of the suitability of taxi movements for parking crowd-sensing.
Second, we describe machine learning approaches to automatically gen-
erate maps of parking spots and to predict parking availability. Finally,
we discuss some open issues for the ML/KDD community.
1 Introduction
Very often, in urban scenarios, drivers have to roam at the end of their trips on
the search for a parking space, worsening the overall traﬃc and wasting time and
fuel [5]. Smart Parking refers to Information and Communication Technology
solutions meant to improve parking search by providing information about park-
ing locations and their actual or estimated availability. While it is rather trivial
to gather parking availability information for parking facilities, it becomes tricky
for on-street parking, where there are mainly two sensing strategies: stationary
or mobile collection. The former relies on sensors embedded in the road infras-
tructure, continuously measuring whether stalls are free or occupied. However, it
is too expensive to cover a wider city area with those sensors. The latter mainly
exploits participatory or opportunistic crowd-sensing solutions from mobile apps
or probe vehicles [6], that can occasionally detect free parking spaces. Mobile
sensors are pretty cheap to deploy in comparison to the stationary ones but
the quality and the spatio-temporal resolution of the obtainable data streams is
lower, posing many challenges for the automatic extraction of useful knowledge.
In this paper, we give an overview of some approaches we used to exploit
mobile sensor data for Smart Parking scenarios. In particular, in Sect. 2 we
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summarize a study showing that a small ﬂeet of taxis equipped with standard
sensors can provide parking availability information comparable to a large num-
ber of stationary sensors [1,2]. Then, in Sect. 3, we show two actual Smart Park-
ing use cases attainable with machine learning techniques on probe vehicle data:
(I) identiﬁcation of parking legality of small road segments [4], and (II) predic-
tion of parking availability [3]. Finally, issues still to be faced by the ML/KDD
Community are discussed in Sect. 4.
2 Mining Taxi GPS Trajectories to Assess Quality
of Crowd-Sensed Parking Data
Probe vehicles are a promising solution to scan parking availability, since series
sensors, like side-scanning ultrasonic sensors or windshield-mounted cameras,
can be eﬀectively used to determine free parking spaces. Mathur et al. [6] were
the ﬁrst to conduct a preliminary evaluation on the potentiality of taxis as
probe vehicles, using a real-world dataset of GPS trajectories in San Francisco,
USA. Some simpliﬁcations in their assumptions motivated us to investigate more
deeply the topic, answering the questions whether the spatio-temporal distribu-
tion of a ﬂeet of taxis is suitable for parking crowd-sensing and how many taxis
are needed [1,2]. For that, we processed and combined parking availability sensor
data from more than 400 road segments with over 3000 parking spaces from the
SFpark project1 in San Francisco, with trajectories of about 500 taxis2 in the
same area, with more than 11 million GPS points over three weeks.
Fig. 1. The evaluation pipeline for combining parking data with taxi trajectories [2].
An overview of the processing steps to compare the spatio-temporal char-
acteristics of parking and taxi movements is illustrated in Fig. 1. Both datasets
needed to be matched to the same street network, taken from OpenStreetMap.
Also some non-trivial cleansing and ﬁltering were required to have comparable
1 http://sfpark.org/.
2 http://crawdad.org/epﬂ/mobility/20090224/.
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datasets. The taxi trajectories were then aggregated to compute a typical weekly
behavior per road segment. Assuming that taxis would have observed parking
availability each time they traversed a road segment, we calculated a dataset of
parking observations achievable by taxis by downsampling the stationary sensor
data according to the timestamps of taxi visits per road segment. The actual
parking availability was then estimated from the last observation of the taxis.
In a direct comparison of the parking availability information from mobile
and stationary sensors, we found that the regular trips of 300 taxis (about 20%
of all licensed taxis in San Francisco at that time) were suﬃcient to cover the
SFpark project area in San Francisco with a maximal deviation of ±1 parking
spaces with respect to stationary sensors in more than 85% of the cases. This
result is remarkable since the taxi coverage revealed strong variability with the
time of day, but can be explained by the fact that parking turnover showed
a similar time dependence. The time until the next taxi visit was less than
30min for about 60% of all road segments and time instants. Therefore, we
concluded that the spatio-temporal movements of taxis are well suited to crowd-
sense parking availability.
3 Machine Learning Approaches for On-Street Parking
Information
In this section we describe two use cases for Smart Parking we can derive on top
of the data stream coming from probe vehicles.
Learning Parking Legality from Locations of Parked Vehicles. The location of
parking lanes and the legality of parking in a speciﬁc spot is the ﬁrst relevant
information for drivers looking for a free space. Parking might be not allowed in
front of e.g. garage exits, or even for a full road if the road is narrow. Thus, drivers
should focus their search on areas with many parking spaces. As the location of
parking spaces is often unknown to non-local drivers and on-street parking maps
do not exist in many cities, we developed a crowd-sensing approach to learn the
parking legality from the location of parked vehicles at diﬀerent time instants [4].
For every small road segment unit, several spatial and temporal features were
extracted and a binary decision was performed to distinguish legal from illegal
parking spots. Multiple classiﬁers were evaluated on parking availability data,
collected on 9 trips with a probe vehicle on more than ﬁve kilometers of potential
parking spaces. Results show that the random forest classiﬁer achieved the best
results. However, also k-means clustering plus a simple classiﬁcation heuristic
performed nearly as good as the ﬁrst one, without the need for costly training
data.
Predicting Parking Availability. Based on the parking availability information,
a prediction is useful to provide a suggestion to drivers approaching their des-
tination. There exist some data-driven prediction approaches in the literature
[5], mostly formulated as a regression problem and only considering input data
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at a constant frequency. Since most of the drivers are rather interested whether
or not there is at least one free parking space in a road segment and what is
the corresponding probability, we reformulated the problem as a binary classi-
ﬁcation task that also is robust for irregular sampling [3]. As features, we used
the last observations of the sensors in a road segment as well as the aggregated
observations up to a certain distance in the surroundings, the parking capacity,
and the time of day and day of week. We evaluated the approach using a random
forest classiﬁer with data from the SFpark project. Results show that the binary
parking availability of a road segment can be predicted with a F1-score of about
75% for 30min ahead.
4 Conclusions and Open Issues
Crowd-sensing vehicles, measuring the on-street parking availability during their
regular trips, represent a new source for large amounts of parking data that
promise to mitigate parking search problems. For example, maps of parking
spaces can be automatically generated, parking availability predicted, and search
recommendations given to frustrated drivers. However, due to the highly irregu-
lar spatio-temporal coverage of the generated data, also new research challenges
arise for these applications. As the highly irregular sampling needs to be consid-
ered, standard time series approaches cannot be applied to predict parking avail-
ability. Also, as parking is a very dynamic phenomenon, extracting the trends in
parking occupancy from the ﬂuctuating data remains a challenge. Another open
question is how learned models can be transferred to other cities. Finally, it is
also very relevant to investigate whether additional approaches are necessary for
irregular events like concerts or sport matches.
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Abstract. In this paper, we summarize our work on using the predictive
clustering framework for image analysis. More speciﬁcally, we have used
predictive clustering trees to generate image representations, that can
then be used to perform image retrieval and/or image annotation. We
have evaluated the proposed method for performing image retrieval on
general purpose images [6], and annotation of general purpose images
[5], medical images [3] and diatom images [4].
Keywords: Image representation · Image retrieval
Image annotation · Multi-target prediction · Predictive clustering
1 Introduction
The overwhelming increase in the amount of available visual information, espe-
cially digital images, has brought up a pressing need to develop eﬃcient and
accurate systems for image representation, retrieval and annotation. Most such
systems for image analysis use the bag-of-visual-words representation of images.
However, the computational bottleneck in all such systems is the construction of
the visual codebook, i.e., obtaining the visual words. This is typically performed
by clustering hundreds of thousands or millions of local descriptors, where the
resulting clusters correspond to visual words. Each image is then represented by
a histogram of the distribution of its local descriptors across the codebook.
The major issue in retrieval systems is that by increasing the sizes of the
image databases, the number of local descriptors to be clustered increases
rapidly: Thus, using conventional clustering techniques is infeasible. While exist-
ing approaches are able to solve the eﬃciency issue, a part of the discriminative
power of the codebook is sacriﬁced for this. Considering this, we propose to
construct the visual codebook by using predictive clustering trees (PCTs) [1],
which can be constructed and executed eﬃciently and have good predictive per-
formance.
PCTs are a generalization of decision trees towards the task of structured
output prediction, including multi-target regression, (hierarchical) multi-label
c© Springer International Publishing AG 2017
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classiﬁcation and time series prediction. Moreover, the deﬁnition of descriptive,
clustering and target attributes is ﬂexible thus facilitating the learning of both
unsupervised and supervised trees. Furthermore, to increase the stability of the
model, we propose to use random forests of PCTs [7]. We create a random
forest of PCTs that represents the codebook, i.e., is used to generate the image
representation.
The images represented with the bag-of-visual-words can then be used to per-
form image retrieval and/or annotation. In the former, the indexing structure
for performing the retrieval is the same structure representing the codebook –
the random forest of PCTs. We evaluate the proposed bag-of-visual-words app-
roach for image retrieval on ﬁve benchmark reference datasets. The results reveal
that the proposed method produces a visual codebook with superior discrimi-
native power and thus better retrieval performance while maintaining excellent
computational eﬃciency [6].
Additional complexity of image annotation arises from the complexity of the
labels used for annotation: Typically, an image depicts more than one object,
hence more than one label should be assigned for that image. Moreover, there
might be some structure among the labels, such as a hierarchy of labels. To
address this additional complexity, we learn ensembles of PCTs to exploit the
potential relations that may exist among the labels. We have evaluated this
approach on three tasks: multi-label classiﬁcation of general purpose images [5],
and hierarchical multi-label classiﬁcation of medical images [3], as well as diatom
images [4]. The results of the evaluation show that we achieve state-of-the-art
predictive performance.
The remainder of this paper is organized as follows. We next brieﬂy present
the predictive clustering framework. We then outline the method for constructing
image representations. Finally, we describe the evaluation of this approach, ﬁrst
for image retrieval and then for image annotation.
2 Predictive Clustering Framework
Predictive Clustering Trees (PCTs) [1] generalize decision trees and can be used
for a variety of learning tasks including diﬀerent types of prediction and clus-
tering. The PCT framework views a decision tree as a hierarchy of clusters: the
top-node of a PCT corresponds to one cluster containing all data, which is recur-
sively partitioned into smaller clusters while moving down the tree. The leaves
represent the clusters at the lowest level of the hierarchy and each leaf is labeled
with its cluster’s prototype (prediction). One of the most important steps in the
PCT algorithm is the test selection procedure. For each node, a test is selected
by using a heuristic function computed on the training examples. The heuris-
tic used in this algorithm for selecting the attribute tests in the internal nodes
is the reduction in variance caused by partitioning the instances. Maximizing
the variance reduction maximizes cluster homogeneity and improves predictive
performance.
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In this work, we used three instantiations of PCTs for the tasks of multi-
target regression (MTR), multi-label classiﬁcation (MLC) and hierarchical multi-
label classiﬁcation (HMC). For the MTR task, the variance is calculated as the
sum of the normalized variances of the target variables. For the MLC task, we
used the sum of the Gini indices of the labels, while for the HMC task, the
variance is calculated by using a weighted Euclidean distance that considers the
hierarchy of the labels. The prototype function returns as a prediction the tuple
with the mean values of the target variables, calculated by using the training
instances that belong to the given leaf.
3 PCTs for Image Representation
The proposed method for constructing the visual codebook is as follows. First,
we randomly select a subset of the local (SIFT) descriptors from all of the train-
ing images [8]. Next, the selected local descriptors constitute the training set
used to construct a PCT. For the construction of a PCT, we set the descriptive
attributes (i.e., the 128 dimensional vector of the local descriptor) to be also tar-
get and clustering attributes. Note that this feature is a unique characteristic of
the predictive clustering framework. The PCTs are computationally eﬃcient: it
is very fast to both construct them and use them to make predictions. However,
tree learning is unstable, i.e., the structure of the learned tree can change sub-
stantially for small changes in the training data [2]. To overcome this limitation
and to further improve the discriminative power of the indexing structure, we
use an ensemble (i.e., random forest) of PCTs. The overall codebook is obtained
by concatenating the codebooks from each tree.
4 PCTs for Image Retrieval
In the proposed system, a PCT (or a random forest of PCTs) represents
the search/indexing structure used to retrieve images similar to query images.
Namely, for each image descriptor (i.e., each training example used to construct
the PCTs), we keep a unique index/identiﬁer. The identiﬁer consists of the image
ID from which the local descriptor was extracted coupled with a descriptor ID.
This indexing allows for faster computation of the image similarities.
We have evaluated the proposed improvement of the bag-of-visual words app-
roach on three reference datasets and two additional datasets of 100K images
and 1M images, comparing it to two state-of-the-art methods based on approx-
imate k-means and extremely randomized tree ensembles. The results from the
experimental evaluation reveal the following. First and foremost, our system
exhibits better retrieval performance by 6–8% (mean average precision) than
both competing methods at the same eﬃciency. Additionally, the increase of the
number of local descriptors and number of PCTs used to create the indexing
structure improve the retrieval performance of the system.
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5 PCTs for Hierarchical Annotation of Images
We ﬁrst use our system for multi-label annotation of general purpose images
[5]. We compare the eﬃciency and the discriminative power of the proposed
approach to the literature standard of using k-means clustering. The results
reveal that our approach is much more eﬃcient in terms of computational time
(24.4 times faster) and produces a visual codebook with better discriminative
power as compared to k-means clustering. Moreover, the diﬀerence in predictive
performance increases with the average number of labels per image.
Next, we evaluate the performance of ensembles of PCTs for HMC (bag-
ging and random forests) on the task of annotation of medical images using the
hierarchy from the DICOM header [3]. The experiments on the IRMA database
show that random forests of PCTs for HMC outperform SVMs for ﬂat classiﬁca-
tion. The average diﬀerence is 17 points for the ImageCLEF2007 and 20 points
for the ImageCLEF2008 dataset (a point in the hierarchical evaluation measure
roughly corresponds to one completely misclassiﬁed image). Additionally, the
random forests are the fastest method; they are 10 times faster than bagging
and 5.5 times faster than the SVMs.
Finally, for the task of hierarchical annotation of diatom images, by using
random forests of PCTs for HMC, we obtained the best results on the diﬀerent
variants of the ADIAC database of diatom images [4]: The obtained predictive
power of our method was in the range 96–98%. More speciﬁcally, we outper-
formed a variety of methods for annotation that use SVMs, bagged decision trees
and neural networks. Finally, we used these annotations in an on-line annotation
system to assist taxonomists in identifying a wide range of diﬀerent diatoms.
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Abstract. Music generation has recently become popular as an appli-
cation of machine learning. To generate polyphonic music, one must con-
sider both simultaneity (the vertical consistency) and sequentiality (the
horizontal consistency). Bayesian networks are suitable to model both
simultaneity and sequentiality simultaneously. Here, we present music
generation models based on Bayesian networks applied to chord voicing,
four-part harmonization, and real-time chord prediction.
1 Introduction
Music is widely known as an application domain of machine learning. However,
in the beginning of the 21st century, recognition/analysis tasks were actively
studied, such as music transcription and genre classiﬁcation. But recently, the
number of studies devoted to music generation has been increasing (e.g., [1]).
When generating polyphonic music, one must consider two-directional con-
sistencies: simultaneity (i.e., the vertical or pitch-axis consistency) and sequen-
tiality (i.e., the horizontal or time-axis consistency). Our team has investigated
music generation models considering both simultaneity and sequentiality using
Bayesian networks [2–4]. Here, we present our models applied to chord voicing [2],
four-part harmonization [3], and real-time chord prediction [4].
2 Assumed Music Structure and Fundamental Model
Suppose that a chord progression C = [c1, c2, · · ·, cN ] (ci: chord symbol) exists
in a piece of music. Each chord ci (e.g., Am) is played with a particular
voicing (a(1)i , a
(2)
i , · · ·, a(K)i ) (a(k)i : note name (a.k.a. pitch class)) (e.g., (C,
E, A)). As noted in Introduction, a set of simultaneous notes (a(1)i , a
(2)
i , · · ·, a(K)i )
should be harmonically consistent with one other, and each sequence A(k) =
[a(k)1 , a
(k)
2 , · · ·, akN ] should be temporally smooth. At the same time, a melody
M = [m1,1,m1,2, · · ·,m2,1, · · · ] exists, where mi,j represents the note name of
the j-th note in the i-th chord region. The sequences of chords, voicings, and
This work was supported by JSPS KAKENHI Grant Numbers 16K16180, 16H01744,
16KT0136, and 17H00749.
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melody notes are considered to have temporal dependencies within each sequence
but also depends on one another, as shown in Fig. 1(a). In fact, this fundamen-
tal model is diﬃcult to construct because of variations in the number of melody
notes within each chord region. We therefore simplify the model based on restric-
tions to music structures designed for each music generation task.
Fig. 1. Fundamental model and models specialized to each task
3 Chord Voicing
Chord voicing refers to estimating voicings (A(1), A(2), · · ·, A(K)) according to a
given chord progression C and melody M . Here we assume K = 4 for simplicity.
To resolve the diﬃculty due to variations in the number of melody notes within
each chord region, we use a diﬀerent melody node m′i = (ri,0, · · ·, ri,11) (0 ≤
ri,p ≤ 1) that represents the relative length of the appearance of each note
name. For example, m′i = (0.5, 0, 0.25, 0, 0.25, 0, · · ·, 0) is given for a melody [E,
D, C, C] (with equal duration). The simpliﬁed model is shown in Fig. 1(b).
This model is applied sequentially from the beginning to the end of a given
piece. Given ci, m′i, and (a
(1)
i−1, · · ·, a(K)i−1), the i-th chord voicing (a(1)i , · · ·, a(K)i ) as
well as its next voicing (a(1)i+1, · · ·, a(K)i+1) is estimated because each voicing should
be smoothly connected to the next voicing. (a(1)i+1, · · ·, a(K)i+1) will be overridden
at the next step because this step is repeated for each increment of i.
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An example of chord voicing is shown in Fig. 2. The model has been trained
with 30 jazz pieces arranged for the electronic organ. Listening tests conducted
by music experts revealed that 94.7% of the chord voicings were acceptable.
Fig. 2. An example of voicing (excerpted)
4 Four-Part Harmonization
Here, we focus on harmonization. Unlike voicing, a sequence of chord symbols is
not given—it has to be estimated. For simplicity, we adopt the “one chord for one
melody note” assumption. Based on this assumption, the Bayesian network can
be simpliﬁed to that shown in Fig. 1(c). Here we assume K = 3. This problem is
called four-part harmonization because the harmony consists of four voices (i.e.,
soprano, alto, tenor, and bass). Furthermore, we constructed a Bayesian network
in which the chord nodes are removed (Fig. 1(d)) because the chord symbols are
sometimes too ambiguous.
Fig. 3. Example of harmonization (left: model with chord nodes, right: model without
chord nodes)
Figure 3 shows an example of harmonization using these two models. Our
objective quantitative evaluation reveals that the model shown in Fig. 1(d) gen-
erates more temporally smooth harmonies than the model shown in Fig. 1(c)
even though harmonizations with the former model tend to contain slightly more
dissonant sounds.
5 Real-Time Chord Prediction
Finally, we apply our Bayesian network to real-time chord prediction. Music
experts can often precisely predict the next chord by listening to the current
chord, even if they are not familiar with the piece being played. This ability
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derives from the fact that chord progressions have strong temporal dependencies;
experts have learned these dependencies based on their musical experience. They
are therefore able to play an accompaniment to a melody that they are listening
to for the ﬁrst time. The goal here is to achieve a computer system that plays
such an accompaniment.
Real-time chord prediction can also be achieved through a simpliﬁed version
of the fundamental model shown in Fig. 1(a). For simplicity, we estimate only
chord symbols, we determine the voicings through a separately designed rule.
The model used here is shown in Fig. 1(e). Given a new melody note, its next
note is predicted. At the same time, the most likely next chord is inferred based
on the current chord and the predicted next note.
An example of chord prediction is shown in Fig. 4. This ﬁgure shows that the
model appropriately predicts chord progression.
Fig. 4. Example of real-time chord prediction results
6 Conclusion
We have presented Bayesian network models that achieve diﬀerent music gen-
eration tasks: chord voicing, four-part harmonization, and real-time chord pre-
diction. Bayesian networks are ﬂexible models that are suitable to construct a
uniﬁed music generation model. In the future, we will apply our model to other
types of music generation tasks.
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Abstract. We describe ProTraits, a machine learning pipeline that sys-
tematically annotates microbes with phenotypes using a large amount of
textual data from scientiﬁc literature and other online resources, as well
as genome sequencing data. Moreover, by relying on a multi-view non-
negative matrix factorization approach, ProTraits pipeline is also able to
discover novel phenotypic concepts from unstructured text. We present
the main components of the developed pipeline and outline challenges
for the application to other ﬁelds.
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1 Introduction
With the development of next-generation DNA sequencing techniques, the num-
ber of available microbial genomes has rapidly increased. However, this explosive
growth of genomics data is not followed by the phenotypic annotations of organ-
isms, such as growth at extreme temperatures, resistance to radiation, or the
ability to cause disease in plants, animals or humans. The systematic annota-
tion of organisms with phenotypic traits is of importance for discovering the
associations between genes to phenotypes that would suggest a biological basis
for various traits. Existing databases [7,11] rely on manual annotation of organ-
isms, which results in limited coverage. On the other hand, there is a vast amount
of unstructured data with phenotype descriptions available in scientiﬁc articles
and other textual resources. Motivated by this abundance of genomic and of tex-
tual data, we developed ProTraits [2] - a machine learning-based pipeline that
systematically assigns predictions across large number of organisms and phe-
notypes. Along with predicting existing phenotypic labels, ProTraits pipeline
is also able to deﬁne novel phenotypic concepts from unstructured text using
a multi-view approach based on non-negative matrix factorization followed by
clustering and manual curation. Here, we brieﬂy describe main components of
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Y. Altun et al. (Eds.): ECML PKDD 2017, Part III, LNAI 10536, pp. 373–377, 2017.
https://doi.org/10.1007/978-3-319-71273-4_34
374 M. Brbić et al.
our pipeline and present an overview of results. The proposed approach can eas-
ily be extended to other ﬁelds with the abundant unstructured textual data.
The ProTraits database of microbial phenomes is available at http://protraits.
irb.hr/.
2 Methodology
In this section, we describe the main components of the ProTraits pipeline
(Fig. 1): (i) unsupervised phenotype discovery based on multi-view non-negative
matrix factorization; (ii) a supervised machine learning framework for phenotype
inference from textual and genomic data; (iii) a late-fusion based component for
the combination of predictions coming from 11 independent models, and (iv) a
user-friendly web interface providing searchable predictions.
Fig. 1. System architecture of the ProTraits pipeline
2.1 Initial Data
Text documents describing bacterial and archaeal species were downloaded
from six textual resources including Wikipedia, the MicrobeWiki student-edited
resource, PubMed abstracts of scientiﬁc publications, PubMedCentral full-texts,
and an additional set of assorted microbiology resources. The initial set of pheno-
type assignments was collected from NCBI, BacMap [11] and GOLD databases
[7]. The set of biochemical phenotypes was collected manually from individual
publications where various microbial species were initially characterized.
2.2 Inferring Phenotypic Concepts
We applied non-negative matrix factorization (NMF), commonly used for topic
discovery tasks, to each text resource separately to discover novel phenotypic
concepts. We then clustered the NMF factors, while requiring that a concept has
to be consistently discoverable in at least three text resources. Since the NMF
algorithm has a stochastic component, we ran the algorithm multiple times with
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diﬀerent random seeds while also varying the number of factors parameter, in
order to maximize the diversity of discovered concepts. These groups were then
examined by an expert and those describing new phenotypes were retained and
used in the same way as labels collected from the existing databases. In total,
we discovered 113 non-redundant novel phenotypic concepts.
2.3 Phenotype Prediction
In the phenotype prediction task, the learning examples were species and the
class label was the presence/absence of a phenotype in that species. A separate
model was trained for each of the 424 phenotypes and 10-fold cross-validation
used to estimate the accuracy. Once a model was learned, it was applied to the
species with unknown phenotypic annotations. To make the functioning of our
models more interpretable to biologists, we also provide sets of most important
features of all models.
Predictions from textual data. We used bag-of-words representation with tf-
idf weighting of word frequencies across documents assigned to species in a given
text corpus. A Support vector machine (SVM) classiﬁer with a linear kernel was
trained on all combinations of text resources and phenotypes.
Predictions from genome data. We constructed ﬁve diﬀerent genomic repre-
sentations for each microbial species: (i) the proteome composition [1,9]; (ii) the
gene repertoire encoded as presence/absence of Clusters of Orthologous Groups
(COG) gene families [4,6]; (iii) co-occurrence of species across environmental
sequencing data sets [3]; (iv) gene neighborhoods [8] encoded as pairwise chro-
mosomal distances between gene family members; and (v) genomic signatures
of translation eﬃciency in gene families [5,10]. Again, we trained models on all
combinations of representations and phenotypes. We used the Random Forest
(RF) classiﬁer which we found to outperform other tested algorithms.
Combining predictions. To combine predictions from diﬀerent models and
provide an interpretable estimate of conﬁdence in each prediction, the conﬁdence
scores of each prediction were converted to precisions, based on cross-validation
precision-recall curves. Precision scores for organisms in the initially unlabeled
set of organisms were calculated via linear interpolation between the neighboring
conﬁdence points and then assigned to both positive and negative class for each
prediction and further adjusted to account for diﬀerence in class sizes, ensuring
that the minimum precision of each class is 0, regardless of the number of posi-
tive/negative examples. The systematic validation performed by two experts on
a random sample of 2, 500 predictions showed that the precisions combined using
late fusion schemes agree well with human judgment, particularly when requiring
agreement of two independent models (either text or genomics-derived).
Web interface and results. In summary, ProTraits covers 3, 046 microbial
organisms and 424 microbial phenotypes. It provides predictions across six tex-
tual resources and ﬁve independent genomic representations. At the precision
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threshold higher than 0.9, ProTraits assigns ≈545,000 novel annotations, out of
which ≈308,000 are supported in two or more independent predictions. A web
interface at http://protraits.irb.hr/ provides precision scores across 11 individ-
ual predictors and an integrated score calculated using the two-votes late fusion
scheme.
3 Challenges and Conclusions
Training separate classiﬁers for each of the phenotypes does not scale well in
terms of computation time required, especially for high-dimensional genomic
datasets. However, using existing multi-label classiﬁers was not straightforward
for our datasets since most of the target values were missing. Another challenge
was collecting initial labels, as this requires tedious manual curation. While the
two existing microbial phenotype databases alleviated this problem in our work,
for other important problems in the life sciences, similar databases may not be
available. Crucially, the input of ﬁeld experts has allowed us to validate predic-
tions and inferred concepts, demonstrating that our models are trustworthy.
Acknowledgments. This work has been funded by the by the European Union FP7
grants ICT-2013-612944 (MAESTRA) and Croatian Science Foundation grants HRZZ-
9623.
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Abstract. Process-based modeling is an approach to constructing
explanatory models of dynamical systems from knowledge and data. The
knowledge encodes information about potential processes that explain
the relationships between the observed system entities. The resulting
process-based models provide both an explanatory overview of the sys-
tem components and closed-form equations that allow for simulating
the system behavior. In this paper, we present three recent improve-
ments of the process-based approach: (i) improving predictive perfor-
mance of process-based models using ensembles, (ii) extending the scope
of process-based models towards handling uncertainty and (iii) address-
ing the task of automated process-based design.
1 Introduction
Process-based modeling (PBM) supports knowledge discovery by learning under-
standable and communicable models of dynamical systems. PBM uses domain-
speciﬁc knowledge as declarative bias in combination with observed time-series
data to address the task of modeling real-world systems. It performs both struc-
ture identiﬁcation and parameter estimation, resulting in a process-based model
which speciﬁes a set of diﬀerential equations. In turn, such models accurately
capture the complex and nonlinear behavior of a dynamical system through time.
Learning models of dynamical systems is a supervised machine learning task:
the predictive variables correspond to observed system variables, while the tar-
gets correspond to their time derivatives. However, the task bears two speciﬁc
properties that limit the use of traditional machine learning approaches. First,
the resulting models take the form of a set of entities, processes and diﬀerential
equations, i.e., artifacts used by scientists and engineers to construct explana-
tory models. On the other hand, machine learning methods operate on classes
of predictive models that generalize well over arbitrary data, while keeping the
complexity of training and evaluation procedures low. Second, the observed vari-
ables are measured at consecutive time points, so the data instances breach the
common assumption of their mutual independence.
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The PBM approach relies on the paradigm of computational scientiﬁc
discovery [3] and more speciﬁcally, on approaches to inductive process modeling.
On one hand, research in this area has a long tradition and has been applied to
a variety of domains [1,2,10,11]. However, while successful, it has been at the
margins of mainstream machine learning. On the other hand, the PBM approach
has so far focused primarily on applications within a narrow class of problems
that emphasize descriptive and deterministic models at output, given a single
data type at input. In terms of output, such models are typically simulated and
analyzed using the learning data. Therefore, they have a tendency to overﬁt
– rendering them incapable at accurately predicting future system’s behavior.
Also, these models do not capture the intrinsic uncertainty of the interactions
in the system. They always predict exactly the same behavior of the system
at output in a deterministic manner: determined only by initial conditions and
ignoring the uncertainty in real-world systems. In terms of input, an assumption
of the PBM is that time-series of observations are always available and suﬃcient.
This, however, does not hold for problems with limited observability or tasks,
such as design, where diﬀerent types of input are required.
In response, our recent developments of the PBM approach have aimed at
bridging the gap between machine learning and domains of application within
physical and life sciences. We address the limitations of the PBM approach
by broadening the classes of tasks it can address. We build on the tradition
of constant performance improvement, but also extend the scope of potential
applications. In particular, to improve the performance on the task of predictive
modeling, we support the learning of diﬀerent types of ensembles of process-based
models [4–6]. Next, we extended the output to include process-based models that
describe stochastic interactions [7]. Finally, in order to address tasks of modeling
dynamical systems under limited observability and tasks of design of dynamical
systems, we consider diﬀerent types of input data. Namely, in addition to time-
series of observations of system variables we allow for the deﬁnition of expected
properties of the behavior of the dynamical system [8,9].
2 Methods
The PBM learning task takes domain-speciﬁc knowledge and time-series data
at input (Fig. 1). The resulting model comprises system variables represented as
entities and their interactions that deﬁne the underlying model structure rep-
resented as processes. This representation allows for straightforward mapping of
process-based models into a set of diﬀerential equations. The model parameters
are ﬁtted to the data using evolutionary optimization methods with the sum-
of-squares loss function as the objective. The PBM approach, however, adds an
extra layer to the model equations. In particular, the models are constructed
using components from a library of domain-knowledge, represented by template
entities and processes. These templates encode taxonomies of variable and con-
stant properties of the constituents in the dynamical systems as well as the tax-
onomies of processes (interactions) among them. The (partial) instantiations of
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Fig. 1. General overview of the three extensions of PBM presented in this paper.
such templates, taken from arbitrary levels of the respective taxonomies, deﬁne
and constrain the model structure search space for a speciﬁc modeling task.
PBM has four distinguishing features. First, it produces understandable mod-
els, which give clear insight into the structure of a dynamical system building
on the traditional mathematical description. The processes relate speciﬁc parts
of the set of diﬀerential equations to understandable real world causal rela-
tions between the system’s components. Second, process-based models retain
the utility of traditional mathematical models. They can be readily simulated
and analyzed using well established numerical approaches. Third, PBM is gen-
erally applicable to domains that require models described in terms of equations.
Finally, the PBM approach is modular. The domain-knowledge library can be
instantiated into a number of diﬀerent modeling components speciﬁc to a partic-
ular modeling task. It captures the basic modeling principles in a given domain
and can be reused for diﬀerent modeling applications within the same domain.
We report on three extensions of PBM (Fig. 1). To improve the capability to
predict future system’s behavior, we consider learning of ensembles of process-
based models. The constituent base process-based models are learned either
from diﬀerent samples of the measured data [4], random samples of the library
of domain knowledge [6] or both [5]. Such sampling approaches have a direct
eﬀect on the generalization ability of the ensembles, leading to improved pre-
dictive performance. Second, the ensembles of process-based models can provide
long-term predictions, relying only on the initial values of the state variables
as opposed to traditional ML ensembles (in the context of time-series) that are
typically used for short-term prediction.
To capture the intrinsic uncertainty of interactions within real world dynam-
ical systems, we propose an improved ﬁner grained formalism for representing
domain knowledge [7]. It encodes the interactions between entities, i.e., processes
in the form of reaction equations allowing for both deterministic and stochastic
interpretation of process-based models and knowledge.
We extended the input to the PBM approach to diﬀerent types of data, which
allows handling a broader set of tasks ranging from completely data-driven to
completely knowledge-driven modeling. In this context, we ﬁrst strengthen the
evaluation bias of modeling tasks with limited observability [9]. We use domain-
speciﬁc criteria for model selection as part of a general regularized objective
function for parameter optimization and model selection. Second, we formulate
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the novel task of process-based design of dynamical systems [8]. This approach
does not take measured data at input, but is completely based on the description
of desired properties of the behavior of a dynamical system. We further gener-
alize the task by taking advantage of methods for simultaneous optimization of
multiple conﬂicting objectives (desired properties of the behavior). We use the
complete information from the Pareto front of optimal solutions (obtained for
every candidate design) to rank the designs and make a well informed selection.
3 Significance and Challenges
The methodology for learning ensembles of PBMs extends the scope of the
traditional ensemble paradigm in machine learning towards modeling dynam-
ical systems. It improves the generalization power of PBMs, providing more
accurate simulation of the future behavior of the modeled systems. The pro-
posed methodology employs four diﬀerent methods for constructing ensembles
of process-based models. Each of these signiﬁcantly improves the predictive per-
formance (on average up to 60% of relative improvement) over individual models
on tasks of modeling population dynamics in three lake ecosystems [4–6].
The extension of the PBM approach towards stochastic process-based mod-
els has allowed us to model dynamical systems that are out of the scope of
deterministic models. We have demonstrated that the stochastic PBM is capa-
ble of reconstructing known, manually constructed models from synthetic and
real-world data in the domains of systems biology and epidemiology [7].
The capability of PBM to handle diﬀerent inputs and multiple model-
ing objectives has led to important contributions in the domains of systems
and synthetic biology. In particular, PBM can address the problem of high
structural uncertainty (many candidate model structures) and incomplete data
(i.e., limited observability of the system variables). In system biology, our app-
roach can alleviate the model selection problem by strengthening the evaluation
bias with introducing domain-speciﬁc model selection criteria [9]. In synthetic
biology, we can now use PBM to solve the task of automated design. Our results
show that PBM is capable of reconstructing known/good designs, as well as
proposing novel alternative designs of a synthetic stochastic switch and a syn-
thetic oscillator [8].
Note, ﬁnally, that all three extensions of the PBM approach are designed and
implemented as independent modular components. Therefore, they are interop-
erable. They can be, in principle, arbitrarily combined and applied to novel tasks,
such as learning ensembles of stochastic process-based models.
Several challenges, that we are aware of and currently working on, remain in
PBM. The exhaustive combinatorial search currently in use is computationally
ineﬃcient and does not scale well with the number of candidate model struc-
tures. It is therefore necessary to integrate methods for heuristic search in our
current implementation. An alternative approach to reducing search complexity
is to use higher-level constraints on model structures that are more expressive
than the current constraints. They can be based on the topological properties
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of the candidate model structures, or can deﬁne a probability distribution over
the model structures. Finally, both process-based modeling and design require
further evaluation on other related domains, such as neurobiology, systems phar-
macology and systems medicine, or on completely new domains. The new appli-
cations will most certainly open up new directions for improvement of the PBM
approach.
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Abstract. Machine-learnt models based on additive ensembles of binary
regression trees are currently deemed the best solution to address com-
plex classiﬁcation, regression, and ranking tasks. Evaluating these models
is a computationally demanding task as it needs to traverse thousands
of trees with hundreds of nodes each. The cost of traversing such large
forests of trees signiﬁcantly impacts their application to big and stream
input data, when the time budget available for each prediction is lim-
ited to guarantee a given processing throughput. Document ranking in
Web search is a typical example of this challenging scenario, where the
exploitation of tree-based models to score query-document pairs, and
ﬁnally rank lists of documents for each incoming query, is the state-of-
art method for ranking (a.k.a. Learning-to-Rank). This paper presents
QuickScorer, a novel algorithm for the traversal of huge decision trees
ensembles that, thanks to a cache- and CPU-aware design, provides a
∼9× speedup over best competitors.
Keywords: Learning to rank · Ensemble of decision trees · Eﬃciency
1 Introduction
In this paper we discuss QuickScorer (QS), an algorithm developed to
speedup the application of machine-learnt forests of binary regression trees to
score and ﬁnally rank lists of candidate documents for each query submitted to a
Web search engine. QuickScorer was thus developed in the ﬁeld of Learning-
to-Rank (LtR) within the IR community. Nowadays, LtR is commonly exploited
by Web search engines within their query processing pipeline, by exploiting mas-
sive training datasets consisting of collections of query-document pairs, in turn
modeled as vectors of hundreds features, annotated with a relevance label.
The interest in exploiting forests of binary regression trees to rank lists of can-
didate documents is due to the success of gradient boosting tree algorithms [4].
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This kind of algorithms is considered the state-of-the-art LtR solution for
addressing complex ranking problems [5]. In search engines, these forests are
exploited within a two-stage architecture. While the ﬁrst stage retrieves a set of
possibly relevant documents matching the user query, such expensive LtR-based
scorers, optimized for high precision, are exploited in the second stage to re-rank
the set of candidate documents coming from the ﬁrst stage. The time budget
available to re-rank the candidate documents is limited, due to the incoming
rate of queries and the users’ expectations in terms of response time. Therefore,
devising techniques and strategies to speed up document ranking without losing
in quality is deﬁnitely an urgent research topic in Web search [9].
Strongly motivated by these considerations, the IR community has started
to investigate computational optimizations to reduce the scoring time of the
most eﬀective LtR rankers based on ensembles of regression trees, by exploiting
advanced features of modern CPUs and carefully exploiting memory hierarchies.
Among those, the best competitor of QuickScorer is vPRED [1].
We argue that QuickScorer can also be exploited in diﬀerent time-sensitive
scenarios and each time it is needed to use a large forest of binary decision trees,
e.g., random forest, for classiﬁcation/regression purposes and apply it to big and
stream data with strict processing throughput requirements.
2 QuickScorer
Given a query-document pair (q, di), represented by a feature vector x, a LtR
model based on an additive ensemble of regression trees predicts a relevance score
s(x) used for ranking a set of documents. Typically, a tree ensemble encompasses
several binary decision trees, denoted by T = {T0, T1, . . .}. Each internal (or
branching) node in Th is associated with a Boolean test over a speciﬁc feature
fφ ∈ F , and a constant threshold γ ∈ R. Tests are of the form x[φ] ≤ γ, and,
during the visit, the left branch is taken iﬀ the test succeeds. Each leaf node
stores the tree prediction, representing the potential contribution of the tree
to the ﬁnal document score. The scoring of x requires the traversal of all the
ensemble’s trees and it is computed as a weighted sum of all the tree predictions.
Algorithm 1 illustrates QS [3,7]. One important result is that QS computes
s(x) by only identifying the branching nodes whose test evaluates to false, called
false nodes. For each false node detected in Th ∈ T , QS updates a bitvector asso-
ciated with Th, which stores information that is eventually exploited to identify
the exit leaf of Th that contributes to the ﬁnal score s(x). To this end, QS main-
tains for each tree Th ∈ T a bitvector leafidx[h], made of Λ bits, one per leaf.
Initially, every bit in leafidx[h] is set to 1. Moreover, each branching node is
associated with a bitvector mask, still of Λ bits, identifying the set of unreachable
leaves of Th in case the corresponding test evaluates to false. Whenever a false
node is visited, the set of unreachable leaves leafidx[h] is updated through
a logical AND (∧) with mask. Eventually, the leftmost bit set in leafidx[h]
identiﬁes the leaf corresponding to the score contribution of Th, stored in the
lookup table leafvalues.
QuickScorer: Eﬃcient Traversal of Large Ensembles of Decision Trees 385
Algorithm 1. QuickScorer
1 QuickScorer(x,T):
2 foreach Th ∈ T do
3 leafidx[h]← 11 . . . 11
4 foreach fφ ∈ F do // Mask Computation
5 foreach (γ, mask, h) ∈ Nφ do
6 if x[φ] > γ then
7 leafidx[h]← leafidx[h] ∧ mask
8 else
9 break
10 score ← 0 // Score Computation
11 foreach Th ∈ T do
12 j ← leftmost bit set in leafidx[h]
13 l ← h · Λ + j
14 score ← score + leafvalues[l]
15 return score
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Fig. 1. QS performance.
To eﬃciently identify all the false nodes in the ensemble, QS processes the
branching nodes of all the trees feature by feature. Speciﬁcally, for each feature
fφ, QS builds a list Nφ of tuples (γ, mask, h), where γ is the predicate threshold
of a branching node of tree Th performing a test over the feature fφ, denoted by
x[φ], and mask is the pre-computed mask that identiﬁes the leaves of Th that are
un-reachable when the associated test evaluates to false. Nφ is statically sorted
in ascending order of γ. Hence, when processing Nφ sequentially, as soon as a
test evaluates to true, i.e., x[φ] ≤ γ, the remaining occurrences surely evaluate
to true as well, and their evaluation is thus safely skipped.
We call mask computation the ﬁrst step of the algorithm during which all
the bitvectors leafidx[h] are updated, and score computation the second step
where such bitvectors are used to retrieve tree predictions.
Compared to the classic tree traversal, QuickScorer introduces a main
novelty. The cost of the traversal does not depend on the average length of the
root-to-leaf paths, but rather on the average number of false nodes in the trees
of the forest. Experiments on large public datasets with large forests, with 64
leaves per tree and up to 20,000 trees, show that a classic traversal evaluates
between 50% and 80% of the branching nodes. This is due to the imbalance of the
trees built by state-of-the-art LtR algorithms. On the other hand, on the same
datasets, QuickScorer always visits less than 30% of the nodes. This results
in a largely reduced number of operations and number of memory accesses.
Moreover, QuickScorer exploits a cache- and CPU-aware design. For
instance, the values of (γ, mask, h) are accessed through a linear scan of the
QuickScorer data structures, which favours cache prefetching and limits data
dependencies. For each feature, QuickScorer visits only one true node, thus
easing the CPU branch predictor and limiting control dependencies. This makes
QuickScorer to perform better than competitors also with a special kind of
perfectly balanced trees named oblivious [6].
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The design of QuickScorer makes it possible to introduce two further
improvements. Firstly, for large LtR models, the forest can be split into multiple
blocks of trees, suﬃciently small to allow the data structure of a single block to
entirely ﬁt into the third-level CPU cache. We name BlockWise-QS (BWQS)
the resulting variant. This cache-aware algorithm reduces the cache miss ratio
from more than 10% to less than 1%. Secondly, the scoring can be vectorized so
as to score multiple documents simultaneously. In V-QuickScorer (vQS) [8]
vectorization is achieved through AVX 2.0 instructions and 256-bits wide regis-
ters. In such setting, up to 8 documents can be processed simultaneously.
Figure 1 compares QS, BWQS, and vQS against the best competitor
vPRED. The test was performed on a large dataset, with a model with 64
leaves per tree and varying the number of trees of the forest.
3 Discussion
In this work, we focused on tree ensembles to tackle the LtR problem. Decision
tree ensembles are a popular and eﬀective machine learning tool beyond LtR.
Their success is witnessed by the Kaggle 2015 competitions, where most of the
winning solutions exploited MART models, and by the KDD Cup 2015, where
MART-based algorithms were used by all the top 10 teams [2].
In the LtR scenario, the time budget available for applying a model is limited
and must be satisﬁed. Therefore large models, despite being more accurate,
cannot be used because of their high evaluation cost. QS, a novel algorithm
for the traversal of decision trees ensembles, is an answer to this problem as
it provides ∼9× speedup over state-of-the-art competitors. Moreover, the need
of eﬃcient traversal strategies goes beyond the LtR scenario, for instance when
such models are used to classify big data collections. For all these reasons, we
believe that QS can help scientists from the data mining community to speed-up
the process of evaluating highly eﬀective tree-based models over big and stream
datasets.
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Abstract. We review our recent progress in the development of graph
kernels. We discuss the hash graph kernel framework, which makes the
computation of kernels for graphs with vertices and edges annotated with
real-valued information feasible for large data sets. Moreover, we sum-
marize our general investigation of the beneﬁts of explicit graph feature
maps in comparison to using the kernel trick. Our experimental studies
on real-world data sets suggest that explicit feature maps often provide
suﬃcient classiﬁcation accuracy while being computed more eﬃciently.
Finally, we describe how to construct valid kernels from optimal assign-
ments to obtain new expressive graph kernels. These make use of the
kernel trick to establish one-to-one correspondences. We conclude by a
discussion of our results and their implication for the future development
of graph kernels.
1 Introduction
In various domains such as chemo- and bioinformatics, or social network anal-
ysis large amounts of graph structured data is becoming increasingly prevalent.
Classiﬁcation of these graphs remains a challenge as most graph kernels either
do not scale to large data sets or are not applicable to all types of graphs. In the
following we brieﬂy summarize related work before discussing our recent progress
in the development of eﬃcient and expressive graphs kernels.
1.1 Related Work
In recent years, various graph kernels have been proposed. Ga¨rtner et al. [5]
and Kashima et al. [8] simultaneously developed graph kernels based on random
walks, which count the number of walks two graphs have in common. Since then,
random walk kernels have been studied intensively, see, e.g., [7,10,13,19,21].
Kernels based on shortest paths were introduced by Borgwardt et al. [1] and are
computed by performing 1-step walks on the transformed input graphs, where
edges are annotated with shortest-path lengths. A drawback of the approaches
mentioned above is their high computational cost. Therefore, a diﬀerent line of
research focuses particularly on scalable graph kernels. These kernels are typi-
cally computed by explicit feature maps, see, e.g., [17,18]. This allows to bypass
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the computation of a gram matrix of quadratic size by applying fast linear clas-
siﬁers [2]. Moreover, graph kernels using assignments have been proposed [4],
and were recently applied to geometric embeddings of graphs [6].
2 Recent Progress in the Design of Graph Kernels
We give an overview of our recent progress in the development of scalable and
expressive graph kernels.
2.1 Hash Graph Kernels
In areas such as chemo- or bioinformatics edges and vertices of graphs are often
annotated with real-valued information, e.g., physical measurements. It has been
shown that these attributes can boost classiﬁcation accuracies [1,3,9]. Previous
graph kernels that can take these attributes into account are relatively slow and
employ the kernel trick [1,3,9,15]. Therefore, these approaches do not scale to
large graphs and data sets. In order to overcome this, we introduced the hash
graph kernel framework in [14]. The idea is to iteratively turn the continuous
attributes of a graph into discrete labels using randomized hash functions. This
allows to apply fast explicit graph feature maps, e.g., [17], which are limited
to discrete annotations. In each iteration we sample new hash functions and
compute the feature map. Finally, the feature maps of all iterations are com-
bined into one feature map. In order to obtain a meaningful similarity between
attributes in Rd, we require that the probability of collision Pr[h1(x) = h2(y)]
of two independently chosen random hash functions h1, h2 : Rd → N equals an
adequate kernel on Rd. Equipped with such a hash function, we derived approx-
imation results for several state-of-the-art kernels which can handle continuous
information. Moreover, we derived a variant of the Weisfeiler-Lehman subtree
kernel which can handle continuous attributes.
Our extensive experimental study showed that instances of the hash graph
kernel framework achieve state-of-the-art classiﬁcation accuracies while being
orders of magnitudes faster than kernels that were speciﬁcally designed to handle
continuous information.
2.2 Explicit Graph Feature Maps
Explicit feature maps of kernels for continuous vectorial data are known for
many popular kernels like the Gaussian kernel [16] and are heavily applied in
practice. These techniques cannot be used to obtain approximation guarantees
in the hash graph kernel framework. Therefore, in a diﬀerent line of work, we
developed explicit feature maps with the goal to lift the known approximation
results for kernels on continuous data to kernels for graphs annotated with con-
tinuous data [11]. More speciﬁcally, we investigated how general convolution
kernels are composed from base kernels and how to construct corresponding fea-
ture maps. We applied our results to widely used graph kernels and analyzed
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for which kernels and graph properties computation by explicit feature maps is
feasible and actually more eﬃcient. We derived approximative, explicit feature
maps for state-of-the-art kernels supporting real-valued attributes. Empirically
we observed that for graph kernels like GraphHopper [3] and Graph Invariant [15]
approximative explicit feature maps achieve a classiﬁcation accuracy close to the
exact methods based on the kernel trick, but required only a fraction of their
running time. For the shortest-path kernel [1] on the other hand the approach
fails in accordance to our theoretical analysis.
Moreover, we investigated the beneﬁts of employing the kernel trick when the
number of features used by a kernel is very large [10,11]. We derived feature maps
for random walk and subgraph kernels, and applied them to real-world graphs
with discrete labels. Experimentally we observed a phase transition when com-
paring running time with respect to label diversity, walk lengths and subgraph
size, respectively, conﬁrming our theoretical analysis.
2.3 Optimal Assignment Kernels
For non-vectorial data, Fro¨hlich et al. [4] proposed kernels for graphs derived
from an optimal assignment between their vertices, where vertex attributes are
compared by a base kernel. However, it was shown that the resulting similar-
ity measure is not necessarily a valid kernel [20,21]. Hence, in [12], we studied
optimal assignment kernels in more detail and investigated which base kernels
lead to valid kernels. We characterized a speciﬁc class of kernels and showed
that it is equivalent to the kernels obtained from a hierarchical partition of
their domain. When such kernels are used as base kernel the optimal assignment
(i) yields a valid kernel; and (ii) can be computed in linear time by histogram
intersection given the hierarchy. We demonstrated the versatility of our results
by deriving novel graph kernels based on optimal assignments, which are shown
to improve over their convolution-based counterparts. In particular, we proposed
the Weisfeiler-Lehman optimal assignment kernel, which performs favorable com-
pared to state-of-the-art graph kernels on a wide range of data sets.
3 Conclusion
We gave an overview about our recent progress in kernel-based graph classiﬁca-
tion. Our results show that explicit graph feature maps can provide an eﬃcient
computational alternative for many known graph kernels and practical applica-
tions. This is the case for kernels supporting graphs with continuous attributes
and for those limited to discrete labels, even when the number of features is very
large. Assignment kernels, on the other hand, are computed by histogram inter-
section and thereby again employ the kernel trick. This suggests to study the
application of non-linear kernels to explicit graph feature maps in more detail
as future work.
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Abstract. Often the manual review of large data sets, either for
purposes of labeling unlabeled instances or for classifying meaningful
results from uninteresting (but statistically signiﬁcant) ones is extremely
resource intensive, especially in terms of subject matter expert (SME)
time. Use of active learning has been shown to diminish this review
time signiﬁcantly. However, since active learning is an iterative process
of learning a classiﬁer based on a small number of SME-provided labels
at each iteration, the lack of an enabling tool can hinder the process of
adoption of these technologies in real-life, in spite of their labor-saving
potential. In this demo we present ASK-the-Expert, an interactive tool
that allows SMEs to review instances from a data set and provide labels
within a single framework. ASK-the-Expert is powered by an active
learning algorithm for training a classiﬁer in the backend. We demon-
strate this system in the context of an aviation safety application, but
the tool can be adopted to work as a simple review and labeling tool as
well, without the use of active learning.
Keywords: Active learning · Graphical user interface · Review
Labeling
1 Introduction
Active learning is an iterative process that requires feedback on instances from
a subject matter expert (SME) in an interactive fashion. The idea in active
M. Sharma—This work was done when the author was a student at Illinois Institute
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learning is to bootstrap an initial classiﬁer with a few examples from each class
that have been labeled by the SME. Traditional active learning approaches select
an informative instance from the unlabeled data set and ask SMEs to review the
instance and provide a label. This process continues iteratively until a desired
level of performance is achieved by the classiﬁer or when the budget (allotted
resources) for the SME is exhausted. Much of the research in active learning
simulates this interaction between the learner and the SME. In particular, all
labels are collected from the SME a priori and during the active learning process,
the relevant labeled instances are revealed to the learner, based on its requests at
each iteration. The problem of using such retrospective evaluation of an active
learning algorithm is twofold. Firstly, the lack of availability of an interactive
interface is largely responsible for the generally low adoption of active learning
algorithms in practical scenarios. Secondly, the simulated environment fails to
achieve the biggest beneﬁt associated with the use of active learning: reduction of
SME review time. This is because the SME has to review and label all examples
a priori. Therefore, for utilizing active learning frameworks in situations of low
availability of labeled data, it is important to have an interactive tool that allows
SMEs to review and label instances only when asked by the learner.
2 Application and Demo Scenario
A major focus of the commercial aviation community is discovery of unknown
safety events in ﬂight operational data through the use of unsupervised anomaly
detection algorithms. However, anomalies found using such approaches are
abnormal only in the statistical sense, i.e., they may or may not represent an
operationally signiﬁcant event (e.g. represent a real safety concern). After an
algorithm produces a list of statistical anomalies, an SME must review the list
to identify those that are operationally relevant for further investigation. Usually,
less than 1% of the hundreds or thousands of statistical anomalies turn out to be
operationally relevant. Therefore, substantial time and eﬀort is spent examining
anomalies that are not of interest and it is essential to optimize this review pro-
cess in order to reduce SME labeling eﬀorts (man hours spent in investigating
results). A recently developed active learning method [2] incorporates SME feed-
back in the form of rationales for classiﬁcation of ﬂights to build a classiﬁer that
can distinguish between uninteresting and operationally signiﬁcant anomalies
with 70% fewer labels compared to manual review and comparable accuracy.
To the best of our knowledge, there exists no published work that describes
such software tools for review and annotation of numerical data using active
learning. There are some image and video annotation tools that collect labels,
such as LabelMe from MIT CSAIL [1]. Additionally there are active learning
powered text labeling tools, such as Abstrackr [3] designed speciﬁcally for medi-
cal experts for citation review and labeling. The major diﬀerence between these
annotator tools and our tool is the absence of context in our case. Unlike in the
case of image or text data where the information is self-contained in the instance
being reviewed, in our case, we have to enable the tool to obtain additional con-
textual information and visualize the feature space on demand. Other domains
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plagued by label scarcity can also beneﬁt from the adaptation of this tool, with
or without the use of an active learning algorithm.
3 System Description
In this demo the goal of our annotation interface is to facilitate review of a
set of anomalies detected by an unsupervised anomaly detection algorithm and
allow labeling of those anomalies as either operationally signiﬁcant (OS) or not
operationally signiﬁcant (NOS). Our system, as shown in Fig. 1a consists of two
components, viz. the coordinator and the annotator.
(a) Software architecture (b) Annotator GUI
(c) Review & label rationale (d) Contextual view of landing
paths
Fig. 1. Software architecture and snapshots of ASK-the-Expert
The coordinator has access to the data repository and accepts inputs in the
form of a ranked list of anomalies from the unsupervised anomaly detection
algorithm. The coordinator is the backbone of the system communicating iter-
atively with the active learner, gathering information on instances selected for
annotation and packing information for transmission to the annotator. Once the
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annotator collects and sends the labeled instances, the coordinator performs two
tasks: (i) resolve labeling conﬂicts across multiple SMEs through the use of a
majority voting scheme or by invoking an investigator review, and (ii) automate
the construction of new rationale features as conjunctions and/or disjunctions
of raw data features based on the rationale notes entered by the SME in the
annotation window. All data exchange between the coordinator and the anno-
tator happens through cloud based storage. The annotator, shown in Fig. 1b is
the graphical user interface that the SMEs work with and needs to be installed
at the SME end. When the annotator is opened, it checks for new data packets
(to be labeled) on the cloud. If new examples need annotation, the annotator
window displays the list of examples ranked in the order of importance along
with the features identiﬁed to be the most anomalous. Clicking on the annotate
button next to each example, the SME can delve deeper into that example in
order to provide a label for that instance. The functions of the annotator include
(i) obtaining examples to be labeled from the cloud and displaying them to the
SME, (ii) allowing review of individual features as well as feature interactions
(shown in Fig. 1c), and (iii) occasionally providing additional context informa-
tion by looking at additional data sources (for example, plotting ﬂight paths
in the context of other ﬂights landing on the same runway at a certain airport
using geographical data from maps, as shown in Fig. 1d). Multiple annotators
can be used simultaneously by diﬀerent SMEs to label the same or diﬀerent sets
of examples. Once the labeled examples are submitted by the annotator, the
coordinator collects and consolidates them and sends them back to the learner.
Demo Plan: We will demonstrate the ASK-the-Expert tool for an aviation
safety case study. Since the data cubes for normal and anomalous ﬂights are pro-
prietary information, the database will be hosted in our laptop. The coordinator
tool will be live and running at NASA, gathering the latest set of ﬂights that
need to be labeled and uploading them on the cloud. We will demonstrate how
the SMEs can review new examples in the context of other ﬂights and provide
labels. Their feedback will be sent back to the learner through the coordina-
tor for the next iteration of classiﬁer learning after incorporating new rationale
features.
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Abstract. Academic search engines (e.g., Google scholar or Microsoft
academic) provide a medium for retrieving various information on schol-
arly documents. However, most of these popular scholarly search engines
overlook the area of data set retrieval, which should provide information
on relevant data sets used for academic research. Due to the increas-
ing volume of publications, it has become a challenging task to locate
suitable data sets on a particular research area for benchmarking or eval-
uations. We propose Delve, a web-based system for data set retrieval and
document analysis. This system is diﬀerent from other scholarly search
engines as it provides a medium for both data set retrieval and real time
visual exploration and analysis of data sets and documents.
1 Introduction
The area of scholarly search engines although sparsely studied, is not a new
phenomenon. Search engines provide a new insight into scholarly information
searchable on the web, incorporating functionalities to rank and measure aca-
demic activities [3]. However, due to the unprecedented rate in the number of
scholarly papers published per year [4], researchers often go through an exhaus-
tive step of re-searching and reading through many documents to locate usable
data sets (i.e., relevant benchmark/evaluation data sets) that ﬁts their research
problem setting. It is therefore, desirable to have a platform where experts and
non-experts are able to access not just topic or document information but also
relevant data sets, together with the ability to analyze their interconnection.
This task can be structured as an information retrieval task [5]. Current systems
are designed either for data set search1 or for scholarly search2. One system
[1] incorporated the use of data set as a ﬁlter agent for their document search
results. However, users are often interested in locating data sets relevant to their
search rather than using the data sets to ﬁlter their search.
In Delve3, we take a diﬀerent approach by designing a system that allows
users to locate both relevant documents and data sets, and also to visualize
1 http://www.re3data.org/.
2 http://www.scholar.google.com/.
3 The system can be seen in action at https://youtu.be/bF6PUj8801U.
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and analyze their relationship network. Delve borrows ideas from label propaga-
tion [2] algorithm and adopts methods proposed in ParsCit [6] for text mining.
Our system also provides a simple and easy-to-use interface built on the d3.js4
framework which facilitates visualization and analysis of papers and data sets.
2 System Design
Our data set was constructed with an initial focus on academic documents pub-
lished in 17 diﬀerent conferences and journals between 2001 to 2015, includ-
ing ICDE, KDD, TKDE, VLDB, CIKM, NIPS, ICML, ICDM, PKDD, SDM,
WSDM, AAAI, IJCAI, DMKD, WWW, KAIS and TKDD. Using the Microsoft
graph data set5, we then extended these documents, adding their references and
the references of their references (up to 2 hops away). In total, we currently have
2,116,429 academic publications from more than 1000 diﬀerent conferences and
journals.
Data Set and Document Analysis. Our system is built on the citation graph
of these more than 2 million papers. Formally, in a directed citation graph G =
{V,E}, two nodes vi and vj are linked by edge E(vi; vj) if vi cites vj . Since the
system is designed for data set relevant retrieval, an edge E(vi; vj) between vi and
vj can be labeled as: 1 - if vi cites vj because vi uses the data set available/used
in vj ; and 0 - otherwise. Then based on the labels, we can extract the data set
labeled citations. The initial labeling work was conducted by crowd-sourcing on
papers and data sets cited by papers published in ICDE, KDD, ICDM, SDM and
TKDE from 2001 to 2014. These labels (accounting for 5% of the whole graph
edges) have been manually veriﬁed to be correct by three qualiﬁed participants.
Due to the high cost, it is infeasible to label the remaining 95% of edges manually.
Therefore, the main challenging task is to develop a correct and yet eﬃcient
algorithm to eﬃciently assign labels to the large amount of unlabeled edges
using the limited amount of veriﬁed labels. To solve this problem, we developed
a semi-supervised learning method “link label propagation algorithm” using
ideas borrowed from label propagation algorithm [2].
Label Assignment. The original label propagation (LP) algorithm predicts
labels for nodes, our task is to predict labels for edges. Therefore we restructure
the original graph to G′ = {V ′, E′} where V ′ is the set of edges E in graph G,
and E′ is the set of generated edges. The edges E′ are generated by linking each
edge Ei in G (V ′i in G
′) to the top 10 similar edges Ej (V ′j in G
′) that have the
same target node as Ei or where the target node of Ei is the source node of Ej .
To deﬁne the similarity between citations, we extract the number of data set
keywords6 from each citation context (i.e. the sentences which encompass the
citations). We then deﬁned a Gaussian similarity score between pairs of edges
(Ei, Ej) Simij = exp(−‖di−dj‖
2
2σ2 ), where di =
nd
nc
. nd is the number of data set
4 https://d3js.org/.
5 https://academicgraph.blob.core.windows.net/graph-2015-11-06/index.html.
6 Manually compiled list of data set related words.
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related words in the sentences which encompasses the citation depicted as Ei,
and nc is the number of such sentences in the source papers. For edges having the
same target nodes, we assign a weight of 1 + Simij , and 0.5 + Simij otherwise.
With the constructed graph G′ = {V ′, E′} where a small portion of V ′ have
veriﬁed labels, label propagation algorithm is run to propagate the given labels
to unlabeled V ′. We conducted extensive experiments to evaluate our designed
method. Our system achieves an average precision of 82%.
3 Use Cases
Delve is based on two components: search and online document analysis.
Search: This enables users to search on a keyword, author or phrase for both
documents and data sets. Delve analyzes this query and presents the user with
results (outputs) ranked by relevance. Figure 1 shows the result of the query
“multi-label learning”. The search result is split into two: data set results and
scholarly document results. The data set result is further split into three parts:
1. Matched data sets (data sets matching the search query). 2. Popular data set
(data sets used by the papers matching the search query ordered by popular-
ity). 3. Unavailable data sets (currently temporary or permanently inaccessible
relevant data sets, e.g., invalid or closed links). Data sets can be either papers
where the data sets are described or web links where the data sets are located.
On-Line Document Analysis: This function enables a user to analyze a
paper by understanding its relationship with other papers and data sets without
having to go through the references; searching each of them manually. It can also
be used by authors to discover which papers are advisable to cite in their work.
A user can either analyze any document in our database or upload a scholarly
document ﬁle for analysis, e.g., a PDF ﬁle. When a document is uploaded for
Fig. 1. Results from searching for “multi-label learning” in Delve
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Fig. 2. Final output of uploaded ﬁle analysis in Delve (Color ﬁgure online)
analysis, Delve mines and analyzes the document text, translates the results as a
query and displays the result as a visual citation graph, as shown in Fig. 2, which
gives the result of analyzing Multi-label methods for prediction with sequential
data [7]. We would like to point out that this paper is not in our system at the
moment of writing this paper. However, based on its references and citations,
our system can analyze its relevant papers and visualize the citation relations.
Note that in Fig. 2, the blue edges indicate data set relevant relationships,
and the size of the nodes show its importance in the network measured based
its citations in the subgraph. Mouse hovering over a node displays the item title
and clicking on a node displays more information about the item. In addition,
the red edges show a non data set relevant relationship, and broken edges have
unknown labels. The unknown labels can be inferred using label propagation.
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Abstract. Feature selection is an essential step to identify relevant and
non-redundant features for target class prediction. In this context, the
number of feature combinations grows exponentially with the dimension
of the feature space. This hinders the user’s understanding of the feature-
target relevance and feature-feature redundancy. We propose an interac-
tive Framework for Exploring and Understanding Multivariate Correla-
tions (FEXUM), which embeds these correlations using a force-directed
graph. In contrast to existing work, our framework allows the user to
explore the correlated feature space and guides in understanding multi-
variate correlations through interactive visualizations.
1 Introduction
The amount of data collected in various applications such as life-sciences,
e-commerce and engineering is ever-growing. A common method used to avoid
the curse-of-dimensionality and reduce the cost of collecting data is feature selec-
tion. In order to provide a smaller yet predictive subset of features, a large variety
of existing approaches [4] such as CFS compute the relevance of each feature to
the target class, as well as the redundancy between features.
However, the user does not get an overview of all correlations in the dataset.
Furthermore, the selection process is non-transparent, as the reason for a fea-
ture’s relevance or redundancy is not explained by these algorithms. This non-
transparency impairs the user’s understanding of the data. A high-dimensional
dataset may also contain many redundant features, i.e., features exhibiting linear
or non-linear dependency. Hence, the ﬁrst challenge for explaining the feature
selection process is to present relevance and redundancy jointly in an informative
layout. The second challenge is to guide the user in understanding how features
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are correlated as opposed to merely returning a correlation score. We address
these two challenges by contributing FEXUM, a framework that provides:
(1) A visual embedding of feature correlations (relevances and redundancies).
(2) User-reviewable multivariate correlations.
This leads to a more comprehensible selection process in comparison to state-
of-the-art tools, reﬂected in Table 1. While most tools focus on fully-automated
statistical selection of features, with FEXUM we aim at explaining traditional
black-box algorithms. KNIME is a renowned tool that oﬀers ﬁlter-based fea-
ture selection using linear correlation and variance measures. However, without
customized extensions, it does not address feature redundancy during selection.
RapidMiner and Weka take redundancy into account, but do not provide an
overview of all feature correlations. Additionally, they do not explain the reason
for the relevance of a feature.
Table 1. Comparison of feature selection tools
Tools Relevance Redundancy Correlation overview Correlation explanation
KNIME ✓ ✗ ✗ ✗
RapidMiner ✓ ✓ ✗ ✗
Weka ✓ ✓ ✗ ✗
FEXUM ✓ ✓ ✓ ✓
2 FEXUM
FEXUM is an application that allows instant access with a web browser. We
achieve this by basing our infrastructure on AngularJS and the Django web
framework. To ensure scalability for large datasets, we distribute computations
to multiple machines with Celery. The entire framework is open source and
available online1.
2.1 Relevance-Redundancy Embedding
As explained in Sect. 1, existing feature ranking methods do not provide a com-
prehensive overview of correlations that facilitate exploring the dataset. There-
fore, our goal is to simultaneously visualize all feature correlations to the target
(relevance) and pairwise correlations (redundancy). We allow for arbitrary rele-
vance and redundancy measures. For now, we employ the concept of conditional
dependence from [2] to quantify the correlations.
However, it is computationally expensive to calculate the redundancy score
for all feature pairs. We propose, hence, to infer the redundancy scores heuristi-
cally from random subsets. The pseudo-code for this computation is made avail-
able online2. Our visualization provides a layout in which a smaller distance of a
1 https://github.com/KDD-OpenSource/fexum.
2 https://github.com/KDD-OpenSource/fexum-hics/blob/master/FPR.pdf.
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feature to the target denotes a greater relevance, while a smaller distance between
two features denotes a greater redundancy. We interpret this as a graph in which
nodes represent features and weighted edges represent distances. These distances
donot obey the triangle inequality and therefore cannotbemapped tometric space.
We address this challenge by applying force-directed graph drawing [1]. Our algo-
rithm places features randomly and applies forces proportional to the diﬀerence
between their current distance and their correlation-deﬁned distance. With these
forces, we run a simulation until equilibrium is reached. This method is suitable
even for datasets with several hundreds of features. If the correlation measure sup-
ports it, the view is updated iteratively, minimizing waiting time for the user. This
is the case for our current implementation. As shown in Fig. 1, force-directed graph
drawing allows soft clustering of features. Serving as a major advantage, this pro-
vides not only a relevance ranking of features, but also an understanding of how
features interact with each other in terms of redundancy. This enables the user to
freely select one feature from each cluster, potentially in accordance with the user’s
domain knowledge.
Fig. 1. Features drawn using a force-directed graph (right), with the target highlighted
in green. An analysis view of two features (left) for inspecting the correlations. (Color
figure online)
2.2 Understanding Feature Relevance and Redundancy
Having selected a feature set S ⊂ X, where X = {x1, · · · , xd} is a d-dimensional
dataset, the second goal of our framework is to provide insight into its correla-
tions with the target y. We propose using the average divergence between the
marginal probability of y and the probability of y conditioned on diﬀerent value
ranges of S. For every feature s ∈ S, a value range of interest can be chosen.
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If a feature s correlates with the target feature y, there exists a value range of s
which changes the distribution of y in contrast to y’s marginal distribution [2].
As shown in Fig. 1, our framework allows specifying the respective value
range per feature using value sliders. Therefore, both bivariate and multivariate
correlations can be detected. Our framework guides the user with four essential
components for understanding correlations with the target.
Both the target’s marginal probability distribution and the distribution con-
ditioned on the selected value ranges are rendered in Fig. 1: (1). Changing value
ranges updates this plot in real-time, allowing the user to test hypotheses evalu-
ated according to the resulting divergence from the marginal distribution. Iden-
tifying the right hypotheses becomes challenging with more features to consider.
To address this, value ranges that maximally violate the assumption of sta-
tistical independence w.r.t. the target feature are highlighted in a histogram
above the sliders in (2). This tells the user which ranges strongly contribute to
bivariate correlations. Nevertheless, it is still diﬃcult to ﬁnd multivariate cor-
relations. Therefore, a table in (3) suggests multiple conﬁgurations, where each
conﬁguration speciﬁes a value range for each s ∈ S. Each conﬁguration is scored
based on the divergence of its probability distribution and only the highest scor-
ing conﬁgurations are displayed. Selecting one of these suggestions updates the
respective value range sliders and the probability distribution plot. Finally, in
case y is categorical, we visualize the data points within the value ranges in our
two dimensional scatter plot in (4), each data point colorized according to its
respective class.
2.3 Demonstration
FEXUM can be used with a wide range of datasets, supplied through upload by
the user. While it is currently in use in industry, we will demonstrate our frame-
work on publicly available datasets from medical, social and physical applica-
tions. As an example, we now show how our framework enhances feature selection
for the Wisconsin Breast Cancer (Diagnostic) dataset [3] in Fig. 1.
In the rendering of our force-directed graph, we observe varied feature rele-
vance scores and clusters of redundant features. In particular, features derived
from similar properties such as radius mean and radius worst achieve compa-
rable relevances and are highly redundant to each other. Based on this ﬁrst
impression, we decide to have a closer look at the most relevant feature perime-
ter worst . We can easily ﬁnd inﬂuential value ranges in the analysis view, because
they are highlighted in red in the histogram. The overall relevance score can be
corroborated by analyzing several individual value ranges, which can be chosen
based on the framework’s recommendations or expert knowledge.
Since we support multivariate correlations, the current subset can be itera-
tively expanded in a similar fashion. As demonstrated, the framework guides in
exploration and review of correlations.
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Abstract. We present an explainable recommendation system for
novels and authors, called Lit@EVE, which is based on Wikipedia con-
cept vectors. In this system, each novel or author is treated as a concept
whose definition is extracted as a concept vector through the application
of an explainable word embedding technique called EVE. Each dimen-
sion of the concept vector is labelled as either a Wikipedia article or a
Wikipedia category name, making the vector representation readily inter-
pretable. In order to recommend items, the Lit@EVE system uses these
vectors to compute similarity scores between a target novel or author and
all other candidate items. Finally, the system generates an ordered list
of suggested items by showing the most informative features as human-
readable labels, thereby making the recommendation explainable.
1 Introduction
Recently, considerable attention has been paid to providing meaningful explana-
tions for decisions made by algorithms [5]. On the legislative side, the European
Union has approved regulations that requires a “right to explanation” in relation
to any user-facing algorithm [2]. This increased emphasis on the need for explain-
able decision-making algorithms is the ﬁrst motivation for our work. As further
motivation, increasingly recommender systems attempt to oﬀer serendipitous
suggestions, where the items being recommended are relevant but also poten-
tially diﬀerent from those items which they users seen previously [3]. To address
both of these motivations, we propose the Lit@EVE system, which makes use
of Wikipedia articles and categories as a rich source of structured features.
Furthermore, to explain the similarity between items, the system makes use
of our previously-proposed word embedding algorithm called EVE [6]. Word
embedding algorithms generate real-valued representation for words or concepts
in a vector space, allowing simple comparisons to be made between them by oper-
ating over their corresponding vectors. In the case of EVE, the dimensions of
this space are human-readable, as each dimension represents a single Wikipedia
article or category. We demonstrate this approach in the context of recommend-
ing books and authors, where EVE concept vectors are used to represent both
authors and their literary works.
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Recently, Chang et al. [1] described a crowdsourcing-based framework for
generating natural language explanations which relies on speciﬁc human-
generated annotations, whereas our system harnesses the ongoing work of
Wikipedia editors, and automatically assigns labels to explain a given recom-
mendation. Moreover, the use of a rich set of Wikipedia articles and categories
as features helps to highlight serendipitous aspects of recommended items which
are otherwise diﬃcult to discover.
2 System Overview
We now present an overview of the Lit@EVE system. First, we discuss the
dataset used to build our recommender, then we discuss the corresponding EVE
word embeddings, and ﬁnally we show how recommendations are generated using
the system.
2.1 Dataset
Our dataset is based on the curated “Wikiproject novels”1 list which contains
49,999 Wikipedia entries (as of 20 April 2017) relating to literature. Many of
these entries correspond to novels, although some denote other literary concepts,
such as genres, publishers, and tropes. In order to exclusively extract novels,
we include only those with a Wikipedia info box that contains an “author”
attribute. This ﬁltered set has 18,572 entries corresponding to novels. From the
author attribute of each entry, we discovered 2,512 unique authors. Our combined
dataset contains both the novel and author entries.
2.2 Concept Embeddings
The EVE algorithm generates a vector embedding of each word or concept by
mapping it to a Wikipedia article2 [6]. For example, the concept “Harry Potter”
is mapped to the Wikipedia article of the novel “Harry Potter”. After identi-
fying the concept article, EVE generates a vector with dimensions quantifying
the association of the mapped article with other Wikipedia articles and cate-
gories. In the case of articles, EVE exploits the hyperlink structure of Wikipedia.
Speciﬁcally, associations are calculated as a normalised sum of the number of
incoming and outgoing links between the concept article and other Wikipedia
articles. Furthermore, a self-citation is also added for the concept article. To
quantify associations with Wikipedia categories, EVE propagates scores from
the concept article to other related Wikipedia categories – e.g., “Harry Potter”
has related categories “Fantasy novel series”, “Witchcraft in written ﬁction”,
etc. Each of the related categories receives a uniform score which is propagated
to neighbouring categories (i.e., super and sub categories) by means of a factor
1 https://en.wikipedia.org/wiki/Wikipedia:WikiProject Novels.
2 Either an exact match or a best match.
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called jump probability. The propagation continues until a maximum hop count is
reached, which prevents topical drift. The ﬁnal embedding vector for the concept
is constructed from the associations for all articles and categories. For further
details on the construction of embedding vectors refer to our paper on EVE [6].
We apply this process for all novels and authors in our dataset. The resulting
vectors form the input for Lit@EVE to generate explainable recommendations.
2.3 Lit@EVE Recommendations
Lit@EVE generates recommendations via a two step process. Firstly, it embeds
domain-speciﬁc knowledge in the EVE vectors, and then it applies a similarity
function to these vectors to rank candidate recommendations.
Domain-specific vector rescaling: To generate recommendations, we elimi-
nate rare dimensions from the EVE vector embeddings for novels and authors
and incorporate domain-speciﬁc knowledge in the vector embeddings. This is
done as follows. First, we calculate the item frequency of each dimension (i.e.,
the number of novels or authors with a non-zero association for this value).
Dimensions with a frequency <3 are eliminated from the model. This limits the
dimensionality to 156,553 unique features for novels and authors. Next, we scale
the dimensions by the inverse item frequency of each dimension. Furthermore,
each association of the Wikipedia hyperlink in the vector representation is scaled
by the importance of the Wikipedia hyperlink which is calculated by PageRank
score [4]. Finally, the vectors are normalised to unit length.
Generating recommendations: The rescaled vectors representing novels and
authors are used to generate recommendations. For a target novel or author,
we calculate cosine similarities between that item and the rest of the items in
the dataset. The candidate list is then sorted by similarity to identify the top
recommended items. Each recommended item is explained by the most infor-
mative features i.e., the embedding dimensions which maximise the similarity
score between the target and recommend item; we select top-n informative fea-
tures where n equals 10 for this demonstration. The explanation corresponding
to the informative feature is the label of that dimension (e.g. “American Horror
Novelist”).
3 User Interface
Figure 1 shows the query-based exploratory interface of Lit@EVE. Users may
query or select an item (a novel or author) which allows for further explo-
ration through explainable recommendations. Each novel suggested to a user
is explained through features such as “Novels Set In Kansas”, while each sug-
gested author is also explained with features such as “British Writers”. Alter-
natively, users may opt to browse items strongly associated with features, such
as “Fantasy Novels” or “Victorian Novelists”. The following use-cases illustrate
the various aspects of recommendations generated by Lit@EVE :
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Fig. 1. The Lit@EVE interface supports three selection levels – novels, authors, and
features.
– Selecting the novel “Harry Potter and the Order of the Phoenix” suggests
“The Lord of the Rings” as the recommended novel, with common features
such as both being “BILBY Award-winning works”, both being “Sequel Nov-
els”, and both involving a plot having “Fictional Prisons”.
– Selecting the author “Terry Pratchett” oﬀers a list of similar author rec-
ommendations e.g. “John Fowles”. Both are explained with common features
such as “English Humanists”, “English Atheists”, “20th-century English Nov-
elists”.
– Selecting the feature “Nautical Fiction” oﬀers a list of novel recommenda-
tions from genres such as “Adventure novel”, “Historical Fiction”, and “Chil-
dren’s fantasy novel”. This may be interesting to a user who is interested in
“Nautical Fiction” who would like to browse novels from diﬀerent genres
which incorporate aspects of nautical ﬁction.
An interesting aspect of the explanations associated with our recommendations
is the granularity at which they help users to discover serendipitous aspects
around a given novel or author. For instance, in the ﬁrst use case above, the
feature “BILBY Award-winning works” connects diverse works that have won
this children’s book award, potentially allowing users to make serendipitous
discoveries of novels of this type. For further details on the unique aspects of
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recommendations generated by Lit@EVE, we refer the reader to an online video
demonstration of the system3.
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Abstract. The paper presents a smartphone application for monitoring
physical activity and mental stress. The application utilizes sensor data
from a wristband and/or a smartphone, which can be worn in various
pockets or in a bag in any orientation. The presence and location of the
devices are used as contexts for the selection of appropriate machine-
learning models for activity recognition and the estimation of human
energy expenditure. The stress-monitoring method uses two machine-
learning models, the ﬁrst one relying solely on physiological sensor data
and the second one incorporating the output of the activity monitoring
and other context information. The evaluation showed that we recognize
a wide range of atomic activities with the accuracy of 87%, and that
we outperform the state-of-the art consumer devices in the estimation
of energy expenditure. In stress monitoring we achieved the accuracy of
92% in a real-life setting.
Keywords: Machine-learning · Activity recognition
Estimation of energy expenditure · Mental stress detection
Wrist-worn device · Smartphone
1 Introduction
A typical worker in the competitive labor market of developed countries spends
long hours in an oﬃce (sitting disease) under high mental stress. Since it is
acknowledged that a lack of physical activity and mental stress contribute to
the development of various diseases, poor mental health and decreased quality
of life, it is crucial to increase the self-awareness of the population and provide
solutions to improve their lifestyle. Wearable devices and mobile applications
with accurate monitoring of physical activity and mental stress modules could
oﬀer such solutions.
The popularity of physical activity monitoring is seen in the number of smart-
phone applications, dedicated devices and smartwatch applications available on
the market. The majority of smartphone-only or wristband-only applications are
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either based on step counting, or use a metric called activity counts which cor-
relates motion intensity with the human energy expenditure (EE) using a single
regression equation [1]. Such approaches are somewhat eﬀective only for monitor-
ing ambulatory activities. More accurate approaches recognize the user’s activity
using activity recognition (AR) and utilize it as a machine-learning feature for
estimation of EE (activity-based approaches). However, these approaches do not
handle the varying location and orientation of the smartphone, which limits their
real-life performance.
Monitoring mental stress using commercial and unobtrusive devices is a new
and challenging topic, which is why few dedicated devices are available on the
market. Until now, the most advanced approach was cStress [2], which utilizes
an ECG sensor and is suitable for everyday use. However, the authors proposed
replacing the somewhat uncomfortable ECG sensor with a wrist device, and
better exploiting the information on the user’s context.
We present a mobile application that uses machine learning on smartphone-
and wristband sensor data for real-time activity monitoring and mental stress
detection. The monitoring automatically adapts to the devices in use and to the
orientation and location of the smartphone on the body. The stress detection
uses the outputs of the activity monitoring and other information as context to
improve the performance.
2 System Implementation and Methods with Evaluation
Our system is implemented on standard Android smartphone. It connects to the
Microsoft Band 2 wristband over Bluetooth and collects and processes the sensor
data from both devices. It perform the activity and mental stress monitoring in
real time. The results are shared over MQTT protocol with a web application
for visual presentation and demonstration.
2.1 Physical Activity Monitoring Method
The physical activity monitoring method is composed of six steps (left side and
green-shaded modules of Fig. 1). The inputs are accelerometer and physiologi-
cal data from a smartphone and/or wristband. The outputs are the recognized
Fig. 1. Pipeline for physical activity and stress monitoring. (Color ﬁgure online)
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activity and the estimated energy expenditure in MET (1 MET is deﬁned as the
energy expended at rest, while around 20 MET is expended at extreme exertion).
The ﬁrst step uses heuristics to detect the devices currently present on the user’s
body. If the smartphone is present, the method anticipates a walking period of
10 s, which is detected using a machine-learning model (second step). The walk-
ing segment is used for normalizing the orientation of the smartphone (third
step). The normalized data is fed into the location detection machine-learning
model, which is trained to recognize whether the smartphone is in the trousers
pocket, jacket or a bag (fourth step). The present devices and the recognized
location serve as context for the selection of an appropriate machine-learning
model for activity recognition. We trained eight models, one for each location
and combination of the devices, and one for the smartphone before orientation
is normalized. The AR is performed on 2-s data windows and the EE estimation
on 10-s data windows. The reader is referred to [3] for details.
The evaluation of the method was performed on dataset of ten volunteers
performing a scenario of predeﬁned activities (lying, sitting, standing, walking,
Nordic walking, running, cycling, home chores, gardening, etc.). The volunteers
were equipped with smartphones, a wristband and an indirect calorimeter for
obtaining ground-truth EE. The evaluation was done with the leave-one-subject-
out approach. We achieved the AR accuracy of 87%, and the mean absolute
error of the EE estimation of 0.64 MET which outperforms the state-of-the-art
commercial device Bodymedia (error of 1.03 MET).
2.2 Stress Monitoring Method
The mental stress monitoring method is composed of two steps presented in blue-
shaded modules of Fig. 1. The ﬁrst step is a laboratory stress detector, which is
a machine-learning model trained to distinguish stressful vs. non-stressful events
based on physiological data recorded in a laboratory, where stress was induced
by solving mathematical problems under time pressure [4]. The detection is
performed on 4-min data. In real life, there are many situations that induce
a similar arousal to stress (e.g., exercise), so the laboratory stress detector is
inaccurate. The algorithm is enhanced with a context-based stress detector which
uses as input the predictions of the laboratory stress detector, as well as the
information on the physical activity and other context information (e.g., time of
the day, history of predictions), to perform a stress detection every 20min.
The evaluation of the method was performed on a dataset of 55 days of four
volunteers leading their lives as normal. They were equipped with a wristband
and a mobile application to label ground-truth stress. The evaluation was done
with the leave-one-subject-out approach. We achieved the classiﬁcation accuracy
of 92% and the F-measure of 79% (the results without the context were 17%
points worse).
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3 Demonstration
To demonstrate the performance of the application, the visitor will be oﬀered
an Android smartphone and a wristband. He/she will choose the location of
the smartphone and weather both devices or only one will be used. The visitor
will perform activities of his/her choice and observe the stress level, estimated
energy expenditure, recognized activity and location in real time through web
application shown in Fig. 2.
Fig. 2. Web application presents the processed data from the smartphone in real time.
4 Conclusion
We presented a state-of-the-art application for physical activity and mental stress
monitoring, which relies on commercial devices such as many people already
use. It is designed to handle real-life situations, and features real-time visual
presentation via a web application, which is suitable for demonstration.
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Abstract. Each machine learning task comes equipped with its own set
of performance measures. For example, there is a plethora of classiﬁca-
tion measures that assess predictive performance, a myriad of clustering
indices, and equally many rule interestingness measures. Choosing the
right measure requires careful thought, as it can inﬂuence model selec-
tion and thus the performance of the ﬁnal machine learning system.
However, analyzing and understanding measure properties is a diﬃcult
task. Here, we present Tetrahedron, a web-based visualization tool that
aids the analysis of complete ranges of performance measures based on a
two-by-two contingency matrix. The tool operates in a barycentric coor-
dinate system using a 3D tetrahedron, which can be rotated, zoomed,
cut, parameterized, and animated. The application is capable of visualiz-
ing predeﬁned measures (86 currently), as well as helping prototype new
measures by visualizing user-deﬁned formulas.
1 Introduction
Classiﬁer selection and evaluation are diﬃcult tasks requiring time and knowl-
edge about the underlying data. One of the most important ingredients when
assessing classiﬁers is the used classification performance measure. An analogous
decision has to be made in association rule mining, where the overwhelming num-
ber of generated rules is usually trimmed by a selected interestingness measure.
However, many researchers often carry out their experiments with respect to few
selected measures, without discussing their properties and justifying their choice
simply by the measure’s popularity.
To aid the analysis of properties of measures based on two-by-two contingency
tables, we put forward Tetrahedron, a web-based visualization tool for analyz-
ing entire ranges of measure values. The proposed application visualizes 4D
data in 3D using the barycentric coordinate system [1,2]. Tetrahedron produces
3D WebGL plots with zooming, rotating, animation, and detailed conﬁguration
capabilities. The presented tool can be used to compare properties of existing
measures, as well as devise new metrics.
2 The Visualization Technique
A confusion matrix for binary classiﬁcation (Table 1) consists of four entries:
TP , FP , FN , TN . However, for a dataset of n examples these four entries are
c© Springer International Publishing AG 2017
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Table 1. Confusion matrix for two-class classiﬁcation
Fig. 1. Tetrahedron
sum-constrained, as n = TP+FP+FN +TN . Therefore, for a given constant n,
any three values in the confusion matrix uniquely deﬁne the fourth value. This
property allows to visualize any classiﬁcation performance measure based on the
two-class confusion matrix using a 4D barycentric coordinate system, tailored to
sum-constrained data. The same holds for any 2 × 2 matrix, for example, those
used to deﬁne rule interestingness measures [2].
The barycentric coordinate system is a coordinate system in which point
locations are speciﬁed relatively to hyper-sides of a simplex. A 4D barycentric
coordinate system is a tetrahedron, where each dimension is represented as one
of the four vertices. Choosing vectors that represent TP , FP , FN , TN as vertices
of a regular tetrahedron in a 3D space, one arrives at a barycentric coordinate
system depicted in Fig. 1.
In this system, every confusion matrix [TP FNFP TN ] is represented as a point of
the tetrahedron. Let us illustrate this fact with a few examples. Figure 1 shows
a skeleton of a tetrahedron with four exemplary points:
– one located in vertex TP, which represents [ n 00 0 ],
– one located in the middle of edge TP–FP, which represents
[
n/2 0
n/2 0
]
,
– one located in the middle of face TP–FP–FN, which represents
[
n/3 n/3
n/3 0
]
,
– one located in the middle of the tetrahedron, which represents
[
n/4 n/4
n/4 n/4
]
.
One way of understanding this representation is to imagine a point in the tetra-
hedron as the center of mass of the examples in a confusion matrix. If all n
examples are true positives, then the entire mass of the predictions is at TP and
the point coincides with vertex TP. If all examples are false negatives, the point
lies on vertex FN, etc. Generally, whenever a > b (a, b ∈ {TP ,FN ,FP ,TN })
then the point is closer to the vertex corresponding to a rather than b.
Using the barycentric coordinate system makes it possible to depict the origi-
nally 4D data (two-class confusion matrices) as points in 3D. Moreover, an addi-
tional variable based on the depicted four values may be rendered as color. In the
presented tool, we adapt this procedure to color-code the values of classiﬁcation
performance and rule interestingness measures. A more in-depth description of
the visualization and its possible applications can be found in [1,2].
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3 Tool Overview
The described visualization technique has been implemented as an interactive
web-based application. An online version, compatible with all modern web brow-
sers across diﬀerent client platforms, is publicly available1. The application can
visualize 86 predeﬁned 4D measures, including 21 classiﬁcation measures, 16
rule interestingness measures, and 49 general-purpose formulas based on a two-
by-two matrix. The user can also visualize custom measures by providing their
formula. The main functionalities of the application are:
– Interactive 3D tetrahedron visualization. The visualization (Fig. 2a)
supports: 86 predeﬁned measures, rotating, zooming, four rendering preci-
sions, saving as an html with WebGL, and exporting images. The user may
choose to visualize external views, inner layers, and control point-padding.
– Cross-sections. A useful way of visualizing measure values can also be
achieved be cutting the tetrahedron with a plane and analyzing the obtained
slice. In this application the user can visualize cross-sections (Fig. 2b) which
correspond to diﬀerent class distributions. Interestingly, this particular kind
of cross-sections produces a 2D space analogous to that used in ROC charts.
– Parameter animations. Several of the application options can be animated.
These options can change the visualization parameters automatically in con-
stant intervals creating an animation (Fig. 2c). Such animations can be use-
ful when attempting to analyze: consecutive layers of the tetrahedron, the
Fig. 2. Application overview
1 https://dabrze.shinyapps.io/Tetrahedron/. Source codes at: https://github.com/
dabrze/tetrahedron (MIT License).
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Fig. 3. Visualizations of classiﬁcation accuracy (Color ﬁgure online)
impact of measure parameters (e.g. the impact of β in Fβ-score), or the eﬀect
of changing class distributions on cross-sections.
– Custom measure definition. It is possible to deﬁne a custom measure to
be visualized by providing its formula (Fig. 2d).
Since classiﬁcation accuracy is one of the most intuitive performance mea-
sures, let us use it to exemplify visualizations produced by our tool with the
default (blue: 0, red: 1) color map. One can notice that confusion matrices with
a high number of FP and FN result in low accuracy (blue), whereas high TP
and TN yield high accuracy (red). Cross-sections for two diﬀerent class ratios
show that on imbalanced data high accuracy can be achieved by trivial majority
classiﬁers. More examples of visual-based analyses can be found in [1,2] (Fig. 3).
4 Conclusions
We propose Tetrahedron, a web-based visualization tool for analyzing and proto-
typing measures based on a two-by-two matrix. Its main features include: inter-
active 3D WebGL barycentric plots, zooming, parameter animation, performing
cross-sections, providing custom measure formulas, and saving plots with a single
click. Such functionality facilitates visual inspection of various measure proper-
ties, such as determining measure monotonicity, symmetries, maximas, or unde-
ﬁned values. Thus, the presented tool can be used to gain further understanding
of existing machine learning measures, as well as devise new ones.
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Abstract. TF Boosted Trees (TFBT) is a new open-sourced frame-
work for the distributed training of gradient boosted trees. It is based
on TensorFlow, and its distinguishing features include a novel architec-
ture, automatic loss diﬀerentiation, layer-by-layer boosting that results in
smaller ensembles and faster prediction, principled multi-class handling,
and a number of regularization techniques to prevent overﬁtting.
Keywords: Distributed gradient boosting · TensorFlow
1 Introduction
Gradient boosted trees are popular machine learning models. Since their intro-
duction in [3] they have gone on to dominate many competitions on real-world
data, including Kaggle and KDDCup [2]. In addition to their excellent accuracy,
they are also easy to use, as they deal well with unnormalized, collinear, missing,
or outlier-infected data. They can support custom loss functions and are often
easier to interpret than neural nets or large linear models. Because of their pop-
ularity, there are now many gradient boosted tree implementations, including
scikit-learn [7], R gbm [8], Spark MLLib [5], LightGBM [6], XGBoost [2].
In this paper, we introduce another optimized and scalable gradient boosted
tree library, TF Boosted Trees (TFBT), which is built on top of the
TensorFlow framework [1]. TFBT incorporates a number of novel algorith-
mic improvements to the gradient boosting algorithm, including new per-
layer boosting procedure which oﬀers improved performance on some problems.
TFBT is open source, and available in the main TensorFlow distribution under
contrib/boosted trees.
2 TFBT Features
In Table 1 we provide a brief comparison between TFBT and some existing
libraries. Additionally, TFBT provides the following.
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Table 1. Comparison of gradient boosted libraries.
Lib D? Losses Regularization
scikit-learn N R: least squares, least absolute dev, huber
and quantile. C : logistic, Max-Ent and
exp
Depth limit, shrinkage, bagging, feature sub-
sampling
GBM N R: least squares, least absolute dev,
t-distribution, quantile, huber. C : logis-
tic, Max-Ent, exp, poisson & right cen-
sored observations. Supports ranking
Shrinkage, bagging, depth limit, min # of
examples per node
MLLib Y R: least squared and least absolute dev.
C : logistic
Shrinkage, early stopping, depth limit, min #
of examples per node, min gain, bagging
Light GBM Y R: least squares, least absolute dev,
huber, fair, poisson. C : logistic, Max-Ent.
Supports ranking
Dropout, shrinkage, # leafs limit, feature
subsampling, bagging, L1 & L2
XGBoost Y R: least squares, poisson, gamma, tweedie
regression. C : logistic, Max-Ent. Sup-
ports ranking and custom
L1 & L2, shrinkage, feature subsampling,
dropout, bagging, min child weight and gain,
limit on depth and # of nodes, pruning
TFBT Y Any twice diﬀerentiable loss from
tf.contrib.losses and custom losses
L1 & L2, tree complexity, shrinkage, line
search for learning rate, dropout, feature sub-
sampling and bagging, limit on depth and
min node weight, pre- post- pruning
D? is whether a library supports distributed mode. R stands for regression, C for classification.
Layer-by-Layer Boosting. TFBT supports two modes of tree building: stan-
dard (building sequence of boosted trees in a stochastic gradient fashion) and
novel Layer-by-Layer boosting, which allows for stronger trees (leading to faster
convergence) and deeper models. One weakness of tree-based methods is the
fact that only the examples falling under a given partition are used to produce
the estimator associated with that leaf, so deeper nodes use statistics calculated
from fewer examples. We overcome that limitation by recalculating the gradients
and Hessians whenever a new layer is built resulting in stronger trees that bet-
ter approximate the functional space gradient. This enables deeper nodes to use
higher level splits as priors meaning each new layer will have more information
and will be able to better adjust for errors from the previous layers. Empirically
we found that layer-by-layer boosting generally leads to faster convergence and,
with proper regularization, to less overﬁtting for deeper trees.
Multiclass Support. TFBT supports one-vs-rest, as well as 2 variations that
reduce the number of required trees by storing per-class scores at each leaf. All
other implementations use one-vs-rest (MLLib has no multiclass support).
Since TFBT is implemented in TensorFlow, TensorFlow specific features
are also available
– Ease of writing custom loss functions, as TensorFlow provides automatic
diﬀerentiation [1] (other packages like XGBoost require the user to provide
the ﬁrst and second order derivatives).
– Ability to easily switch and compare TFBT with other TensorFlow models.
– Ease of debugging with TensorBoard.
– Models can be run on multiple CPUs/GPUs and on multiple platforms,
including mobile, and can be easily deployed via TF serving.
– Checkpointing for fault tolerance, incremental training & warm restart.
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3 TFBT System Design
Finding Splits. One of the most computationally intensive parts in boosting
is ﬁnding the best splits. Both R and scikit-learn work with an exact greedy
algorithm for enumerating all possible splits for all features, which does not scale.
Other implementations, like XGBoost, work with approximate algorithms to
build quantiles of feature values and aggregating gradients and Hessians for each
bucket of quantiles. For aggregation, two approaches can be used [4]: either each
of the workers works on all the features, and then the statistics are aggregated in
Map-Reduce (MLLib) or All-Reduce (XGBoost) fashion, or a parameter server
(PS) approach (TencentBoost [4], PSMART [9]) is applied (each worker and PS
aggregates statistics only for a subset of features). The All-Reduce versions do
not scale to a high-dimensional data and Map-Reduce versions are slow to scale.
TFBT Architecture. Our computation model is based on the following needs:
1. Ability to train on datasets that don’t ﬁt in workers’ memory.
2. Ability to train deeper trees with a larger number of features.
3. Support for diﬀerent modes of building the trees: standard one-tree-per-batch
mode, as well as boosting the tree layer-by-layer.
4. Minimizing parallelization costs. Low cost restarts on stateless workers would
allow us to use much cheaper preemptible VMs.
Fig. 1. TFBT architecture.
Our design is similar to XGBoost [2], TencentBoost [4] in that we build dis-
tributed quantile sketches of feature values and use them to build histograms,
to be used later to ﬁnd the best split. In TencentBoost [4] and PSMART [9]
full training data is partitioned and loaded in workers’ memory, which can be
a problem for larger datasets. To address this we instead work on mini-batches,
updating quantiles in an online fashion without loading all the data into the
memory. As far as we know, this approach is not implemented anywhere else.
Each worker loads a mini-batch of data, builds a local quantile sketch, pushes
it to PS and fetches the bucket boundaries that were built at the previous itera-
tion (Fig. 1). Workers then compute per bucket gradients and Hessians and push
them back to the PS. One of the workers, designated as Chief, checks during
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Algorithm 1. Chief and Workers’ work
1: procedure CalculateStatistics(ps, model, stamp, batch data, loss fn)
2: predictions ← model.predict(BATCH DATA)
3: quantile stats ← calculate quantile stats(BATCH DATA)
4: push stats(PS,quantile stats, stamp)  PS updates quantiles
5: current boundaries ← fetch latest boundaries(PS, stamp)
6: gradients, hessians ← calculate derivatives(predictions,LOSS FN)
7: gradients, hessians ← aggregate(current boundaries,gradients, hessians)
8: push stats(PS,gradients, hessians, size(BATCH DATA), stamp)
9: procedure DoWork(ps, loss fn, is chief)  Runs on workers and 1 chief
10: while true do
11: BATCH DATA ← read data batch()
12: model ← fetch latest model(PS)
13: stamp ← model.stamp token
14: CalculateStatistics(PS,model, stamp, BATCH DATA,LOSS FN)
15: if is chief & get num examples(PS, stamp) ≥ N PER LAY ER then
16: next stamp ← stamp + 1
17: stats ← flush(PS, stamp, next stamp)  Update stamp, returns stats
18: build layer(PS, model, next stamp, stats)  PS updates ensemble
each iteration if the PS have accumulated enough statistics for the current layer
and if so, starts building the new layer by ﬁnding best splits for each of the
nodes in the layer. Code that ﬁnds the best splits for each feature is executed on
the PS that have accumulated the gradient statistics for the feature. The Chief
receives the best split for every leaf from the PS and grows a new layer on the
tree.
Once the Chief adds a new layer, both gradients and quantiles become stale.
To avoid stale updates, we introduce an abstraction called StampedResource -
a TensorFlow resource with an int64 stamp. Tree ensemble, as well as gradients
and quantile accumulators are all stamped resources with such token. When the
worker fetches the model, it gets the stamp token which is then used for all
the reads and writes to stamped resources until the end of the iteration. This
guarantees that all the updates are consistent and ensures that Chief doesn’t
need to wait for Workers for synchronization, which is important when using
preemptible VMs. Chief checkpoints resources to disk and workers don’t hold
any state, so if they are restarted, they can load a new mini-batch and continue.
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Abstract. Visualizing frequently occurring patterns and potentially
unusual behaviors in trajectory can provide valuable insights into activ-
ities behind the data. In this paper, we introduce TrajViz, a motif (fre-
quently repeated subsequences) based visualization software that detects
patterns and anomalies by inducing “grammars” from discretized spa-
tial trajectories. We consider patterns as a set of sub-trajectories with
unknown lengths that are spatially similar to each other. We demon-
strate that TrajViz has the capacity to help users visualize anomalies
and patterns eﬀectively.
1 Introduction
With the rapid growth of tracking technology, a large amount of trajectory data
are generated from users’ daily activities. Discovering frequently occurring pat-
terns (motifs) and potentially unusual behaviors can be used to summarize the
overwhelming amount of trajectories data and obtain meaningful knowledge. In
this paper, we present TrajViz, a software that visualizes patterns and anomalies
in trajectory datasets. TrajViz extends our previous work in time series motif
discovery [1] to sub-trajectory pattern visualization. We consider patterns as a
set of sub-trajectories with unknown lengths that are spatially similar to each
other. We use a grid-based discretization approach to remove the speed informa-
tion and adapt a grammar-based motif discovery algorithm, Iterative Sequitur
(ItrSequitur), to discover the patterns. We design a user-friendly interface to
allow visualization of repeated, as well as unusual sub-trajectories within the
datasets.
2 Relate Work and Overview of TrajViz
Previously, we introduced a grammar-based motif discovery framework [7], which
uses Sequitur [4], a grammar induction algorithm, to ﬁnd approximate motifs
of variable lengths in time series. However, the unique characteristics and chal-
lenges associated with spatial trajectory data make it unsuitable and diﬃcult to
apply the algorithms directly on trajectory data. In [5], the authors introduced
STAVIS, a trajectory analytical system that uses grammar induction to infer
variable-length patterns. However, its deﬁnition of “pattern” is based on time
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Fig. 1. Screenshot of TrajViz and default view for San Franciso Taxi data [6]
series motifs. Therefore, speed variation will signiﬁcantly aﬀect the quality of
patterns discovered. Other work such as [2,9] focuses on either sequential pat-
tern mining based on important locations, or trajectory clustering, both of which
are diﬀerent from the goal of our software.
A screenshot of TrajViz is shown in Fig. 1. TrajViz follows the Visual
Information-Seeking Mantra [8]. After processing the data, an overview heat
map of pattern density is displayed. User can zoom in to see the detailed map
and use domain knowledge to ﬁlter out unwanted patterns by setting minimum
frequency, minimum continuous blocks length (Minimal Motif Length) and max-
imum frequency for anomaly detection (Anomaly Frequency). Adjusting these
thresholds does not require re-running the discretization and grammar induc-
tion steps (introduced in the next subsection). Further details on TrajViz can
be found in goo.gl/cKCeDt.
3 Our Approach
3.1 Discretization
Before we can induce grammars on trajectory data, it is necessary to pre-process
the data. We ﬁrst convert the trajectory data to speed-insensitive symbolic
sequences after removing noises from the trajectory dataset. To prepare for dis-
cretization, we divide the entire region into an (α × α) equal-frequency grid,
where α is the grid size. We assign each grid cell a block ID sequentially from
left to right and from top to bottom.
After block IDs are assigned, we use a four-step procedure to convert raw
trajectory to a block ID sequence Sblock. First, we up-sample the raw trajectory
by using linear interpolation to ensure that the consecutive blocks in Sblock are
spatially adjacent. Then trajectories are converted into block ID sequences based
on the order of traversal. Next, we perform further noise removal by removing
blocks that are barely covered by the trajectory. Finally, numerosity reduction
[3] is adopted to compress the sequence by only recording the ﬁrst occurrence of
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consecutively repeating symbol. Sblock is insensitive to speed variation. This is
an important property that allows us to detect spatially-similar sub-trajectories.
3.2 Grammar Induction with ItrSequitur
As demonstrated in previous work [7], a context-free grammar summarizes the
structure of an input sequence. Intuitively, repeated substrings in Sblock represent
a set of similar sub-trajectories. Therefore, learning a set of grammar rules to
identify repeating substrings from Sblock can discover frequently occurring pat-
terns (sub-trajectories) in trajectory data. Previous work [5] utilizes Sequitur [4],
a linear complexity grammar induction approach, to learn the grammar rules.
However, Sequitur can only detect patterns if they have identical symbolic rep-
resentation. In TrajViz, we adapt an iterative version of Sequitur, called ItrSe-
quitur [1], for more robust grammar induction. ItrSequitur iteratively rewrites
the input sequence based on the output of Sequitur and re-induces the gram-
mar on the revised sequence until no new grammar can be found. Diﬀerent from
Sequitur, ItrSequitur allows small variation in matching substrings. Therefore,
it is robust to noise in the dataset.
3.3 Patterns/Anomalies Discovery and Motif Heatmap
TrajViz consolidates the patterns detected by merging patterns that have similar
symbolic representations. Top-ranked frequent patterns that satisfy user-deﬁned
ﬁltering conditions are listed in the motifs/anomalies table. User can navigate
the patterns by clicking through the items in the table; a zoom-in of the selected
pattern is then shown on the right panel. Figure 2 shows screenshots of a motif
and an anomaly detected. To show the direction of the trajectories, the start
points are marked by black circles, and the end points are denoted by black
squares.
For each point in a motif, we compute the point density by counting the
number of points from other motifs within some distance threshold, and create
a motif heatmap. A ﬁve-color gradient (blue-cyan-green-yellow-red) is built to
Fig. 2. Example of patterns detected in San Franciso Taxi Dataset [6] (a) Motif
Heatmap (b) A pattern indicates a frequently visited route from the city to airport (c)
An unusual (infrequent) round trip route (Color ﬁgure online)
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linearly map the densities to their speciﬁc colors. The most dense points have
the red colors while the least dense ones are in blue.
To ﬁnd anomalies, we create a trajectory rule-density curve by counting the
number of grammar rules covering each consecutive pair of block IDs (we consider
a pair at a time in order to preserve the direction of the trajectory). The intuition
is that, an anomalous subsequence would have zero or very few repetitions, hence
low rule-density. TrajViz ﬁnds low-density subsequences within a trajectory and
marks them as unusual routes (Fig. 2(c)).
4 Target Audience
TrajViz provides an eﬃcient, interpretable, and user-interactive mechanism to
understand functional activities behind massive trajectory data. TrajViz targets
a diverse audience including researchers, practitioners, and scientists who are
interested in discovering patterns in trajectory data.
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Abstract. This paper presents a system for tracking and analyzing the
evolution and transformation of topics in an information network. The
system consists of four main modules for pre-processing, adaptive topic
modeling, network creation and temporal network analysis. The core
module is built upon an adaptive topic modeling algorithm adopting
a sliding time window technique that enables the discovery of ground-
breaking ideas as those topics that evolve rapidly in the network.
Keywords: Information diﬀusion · Topic modeling
Citation networks
1 Introduction
Information diﬀusion is an important and widely-studied topic in computa-
tional social science and network analytics due to its applications to social
media/network analysis, viral marketing campaigns, inﬂuence maximization and
prediction. An information diﬀusion process takes place when some nodes (e.g.,
customers, social proﬁles, scientiﬁc authors) inﬂuence some of their neighbors in
the network which, in their turn, inﬂuence some of their respective neighbors.
The deﬁnition of “inﬂuence” depends on the application. In mouth-to-mouth
viral campaign, a user who bought a product at time t inﬂuence their neighbors
if they buy the same product at time t + δ. In bibliographic networks, author a
inﬂuences author b when a and b are connected by some relationship (e.g., col-
laboration, co-authorship, citation) and either b cites one of the papers published
by author a, or author b publish in the same topic as author a [2].
In this paper we propose a system for topic diﬀusion analysis based on adaptive
and scalable Latent Dirichlet Annotation (LDA [1]) that uses a diﬀerent notion of
inﬂuence: for a given topic x, author a inﬂuences author b when b publish at time
t + δ a paper that cites some papers covering topic x and authored by a at time
t. Moreover, our focus is on topic evolution rather than on ranking authors, such
as in [5]. Our system, in fact, enables the discovery of groundbreaking topics and
ideas, which are deﬁned as topics that evolve rapidly in the network. According
to our deﬁnition, the most interesting topics are those that inﬂuence many new
research topics, thus stimulating new research ideas. By setting diﬀerent diﬀusion
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model parameters, our system enables the ﬂexible analysis of topic evolution and
the identiﬁcation of the most inﬂuential authors. The salient features of our sys-
tem, with respect to other state-of-the-art methods, are: (1) its ability to track
the evolution and transformation of topics in time; and (2) its ﬂexibility, enabling
multiple types of online and oﬄine analyses.
2 System Description
The architecture of the system is presented in Fig. 1. As an input, it takes a
corpus consisting of any type of document (including scientiﬁc papers, patents,
news articles) with explicit references to other previously published documents.
First, the documents are pre-processed with NLP techniques that perform tok-
enization, lemmatization, stopwords removal and term frequency computation in
order to prepare the corpus for the topic modeling module. This module adopts
a scalable and robust topic modeling library [3] that enables the extraction of
an adaptive set of to topics. Thanks to this module, it is possible to assign mul-
tiple weighted topics to a document published at time t+ δ according to a topic
model computed at the previous instant t. Moreover, the topic model can be
adapted eﬃciently to newly inserted documents without recomputing it from
scratch. A network creation module is used to extract the bibliographic network
from the original corpus. Finally, the evolution of topic is tracked on the bibli-
ographic network by a network analysis module that enables the visualization
of several temporal characteristics of topic evolution, and the detection of the
most interesting topics according to the evolution speed.
Fig. 1. A graphic overview of the overall processing and analysis pipeline.
To perform topic evolution analysis, the spreading model considers several
adjustable parameters. For each analysis task we consider: a time scale [t0, tn]
deﬁning the overall time interval of the analysis; a time window of size δ and
an overlap γ < δ deﬁning a set of time intervals {ΔT0, . . . ,ΔTN} s.t. ∀i Ti =
[t0 + i(δ − γ), t0 + i(δ − γ) + δ); a set of K topics {τ1, . . . , τK} (K being a user-
given parameter). Given a topic τx, users in the network are activated at time
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ΔT0 if they publish a paper covering topic τx during ΔT0. Users are activated at
time ΔTi (i > 0) if they cite any paper that contributed to the activation of the
users at time ΔTi−1. A paper p is said to cover a topic τx if LDA has assigned
τx to paper p with a weight greater than a user-speciﬁed threshold.
The whole process is driven within an interactive Jupyter notebook1. All
modules are implemented in Python. All data are stored in a MongoDB2
database server. The system runs on Windows, Linux and Mac OS X oper-
ating systems using a standard computing platform (e.g., any multi-core Intel
Core iX CPU, and 8 GB RAM) and does not require any high-performance GPU
architecture.
3 Demonstration
Dataset. The dataset used for TrAnET demonstration is a subset of the scien-
tiﬁc papers citations network. This dataset is created by automatically merging
two datasets originally extracted through ArnetMiner [4]: the DBLP and ACM
citation networks3. The demonstration focuses on papers published from 2000
to 2014 within a set of preselected venues, for a total of about 155,000 papers.
Text Processing and Topic Extraction. The input data given to the topic
extraction module is obtained as the result of the cleaning and vectorization
process performed on the concatenation of paper title and abstract, as described
in the previous section. In particular, the cleaning module ignores terms that
appears only once in the dataset and in more than 80% of the documents. The
topic extraction is performed on the whole dataset using Latent Dirichlet Alloca-
tion, searching for 50 topics. The topic model is then used to assign a weighted
list of topics to each paper in the dataset. In our demonstration, we consider
only topic assignments with weight greater than 0.2.
Example of Topic Evolution. To explain how our tool works, the analysis
on two representative topics (namely, topics 6 and 34) is shown here: their key-
words, sized according to their weight within the topic, are described in Fig. 2a
and b, respectively. These topics have been chosen because they are assigned
to a comparable number of papers (4498 for topic 6 and 6079 for topic 34)
and authors (8430 for topic 6 and 8776 for topic 34). Moreover, they exhibit a
very similar publication trend. According to Fig. 2c, which shows the cumulative
number of authors that have published for the ﬁrst time a paper on each topic
in each year, the two trends are almost indistinguishable. This result (similar to
what can be computed by [2]) shows that these topics have a similar diﬀusion
trend in the bibliographic network. However, there is a strong diﬀerence in the
evolution speed, as shown in Fig. 2d. Topic 34 (information retrieval) evolves
1 https://jupyter.org/.
2 https://www.mongodb.com/.
3 https://aminer.org/citation.
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(a) Topic-6 (b) Topic-34
(c) Diﬀusion on network (d) Speed of evolution
Fig. 2. Diﬀusion and word clouds of the selected topics.
more rapidly than topic 6 (clustering). This behavior can be explained by the
increasing research eﬀorts in the ﬁrst ﬁeld, driven by search engine and social
media applications, as well as by Semantic Web technologies. Clustering, in con-
trast, appears as an evergreen albeit not particularly evolving research ﬁeld in
the time frame considered here. In this experiment, we used K = 50, δ = 4 and
γ = 3. By tuning the three parameters suitably, diﬀerent outcomes will be shown
during the demonstration.
The source code and the dataset of the demonstration are available online4.
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Abstract. We present WHODID: a turnkey intuitive web-based inter-
face for fault detection, identification and diagnosis in production units.
Fault detection and identification is an extremely useful feature and is
becoming a necessity in modern production units. Moreover, the large
deployment of sensors within the stations of a production line has enabled
the close monitoring of products being manufactured. In this context,
there is a high demand for computer intelligence able to detect and isolate
faults inside production lines, and to additionally provide a diagnosis for
maintenance on the identified faulty production device, with the purpose
of preventing subsequent faults caused by the diagnosed faulty device
behavior. We thus introduce a system which has fault detection, isola-
tion, and identification features, for retrospective and on-the-fly moni-
toring and maintenance of complex dynamical production processes. It
provides real-time answers to the questions: “is there a fault?”, “where
did it happen?”, “for what reason?”. The method is based on a posteriori
analysis of decision sequences in XGBoost tree models, using recurrent
neural networks sequential models of tree paths.
The particularity of the presented system is that it is robust to miss-
ing or faulty sensor measurements, it does not require any modeling of
the underlying, possibly exogenous manufacturing process, and provides
fault diagnosis along with confidence level in plain English formulations.
The latter can be used as maintenance directions by a human operator
in charge of production monitoring and control.
Keywords: Production units · Fault detection and identification
Maintenance operator friendly · Tree ensemble · Gradient boosting
LSTM-RNN networks
1 Introduction
Modern factories operation and optimization rely on ﬁne-grained monitoring of
machines and products. Besides classical purposes such as energy optimization
and smart production planning, there is a high demand for systems able to detect
and isolate the location of faults occurring in production chains. Thus there has
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been a tremendous eﬀort to design computational intelligences able to represent
the underlying dynamics of such complex systems, with the goal of detecting,
identifying and possibly explaining the occurrence of faults while the system is
in operation. Fault detection and identiﬁcation is often addressed through an
explicit modeling of the system processes using supervised approaches. The ﬁrst
problem with this approach is that it implies learning as many models as there
are processing steps, which can be a huge number in modern factories. The sec-
ond problem comes from the faulty and missing sensor measurements, which,
combined with the complex and dynamical nature of some processes make such
modeling highly inaccurate and unreliable for fault detection [5]. In our approach,
we learn a global fault detection model (FDM) taking all sensor measurements
into account for more reliable detection, and we perform a posteriori analysis
of this model to perform fault identiﬁcation and diagnosis. Or course, such an
approach is only viable if the global model’s decisions are interpretable by any
means, and those decisions can be related to the individual physical equipments,
e.g. the work stations, for fault isolation/identiﬁcation. We use XGBoost [1], a
gradient boosting tree ensemble classiﬁcation method, as a FDM since it has
proved robustness and even superior performance for such unbalanced two-class
classiﬁcation problems as fault detection. The drawback of such a model is that
it does not provide with any direct interpretability of its decision, which is a
desirable feature for identiﬁcation and diagnosis [2,3]. Some approaches cope
with this issue by simplifying the learned FDM to make it interpretable [4,6],
but degrading the detection performances. In a similar spirit, some models are
constrained to be simple enough for interpretability, impacting the detection
performance as well [7]. Unlike those, we keep the original FDM and seeks inter-
pretation from directly it using tree path analysis, thus keeping the original FDM
performance.
2 Fault Detection, Identification and Diagnosis
We train the XGBoost FDM on a large set of engineered features that are related
to a physical equipment or a physical entity in the factory such as a station or
a production line. Features can be sensor measurements made at stations level,
timestamps of products passage in a station, more evolved features such as non-
linear projections of sensor measurements, features characterizing the time dis-
tribution of faults at a station. . . XGBoost is particularly suited to the scenario
where we are using heterogeneous data, with various dynamics, and possibly
many missing/abnormal data. Besides, it is not sensitive to redundant features,
making it a very robust approach for fault detection in production industry,
where we typically deal with numerical, categorical and timestamps data repre-
senting a mix of sensor measurements and feedback from human station operator,
and as such very liable to be faulty/redundant or missing.
Identiﬁcation and diagnosis are then performed in a joint manner by ana-
lyzing the trees in the XGBoost model. The idea is to learn sequential models
of paths followed by non-faulty data inside the trees. Thus for each node of a
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tree, we want to have a model able to say what is the most likely path to be
followed subsequently by a non-faulty data, i.e. we want to model what is the
probability to go to the left branch, to the right branch or to end in a leaf. Those
models have a sequential nature since, in a given node, they are conditioned by
the path followed from the root to this node. And there is a combinatorial aspect
induced by all the possible paths in the tree. We address this aspect by learning
recurrent models of tree paths, using long-short term memory recurrent neural
networks [8]. Numerical data is used along with the node index, to make the
learning problem easier and break the combinatorial aspect, since, numerically
speaking, not all tree paths ﬁgure in the data: only tree paths potentially existing
are learned. We train as many tree path models as there are trees in the XGBoost
model, and for each faulty data, we look inside each tree in which node(s) its tree
path diverges from the “normal” tree path learned from non-faulty data. KL-
divergence is used as a measure of divergence in a node between the predicted
distribution by our normal path model (probability of “left”, “right”, “leaf”),
and the observed distribution, i.e. in which branch the fault data goes. This
gives us an indication as to where and why a fault happened, since the faulty
data obviously follow paths in the decision trees which at some point diverge
from normality. Identiﬁcation and diagnosis are straightforward to obtain since
each node of a decision tree makes direct reference to a feature, and, deﬁnes a
“normality regime” on this feature thanks to the split value associated to the
node. The feature being related to a precise physical equipment, we can eas-
ily output as a potential fault identiﬁcation the concerned equipment, and, as
a diagnosis the interval of normality deﬁned by the node split along with the
abnormal measure. Such an identiﬁcation/diagnosis pair can be formulated in
plain English and enriched with informations on the sensor(s) measures associ-
ated with the node where the divergence was observed. This last part is mostly
the responsibility of the industrial actor and has no genericity (Fig. 1).
Fig. 1. Processing workflow of the fault detection, identification and diagnosis system.
To rank identiﬁcation diagnosis pairs according to relevance, observed node
divergences are aggregated across all the trees of the global defect model by
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computing in which proportion an individual tree score contributes to the global
defect score and reweighing accordingly. It enables a ranking of potential fault
diagnosis by decreasing order of relevance. This human readable output then
allows an operator in charge of production chain maintenance and control to
address the problem in the right place.
3 Interface Operation
The interface operation is demonstrated in Fig. 2: the operator selects a produc-
tion line in the hierarchical view in Fig. 2d and a faulty product in the side menu
in Fig. 2a, and obtains a view of the selected line which shows the product par-
cours through stations along with fault diagnosis shown as tooltips in the stations
where a problem was identiﬁed (Fig. 2a). A full fault report in plain English is
displayed in panel Fig. 2b. The view in Fig. 2c shows algorithmic insights about
the model and would not be visible to a production monitoring operator.
Fig. 2. User-Interface overview. (a) Faults (orange stations) are reported on the path
of product P3516 through stations in line 3 (red), and detailed in the tip. (b) Full fault
diagnosis of P3516 with their respective confidence levels in brackets. (c) Decision path
of P3516 (in red) in tree T5, with one node divergence (in orange) referring to a fault in
station S29. (d) Hierarchical view of the factory (lines – stations). (Color figure online)
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