We analyze some features of the entanglement entropy for an integer quantum Hall state (ν = 1) in comparison with ideas from relativistic field theory and noncommutative geometry. The spectrum of the modular operator, for a restricted class of states, is shown to be similar to the case of field theory or a type III 1 von Neumann algebra. We present arguments that the main part of the dependence of the entanglement entropy on background fields and geometric data such as the spin connection is given by a generalized Chern-Simons form. Implications of this result for bringing together ideas of noncommutative geometry, entropy and gravity are briefly commented upon.
Introduction
The idea that there is some deep connection between entropy and gravity is by now wellknown and well-accepted [1] - [4] . Also the Reeh-Schlieder and Connes-Stormer theorems [5] , coupled with the observation that the algebra of local observables should be a type III 1 von Neumann algebra, tell us that entanglement is an integral part of relativistic quantum field theory [6] - [8] . In noncommutative geometry, one attributes degrees of freedom to space itself via its description by the states of a suitable Hilbert space [9] . Putting these three observations together, a question which naturally arises is whether we can calculate an entanglement entropy between states defining the spatial geometry in the noncommutative scenario and relate it to gravity. This is the subject we explore in this paper. A simple working model for noncommutative geometry is given by the quantum Hall system. If we consider a Kähler manifold M, we can choose a background magnetic field which is proportional to the Kähler two-form. The lowest Landau level (LLL) is obtained by quantizing M with this multiple of the Kähler form as the symplectic structure. We get a Hilbert space H which is spanned by holomorphic wave functions and which can be used as the model for the noncommutative version of M [10] , [11] . Although we phrased this in terms of a Landau-Hall problem, the states of the LLL can be viewed as holomorphic sections of a power of the canonical line bundle, so the tie-in to the physical situation of the Hall effect is useful but not essential. On the other hand, what we do in this paper can also be viewed more narrowly as an interesting view on some entanglement issues for the Hall system, ignoring the larger perspective of gravity and noncommutative geometry.
We consider a completely filled LLL and a surface (of co-dimension 1) separating M into two regions. It is then possible to define an algebra of local observables and reduced density matrices. Regarding the entanglement between the states in the two regions, we consider the spectrum of the modular operator and show that it is basically R + . If we consider only the fully filled LLL, which is what is relevant in modeling noncommutative geometry, the only freedom in the reduced density matrices is due to a change of the separating surface in M. For all such cases, we will see that the spectrum of the modular operator is R + , as the number of states tends to infinity. In relativistic quantum field theory, the algebra of local observables is expected to be a type III 1 von Neumann algebra. This means that the intersection of the spectra of the modular operators over all states (or density matrices) should be R + [6] , [7] . In the present problem, we do not exactly have this result as we are not considering all possible density matrices. For the fully filled LLL, as mentioned above, only a smaller class of density matrices is meaningful. Over this set of reduced density matrices, we do obtain the same spectrum, namely, R + .
The second part of our analysis focuses on the changes in the entanglement entropy as the background fields are varied. We can consider fluctuations in the magnetic field as well as changes in the background geometry due to gravitational fluctuations. We show that the entanglement entropy, as a function of these background fields, is proportional to a Chern-Simons action. It should be emphasized that we are not discussing the effective action for the Hall states; it would not be deemed surprising that the latter is a Chern-Simons theory. To highlight the nature of our result, consider the fact that Einstein gravity in 2+1 dimensions is described by a Chern-Simons theory [12] . There have also been investigations of higher dimensional Chern-Simons gravities recently [13] . In these theories, the gravitational field equations are the extremization of the CS action. Our argument shows that they may be related to the extremization of the entanglement entropy between states corresponding to the degrees of freedom of space itself.
In section 2, we recall a few relevant results from relativistic quantum field theory. The spectrum of the modular operator for Landau-Hall states on S 2 (or fuzzy version of S 2 ) is considered in section 3. The generalization to CP k , k > 1, is done in section 4. The background field dependence of the entanglement entropy is discussed in section 5. The paper concludes with a short discussion and two appendixes with explicit details of some of the relevant calculations.
Observations from Field Theory
In this section, we collect a few known observations about relativistic quantum field theory which can serve as points of comparison for our analysis for Hall states.
A key property of relativistic QFT is that local observables commute at spacelike separations,
Here φ(x) are not necessarily fundamental or elementary fields. In some neighborhood O of spacetime, we can define a local algebra of observables, denoted by A(O), defined by bounded operators of the form
where the support of f ( In what follows, we will consider fields at a given time. Strictly speaking, the definition of local operators will need point-spitting in time, but this refinement will not be important for most of the following discussion.
While one can define an algebra of local observables, the Hilbert space of states does not factorize into Hilbert subspaces defined locally. This statement is the result of some deep theorems, but a simple illustrative example which highlights this feature is obtained in terms of local single-particle states. Consider defining "local" one-particle states of the form
where the functions f (x) and h(x) have supports in disjoint regions of space and ψ † denotes the negative frequency (creation) part of an elementary field operator, which may be taken, for the present purpose, as a free field for simplicity. The overlap of these states is given by
where ω k = √ k 2 + m 2 . (We consider particles of mass m.) The factor 1/(2ω k ), which is characteristic of the relativistic theory, plays a crucial role. In the nonrelativistic case where ω k ≈ m, this factor is a constant, independent of k, and the integration over k gives a δ-function and hence the overlap integral is zero since f and h have no overlap for their supports. But in the relativistic theory, we see that this overlap is nonzero, rendering void any attempt to define local one-particle states. Entanglement thus becomes a characteristic feature of relativistic field theory.
Another important feature is embodied in the Reeh-Schlieder theorem which tells us that the local algebra A(O) is sufficient to generate a dense set of states on the Hilbert space of the theory by their action, say, on the vacuum state [8] . In other words, the vacuum state |0 is a cyclic vector for the algebra A(O). For such a state, if A |0 = 0 for A ∈ A , then
where we use the fact that A and A commute. Since A |0 generates a dense set of states, considering all A ∈ A, we see that A should vanish on a dense set of states, hence A = 0. A vector |Ψ is said to be a separating vector if A |Ψ = 0 implies A = 0. Thus a cyclic vector for A is separating for A and vice versa. Similar arguments apply starting from A , so we have the result that the vacuum |0 is cyclic and separating for both A(O) and A(O) 1 . This is the required premise for the Tomita-Takesaki theorem. Towards the statement of the theorem, let |Ψ is a cyclic and separating vector for the von Neumann algebra A. (We will use a general state |Ψ for many of the statements here, although specializing to the vacuum state |0 is most pertinent to the general field theory analysis.) We can then define an antilinear map S Ψ whose action is given by
Evidently S 2 Ψ = 1. Since S Ψ is antilinear, conjugation is defined by (see [8] ),
Taking |α = |A Ψ , |β = |AΨ , we see from (8) that F = S † . Thus S † acts on A as S acts on A. Going back to (7) , the states A |Ψ and A † |Ψ do not have the same norm in general, so S Ψ is not unimodular. We can separate out a unimodular part J via the polar decomposition S = J ∆
The first statement relates A and A , while the second identifies a one-parameter family of automorphisms of A which may be viewed as time-evolution. The proof of the theorem is very involved, we do not discuss it, but to see how such statements could arise, notice that, if A, B ∈ A,
Thus SBS is contained in A . Reducing this to the unimodular part of the action of S, we see how the first part of the theorem could arise.
Using the polar decomposition, (7) gives J∆
A |Ψ and A † |Ψ should have the same norm. Taking |Ψ to be the vacuum |0 , since A is in the algebra of local observables in O, we can define the unimodularity condition for J as
where ρ O is the reduced density matrix starting from |0 . (We may view the vacuum in terms of its wave function as a functional of the fields and we can integrate out the part of the fields corresponding to O to obtain this. How exactly this is done is not important for now.) There is a similar equality for operators in A with a reduced density matrix ρ O . Notice that the relation (14) and the corresponding one for operators in A are obtained if we define the action of ∆ by
Since the vacuum state is a separating vector, ρ −1 O and ρ −1 O do exist and these formulae are well defined. Introducing states |k,k which form a basis for H ⊗ H, we can represent the operators A and A in the form 2
The action of ∆ as in (15) can then be written as
A more convenient notation is to represent |k,k as Φ = |k k |, so that the action of ∆ can be represented as [8] 
A similar equation holds for a more general state Φ = c k,k |k,k = c k,k |k k |. It should be emphasized that the dependence of ∆ Ψ on the state |Ψ = |0 is carried by the reduced density matrices, while Φ denotes another possible state for the algebras.
From the point of view of general analyses of von Neumann algebras, the importance of the modular operator ∆ is that its spectrum can be used to classify such algebras [6] , [7] . The von Neumann algebra of local operators in relativistic quantum field theory is expected to be of the hyperfinite Type III 1 . This is characterized by the property that
In other words, the intersection of the spectra over all choices of the state |Ψ is R + . The spectrum itself is defined by the action of ∆ Ψ on a general state Φ as in (18) . A consequence of the algebra being of the hyperfinite Type III 1 is that any state can be brought arbitrarily close to any other state by unitary transformations defined separately in A(O) and A(O ). This is the essence of the Connes-Stormer theorem and implies that almost all states are entangled [6] , [7] .
In the light of these facts about relativistic quantum field theory, we first consider the natural question of whether, for a quantum Hall state on a manifold divided into two regions, the spectrum of the modular operator is R + . We show that this is indeed the case in a limited sense. This is discussed in the next two sections. We shall then take up the question of how the entanglement entropy depends on the backgrounds gauge fields and the spin connection.
The spectrum of the modular operator for the ν = 1 Hall state
We start by considering the quantum Hall state on the two-sphere S 2 where the lowest Landau level is fully occupied, i.e., the ν = 1 state. The fermion field operators can be expanded as
where u s (x) are the single particle wave functions for the lowest Landau level (LLL). U α denote the higher Landau level wave functions, which will not be very important for what follows. The fully occupied state LLL can thus be specified as
where n + 1 denotes the number of states which constitute the LLL. For S 2 , n = 2Br 2 where B is the radial magnetic field of a monopole at the origin in the standard embedding of S 2 in R 3 . From (20) , the annihilation and creation operators for the LLL may be expressed as
We can parametrize the sphere in terms of complex coordinates z,z, corresponding to the stereographic projection of S 2 onto the plane. The wave functions are then given by
We want to separate the sphere into two regions, say, the northern hemisphere and the southern hemisphere. The equator, which is the dividing line, corresponds to |z| = 1 in the coordinates we are using. We thus define
where
In terms of these operators
The operators {b s , b † s } and {c s , c † s } form two mutually commuting fermions algebras, obeying
The second set of commutation rules requires the definition of the normalization factor of √ λ s , √ 1 − λ s in (24) . In verifying (27), we also assume that the angular integrations suffice to make the integral vanish for r = s. This is indeed the case and will be important for the higher dimensional generalization.
A short parenthetical remark may be useful before we go on. If we consider functions which have support only in the region |z| < 1, the lowest Landau level wave functions {u s } are not an adequate basis for a mode expansion of such functions. One can get a complete basis by including the higher Landau levels as well. This is also clear from using the full mode expansion (20) for ψ and ψ † in (24) . We then see that the operator expressions for b s , b † s and c s , c † s will also involve a α , a † α where the subscript α refers to the higher LLs.
Returning to the main chain of reasoning, a state vector for one fermion occupying the state corresponding to u s is given by
This defines a way of splitting the state in terms of degrees of freedom corresponding to the inside region |z| < 1 and the outside region |z| > 1. In fact, we can consider local observables which correspond to independent unitary transformations of the b s 's and the c s 's. Thus let A denote the set of all unitary transformations U sr on b s (and b † s ), of the form b s → U sr b r , andÃ denote the the set of unitary transformations V sr of the form c s → V sr c r . These may be interpreted as the algebra of observables for the region inside (i.e., A) and the region outside (i.e., A =Ã), respectively. Evidently, these form two mutually commuting algebras which are copies of U (n + 1),
The state (28) is, of course, entangled, since λ s = 0, 1 in general. Since the only operator which commutes with all of U sr is the identity and similarly for V sr , we see that A is the commutant ofÃ and vice versa. Thus we have two von Neumann algebras, which become infinite dimensional as we take N → ∞. The state corresponding to (21) , expressed in terms of the algebra as a density matrix, can be written, upon using (28), as
Notice that the state c † s |0 has "one particle of the c-type" although the occupation number for the b-type is zero and vice versa. We can now trace over the c-states to get a reduced density matrix for the b-type, and similarly for the c-type. These are given by
There is a slight abuse of notation here in continuing to use |0 . It should be noted that, in ρ b , while the state |0 0|, which is obtained by tracing over the c's, has no b-occupancy, it is not empty. It stands for s c † s |0,0 0,0| c s if we consider a more elaborate notation of two copies of H as in section 2. Thus |0 0| in the first line of (31) does capture the effect of fermions outside |z| = 1, although the effect is small, since 1 − λ s will be small for states localized far into the outside region, i.e., for states with s 1 2 n. And a similar statement, mutatis mutandis, holds for the second line of (31) as well. In each of the cases in (31) one can define the von Neumann entropy, which is also the entanglement entropy,
This method of splitting a s , a † s as in (26) and calculating the entanglement entropy was first given in [14] . For entanglement entropy for the ν = 1 state in two dimensions, see also [15] . Some of the other references on the entanglement entropy for Hall systems are given in [16, 17] .
We now want to consider the modular operator corresponding to the states ρ b , ρ c . A general state can be taken to be of the form
with arbitrary elements α, · · · , δ. In this notation, the (11) element corresponds to b † |0 0| b, (22) to c † |0 0| c. Following [8] and our discussion in section 2, we can define the action of the modular operator ∆ as
Just to reiterate, in this expression, the state dependence of ∆ is given in terms of ρ b , ρ c . For each 2 × 2 subspace, (34) works out to
. This is for one value of s. The full spectrum is thus given by the product of these eigenvalues over all values of s. Thus
The products of the individual eigenvalues for all values of s are included in this set. Since some of the eigenvalues are just 1, the individual eigenvalues get repeated as well in this set.
Our first result is to show that, as n → ∞ for states on S 2 , for any value between zero and 1, there is some k such that λ s is equal to this chosen value. This will imply that the spectrum of ∆ is the interval [0, ∞). The calculations are given in Appendix A. We show that the values of λ s start near 1 for s n and drops to zero as s becomes close to n. The maximal difference of λ s for nearby values of s occurs at s = 1 2 n, where
We can therefore conclude that the differences between λ s and λ s+1 vanish for all s, as n → ∞, showing that the values of λ s fill the interval between zero and 1. In other words, the spectrum of ∆ for this state is R + .
For the analysis given above, we chose the dividing line between the two regions as the equator, at |z| = 1. The result can be generalized to an arbitrary value of |z| for the dividing line, so long as the number of states in each region tends to infinity as n → ∞.
Consider |z| = R. The relevant integral is now
The middle of the transition region between λ = 0 and λ = 1 will occur at s = s * = R 2 n/(1 + R 2 ). In this case, the maximal difference is given by
Once again, we notice that the differences of the nearby λ's vanish as n → ∞. Thus the values of λ will fill the interval between zero and 1, leading to the spectrum of ∆ as R + .
Deformations of the dividing line can be viewed as area preserving diffeomorphims which are realized in terms of unitary transformations of the lowest Landau levels states. The spectrum of ∆ will not be sensitive to this, so the conclusion holds more generally than for the case of a circular dividing line.
If we consider the lowest Landau level as a model for the fuzzy version of S 2 , then the relevant state must be the fully filled level with ν = 1. Having unfilled one-particle states will correspond to having the two-sphere with points removed, as n → ∞. Therefore the only set of states relevant for the case of fuzzy S 2 will correspond to different choices of R. This leads to the conclusion:
For all allowable states in the framework of using the lowest Landau as a model for a noncommutative space, Ψ Spec(∆ Ψ ) = R + .
Generalization to CP k
The results we have obtained for S 2 ∼ CP k can be easily generalized to CP k , k > 1 [11] . We may view this space as a group coset,
This is a homogeneous space with U (k) as the isotropy group. The curvature is thus valued in the Lie algebra of U (k) and is constant in the tangent frame basis. This means that we can introduce additional gauge fields with the field strength proportional to the curvatures and thus set up the analogue of the Landau problem and Hall effect. More explicitly, the wave functions can be considered as functions on SU (k + 1) which have a specific transformation property under the U (k) ⊂ SU (k + 1). A basis for functions on the group SU (k + 1) is given by the matrices corresponding to the group elements in the unitary irreducible representations, or the so-called Wigner D-functions, which are defined as D
where J denotes the irreducible representation and l, r stand for two sets of quantum numbers specifying the states within the representation. There is a natural left and right action of group translations on an element g ∈ SU (k + 1), defined bŷ
where T A are the SU (k + 1) generators in the representation to which g belongs.
The generators of SU (k + 1) which are not in the algebra of U (k) ⊂ SU (k + 1) can be separated into T +i , i = 1, 2 · · · , k, which are of the raising type and T −i which are of the lowering type. These generate translations while U (k) generates rotations at a point. The covariant derivatives on CP k are given by
where r is a parameter with the dimensions of length. (The volume of the manifold will be proportional to r 2k .) The strength of the gauge field should be given by the commutator of covariant derivatives. The commutators ofR +i andR −i are in the Lie algebra of U (k), so we can specify the background field by specifying the right action of U (k) on the wave functions. For the constant background field, the relevant conditions arê
where m (= 1, · · · , dimJ) counts the degeneracy of the Landau level. Equation (44) shows that the wave functions Ψ J m;α transform, under right rotations, as a representationJ of SU (k). Here (T a ) αβ are the representation matrices for the generators of SU (k) in the representationJ, and n is an integer characterizing the Abelian part of the background field. α, β label states within the SU (k) representationJ (which is itself contained in the representation J of SU (k + 1)). The index α carried by the wave functions Ψ J m;α (g) is basically the gauge index. The wave functions are sections of a U (k)-bundle on CP k . In terms of D-functions, they are given by Ψ J m;α (g) = √ dimJ J, m| g |J, α, n .
The Hamiltonian H for the Landau problem is proportional to the covariant Laplacian on CP k ; explicitly the action of H on wave functions is given by
Since the commutator of [R +i ,R −i ] is in the algebra of U (k), we see from (43) and (45) that H is proportional to iR +iR−i , apart from additive constants. Thus the lowest Landau level should satisfy, in addition to the requirements (44, 45), the condition
This is the holomorphicity condition on the lowest Landau level wave functions.
We consider, for simplicity, the case of a U (1) background, taking |J, r to correspond to the trivial (singlet) representation for SU (k) ∈ SU (k +1). The relevant representations are then the rank n totally symmetric representations of SU (k + 1) and we can construct them explicitly using complex coordinates for CP k as
where s = i 1 + i 2 + · · · + i k and N = dimJ = (n + k)!/(n!k!) is the total number of states or degeneracy of the LLL. The volume element for CP k is
We have chosen the normalization such that the total volume, dµ, is 1. For the entanglement entropy, we thus need
where, in the second line, we have carried out the angular integrations taking the interface to be spherically symmetric. The maximal difference of λ s nearby values of s is now obtained for s = s * = w(n + k − 1) − (k − 1), and
As before, we then find that all values between zero and 1 are realized for some λ s , leading to the same conclusion:
For all allowable states in the framework of using the lowest Landau as a model for a noncommutative version of CP k , Ψ Spec(∆ Ψ ) = R + .
We have shown this result only for the case of a U (1) background. We expect this to hold even with additional nonabelian background fields. This will be taken up in a subsequent paper.
Arbitrary background fields and spin connection
We now turn to the second issue mentioned in the introduction, namely, the dependence of the entanglement entropy on the background fields and the spin connection. For this, we need to know how u * s u s depends on these quantities. One way to identify this dependence is to write the Hamiltonian (46) where the covariant derivatives include additional background fields and then use perturbation theory to calculate the change in u * s u s . A limit of m → 0 may then be taken at the end to isolate the LLL wave functions. A simpler alternative, which we shall consider here, is to utilize previous calculations for the effective action for droplets of fermions [11] . The basic strategy is the following. We will consider a general occupancy matrix for a subset of the states of the lowest Landau level. We can then define a function similar to the symbol for this matrix which carries information about the wave functions. A general ansatz for this function can then be written down. Using an index theorem appropriate to the states of the LLL and considering special cases we can firm up the various terms in the ansatz. This will then yield the leading terms for the background dependence of u * s u s . This part of the reasoning will rely on [18] where the Dolbeault index density was used to obtain the bulk effective action for the ν = 1 state.
Before proceeding to the main line of reasoning, we assemble two key ingredients, namely, the index theorem and the generalized Chern-Simons form. The wave functions of the lowest Landau level obey a holomorphicity condition, which is (47) for CP k and a suitable generalization of the same for other complex manifolds. The background fields are included in the relevant antiholomorphic derivatives via conditions like (44), (45). Thus we are looking for the kernel of the antiholomorphic covariant derivatives on M. This is given by the Dolbeault index, with the index density
where F is the two-form field strength for the gauge field and R is the curvature two-form.
In this equation td(T c M) is the Todd class on the complex tangent space of the manifold M. Rather than give the general formula using a splitting principle, we display the expansion in powers of the curvature. The general formula is given in [19] and is discussed in the specific context of Landau level states in [18] . Also, in (52) ch(V ) = Tr(e iF/2π ) is the Chern character of the vector bundle V . (The charged fields defining the Landau problem are sections of this vector bundle; i.e., they have dimV components corresponding to the representation for the nonabelian gauge group, each component being a local function on M. For example, for CP k , we can consider fields φ α with wave functions of the form Ψ J m;α (g) = √ dimJ J, m| g |J, α, n as in section 4. In this case, dimV = dimJ which is the dimension of the U (k) representation carried by the state |J, α, n . For more details, see [18] .) As with such formulae, for two-dimensional manifolds we use the twoform part of I Dolb from (52), for four-manifolds we use the four-form part, etc.
Turning to the second ingredient, namely, the generalized Chern-Simons form, notice that the index densities involve symmetrized traces of powers of the gauge field strength (as a two-form), or powers of the curvature two-form, or mixed terms involving products of powers of both. Now, if P(F ) is an invariant polynomial which is the symmetrized trace of a product of k F 's, then
Notice that A t defines a straight line in the space of potentials connecting the two potentials A (2) and A (1) . Equation (53) is the definition of the generalized Chern-Simons term Q(A (1) , A (2) ) [19] . This version of the Chern-Simons form has been used in physics contexts before, for example, in obtaining expressions for gauge (and gravitational) anomalies with a nontrivial gauge (or gravitational) background [20] . We may also note that, since P(F ) can be written as the derivative of a Chern-Simons term C.S.(A), (53) is equivalent to writing Q(A (1) , A (2) ) = C.S.(A (1) ) − C.S.(A (2) ) + dB(A (1) , A (2) ) (54)
The formula (53) has the advantage of providing an explicit expression for B(A (1) , A (2) ) as well. Even though we used the notation of A and F in equations (53, 54), the statements equally well apply to the spin connection and the curvature.
We now consider the case of M of the lowest Landau levels being occupied. (Eventually, we will be interested in the ν = 1 state with all states being occupied. What we outline here with a smaller droplet is only a trick to get the background dependence of u * s u s .) We can specify the droplet of M occupied states by the occupancy matrix P which is given by
Corresponding to this occupancy matrix, we introduce the function 3
Thus we may write u * M u M = (P ) M − (P ) M −1 . The function (P ) is basically the number density of particles in the lowest Landau level, and hence it should be proportional to the index density for the ν = 1 state, modulo terms which integrate to zero. This is the point of utility of the index theorem.
The background field dependence of u * s u s involves the comparison of two choices of the background. We will denote the background fields we start with by a and ω (0) , where a is the potential for the gauge part and ω (0) is the spin connection. For example, for CP k , the Abelian part of a will be an appropriate multiple of the Kähler form; there can be a nonabelian background as well. The spin connection ω (0) will correspond to the standard curvatures for CP k with the Fubini-Study metric. The general background we want to consider will have gauge fields a + A and spin connection ω. We are thus interested in the function (P ) calculated with the one-particle wave functions corresponding to the background (a, ω (0) ) and with those corresponding to the background (a + A, ω). We can then use the result u * M u M = (P ) M − (P ) M −1 to identify the background dependence.
An important point is that the new values of the background fields, i.e., (a + A, ω), must be such that the total number of states obtained by quantization remains the same. Thus the fields we are considering must all be in the same topological class, so that the Dolbeault index is unaltered by a → a + A, ω (0) → ω. In this sense, we may think of the new fields as a perturbation of the old ones.
We can now write down a general ansatz for (P ) as
Here (P ) (0) denotes the function corresponding to P calculated with the unperturbed one-particle wave functions, namely, with the background A (2) = (a, ω (0) ). On the left hand side, we have the function for P calculated with the perturbed wave functions corresponding to A (1) = (a + A, ω). We actually use the dual on the left hand side so that it can be viewed as a 2k-form; this is signified by the tilde sign. (P ) is to be viewed as the function (P ) multiplied by the volume form appropriate to the background (a + A, ω). Further, K is a (2k − 1)-form, so is X. The nature of the terms in (57) and the justification for them can be seen from the following observations.
1. First consider the case where all states are filled, so that M = N . When all states are filled, (P ) (0) is a constant, in fact equal to N for large n, as seen from [11] , [21] .
(The symbol is equal to 1, but since we have used the normalized wave functions, (P ) (0) = N in this case.) We see that (57) implies that (P ) = I Dolb , provided dX also involves only derivatives of (P ) (0) . The result (P ) = I Dolb is as it should be, since (P ) is the number density of the occupied states and it should be the index density when all states are occupied.
2. Secondly, consider the case when the additional background fields are zero, i.e., we have only (a, ω (0) ), but keeping M < N . In this case, we expect (P ) = dµ (P ) (0) . In (57), we can thus set I Dolb = I Dolb (a, ω (0) ). Further, we have
The factor of N in this formula is easily understood. It is needed to ensure that the integral of I Dolb (a, ω (0) ) gives N for the unperturbed case, since we normalized the unperturbed volume element to integrate to 1. We see that (57) consistently reduces to (P ) = dµ (P ) (0) , provided both K and X vanish when the additional gauge fields are set to zero.
3. Continuing with the case of M < N , we expand I Dolb around (a, ω (0) ) using (53), i.e., I Dolb (a + A, ω) = I Dolb (a, ω (0) ) + dQ (59)
Using this relation, (57) becomes
Since the total number of states should be the same for both (a, ω (0) ) and (a + A, ω), terms in (57) other than dµ (P ) (0) must combine into a total derivative, so that they can give zero upon integration. This identifies K = Q/N . 4. Finally, we have already mentioned that X must vanish when the additional gauge fields are set to zero and that it should also vanish when (P ) (0) is a constant, from items 2 and 1 above. Therefore X can be written as W i ∂ i (P ) (0) , where W i is a (2k − 1)-form and is also a vector. It is not determined by our arguments so far.
Collecting all these results together, we can now rewrite (57) as
where W i is zero when restricted to a, ω (0) . As mentioned before, the relevant index density we should use for the generalized Chern-Simons form Q will be the Dolbeault index density I Dolb , with A (1) = (a + A, ω) and A (2) = (a, ω (0) ).
Taking the difference between (P ) M and (P ) M −1 , we conclude that
u * s u s in all terms on the right hand side is evaluated with the unperturbed background (a, ω (0) ). Going back to the fully filled states, i.e., ν = 1, we can now integrate (62) over a region D whose boundary corresponds to the entangling surface. The result is
The λ s -terms in this equation is the result after integrating over the boundary ∂D; i.e., the analogue of the angular integrations has been carried out as discussed earlier and in the appendixes.
We can now use (63) for the entropy. In the spirit of perturbation theory, the change in the entanglement entropy due to the change in the background fields is given by
This is the main result of this section, summarizing our expectation for the background dependence in terms of Q. The precise form of the remaining factors is not important regarding the background dependence. The arguments which led to this result are very general, but indirect, based on index theorems. We will carry out an explicit calculation, which is presented in Appendix B, for some special cases. (We expect to present the explicit calculations for the more general cases in a separate paper.) This will show that the second correction from (63), namely, W i ∂ i (u * s u s ) a,ω (0) may be taken to be subdominant compared to the first, in some qualified sense. Taking this into account, we may restate the result as follows.
The leading term in the dependence of the entanglement entropy on the gauge fields and spin connection is proportional to the generalized Chern-Simons term Q for the Dolbeault index density.
It may be useful at this stage to see the explicit formulae for the generalized Chern-Simons forms relevant to some lower dimensional examples, rather than the more cryptic expression (53). Using (52) and (53) we find 
Here C.S. stands for the Chern-Simons three-form, given, for a generic argument A, as
Discussion
The main results of this paper are about the spectrum of the modular operator and the dependence of the entanglement entropy on the background fields and spin connection, for a noncommutative space, or equivalently, for the ν = 1 quantum Hall state. These have been spelled out at the end of sections 3 and 5. An important direction to explore further is the term involving W i ∂ i (u * s u s ) in (61), (62). This is presumably related to the boundary actions for a droplet of finite size. In the context of quantum Hall effect, while any direct experimental implication is unclear, our result is in the nature of elucidating general properties of Hall states, As for the context of noncommutative geometry, the following comments may help with the placement of our results in a larger context. In the introduction we have already alluded to the nexus of ideas about entropy and gravity, entanglement as an integral feature of relativistic field theory, and noncommutative geometry which attributes degrees of freedom to space itself. To this we may add the observation that, in 2+1 dimensions, standard Einstein gravity can be described by an action which is the difference of two Chern-Simons terms [12] . In higher dimensions, one can consider a class of gravity theories with Chern-Simons actions, although they do not correspond to the standard Einstein gravity [13] . In all these cases, the field equations of gravity arise as extremization of an action which is a combination of Chern-Simons terms. Our result that the leading term in the background dependence of the entanglement entropy in noncommutative geometry (modeled as quantum Hall systems) is given by a generalized Chern-Simons term takes on added significance when viewed within this circle of ideas. We expect that this result can be utilized to develop an approach to gravity in odd dimensional spacetimes based on noncommutative geometry by modeling space by quantum Hall systems and that such a description would naturally realize the field equations for gravity as maximization conditions for the entanglement entropy. We plan to explore this idea further in future publications.
where, in the first line, we used
For the second and third lines we used the definition of the incomplete Γ-function and its asymptotic expansion [22] ,
Equation (A3) shows that λ s is exponentially close to 1 for small values of s, as n becomes large. The ellipsis indicates terms which are smaller than what is displayed.
For values of s close to n, we can do a similar analysis. Writing s = n − r and carrying out an inversion u = (n + k + 1)/x, we find λ n−r = (n + k)! Γ(n − r + k) r!
We see that, for s near n, the values are exponentially small.
The maximal difference between nearby values of s will occur near the midpoint of the transition from 1 to zero. For this, s is also large and one can use a semiclassical or steepest descents method. Making a change of variable to t = u/(1 + u), (A1) can be written as an incomplete beta function,
Expanding F (t) around this value, E F (t) becomes a Gaussian function centered around this value of t. If the maximum of the Gaussian is well within the range of integration, which is the case for small s, we will find λ s ≈ 1. If the center of the Gaussian is well beyond the range fo integration, which is the case for s near n, we will find λ s ≈ 0. The midpoint of the transition occurs for t 0 at the upper limit of integration, namely, for t 0 = w, which corresponds to s = s * given by
Expanding F (t) around t 0 , we obtain 
where x = t − t 0 . Using this expression, we find
where t 0 = w. It should be noted that the range of integration for x for this case is from −∞ to zero.
We do a similar calculation for λ s * +1 . For s = s * + 1, the minimum of F (t) occurs at
This is just beyond the range of integration. The integral over x now becomes
The integral with the upper limit as zero is similar to what was encountered for λ s * , but we have to subtract out the integral from − to zero. Apart from this, the result is of the form in (A10) with s * → s * + 1 and with t 0 → t 1 = w + . The final result is thus
The rest of the simplification is straightforward, using properties of the Γ-functions. The leading term in the difference λ s * − λ s * +1 comes from the second line of (A13). This leads to the expression (51) quoted in text,
The results obtained in this appendix can also be checked numerically. As an example, consider the case of the two-sphere or k = 1. In this case, taking R = 1 (i.e., w = 1 2 ), we have plotted, in Fig. 1 , we have plotted the values of λ s for n = 200; the result shows that the values are close to zero and 1 at the two ends and has the largest separation between λ s and λ s+1 for s * = n/2. The second graph (Fig. 2) shows the differences (λ s * − λ s * +1 ). We see that the maximum values of the differences decrease as we increase n. The peak value can be checked to be as given by (A14) or (51).
Appendix B: Direct calculation of background field dependence
In this appendix, we will go over the explicit calculation of some of the terms which arise in the dependence of u * s u s on the background fields. In other words, we go over the calculation of the terms in (62), (63). The basic strategy is to consider Tr(P A 0 ), rather than just the the function (56) for P , since this can be related to the calculation of the effective action. For simplicity, we will consider only the changes in the background gauge fields, keeping the spin connection as ω (0) . Tr(P A 0 ) can be expressed as an integral over the phase space with the star product of the functions corresponding to P and A 0 as the integrand. But instead of considering P and A 0 as defined by the modified wave functions, we can use the wave functions for the background (a, ω (0) ), but use A which is a function of A 0 and A i . In other words,
This shows that if we can identify A, then from the first and third lines of this equation, we see that we can obtain the relation between (P ) and (P ) (0) , by functional differentiation with respect to A 0 . The calculation of A has been done in a few different ways; we will go over two methods.
The first method is essentially classical, and can be applied to the case when the background field is Abelian [23] . Let Ω denote the symplectic structure of the phase space, say, CP k ; Ω is a multiple of the Kähler form. The symplectic potential is the Abelian background gauge potential a, so that Ω = da. Changing the gauge field is equivalent to using Ω + F = d(a + A) as the symplectic two-form. We are interested in Tr(P A 0 ) calculated using wave functions with the background a + A. The classical version of this is the integral of A 0 over the phase volume corresponding to Ω + F . So we can write the equivalent of (B1) as
The two-forms Ω and Ω + F must belong to the same topological class, so that, upon quantization, we get the same number of states for the Hilbert space. This means that we can use a diffeomorphism to map Ω + F to Ω. We can then identify A as the image of A 0 under this map. More explicitly, there is a diffeomorphism changing the local coordinates v as v → v − w such that
Equivalently, we can write a + A v−w − a v = df for some function f . Taking A to be a first order correction, we can solve this equation for w as a series. To the quadratic order, the equations for w are
where ≈ denotes equivalence up to an exact form. The solution to this order is
The expression for A = A 0 v−w obtained in this manner is
where u i = (Ω −1 ) ij ∂ j A 0 . Using this in (B2), we find There are several observations to be made about this expression. First of all, Ω = n Ω K where Ω K is the Kähler two-form for the space under consideration and N ≈ n k /k!. For CP k , we have
Thus terms with Ω k−1 are down by a power of n compared to Ω k -terms. Also, (Ω −1 ) ij gives an additional power of 1/n. The series represented by Q(A, ω) has (k − 1) terms terminating with Ω 0 . Integrating (B8) over the region D, we find
Comparing this with (63), we see that we can identify
This term is order A/n 2 while the leading term involving Q is of order A/n.
The second method is to consider the time-evolution of the occupancy matrix [24] . This should be a unitary transformation of the form U (t)P 0 U † (t). The action governing the time-evolution can then be written as
It is easy to verify that the variational equation for this is the (quantum) Liouville equation for P = U (t)P 0 U † (t). The action (B11) can be rewritten using star products as
where N is again the degeneracy. In (B12), all quantities are c-number functions, the symbols which use wave functions defined with the background fields A i . Rather than working out the perturbed wave functions and symbols directly, we note that the action has the gauge symmetry δU = −iθ * U, δA( x, t) = ∂ t θ( x, t) −i (θ * A−A * θ) (B13)
for some function θ on M. The background gauge fields are only defined up to the gauge symmetry δA µ = ∂ µ Λ + i[a µ + A µ , Λ], δa µ = 0 (B14)
for some function Λ on M. Since (B13) is the only gauge symmetry for the action (B12), the transformation (B14) must induce a transformation of the form (B13). Thus we must have A and θ as functions of a µ , A µ , Λ such that A µ (A µ + δA µ ) ≈ A + δA with δA µ as in (B14) and δA as in (B13). Taking A to be A 0 to the lowest order, we can use this idea to solve for A in terms of the star product (defined in terms of Ω). The field U is a boundary field at the edge of the occupied states and can be set to the identity at the end of the calculation. This strategy was used in [24] and leads to
This result is identical to the previous one, if the fields are Abelian.
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