In this paper we consider the problem of reconstructing a binary matrix from absorbed projections, as introduced in [Kuba and Nivat, Linear Algebra Appl. 339 (2001) 171-194]. In particular we prove that two left and right horizontal absorbed projections along a single direction uniquely determine a row of a binary matrix for a specific absorption coefficient. Moreover, we give a linear time algorithm which reconstructs such a row and we analyze its performances by determining the worst case complexity. Finally, we study the same problems in the presence of different absorption coefficients.
Introduction and previous results
Discrete tomography studies the possibility of determining some geometrical aspects of a discrete object, regarded as a finite subset of Z × Z, from a small number of projections (see [2] for a survey). Usually a projection along a discrete direction u, i.e. a direction u = (u x , u y ) such that p = u x /u y ∈ Q, counts the number of atoms of an object lying along each line y = px + k, with k ∈ Z (called the discrete line) by using the difference between the emission intensity and the detected intensity of an X-ray through it. This standard procedure does not take into consideration the presence of the material which surrounds the object. Instead, using the absorbed projections we try to model the physical phenomenon of an object which emits radiation through absorbing materials with absorption coefficient (x, y, z). More precisely, if I 0 is the initial intensity of the emission, the detected intensity I follows from the law
where = e and d is the distance between the emitting point and the detector. With respect to the theoretical model, some simplifications are, however, needed: we consider the absorption function to be constant both inside and outside the object, and we suppose that each detector can be influenced only by the emitting points placed on a single discrete line. Under these assumptions and using a particular value of , = ln((1 + √ 5)/2), in [5, 6] , the authors analyzed the problem of completely characterizing an object, regarded as a binary matrix, from its absorbed projections, and in particular they gave a full description of the switching components which can be found inside a matrix when the horizontal and the vertical absorbed projections are known. The investigation continued in [1] , where the problem of reconstructing a binary matrix from these two absorbed projections was carried on. In particular, the authors succeeded in characterizing its solutions with a 3-SAT formula by coding, at the same time, the fixed part and the possible 1D-switching components of a 0 -representation.
In this article we prove that a different choice of two absorbed projections allows us to achieve the desired result of uniqueness (Section 3). Furthermore, in Section 4, we define a fast algorithm which solves the problem of the reconstruction and we analyze its worst case performances (Section 5).
We want to stress that the classical results of discrete tomography continue to hold when = 1, i.e. when there is no absorption in the physical system.
Definitions and preliminaries
Let our environment be the integer lattice Z × Z and let F be a finite set of points. The minimum (discrete) rectangle containing F, and having dimensions m × n, can be naturally represented by a binary matrix A having m rows and n columns, as follows: a i,j = 1 if and only if the lattice point (i, j ) belongs to F.
The vectors of the left and right horizontal absorbed projections of a binary matrix A, say L and R , respectively, are defined as follows: for each 1 i m. The coefficient 1, ∈ R, represents the absorption of the material. As an example, the left and right projections of the set depicted in Fig. 1 are:
A binary matrix A is called a realization of L and R if A has L and R as left and right absorbed projections. The simple notions defined above allow us to translate the classical problem of the reconstruction of a discrete planar set from its projections into our framework.
Reconstruction DA2D(L , R , )
Input: A real coefficient 1, two integers m and n, and two vectors L , R ∈ R m . Task: Construct a binary matrix A of size m × n which is a realization of L and R . In [5, 6] the authors focus their researches on the case
the well known golden ratio, a number often encountered in several combinatorial and geometrical problems (see [7] ). In particular, the property
makes this coefficient very interesting from a mathematical point of view. It is easy to check that, for all i 1, it holds
In this paper we go ahead in analyzing specific properties of 0 . Throughout the paper we will use the simplified notation L and R to indicate the vectors L 0 and R 0 , respectively. In the final section we point out some results that can be generalized to absorption coefficients different from 0 .
0 -representation
A binary word w = a 1 . . . a n , with n ∈ N, is called a finite n-length representation in base 0 (briefly 0 -representation) of r ∈ R if
The 0 -representation a 1 . . . a n of r is said to be a 0 -expansion if it does not contain a 011 subword.
Naturally, each number r can have several n-length 0 -representations, but the definition guarantees the existence and uniqueness of its n-length 0 -expansion. 
1D-switches
According to the definitions introduced in [4] , we call elementary 1D-switch the substitution, inside a 0 -representation, of an occurrence of the subword 100 with the subword 011 or vice versa. Let x k be a generic digit, with k 0. We call 1D-switch the substitution inside a 0 -representation of an occurrence of the subword 1(0x k ) k 00 with 0(1x k ) k 11 or vice versa; in the sequel we will call both the subsequences switching components. Each switch can be obtained by one or more consecutive applications of elementary switches and by (1), its application does not change the value of the 0 -representation (see Example 1).
The problem of uniqueness
In most of the cases, a single vector of absorbed projections is enough to completely determine the internal structure of a matrix (i.e. if we set 2), but because of the presence of 1D-switching components this result does not hold for 0 . Furthermore, in [5] the authors showed that two vectors of horizontal and vertical 0 -absorbed projections are not yet enough to characterize a binary matrix. This result was achieved by developing an algebra on the two-dimensional switching components.
Our aim in this section is to prove that a better choice of two projections can be made in order to get the uniqueness of the solution compatible with them.
We start by recalling the following lemma, proved in [5] , which characterizes 1D-switching components when the absorption is 0 . 
and subwords of the form (0) r , with r 1.
The proof immediately follows from Lemma 2. 
The following holds:
The contradiction that S w 1 < S w implies that, for all 1 i n, a i = b i .
Corollary 5. A binary matrix A is uniquely determined by the vectors of its left and right horizontal absorbed projections.

An algorithm for solving RECONSTRUCTION DA2D(L, R, 0 )
In the previous section, we have proved that the right and left projections uniquely determine each row of a matrix which is a solution of RECONSTRUCTION DA2D(L, R, 0 ). As a consequence, this problem can be reduced to that of reconstructing a single row, that is a binary sequence r 1 r 2 . . . r n , from its left and right projections, say x and y, respectively. In the present section we propose a linear time algorithm to solve this problem.
In the algorithm the sequence to be reconstructed is represented by the one-dimensional array row = (r 1 , . . . , r n ), and it is initialized with the 0 -expansion of x (that is, the array having minimal right projection z among all the 0 -representations of x). We point out that, by definition, a 0 -expansion does not contain any 011 sequence, and then the solution row which is also compatible with y, if it exists, can be obtained by switching some 1(0x k ) k 00 sequences into 0(1x k ) k 11 sequences. Going further into detail, the algorithm performs a series of switches which increase the right projection of row, z (without changing x) until z=y. In order to determine the positions where a switch has to be performed, we define an array g of length n such that the value g[i] is set to 0 if row[i] = 0; otherwise, it contains the increasing rate of the right projection of row obtained when a switch 100 → 011 is applied starting from position i. Formally:
= 0, since a switch cannot start in positions n − 1 or n. As a matter of fact, by performing a switch 100 → 011 in position i, the right projection z increases by The vector row is initialized to be the 0 -expansion of x. Since the right projection of row does not have a value y, the array g and the variables z and are created.
The function CHECK (5) is now called and it returns true (Step 1). The procedure EXPAND(5) performs the switch 100 → 011 starting from position 5 (Step 2) and the variables g, z and are uploaded.
Since the right projection z of row is still different from y, the function CHECK(3) is called and it returns true for the second time (Step 3).
Finally the last switch 100 → 011 starting from position 3 is performed and the desired vector row is obtained (Step 4). 
Proof. By induction on the number k of elementary switches of the sequence.
Base k =1: If the sequence consists of the elementary switch 011 → 100, then w contains a subword 011 and this means that it cannot be a 0 -expansion. So the only member of the sequence is 100 → 011.
Step k → k + 1: Let s 1 , . . . , s k , s k+1 be a sequence of elementary switches starting at w. By inductive hypothesis the first k switches can be replaced by a sequence of switches 100 → 011. Let us suppose that the last switch s k+1 is of the type 011 → 100. Let us consider the following three possibilities concerning the subword 011:
(a) It arises in the word from a previous switch 100 → 011. In this case, this previous switch and the last switch s k+1 can be dropped out from the sequence and we obtain a sequence of length k − 1 which consists of elementary switches 100 → 011.
(b) It is part of the starting word w. This is not possible since w is a 0 -expansion and cannot contain the subword 011.
(c) It arises from more than one elementary switches that are performed before s k+1 . This is not possible, since all the switches before s k+1 are of type 100 → 011, and the composition of switches of such type cannot contain any subword 011 since their indices differ by an offset greater than 2. So a subword 011 cannot arise from more than one switch 100 → 011.
In all these cases we construct a new sequence that consists only of elementary switches of type 100 → 011 or we show that the situation cannot hold.
The following lemma is a direct consequence of Lemma 7, and it is equivalent to Lemma 1 in [4] . with 0 k n − 3/2 .
We note that, during the computation, the variable in RECROW stores the difference between the desired and the current right projection of row. RECONSTRUCTION DA2D(L, R, 0 ) of dimension m × n can be reconstructed by applying RECROW(l i , r i ), for 1 i m.
Theorem 10. The ith row of a solution of
Proof.
For each 1 i m, RECROW reduces iteratively the value of the variable till it reaches the value 0, by performing switches 1(00) k 00 → 0(10) k 11. We recall by Corollary 9 that the switches of this form are sufficient to get row consistent with r i . By Eq. (2), can decrease till reaching the value 0, by subtracting the contribution 2
, where 2
The admitted switches permit such a contribution to be reached only by changing the values of row(j +1) and row(j +2) from 00 to 11. If this is not possible, then the gap cannot be filled. The function RECROW performs the described changes in the only possible way: by searching the rightmost position j such that CHECK(j ) is true and placing a switching component (function EXPAND(j )) of the type 1(00) k 00 → 0(10) k 11.
The analysis of the worst case complexity of RECROW
In this section we determine the computational complexity of RECONSTRUCTION DA2D(L, R, 0 ).
Lemma 11. After EXPAND(j ) has performed a switch starting from position j, the digits from row[j + 1] to row[n] (n being the length of vector row) remain unchanged until the end of the computation.
Proof. After a call of EXPAND(j ), the vector row is scanned (if necessary) starting from position j − 2 then, if another switch is needed, the digit 1 in position j + 1 is no further modified since any possible CHECK(j − 1) or CHECK(j ) will return false. If RECROW does not change row[j + 1] then it will not change any other digit till row [n] .
Lemma 12. Let RECROW perform the switch 1(00) k 00 → 0(10) k 11 from position j to position j + 2k + 2. For 0 t k, CHECK(j + 2t + 2) is called twice, while CHECK(j ) and CHECK(j + 2t + 1) are called once.
Proof. The innermost while in RECROW checks all the positions from j to j + 2k + 2. For 0 t k + 1, each call of EXPAND(j + 2t) performs a second time the function CHECK on position j + 2t + 2.
Lemma 13. The number of calls of the function CHECK performed by RECROW during the computation of the switch 1(00) k 00 → 0(10) k 11, with k 1, is greater than the sum of those performed while computing both the two switches 1(00) k−t−1 00 → 0(10) k−t−1 11 and 1(00) t 00 → 0(10) t 11 in the word of the same length 1(00) t 01(00)
The proof is a simple exercise. The number of checks on 1(00) 5 00 is 18 while it is only 16 on 1(00) 3 01(00) 1 00.
Theorem 15. For each n 3 we have:
(i) the worst performance of RECROW is on the word 1(0) n−1 when the single switch of maximal length is required; (ii) the number of checks on 1(0) n−1 is
The proof is immediate.
Generalizations to different absorption coefficients: a simple result and open problems
The long term goal of the authors is to study the uniqueness problem for various absorption coefficients. In particular, in this last section we aim at generalizing the uniqueness results obtained in Section 3 to physical systems whose absorption coefficients allow elementary switches of the type 1(0) h+2 → 0(1) h+2 , with h 0. As a direct consequence, we can extend to these systems the reconstruction algorithm presented in Section 4. Finally we propose, as open problems, the characterization of interesting sets of absorption coefficients.
For each h 0, let h be the absorption coefficient such that
Extending the definitions given in Section 2 to h , we call 1D elementary switch the substitution, inside a h -representation, of an occurrence of the subword 1(0) h+2 with the sub-word 0 (1) h+2 or vice versa. Let x k be a generic digit, with k 0. We call 1D-switch the substitution inside a h -representation of an occurrence of the sub-word 1( (0 
with k 0; (3) w − w 1 can be decomposed into subwords of length (h + 3) + (h + 1)k, having the forms
and subwords of the form (0) r with r 1.
This proposition can be used to prove a result analogous to that of Theorem 4 in the presence of h :
Corollary 17. A binary matrix A is uniquely determined by the vectors of its left and right horizontal h absorbed projections, with h 0.
We use this uniqueness result to obtain RECONSTRUCTION DA2D(L h , R h , h ), a generalization of the algorithm described in Section 4. The input consists of a couple of integer vectors (x, y) and the coefficient h . The output is a binary matrix A having x and y as vectors of left and right h absorbed projections.
The structure of the algorithm does not change, only some changes to the procedures are needed:
• CHECK and EXPAND are modified in order to manage the elementary switch 1(0) h+2 → 0 (1) h+2 ; • RECROW starts analyzing the array row from position n − h − 2, and, after each call of procedure EXPAND, it sets j : =j + h + 2.
The above modifications do not increase the complexity of the algorithm. In practice, its worst performances occur when the array row is 1(0) n−1 , and the switch of maximal length is required. So, at first the whole array row is scanned once, and then all the switches are successively performed. The total number of checks on the elements of row is n + n h+2 + k, with k being constant.
This uniqueness result suggests that perhaps there is some easy way of extending it to a generic 1D-switch, but a deeper analysis prevents us from making such a conjecture.
Finally, we present two examples relative to generic 1D-switches, underlying the main problems and difficulties. In Example 18 we show two absorption coefficients and whose presence prevents the left and right projections from characterizing a binary matrix. In Example 19 we show 1D-switches which cannot be found in any physical system, i.e. which do not allow any absorption coefficient. and a physical system having absorption coefficient allows the switch 100001110 → 011100001.
Since the word 100001110 is equal to the reflection of the word 011100001 (we say that the switch is inverse symmetrical), their left and right projections are equal, and the switch is ambiguous with respect to them. More precisely, let w 3 → w 4 be a switch, and w 3 − w 4 = w 5 : y 1 . . . y n . The switch w 3 → w 4 is said to be inverse symmetrical if, for each 1 j n, it holds y j = +1 if and only if y n−j +1 = −1.
Example 19. Let us consider the switch 101 → 010: it implies the existence of two points of Z 2 whose emission intensities sum up till reaching that of a single point situated between them. Clearly this situation is not physically admissible, so there can be no absorption coefficient such that −1 + −3 = −2 , and consequently the associated equation, i.e. x 2 − x + 1 = 0, has no real solutions (see Fig. 2(a) ).
A less trivial example: let us consider the equation x 5 − x 4 − x 3 + x 2 + 1 = 0 associated with the switch 100101 → 011000; elementary reasonings give us no certainty whether it admits a solution greater than 1 (see Fig. 2(b) ). Quite surprisingly the situation changes if a small modification is made in the switch. Indeed, simply adding a single point to its left part we obtain the equation x 5 − x 4 − x 3 + x 2 − x + 1 = 0 which admits a solution greater than 1 (see Fig. 2(c) ).
Conclusions and open problems
In this paper we have presented a characterization of a binary matrix from two absorbed projections and a fast procedure for solving the related reconstruction problem. Such a procedure has been implemented and the proved complexity results have been verified.
The question about the solutions of the same problems when different absorption coefficients are considered naturally arises. In the previous section we have used Examples 18 and 19 to point out two problems which are still unsolved:
1. If a symmetrical or inverse symmetrical switch is present in a matrix, then it cannot be characterized by using left and right horizontal projections: is this condition also necessary? 2. How can we recognize a switch which has physical meaning, i.e. which can be present in a physical system with absorption? It should be interesting to characterize the set of such switches without involving the calculus of the solutions of their related equations.
