Abstract-In all classes of linear adaptive control that involve switching or not there is no guarantee that after the switching stops or the adaptation is switched off the resulting closed loop linear time invariant system is stable let alone have a certain stability margin unless the persistence of excitation condition is satisfied. It will be of great practical importance if in the case of switching adaptive control we can converge to a controller that is stabilizing with certain stability margins. In this paper, a switching logic ensuring Lyapunov stability is proposed inside the framework of adaptive mixing control (AMC). The switching logic uses a Lyapunov based criterion to assess which controller should be put in the loop. The resulting scheme guarantees that the final switched-on controller satisfies a Lyapunov inequality implying a prescribed stability margin. A numerical example is used to show the effectiveness of the method.
I. INTRODUCTION
Classical adaptive control schemes, e.g., Model-reference or Pole-placement adaptive control schemes, in the absence of any persistently exciting signals cannot guarantee that the estimated parameters converge to the true parameter values and therefore convergence to the appropriate controller. In the absence of persistence of excitation it is possible to build examples such that an initially destabilizing controller is kept in the loop forever, because the unstable dynamics of the feedback loop are not excited [1] . The same problem is present in supervisory adaptive schemes involving the use of precalculated candidate controllers, e.g. [10] , [19] , [3] . In fact, even if boundedness of the closed loop data can be concluded, it may indeed happen that the final switchedon controller is destabilizing, but the unstable dynamics have not been excited. In recent years switching logics have been developed in the context of switching supervisory control, employing Lyapunov-based criteria, in order to verify Lyapunov stability of the resulting adaptive closed loop feedback [2] , [9] . In this work, such an idea is applied to adaptive control with mixing. In adaptive mixing control each of the N precomputed candidate controllers is tuned to a small subset of the parameter uncertainty. By monitoring the plant's input/output data, the supervisor 'mixes' the candidate controllers [13] , [5] . The supervisor comprises two subsystems: the on-line parameter estimator and the mixer. The on-line parameter estimator generates real-time estimates θ(t) of the unknown parameter vector θ * , and the mixer determines the participation level each candidate controller based on θ(t). In this work the AMC scheme is extended to involve the use of parallel estimators, or multiple estimators, instead of the single estimator, together with a switching logic that orchestrates which estimate should be evaluated by the mixer. Such a switching logic is driven by I/O data and uses a Lyapunov based criterion to assess which is the best estimate. The resulting scheme guarantees that the final switched-on controller satisfies a Lyapunov inequality implying a prescribed stability margin. The paper is organized as follows: Section II briefly revises the AMC scheme for state-feedback regulation problem. Section III introduces a Lyapunov-based switching logic in order to guarantee a desired decreasing rate of the Lyapunov function. Section IV explores Linear Matrix Inequality (LMI) methods for the analysis and synthesis of candidate controllers satisfying a Lyapunov inequality over the uncertainty space. In Section V a numerical example is used to show the effectiveness of the method.
Notation: The notation in this paper is standard. Given the vector-valued time sequence v ∈ R n , v t denotes the time truncation of the sequence v up to time t then the L 2δ norm
, where δ > 0 is a constant, and |v| the Euclidean norm.
II. PROBLEM FORMULATION
The adaptive mixing control (AMC) scheme has been developed both for regulation and tracking control problems [13] , [5] . Here the AMC algorithm is presented for the continuous-time state-feedback regulation problem: such a control problem, which has not been considered for this class of schemes, will be presented since the following developments will be valid under state feedback laws. Extensions to the case of output feedback are still under study. The control objective is to design a state-feedback controller for the uncertain LTI plant G(θ * ):
We make the following plant assumption:
P1. θ * ∈ Ω for some known compact convex set Ω ⊂ Rn.
The adaptive mixing law approach replaces θ * with its estimate θ. A parameter estimator is used for this purpose. We express (1) in the form of the state-space parametric form:ẋ
where A m is an arbitrary stable matrix. The estimation model is then formed aṡ
whereÂ(θ)(t) is the estimate of A(θ * ) at time t, andx is the state of the on-line estimator based on the statespace parametric model (2) . The estimation model (3) is also referred to as the series-parallel model in the literature [14] , [11] . A gradient law can be used to estimate A(θ * ) [11] :
where Γ > 0 and Pr stands for the projection operator which keeps the estimate inside the convex set Ω. The adaptive law (4)- (7) guarantees:
The control objective is to choose the plant input u so that the plant state x is regulated to zero. We will focus on systems where, because of large Ω, no single linear controller may achieve satisfactory closed-loop behaviour. The idea is to divide the parameter set Ω into N smaller compact not disjunctive subsets Ω 1 , . . . , Ω N that satisfy Ω ⊂ ∪ i∈I Ω i , where I denotes the index set {1, . . . , N }. For each subset Ω i a state-feedback controller u = −K i x is synthesized to yield a stable closed-loop system that meets the performance requirements for the parameter subset Ω i .
A multicontroller C(β) is constructed from the family of N candidate controllers. The multicontroller is a dynamical system capable of generating the candidate control laws, as well as a mix of candidate control laws for overlapping parameter sets. In the state-feedback case the multicontroller can be written as
The multicontroller depends on a mixing signal β = [β 1 , . . . , β N ] T ∈ R N which determines the participation level of each of the candidate controllers. The mixer implements the mapping β : Ω → B θ , where B θ is the set of admissible mixing values
The following properties of β(·) and of the multicontroller
Property M1 ensures that if θ is tuned slowly (in the sense of E1) then the closed-loop system will vary slowly in the L 2 sense. This characteristic will allow the stability of the closed-loop system be to be established using results for time varying systems [11] . Property C1 ensures that C(β) is a certainty equivalence stabilizing controller. As in gain scheduling, interpolation methods may not satisfy the point-wise stability requirement C1 that should be previously verified.
The stability properties of the AMC scheme with state feedback law can now be established.
Theorem 1: Let the unknown plant given by (1) . Consider the adaptive mixing controller with the multicontroller C(β) given by (8) and satisfying assumptions C1; mixer satisfying M1; and adaptive law given by (4)- (7). Then all closed-loop signals are bounded, i.e., u, x ∈ L ∞ ; furthermore u(t), x(t) → 0 as k → ∞.
Proof -See the Appendix
Remark 1: Theorem 1 guarantees signal boundedness of the AMC scheme. However, in the absence of any persistently exciting signals it cannot be guaranteed that the estimated parameters converge to the true parameter values and therefore that the AMC scheme converges to the appropriate robust controller.
III. ENSURING STABILITY MARGIN THROUGH A LYAPUNOV-BASED CRITERION
The AMC scheme presented in Section II will be extended so as to include a parallel estimation architecture, together with a switching logic, based on a Lyapunov criterion, which guarantee convergence to a controller assuring a desired stability margin.
We define as many estimators as the N candidate controllers: each estimator differs for its initial condition and it is designed to project its estimate on a subset Ω i :
with θ i (0) ∈ Ω i and m 2 s as in (7) . A mechanism must be developed to choose which is the best estimate among the N estimated parameters vectors θ 1 , · · · , θ N , and consequently, which candidate controller or combination of candidate controllers will be activated by the mixer. A hysteresis switching logic is used for this purpose: for each parameter estimator consider the performance signals, J i . A supervisory logic compares the N performance signals J (t) :
, and selects, at each time t, the estimate θ σ(t) := θ σ (t) of index σ via the following hysteresis switching logic:
where t − 1 stands for the previous integration step, ψ(J ) stands for the least integer j ∈ I such that J j ≤ J i , ∀i ∈ I, and h, a (typically small) positive real, is the hysteresis constant.
The next Hysteresis Switching Logic (HSL) lemma, whose proof can be found in [17] , establishes the limiting behaviour of the switching system arising from (14) and (15) .
Let S denote the class of all possible switching sequences σ(·). Consider the assumptions: A1. For each σ(·) ∈ S and i ∈ I, J i (t) admits a limit as t → ∞, or the limit goes to infinity; A2. For each σ(·) ∈ S , there exist integers µ ∈ I such that J µ (·) is bounded. HSL Lemma [17] Let σ be the switching sequence resulting from (14) and (15) . Then, if A1 and A2 hold, there is a finite time t * ∈ Z + , after which no more switching occurs.
In supervisory adaptive control schemes with multiple models, the performance signals J i are typically based on some norm of the estimation error ǫ, e.g.,
, [18] , [4] . In this section different performance signals are developed, based on a Lyapunov criterion, leading to a selection of the candidate controller that verify a Lyapunov inequality. The idea of using Lyapunovbased criterion to orchestrate the switching is not new in adaptive control, and some examples can be found in [2] , [9] . In this work, such an idea is applied to adaptive control with mixing.
As an additional assumption that must be satisfied in order to conclude desired stability margin of the adaptive scheme, we assume that L1. The multi-controller u = − N j=1 β j (θ)K j x has been designed to guarantee the existence of a family of Lyapunov functions, V i (x) = x T P i x, i ∈ I, that satisfẏ
where P i , i ∈ I are known positive definite symmetric matrices and ρ i , i ∈ I known positive constants. Note that inequality (16) can be easily checked using LMIbased tools, as it will be exposed in Section IV.
Remark 2: Condition (16) is used in Lyapunov stability theory to guarantee exponential stability in the subset Ω i , i.e., guaranteeing the existence of two positive constants α and β such that [12] :
where β = ρ i /2 and α = (λ max (P i )/λ min (P i )) 1/2 , and λ max (P i ) and λ min (P i ) represent the maximum and the minimum eigenvalue of P i .
Using similar ideas as in [2] , define asẋ i (t) the state derivative if the controller K i is placed in the loop at time t, that isẋ
The idea behind the development of an appropriate switching logic is to verify which are the controller indices i that satisfy the inequality
and choose the corresponding estimated parameter vector θ i to be evaluated by the mixer. The quantityẋ is not measurable, but a differentiator may be used to have an estimatex ofẋ. Robust exact differentiation technique can be used [15] , which guarantee exact differentiation, i.e.x =ẋ after a finite-time transient. Otherwise high-gain observer [20] or dirty derivative filters may be used: the proposed results are valid also in the case, after a peaking or transient time, the following relation holdŝ
where ν can be made as small as desired, e.g., by decreasing the time constant of the high-gain observer or dirty derivative filter. The performance signals are then defined as
wherex i =x(t)− BK i x(t)− Bu(t) is the estimate ofẋ i (t), and t 0 is a user defined constant to account for the initial transient or the peaking phenomenon in the estimation ofẋ. The stability properties of the resulting Lyapunov-based AMC (Lyap-AMC), whose architecture can be seen in Fig.  1 , can be stated:
Theorem 2: Let the unknown plant given by (1) . Consider the adaptive mixing controller with the multicontroller C(β) given by (8) and satisfying assumptions C1 and L1; mixer satisfying M1; adaptive law given by (4)- (7); and switching logic given by (14) - (15), with test functional (21). Then for every ν there exist positive constants t 0 and h such that there is a final switching time t * and J σ(t * ) < h: The final switched-on controller guarantees
Besides, t 0 , h and h can be made as small as possible by decreasing ν.
Proof -See the Appendix
IV. LINEAR MATRIX INEQUALITIES FOR ANALYSIS AND SYNTHESIS OF CANDIDATE CONTROLLERS
Linear Matrix Inequalities (LMIs) are a powerful tool that can allow the construction of quadratic Lyapunov functions for stability and performance analysis of linear systems [6] . In this Section two problems connected with Eq. (16) will be considered and solved using LMI methods: 1) Given a family of candidate controllers C := {K i } i∈I , find the matrices P i and the scalars ρ i , i ∈ I, such that condition (16) is verified (Analysis problem). 2) Find the matrices P i and the scalars ρ i , i ∈ I, as well as the state-feedback gains K i , i ∈ I, such that condition (16) is verified (Synthesis problem). Due to lack of space only the algorithms for the solution of the two problems will be given (Tables I and II ). The algorithm in Table II is based on the iterative algorithm developed in [7] .
Given a family of candidate controllers C := {K i } i∈I .
Step 1. Select M sample points θ [1] , . . . , θ [M ] ∈ Ω i , and a positive constant ∆ρ i > 0. Set c = 1 and ρ c i = 0.
Step 2. Solve the feasibility problem FB c-th:
Step 3. Repeat Steps 1-3 for every subsets Ω i . Return: P i and ρ i , i ∈ I.
TABLE I ANALYSIS PROBLEM: ALGORITHM V. NUMERICAL EXAMPLE
A simple numerical example is presented to show the effectiveness of the proposed Lyapunov-based AMC scheme. Consider the uncertain system in the form (1) with
where θ * 1 is an uncertain parameter belonging to the interval
The uncertainty set is divided into three subsets and three candidate controllers have designed for the nominal values θ 1 = 1, 1.8, 2.4061, to place the closed loop eigenvalues of the three nominal feedback loops in correspondence with the roots of the polynomial s 2 + 2s + 1.5. The candidate controllers as well as the three subsets Ω i are reported in
Step 1. Select Q i ≻ 0, i ∈ I, and solve for P i , i ∈ I, for some points θ [ki] inside Ω i , the algebraic Riccati equations:
Step 2.
Solve for P i , K and ρ c ρ c = min ρ c s.t.
Step 3. Ifρ c < 0 and ρ c −ρ c−1 < δ 1 , with δ 1 a prescribed tolerance, K are the desired controller gains. Return: P i , ρ i =ρ c , i ∈ I, and K. Stop.
Step 4.
Step 5. If B T X c i − B TP i < δ 2 , i ∈ I, with δ 2 a prescribed tolerance, the synthesis problem may not be solvable, Stop. Else set c = c + 1 and X c i =P i , then go to Step 2. Table III reports the nominal values of the uncertain parameter vector for which the candidate controller K i is marginally stable, that is, if the controller K 1 is placed in feedback with the plant corresponding to θ * 1 = 1.8 (belonging to Ω 2 ), the resulting feedback-loop is marginally stable. Analogously if the controller K 2 is placed in feedback with the plant corresponding to θ * 1 = 2.4061 (belonging to Ω 3 ). For each subset Ω i , an adaptive law (4)- (7) estimating the unknown parameter θ * 1 is developed. Given the parameter subsets Ω i , the mixer is constructed on |x| < 1, ϕ(x) = 0, otherwise. Consider the pre-normalized weights, i = 1, 2, 3,
, where U i , L i are the upper and lower bounds, respectively, of the subset (θ 1 )) . The mixing function deriving from the described procedure, using the bump function, is shown in Fig. 2 .
The resulting multi-controller (8) has been verified to satisfy assumption C1. The standard AMC scheme employing one single estimator is compared both with the Lyapunovbased AMC (Lyap-AMC) and a switching scheme, namely Unfalsified Adaptive Switching Control (UASC) scheme [19] conditions, both the AMC and UASC scheme may keep for a long time the marginally stable controller, the Lyap-AMC scheme soon switch the marginally stable controller off and rapidly converge to the desired controller. The reason for the good behaviour of Lyap-AMC can be found by comparing the UASC performance signals of Fig. 3(a) , with the Lyap-AMC performance signals of Fig. 3(b) for one experiment among the 100 experiments performed: while the UASC algorithm might take some time before discriminating with sufficient accuracy the test functionals, the Lyap-AMC rapidly detects the controller corresponding to the negative functional (implying desired stability margin) and discards the others. 
VI. CONCLUSIONS AND FUTURE WORK
We developed an adaptive scheme based on mixing and multiple estimators: in contrast to most popular adaptive control techniques the proposed approach guarantees prescribed stability margin for the closed loop. The results are demonstrated using a simple example.
The analysis and results have been applied to systems whose full state is available for measurement. The extension of the results to systems where only the output rather than the full state is available for measurements is under investigation, but preliminary analytic results shows that the extension to adaptive output feedback architectures is possible by introducing a high gain observer to estimate the state and to verify, on-line, which indices i satisfy the Lyapunov inequality. The use of high gain observers to estimate the derivative of the Lyapunov function has been successfully introduced in [9] in a switching output feedback control scheme. Such an idea is exportable in the Adaptive Mixing Control scheme with output feedback. Another possible field for future work is the robustification of the proposed approach respect to disturbances or unmodelled dynamics. under the contract #257806 AGILE. The matrix A c (t) is the state evolution matrix of the closed-loop formed by the estimated plant and the controller. Thanks to C1, for each frozen time t, the matrix A c (t) has stable eigenvalues. Besides, using E1 and M1, we have that Ȧ (θ) ∈ L 2 implies Ȧ c ∈ L 2 (we use the fact that ∂βi ∂θ ∈ L ∞ , which is guaranteed by the Lipschitz condition M1). Considering the fact that that A m is a stable matrix and using [11, Theorem 3.4 .11], we conclude that the homogeneous part of (26) is exponentially stable (e.s.), i.e., its state transition matrix Φ(t 2 , t 1 ) satisfies Φ(t 2 , t 1 ) ≤ β 0 e −λ0(t2−t1) for some β 0 > 0, λ 0 > 0. For ease of exposition any positive non-zero constant whose actual value does not affect stability is denoted with the same symbol c. From [11, Lemma 3.3 .3] we have, considering (26) (x) t 2δ ≤ c (e 0 ) t 2δ + c (27) (x) t 2δ ≤ c (e 0 ) t 2δ + c (28) (u) t 2δ ≤ c (e 0 ) t 2δ + c
for some δ > 0, where δ ∈ [0, δ 1 ), δ 1 < min {2α 0 , δ 0 }, where λ 0 is the exponential convergence rate of the homogeneous part of (26). We define the fictitious signal m
