Descriptional complexity of CD grammar systems by Sunckel, Bettina
Beschreibungskomplexität
von CD Grammatiksystemen
Dissertation
zur Erlangung des Doktorgrades
der Naturwissenschaften
vorgelegt beim Fachbereich Informatik und Mathematik
der Johann Wolfgang Goethe–Universität
in Frankfurt am Main
von
Bettina Sunckel
aus Frankfurt am Main
Frankfurt am Main 2007
(D 30)vom Fachbereich Informatik und Mathematik der
Johann Wolfgang Goethe-Universität als Dissertation angenommen.
Dekan: Prof. Dr. Detlef Krömker
Gutachter: Prof. Dr. Detlef Wotschke
Prof. Dr. Jürgen Dassow
Datum der Disputation: 24. Mai 2007Inhaltsverzeichnis
1 Einleitung 5
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Übersicht . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2 Grundlagen 17
2.1 Mathematische Grundlagen . . . . . . . . . . . . . . . . . . . . . 17
2.2 Formale Sprachen . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Beschreibungskomplexität . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Maße für die Größe von Grammatiken und Grammatiksystemen 38
2.5 Nichtrekursive Tradeoffs . . . . . . . . . . . . . . . . . . . . . . . 41
3 Verwandte Modelle 45
3.1 ET0L-Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Matrixgrammatiken . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Programmierte Grammatiken . . . . . . . . . . . . . . . . . . . . 49
4 CD Grammatiksysteme 51
4.1 Deﬁnitionen und Beispiele . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Generative Mächtigkeit . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3 Beschreibungskomplexität . . . . . . . . . . . . . . . . . . . . . . 60
4.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5 Hybride CD Grammatiksysteme 63
5.1 Deﬁnitionen und Beispiel . . . . . . . . . . . . . . . . . . . . . . 63
5.2 Generative Mächtigkeit . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3 Beschreibungskomplexität . . . . . . . . . . . . . . . . . . . . . . 65
5.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6 Metalineare Grammatiksysteme 85
6.1 Deﬁnition und Beispiele . . . . . . . . . . . . . . . . . . . . . . . 85
6.2 Generative Mächtigkeit . . . . . . . . . . . . . . . . . . . . . . . . 88
6.3 Beschreibungskomplexität . . . . . . . . . . . . . . . . . . . . . . 113
6.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . 117
3Inhaltsverzeichnis
7 CD Grammatiksysteme von endlichem Index 119
7.1 Deﬁnitionen und Beispiel . . . . . . . . . . . . . . . . . . . . . . 119
7.2 Generative Mächtigkeit . . . . . . . . . . . . . . . . . . . . . . . . 121
7.3 Beschreibungskomplexität . . . . . . . . . . . . . . . . . . . . . . 123
7.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8 Diskussion und Ausblick 139
Literaturverzeichnis 145
4Kapitel 1
Einleitung
1.1 Motivation
Als formale Sprache bezeichnet man eine Menge von Wörtern, wobei ein Wort
eine endliche Zeichenketteaus Symbolen eines endlichen Alphabets ist. In der
Theorie der formalen Sprachen stehen mehrere Möglichkeiten zur Beschrei-
bung einer solchen formalen Sprache zur Verfügung. Die Beschreibungen un-
terscheiden sich zwar durch ihre Form, sie sind jedoch alle endlich. Mit diesen
endlichen Beschreibungen kann man dann sowohl endliche als auch unend-
liche Sprachen darstellen. Die zwei wichtigsten Klassen von Beschreibungen
für formale Sprachen sind Automaten und Grammatiken.
Formale Sprachen ﬁndenheute in vielen Gebieten ihre Anwendung.Beispiels-
weise benutzt man sie zur Beschreibung von Programmiersprachen. Program-
miersprachen dienen der Erstellung von Arbeitsanweisungen an Rechnersy-
steme und können als formale Sprachen gesehen werden.
Das eben angegebene Beispiel ist in der praktischen Informatik anzusiedeln,
dieAnwendungvonformalenSprachenimBereichdertheoretischenInforma-
tik gehtallerdings viel weiter. So hat man mit demModellderTuringmaschine
eine formale Darstellung für alle Probleme, die durch einen Algorithmus lös-
bar sind. Die Turingmaschine ist ein Automatenmodell, das mit Hilfe der drei
Operationen Lesen, Schreiben und Bewegen auf einem unendlichen Speicher-
band mit diskreten Speicherzellen und einer endlichen Menge von Zuständen
Berechnungenausführt.EineTuringmaschine akzeptierteineformale Sprache,
wenn sie ausschließlich bei Eingabe eines Wortes aus dieserSprache nach end-
lich vielen Schritten in einen der deﬁnierten Endzustände übergeht. Mit dem
Modell der Turingmaschine können Probleme klassiﬁziert werden, Aussagen
über Lösbarkeit von Problemen gemacht werden und auch der Verbrauch von
Ressourcen wie Speicherplatz und Zeit bei der Lösung eines Problems unter-
sucht werden.
Obwohl es sehr unwahrscheinlich ist, daß man natürliche Sprachen jemals
vollständig durch formale Sprachen beschreiben können wird, ist es möglich,
Erkenntnissederformalen Sprachenauf Teilbereiche dernatürlichen Sprachen
anzuwenden. Dies ist ein Gebiet der Linguistik. Darüber hinaus ﬁnden for-
male Sprachen eine Anwendung in der Biologie zur Beschreibung von Me-
chanismen wie zum Beispiel dem Pﬂanzenwachstum oder anderen Arten von
Zellteilung.
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Ein wichtiges Ergebnis in der Theorie der formalen Sprachen ist die Chomsky-
hierarchie [HU79]. Sie besteht aus vier grundlegenden Klassen von formalen
Sprachen, die echt ineinander enthalten sind. Diese Klassen ﬁnden in vielen
Gebieten ihre Anwendung. Im einzelnen sind das die regulären Sprachen, die
kontextfreien Sprachen, die kontextsensitiven Sprachen und die rekursiv auf-
zählbaren Sprachen. Für jede dieserKlassen gibt es ein Grammatikmodell, das
die jeweilige Sprachklasse generiert,und ein Automatenmodell, das die jewei-
lige Sprachklasse akzeptiert.
Alle Klassen von Grammatiken, von denen Sprachklassen aus der Chomsky-
hierarchie erzeugt werden, haben gemeinsam, daß in den zugehörigen Gram-
matikmodellen von einem Startsymbol ausgehend durch sequentielles An-
wenden bestimmter Ersetzungsregeln Wörter erzeugt werden können. Diese
Ersetzungsregeln oder auch Produktionen sind in einer Regelmenge zusam-
mengefaßt.Die verschiedenenModelle unterscheidensichnurdurch die Form
der Regeln. Dabei bestehen die Produktionen aus zwei Sorten von Symbolen,
denTerminalen, aus denenauch die späterenWörterbestehen,und denNicht-
terminalen, die nurals Hilfssymbole zurErzeugungvonWörternbenutztwer-
den. Die Zeichenkette aus Terminalen und Nichtterminalen, auf die während
des Ersetzungsvorgangs Produktionen angewendet werden, heißt Satzform.
Als intuitiv besonders einfach verständliche Art von Ersetzungsregeln haben
sich die kontextfreien Produktionen erwiesen. Mit der Klasse der kontextfrei-
en Grammatiken, die aus einer Menge von Hilfssymbolen, einer Menge von
Alphabetssymbolen und einer Menge von kontextfreien Produktionen beste-
hen, erzeugt man gerade die Klasse der kontextfreien Sprachen. Eine kontext-
freie Ersetzungsregel zeichnet sich dadurch aus, daß genau ein Hilfssymbol
durch eine Zeichenkette aus Hilfssymbolen und Alphabetssymbolen ersetzt
wird. Die Ersetzung ist also unabhängig von der Umgebung oder dem Kon-
text, in dem sich das Hilfssymbol beﬁndet. In vielen Situationen braucht man
aber eine stärkere Klasse als die kontextfreien Sprachen, um Phänomene aus
verschiedensten Bereichen darzustellen. In [DP89] sind einige Beispiele unter
anderem aus den Gebieten der natürlichen Sprachen, der Programmierspra-
chen, der Logik und der Biologie aufgeführt. Die in der Chomskyhierarchie
über den kontextfreien Sprachen stehende Klasse der kontextsensitiven Spra-
chen wird allerdings durch Ersetzungsregeln erzeugt, deren Funktionsweise
viel schwerer zu erfassen ist.
Deshalb gab es mehrere Ansätze, Mechanismen zu ﬁnden, die nicht-kontext-
freie Sprachen erzeugen können, aber die Einfachheit von kontextfreien Pro-
duktionenbeibehalten.VieleneuereModelleinderTheoriederformalenSpra-
chen erfüllen diese Anforderung.
Zum Beispiel laufen natürliche Prozesse oft nicht sequentiell sondern parallel
ab. Es ist also naheliegend, einen Ersetzungsprozeß zu betrachten, der nicht
jeweils eine Ersetzungsregel pro Schritt anwendet, sondern bei dem alle Sym-
bole parallel durch jeweils eine Produktion ersetzt werden. Ein solches Erset-
zungssystem wird L-System [RS80] genannt. Das Modell hat einen biologi-
schen Hintergrund und wurde von Aristid Lindenmayer 1968 im Zusammen-
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hang mit der Modellierung von Organismen, die aus mehreren Zellen beste-
hen, deﬁniert. Speziell seien hier die ET0L-Systeme genannt, die aus mehre-
ren Mengen von kontextfreien Ersetzungsregeln bestehen. Bei einem Erset-
zungsschritt dürfen nur Regeln aus einer Menge benutzt werden. Mit Hilfe
von kontextfreienProduktionenkönnen im Fall der ET0L-Systeme auch nicht-
kontextfreie Sprachen erzeugt werden. Die ET0L-Sprachen enthalten alle kon-
textfreien Sprachen und erzeugen eine echte Untermenge der kontextsensiti-
ven Sprachen.
Eine weitere Methode zur Erweiterung kontextfreier Grammatiken ist das so-
genannte „regulated rewriting“ [DP89]. Mit ihrer Hilfe wurden Matrixgram-
matiken, programmierte Grammatiken, random context Grammatiken und ei-
nige weitere neuere Modelle in der Theorie der formalen Sprachen deﬁniert.
Alle haben gemeinsam, daß eine Menge oder mehrere Mengen von kontext-
freien Produktionen mit Mechanismen zur Kontrolle der Anwendung dieser
Produktionen versehen wird. So können auch nicht-kontextfreie Sprachen er-
zeugt werden.
Wenn man jetzt im Gegensatz zum „regulated rewriting“ eine kontextfreie
Grammatik nicht mit mit Kontrollmechanismen ergänzt, sondern eine Men-
ge von kontextfreie Grammatiken zusammenarbeiten läßt, so erhält man ein
Grammatiksystem. Das Modell entstand durch die Übertragung sogenannter
Multiagentensysteme auf Grammatiken. Bei einem Multiagentensystem ste-
hen zur Lösung eines bestimmten Problems nur unabhängige Einheiten (auch
Agenten genannt) mit eingeschränkten Fähigkeiten zur Verfügung. Ein ein-
zelner Agent kann das gegebene Problem nicht lösen. In solch einer Situation
kann man probieren, das Problem mit mehreren Agenten, die auf eine genau
deﬁnierte Weise miteinander kommunizieren können, zu lösen.
Dieses Konzept der Problemlösung mittels verteilter Ressourcen wurde im
„blackboard model of problem solving“ aus dem Gebiet der künstlichen In-
telligenz angewendet. Das „blackboard model“ ist eine Strategie zur Lösung
intellektueller Aufgaben in einer dezentralisierten Umgebung bestehend aus
kommunizierendenEinheiten.KomponentendieserModellesind mehrereun-
abhängige Wissensquellen (auch Agenten genannt) und eine Kontrolleinheit,
die bestimmt, welche Wissensquelle wann und in welcher Weise zur Lösung
der Aufgabe beiträgt. Es gibt ein paralleles Modell, bei dem mehrere Agenten
parallel an Teilen der Lösung eines Problems arbeiten und dann ihre Ergebnis-
se kombinieren und ein sequentielles Modell, bei dem zu jedem Zeitpunkt nur
ein Agent an dem gemeinsamen Problem arbeitet. Wenn er fertig ist, kommt
ein weiterer Agent an die Reihe. Alle Details des Modells und der Zusammen-
hang mit Grammatiksystemen ﬁnden sich in [CVDKP94].
Wenn wir jetzt die Problemlösungsstrategie des „blackboard model of pro-
blem solving“ auf Grammatiken übertragen, erhalten wir eine Menge einzel-
ner Grammatiken, auch Grammatiksystem genannt. Die einzelnen Gramma-
tiken entsprechen dabei den Agenten. Mehrere Grammatiken arbeiten zusam-
men,umeinWortzu erzeugen.Esgibt parallele Grammatiksysteme,beidenen
zu einem Zeitpunkt mehrere Grammatiken an einer Satzform arbeiten und se-
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quentielle Grammatiksysteme, bei denen zu jedem Zeitpunkt nur eine Gram-
matik an dergemeinsamenSatzform arbeitet.BeideTypenwerdenausführlich
in [CVDKP94] besprochen.
Die StrukturdersequentiellenGrammatiksystemeistdadurch,daßdieKoope-
ration der Komponentennicht durch zusätzliche Strukturen oder Symbole ko-
ordiniertwerdenmuß,sehreinfach. TrotzdieserEinfachheit wirdeinestarker-
weiterte generative Mächtigkeit bei kontextfreien Komponenten erreicht. Da-
her bieten sich sequentielle oder auch „cooperating distributed“ (CD) Gram-
matiksysteme für die weitere Untersuchung an. Wir werden uns speziell mit
kontextfreien CD Grammatiksystemen beschäftigen, weil sie auch die vor-
her gestellte Anforderung, mit kontextfreien Produktionen nicht-kontextfreie
Sprachen erzeugen zu können, erfüllen.
Kontextfreie CD Grammatiksysteme sind eine Generalisierung von kontext-
freien Grammatiken. Bei kontextfreien Grammatiken wird eine einzige Menge
von kontextfreien Ersetzungsregeln benutzt, um von einem Startsymbol aus
ein Wort zu erzeugen. Eine beispielhafte Darstellung dieser Vorgehensweise
ﬁndet sich in Abbildung 1.1.
S → aSb
S → ab
aaSbb
Abbildung 1.1: Grammatik - eine Menge von Produktionen arbeitet an einer
Satzform.
Im Gegensatz dazu benutzt man bei CD Grammatiksystemen mehrere Regel-
mengen, die auch Komponenten genannt werden, und auf unterschiedliche
Art und Weise miteinander kooperieren können. Zu einem Zeitpunkt arbeitet
nur eine Komponente an der Satzform. Eine beispielhafte Darstellung dieser
Vorgehensweise ﬁndet sich in Abbildung 1.2.
Der Ableitungsmodus bestimmt die Art und Weise, in der die Komponenten
miteinander kooperieren. Die Komponente, die gerade Produktionen anwen-
det, nennt man auch die aktive Komponente. Zu jedem Zeitpunkt ist immer
nureineKomponenteaktiv. Wiruntersuchenden∗-Modus,bei demjedeKom-
ponente beliebig viele Produktionen anwenden darf, bevor die nächste aktiv
wird und den t-Modus, bei dem jede Komponente so lange Produktionen an-
wenden muß, bis sie kein Nichtterminal mehr ersetzen kann. Weiterhin be-
schäftigen wir uns mit den Modi (=k), (≥k) und (≤k), bei denen eine Kom-
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S → AB
A0 → A
B0 → B
A → aA0b
B → cB0
A → ab
B → c
aaA0bbccB0
Abbildung 1.2: CD Grammatiksystem - mehrere Komponenten arbeiten an ei-
ner Satzform.
ponente jeweils genau k, mehr als k beziehungsweise weniger als k Produk-
tionen anwenden muß, bevor die nächste Komponente aktiv wird.
CD Grammatiksysteme wurden in [MR78] deﬁniert und eingeführt. Eine Ver-
bindung mit Themen der künstlichen Intelligenz wurde in [CVD90] gezogen.
In dieser Arbeit begann auch die ausführliche Erforschung des Modells mit
der Einführung der klassischen Ableitungsmodi t, ∗, (= k) und (≤ k). Die
(≥k)-Ableitungsmodi stammen aus [DP90].
Alle CD Grammatiksysteme habengemeinsam,daß die Komponentenim glei-
chen Ableitungsmodus arbeiten. Das heißt, daß der Ableitungsmodus dem
ganzen Grammatiksystem zugeordnet wird und nicht den einzelnen Kompo-
nenten. Besonders im Hinblick auf das „blackboard model of problem sol-
ving“ ist diese Beschränkung aber unnatürlich. Warum sollten verschiedene
Quellen mit unterschiedlichem Wissen nicht auch auf unterschiedliche Art
und Weise arbeiten? Diese Frage führt uns zu hybriden CD Grammatiksyste-
men.
BeihybridenCD Grammatiksystemenhat jedeKomponenteihreneigenenAb-
leitungsmodus.DiesesModell wurdein [Mit93] eingeführtund eingehendun-
tersucht. Neben den oben erklärten Ableitungsmodi bietet sich hier noch ein
weiterer an, der mit dem Begriff „fairness“ im Zusammenhang steht. Ein ko-
operierendes System wird als fair bezeichnet, wenn alle Komponenten einen
ähnlich großen Beitrag zur gesamten Arbeit des Systems leisten [DM96]. Ei-
ne Komponente eines hybriden CD Grammatiksystem arbeitet im t-Modus,
wennsie nicht alle Ersetzungsschritteausführt, die möglich sind, sondernvor-
her eine andere Komponente aktiv wird. Da mit diesem Modus keine Termi-
nalwörter erreicht werden können (die letzte aktive Komponente ersetzt alle
in der Satzform vorhandenen Nichtterminale), wird er nur bei hybriden CD
Grammatiksystemen benutzt. Der t-Modus wird in [BH00] genau untersucht.
Zusammenfassend läßt sich sagen, daß mit den CD Grammatiksystemen ein
vielfältiges und vielseitiges Modell gefunden wurde, indem Problemlösungs-
strategien innerhalb verteilter Systeme auf Grammatiken übertragen wurden.
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Mit denCD Grammatiksystemenhat man darüberhinaus einweiteresModell,
mit dem man nicht-kontextfreie Sprachen mit Hilfe von kontextfreienProduk-
tionen erzeugen kann. Trotzdem ist der Formalismus noch sehr einfach und
intuitiv gut verständlich. Wir werden in dieser Arbeit nicht nur die eben vor-
gestellten uneingeschränkten Modelle untersuchen, sondern auch Einschrän-
kungen ﬁnden, die die positiven Eigenschaften der CD Grammatiksysteme
nicht wesentlich beeinﬂussen, aber die Struktur der Systeme und damit auch
deren Handhabung stark vereinfachen.
In der Theorie der formalen Sprachen wird klassischerweise die generative
Mächtigkeit eines Modells betrachtet. Es ist allerdings nicht nur wichtig, wel-
che Sprachklasse von einem Modell beschrieben wird, sondern auch wie gut
ein Modell diese Sprachklasse beschreibt. Will man jetzt genau deﬁnieren, was
untereinergutenBeschreibungzu verstehenist, liegtesnahe, daßsie soknapp
oder kurz wie möglich sein sollte. Außerdem kann man von einer guten Be-
schreibung fordern, daß sie möglichst einfach zu verstehen sein sollte. Diese
Größe und Komplexität eines Modells wird in der Beschreibungskomplexität
genauer untersucht.
Die zwei großen Klassen von Beschreibungsystemen, die wir im Gebiet der
formalen Sprachen behandeln, sind Automaten und Grammatiken. Bei endli-
chen Automaten, dem zu regulären Grammatiken äquivalenten Automaten-
modell, hat sich die Anzahl der Zustände als Maß für die Komplexität und
Größe durchgesetzt. Das ist als erster Ansatz naheliegend, da ein endlicher
Automat nur aus einer Menge von Zuständen und Übergängen zwischen die-
sen Zuständen besteht, und die Anzahl der Übergänge durch die Anzahl der
Zustände und die Größe des Eingabealphabets beschränkt ist. Noch aussage-
kräftigere Ergebnisse wären natürlich möglich, wenndie Anzahl derÜbergän-
ge miteinbezogen würde.
Bei Kellerautomaten, dem zu kontextfreien Grammatiken äquivalenten Auto-
matenmodell, wird das Problem, ein sinnvolles Maß zu ﬁnden, schon schwie-
riger. Kellerautomaten bestehen aus einer endlichen Menge von Zuständen,
einer endlichen Menge von Kellersymbolen und einer endlichen Menge von
Übergängen. Bei diesen Übergängen wird nicht nur der Zustand gewechselt,
sonderneswerdenauch auf einemtheoretischunendlichenSpeicher,demKel-
ler, Kellersymbole gelesen und gespeichert. Neben der absoluten Länge der
Beschreibung eines solchen Automaten spielen für die Komplexität sowohl
die Anzahl der Zustände als auch die Anzahl der Kellersymbole eine Rolle
[GPW82], [GPW93]. EinengutenÜberblick über weitereAspektederBeschrei-
bungskomplexität bei Automatenmodellen bietet [GKK+02].
Betrachtet man nun kontextfreie Grammatiken und insbesondere Gramma-
tiksysteme, bietet sich eine noch größere Vielzahl von Möglichkeiten an, die
Größe und besonders die Komplexität eines solchen Modells zu beschreiben.
Zunächst einmal steigt die Komplexität einer kontextfreienGrammatik sicher-
lich, wenn sich die Anzahl der Nichtterminale erhöht. In [Gru67] wird dieses
Maß betrachtet und gezeigt, daß für jede natürliche Zahl n eine Sprache exi-
stiert, für deren Erzeugung eine kontextfreie Grammatik mindestens n Nicht-
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terminale benötigt. Das gilt sogar für Sprachen über binären Alphabeten, al-
lerdings gilt es nicht im unären Fall.
[GPW82] zieht einen Vergleich zwischen der Beschreibungskomplexität von
kontextfreien Grammatiken und Kellerautomaten. Hier wird gezeigt, daß es
für jedes Paar von natürlichen Zahlen n und p eine Sprache gibt, die von ei-
nem Kellerautomaten mit n Zuständenund p Kellersymbolen akzeptiert wird.
Jede kontextfreie Grammatik aber, die diese Sprache erzeugt, braucht min-
destens n2p Nichtterminale. Dieses Ergebnis setzt jedoch nicht nur die zwei
Beschreibungssysteme für kontextfreie Sprachen in Relation zueinander. Dar-
über hinaus kann man damit auch noch zeigen, daß die Tripelkonstruktion
(siehe [HU79]), eine Konstruktion zur Umwandlung von Kellerautomaten in
kontextfreie Grammatiken, von der Größe her optimale Ergebnisse liefert.
Ein ähnlich naheliegendes Maß für die Komplexität einer kontextfreien Gram-
matik wie die Anzahl der Nichtterminale ist die Anzahl der Produktionen.
Auch hier kann gezeigt werden, daß es für jede natürliche Zahl n eine Sprache
gibt, für deren Erzeugung eine kontextfreie Grammatik mindestens n Produk-
tionen benötigt [Gru69]. Das gilt für ein beliebiges Alphabet. Einen tieferen
Einblick in die Erforschung der eben erwähnten Maße und die Behandlung
verschiedener damit zusammenhängenden Fragen bietet [Gru73].
Es gibt also unendliche Hierarchien von Sprachklassen über die Anzahl der
Nichtterminale beziehungsweise die Anzahl der Produktionen von kontext-
freien Grammatiken. Die Einschränkung dieserParameter hat direkte Auswir-
kung auf die generative Mächtigkeit. Also erfassen die Maße Anzahl der Pro-
duktionen und Anzahl der Nichtterminale wichtige Aspekte der Komplexität
einer kontextfreien Grammatik.
Allerdings entsprechen diese Maße nicht der intuitiven Auffassung von Grö-
ße. Wenn man die Größe oderLänge einer Beschreibung über einem endlichen
Alphabet messen will, erwartet man, daß es für eine Länge n nur endlich vie-
le Beschreibungen gibt. Es gibt zum Beispiel für ein festes n und ein festes
Eingabealphabet nur endlich viele Wörter der Länge n oder nur endlich viele
endliche Automaten mit n Zuständen. Im Gegensatz dazu kann man für einen
bestimmtenWert n unendlich viele verschiedeneGrammatiken angeben, die n
Produktionen beziehungsweise n Nichtterminale haben. Das kommt dadurch
zustande, daß die rechte Seite von kontextfreien Produktionen aus beliebig
vielen Terminalen und Nichtterminalen bestehen kann und so die Größe der
Beschreibung durch die Anzahl der Produktionen oder Nichtterminale nicht
beschränkt ist.
Wir wollen uns in dieser Arbeit aber auch mit Maßen beschäftigen, die die
Größe einer Grammatik im Sinne der Länge der Beschreibung darstellen. Es
liegt nahe, dafür die Anzahl der Symbole zu zählen, die man braucht, um die
Grammatik zu beschreiben.
Vergleicht man jetzt eine kontextfreie Grammatik mit einem endlichen Auto-
maten, so kann man für jede rekursive Funktion f und eine beliebige natür-
liche Zahl n eine reguläre Sprache ﬁnden, für deren Beschreibung ein endli-
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cher Automat f(n) Zustände braucht. Diese Sprache kann aber auch von einer
kontextfreien Grammatik der Größe (im eben deﬁnierten Sinne) n beschrie-
ben werden [MF71]. Das Ergebnis ist nicht nur für unsere Arbeit wichtig, weil
ein Größenmaß benutzt wurde, das der intuitiven Auffassung der Länge einer
Beschreibung entspricht. Es zeigt auch, daß kontextfreie Grammatiken man-
che regulären Sprachen besser beschreiben können als endliche Automaten.
Die Einsparung, die man durch eine kontextfreie Grammatik erreichen kann,
ist dabei durch keine rekursive Funktion beschränkt. Dieses Phänomen wird
auch nichtrekursiver Tradeoff genannt.
Eine weitere Möglichkeit, die Größe einer kontextfreien Grammatik zu be-
schreiben, hat man, wenn man das vorher beschriebene Maß der Anzahl der
Nichtterminale beibehält, aber die Struktur der Grammatik durch eine geeig-
neteNormalformeinschränkt.Esbietetsichz.B.die Chomskynormalform(sie-
he [HU79]) an, bei der die rechte Seite von Produktionen entweder aus einem
Terminal oder aus zwei Nichtterminalen besteht. Wenn man die Anzahl der
Nichtterminale auf eine natürliche Zahl n beschränkt, gibt es nur endlich vie-
le kontextfreie Grammatiken in Chomskynormalform mit n Nichtterminalen.
Kontextfreie Grammatiken in Chomskynormalform wurden bezüglich ihrer
Beschreibungskomplexität in [Pir75] untersucht.
Der Vollständigkeit halber sei erwähnt, daß auch die Greibach-Normalform
in [PK75] untersucht wurde. Diese strukturelle Beschränkung erlaubt jedoch
nicht, das Maß der Anzahl der Variablen als echtes Größenmaß zu betrachten.
Auch im Falle der Grammatiksysteme können wir sehen, daß mit der Anzahl
der Produktionen beziehungsweise Nichtterminale die Komplexität der Be-
schreibung steigt. Die beiden Maße Anzahl der Nichtterminale und Anzahl
der Produktionen wurden in [DP91] und [BR02] dazu verwendet, CD Gram-
matiksysteme und kontextfreie Grammatiken zu vergleichen und in [P˘ au92],
um parallele Grammatiksysteme und kontextfreie Grammatiken zu verglei-
chen. In beiden Fällen erhält man das Ergebnis, daß Grammatiksysteme in
einigen Fällen kontextfreie Sprachen effektiver beschreiben können als kon-
textfreie Grammatiken. Die Einsparung ist durch keine Funktion beschränkt.
Darüber hinaus kann für die Länge der Beschreibung ein ähnlich gutes Ergeb-
nis erzielt werden.
Allerdings wird die Einfachheit einer Beschreibung bei CD Grammatiksyste-
men auch durch andere Faktorenbestimmt. Ein CD Grammatiksystem besteht
aus Komponenten, mit deren Anzahl auch die Komplexität der Beschreibung
steigt. Außerdem ist nicht nur die gesamte Anzahl der Produktionen wichtig,
sondern auch die Art und Weise, wie diese auf die Komponenten verteilt sind.
Eine Komponente mit wenigen Produktionen ist sicher einfacher zu erfassen
als eine Komponente mit vielen Produktionen. Es wird deshalb auch die ma-
ximale Anzahl von Produktionen in einer Komponente betrachtet. Für einige
Ableitungsmodi ist es möglich, die Anzahl der Komponenten bzw. die maxi-
male Anzahl der Produktionenmit einer Konstante zu beschränken und trotz-
dem alle Sprachen der entsprechenden Sprachklasse zu erzeugen [PDS94].
In dieser Arbeit wird uns als erstes die Frage beschäftigen, ob man für hy-
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bride CD Grammatiksysteme ähnlich gute Ergebnisse erzielen kann wie für
kontextfreie CD Grammatiksysteme. Teilweise können Ergebnisse über den
Vergleich mit kontextfreien Grammatiken übertragen werden, da hybride CD
Grammatiksysteme eine Generalisierung von kontextfreien CD Grammatik-
systemen sind. Resultate über Maße, die einzelne Aspekte wie die Anzahl der
Produktionen in einer Komponente beleuchten, müssen aber unabhängig von
den Ergebnissen bei kontextfreien CD Grammatiksystemen erzielt werden.
Resultate über die Beschreibungskomplexitätvon CD Grammatiksystemenim
Zusammenhang mit Maßen, die den Anforderungen, die man intuitiv an ein
Größenmaß stellt, entsprechen, sind nur im Vergleich mit kontextfreien Gram-
matiken bekannt. Tradeoffs zwischen verschiedenen Arten von CD Gramma-
tiksystemen sind nicht bekannt. Das kann daran liegen, daß für kontextfreie
CD Grammatiksysteme nur wenige Hilfsmittel zur Verfügung stehen, mit de-
nen man Aussagen darüber machen kann, ob die erzeugte Sprache in einer
bestimmten Sprachklasse enthalten ist oder nicht.
Ein wichtiges Ziel dieser Arbeit ist es deshalb, auch eingeschränkte kontext-
freie CD Grammatiksysteme, die aber die positiven Eigenschaften des unein-
geschränkten Modells möglichst beibehalten, auf ihre Beschreibungskomple-
xität hin zu untersuchen.
Eine naheliegende Art, eine Grammatik zu vereinfachen, ist eine Einschrän-
kung der Struktur ihrer Produktionen. Wir werden zunächst die metalinea-
ren CD Grammatiksysteme analog zu metalinearen kontextfreien Grammati-
ken deﬁnieren. Das heißt, daß die rechte Seite einer Startproduktion mehrere
Nichtterminale enthalten darf, alle anderen Produktionen aber jeweils höch-
stens ein Nichtterminal auf der rechten Seite haben.
Es stellt sich nun die Frage, ob das so erhaltene Modell auch nicht-kontextfreie
Sprachen erzeugen kann. Außerdem sollte untersucht werden, ob man Aussa-
gen über die Beschreibungskomplexität machen kann, die sich auf Maße be-
ziehen, die die Größe oderLänge einer Beschreibung wiedergeben.Interessant
wäre dabeinicht nurdas Verhältnis derneudeﬁniertenKlassenuntereinander,
sondern auch das Verhältnis zu kontextfreien Sprachen.
Eine weitere Möglichkeit Grammatiken einzuschränken, ist der endliche In-
dex. Hier ist die Anzahl der Nichtterminale in einer Satzform während der Er-
zeugung eines Wortes durch eine Konstante beschränkt. Diese Einschränkung
auf kontextfreie CD Grammatiksysteme ist nicht ganz so stark wie die Metali-
nearität und wurde in [DP90] zum erstenMal eingeführt. Es bleibt zu untersu-
chen, ob man für dieses Modell ähnlich gute Ergebnisse in der Beschreibungs-
komplexität erzielen kann wie für metalineare CD Grammatiksysteme.
1.2 Übersicht
Die weiteren Kapitel sind wie folgt aufgebaut:
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• Kapitel 2 umfaßt die Grundlagen aus der Mathematik und der Theorie
der formalen Sprachen, die für diese Arbeit benötigt werden. Wir führen
die benutzten Notationenein und deﬁnieren vor allen Dingen die Gram-
matikmodelle, die die Sprachklassen der Chomskyhierarchie erzeugen.
Einige Automatenmodelle, die wir später benötigen, werden ebenfalls
eingeführt.Weiterhinstellenwir das Gebiet derBeschreibungskomplexi-
tät vor und befassen uns mit Komplexitätsmaßen für Grammatiken und
Grammatiksysteme.
• In Kapitel 3 stellen wir einige den Grammatiksystemen verwandte neue-
re Modelle aus der Theorie derformalen Sprachen vor. Außerdemfassen
wir die Resultate über diese Modelle zusammen, die wir in den folgen-
den Kapiteln benutzen werden.
• Kapitel 4 enthält wichtige Ergebnisse auf dem Gebiet der kontextfreien
CD Grammatiksysteme. Nach den nötigen Deﬁnitionen wird die Funk-
tionsweise von CD Grammatiksystemen anhand einiger Beispiele ver-
deutlicht. Im nächsten Abschnitt fassen wir die Ergebnisse über die ge-
nerative Mächtigkeit von kontextfreien CD Grammatiksystemen in den
verschiedenen Ableitungsmodi zusammen. Der letzte Abschnitt enthält
einen Überblick über die Resultate für kontextfreie CD Grammatiksyste-
me im Bereich Beschreibungskomplexität.
• Kapitel 5 befaßt sich mit denhybriden CD Grammatiksystemen. Für die-
seGeneralisierungvonkontextfreienCDGrammatiksystemengebenwir
zuerst alle nötigen Ergebnisse an und fassen dann die Ergebnisse über
die generative Mächtigkeit von hybriden CD Grammatiksystemen zu-
sammen. Danach folgt ein Abschnitt über die Beschreibungskomplexität
von hybriden CD Grammatiksystemen. Dabei werden Resultate gezeigt,
die die Anzahl derKomponentenund die maximale Anzahl derProduk-
tionen in einer Komponente nach oben beschränken.
• Nachdem wir kontextfreieCD Grammatiksysteme und auch hybride CD
Grammatiksysteme untersucht haben, werden wir im Kapitel 6 metali-
neare CD Grammatiksystemen deﬁnieren. Danach wird die generative
Mächtigkeit dieses Modells untersucht. Wir zeigen, daß die Klasse der
m-linearen CD Grammatiksysteme mit der Klasse der m-linearen ET0L-
Systeme und Matrixgrammatiken zusammenfällt. Es wird sich erwei-
sen, daß man auch mit diesen eingeschränkten CD Grammatiksystemen
nicht-kontextfreie Sprachen erzeugen kann. Außerdem werden wir ein
Pumpinglemma für diese Sprachklasse beweisen und Abschlußeigen-
schaften untersuchen.Mit Hilfe dieserErgebnisse erhalten wir dann eine
unendliche Hierarchie über derBreite von metalinearen CD Grammatik-
systemen. Der nächste Abschnitt befaßt sich mit der Beschreibungskom-
plexität von metalinearen CD Grammatiksystemen. Es wird gezeigt, daß
gerade (2m − 1)-lineare Sprachen von m-linearen CD Grammatiksyste-
men erzeugt werdenkönnen,aber nicht 2m-lineare Sprachen. Durch An-
wendung dieser Eigenschaft erhalten wir nichtrekursive Tradeoffs zwi-
schen (m + 1)- und m-linearen CD Grammatiksystemen und auch zwi-
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schen m-linearen CD Grammatiksystemen und (2m − 1)-linearen kon-
textfreien Grammatiken.
• Kapitel 7 befaßt sich mit CD Grammatiksystemen von endlichem Index.
Nach den Deﬁnitionen werden die Ergebnisse auf dem Gebiet der ge-
nerativen Mächtigkeit zusammengefaßt. Ähnlich wie bei metalinearen
CD Grammatiksystemen erhalten wir eine Klasse, die mit der Klasse
der ET0L-Systeme und Matrixgrammatiken von endlichem Index zu-
sammenfällt. Auch hier können wir weiterhin nicht-kontextfreie Spra-
chen erzeugen. Die Klasse der von metalinearen CD Grammatiksyste-
men erzeugten Sprachen ist echt enthalten. Außerdem gibt es ein Pum-
pinglemma und es existiert eine unendliche Hierarchie über den Index
von CD Grammatiksystemen. Im nächsten Abschnitt zeigen wir Ergeb-
nisseauf demGebiet derBeschreibungskomplexität.AuchindiesemFall
können nichtrekursive Tradeoffs bewiesen werden. Zwischen CD Gram-
matiksystemen vom Index m + 1 und vom Index m und auch zwischen
CD Grammatiksystemen vom Index m und m-linearen CD Grammatik-
systemen besteht ein solcher nichtrekursiver Tradeoff.
• Kapitel 8 schließlich faßt die Arbeit und die erzielten Resultate zusam-
men. Weiterhin werden ein Ausblick für zukünftige Arbeit auf dem Ge-
biet gegeben und offene Fragen aufgelistet.
Die Mehrzahl der in dieser Arbeit zusammengefaßten Ergebnisse ist bereits
veröffentlicht oderzurVeröffentlichung akzeptiertworden.Die Resultateüber
die Beschreibungskomplexität von hybriden CD Grammatiksystemen aus Ka-
pitel 5 wurden in [Sunb] beziehungsweise [Sun03] gezeigt. Die Deﬁnition und
Resultate über die generative Mächtigkeit von metalinearen CD Grammatik-
systemen ﬁnden sich in [Sun07]. Die weiteren Ergebnisse aus dem sechsten
Kapitel, die die Beschreibungskomplexität von metalinearen CD Grammatik-
systemen betreffen, wurden in [Sun05b] gezeigt. Kapitel 7 hat Ergebnisse über
die Beschreibungskomplexität von CD Grammatiksystemen von endlichem
Index zum Inhalt und basiert auf [Sun05a] beziehungsweise [Suna].
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Grundlagen
Dieses Kapitel umfaßt die für die Arbeit benötigten mathematischen Grund-
lagen und grundlegende Konzepte aus der Theorie der formalen Sprachen.
Es dient vor allen Dingen dazu, die in den folgenden Kapiteln verwendeten
Notationen einzuführen und grundlegende Ergebnisse, die in den folgenden
Kapiteln benutzt werden, zusammenzufassen. Weiterhin wird das Gebiet der
Beschreibungskomplexität vorgestellt.
Die Deﬁnitionen in diesem Kapitel richten sich weitgehend nach dem Stan-
dardwerk [HU79]. Das Konzept der linearen und metalinearen Grammatiken
stammt ursprünglich aus [CS63] wir richten uns jedoch nach der Schreibweise
in [BB93].
2.1 Mathematische Grundlagen
Die Menge der natürlichen Zahlen wird mit N, die Menge der reellen Zahlen
mit R und die Menge der positiven reellen Zahlen mit R+ bezeichnet. Außer-
dem ist R+
0 = R+ ∪ {0}.
Für die Kardinalität einer endlichen Menge U schreiben wir |U| und für die
Potenzmenge P(U). Das Zeichen ∅ repräsentiert die leere Menge. Bei einer
Menge U bezeichnet min(U) das kleinste und max(U) das größte Element,
wenn ein solches Element existiert. Weiterhin schreiben wir sup(U) für das
Supremum von U. Seien U und V zwei Mengen. Sie heißen äquivalent, wenn
U = V . Mit U ⊂ V bezeichnen wir, daß U eine echte Teilmenge von V ist.
Wenn U = V oder U ⊂ V gilt, dann schreiben wir U ⊆ V . Mit U \ V wird die
Differenz von U und V also die Menge {x | x ∈ U, x 6∈ V } bezeichnet.
Deﬁnition 2.1 Sei U eine Menge. Ein System V = {V1,...,Vn} mit n ≥ 1 aus
Teilmengen von U heißt Partition von U, falls
•
Sn
i=1 Vi = U,
• Vi ∩ Vj = ∅ für alle 1 ≤ i 6= j ≤ n und
• ∅ 6∈ V .
Deﬁnition 2.2 Das Kreuzprodukt zweier beliebiger Mengen U und V ist de-
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ﬁniert durch
U × V = {(a,b) | a ∈ U, b ∈ V }.
Eine (binäre) Relation r von U und V ist eine beliebige Teilmenge des Kreuz-
produkts
r ⊆ U × V.
Falls r ⊆ U × U gilt, wird r Relation auf U genannt.
Seien U,V,W beliebige Mengen. Als Komposition ◦ zweier Relationen r ⊆
U × V und s ⊆ V × W bezeichnen wir die Relation
r ◦ s = {(a,c) ∈ U × W | es gibt ein b ∈ V mit (a,b) ∈ r und (b,c) ∈ s}.
Deﬁnition 2.3 Eine Relation f ⊆ U × V heißt partielle Funktion von U nach
V , wenn für alle a ∈ U und b1,b2 ∈ V folgendes gilt:
Wenn (a,b1) ∈ f und (a,b2) ∈ f, dann ist b1 = b2.
Eine partielle Funktionf heißt (totale) Funktionoder AbbildungvonU nach
V , wenn sie folgende Eigenschaft hat:
Für alle a ∈ U gibt es ein b ∈ V mit (a,b) ∈ f.
Statt f ⊆ U ×V und (a,b) ∈ f schreiben wir im Fall von partiellen Funktionen
auch f : U → V und f(a) = b.
Das Urbild einer Teilmenge M von V bezüglich einer Funktion f : U → V ist
f−1(M) = {a ∈ U | f(a) = b und b ∈ M}.
Die Funktion f ist injektiv, wenn für alle b ∈ V höchstens ein a ∈ U existiert
mit f(a) = b. Außerdem heißt f surjektiv, wenn für alle b ∈ V mindestens ein
a ∈ U mit f(a) = b existiert. Wenn f sowohl injektiv als auch surjektiv ist,
nennt man sie bijektiv.
Deﬁnition 2.4 Ein gerichteter Graph G = (V,E) besteht aus einer endlichen
Menge von Knoten V und einer endlichen Menge von geordneten Paaren in
V × V , den gerichteten Kanten.
Ein Pfad ist eine Sequenz von Knoten v1,...,vk mit k ≥ 1, so daß es Kanten
(vi,vi+1) mit 1 ≤ i ≤ k − 1 gibt.
Wenn (vi,vi+1) eine Kante in G ist, dann nennt man vi Vorgänger von vi+1 und
vi+1 Nachfolger von vi.
Ein geordneter Baum ist ein gerichteter Graph mit den folgenden Eigenschaf-
ten:
1. Es gibt einen Knoten, der keine Vorgänger hat. Er wird Wurzel genannt.
2. Jeder Knoten außer der Wurzel hat genau einen Vorgänger.
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3. Die Nachkommen eines Knotens sind von links nach rechts geordnet.
Es gibt eine spezielle Terminologie für Bäume, die von der für Graphen ab-
weicht. Der Nachkomme eines Knotens wird Sohn und der Vorgänger Vater
genannt. Ein Knoten ohne Nachkommen heißt Blatt und alle anderen Knoten
sind innere Knoten.
2.2 Formale Sprachen
Deﬁnition 2.5 Ein Alphabet Σ ist eine nichtleere endliche Menge, deren Ele-
mente Zeichen oder Symbole genannt werden. Ein Wort w = (a1,a2,...,ak)
über dem Alphabet Σ ist eine endliche Folge von Symbolen aus Σ. Dabei ist
k die Länge des Wortes w und wir schreiben |w| = k. Die Notation w =
(a1,a2,...,ak) vereinfachen wir folgendermaßen: w = a1a2 ...ak. Mit ε wird
das Wort der Länge 0 oder auch leere Wort bezeichnet. Außerdem ist wR =
akak−1 ...a1 die Spiegelung des Wortes w.
Sei Σ ein Alphabet, dann ist Σ∗ die Menge aller Wörter über Σ und Σ+ =
Σ∗ \ {ε}. Außerdem ist für k ≥ 0
Σk = {w ∈ Σ∗ | |w| = k}
und
Σ≤k = {w ∈ Σ∗ | |w| ≤ k}.
Deﬁnition 2.6 Sei Σ ein Alphabet. Die Konkatenation ist eine Abbildung
· : Σ∗ × Σ∗ → Σ∗. Es seien v = a1 ...ak ∈ Σ∗ und w = b1 ...bl ∈ Σ∗, k,l ≥ 0,
dann ist
v · w = a1 ...akb1 ...bl.
Zur Vereinfachung schreiben wir statt v · w auch vw.
Deﬁnition 2.7 Eine (formale) Sprache L über dem Alphabet Σ ist eine belie-
bige Teilmenge von Σ∗. Außerdem bezeichnen wir mit alph(L) das kleinste
Alphabet Σ0 mit L ⊆ Σ0∗.
Deﬁnition 2.8 Sei Σ ein Alphabet. Die Konkatenation von zwei Sprachen
L1,L2 ⊆ Σ∗ deﬁnieren wir mit
L1 · L2 = {vw | v ∈ L1,w ∈ L2}.
Außerdem setzen wir für eine Sprache L ∈ Σ∗
L0 = {ε}, Lk = Lk−1 · L, k ≥ 1, L∗ =
[
k≥0
Lk.
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Deﬁnition 2.9 Seien Σ1 und Σ2 zwei Alphabete. Eine Abbildung h : Σ1 → Σ2
mit der Eigenschaft
h(u · v) = h(u) · h(v)
für alle u,v ∈ Σ∗
1 nennenwir Homomorphismus.Aus derDeﬁnition folgt, daß
h(ε) = ε gilt.
Ein Homomorphismus h heißt Isomorphismus, wenn h bijektiv ist und h−1
auch ein Homomorphismus ist.
Homomorphismenkannman fürviele algebraische Strukturenwie Vektorräu-
me, Gruppen, Ringe und Körper in ähnlicher Weise deﬁnieren. Gibt es einen
Isomorphismus zwischen zwei Strukturen, so nennt man diese isomorph.
Sei Σ ein Alphabet und N ⊆ Σ. Sei weiterhin α ∈ Σ∗. Mit |α|N bezeichnen wir
die Anzahl der Symbole aus N in α.
2.2.1 Grammatiken
Zur Erzeugung von formalen Sprachen benutzen wir in dieser Arbeit vor al-
lem Grammatiken. Eine Grammatik besteht aus zwei disjunkten endlichen
Mengen von Symbolen, den Terminalen und den Nichtterminalen. Weiterhin
gibt es eine endliche Menge von Ersetzungsregeln oder Produktionen. Mit ei-
ner Grammatik wird ein Wort erzeugt, indem mit einem Startsymbol anfan-
gend Ersetzungsregeln angewendet werden. Dabei ersetzt man die linke Seite
der Regel durch die rechte Seite. Die Wörter bestehend aus Terminalen, die so
erreichen werden, bilden die von der Grammatik erzeugte Sprache.
Es gibt viele Formen von Grammatiken, die sich vor allen Dingen durch die
Art ihrer Ersetzungsregelnunterscheiden.Zunächst wird eine Grammatik wie
folgt deﬁniert:
Deﬁnition 2.10 Eine (formale) Grammatik ist ein Viertupel
G = (N,T,P,S),
wobei
1. N eine endliche Menge von Nichtterminalen,
2. T eine endliche Menge von Terminalen mit N ∩ T = ∅,
3. P eine endliche Menge von Produktionen aus (N ∪ T)∗N(N ∪ T)∗×
(N ∪ T)∗ und
4. S ein ausgezeichnetes Nichtterminal, das Startsymbol, ist.
Für (α,β) ∈ P schreiben wir meist α → β.
Mit dieser Grammatik kann man nun mit dem Startsymbol beginnend Wör-
ter erzeugen. Dabei wendet man solange Produktionen an, bis ein Wort aus
Terminalen erzeugt wurde. Eine solche Folge von Ersetzungen ist dann eine
Ableitung. Formal deﬁnieren wir die Ableitungsrelation wie folgt:
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Deﬁnition 2.11 Sei G = (N,T,P,S) eine Grammatik. Zunächst deﬁnieren wir
die Ableitungsrelation ⇒ auf (N ∪ T)∗. Es gilt
α ⇒ β genau dann, wenn α = γ1α1γ2, β = γ1β1γ2 und α1 → β1 ∈ P
mit γ1,γ2,α1,β1 ∈ (N ∪ T)∗ ist,
α
0 =⇒ β genau dann, wenn α = β ist,
α
n+1 =⇒ β genau dann, wenn α
n =⇒ α0 und α0 ⇒ β
mit α0 ∈ (N ∪ T)∗ ist,
α
∗ =⇒ β genau dann, wenn α
n ⇒ β für ein n ≥ 0 ist.
Deﬁnition 2.12 Die von einer Grammatik G = (N,T,P,S) erzeugte Sprache
ist
L(G) = {w | w ∈ T∗,S
∗ ⇒ w}.
Eine Zeichenkette α ∈ (N ∪ T)∗ heißt Satzform, falls S
∗ ⇒ α gilt. Die von G
erzeugteSprache ist also die Menge derSatzformen, die nur aus Terminalsym-
bolen bestehen.
Deﬁnition 2.13 Man nennt zwei Grammatiken G1 und G2 (schwach) äquiva-
lent, wenn L(G1) = L(G2).
Im Gegensatz zur Gleichheit der erzeugten Sprachen kann man den Begriff
äquivalent auch im Sinne einer äquivalenten Struktur benutzen. Wenn also
zwei Grammatiken dieselben Wörter erzeugen und jedem Wort ähnliche Ab-
leitungsbäume zuordnen, die sich nur durch die Markierung der Knoten un-
terscheiden,nennt man sie strukturäquivalent ([Sal78]). Der Begriff äquivalent
wird aber in dieser Arbeit nur im oben deﬁnierten Sinn benutzt.
Deﬁnition 2.14 Sei G = (N,T,P,S) eine Grammatik. Eine Ableitung in G
von α nach β ist eine Folge α1,...,αk ∈ (N ∪ T)∗ mit k ≥ 1, für die folgendes
gilt:
α = α1, β = αk, αi ⇒ αi+1 für 1 ≤ i ≤ k − 1.
In den folgenden Kapiteln werden wir bei einigen Konstruktionen einen Ho-
momorphismus brauchen, mit dessenHilfe man in einer Grammatik Nichtter-
minale markieren kann, während die Terminale nicht verändert werden.
Sei G = (N,T,P,S) eine Grammatik, i ≥ 0 und
N(i) = {A(i) | A ∈ N}.
Der Homomorphismus (i) : N ∪ T → N(i) ∪ T ist folgendermaßen deﬁniert:
(i)(A) = A(i), A ∈ N und
(i)(a) = a, a ∈ T.
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Als nächstes führen wir verschiedene Arten von Grammatiken ein, die sich
von der allgemeinen Form durch mehr oder weniger starke Einschränkungen
unterscheiden. Wir werden sehen, daß alle diese Klassen von Grammatiken
verschiedene ineinander echt enthaltene Sprachklassen erzeugen.
Deﬁnition 2.15 Eine reguläre Grammatik ist ein Viertupel
G = (N,T,P,S),
wobei
1. N eine endliche Menge von Nichtterminalen,
2. T eine endliche Menge von Terminalen mit N ∩ T = ∅,
3. P eine endliche Menge von Produktionen aus N × T∗N≤1 und
4. S das Startsymbol ist.
Die Menge der regulären Grammatiken wird mit REG bezeichnet und die
Menge der regulären Sprachen mit L(REG).
Die oben deﬁnierten regulären Grammatiken werden auch rechtslinear ge-
nannt. Analog werden Grammatiken mit Produktionen in N × N≤1T∗ links-
linear genannt. Beide Formen der regulären Grammatik sind äquivalent.
Lemma 2.1 [HU79] Für jede linkslineare Grammatik G ist L(G) eine reguläre
Sprache.
Außerdem kann man leicht die folgende Normalform zeigen.
Lemma 2.2 Wenn L eine reguläre Sprache ist, dann gibt es eine linkslineare
Grammatik G1 mit Produktionen aus N × (N≤1T ∪ {ε}) und L = L(G1). Au-
ßerdem gibt es auch eine rechtslineare Grammatik G2 mit Produktionen aus
N × (TN≤1 ∪ {ε}) und L = L(G2).
Mit Hilfe dieser Normalform kann man besonders einfach die Äquivalenz der
regulären Grammatiken zu den endlichen Automaten, die im nächsten Ab-
schnitt deﬁniert werden, beweisen.
Deﬁnition 2.16 Eine kontextfreie Grammatik ist ein Viertupel
G = (N,T,P,S),
wobei
1. N eine endliche Menge von Nichtterminalen,
2. T eine endliche Menge von Terminalen mit N ∩ T = ∅,
3. P eine endliche Menge von Produktionen aus N × (N ∪ T)∗ und
4. S das Startsymbol ist.
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Die Menge der kontextfreien Grammatiken wird mit CF bezeichnet und die
Menge der kontextfreien Sprachen mit L(CF).
Die Ableitung einer kontextfreien Grammatik läßt sich auch mit Bäumen sehr
gut darstellen. Dafür deﬁnieren wir jetzt den Begriff des Ableitungsbaums.
Deﬁnition 2.17 Sei G = (N,T,P,S) eine kontextfreie Grammatik. Ein geord-
neter Baum ist ein Ableitungsbaum, wenn folgendes gilt:
1. Jeder Knoten hat eine Markierung, die ein Symbol aus N ∪ T ∪ {ε} ist.
2. Die Wurzel hat die Markierung S.
3. Wenn ein innerer Knoten v mit A markiert ist, dann ist A ∈ N.
4. Wenn ein Knoten v die Markierung A hat und v1,...,vn die Söhne von
v markiert mit X1,...,Xn sind, dann ist A → X1 ...Xn eine Produktion
aus P.
5. Wenn ein Knoten mit ε markiert ist, dann ist er der einzige Sohn seines
Vaters.
Deﬁnition 2.18 Eine kontextfreie Grammatik G = (N,T,P,S) heißt linear,
wenn jede Produktion in der Form A → uBv oder A → u ist, wobei A,B ∈ N
und u,v ∈ T∗ gilt. Eine Sprache L wird linear genannt, wenn es eine lineare
Grammatik G mit L(G) = L gibt.
Die Menge der linearen Grammatiken bezeichnen wir mit LIN und die Menge
der linearen Sprachen mit L(LIN).
Lemma 2.3 [BB93] Zu jeder linearen Grammatik G = (N,T,P,S) gibt es eine
äquivalente Grammatik, die nur Produktionen der folgenden Form enthält
A → α, A ∈ N, α ∈ T≤1N≤1 ∪ N≤1T≤1 ∪ {ε}.
Deﬁnition 2.19 Eine kontextfreieGrammatik G = (N,T,P,S) heißt m-linear,
wenn jede Produktion in der Form
S → A1 ...Am0, A → uBv oder A → u
ist, wobei A,A1,...,Am0,B ∈ (N \ {S}), m0 ≤ m, m ≥ 1 und u,v ∈ T∗ sind.
Eine Sprache L wird m-linear genannt, wenn eine m-lineare Grammatik G mit
L(G) = L existiert. Ist eine Grammatik oder Sprache m-linear für ein m ≥ 1,
dann nennt man sie auch metalinear.
Die Menge der m-linearen Grammatiken wird mit mLIN bezeichnet. Außer-
dem ist METALIN =
S
m≥1 mLIN. Die entsprechenden Sprachklassen nennen
wir L(mLIN) und L(METALIN).
Wir werden uns besonders in Kapitel 6 mit metalinearen Grammatiken und
Sprachen befassen und dabei die folgende Hierarchie brauchen.
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Satz 2.1 [BB93] Es gilt
L(LIN) ⊂ L(2LIN) ⊂ ... ⊂ L(mLIN) ⊂
L((m + 1)LIN) ⊂ L(METALIN) ⊂ L(CF).
Weitere Eigenschaften von linearen und metalinearen Sprachen, die wir im
folgenden auch benutzen werden, wurden in [Gre66] bewiesen.
Lemma 2.4 [Gre66] Sei Σ ein Alphabet mit c 6∈ Σ. Sei weiterhin R ⊆ Σ∗ und
S ⊆ Σ∗ Es gilt RcS ∈ L(LIN) genau dann, wenn R,S ∈ L(LIN) ist und entwe-
der R ∈ L(REG) oder S ∈ L(REG) ist.
Lemma 2.5 [Gre66] Sei Σ ein Alphabet mit c 6∈ Σ. Sei weiterhin Si ⊆ Σ∗ für
1 ≤ i ≤ m und m ≥ 2. Wenn S1cS2c...cSm k-linear für ein k > 1 ist und
S1 6∈ L(REG) gilt, dann ist S2c...cSm höchstens (k − 1)-linear.
Lemma 2.6 [Gre66] Sei Σ ein Alphabet mit c 6∈ Σ. Sei weiterhin Si ⊆ Σ∗ für
1 ≤ i ≤ m und m ≥ 2. Wenn S1cS2c...cSm k-linear für ein k > 1 ist, dann sind
höchstens k der Si nicht in L(REG).
Wir kommen jetzt zu einer weiteren Möglichkeit, die Form von kontextfreien
Grammatiken einzuschränken, nämlich dem Begriff des endliche Index. Auch
hier erhält man eine echte Teilmenge der kontextfreien Sprachen. Wir werden
den Deﬁnitionen aus [Sal78] folgen, da sie zu den für CD Grammatiksystemen
üblichen Deﬁnitionen äquivalent sind. Es sei jedoch auch erwähnt, daß z.B.
in [BB93] der endliche Index für kontextfreie Grammatiken als eine stärkere
Einschränkung deﬁniert ist und auch zu einer kleineren Sprachklasse führt.
Deﬁnition 2.20 Sei G = (N,T,P,S) ein kontextfreie Grammatik. Für die Ab-
leitung
D : α1 ⇒ ... ⇒ αk
von G mit αj ∈ (N ∪ T)∗, 1 ≤ j ≤ k ist der Index von D deﬁniert durch
Ind(D) = max{|αj|N | 1 ≤ j ≤ k}.
Für ein Wort w ∈ L(G) deﬁnieren wir den Index mit
Ind(w) = min{Ind(D) | D : S
∗ ⇒ w}.
Der Index von G ist
Ind(G) = sup{Ind(w) | w ∈ L(G)}.
Eine kontextfreie Sprache L wird vom Index m genannt, wenn eine Gramma-
tik Gvom Indexm mit L(G) = Lexistiert.WenneineGrammatik oderSprache
vom Index m für ein m ≥ 1 ist, nennt man sie auch von endlichem Index.
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Die Klasse der kontextfreien Grammatiken vom Index m wird mit mFIN be-
zeichnet und die Klasse der kontextfreien Grammatiken von endlichem In-
dex mit FIN. Für entsprechenden Sprachklassen schreiben wir L(mFIN) und
L(FIN).
Die nächste Klasse von Grammatiken wird die Klasse der kontextsensitiven
Sprachen erzeugen. Diese Sprachklasse brauchen wir vor allen Dingen zur
Einordnung der generativen Mächtigkeit der untersuchten CD Grammatik-
systeme.
Deﬁnition 2.21 Eine kontextsensitive Grammatik ist ein Viertupel
G = (N,T,P,S),
wobei
1. N eine endliche Menge von Nichtterminalen,
2. T eine endliche Menge von Terminalen mit N ∩ T = ∅,
3. S das Startsymbol ist,
4. P eine endliche Menge von Produktionen der Form
αAβ → αγβ mit A ∈ N, α,β ∈ (N ∪ Σ)∗, γ ∈ (N ∪ Σ)+
oder
S → ε
ist. Kommt eine Regel in der zweiten Form vor, darf S auf keiner rechten
Seite einer Produktion sein.
Die Menge der kontextsensitiven Grammatiken wird mit CS bezeichnet und
die Menge der kontextsensitiven Sprachen mit L(CS).
Die am Anfang des Abschnitts deﬁnierten allgemeinen formalen Grammati-
ken werden auch als Typ-0-Grammatiken bezeichnet. Für die Menge der
Typ-0-Grammatiken schreiben wir RE und für die Menge der daraus resul-
tierenden rekursiv aufzählbaren Sprachen L(RE).
Einfundamentales ErgebnisderTheoriederformalen Sprachenist die Choms-
kyhierarchie. Es besagt, daß die Sprachklassen, die von den eben deﬁnierten
Klassen von Grammatiken erzeugt werden, eine Hierarchie bilden. Darüber
hinaus sind die Sprachklassen echt ineinander enthalten.
Satz 2.2 (Chomskyhierarchie) Es gilt
L(REG) ⊂ L(CF) ⊂ L(CS) ⊂ L(RE).
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2.2.2 Automaten
Im letztenAbschnitt haben wir uns mit derErzeugungvon formalen Sprachen
durch Grammatiken beschäftigt. Eine weitere wichtige Klasse von Beschrei-
bungen für formale Sprachen sind Automaten. Man kann zeigen, daß es für
jede Sprachklasse in der Chomskyhierarchie ein entsprechendes Automaten-
modell gibt, das gerade diese Klasse von Sprachen akzeptiert. Da der Schwer-
punktdieserArbeit auf Grammatiken liegt, erwähnenwir in diesemAbschnitt
aber nur die Automatenmodelle, die im weiteren noch benutzt werden.
Zuerstwendenwir uns demeinfachsten Automatenmodell,das aus einerend-
lichen Menge von Zuständen und einer Übergangsfunktion besteht, zu. Die
Menge von Zuständen wird auch endliche Kontrolle genannt, da man mit ihr
eine endliche Menge von Informationen speichern kann.
Deﬁnition 2.22 Ein deterministischer endlicher Automat (DFA) ist ein Fünf-
tupel
M = (Q,Σ,δ,q0,F),
wobei
1. Q eine Menge von Zuständen,
2. Σ das Eingabealphabet,
3. δ : (Q × Σ) → Q die Übergangsfunktion,
4. q0 ∈ Q der Anfangszustand und
5. F ⊂ Q die Menge der Endzustände ist.
EinDFA bearbeitetnuneinWortaus Σ∗, indemermit demStartzustandbegin-
nend jeweils ein Symbol liest und den Zustand entsprechend der Übergangs-
funktion ändert.
Die Übergangsfunktion δ kann wie folgt auf Strings aus Σ∗ erweitert werden:
δ(q,ε) = q, δ(q,wa) = δ(δ(q,w),a)
für alle q ∈ Q, a ∈ Σ, w ∈ Σ∗.
Ein Wort w aus Σ∗ wird von einem deterministischenendlichen AutomatenM
akzeptiert, wenn δ(q0,w) = p ∈ F. Die akzeptierte Sprache von M ist
T(M) = {w ∈ Σ∗ | δ(q0,w) ∈ F}.
Man kann zeigen, daß die Klasse der deterministischen endlichen Automaten
geradedieKlasse derregulärenSprachenL(REG)akzeptiert.Deterministische
endliche Automaten sind also das zu den rechtslinearen Grammatiken äqui-
valente Automatenmodell.
Die nächste Automatenklasse, die wir betrachten werden, besteht nicht nur
aus einer Menge von Zuständen, also einer endlichen Kontrolle, sondern hat
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auch einen sogenannten Keller, auf dem Symbole gespeichert und von dem
sie wieder entfernt werden können. Dieser Keller ist in seiner Größe nicht be-
schränkt.
Deﬁnition 2.23 Ein Kellerautomat (PDA) ist ein Siebentupel
M = (Q,Σ,Γ,δ,q0,Z0,F),
wobei
1. Q eine Menge von Zuständen,
2. Σ das Eingabealphabet,
3. Γ das Kelleralphabet,
4. δ die Menge der Überführungsregeln, nämlich eine Abbildung von Q ×
Σ ∪ {ε} × Γ in endliche Teilmengen von Q × Γ∗,
5. q0 ∈ Q der Anfangszustand,
6. Z0 ∈ Γ das Anfangskellersymbol,
7. F ⊆ Q die Menge der Endzustände ist.
Sei M ein PDA. Als Konﬁguration von M bezeichnen wir Elemente aus Q ×
Σ∗ × Γ∗. Diese Elemente stellen den jeweils aktuellen Zustand, die noch nicht
gelesene Eingabe und den Inhalt des Kellers da. Ein Übergang oder Schritt
führt der PDA durch, indem er eine Überführungsregel auf die momentane
Konﬁguration anwendet. Wenn
(p,B1 ...Bn) ∈ δ(q,a,A)
für a ∈ Σ≤1, q,p ∈ Q, n ≥ 0 und A,B1,...,Bn ∈ Γ, dann schreiben wir
(q,aw,Aα) `M (p,w,B1 ...Bnα),
wobei α ∈ Γ∗ und w ∈ Σ∗ ist.
Bei einem der eben beschriebenen Schritte wird also der Zustand von q nach
p geändert und auf dem Keller das oberste Symbol A durch B1 ...Bn ersetzt.
Wenn n = 0 ist, wird das oberste Symbol auf dem Keller entfernt und die
Kellerhöhe dadurch um ein Symbol verringert. Außerdem liest der PDA das
Eingabezeichen a ∈ Σ, indem der sogenannte Eingabezeiger, der das aktuel-
le Zeichen der Eingabe anzeigt, auf der Eingabe um ein Symbol nach vorne
gerückt wird. Falls a = ε ist, bewegt sich der Eingabezeiger nicht.
Wenn eine Konﬁguration (q0,w0,α0) aus einer anderen Konﬁguration (q,w,α)
durch eine endliche Anzahl von Schritten resultiert (dabei sind null Schritte
auch erlaubt), dann schreiben wir
(q,w,α)
∗
`M (q0,w0,α0).
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Die von M akzeptierte Sprache ist
T(M) = {w ∈ Σ∗ | (q0,w,Z0)
∗
`M (p,ε,ε), p ∈ F}.
Es ist möglich, den Begriff der von einem Kellerautomaten akzeptierten Spra-
che auch auf andere Weisezu deﬁnieren. Die ersteVariante enthält alle Wörter,
mit denen der Kellerautomat einen akzeptierenden Zustand erreicht:
Tf(M) = {w ∈ Σ∗ | (q0,w,Z0)
∗
`M (p,ε,β), p ∈ F, β ∈ Γ∗}.
Die zweite Variante vernachlässigt die Menge der akzeptierenden Zustände
und enthältalle Wörter,mit denenderKellerautomat seinenKellervollständig
leert:
Tε(M) = {w ∈ Σ∗ | (q0,w,Z0)
∗
`M (p,ε,ε), p ∈ Q}.
Man kann zeigen, daß es für jeden PDA M einen PDA M0 gibt, für den gilt,
daß Tε(M) = T(M0) ist. Ebenso kann man für jeden PDA M einen PDA M00
konstruieren, für den Tf(M) = T(M00) ist.
Darüber hinaus akzeptieren Kellerautomaten gerade die Klasse der kontext-
freien Sprachen L(CF), sie sind also die zu den kontextfreien Grammatiken
äquivalente Automatenklasse. Diese Aussage beweist man mit Hilfe des Ak-
zeptierungsbegriffs Tε(M).
In den folgenden Abschnitten brauchen wir allerdings einen eingeschränkten
Kellerautomaten,dergeradedielinearenSprachenakzeptiert.Dazu deﬁnieren
wirfüreinenKellerautomatenM = (Σ,Q,Γ,δ,q0,Z0,F) denBegriffdesLaufs.
Ein Lauf von M ist eine Folge
(q1,w1,α1),(q2,w2,α2),...,(qk,wk,αk)
mit
(qi,wi,αi) `M (qi+1,wi+1,αi+1),
1 ≤ i ≤ k − 1, q1,...qk ∈ Q, w1,...,wk ∈ Σ∗, α1,...,αk ∈ Γ∗. Bei einem
akzeptierenden Lauf ist q1 = q0, α1 = Z0, qk ∈ F, wk = ε und αk = ε.
Deﬁnition 2.24 Sei M = (Σ,Q,Γ,δ,q0,Z0,F) ein Kellerautomat. Ein Lauf von
M (q1,w1,α1),...,(qk,wk,αk) heißt 1-turn-Lauf, falls ein i mit 1 ≤ i < k und
den Eigenschaften
|α1| ≤ ... ≤ |αi−1| ≤ |αi|
und
|αi| > |αi+1| ≥ ... ≥ |αk|
existiert.
Ein 0-turn-Lauf hat die Eigenschaft, daß
|αj| ≤ |αj+1|, 1 ≤ j ≤ k − 1.
M heißt 1-turn-Kellerautomat, falls zu jedem Wort w ∈ T(M) ein akzeptie-
render Lauf existiert, der ein 1-turn-Lauf oder ein 0-turn-Lauf ist.
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Satz 2.3 [BB93] Die Klasse der 1-turn-Kellerautomaten akzeptiert gerade die
Klasse der linearen Sprachen L(LIN).
Als nächstes wenden wir uns dem Automatenmodell zu, das zu uneinge-
schränktenGrammatiken äquivalent ist. Es bestehtwiederaus einerendlichen
Menge von Zuständen und einer weiteren unendlichen Speichermöglichkeit.
Diese wird Eingabeband oder einfach Band genannt und ist in Zellen unter-
teilt. Jede Zelle enthält ein Symbol. Nach rechts ist das Band unendlich, nach
links jedoch beschränkt. Am Anfang der Bearbeitung eines Wortes ist die Tu-
ringmaschine im Anfangszustand und das Wort steht auf dem Band, wobei
das erste Zeichen in der Zelle ganz links steht. Die Turingmaschine kann jetzt
einen sogenannten Schreib-/Lesekopf auf dem Band hin und her bewegen
und dabei Zeichen lesen und den Bandinhalt verändern.
Deﬁnition 2.25 Eine Turingmaschine ist ein Siebentupel
M = (Q,Σ,Γ,δ,q0,B,F),
wobei
1. Q eine Menge von Zuständen,
2. Σ ⊂ Γ \ {B} das Eingabealphabet,
3. Γ das Bandalphabet,
4. δ : (Q × Γ) → (Q × Γ × {L,R}) die (partielle) Übergangsfunktion,
5. B ∈ Γ das Blanksymbol,
6. q0 ∈ Q der Anfangszustand und
7. F ⊆ Q die Menge der Endzustände ist.
Die Zustandsbeschreibung (ID) oder Konﬁguration einer Turingmaschine
M wird durch α1qα2 dargestellt, wobei α1,α2 ∈ Γ∗ und q ∈ Q ist. Dabei ist
α1α2 der Bandinhalt bis zum am weitesten rechts stehenden und von B un-
terschiedlichen Bandsymbol. Weiterhin ist q der momentane Zustand, und der
Schreib-/Lesekopf beﬁndet sich auf dem ersten Symbol von α2. Eine Konﬁgu-
ration der Form q0w mit w ∈ Σ∗ nennt man Anfangskonﬁguration und eine
Konﬁguration der Form α1fα2 mit f ∈ F und α1,α2 ∈ Γ∗ heißt akzeptierende
Konﬁguration.
Die Turingmaschine kann jetzt von einer Konﬁguration aus der Übergangs-
funktion folgend das rechts neben ihrem Schreib-/ Lesekopf beﬁndliche Sym-
bol lesen, ein neues Symbol in diese Zelle schreiben und den Schreib-/ Lese-
kopf nach rechts oder nach links bewegen. Ein solcher Schritt oder Berech-
nungsschritt einer Turingmaschine wird wie folgt deﬁniert. Sei
X1X2 ...Xi−1qXi ...Xn
mit n ≥ 0 eine Konﬁguration einer Turingmaschine M und sei weiterhin
δ(qi,Xi) = (p,Y,L), dann schreiben wir
X1X2 ...Xi−1qXi ...Xn `
M
X1X2 ...Xi−2pXi−1Y Xi+1 ...Xn.
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Wenn δ(qi,Xi) = (p,Y,R), dann schreiben wir
X1X2 ...Xi−1qXi ...Xn `
M
X1X2 ...Xi−1Y pXi+1 ...Xn.
Wenn für eine Turingmaschine M eine Zustandsbeschreibung ID0 aus einer
anderen Zustandsbeschreibung ID durch eine endliche Anzahl von Schritten
resultiert (dabei sind null Schritte auch erlaubt), dann schreiben wir
ID
∗
`M ID0.
Wird ID0 von ID aus in einem Schritt erreicht, dann nennen wir ID0 Folge-
konﬁguration von ID.
Die von einer Turingmaschine M akzeptierte Sprache ist
T(M) = {w ∈ Σ∗ | q0w
∗
`M αpβ,p ∈ F,α,β ∈ Γ∗}.
Man kann zeigen, daß die Klasse der Turingmaschinen gerade die rekursiv
aufzählbaren Sprachen L(RE) akzeptiert. Turingmaschinen sind daher das zu
Typ-0-Grammatiken äquivalente Automatenmodell.
Wir sagen, daß eine Turingmaschine M auf einer Konﬁguration ID anhält,
wennvonID auskeineFolgekonﬁgurationerreichtwerdenkann.Eineweitere
wichtige Sprachklasse ist die Klasse der Sprachen, die von Turingmaschinen
akzeptiert werden, die auf allen Eingaben anhalten. Diese Klasse nennen wir
die rekursiven Sprachen L(R) und es gilt L(R) ⊂ L(RE).
Wir werden jetzt für jede Turingmaschine M eine Sprache deﬁnieren, deren
Wörter gerade die Folgen von Konﬁgurationen sind, die mit einer Anfangs-
konﬁguration beginnen, einer akzeptierenden Konﬁguration enden und bei
der eine Konﬁguration durch eine Bewegung aus der vorherigen hervorgeht.
Jedes Wort in dieser Sprache stellt also dar, wie M ein Wort akzeptiert.
Zur Deﬁnition der Sprache müssen wir M in eine bestimmte Form überfüh-
ren. Dieses Resultat ist seit langem bekannt, ein Beweis dazu beﬁndet sich in
[Mal04].
Lemma 2.7 Jede Turingmaschine M kann effektiv in eine Turingmaschine M0
umgewandelt werden, die folgende Eigenschaften hat:
1. M’ schreibt nie das Blanksymbol.
2. In jeder Berechnung von M werden mindestens zwei Schritte ausge-
führt.
3. M’ akzeptiert nie nach einer ungeraden Anzahl von Berechnungsschrit-
ten.
Deﬁnition 2.26 Sei M = (Q,Σ,Γ,δ,q0,B,F) eine Turingmaschine und # 6∈
Q ∪ Γ. Wir können außerdem ohne Beschränkung der Allgemeinheit anneh-
men, daß Q ∩ Γ = ∅ gilt. Eine akzeptierende Berechnung von M ist eine Zei-
chenkette
ID0#IDR
1 #ID2#IDR
3 #...#ID2k#(ID2k+1)R,
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so daß
1. jede IDi eine Zustandsbeschreibung (ID) von M, also ein String in
Γ∗QΓ∗ ist, der nicht mit B endet,
2. ID0 eine Anfangs-ID, also in der Form q0w für w ∈ Σ∗ ist,
3. ID2k+1 eine akzeptierende ID, also in der Form Γ∗FΓ∗ ist,
4. IDi `M IDi+1 gilt für 1 ≤ i ≤ 2k.
Wir bezeichnen die akzeptierenden Berechnungen oder „valid computations“
einer Turingmaschine M mit V ALC(M). Das Komplement dieser Sprache, das
genau aus den Wörtern besteht, die keine akzeptierende Berechnung darstel-
len, ist die Sprache der „invalid computations“. Formal schreiben wir
INV ALC(M) = (Q ∪ Γ ∪ {#})∗ \ V ALC(M).
Schon in [Har67] wurde gezeigt, daß INV ALC(M) eine kontextfreie Sprache
ist. Für die folgenden Kapitel brauchen wir ein etwas schärferes Ergebnis.
Lemma 2.8 Für jede Turingmaschine M ist INV ALC(M) ∈ L(LIN).
Beweis: Die Details des Beweises ﬁnden sich in [Mal04]. Wenn ein Wort w in
INV ALC(M) enthalten ist, dann trifft einer der folgenden Punkte zu:
1. w hat nicht die Form ID0#IDR
1 #...#ID2n#IDR
2n+1#, wobei IDi eine
ID von M ist.
2. ID0 ist keine Anfangskonﬁguration. Das heißt, daß ID0 6∈ q0Σ∗ ist.
3. ID2n+1 ist keine akzeptierende Konﬁguration. Das heißt, daß ID2n+1 6∈
Γ∗FΓ∗ ist.
4. IDi `M IDi+1 trifft nicht zu für ein gerades i mit 0 ≤ i ≤ 2n.
5. IDi `M IDi+1 trifft nicht zu für ein ungerades i mit 1 ≤ i ≤ 2n + 1.
Die Sprachen, die durch die Punkte (1), (2) und (3) beschrieben werden, sind
reguläre Mengen.
Satz 2.3 sagt aus, daß die linearen Sprachen gerade die Klasse von Sprachen
sind, die von 1-turn-PDAs akzeptiert werden. Ein 1-turn-PDA A, der die Spra-
che, die durch Punkt (4) beschrieben wird, akzeptiert, arbeitet wie folgt. Die
Eingabe wird gelesen und dabei rät A, welcher Übergang IDi `M IDi+1 für
ein gerades i falsch ist. Ein gerades i erkennt A an einer geraden Anzahl von
vorangegangenen Symbolen #. Während IDi gelesen wird, speichert A einen
String α auf dem Keller, für den es eine Transition IDi `M α gibt. Das er-
ste Symbol von α ist dabei am weitesten unten auf dem Keller. Nachdem das
nächste Symbol # gelesen wurde, vergleicht A die weiteren Symbole der Ein-
gabe (IDi+1) mit denSymbolen auf dem Keller. In der Deﬁnition aller gültigen
w = ID0#IDR
1 #...#ID2n#IDR
2n+1# sehen wir, daß IDi+1 rückwärts auf-
geführt ist. Daher ist dieser Vergleich möglich. Wenn α 6= IDi+1, liest A die
übrige Eingabe und akzeptiert. Es sei weiterhin bemerkt, daß eine Turingma-
schine M in einem Schritt ihren Schreib-/ Lesekopf höchstens eine Bandzelle
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nach links oder rechts bewegt und höchstens den Inhalt einer Bandzelle än-
dert. Also kann A die Schritte von M auf IDi durch seine endliche Kontrolle
simulieren und das Resultat auf den Keller schreiben. Die Kellerbewegungen
von A bestehen aus einer Phase, in der nur Symbole geschrieben werden und
einer Phase, in der nur Symbole gelesen und entfernt werden. A ist also ein
1-turn-PDA.
Auf ähnliche Weise kann man einen PDA A0 konstruieren, der die Sprache,
die durch Punkt (5) beschrieben wird, akzeptiert. Auch A0 ist ein 1-turn-PDA.
Insgesamt ist also INV ALC(M) die Vereinigung aus fünf linearen Sprachen.
Die linearen Sprachen sind unter Vereinigung abgeschlossen (siehe nächster
Abschnitt), daher ist auch INV ALC(M) eine lineare Sprache.
2.2.3 Abschlußeigenschaften und Entscheidbarkeit
Bei der genaueren Untersuchung von Klassen formaler Sprachen sind der Ab-
schluß dieser Klassen unter bestimmten Operationen oder die Tatsache, daß
eine Klasse gerade nicht unter einer Operation abgeschlossen ist, ein Hilfsmit-
tel für Konstruktionen und Beweisführung.
Außerdemist es von Bedeutung,ob bestimmte Fragestellungenfür bestimmte
Klassen von formalen Sprachen beantwortet werden können. Unter diese Fra-
gestellungen fällt zum Beispiel die Frage nach Leere, Endlichkeit und Unend-
lichkeit einer Sprache, aber auch die Frage, ob eine Sprache aus einer Klasse
L1 auch in einer anderen Klasse L2 enthalten ist.
Wir führen als erstes die Operationen ein, die wir in den folgenden Kapiteln
benutzen werden.
Deﬁnition 2.27 Eine Sprachklasse L ist abgeschlossen unter
1. Vereinigung, wenn für L1,L2 ∈ L auch
L1 ∪ L2 = {w | w ∈ L1 oder w ∈ L2} ∈ L gilt.
2. Schnitt, wenn für L1,L2 ∈ L auch
L1 ∩ L2 = {w | w ∈ L1 und w ∈ L2} ∈ L gilt.
3. Komplement, wenn für L1 ∈ L, alph(L1) = Σ auch
L1 = Σ∗ \ L1 ∈ L gilt.
4. Homomorphismus, wenn für L1 ∈ L, alph(L1) = Σ1 und einen Homo-
morphismus h : Σ∗
1 → Σ∗
2 auch
h(L1) = {h(w) | w ∈ L1} ∈ L gilt.
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5. inversem Homomorphismus, wenn für L1 ∈ L, alph(L1) = Σ1 und
einen Homomorphismus h : Σ∗
2 → Σ∗
1 auch
h−1(L1) = {w | h(w) ∈ L1} ∈ L gilt.
6. Schnitt mit regulären Mengen, wenn für L1 ∈ L und R ∈ REG auch
L ∩ R ∈ L gilt.
7. Konkatenation, wenn für L1,L2 ∈ L auch
L1 · L2 ∈ L gilt.
8. Kleenesche Hülle, wenn für L1 ∈ L auch
L∗
1 ∈ L gilt.
Eine Sprachklasse, die unter Homomorphismus, inversem Homomorphismus
und Schnitt mit regulären Mengen abgeschlossen ist, wird auch volles Trio
odersemi-AFL genannt.Falls siezusätzlich unterVereinigung,Konkatenation
und Kleenescher Hülle abgeschlossen ist, heißt sie volle AFL.
In Tabelle 2.1 sind die Abschlußeigenschaften einiger Sprachklassen zusam-
mengefaßt. Ein
√
in der entsprechenden Zelle bedeutet, daß die Sprachklas-
se unter der Operation abgeschlossen ist, und eine leere Zelle bedeutet, daß
die Sprachklasse unter der Operation nicht abgeschlossen ist. Die De Morgan-
Abschlußeigenschaft L(REG) L(LIN) L(mLIN) L(CF) L(RE)
Vereinigung
√ √ √ √ √
Schnitt
√ √
Komplement
√
Homomorphismus
√ √ √ √ √
inverser Homomorphismus
√ √ √ √ √
Schnitt mit R ∈ L(REG)
√ √ √ √ √
Konkatenation
√ √ √
Kleenesche Hülle
√ √ √
Tabelle 2.1: Abschlußeigenschaften
schen Regeln stellen den Zusammenhang zwischen Schnitt, Komplement und
Vereinigung dar.
Satz 2.4 (De Morgansche Regeln) Seien V und W beliebige Mengen, dann
gilt
1. V ∩ W = V ∪ W,
2. V ∪ W = V ∩ W.
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Eine weitere Operation, die im Kapitel 6 benutzt wird, ist die gsm-Abbildung.
Deﬁnition 2.28 Eine gsm (kurz für „generalized sequential machine“) ist ein
6-Tupel M = (Q,Σ,∆,δ,q0,F), wobei
1. Q eine endliche Menge von Zuständen,
2. Σ das Eingabealphabet,
3. ∆ das Ausgabealphabet,
4. δ die ÜbergangsrelationvonderMengeQ×Σin dieendliche Teilmengen
von Q × ∆∗ ,
5. q0 ∈ Q der Anfangszustand und
6. F ⊆ Q die Menge der Endzustände ist.
Die Übergangsrelation wird wie üblich auf Q × Σ∗ wie folgt erweitert:
δ(q,ε) = δ(q,ε)
und
δ(q,xa) = {(p,w1w2) | (p0,w1) ∈ δ(q,x),(p,w2) ∈ δ(p0,a),p0 ∈ Q}
für x ∈ Σ∗ und a ∈ Σ.
Sei M eine gsm, dann deﬁnieren wir M(x) = {y | (p,y) ∈ δ(q0,x)}. Außerdem
ist für eine Sprache L die Menge M(L) deﬁniert durch M(L) = {y | y ∈
M(x) für ein x ∈ L}. Wir nennen M(L) auch gsm-Abbildung.
Lemma 2.9 [HU79] Jede Sprachklasse, die unter Homomorphismus, inver-
sem Homomorphismus und Schnitt mit regulären Mengen abgeschlossen ist,
ist auch unter gsm-Abbildungen abgeschlossen.
Ein Problem oder eine Fragestellung wird entscheidbar genannt, wenn es
einen Algorithmus gibt, der als Eingabe eine Instanz des Problems hat und
entscheidet, ob die Antwort „ja“ oder „nein“ ist.
Der BegriffderEntscheidbarkeithängt eng mit demModell derTuringmaschi-
ne zusammen, da die Tatsache, ob die Eigenschaft einer Sprache algorithmisch
bestimmt werden kann, gleichbedeutend damit ist, ob sie von einer Turingma-
schine errechnet werden kann, die auf jeder Eingabe hält. Ein Problem ist also
entscheidbar, wenn seine Sprache rekursiv ist.
In Tabelle 2.2 sind die Entscheidbarkeitsfragen für einige der oben eingeführ-
ter Sprachklassen aufgelistet. Dabei sind L,L1 und L2 in der der Spalte ent-
sprechenden Sprachklasse. Außerdem gilt L,L1,L2 ⊆ Σ∗ und w ∈ Σ∗. Ein √
in der entsprechenden Zelle bedeutet dabei, daß die Fragestellung für die
Sprachklasse entscheidbar ist. Eine leere Zelle bedeutet, daß die Fragestellung
für die Sprachklasse nicht entscheidbar ist.
Der Satz von Rice ist eines der wichtigsten Ergebnisse über die Entscheidbar-
keit bei rekursiv aufzählbaren Mengen. Bevor wir ihn hier aufführen, müssen
einige Begriffe erklärt werden.
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Fragestellung L(REG) L(CF) L(RE)
Ist w ∈ L?
√ √
Ist L = ∅?
√ √
Ist L = Σ∗?
√
Ist L1 = L2?
√
Tabelle 2.2: Entscheidbarkeitseigenschaften
Sei M eine beliebige Turingmaschine. Wir können eine Beschreibung dieser
Turingmaschine über dem Alphabet {0,1} kodieren. Ein Verfahren zur Kodie-
rung ist zum Beispiel in [HU79] beschrieben. Mit hMi bezeichnen wir die Ko-
dierung der Turingmaschine M.
Sei P eine Menge von rekursiv aufzählbaren Mengen, die Teilmengen von
{0,1}∗ sind. P wird auch Eigenschaft der rekursiv aufzählbaren Sprachen ge-
nannt. Eine Menge L hat die Eigenschaft P, wenn L ein Element von P ist.
Als Beispiel betrachten wir die Eigenschaft Unendlichkeit, die als Menge {L |
L ist unendlich } dargestellt wird. P ist eine triviale Eigenschaft, wenn P aus
allen rekursiv aufzählbaren Sprachen besteht oder leer ist.
Weiterhin ist die Menge LP deﬁniert mit
LP = {hMi | T(M) ∈ P},
wobei M eine Turingmaschine ist.
Satz 2.5 (Satz von Rice) Jede nicht-triviale Eigenschaft P einer rekursiv auf-
zählbaren Sprache ist unentscheidbar.
Der nächste Satz beinhaltet ein ähnliches Ergebnis über LP. Wir werden ihn
für Ergebnisse in der Beschreibungskomplexität benutzen.
Satz 2.6 (Satz von Rice für rekursiv aufzählbare Indexmengen) Sei P eine
Menge rekursiv aufzählbarer Sprachen und LP deﬁniert wie oben. LP ist re-
kursiv aufzählbar genau dann, wenn folgende Punkte zutreffen.
1. Wenn L ∈ P und L ⊆ L0 für eine rekursiv aufzählbare Menge L0, dann
ist L0 ∈ P.
2. Wenn L eine unendliche Menge ist mit L ∈ P, dann gibt es eine endliche
Teilmenge T von L mit T ∈ P.
3. Die Menge der endlichen Mengen in P ist abzählbar.
2.3 Beschreibungskomplexität
Klassische Fragestellungen im Bereich der formalen Sprachen beschäftigen
sich mit der generativen Mächtigkeit von Beschreibungssystemen wie zum
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Beispiel Klassen von Automaten oder Grammatiken. Außerdem werden Ab-
schlußeigenschaften und die Entscheidbarkeit von Fragestellungen bei den
entsprechenden Sprachklassen untersucht.
In der Beschreibungskomplexität hingegen steht die Größe oder Komplexität
eines Beschreibungssystems im Vordergrund. Beispielsweise sucht man nach
der minimalen Beschreibung für eine bestimmte Sprache innerhalb einer be-
stimmten Klasse. Außerdem beschäftigt man sich mit sogenannte Tradeoffs.
Gegeben ist dabei eine Beschreibung in einem ersten System. Dann wird un-
tersucht, wie groß eine äquivalente Beschreibung in einem zweiten System
mindestens oder höchstens sein muß.
Wir folgen [GKK+02] bei den grundlegenden Deﬁnitionen.
Deﬁnition 2.29 Ein Beschreibungssystem K für eine Klasse L von Sprachen
ist eine Menge von endlichen Beschreibungen, die jeweils eine Sprache in L
darstellen. Für jede Sprache L ∈ L sei
K(L) = {K ∈ K und K stellt L dar }.
Deﬁnition 2.30 Ein Komplexitätsmaß C für ein Beschreibungssystem K ist ei-
ne rekursive, totale Funktion
C : K → R+
0 .
Dabei ist C(K) die Komplexität einer Beschreibung K ∈ K.
Die oben kurz angeführten Fragestellungen in der Beschreibungskomplexität
können jetzt formal dargestellt werden.
Seien K1 und K2 zwei Beschreibungssysteme und L = L(K1) ∩ L(K2) unend-
lich. Außerdem seien C1 : K1 → R+
0 und C2 : K2 → R+
0 Komplexitätsmaße.
• Gibt es eine Funktion f : R+
0 → R+
0 , so daß für alle L ∈ L
min{C2(K) | K ∈ K2(L)} ≤ f(min{C1(K0) | K0 ∈ K1(L)}?
Die Änderung der Größe einer Beschreibung, wenn man vom Beschrei-
bungssystemK1 zum BeschreibungssystemK2 wechselt, nennt man den
Tradeoff. Wenn f existiert, was nicht unbedingt der Fall sein muß, ist f
eine obere Schranke für den Tradeoff.
• Gibt es eine unendliche Folge von Sprachen (Li)∞
i=0 mit Li ∈ L für i ≥ 0
und eine Funktion f0 : R+
0 → R+
0 , so daß für alle i ≥ 0
min{C2(K) | K ∈ K2(Li)} ≥ f0(min{C1(K0) | K0 ∈ K1(Li)}?
Wenn diese Funktion f0 existiert, ist sie eine untere Schranke für den
Tradeoff beim Wechsel des Beschreibungssystems von K1 zu K2.
Wenn wir jetzt Ergebnisse über bestimmte Maße zeigen wollen, werden wir
häuﬁg keine Schranken wie eben deﬁniert ﬁnden können. In manchen Fäl-
len ist es nicht möglich, eine Funktion oder auch nur Größenordnung für den
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Tradeoff anzugeben, weil es eine solche Funktion nicht gibt. Es ist aber auch
möglich, daß Hilfsmittel für die genaue Bestimmung des Tradeoffs fehlen und
deshalb keine Funktion angegeben werden kann.
Bei der Untersuchung von Grammatiken und Grammatiksystemen wurden
für den Fall, daß die obere Schranke nicht genau bestimmt werden kann oder
keine obere Schranke für den Tradeoff zwischen zwei Beschreibungssystemen
existiert, eine Reihe von Möglichkeiten deﬁniert, diesen Tradeoff zu klassiﬁ-
zieren. Wir folgen bei der Deﬁnition [DP91].
Deﬁnition 2.31 Sei C ein Maß für die Komplexität einer Klasse von Beschrei-
bungenundK einBeschreibungssystem.FüreineSprache L ∈ L(K)deﬁnieren
wir
CK(L) = min{C(K) | K ∈ K(L)}.
Deﬁnition 2.32 Seien K1 und K2 zwei Beschreibungssysteme und sei weiter-
hin L = L(K1) ∩ L(K2) unendlich. Sei C1 ein Maß für K1 und C2 eine Maß für
K2. Außerdem sei
C1K1(L) ≤ C2K2(L) für alle L ∈ L.
Wir setzen
1. K1(C1) = K2(C2) genau dann, wenn
C1K1(L) = C2K2(L) ist für alle L ∈ L.
2. K1(C1) <1 K2(C2) genau dann, wenn eine Sprache L ∈ L existiert mit
C1K1(L) < C2K2(L).
3. K1(C1) <2 K2(C2) genau dann, wenn eine Folge von Sprachen Ln ∈ L,
n ≥ 1 existiert mit
C2K2(Ln) − C1K1(Ln) > n.
4. K1(C1) <3 K2(C2) genau dann, wenn eine Folge von Sprachen Ln ∈ L,
n ≥ 1 existiert mit
lim
n→∞
C1K1(Ln)
C2K2(Ln)
= 0.
5. K1(C1) <4 K2(C2) genau dann, wenn eine Folge von Sprachen Ln ∈ L,
n ≥ 1 existiert mit p ≥ 1 und
C2K2(Ln) > n,C2K1(Ln) ≤ p.
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Die eben aufgeführten Klassiﬁkationen von Tradeoffs sind nur dann aussage-
kräftig, wenn man für beide Beschreibungssysteme gleiche oder ähnlich gear-
tete Maße benutzt, da man mit einem schwachen Maß für K1 und einem sehr
starkenMaß für K2 leicht Ergebnisseim Bereich <3 und <4 erreichen kann, die
aber wegen der Unterschiedlichkeit der Maße nicht sehr aussagekräftig sind.
Für die nichtrekursiven Tradeoffs im letzten Abschnitt dieses Kapitels werden
wir daher auch noch stärkere Einschränkungen für die Eigenschaften von Ma-
ßen für Beschreibungssysteme machen.
2.4 Maße für die Größe von Grammatiken und
Grammatiksystemen
Wennman die Komplexität oderGröße einer Beschreibung betrachtet, braucht
man auch Maße, mit denen man diese Größe bestimmen kann. In diesem Ab-
schnitt werden wir uns mit Maßen für die Größe von Grammatiken und auch
Grammatiksystemen beschäftigen.
Eine genaue Deﬁnition von Grammatiksystemen beﬁndet sich im Kapitel 4.
FürdiesenAbschnitt ist esausreichend,im Gegensatzzur kontextfreienGram-
matik mit einer Menge von Produktionen
G = (N,T,P,S)
ein kontextfreies CD Grammatiksystem Γ als Grammatik mit n Mengen von
kontextfreien Produktionen zu deﬁnieren, die sequentiell an einer gemeinsa-
men Satzform arbeiten
Γ = (N,T,P1,...,Pn,S).
Die einzelnen Produktionsmengenwerdenauch als Komponentenbezeichnet.
Wenn man die Beschreibungskomplexität von kontextfreien Grammatiken be-
trachtet, ist als Maß zuerst einmal die Länge der Beschreibung naheliegend.
Allerdings können auch verschiedene andere Parameter für die Komplexität
einer Beschreibung durch eine Grammatik wichtig sein. Im Gegensatz zur rei-
nen Größe wird dabei mehr Wert auf Strukturmerkmale Strukturmerkmale
gelegt. Oft betrachtet man in diesem Zusammenhang die Anzahl der Produk-
tionen und die Anzahl der Nichtterminale. Aus [Gru67] und [Gru69] sind fol-
gende Maße für kontextfreie Grammatiken bekannt:
Var(G) = |N|,
mProd(G) = |P|,
Symb(G) =
X
A→α∈P
(|α| + 2).
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Für CD Grammatiksysteme Γ stellen sich erst einmal ähnliche Fragen wie für
kontextfreie Grammatiken. Man kann dafür die oben eingeführten Maße ähn-
lich oder sogar gleich deﬁnieren, wir folgen dabei [BR02] und [DP91]:
Var(Γ) = |N|,
mProd(Γ) =
n X
i=1
|Pi|,
Symb(Γ) =
n X
i=1
X
A→α∈Pi
(|α| + 2).
Allerdings ist auch die Anzahl der Komponenten in einem CD Grammatik-
system ein Parameter, mit dessen Größe die Komplexität der Beschreibung
steigt. Wir deﬁnieren ihn mit
Deg(Γ) = n.
Es stellt sich nicht nur die Frage, wieviele Produktionen man insgesamt zur
Beschreibung einer bestimmten Sprachklasse braucht, sondern auch wieviele
Produktionen man mindestens in einer Komponente zur Beschreibung einer
bestimmten Sprachklasse benötigt. Dieses Maß heißt im folgenden
cProd(Γ) = max{|Pi| | 1 ≤ i ≤ n}.
Um die Größe der einzelnen Komponenten zusammen mit der Anzahl der
Komponentenin einem Maß betrachtenzu könnendeﬁnierenwir das Produkt
aus beiden Parametern.
cVar(Γ) = n · |N|.
Anhand eines Beispiels werden wir jetzt die Begriffe, die zur Beschreibungs-
komplexität von Grammatiken und CD Grammatiksystemen eingeführt wur-
den, näher erläutern.
Beispiel 2.1 In unserem Beispiel ist das betrachtete BeschreibungssystemCF,
die Klasse der kontextfreien Grammatiken, und das betrachtete Maß mProd,
die Anzahl der Produktionen. Wir betrachten für n ≥ 1 die Folge von Spra-
chen:
Ln = {a2i | 0 ≤ i ≤ n − 1}.
Wir könnenjetzt für jede Sprache Ln eine kontextfreie Grammatik Gn angeben
mit L(Gn) = Ln:
Gn = ({S},{a},{S → a2i | 0 ≤ i ≤ n − 1},S).
Man kann sehen, daß mProd(Gn) = n. Durch diese Folge von Grammatiken
haben wir jetzt eine Beschränkung für mProdCF(Ln) gefunden, denn es gilt
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mProdCF(Ln) ≤ n. Es bleibt allerdings die Frage, ob es auch Grammatiken
mit weniger Produktionen gibt, die die Sprachen Ln erzeugen.
Für n = 1 ist das sicher nicht der Fall. Auch im Fall n = 2 kann man mit einfa-
chen Argumenten zeigen, daß die oben angegebene Grammatik von der Zahl
der Produktionen her optimal ist. Angenommen wir hätten eine Grammatik
G0, die L2 mit nur einer Produktion erzeugt. G0 muß auf jeden Fall eine Pro-
duktion enthalten, auf deren rechter Seite ε steht, sonst kann ε nicht erzeugt
werden. G0 muß aber auch eine Produktion enthalten, auf deren rechter Seite
ein Terminal a enthalten ist, was der Annahme widerspricht. Es gilt also
mProdCF(L2) = 2.
In [Gru69] wird weiterhin gezeigt, daß jede kontextfreie Grammatik für Ln
mindestens n Produktionen enthalten muß. Es gilt also auch
mProdCF(Ln) = n.
Im nächsten Beispiel wollen wir das eben gewonnene Ergebnis über das Maß
mProd bei kontextfreien Grammatiken mit Ergebnissen für dieses Maß bei CD
Grammatiksystemen in Relation setzten, um die Vergleiche zwischen zwei Be-
schreibungssystemen bezüglich eines Maßes zu verdeutlichen.
Beispiel 2.2 Seien a1,a2,...an paarweise verschiedene Terminale und sei für
1 ≤ i ≤ r
Ln,r = {a2i
r | 1 ≤ i ≤ r} und Ln =
n [
r=1
Ln,r.
Wir haben im Beispiel 2.1 gesehen, daß mProdCF(Ln,r) = n und daher ist
mProdCF(Ln) = n2.
Wir geben jetzt ein CD Grammatiksystem an, das Ln erzeugt. Das CD Gram-
matiksystemarbeitetimt-Modus.Das heißt,daßjedeAbleitungmit demStart-
symbol anfängt und jeweils eine Komponente an der Satzform arbeitet. Jede
Komponente muß so lange Produktionen anwenden, bis sie keine weiteren
Produktionen anwenden kann. Eine genaue Erklärung der Funktionsweise
dieses CD Grammatiksystems ist in Beispiel 4.2 zu ﬁnden.
Γn = ({S,A},{a1,...,an},P1,...,Pn+1,S),
P1 = {A → a1},
...
Pn = {A → an},
Pn+1 = {S → A2i | 1 ≤ i ≤ n}.
Wie man sehen kann, ist mProd(Γn) = 2n, also mProd(CD-CF,t)(Ln) ≤ 2n.
Wenn man jetzt ausrechnet, wie das Verhältnis zwischen mProd(CD-CF,t)(Ln)
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und mProdCF(Ln) ist, erhält man
lim
n→∞
mProd(CD-CF,t)(Ln)
mProdCF(Ln)
≤ lim
n→∞
2n
n2 = 0.
Nach den Deﬁnition aus dem letzten Abschnitt ist dann also
(CD-CF,t)(mProd) <3 CF(mProd).
2.5 Nichtrekursive Tradeoffs
In diesem Abschnitt beschäftigen wir uns auch mit der Möglichkeit, Aussagen
über die Veränderung der Größe der Beschreibung einer Sprache zu machen,
wennman von einemBeschreibungssystemzu einemanderenwechselt.Dabei
beziehen wir uns aber nicht auf bestimmte Maße, sondern auf alle Maße, die
bestimmten Voraussetzungen entsprechen.
Außerdem wird die Vergrößerung der Beschreibung (oder der Tradeoff) beim
Wechsel von einem Beschreibungssystem zu einem anderen nicht durch eine
rekursive Funktion beschränkt sein. Wir werden also nichtrekursiven Trade-
offs erhalten.
Es sei noch angemerkt, daß der nichtrekursive Tradeoff sehr ähnlich zur De-
ﬁnition <4 aus dem letzten Abschnitt ist. Im Fall <4 wird jedoch im Bezug
auf ein bestimmtes Größenmaß verglichen, und die Vergrößerung beim Wech-
sel von der stärkeren zur schwächeren Beschreibung ist nicht nur durch keine
rekursive, sondern durch überhaupt keine Funktion begrenzt.
Zuerst werden wir einige Begriffe als Vorbereitung zur Deﬁnition der nichtre-
kursiven Tradeoffs einführen.
Deﬁnition 2.33 Seien K1 und K2 zwei Klassen von Beschreibungssystemen
und L(K1) und L(K2) die entsprechenden Sprachklassen. Sei weiterhin L =
L(K1) ∩ L(K2) unendlich. Als nächstes seien C1 : K1 → N und C2 : K2 → N
zwei Komplexitätsmaße für Systeme aus K1 bzw. K2. Das Urbild von C1 und
C2 für jede Zahl n ∈ N ist endlich.
Wenn es jetzt zu jeder rekursiven Funktion f eine Folge von Sprachen Ln ∈ L,
n ≥ 1 gibt, für die gilt:
1. für alle i existiert ein Mi ∈ K1 mit L(Mi) = Li und
C1(Mi+1) > C1(Mi) für alle i ≥ 1,
2. für alle i und alle M ∈ K2 mit
L(M) = Li, C2(M) > f(C1(Mi)),
dann besteht zwischen K1 und K2 ein nichtrekursiver Tradeoff.
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Für einen nichtrekursiven Tradeoff zwischen K1 und K2 schreiben wir auch
K2
nonrec ←− K1.
Für den Nachweis von nichtrekursiven Tradeoffs verwenden wir eine Metho-
de von Hartmanis aus [Har79] und [Har80]. Um die Methode zu verwenden,
werden die „invalid computations“ einer Turingmaschine INV ALC(M) und
deren Eigenschaften benutzt.
Die von Hartmanis eingeführte Methode wird im folgenden in einer Form be-
nutzt, die etwas allgemeiner als das Original formuliert ist.
Satz 2.7 [Mal02] Seien K1 und K2 zwei Beschreibungssysteme für rekursi-
ve Sprachen. Wenn für jede Turingmaschine M eine Sprache LM ∈ L(K1)
und deren Deskriptor effektiv konstruiert werden können, so daß genau dann
LM ∈ L(K2) ist, wenn T(M) endlich ist, dann ist der Tradeoff zwischen K1
und K2 nichtrekursiv.
Beweis: Um die Vorgehensweiseverständlicherzu machen, wird hier der Be-
weis angegeben. Der Beweis wird durch Widerspruch geführt. Wir nehmen
also zuerst an, daß der Tradeoff zwischen K1 und K2 rekursiv ist und des-
halb durch eine rekursive Funktion f nach oben beschränkt werden kann.
Dann gibt es für jedes K ∈ K1 mit L(K) ∈ L(K1) ∩ L(K2) ein K0 ∈ K2 mit
L(K) = L(K0) und C2(K0) ≤ f(C1(K)).
Sei K eine beliebige Beschreibung in K1. Wir betrachten jetzt alle Beschreibun-
gen K1,K2,...,Km ∈ K2, für die gilt C2(Ki) ≤ f(C1(K)), 1 ≤ i ≤ m. Die
Menge dieser Beschreibungen ist endlich, da das Urbild von C1 und C2 endlich
ist.
Es ist L(K) genau dann nicht in L(K2), wenn L(Ki) 6= L(K) für alle 1 ≤ i ≤
m, sonst wäre f keine obere Schranke für den Tradeoff. L(Ki) 6= L(K) gilt
wiederum genau dann, wenn es für jedes Ki mit 1 ≤ i ≤ m ein wi gibt mit
wi ∈ L(K) \ L(Ki) oder wi ∈ L(Ki) \ L(K).
Man kann jetzt eine Turingmaschine M0 konstruieren,die für die Eingabe hKi,
also die Kodierung von K folgendes leistet:
1. M0 generiert alle Beschreibungen K1,...,Km, 1 ≤ i ≤ m.
2. M0 setzt den Zähler j auf 0.
3. M0 erzeugt alle Eingabewörter w mit |w| = j.
4. M0 prüft, ob w ∈ L(K)\L(Ki) oder w ∈ L(Ki)\L(K) für alle 1 ≤ i ≤ m.
5. Wenn für alle i ein wi gefunden wurde, das in L(K) \ L(Ki) oder in
L(Ki) \ L(K) ist, dann hält M0 an und akzeptiert.
6. Wenn nicht, dann fährt M0 fort bei Punkt 3. für j = j + 1.
Die Turingmaschine M0 hält für alle Eingaben hKi mit K ∈ K1 \ K2 an und
akzeptiert. Bei den anderen Eingaben hält sie nicht an. Es ist also
T(M0) = {hKi | K ∈ K1 \ K2}
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und damit die Menge {hKi | K ∈ K1 \ K2} rekursiv aufzählbar.
Wir können jetzt eine Turingmaschine M00 konstruieren. Als Eingabe erhält sie
hMi, die Kodierung einer beliebigen Turingmaschine M. Danach werden die
folgende Schritte von M00 ausgeführt:
1. M00 konstruiert aus M die Sprache LM ∈ L(K1) mit Beschreibung K ∈
K1.
2. M00 konstruiert aus K die Turingmaschine M0.
3. M00 überprüft mit Hilfe von M0, ob L(K) = LM ∈ L(K2).
4. M00 hält und akzeptiert, wenn M0 hält und akzeptiert, also wenn L(K) =
LM 6∈ L(K2).
Da laut den Voraussetzungen LM ∈ L(K2) genau dann gilt, wenn T(M) end-
lich ist, ist
T(M00) = {hMi | T(M) unendlich}.
Das ist aber ein Widerspruch zu Satz 2.6. In unserem Fall ist die Eigenschaft P
die Eigenschaft Unendlichkeit und LP = {hMi | T(M) unendlich}. Für jedes
L ∈ P ist aber jede endliche Teilmenge L0 ⊂ L nicht in P enthalten. Daher
trifft Punkt 2. von Satz 2.6 nicht zu und T(M00) ist keine rekursiv aufzählbare
Sprache.
Insgesamt erhalten wir durch den Widerspruch, daß der Tradeoff zwischen K1
und K2 nichtrekursiv ist.
Mit dem Ergebnis aus Lemma 2.8, daß die „invalid computations“ linear sind
und einem zweiten Ergebnis über INV ALC(M) werden wir die Methode zum
Nachweis nichtrekursiver Tradeoffs anhand eines Beispiels verdeutlichen.
Lemma 2.10 [Har80] Für jede Turingmaschine M ist die Sprache INV ALC(M)
in L(REG) genau dann, wenn T(M) endlich ist.
Beispiel 2.3 In diesem Beispiel wollen wir zeigen, daß der Tradeoff zwischen
LIN und REGnichtrekursivist. Wirwissenschon, daß fürjedeTuringmaschine
M eine Sprache, nämlich INV ALC(M), effektiv konstruiert werden kann mit
INV ALC(M) ∈ L(LIN). Außerdem haben wir im letzten Lemma gesehen, daß
INV ALC(M) ∈ L(REG) genau dann gilt, wenn T(M) endlich ist.
Wir können also Satz 2.7 anwenden und haben mit INV ALC(M) die Sprache
LM, mit LIN das Beschreibungssystem K und mit REG das Beschreibungssy-
stem K2. Insgesamt erhalten wir, daß gilt
REG
nonrec ←− LIN.
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Verwandte Modelle
In der Vergangenheit wurden zahlreiche Modelle zur Erweiterung der genera-
tiven Mächtigkeit von kontextfreien Grammatiken vorgeschlagen. Bei jedem
dieser Modelle wird die Einfachheit der kontextfreien Produktionen beibehal-
ten, während die generative Mächtigkeit der kontextfreien Grammatik durch
Kontrollstrukturen vergrößert wird. ET0L-Systeme, Matrixgrammatiken, pro-
grammierte Grammatiken und auch kontextfreie CD Grammatiksysteme sind
solcheModelle.BevorwirimnächstenKapitelgenauaufCD Grammatiksyste-
me eingehen, wendenwir uns den verwandtenModellen zu, die im folgenden
noch häuﬁger benutzt werden.
3.1 ET0L-Systeme
L-Systeme wurden von Aristid Lindenmayer ursprünglich deﬁniert, um bio-
logische Prozesse zu beschreiben. Eine gute Einführung in L-Systemeund ihre
mathematischen Grundlagen ﬁndet sich in [RS80]. Wir konzentrieren uns auf
ET0L-Systeme, eine Form mit Terminalen und mehreren Tabellen, die mit den
CD Grammatiksystemen eng verwandt ist.
Deﬁnition 3.1 Ein ET0L-System ist ein (n + 3)-Tupel
G = (V,T,P1,...,Pn,ω)
mit n ≥ 1, wobei
1. V das Alphabet ist,
2. T ⊆ V das Terminalalphabet ist,
3. Pi mit 1 ≤ i ≤ n die Tabellen mit jeweils endlich vielen Produktionen
aus V × V ∗ sind und
4. ω ∈ V ∗ der Startstring ist.
Mit N bezeichnen wir die Menge V \ T der Nichtterminale.
Für 1 ≤ i ≤ n und alle Symbole a ∈ V existiert mindestens eine Regel der
Form a → α in Pi. Man nennt solche Tabellen auch komplett. Regeln der Form
a → a, a ∈ V werden wir in Zukunft nicht mehr explizit angeben.
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Deﬁnition 3.2 Sei G = (V,T,P1,...,Pn,ω) ein ET0L-System. Für zwei Strings
α,α0 ∈ V ∗ existiert ein Ableitungsschritt α ⇒Pi α0, wenn es Produktionen
r1,r2,...,rp ∈ Pi
gibt mit ri = ai → βi und 1 ≤ i ≤ p, so daß
α = a1a2 ...ap und α0 = β1β2 ...βp.
Wir schreiben α
∗ ⇒ α0, wenn α0 von α aus in endlich vielen Schritten (0 Schritte
sind auch erlaubt) erreicht werden kann.
Die vom ET0L-System G erzeugte Sprache ist
L(G) = {w ∈ T∗ | ω
∗ ⇒ w}.
Bei einer kontextfreien Grammatik unterscheiden wir zwischen Nichttermi-
nalen und Terminalen. Die Terminale einer kontextfreien Grammatik dürfen
nicht durch eine Produktion überschrieben werden. Deﬁniert man ein ET0L-
System wie oben, ist es jedoch möglich, Terminale nicht identisch zu ersetzen.
Durch eine einfache Konstruktion kann man aber aus jedem ET0L-System,
das der obigen Deﬁnition folgt, ein ET0L-System erhalten, das Terminale und
Nichtterminale im Sinne einer kontextfreien Grammatik hat.
Sei G = (V,T,P1,...,Pn,w) ein ET0L-System. Wir deﬁnieren zuerst die Men-
ge N = {A(1) | ∃A → α ∈ Pi,1 ≤ i ≤ n,A ∈ T,α 6= A} Als nächstes ersetzen
wir in allen Tabellen die Terminale A durch A(1) und fügen Regeln der Form
A(1) → A zu den Tabellen hinzu. Es ist also P0
i = {A → α(1) | A ∈ (V \T),A →
α ∈ Pi} ∪{A(1) → α(1) | A ∈ N,A → α ∈ Pi}∪ {A(1) → A | A ∈ N},1 ≤ i ≤ n.
Dabei bezeichnet α(1) den Homomorphismus, der bei Strings α ∈ V alle Zei-
chen aus V \ N unverändert läßt und alle Zeichen B ∈ N durch B(1) ersetzt.
Weiterhin müssen wir die neu eingeführten Zeichen noch zur Menge der Va-
riablen hinzufügen, es ist also V 0 = V ∪ N. Wir haben jetzt ein ET0L-System
G0 = (V 0,T,P0
1,...,P0
n,w(1)) konstruiert, das dieselbe Sprache wie G erzeugt.
Die Menge der Variablen teilt sich aber in Terminale T und Nichtterminale
im Sinne einer kontextfreien Grammatik auf. Kein Terminal wird durch ei-
ne Regel nichtidentisch ersetzt. In Zukunft können wir also annehmen, daß
ein ET0L-System Terminale und Nichtterminale im Sinne einer kontextfreien
Grammatik enthält.
Als nächstes führen wir eine Einschränkung für ET0L-Systeme ein, die wir
auch schon für kontextfreie Grammatiken deﬁniert haben. Durch den endli-
chen Index erhalten wir eine echte Unterklasse der uneingeschränkten ET0L-
Systeme.
Deﬁnition 3.3 Sei G = (V,T,P1,...,Pn,ω) ein ET0L-System und α0,...,αr ∈
V ∗. Für eine Ableitung
D : α0 ⇒Pi1 α1 ⇒Pi2 ... ⇒Pir αr
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in G ist
Ind(D) = max{|αj|N | 1 ≤ j ≤ r}.
Eine Satzform α von G hat den Index
Ind(α) = min{Ind(D) | D : ω
∗ ⇒ α}.
Der Index von G ist
Ind(G) = sup{Ind(w) | w ∈ L(G)}.
Ein ET0L-System hat einen endlichen Index, wenn es vom Index m für ein
m ≥ 0 ist.
Eine noch stärkere Einschränkung sind metalineare Produktionen. Auch hier
folgen wir den Deﬁnitionen für kontextfreie Grammatiken.
Deﬁnition 3.4 Ein ET0L-System G = (V,T,P1,...,Pn,ω) wird genau dann
m-linear genannt, wenn es die folgenden Eigenschaften hat: ω = S ∈ V \ T
kommt nicht auf der rechten Seite einer Produktion vor. Alle Produktionen
sind in der Form
S → A1 ...Am0, A → uBv oder A → w
mit A,B,A1,...,Am0 ∈ N \ {S}, m0 ≤ m und u,v,w ∈ T∗. Ein ET0L-System
wird metalinear genannt, wenn es m-linear für ein m ≥ 1 ist.
Wir nennen die Klasse der ET0L-Systeme ET0L, die Klasse der ET0L-Systeme
vom Index m ET0L-mFIN und die Klasse der ET0L-Systeme von endlichem
Index ET0L-FIN. Für die Klasse der m-linearen ET0L-Systeme schreiben wir
ET0L-mLIN und für metalineare ET0L-Systeme ET0L-METALIN. Die entspre-
chenden Sprachklassen heißen dann L(ET0L), L(ET0L-mFIN), L(ET0L-FIN),
L(ET0L-mLIN) und L(ET0L-METALIN).
3.2 Matrixgrammatiken
Matrixgrammatiken wurden von Samuel Abraham 1965 deﬁniert. Im Gegen-
satz zu kontextfreienGrammatiken bestehenMatrixgrammatiken aus Sequen-
zen von kontextfreien Regeln, den Matrizen. In einem Ableitungsschritt müs-
sen alle Regeln einer solchen Matrix in der gegebenen Reihenfolge benutzt
werden. Auf diese Weise können Matrixgrammatiken auch einige kontextsen-
sitive Sprachen erzeugen. Ein umfassender Überblick über das Thema ﬁndet
sich in [DP89].
Deﬁnition 3.5 Eine kontextfreie Matrixgrammatik ist ein Viertupel
G = (N,T,M,S),
wobei
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1. N eine endliche Menge von Nichtterminalen,
2. T eine endliche Menge von Terminalen,
3. S ∈ N das Startsymbol und
4. M eine endliche Menge von Sequenzen der Form
m : (r1,r2,...,rnm)
mit nm ≥ 1 ist.
Die Regeln ri : A → α aus N × (N ∪ T)∗ sind kontextfrei.
Deﬁnition 3.6 Sei G = (N,T,M,S) eine Matrixgrammatik. Für zwei Strings
α,α0 ∈ (N ∪ T)∗ schreiben wir genau dann α ⇒ α0, wenn es Strings
α0,α1,...,αn ∈ (N ∪ T)∗
und eine Sequenz
m : (r1,r2,...,rn) ∈ M mit ri = Ai → βi,1 ≤ i ≤ n
gibt, so daß
α0 = α, αn = α0 und αi−1 = γi−1Aiγ0
i−1, αi = γi−1βiγ0
i−1
für
γi−1,γ0
i−1 ∈ (N ∪ T)∗ und 1 ≤ i ≤ n.
α ⇒ α0 wird ein Ableitungsschritt genannt und wir schreiben α
∗ ⇒ α0, wenn
α0 von α aus in endlich vielen Schritten (0 Schritte sind auch erlaubt) erreicht
werden kann. Die von einer Matrixgrammatik G erzeugte Sprache ist
L(G) = {w ∈ T∗ | S
∗ ⇒ w}.
Auch hier führen wir die Einschränkung des endlichen Index ein.
Deﬁnition 3.7 Sei G eine Matrixgrammatik und α0,α1,...,αr ∈ (N ∪T)∗. Der
Index einer Ableitung
D : S = α0 ⇒ α1 ⇒ α2 ⇒ ... ⇒ αr
in G ist
Ind(D) = max{|αj|N | 1 ≤ j ≤ r}.
Für eine Satzform α von G deﬁnieren wir den Index mit
Ind(α) = min{Ind(D) | D : S ⇒∗ α}.
Der Index von G ist
Ind(G) = sup{Ind(w) | w ∈ L(G)}.
Eine Matrixgrammatik hat einen endlichen Index, wenn sie vom Index m für
ein m ≥ 0 ist.
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Eine stärkere Einschränkung ist Metalinearität. Wir folgen auch hier der Deﬁ-
nition für den kontextfreien Fall.
Deﬁnition 3.8 Eine Matrixgrammatik G = (N,T,M,S) wird genau dann m-
linear genannt, wenn sie die folgenden Eigenschaften hat: S kommt nicht auf
der rechten Seite einer Produktion vor. Alle Produktionen sind in der Form
S → A1 ...Am0, A → uBv oder A → w
mit A,B,A1,...,Am0 ∈ N \ {S}, m0 ≤ m und u,v,w ∈ T∗. Eine Matrixgram-
matik wird metalinear genannt, wenn sie m-linear für ein m ≥ 1 ist.
Wir nennen die Klasse der Matrixgrammatiken MAT die Klasse der Matrix-
grammatiken vom Index m MAT-mFIN, die Klasse der Matrixgrammatiken
mit endlichem Index MAT-FIN. Außerdem schreiben wir für die Klasse der
m-linearen Matrixgrammatiken MAT-mLIN und die Klasse der metalinearen
Matrixgrammatiken MAT-METALIN. Die entsprechenden Sprachklassen be-
zeichnen wir mit L(MAT), L(MAT-mFIN), L(MAT-FIN), L(MAT-mLIN) und
L(MAT-METALIN).
3.3 Programmierte Grammatiken
Programmierte Grammatiken fallen genau wie Matrixgrammatiken in das Ge-
biet des „regulated rewriting“. Auch sie bestehen aus kontextfreien Regeln.
Allerdings wird bei programmierten Grammatiken die als nächstes angewen-
dete Produktion von der vorherigen bestimmt. Das Modell wurde in [Ros69]
eingeführt. Darüber hinaus ﬁndet man einen umfassenden Überblick über
programmierte Grammatiken in [DP89]. Eine besondere Form der program-
mierten Grammatiken sind „recurrent“ programmierte Grammatiken, die in
[vS76] eingeführt wurden.
Deﬁnition 3.9 Eine programmierte Grammatik ist ein Viertupel
G = (N,T,P,S),
wobei
1. N eine endliche Menge von Nichtterminalen,
2. T eine endliche Menge von Terminalen,
3. S ∈ N das Startsymbol und
4. P eine endliche Menge von Tripeln der Form
r : A → α, σ(r), ψ(r)
ist.
Dabei ist Lab(P) = {r | (r : A → α, σ(r), ψ(r)) ∈ P}. Die Regeln r : A → α
über N × (N ∪ T)∗ sind kontextfrei und σ(r) und ψ(r) sind zwei Teilmengen
von Lab(P).
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Bei den programmierten Grammatiken ist jede Regel oder auch Produktion
mit einer Bezeichnung und zwei Mengen, die aus solchen Bezeichnungen be-
stehen, verbunden. Für eine Produktion r wird σ(r) auch das Erfolgsfeld und
ψ(r) das Fehlerfeld genannt.Im Erfolgsfeldvonr sind geradealle Bezeichnun-
genvon Produktionen,die angewendetwerdendürfen, nachdem r erfolgreich
angewendet wurde. Im Fehlerfeld von r sind alle Bezeichnungen von Produk-
tionen, die angewendet werden dürfen, nachdem r nicht angewendet werden
konnte.
Deﬁnition 3.10 Seien (α1,r1) und (α2,r2) in (N ∪T)× Lab(P). Wir schreiben
(α1,r1) ⇒ (α2,r2) genau dann, wenn
1. α1 = γAγ0, α2 = γβγ0, γ,γ0 ∈ (N ∪ T), (r1 : A → β, σ(r1), φ(r1)) ∈ P
und r2 ∈ σ(r1) oder
2. α1 = α2, (r1 : A → β, σ(r1), φ(r1)) ∈ P kann nicht auf α1 angewendet
werden und r2 ∈ φ(r1).
α1 ⇒ α2 wird ein Ableitungsschritt genannt und wir schreiben α
∗ ⇒ α0, wenn
α0 von α aus in endlich vielen Schritten (0 Schritte sind auch erlaubt) erreicht
werden kann.
Die von einer programmierten Grammatik G erzeugte Sprache ist
L(G) = {w ∈ T∗ | (S,r1)
∗ ⇒ (w,r2), r1,r2 ∈ Lab(P)}.
Ein Ableitungsschritt (α1,r1) ⇒ (α2,r2) kann also genau dann stattﬁnden,
wenn entweder r1 auf α1 angewendet werden kann und r2 im Erfolgsfeld von
r1 ist, oder r1 nicht auf α1 angewendet werden kann und r2 im Fehlerfeld von
r1 ist.
Die Klasse der programmierten Grammatiken bezeichnen wir mit (P,ac). Da-
bei bezeichnet ac ein nicht leeres Fehlerfeld und damit die Möglichkeit zu
überprüfen, ob eine Produktion nicht angewendet werden kann. Diese Eigen-
schaft wird auch „appearence checking“ genannt. Ist φ(r) = ∅ für alle r ∈ P,
dann erhalten wir die Klasse der programmierten Grammatiken ohne „appea-
rence checking“, für die wir P schreiben.
Die Klasse der „recurrent“ programmierten Grammatiken besteht aus allen
programmierten Grammatiken, bei denen für alle Produktionen r gilt, daß r
in seinem eigenen Erfolgsfeld enthalten ist und das Fehlerfeld entweder leer
oder die gleiche Menge wie das Erfolgsfeld ist. Formal ist dann r ∈ σ(r) und
entweder φ(r) = ∅ oder φ(r) = σ(r) für alle r ∈ P. Diese Klasse wird mit
(RP,ac) bezeichnet. Die jeweils erzeugten Sprachklassen sind dann L(P,ac),
L(P) und L(RP,ac).
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Ein wichtiger Punkt in der klassischen Theorie der formalen Sprachen ist die
Beschreibung von Sprachen durch Grammatiken oder Automaten. Einige die-
ser Modelle haben wir im letzten Kapitel kennengelernt.Im Gegensatz zu die-
sen Modellen, die aus einer einzelnen Komponente bestehen, werden wir jetzt
ein System mit mehreren Komponenten betrachten. Ein Grammatiksystem ist
eine Menge von Grammatiken, die auf eine genau deﬁnierte Art und Weise
miteinander kooperieren.
Kontextfreie „cooperating distributed“ (kurz CD) Grammatiksysteme beste-
hen aus mehreren kontextfreien Grammatiken, die auch Komponenten ge-
nannt werden. CD Grammatiksysteme sind sequentielle Modelle. Das heißt,
daß an einer gemeinsamen Satzform zu einem Zeitpunkt nur eine Komponen-
te arbeitet. Diese Komponente wird auch als aktive Komponente bezeichnet.
Auf welche Art und Weise die Komponenten zusammenarbeiten, bestimmt
der Ableitungsmodus. Im t-Ableitungsmodus werden zum Beispiel so lange
Produktionen aus einer Komponente benutzt, bis keine Produktion mehr an-
wendbar ist. Danach wird eine andere Komponente aktiv. Im (= k)-Modus
werden genau k Produktionen aus einer Komponente angewendet. Danach
wird die nächste Komponente aktiv.
Der erste Abschnitt dieses Kapitels enthält die notwendigen Deﬁnitionen. Der
nächste Abschnitt geht auf die generative Mächtigkeit und andere Eigenschaf-
ten von CD Grammatiksystemen ein. Danach wird ein Überblick über die CD
Grammatiksysteme betreffenden Ergebnisse aus der Beschreibungskomplexi-
tät gegeben.
Wir folgen bei den Deﬁnitionen vor allen Dingen [DPR97]. Die meisten Er-
gebnisse sind aus dem Standardwerk [CVDKP94], welches einen sehr guten
Überblick über alle Aspekte von CD Grammatiksystemen bietet.
4.1 Deﬁnitionen und Beispiele
Nachdem wir alle verwandten Modelle im letzten Kapitel vorgestellt haben,
könnenwir jetzt kontextfreie CD Grammatiksysteme deﬁnieren. Nach dennö-
tigen Deﬁnitionen wird in einigen Beispielen ihre Arbeitsweise verdeutlicht.
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Deﬁnition 4.1 Ein kontextfreies CD Grammatiksystem ist ein (n + 3)-Tupel
Γ = (N,T,P1,...,Pn,S)
mit n ≥ 1, wobei
1. N eine endliche Menge von Nichtterminalen ist,
2. T eine endliche Menge von Terminalen ist,
3. Pi mit 1 ≤ i ≤ n endliche Mengen von Produktionen aus N × (N ∪ T)∗
sind und
4. S ∈ N das Startsymbol ist.
Wir schreiben
β1Aβ2 ⇒Pi β1αβ2,
wenn A → α ∈ Pi ist und β1,β2 ∈ (N ∪T)∗ sind. Man sagt, daß die Produktion
A → α auf die Satzform β1Aβ2 angewendet wird.
Außerdem benennen wir die Menge aller linken Seiten von Produktionen in
Pi mit
dom(Pi) = {A ∈ N | A → α ∈ Pi}.
Die Produktionsmengen werden auch als Komponenten bezeichnet.
Wir werden jetzt sehen, wie die Komponenten benutzt werden, um Terminal-
wörter zu generieren. Die Art und Weise, wie die Komponentenzusammenar-
beiten, bestimmt derAbleitungsmodus.Im folgendenbetrachtenwir verschie-
dene Ableitungsmodi. Sie werden in der nächsten Deﬁnition vorgestellt.
Deﬁnition 4.2 Sei Γ = (N,T,P1,...,Pn,S) ein CD Grammatiksystem, seien
α,α0 ∈ (N ∪ T)∗ und seien k,k0 ≥ 1.
1. Für alle i mit 1 ≤ i ≤ n ist eine k-Schritt Ableitung in der i-ten Kompo-
nente deﬁniert als
α
=k =⇒Pi α0
genau dann, wenn α1,...,αk+1 ∈ (N ∪T)∗ so daß α = α1, α0 = αk+1und
αj ⇒Pi αj+1 mit 1 ≤ j ≤ k.
2. Für alle i mit 1 ≤ i ≤ n ist eine höchstens k-Schritt Ableitung in der
i-ten Komponente deﬁniert als
α
≤k =⇒Pi α0
genau dann, wenn α
=k0
=⇒Pi α0 für ein k0 ≤ k.
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3. Für alle i mit 1 ≤ i ≤ n ist eine mindestens k-Schritt Ableitung in der
i-ten Komponente deﬁniert als
α
≥k =⇒Pi α0
genau dann, wenn α
=k0
=⇒Pi α0 für ein k0 ≥ k.
4. Für alle i mit 1 ≤ i ≤ n ist eine ∗-Modus Ableitung in der i-ten Kompo-
nente deﬁniert als
α
∗ =⇒Pi α0
genau dann, wenn α
=k0
=⇒Pi α0 für ein beliebiges k0 ≥ 0.
5. Für alle i mit 1 ≤ i ≤ n ist eine terminierende Ableitung in der i-ten
Komponente deﬁniert als
α
t =⇒Pi α0
genau dann, wenn α
∗ =⇒Pi α0 ist und es kein β ∈ (N ∪ T)∗ mit α0 ⇒Pi β
gibt.
Nachdem wir die verschiedenen Ableitungsmodi kennengelernt haben, kön-
nen wir jetzt die von einem CD Grammatiksystem erzeugte Sprache deﬁnie-
ren.
Deﬁnition 4.3 Sei f ∈ {∗,t,≤k,=k,≥k | k ≥ 1}. Die von einem CD Gramma-
tiksystem Γ = (N,T,P1,...,Pn,S) im Ableitungsmodus f generierte Sprache
ist
L(Γ,f) = {w ∈ T∗ | S ⇒
f
Pi1 α1 ⇒
f
Pi2 ... ⇒
f
Pir αr = w,
r ≥ 1,1 ≤ ij ≤ n,1 ≤ j ≤ r}.
Wirnennendie Klassealler(kontextfreien)CD Grammatiksystememit nKom-
ponenten CDn-CF und die Klasse aller CD Grammatiksysteme mit n Kom-
ponenten, die im Modus f arbeitet (CDn-CF,f). Die entsprechende Sprach-
klasse heißt dann L(CDn-CF,f). Wenn die Anzahl der Komponenten nicht be-
schränkt ist, wird n weggelassen.
Bei einigen Konstruktionen werden wir statt einer Ableitung den daraus ent-
stehenden Ableitungsbaum betrachten. Dieser Begriff wird jetzt deﬁniert.
Deﬁnition 4.4 Sei Γ = (N,T,P1,...,Pn,S) ein CD Grammatiksystem. Ein
markierter, geordneter Baum wird genau dann Ableitungsbaum von Γ ge-
nannt, wenn folgendes gilt:
1. Jeder Knoten hat eine Markierung, die ein Symbol aus N ∪ T ∪ {ε} ist.
2. Die Markierung der Wurzel ist S.
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3. Wenn ein innerer Knoten die Markierung A hat, dann muß A ∈ N sein.
4. Wenn der Knoten n die Markierung A hat und die Knoten n1,n2,...,nk
geordnet von links nach rechts die Söhne von n mit den Markierungen
X1,X2,...,Xk sind, dann muß eine Produktion A → X1X2 ...Xk in ei-
ner Komponente von Γ vorkommen.
5. Wenn der Knoten n eine Markierung ε hat, dann ist n ein Blatt und der
einzige Sohn seines Vaters.
Die Markierungen an den Blättern eines Ableitungsbaums t von links nach
rechts gelesen werden yield(t) genannt. Ein Teilbaum eines Ableitungsbaums
ist ein bestimmter Knoten mit all seinen Nachkommen.
Es soll hier noch angemerkt werden, daß jede Ableitung eines CD Gramma-
tiksystems, die einem bestimmten Ableitungsmodus folgt, auch einem Ablei-
tungsbaum entspricht. Allerdings gibt es auch Ableitungsbäume, zu denen es
keine gültige Ableitung gibt.
Wir nennen die Ableitungsbäume, die einer Ableitung von Γ im Ableitungs-
modus f ∈ {∗,t,= k,≥ k,≤ k | k ≥ 1} entsprechen gültig im Bezug auf f.
Wenn ein gültiger Ableitungsbaum t den yield(t) = w ∈ T∗ hat, nennen wir
ihn gültigen vollständigen Ableitungsbaum.
Als nächstes wird anhand von drei Beispielen klar gemacht, wie CD Gramma-
tiksystemearbeiten. Zuerstwerdenwir ein CD Grammatiksystem im t-Modus
betrachten, das eine nicht-kontextfreie Sprache erzeugt.
Beispiel 4.1 Die Sprache L1 = {a2n
| n ≥ 1} ist nicht kontextfrei. Betrachten
wir nun das CD Grammatiksystem
Γ1 = ({S,A},{a},P1,P2,P3,S),
P1 = {S → AA},
P2 = {A → S},
P3 = {A → a}.
Die Erzeugung eines Wortes beginnt immer mit der Komponente P1. Dabei
werden die zwei Nichtterminale AA eingeführt. Danach kann die Ableitung
mit Komponente P3 beendet werden. Alternativ können alle Nichtterminale
A mit P2 zu S umgewandelt werden und dann die Anzahl der Nichtterminale
mit P1 wiederverdoppeltwerden.Eine Ableitung in Γ1 im t-Modussiehtdann
wie folgt aus:
S
t =⇒P1 AA
t =⇒P2 SS
t =⇒P1 AAAA
(
t =⇒P2 ...
t =⇒P1 ...)i−1A2i+1 t =⇒P3 a2i+1
.
Insgesamt wird die Sprache L1 erzeugt.
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Beispiel 4.2 Wir werden hier zeigen, wie das CD Grammatiksystem aus Bei-
spiel 2.2 für n ≥ 1 die Sprache Ln =
Sn
r=1 Ln,r mit Ln,r = {a2i
r | 1 ≤ i ≤ r}
erzeugt. Im Beispiel 2.2 wurde schon gezeigt, daß diese Sprache zwar kontext-
frei ist, ein CD Grammatiksystem sie aber mit weniger Produktionen als eine
kontextfreie Grammatik erzeugen kann. Ein CD Grammatiksystem für diese
Sprache ist
Γn = ({S,A},{a1,...,an},P1,...,Pn+1,S),
P1 = {A → a1},
...
Pn = {A → an},
Pn+1 = {S → A2i | 1 ≤ i ≤ n}.
Γn arbeitetim t-ModusundwendetvonS auszuersteine ProduktionausPn+1
an. Wir erhalten die Satzform A2i für ein i, 1 ≤ i ≤ n. Danach wird eine der
Komponenten P1,...,Pn aktiv. Wenn Komponente Pr aktiv wird, generiert Γn
das Wort a2i
r . Insgesamt ist L(Γn,t) = Ln.
Als nächstes werden wir ein Beispiel für den (= k)- und den (≥ k)-Modus
sehen.
Beispiel 4.3 Hier wird die Sprache L2 = {(anbn)k | n ≥ 1} erzeugt. Dazu
verwenden wir das CD Grammatiksystem
Γ2 = ({S,A1,A2,...,Ak},{a},P1,P2,S),
P1 = {S → S,S → A1A2 ...Ak} ∪ {A0
i → Ai | 1 ≤ i ≤ k},
P2 = {Ai → aA0
ib | 1 ≤ i ≤ k} ∪ {Ai → ab | 1 ≤ i ≤ k}.
Die Erzeugung eines Wortes im (=k)-Modus beginnt mit der Komponente P1.
Dabei wird die Satzform A1A2 ...Ak eingeführt. Mit der Produktion S → S
wird sicher gestellt, daß genau k Produktionen angewendet werden können.
Danach muß Komponente P2 aktiv werden. Es können nur Produktionen der
Form Ai → aA0
ib oder nur Produktionen der Form Ai → ab angewendet wer-
den. Mischt man die beiden Arten von Produktionen, ist es danach nicht mehr
möglich, genau k Produktionen anzuwenden, da weniger Nichtterminale in
der Satzform vorhanden sind. Falls nur Produktionen der Form Ai → aA0
ib
benutzt wurden, kann danach mit Komponente P1 jedes markierte Nichtter-
minal (A0
i) wieder durch ein unmarkiertes Nichtterminal (Ai) ersetzt werden.
Eine Ableitung in Γ2 im (=k)-Modus sieht dann wie folgt aus:
S
=k z }| {
⇒P1 S(⇒P1 ...)k−2 ⇒P1 A1A2 ...Ak
=k =⇒P2 aA0
1baA0
2b...aA0
kb
=k =⇒P1 aA1baA2b...aAkb
(
=k =⇒P2 ...
=k =⇒P1 ...)i−1aiA1biaiA2bi ...aiAkbi =k =⇒P2 (ai+1bi+1)k.
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Insgesamt wird die Sprache L2 erzeugt.
Man kann das gleiche CD Grammatiksystem auch im (≥k)-Modus benutzen.
Nachdem mit dererstenAnwendungvon P1 die Satzform A1A2 ...Ak erzeugt
wurde,könnennie mehrals k ProduktionenineinerKomponenteangewendet
werden. Die erzeugte Sprache bleibt also gleich.
4.2 Generative Mächtigkeit
Mit einigen der vorgestellten Modi erreichen auch CD Grammatiksysteme
nur die Mächtigkeit von kontextfreien Grammatiken. Dies ist auch der Fall,
wenn nur eine Komponente zugelassen ist. Die folgenden Resultate werden
in [CVDKP94] gezeigt. Wir führen die Beweise hier kurz auf, um einige Argu-
mente in späteren Beweisen benutzen zu können.
Satz 4.1 Es gilt
1. L(CF) = L(CD1-CF,d) für d ∈ {t,∗,=k,≥k,≤k | k ≥ 1},
2. L(CF) = L(CD-CF,f) für f ∈ {∗,= 1,≥ 1,≤k | k ≥ 1}.
Beweis: 1. Wenn nur eine Komponente vorhanden ist, entspricht der t-Ablei-
tungsmodus in einem CD Grammatiksystem der Ableitung eines Wortes in
einer kontextfreien Grammatik. Daher gilt L(CF) = L(CD1-CF,t).
Sei jetzt d ∈ {= k,≥ k | k ≥ 2}, L eine kontextfreie Sprache und G =
(N,T,P,S) eine kontextfreie Grammatik mit L(G) = L. Das Grammatiksy-
stem Γ = (N,T,P ∪ {A → A | A ∈ N},S) erzeugt L in jedem Modus d, da
durch die Produktionen A → A erreicht werden kann, daß die Anzahl der an-
gewendeten Produktionen bei der Erzeugung eines Wortes ein Vielfaches von
k ist.
Sei Γ = (N,T,P1,S) ein CD Grammatiksystem mit einer Komponente. Wir
betrachten die kontextfreie Grammatik
G = (N,T ∪ {$},{A → α$ | A → α ∈ P1},S),
dabei ist $ 6∈ N ∪ T. Wenn w ∈ L(G) und |w|$ = r, dann wurde w mit r
Ableitungsschritten erzeugt. Wir deﬁnieren jetzt die reguläre Menge
K = {w | w ∈ (T ∪ {$})∗, |w|$ = ki, i ≥ 1}.
und den Homomorphismus h mit h(a) = a für a ∈ T und h($) = ε. Man
kann sehen, daß h(L(G) ∩ K) = L(Γ,=k). Wegen der Abschlußeigenschaften
kontextfreier Sprachen ist also auch L(Γ,=k) kontextfrei. Deﬁniert man jetzt
K0 = {w | w ∈ (T ∪ {$})∗, |w|$ ≥ i, i ≥ k},
dann erhält man h(L(G) ∩ K0) = L(Γ,≥k) und deshalb ist auch L(Γ,≥k) eine
kontextfreie Sprache.
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Für die restlichen Ableitungsmodi folgt 1. aus 2..
2. Da jede kontextfreie Grammatik auch als Grammatiksystem mit einer Kom-
ponente gesehen werden kann, gilt L(CF) ⊆ L(CD-CF,f). Wir müssen also
nur die Inklusion in die andere Richtung zeigen. Sei Γ = (N,T,P1,...,Pn,S)
ein CD Grammatiksystem. Wir konstruieren die kontextfreie Grammatik G =
(N,T,
S
1≤i≤n Pi,S), die L(Γ,f) erzeugt. Da man bei allen Modi f ∈ {∗,= 1,≥
1,≤ k | k ≥ 1} auch genau eine Produktion in der aktiven Komponente an-
wenden kann, kann jedes Wort aus L(G) in Γ im Modus f abgeleitet werden.
Es ist also L(G) ⊆ L(Γ,f). Man kann allerdings auch jedes Wort aus L(Γ,f) in
G ableiten, also gilt auch L(Γ,f) ⊆ L(G).
Die ebenbehandelten Klassenhaben wegenihrer Äquivalenz zu kontextfreien
Sprachen auch die gleichen Abschlußeigenschaften.
Als nächstes wenden wir uns der generativen Mächtigkeit von CD Gramma-
tiksystemenim t-Modus zu. Der folgende Satz mit Beweis ist aus [DPR97] und
[CVD90] übernommen. Nur der zweite Teil des Beweises wird hier konstruk-
tiv geführt, damit in den nächsten Abschnitten die Form der Produktionen
genauer betrachtet werden kann.
Satz 4.2 L(ET0L) = L(CD-CF,t) = L(CD3-CF,t).
Beweis: Zuerst werden wir zeigen, daß sich aus einem beliebigen CD Gram-
matiksystem im t-Modus ein CD Grammatiksystem mit nur drei Komponen-
ten konstruieren läßt. Sei also Γ = (N,T,P1,...,Pn,S) ein kontextfreies CD
Grammatiksystem. Wir konstruieren nun Γ0 = (N0,T,P0
1,P0
2,P0
3,S(1)) und be-
nutzen dabei die Homomorphismen (i) für 1 ≤ i ≤ n wie im Kapitel 2 deﬁ-
niert:
N0 = {A(i) | A ∈ N, 1 ≤ i ≤ n},
P0
1 = {A(i) → α(i) | A → α ∈ Pi, 1 ≤ i ≤ n},
P0
2 = {A(i) → A(i+1) | A ∈ N, 1 ≤ i < n, i ungerade} ∪ Z2
P0
3 = {A(i) → A(i+1) | A ∈ N, 1 ≤ i < n, i gerade} ∪ Z3
mit
Z2 = {A(n) → A(1) | A ∈ N}, wenn n ungerade, ∅ sonst,
Z3 = {A(n) → A(1) | A ∈ N}, wenn n gerade, ∅ sonst.
Die Regeln aus Pi werden von P0
1 und den Nichtterminalen der Form A(i) si-
muliert. Die Komponenten P0
2 und P0
3 verändern nur die Kennzeichnung der
Nichtterminale und zwar für alle Nichtterminale in einer Satzform. Regeln
aus Pi und Pj für i 6= j können also nicht vermischt werden. Deshalb ist
L(Γ,t) = L(Γ0,t).
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Als nächstes zeigen wir, daß man aus einem CD Grammatiksystem mit drei
Komponenten ein ET0L-System konstruieren kann. Sei also Γ = (N,T,P1,P2,
P3,S) ein CD Grammatiksystem mit drei Komponenten. Das ET0L-System
G = (V, T,Q1,Q2,Q3,Q4,Q5,S(0)) erzeugt L(Γ,t). Dabei verwenden wir wie-
der die Homomorphismen (i) wie im Kapitel 2 deﬁniert für 0 ≤ i ≤ 3. Weiter-
hin ist F 6∈ (N ∪ T) ein neues Symbol und
V = {A(i) | A ∈ N, 0 ≤ i ≤ 3} ∪ {F} ∪ T,
Q1 = {A(i) → α(i) | A → α ∈ Pi, 1 ≤ i ≤ 3} ∪
{B(i) → B(i) | B 6∈ dom(Pi), 1 ≤ i ≤ 3} ∪
{a → a | a ∈ T} ∪ {F → F},
Q2 = {A(i) → A(0) | A 6∈ dom(Pi), 1 ≤ i ≤ 3} ∪
{A(i) → F | A ∈ dom(Pi), 1 ≤ i ≤ 3} ∪
{a → a | a ∈ T} ∪ {F → F},
Q3 = {A(0) → A(1) | A ∈ N} ∪
{a → a | a ∈ T} ∪ {F → F},
Q4 = {A(0) → A(2) | A ∈ N} ∪
{a → a | a ∈ T} ∪ {F → F},
Q5 = {A(0) → A(3) | A ∈ N} ∪
{a → a | a ∈ T} ∪ {F → F}.
Das ET0L-System G beginnt wie Γ mit dem Nichtterminal S, allerdings mit
der markierten Form S(0). Jetzt wird die Komponente von Γ ausgesucht, die
G simulieren soll. Mit Q3 werden alle Nichtterminale mit einer (1) markiert,
durch Q4 mit einer (2) und durch Q5 mit einer (3). Danach können nur die
Tabellen Q1 und Q2 benutzt werden. Q1 simuliert eine Ableitung in der Kom-
ponente P1, wenn die Nichtterminale mit (1) markiert sind, eine Ableitung in
P2 bei Markierung (2) oder eine Ableitung in P3 bei Markierung (3). Durch
die Markierung der Nichtterminale können die Produktionen verschiedener
Komponenten nicht vermischt werden. Mit Q2 werden wieder alle Nichtter-
minale mit (0) markiert. Das ist allerdings nur möglich, wenn die Nichttermi-
nale vorher mit (i) markiert waren und kein Nichtterminal aus dom(Pi) in der
Satzform vorhanden ist. Ansonsten wird das Nichtterminal F eingeführt, das
die Ableitung blockiert. Insgesamt wird so der t-Ableitungsmodus, in dem Γ
arbeitet, simuliert. Es ist also L(Γ,t) = L(G).
Als letztesmuß nochgezeigtwerden,daß man aus einem ET0L-SystemeinCD
Grammatiksystem konstruieren kann. Sei G = (V,T,P1,...,Pn,ω) ein ET0L-
System.Wir können,wie im Abschnitt überET0L-Systemegezeigt,annehmen,
daß die Menge der aktiven Symbole und die Menge der Nichtterminale über-
einstimmt. Seien weiterhin S,F 6∈ V neue Nichtterminale. Wir deﬁnieren jetzt
das CD Grammatiksystem Γ = (N,T,P1,P2,P3,S) und benutzen wieder Ho-
momorphismen (i) für 0 ≤ i ≤ n, die wie im Kapitel 2 deﬁniert sind. Als die
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Menge der Nichtterminale wird dabei V \ T angenommen. Außerdem sind
N = {A(i) | A ∈ V \ T,0 ≤ i ≤ n} ∪ {S,F},
P1 = {A(i) → α(0) | A → α ∈ Pi,1 ≤ i ≤ n} ∪ {S → ω(0)},
P2 = {A(i) → A(i+1) | A ∈ N,0 ≤ i < n,i gerade}
,P3 = {A(i) → A(i+1) | A ∈ N,0 ≤ i < n,i ungerade}.
Zuerst muß P1 angewendet werden und wir erhalten die Satzform ω(0). Mit
den Komponenten P2 und P3 wird die jeweils zu simulierende Tabelle aus-
gewählt. Danach ist wieder Komponente P1 aktiv. Sie kann nur Regeln aus
der ausgewählten Tabelle anwenden und zwar für jedes Symbol genau eine.
Insgesamt wird also die Satzform so verändert, wie ein Ableitungsschritt von
G sie verändern würde. Danach muß wieder mit P2 und P3 eine neue Tabelle
ausgewähltwerden.EineAbleitungendet,wennnurnochNichtterminalevor-
handensind.Γ erzeugtalso genaudie Wörter,die auch G generierenkann.
In [DPR97] wird außerdem gezeigt, daß alle CD Grammatiksysteme im t-Mo-
dus mit nur zwei Komponenten kontextfreie Sprachen erzeugen. Das eben er-
haltene Ergebnis ist also optimal.
Da die Klasse L(CD-CF,t) äquivalent zu L(ET0L) ist, ist sie auch unter den
gleichen Operationen abgeschlossen. Nach [RS80] sind das Vereinigung, Kon-
katenation, Schnitt mit regulären Mengen, Kleenesche Hülle, Homomorphis-
mus und inverser Homomorphismus. Die Sprachklasse L(CD-CF,t) ist also
eine volle AFL.
Als nächstes wird die generative Mächtigkeit der Ableitungsmodi (= k) und
(≥k) für k ≥ 2 beschrieben. Die Beweise ﬁnden sich in [CVDKP94] und wer-
den hier kurz aufgeführt, um die Argumente in folgenden Kapiteln weiter be-
nutzen zu können.
Satz 4.3 Es gilt
L(CD1-CF,f) ⊂ L(CD2-CF,f) ⊆ L(CD-CF,f) ⊆ L(MAT)
für f ∈ {=k,≥k | k ≥ 2}.
Beweis: In Beispiel 4.3 wird eine nicht-kontextfreie Sprache mit einem CD
Grammatiksystem mit zwei Komponenten im (= k)-Modus erzeugt. Daraus
folgt die erste Inklusion. Die zweite Inklusion folgt aus der Deﬁnition.
Sei Γ = (N,T,P1,...,Pn,S) ein CD Grammatiksystem. Wir konstruieren jetzt
die Matrixgrammatik G = (N,T,M,S). Dabei besteht M aus allen Matrizen
m = (p1,...,pk),
so daß es ein i, 1 ≤ i ≤ n, gibt mit pj ∈ Pi für 1 ≤ j ≤ k. Jede Anwen-
dung einer Matrix aus G entspricht also einer (= k)-Ableitung in Γ. Es gilt
also L(CDn-CF,= k) ⊆ L(MAT). Wenn wir jetzt eine Matrixgrammatik G0 =
(N,T,M0,S) konstruieren, bei der M0 aus allen Matrizen
m = (p1,...,pu)
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besteht, so daß es ein i,1 ≤ i ≤ n gibt mit pj ∈ Pi für 1 ≤ j ≤ u und k ≤
u ≤ 2k − 1, dann kann jede Anwendung einer Matrix in G0 durch eine (≥k)-
Schritt Ableitung simuliert werden. Außerdem besteht eine (≥ k-Ableitung
aus lk+v Schritten, wobei l ≥ 1 und 1 ≤ v < k. Jede (≥k) Ableitung in Γ kann
also durch eine oder mehrere Matrizen in G0 simuliert werden. Insgesamt ist
L(Γ,≥k) = L(G0) und damit gilt L(CDn-CF,≥k) ⊆ L(MAT).
Satz 4.4 [CVDKP94] Es gilt für k ≥ 2
1. L(CD-CF,=k) ⊆ L(CD-CF,=k + 1),
2. L(CD-CF,≥k) ⊆ L(CD-CF,≥k + 1).
In [GP90] und [DPV95] werden unter anderem auch die Abschlußeigenschaf-
tender (=k)- und (≥k)-Ableitungsmodi besprochen.Die Klassen L(CD-CF,=
k) und L(CD-CF,≥k) sind für k ≥ 2 danach abgeschlossen unter Vereinigung,
Konkatenation, Homomorphismus, inversem Homomorphismus und Schnitt
mit regulären Mengen. Sie sind jedoch nicht unter Schnitt und Komplement
abgeschlossen.
4.3 Beschreibungskomplexität
Wenn man die Beschreibungskomplexität von CD Grammatiksystemen be-
trachtet, stellt sich die Frage, ob es möglich ist, für bestimmte Sprachklassen
„minimale“ Beschreibungen zu ﬁnden. Außerdem haben wir schon gesehen,
daß CD Grammatiksysteme eine größere generative Mächtigkeit als kontext-
freie Grammatiken haben. Es bleibt also herauszuﬁnden, ob es Fälle gibt, in
denen CD Grammatiksysteme kontextfreie Sprachen besser beschreiben kön-
nen als kontextfreie Grammatiken.
In diesem Kapitel werden wir sehen, daß in einigen Fällen nicht nur die An-
zahl der Komponenten beschränkt werden kann, sondern auch die Anzahl
der Produktionen in einer Komponente, also das Maß cProd. Außerdem kann
man verschiedene Aussagen darüber treffen, ob CD Grammatiksysteme kon-
textfreie Sprachen besser beschreiben können als kontextfreie Grammatiken.
Dieser Abschnitt soll die bekanntenErgebnisse nur kurz zusammenfassen. Al-
le Details ﬁnden sich in [DP91], [BR02] und [PDS94].
Als erstes gehen wir auf die optimale Größe eines CD Grammatiksystems ein.
Dabei werden die Anzahl der Komponenten und die maximale Anzahl von
Produktionen in einer Komponente betrachtet. Um die so erhaltenen Sprach-
klassen besser darstellen zu können, brauchen wir die folgende Deﬁnition.
Deﬁnition 4.5 Im folgenden wird die Klasse der kontextfreien CD Gramma-
tiksysteme mit n Komponenten und höchstens m Produktionen in einer Kom-
ponente CDn,m-CF genannt. Die Sprachklasse, die diese Klasse von Gramma-
tiksystemenim Ableitungsmodusf ∈ {∗,t,≤k,=k,≥k | k ≥ 1} erzeugt,heißt
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dann L(CDn,m-CF,f). Ist n oder m nicht nach oben beschränkt schreiben wir
an der entsprechenden Stelle ∞.
Jetzt können wir die Ergebnisse aus [PDS94] zusammenfassen.
Für die Modi f ∈ {∗,= 1,≥ 1,≤k | k ≥ 1} gilt
L(CD∞,∞-CF,f) = L(CD∞,1-CF,t).
Wenn man sich mit den übrigen k-Ableitungsmodi beschäftigt, erhält man die
folgende Schranke für cProd.
L(CD∞,∞-CF,=k) = L(CD∞,k-CF,=k), k ≥ 2,
L(CD∞,∞-CF,≥k) = L(CD∞,(2k−1)-CF,≥k), k ≥ 2.
Schon im Abschnitt über die generative Mächtigkeit von kontextfreien CD
Grammatiksystemen wurde gezeigt, daß
L(CD∞,∞-CF,t) = L(CD3,∞-CF,t)
gilt. Auch cProd kann im Fall des t-Modus auf eine Konstantebeschränkt wer-
den und es gilt
L(CD∞,∞-CF,t) = L(CD∞,5-CF,t).
Wenn man jetzt einen der beiden Parameter cProd oder Deg festhält, erhält
man sowohlimt-Modusals auch im ∗-Moduseineunendliche Hierarchie über
den anderen Parameter. Es gilt also für f ∈ {∗,t} und n,m ≥ 1:
L(CDn,m-CF,f) ⊂ L(CDn,m+1-CF,f),
L(CDn,m-CF,f) ⊂ L(CDn+1,m-CF,f).
Als nächstes wenden wir uns der Frage zu, ob kontextfreie CD Grammatiksy-
steme kontextfreie Sprachen besser darstellen können als kontextfreie Gram-
matiken. In [DP91] wird diese Frage in Bezug auf die Maße Var, mProd und
Symb behandelt. In [BR02] werden einige der Ergebnisse verbessert und auch
das Maß cVar betrachtet.
Insgesamt sind die Ergebnisse für die Modi {t,=k,≥k | k ≥ 2} für alle Maße
sehrähnlich. Es gibt unendlichviele Fälle, in denenman kontextfreieSprachen
mit CD Grammatiksystemen besser beschreiben als mit kontextfreien Gram-
matiken. Für die Maße Var, mProd und cVar gibt es sogar keine Funktion,
die die Vergrößerung der Beschreibung beschränkt, wenn man von einem CD
Grammatiksystem zu einer kontextfreien Grammatik wechselt.
Die Ergebnisse der Vergleiche mit kontextfreien Grammatiken im Bezug auf
die verschiedenen Maße ﬁnden sich in Tabelle 4.1. Die Ergebnisse gelten für
a ∈ {∗,= 1,≥ 1,≤ l | l ≥ 1} und k ≥ 2.
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a t =k ≥k
V ar = <4 <4 <4
cV ar = <4 <4 <4
Prod = <4 <4 <4
Symb = <3 <3 <3
Tabelle 4.1: VergleichkontextfreierGrammatiken mit CD Grammatiksystemen
für a ∈ {∗,= 1,≥ 1,≤ l | l ≥ 1} und k ≥ 2
4.4 Zusammenfassung
In diesem Kapitel haben wir kontextfreie CD Grammatiksysteme eingeführt
und die Funktionsweise ausführlich mit Beispielen verdeutlicht. Danach wur-
de die generative Mächtigkeit betrachtet. Dabei fällt als erstes auf, daß nur in
einigen Ableitungsmodi, nämlich in den Modi {t,=k,≥k | k ≥ 2}, die genera-
tive Mächtigkeit von CD Grammatiksystemen größer ist als die von kontext-
freien Grammatiken. In Zukunft werden diese Modi daher auch die starken
Ableitungsmodi genannt und die anderen als schwache Ableitungsmodi be-
zeichnet. Im Gegensatz zum t-Modus, dessen generative Mächtigkeit genau
bestimmt werden kann, auch im Hinblick auf die Anzahl der Komponenten,
bleiben bei den (= k)- und (≥ k)-Modi für k ≥ 2 einige Fragen offen. Man
weiß zum Beispiel nicht, ob die Hierarchie über die Anzahl der Komponenten
echt ist oder an einer Stelle zusammenfällt. Außerdem ist ungeklärt, ob die
Hierarchie über k echt ist oder an einer Stelle zusammenfällt.
Im Abschnitt über die Beschreibungskomplexitätvon kontextfreienCD Gram-
matiksystemen konnte man sehen, daß die starken Modi bei der Beschreibung
von kontextfreien Sprachen unendlich oft besser sind als kontextfreie Gram-
matiken. Das gilt für viele der deﬁnierten Maße.
Außerdem konnte im Fall des t-Modus die maximale Anzahl von Produktio-
nen cProd und auch die maximale Anzahl von Komponenten Deg beschränkt
werden. Wennman einen derbeiden Parameter cProd oderDeg festhält, erhält
man im t- und im ∗-Modus eine unendliche Hierarchie.
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Hybride CD Grammatiksysteme
Hybride CD Grammatiksysteme können als Generalisierung von CD Gram-
matiksystemenverstandenwerden. Man unterscheidetzwischen externerHy-
bridisierung, bei der jeder Komponente ein eigener Ableitungsmodus zuge-
ordnetwird undinternerHybridisierung,beiderverschiedeneAbleitungsmo-
di zu einem neuen Modus kombiniert werden. Die Deﬁnition der extern hy-
briden CD Grammatiksysteme ist etwas natürlicher als das ursprüngliche Mo-
dell. Einen guten Einblick in das Thema geben zum Beispiel [Mit93], [BH00]
und [FHF01].
Da wir uns in dieser Arbeit nur mit extern hybriden CD Grammatiksyste-
men beschäftigen, werden wir sie im folgenden hybride CD Grammatiksy-
steme nennen. Sie unterscheiden sich von den vorher deﬁnierten CD Gram-
matiksystemendadurch, daß jederKomponenteein eigenerAbleitungsmodus
zugeordnet wird. Außerdem werden wir einen neuen Ableitungsmodus be-
trachten, der nur bei hybriden CD Grammatiksystemen benutzt werden kann.
Während die Ergebnisse der generativen Mächtigkeit in [BH00], [FHF01] und
[Mit93] zu ﬁnden sind, wurden die Ergebnisse über die Beschreibungskom-
plexität von hybriden CD Grammatiksystemen in [Sun03] veröffentlicht.
5.1 Deﬁnitionen und Beispiel
Voraussetzung für hybride CD Grammatiksysteme sind die Deﬁnitionen aus
Kapitel 4. Die folgenden weiteren Deﬁnitionen werden auch benötigt.
Als erstes führen wir einen weiteren Ableitungsmodus ein. Eine Komponente
Pi arbeitet im t-Modus, wenn nach Beendigung ihrer Ableitungsschritte noch
mindestensein Nichtterminal vorhandenist,das in dom(Pi) ist. AufdieseWei-
se wird verhindert, daß eine Ableitung ausschließlich durch eine Komponente
ausgeführt wird.
Deﬁnition 5.1 Sei Γ = (N,T,P1,...,Pn,S) ein CD Grammatiksystem und
seien α,α0 ∈ (N ∪ T)∗. Für alle i mit 1 ≤ i ≤ n ist eine nichtterminierende
Ableitung in der i-ten Komponente deﬁniert als
α
t ⇒Pi α0
genau dann, wenn α
∗ ⇒Pi α0 gilt und es ein β ∈ (N ∪ T)∗ mit α0 ⇒Pi β gibt.
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Da man mit dem t-Ableitungsmodus keinen Terminalstring erreichen kann,
wird er nur bei hybriden CD Grammatiksystemen benutzt.
Deﬁnition 5.2 Sei Mh = {∗,t,t,≤ k,= k,≥ k | k ≥ 1}. Ein (extern) hybrides
CD Grammatiksystem ist ein (n + 3)-Tupel
Γ = (N,T,(P1,f1),(P2,f2),...,(Pn,fn),S),
wobei n ≥ 1 ist, (N,T,P1,...,Pn,S) ein normales CD Grammatiksystem ist
und f1,...,fn ∈ Mh sind. In der i-ten Komponente von Γ wird der Ablei-
tungsmodus fi benutzt.
Wenn alle Komponenten im gleichen Ableitungsmodus arbeiten, erhalten wir
ein normales CD Grammatiksystem.
Deﬁnition 5.3 Die von einem (extern) hybriden CD Grammatiksystem
Γ = (N,T,(P1,f1),(P2,f2),...,(Pn,fn),S)
erzeugte Sprache ist
L(Γ) = {w ∈ T∗ | S
fi1 ⇒Pi1 α1
fi2 ⇒Pi2 ...
fir ⇒Pir αr = w,
r ≥ 1,1 ≤ ij ≤ n,1 ≤ j ≤ r}.
Wir nennen die Klasse aller hybriden CD Grammatiksysteme mit n Kompo-
nenten, die mit Ableitungsmodi fi ∈ M ⊆ {t,t,∗,=k,≤k,≥k | k ≥ 1} arbei-
ten, (HCDn-CF,M). Die entsprechende Sprachklasse heißt L(HCDn-CF,M).
Wenn die Anzahl der Komponenten nicht beschränkt ist, wird n weggelassen.
Beispiel 5.1 Mit dem nun folgendenhybriden CD Grammatiksystem werden
wir die nicht-kontextfreie Sprache L1 = {ambmcn | 1 ≤ m ≤ n} erzeugen.
Γ1 = ({S,A,A0,B,B0,F},{a,b,c},(P1,t),(P2,t),(P3,t),S),
P1 = {S → AB,A → aA0b,B → B0c,A → ab,B → c},
P2 = {B0 → B,A0 → F},
P3 = {A0 → A,B → F}.
Zuerst muß hier die Komponente P1 angewendet werden. Sie führt die Satz-
form aA0bB0c ein. Danach kann nur die Komponente P2 aktiv werden. Nach
den Vorschriften des t-Modus, darf jetzt nur eine der beiden Produktionenan-
gewendet werden. Mit A0 → F wird die Ableitung blockiert, also kommt nur
B0 → B in Frage. Jetzt kann optional auf die gleiche Weise P3 benutzt werden
oder sofort wieder P1 aktiv werden. Eine Ableitung sieht dann wie folgt aus:
S
t =⇒P1 aA0bB0c
t =⇒P2 aA0bBc[
t =⇒P3 aAbBc]
(
t =⇒P1 ...
t =⇒P2 ...[
t =⇒P3]...)l−2 t =⇒P1 akA0bkB0cl
t =⇒P2 akA0bkBcl t =⇒P3 akAbkBcl t =⇒P1 ak+1bk+1cl+1.
645.2 Generative Mächtigkeit
Dabei ist 1 ≤ k ≤ l, da P3 angewendet werden kann, aber nicht angewendet
werden muß und deshalb gilt auch L(Γ1) = L1.
5.2 Generative Mächtigkeit
Die generativeMächtigkeit vonhybridenCD Grammatiksystemenhängt stark
von den benutzten Ableitungsmodi ab.
In [Mit93] ﬁnden sich die folgenden Ergebnisse für hybride CD Grammatiksy-
steme, die die klassischen Ableitungsmodi benutzen.
Satz 5.1 Sei Mc = {∗,t,≤k,=k,≥k | k ≥ 1}, dann gilt
L(CF) = L(HCD1-CF,Mc) ⊂ L(HCD2-CF,Mc) ⊆
L(HCD3-CF,Mc) ⊆ L(HCD4-CF,Mc) = L(HCD-CF,Mc).
Außerdem wird in [P˘ au94] gezeigt, daß in L(HCD-CF,Mc) Sprachen enthal-
ten sind, die nicht von ET0L-Systemen erzeugt werden können. Externe hy-
bride CD Grammatiksysteme sind also mächtiger als CD Grammatiksysteme
im t-Modus. Aus [BH00] sind die folgenden Ergebnisse über die generative
Mächtigkeit des t-Modus bekannt.
Satz 5.2 Sei Mn = {t,t}, dann gilt
L(HCD-CF,Mn) = L(RP,ac).
Sei Mm = {t,≥k,=k,≤k | k ≥ 1}, dann gilt
L(HCD-CF,Mm) = L(HCD4-CF,Mm) ⊆ L(P).
Kombiniert man die Beweise für Satz 5.1 und den zweiten Punkt von 5.2, so
erhält man
Korollar 5.1 Sei M = {∗,t,t,≤k,=k,≥k | k ≥ 1}, dann gilt
L(HCD-CF,M) = L(HCD5-CF,M).
Der in [P˘ au94] gezeigte Abschluß der Klasse L(HCD-CF,Mc) unter Vereini-
gung, Konkatenation, Schnitt mit regulären Mengen und Homomorphismus
gilt mit den gleichen Argumenten auch für L(HCD-CF,M). Weitere Ergeb-
nisse über Abschlußeigenschaften sind nicht bekannt.
5.3 Beschreibungskomplexität
Im letzten Abschnitt haben wir bereits gesehen,daß man die Anzahl der Kom-
ponenten Deg eines hybriden CD Grammatiksystems auf fünf beschränken
kann.
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Als nächstes wenden wir uns der maximalen Anzahl von Produktionen in ei-
ner Komponente und damit dem Maß mProd zu. Auch für dieses Komplexi-
tätsmaß gibt es eine konstante obere Schranke, wenn bestimmte Ableitungs-
modi benutzt werden. Um die so erhaltenen Sprachklassen besser darstellen
zu können, brauchen wir die folgende Deﬁnition.
Deﬁnition 5.4 Die Klasse der hybriden CD Grammatiksysteme mit n Kompo-
nenten und höchstens m Produktionen in einer Komponente mit Ableitungs-
modi aus M ⊆ {∗,t,t,≤ k,= k,≥ k | k ≥ 1} wird (HCDn,m-CF,M) genannt.
Die Sprachklasse, die diese Klasse von hybriden CD Grammatiksystemen er-
zeugt, heißt dann L(HCDn,m-CF,M). Ist n oder m nicht nach oben beschränkt
schreiben wir an der entsprechenden Stelle ∞.
Als erstes betrachten wir eine Kombination aus den Ableitungsmodi t und
(≥k).
Lemma 5.1 Sei M = {≥k,t}, dann ist
L(HCD∞,∞-CF,M) = L(HCD∞,6-CF,M).
Beweis: Die Inklusion L(HCD∞,6-CF,M) ⊆ L(HCD∞,∞-CF,M) gilt nach der
vorherigen Deﬁnition. Sei jetzt L ∈ L(HCD∞,∞-CF,M). Dann gibt es n,m > 0
und ein hybrides CD Grammatiksystem
Γ = (N,T,(P1,f1),...,(Pn,fn),S)
in(HCDn,m-CF,M), das Lerzeugt,wobeif1,...,fn ∈ M gilt. Wirkonstruieren
ein hybrides CD Grammatiksystem
Γ0 = (N0,T,P0,S0)
in (HCD∞,6-CF,M), das die gleiche Sprache erzeugt. P0 ist dabei eine Menge
von Komponenten. Da die Konstruktion sehr viele Komponenten einführen
wird und die Funktionsweise erst im Laufe des Beweises klar wird, werden
sie hier noch nicht explizit aufgeführt.
Während des folgenden Beweises werden wir Γ als das originale Grammatik-
system und Γ0 als das simulierende Grammatiksystem bezeichnen. Entspre-
chend nennen wir die Komponenten und Produktionen der beiden Gramma-
tiksysteme.
Eine Satzform des simulierenden Grammatiksystems Γ0 besteht aus vier Tei-
len. Diese Teile sind nicht unbedingt genau abgegrenzte Teilstrings der Satz-
form. Ein Nichtterminal bzw. Terminal in einer Satzform des simulierenden
Grammatiksystems gehört aber logisch immer genau einem Teil an.
Der erste Teil enthält, abgesehen von ein paar technischen Details, die Satz-
form des originalen Grammatiksystems und ist auch der einzige Teil, der Ter-
minale enthalten kann.
Der zweite Teil besteht aus dem Nichtterminal D,C oder F und zeigt den
Status oder die Phase an, in dem sich das simulierende Grammatiksystem be-
ﬁndet.
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Das Nichtterminal D zeigt dabei an, daß sich das simulierende Grammatiksy-
stem in der Ableitungsphase (D-Phase) beﬁndet. In dieser Phase werden die
Ableitungsschritte des originalen Grammatiksystems simuliert. Das Nichtter-
minal C steht für die Wechselphase (C-Phase), in der geprüft wird, ob die
Bedingungen des Ableitungsmodus der originalen Komponente eingehalten
wurden (t-Modus oder (≥k)-Modus). Danach wird die originale Komponente
gewechselt.Das Nichtterminal F zeigt die Endphase(F-Phase) derSimulation
an. In dieser Phase wird überprüft, ob die Satzform einen Terminalstring des
originalenGrammatiksystems enthält.Danach werdendieNichtterminale, die
zur Kontrolle der Ableitung benutzt wurden, gelöscht.
Der dritte Teil der simulierenden Satzform zeigt an, welche originale Kompo-
nente gerade aktiv ist und simuliert wird. Der vierte Teil der simulierenden
Satzform schließlich enthält Nichtterminale, die zur Kontrolle der Ableitung
benutzt werden.
Zu Beginn der Konstruktion von Γ0 sind N0 und P0 leer. Als erstes wird zu
N0 die Menge N der originalen Nichtterminale hinzugefügt. Außerdem er-
gänzen wir N0 mit der Menge {A0 | A ∈ N} und den neuen Nichtterminalen
S0,C,D,F,Z,H,N1,...,Nn 6∈ N. S0 ist das neue Startsymbol.
Als nächstes beginnen wir, die Menge der Komponenten zu konstruieren. P0
ist am Anfang der Konstruktion leer. Für den Beginn der Ableitung des simu-
lierenden Grammatiksystems fügen wir folgende Produktionsmengen zu P0
hinzu:
(Q1
s,t) = {S0 → SDN2 ...Nn},
...
(Qi
s,t) = {S0 → SDN1 ...Ni−1Ni+1 ...Nn},
...
(Qn
s,t) = {S0 → SDN1 ...Nn−1}.
Die oben angegebenen Produktionen initialisieren die Satzform des simulie-
rendenGrammatiksystems. AmBeginnjederAbleitung muß genaueine Kom-
ponente Qi
s für ein i mit 1 ≤ i ≤ n angewendet werden. In der resultierenden
Satzform zeigt das Nichtterminal D an, daß sich Γ0 in der Ableitungsphase
beﬁndet, und die Nichtterminale N1,...,Nn zeigen an, welche Komponenten
des originalen Grammatiksystems gerade nicht aktiv sind. Wenn also Ni nicht
in der Satzform enthalten ist, wird die i-te Komponente des originalen Gram-
matiksystems gerade simuliert.
Als nächstes werden Komponenten deﬁniert, die die Ableitungsschritte der
originalen Komponenten, die im (≥k)- oder im t-Modus arbeiten, simulieren.
Die Simulation von Ableitungsschritten der originalen Komponenten ﬁndet
im D-Status statt.
Für jede originale Komponente Pi mit 1 ≤ i ≤ n und fi = (≥k) fügen wir ein
neues Nichtterminal Hi zu N0 hinzu. Außerdem ergänzen wir für jede dieser
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Komponenten Pi und jedes p ∈ Pi, wobei p : X → α ist, P0 um die folgende
Komponenten:
(Qi
p,t) = {X → Hiα,X → X0,C → Z,F → Z,Ni → Z}.
Für jede originale Komponente Pj, 1 ≤ j ≤ n mit fj = t und jedes p ∈ Pj,
wobei p : X → α ist, fügen wir zu P0 die folgenden Komponenten hinzu:
(Qj
p,t) = {X → α,X → X0,C → Z,F → Z,Nj → Z}.
Die jeweils erste Produktion in den oben deﬁnierten Komponenten ist die ori-
ginale Produktion. Im Fall des (≥ k)-Modus wird noch das Nichtterminal Hi
hinzugefügt, das später benutzt wird, um die Gültigkeit der Ableitung zu
überprüfen. Die jeweils zweite Produktion in den oben deﬁnierten Kompo-
nenten dient dazu, ein Nichtterminal X zu sperren. Da jede Komponente nur
eine Produktion simuliert, können wir so erreichen, daß auch andere Produk-
tionen, die das Nichtterminal X auf der linken Seite haben, bei der Simulation
benutzt werdenkönnen.Die nächstenzwei Produktionenwerdenbenutzt, um
zu prüfen, ob die Ableitung im D-Status ist. Die Ableitung wird blockiert, falls
das nicht der Fall ist. Die letzte Produktion beendet die Ableitung, falls die im
Moment simulierte originale Komponente nicht Pi beziehungsweise Pj ist.
Um bei den Nichtterminalen X0 die Markierung 0 zu entfernen, wird für jedes
X ∈ N die Komponente
(QX,t) = {C → Z,F → Z,X0 → X}
zu P0 hinzugefügt. Dabei überprüfen die ersten beiden Produktionen, ob die
Satzformin derD-Phaseist. Istdasnicht derFall, wird die Ableitungblockiert.
Die letzte Produktion entfernt die Markierung 0 von den Nichtterminalen X.
Die folgenden Komponenten werden benutzt, um zu prüfen, ob die Bedin-
gungen des (≥k)-Modus oder des t-Modus eingehalten wurden, während das
simulierende Grammatiksystem die Ableitungsschritte einer Komponentedes
originalen Grammatiksystems simuliert hat.
Wenn wir die originalen (≥k)-Komponenten Pi mit den neuen Komponenten
Qi
p simulieren, dann wird mit jeder Produktion X → Hiα ein Nichtterminal
Hi in die Satzform eingefügt. Um danach zu testen, ob auch k oder mehr Pro-
duktionen aus Pi simuliert wurden, werden die folgenden Komponenten zu
P0 hinzugefügt:
(Qi
e,≥k) = {Hi → ε}.
Diese Komponentenkönnen nur dann alle Nichtterminale Hi entfernen, wenn
vorher k oder mehr Produktionen mit Hi auf der rechten Seite angewendet
wurden. Sie sind auch die einzigen Komponenten, bei denen wir den (≥ k)-
Modus brauchen.
Wir haben jetzt alle Komponenten deﬁniert, die zur Simulation der Ablei-
tungsschritte der originalen Komponenten nötig sind. Die neuen Komponen-
ten sind so deﬁniert, daß nur Komponenten, die zur aktuell simulierten origi-
nalen Komponente gehören, benutzt werden können, wenn die Ableitung in
der D-Phase ist.
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Als nächstes werden wir Komponenten deﬁnieren, mit denen man die origi-
nale Komponente wechseln kann. Mit der nächsten Komponente wechselt die
Ableitung in die C-Phase. Für jede originale Komponente Pi, die im (≥ k)-
Modus arbeitet, brauchen wir eine neue Komponente. Wir fügen Ci, [C1], ...,
[Cn+1] zu N0 und die folgenden Komponenten zu P0 hinzu:
(Qi
c,t) = {D → CCi[C1]...[Cn+1],F → Z,Ni → Z,Hi → Z}.
Die erste Produktion wechselt den Status von D zu C und fügt einige Nicht-
terminale ein, die für spätere Gültigkeitsprüfungen benutzt werden. Mit Ci
wird angezeigt, daß wir vorher die originale Komponente Pi simuliert haben.
Mit der zweiten Produktion wird die Ableitung blockiert, wenn die Satzform
im F-Status war. Die dritte Komponente beendet die Ableitung, falls die origi-
nale Komponente nicht Pi war. Und wenn Qi
e die eingefügten Nichtterminale
Hi vor der Anwendung von Qi
c nicht löschen konnte, wird die Ableitung mit
der vierten Produktion beendet. Arbeitet die originale Komponente im (≥k)-
Modus,kann die Ableitung des simulierenden Grammatiksystems nurweiter-
geführt werden, wenn mindestens k der originalen Produktionen angewendet
wurden. Der (≥k)-Modus wird also in Γ0 korrekt simuliert.
Wir wenden uns jetzt wieder der Simulation der t-Modus Komponenten zu.
Bevor wir von einer originalen Komponente Pj im t-Modus zu einer ande-
ren originalen Komponente wechseln können, muß überprüft werden, ob die
Vorschriften des t-Modus bei der Simulation auch eingehalten wurden. Seien
A1,...,Anj die Nichtterminale in dom(Pj). Wir fügen die neuen Nichttermi-
nale [A1,j],...,[Anj,j] und [A0
1,j],...,[A0
nj,j] zu N0 und die folgenden Kom-
ponenten zu P0 hinzu:
(Qj
c,t) = {D → CCj[C1]...[Cn+1][A1,j][A0
1,j]...[Anj,j][A0
nj,j],
F → Z,Nj → Z}.
Die ersteProduktionwechselt denStatus vonD zu C und fügt einige Nichtter-
minale ein, die für spätere Gültigkeitsprüfungen benutzt werden. Das Nicht-
terminal Cj zeigt an, daß wir vorher die originale Komponente Pj simuliert
haben. Mit der zweiten Produktion wird die Ableitung blockiert, wenn die
Satzform im F-Status war. Die dritte Komponente beendet die Ableitung, falls
die originale Komponente nicht Pj war.
MitdenneuenNichtterminalen[A1,j],...,[Anj,j] und[A0
1,j],...,[A0
nj,j] kön-
nenwirnach AnwendungvonQ
j
c prüfen,ob dieVorschriftendest-Modusein-
gehalten wurden. Wenn ein Nichtterminal aus dom(Pj) in der Satzform vor-
kommt, sind die Anforderungen des t-Modus nicht erfüllt und die Ableitung
wird von den folgenden Komponenten, die wir für diese Prüfung einfügen,
blockiert.
(Q
j
c,1,t) = {[A1,j] → ε,A1 → Z,D → Z,F → Z},
(Q
j
c,2,t) = {[A2,j] → ε,A2 → Z,[A1,j] → Z,D → Z,F → Z},
...
69Kapitel 5 Hybride CD Grammatiksysteme
(Qj
c,nj,t) = {[Anj,j] → ε,Anj → Z,[Anj−1,j] → Z,D → Z,F → Z},
(Q
j
c,nj+1,t) = {[A0
1,j] → ε,A0
1 → Z,[Anj,j] → Z,D → Z,F → Z},
(Q
j
c,nj+2,t) = {[A0
2,j] → ε,A0
2 → Z,[A0
1,j] → Z,D → Z,F → Z},
...
(Q
j
c,2nj,t) = {[A0
nj,j] → ε,A0
nj → Z,[A0
nj−1,j] → Z,D → Z,F → Z}.
Bei allen eben angegebenen Komponenten wird durch die letzten beiden Pro-
duktionensichergestellt, daß sich die Satzform in der C-Phase beﬁndet. Durch
die Produktionen [Ap,j] → ε und Ap → Z bzw. [A0
p,j] → ε und A0
p → Z
mit 1 ≤ p ≤ nj wird erzwungen, daß die Komponenten in der angegebe-
nen Reihenfolge ausgeführt werden. Außerdem wird auf diese Art und Weise
für jedes Nichtterminal Ap mit 1 ≤ p ≤ nj überprüft, ob es in der Satzform
vorhanden ist. Wenn eines dieser Nichtterminale gefunden wurde, sind die
Anforderungen des t-Modus der originalen Komponente Pj nicht erfüllt und
die Ableitung wird blockiert.
Als nächstes wenden wir uns den Schritten in der Simulation zu, in denen die
aktuelle originale Komponente gewechselt wird. Die im folgenden deﬁnierten
Komponenten werden dazu benutzt, Ci durch Ni zu ersetzen. Danach beﬁn-
det sich die Satzform in einem Zustand, in der keine aktuelle zu simulierende
Komponente angegeben ist.
(Q1
cn,t) = {C1 → N1,[A0
n1,1] → Z,[C1] → ε,D → Z,F → Z},
(Q2
cn,t) = {C2 → N2,[A0
n2,2] → Z,[C2] → ε,[C1] → Z,D → Z,F → Z},
...
(Qn
cn,t) = {Cn → Nn,[A0
nn,n] → Z,[Cn] → ε,[Cn−1] → Z,D → Z,
F → Z}.
Wenn vorher die originale Komponente Pi war, ist ein Nichtterminal Ci in
der Satzform vorhanden und wird mit der jeweils ersten Produktion in den
oben stehendenKomponentendurch Ni ersetzt.Auf diese Weise beﬁnden sich
nach der Anwendung dieser Komponenten die Nichtterminale N1,...,Nn in
der Satzform. Wenn die originale Komponente Pi im t-Modus gearbeitet hat,
dann stellen wir mit den Produktionen [A0
ni,i] → Z mit Ani ∈ dom(Pi) si-
cher, daß alle Komponenten zur Prüfung der Vorschriften des t-Modus wie
vorher deﬁniert ausgeführt wurden. Ist dies nicht der Fall, wird die Ablei-
tung blockiert. Wenn die originale Komponente aber im (≥ k)-Modus gear-
beitet hat, ist kein Nichtterminal vom Typ [A0
ni,i] in der Satzform vorhanden.
Deshalb wird die Ableitung auch dann nicht fälschlicherweise gestoppt. Die
Produktionen [Ci] → ε und [Ci−1] → Z stellen sicher, daß alle eben deﬁnierten
Komponentenin derangegebenenReihenfolgeausgeführtwerden.Mit denje-
weils letzten beiden Produktionen wird dann sichergestellt, daß die Satzform
in der C-Phase ist und andernfalls blockiert wird.
In Abbildung 5.1 wird die Simulation einer originalen (= k)-Modus Kompo-
nentemit allensimulierendenKomponentendargestellt.Dabei istwichtig,daß
705.3 Beschreibungskomplexität
die Nichtterminale in der Abbildung nach den am Anfang des Beweises ange-
gebenen Teilen sortiert sind, was in der simulierenden Satzform nicht der Fall
ist und nur wegen der besseren Übersichtlichkeit so dargestellt wurde.
In Abbildung 5.2 sieht man die Simulation einer originalen t-Modus Kompo-
nente mit allen simulierenden Komponenten. Die Anordnung der Nichttermi-
nale ist auch hier wie bei der vorherigen Abbildung vereinfacht.
Um zur Simulation der nächsten Komponente zu wechseln, muß ein Nj mit
1 ≤ j ≤ n gelöscht werden. Die aktuell zu simulierende Komponente ist dann
die originale Komponente Pj. Mit einer der n folgenden Komponenten wäh-
len wir die originale Komponente aus, die als nächstes simuliert werden soll.
Wir brauchen dazu neue Nichtterminale B1,...,Bn 6∈ N, die wir zu N0 hin-
zufügen. Darüber hinaus fügen wir zu P0 neue Komponenten hinzu, die wie
folgt deﬁniert sind:
(Q1
b,t) = {N1 → B2 ...Bn,B1 → Z,[Cn] → Z,[Cn+1] → ε,
D → Z,F → Z},
···
(Qn
b,t) = {Nn → B1 ...Bn−1,Bn → Z,[Cn] → Z,[Cn+1] → ε,
D → Z,F → Z}.
Es sei bemerkt, daß nur eine der oben deﬁnierten Komponenten angewendet
werden kann, bevor wir im nächsten Schritt wieder in den D-Status oder zum
F-Status wechseln.Die Satzform bleibt also gültig,d.h. sie behält die Form,die
wir am Anfang angegeben haben. Das wird durch die jeweils ersten beiden
Produktionen erreicht. Die erste Produktion wählt die neue originale Kom-
ponente Pj aus, indem sie Nj durch B1 ...Bj−1Bj+1 ...Bn ersetzt. Mit der je-
weils zweitenProduktionwird die Ableitung dannblockiert, wenneine weite-
re Komponente Q
j0
b mit 1 ≤ j0 6= j ≤ n angewendetwird. Mit [Cn] → Z, stellen
wir sicher, daß die vorher deﬁnierten Komponenten Q1
cn,...,Qn
cn angewendet
wurden, und die letzten beiden Produktionen blockieren die Ableitung, wenn
sich die Satzform nicht in der C-Phase beﬁndet.
Die simulierende Satzform bestehtjetzt aus einerSatzform, die vom originalen
CD Grammatiksystem erzeugt werden kann. Außerdem enthält sie Nichtter-
minale zur Steuerung wie am Anfang des Beweises beschrieben. Die Simula-
tion einer weiteren Komponente kann also beginnen.
Mit den als nächstes deﬁnierten Komponenten wechselt die Satzform vom C-
zum D-Status. Außerdem werden die mit den vorher deﬁnierten Komponen-
ten eingeführten Bis gelöscht.
(Q1
cd,t) = {[Cn+1] → Z,C → D,B1 → ε},
...
(Qn
cd,t) = {[Cn+1] → Z,C → D,Bn → ε}.
Die Komponenten Q1
cd,...,Qn
cd müssen alle benutzt werden, weil sonst Bis in
der Satzform bleiben, die später die Ableitung blockieren würden. Außerdem
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wird mit der jeweils erstenProduktion sichergestellt, daß eine der Komponen-
ten Q1
b,...,Qn
b benutzt wurde, sonst würde ein Nichtterminal [Cn+1] in der
Satzform stehen und die Ableitung beendet werden. Die zweite Produktion
wechselt die Phase von C wieder auf D. Insgesamt bleibt die Satzform also in
derForm, die am Anfang desBeweisesangegebenwurde, während die gerade
simulierte originale Komponente geändert wird und von Phase C auf Phase
D gewechselt wird.
In Abbildung 5.3 sieht man, wie die simulierende Satzform vom C- zum D-
Status wechselt und dabei eine neue originale Komponente ausgewählt wird.
Die Anordnung der Nichtterminale ist auch hier wie bei den vorherigen Ab-
bildungen vereinfacht.
Nachdem die Ableitung des originalen CD Grammatiksystems simuliert wur-
de, wechselt die simulierende Ableitung in den F-Status. Im F-Status werden
die Nichtterminale, die zur Kontrolle der simulierenden Ableitung benutzt
wurden, entfernt. Davor überprüfen die eingefügten Komponenten die Ab-
leitung auf ihre Gültigkeit.
Seien A1,...,At alle Nichtterminale von Γ. Wir fügen die neuen Nichttermi-
nale [A1],...,[At] und [N1],...,[Nn] zu N0 hinzu. Außerdem werden die fol-
genden Komponenten zu P0 hinzugefügt. Sie dienen dazu, die simulierende
Satzform in den F-Status zu bringen und zu testen, ob die originale Satzform
einen Terminalstring enthält.
(Q1
cf,t) = {[Cn+1] → Z,C → F[A1]...[At][N1]...[Nn],B1 → ε},
...
(Qn
cf,t) = {[Cn+1] → Z,C → F[A1]...[At][N1]...[Nn],Bn → ε}.
Die Komponenten Q1
cf,...,Qn
cf müssen alle benutzt werden, weil sonst Bis
in der Satzform bleiben, die später die Ableitung blockieren würden. Außer-
dem wird mit der jeweils ersten Produktion sichergestellt, daß eine der Kom-
ponenten Q1
b,...,Qn
b benutzt wurde, sonst würde ein Nichtterminal [Cn+1] in
der Satzform stehen und die Ableitung beendet werden. Mit der jeweils zwei-
ten Produktion wird in den F-Status gewechselt. Darüber hinaus werden die
eben deﬁnierten Nichtterminale für die Gültigkeitsprüfungen in die Satzform
eingefügt.
Um festzustellen, ob kein Nichtterminal der originalen Grammatik mehr in
der Satzform ist, fügen wir die folgenden Komponenten zu P0 hinzu.
(Qf,1,t) = {D → Z,C → Z,[A1] → ε,A1 → Z,A0
1 → Z},
(Qf,2,t) = {D → Z,C → Z,[A1] → Z,[A2] → ε,A2 → Z,A0
2 → Z},
...
(Qf,t,t) = {D → Z,C → Z,[At−1] → Z,[At] → ε,At → Z,A0
t → Z}.
Die jeweils ersten beiden Produktionen aus diesen Komponenten blockieren
die Ableitung, wenn die Satzform nicht im F-Status ist. Mit den Produktionen
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5Kapitel 5 Hybride CD Grammatiksysteme
Ai → Z mit 1 ≤ i ≤ t wird die Ableitung beendet, falls ein Nichtterminal aus
dem originalen CD Grammatiksystem vorhanden ist. Außerdem sorgen die
Produktionen der Form [Ai] → Z und [Ai+1] → ε dafür, daß alle eben deﬁnier-
ten Komponenten in der vorgegebenen Reihenfolge ausgeführt werden.
Als nächstes müssen die Nichtterminale, die die originale Komponente und
den Status der Ableitung anzeigen, gelöscht werden. Dafür werden die fol-
genden Komponenten zu P0 hinzugefügt.
(Qt,1,t) = {D → Z,C → Z,[At] → Z,[N1] → ε,N1 → ε},
(Qt,2,t) = {D → Z,C → Z,[N1] → Z,[N2] → ε,N2 → ε},
...
(Qt,n,t) = {D → Z,C → Z,[Nn−1] → Z,[Nn] → ε,Nn → ε},
(Qt,n+1,t) = {D → Z,C → Z,[Nn] → Z,F → ε}.
Die jeweils ersten beiden Produktionen aus diesen Komponenten blockieren
die Ableitung, wenndie Satzform nicht im F-Status ist. Die Produktion[At] →
Z in Qt,1 stellt sicher, daß vorher Qf,1,...,Qf,t angewendet wurde und durch
die Produktionen der Form [Ni] → Z und [Ni+1] → ε wird erzwungen, daß
Qt,1,...,Qt,n+1 in der angegebenen Reihenfolge ausgeführt werden. Die je-
weils letzte Produktion schließlich löscht die Nichtterminale zur Steuerung
der Ableitung N1,...,Nn,F.
Es sei angemerkt, daß sowohl Qf,1,...,Qf,t als auch Qt,1,...,Qt,n+1 angewen-
det werden müssen, um einen Terminalstring zu erhalten.
In Abbildung 5.4 sieht man, wie die simulierende Satzform vom C- zum F-
Status überführt wird und danach alle Nichtterminale, die zur Kontrolle der
Ableitung dienen, aus der Satzform entfernt werden. Auch hier ist die Anord-
nung der Nichtterminale wie bei den vorherigen Abbildungen vereinfacht.
Durch die Konstruktion der Komponenten und die Tatsache, daß alle Produk-
tionen aus den Komponentenvon Γ verwendet wurden, ist gewährleistet, daß
L(Γ,M) ⊂ L(Γ0,M) gilt.
Die Produktionen im F-Status können nur in der vorgegebenen Reihenfolge
benutzt werden. Wenn der F-Status einmal erreicht wurde, kann nicht mehr
in einen anderen Status gewechselt werden. Nur wenn alle Komponenten des
F-Status benutzt wurden, kann ein Terminalstring erreicht werden. Anderer-
seits gibt es keine Möglichkeit, eine Komponente aus dem F-Status in einem
anderen Status zu benutzen.
Auch die Komponenten,die zum C- oderD-Status gehören,könnennur im C-
beziehungsweise D-Status benutzt werden. Die einzigen Komponenten, die
im „falschen“ Status benutzt werdenkönnen,sind die Komponenten,die vom
C- zum D- oder F-Status wechseln. Sie verändern allerdings die gültige Form
der Ableitung nicht, wenn sie an der falschen Stelle angewendet werden, und
führen deshalb auch nicht zu einem Terminalstring, der nicht in der Sprache
des originalen CD Grammatiksystems ist.
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7Kapitel 5 Hybride CD Grammatiksysteme
Wenn jetzt also ein Wort w ∈ L(Γ0,M) ist, dann gibt es eine Reihenfolge von
Komponenten aus Γ, die simuliert wurden, um w zu erzeugen. Die Ableitung
eines Wortes aus Terminalsymbolen kann nur erfolgen, wenn die Komponen-
ten korrekt simuliert werden und auch der Wechsel zwischen den Kompo-
nenten korrekt erfolgt, sonst wird die Ableitung in Γ0 blockiert. Ist die Ab-
leitung einmal in die F-Phase übergegangen, kann diese nicht mehr verlas-
sen werden. Es gibt jetzt die Möglichkeit, daß in der Ableitung vorher ein
Terminalwort aus L(Γ,M) erzeugt wurde und nur noch Hilfsnichtterminale
aus Γ0 in der Satzform vorhanden sind, die in der F-Phase gelöscht werden.
Dann gilt auch w ∈ L(Γ,M). Andernfalls beﬁnden sich noch Nichtterminale
aus Γ oder Hilfsnichtterminale aus Γ0, die nicht in der F-Phase gelöscht wer-
den, in der Satzform. Die Ableitung wird dann blockiert. Insgesamt gilt auch
L(Γ0,M) ⊆ L(Γ,M).
Lemma 5.2 Wenn M = {=k,t}, dann gilt
LM(HCD∞,∞CF) = LM(HCD∞,6CF).
Beweis: Der Beweis stimmt fast völlig mit dem von Lemma 5.1 überein. Der
einzige Unterschiedist,daßdie(≥k)-KomponenteninLemma5.1 durch(=k)-
Komponenten der folgenden Form ersetzt werden müssen.
(Qi
e,=k) = {Hi → ε}.
Lemma 5.3 Wenn M = {≤k,t}, dann gilt
LM(HCD∞,∞CF) = LM(HCD∞,6CF).
Beweis: Der Beweis stimmt fast völlig mit dem von Lemma 5.1 überein. Der
einzige Unterschied ist, daß die (≥k)-Komponenten aus Lemma 5.1 durch die
(≤k)-Komponenten
(Qi
e,≤k) = {Hi → ε}
ersetzt werden müssen.
Lemma 5.4 Wenn M = {t,t}, dann gilt
L(HCD∞,∞-CF,M) = L(HCD∞,6-CF,M).
Beweis: Der Beweis ist ähnlich wie der von Lemma 5.1. Anstelle der Kompo-
nenten, die im Beweis von Lemma 5.1 für die (≥ k)-Komponenten in Γ kon-
struiert wurden, müssenfür die t-Komponentenandere simulierende Kompo-
nenten zu P0 hinzugefügt werden.
Für jede originale Komponente Pi mit 1 ≤ i ≤ n und fi = t ergänzen wir für
jedes p ∈ Pi, wobei p : X → α ist, P0 um die folgende Komponente:
(Qi
p,t) = {X → α,X → X0,C → Z,F → Z,Ni → Z}.
785.3 Beschreibungskomplexität
Wenn die originale Komponente Pi im t-Modus arbeitet, ist die Simulation
der Ableitungsschritte, der Test, ob die Vorschriften des t-Modus eingehalten
wurden und der Wechsel vom D- zum C-Status genau wie in den vorherigen
Beweisen deﬁniert.
Wenn die originale Komponente Pi im t-Modus arbeitet, fügen wir ein neues
Nichtterminal Ki zu N0 hinzu. Mit der folgenden Komponente wird zum C-
Status gewechselt.
(Qi
c,t) = {D → CKiCi[C1]...[Cn+1],F → Z,Ni → Z}.
Danach muß überprüft werden, ob die Vorschriften des t-Modus während der
Simulation einer t-Komponente eingehalten wurden. Dazu wird festgestellt,
ob ein Nichtterminal aus dom(Pi) in der Satzform vorhanden ist. Ist das nicht
der Fall, wird die Ableitung blockiert.
Seien A1,...,Ani die Nichtterminale aus dom(Pi). Für jede Komponente Pi,
die im t-Modus arbeitet, fügen wir die folgenden Komponenten zu P0 hinzu:
(Qi
c,1,t) = {A1 → A1,A0
1 → A1,Ki → ε},
...
(Qi
c,ni,t) = {Ani → Ani,A0
ni → Ai,ni,Ki → ε}.
Durch die Vorgabendest-Moduskanndas Nichtterminal Ki nurgelöschtwer-
den, wenn mindestens eines der Nichtterminale aus dom(Pi) in der Satzform
vorhanden ist, also eine der eben deﬁnierten Komponenten im t-Modus ange-
wendet werden kann.
Als nächstes deﬁnieren wir die Komponenten, die dazu benutzt werden, Ci
durch Ni zu ersetzen.
(Q1
c,t) = {C1 → N1,K1 → Z,[A0
n1,1] → Z,[C1] → ε},
(Q2
c,t) = {C2 → N2,K2 → Z,[A0
n2,2] → Z,[C2] → ε,[C1] → Z},
...
(Qn
c,t) = {Cn → Nn,Kn → Z,[A0
nn,n] → Z,[Cn] → ε,[Cn−1] → Z}.
Diese Komponenten ersetzen Q1
c,...,Qn
c aus Lemma 5.1. Die Veränderungen
in den Komponenten betreffen aber nicht die Prüfung darauf, ob die t-Modus
Voraussetzungen eingehalten wurden. Wenn allerdings Ki vorher nicht ge-
löscht werden konnte, wird die Ableitung blockiert. Das passiert nur, wenn
eine Komponente Pi im t-Modus nicht korrekt simuliert wurde. Die Kompo-
nenten, die im originalen CD Grammatiksystem im t-Modus gearbeitet haben,
werden also vom neuen CD Grammatiksystem korrekt simuliert.
In Abbildung 5.5 sieht man die Simulation einer originalen t-Modus Kompo-
nente mit allen simulierenden Komponenten. Die Anordnung der Nichttermi-
nale ist auch hier wie bei der vorherigen Abbildung vereinfacht.
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05.3 Beschreibungskomplexität
Durch eine Kombination der vorangegangenenLemmata erhalten wir denfol-
genden allgemeineren Satz:
Satz 5.3 Wenn M ⊆ {∗,t,t,≤k,=k,≥k | k ≥ 1} und t ∈ M ist, dann gilt
L(HCD∞,∞-CF,M) = L(HCD∞,6-CF,M).
Wie man an den bisherigen Ergebnissen dieses Abschnitts sehen kann, ist es
möglich, dieAnzahlderKomponentenbeziehungsweisediemaximale Anzahl
von Produktionen in einer Komponente zu beschränken. Allerdings erhöhen
die angegebenen Konstruktionen den jeweils anderen Parameter. Wenn wir
jetzt also Deg oder mProd festhalten, stellt sich die Frage, wie sich die gene-
rative Mächtigkeit bzw. die BeschreibungskomplexitätdesGrammatiksystems
bei steigenderGröße desanderenParameters verhalten. Einähnliches Resultat
aus [PDS94] für kontextfreie CD Grammatiksysteme gilt entsprechend modi-
ﬁziert auch für extern hybride CD Grammatiksysteme.
Lemma 5.5 Wenn M ⊆ {∗,t,t,≤ k,= k,≥ k | k ≥ 1} ist, dann gilt für alle
n,m ≥ 1
1. L(HCDn,m-CF,M) ⊂ L(HCDn+1,m-CF,M),
2. L(HCDn,m-CF,M) ⊂ L(HCDn,m+1-CF,M).
Beweis: Sei
Lm(n+1) = {a1,a2,...,am(n+1)}.
Wenn M ⊆ {∗,t,≤ k,= 1,≥ 1 | k ≥ 1} ist, dann wird Lm(n+1) von dem
externen hybriden CD Grammatiksystem
Γ = ({S},T,(P1,f1),...,(Pn+1,fn+1),S)
mit f1,...,fn+1 ∈ M und
Pi = {S → ami,S → ami−1,...,S → ami−(m−1)},
für alle 1 ≤ i ≤ n + 1 erzeugt. Wir erhalten Lm(n+1) ∈ L(HCDn+1,m-CF,M).
Andererseits braucht man für die Erzeugung von ai mit 1 ≤ i ≤ (n + 1)m,
jeweils eine Regel mit der rechten Seite ai, aber ein hybrides CD Grammatik-
system in HCDn,m-CF hat höchstens nm Regeln. Daraus folgt, daß Lm(n+1) 6∈
L(HCDn,m-CF,M).
Wenn M ⊆ {∗,t,≤ k,= k0,≥ k0 | k ≥ 1,k0 ≥ 2} ist, dann braucht jede (= k0)-
oder (≥k0)-Modus Ableitung eine Produktion mehr, zum Beispiel S → S. Sei
n0 die Anzahl der Ableitungsmodi aus {=k0,≥k0 | k0 ≥ 2} in M, dann erzeugt
das folgende extern hybride CD Grammatiksystem
Γ = ({S},T,(P1,f1),...,(Pn+1,fn+1),S)
die Sprache Lm(n+1)−n0. Die Modi f1,...,fn−n0 sind aus {∗,t,≤ k,= 1,≥ 1 |
k ≥ 1} und
Pi = {S → ami,S → ami−1,...,S → ami−(m−1)}, 1 ≤ i ≤ n − n0.
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Die Modi fn−n0+1,...,fn sind in {=k0,≥k0 | k0 ≥ 2} und die Komponenten Pj
enthalten jeweils eine nichtterminierende Produktion:
Pj = {S → S,S → am(n−n0)+j(m−1),S → am(n−n0)+j(m−1)−1,...,
S → am(n−n0)+j(m−1)−(m−2)}, n − n0 < j ≤ n.
Mit der minimalen Anzahl von {= k0,≥ k0 | k0 ≥ 2}-Komponenten erhalten
wir Lm(n+1)−n0 ∈ L(HCDn+1,m-CF,M).
Um die Sprache Lm(n+1)−n0 zu erhalten, brauchen wir mindestensm(n+1)−n0
terminierende Produktionen.Wir brauchen aber auch nichtterminierende Pro-
duktionen und zwar mindestens eine für jede Komponente im {= k0,≥ k0 |
k0 ≥ 2}-Ableitungsmodus, also mindestens n0 weitere Produktionen. Wenn
wir diese nichtterminierenden Produktionen nicht haben, können die termi-
nierenden Produktionen in diesen Komponenten nicht benutzt werden und
können deshalb nicht die einzigen der Form S → ai sein. Wir erhalten also
Lm(n+1)−n0 6∈ L(HCDn,m-CF,M).
Wenn M ⊆ {∗,t,t,≤ k,= k0,≥ k0 | k ≥ 1,k0 ≥ 2} ist, können wir ähnliche
Argumente wie oben benutzen. Außerdem ist noch eine zusätzliche t-Modus
Komponente in jedem extern hybriden CD Grammatiksystem vorhanden, das
Lm(n+1)−n0 erzeugt. Wir können aber keine andere Komponente entfernen, da
eine t-Komponente durch die Einschränkungen des t-Modus Produktionen
mit rechter Seite ai nicht benutzen kann.
Für die unendliche Hierarchie über mProd benutzen wir genau die gleichen
Argumente wie in dem Beweis für die Hierarchie über Deg.
5.4 Zusammenfassung
In diesem Kapitel haben wir hybride CD Grammatiksysteme untersucht. Da-
bei kam zu den schon vorher eingeführten Ableitungsmodi noch der t-Modus
hinzu. Im Abschnitt über die generative Mächtigkeit haben wir herausgefun-
den, daß man mit den klassischen Modi {t,∗,=k,≥k,≤k | k ≥ 1} eine Klasse
von Sprachen erzeugen kann, die mächtiger ist als die von kontextfreien CD
Grammatiksystemen im t-Modus erzeugten ET0L Sprachen. Außerdem kann
man, wenn man dent Modusbenutzt, die „recurrent“ programmiertenGram-
matikenbeziehungsweiseeineUnterklassederprogrammiertenGrammatiken
erreichen.
Ein weiteres wichtiges Ergebnis, das so nicht zu erwarten war, ist, daß man im
FallderklassischenModinurvierKomponentenbraucht, umalle erreichbaren
Sprachen zu erzeugen. Wenn man den t-Modus hinzu nimmt, benötigt man
nicht mehr als fünf Komponenten.
ImBereichderBeschreibungskomplexitäthabenwirmProd, diemaximale An-
zahl von Produktionen in einer Komponente, untersucht. Dieses Maß konn-
ten wir nach oben beschränken und zeigen, daß sechs Produktionen in einer
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Komponenteausreichen, umalle SpracheninderbetrachtetenSprachklassezu
erzeugen. Wir konnten darüber hinaus feststellen, daß eine unendliche Hier-
archie über dem Parameter mProd oder Deg entsteht, wenn man den jeweils
anderen Parameter festhält.
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Die Klasse der CD Grammatiksysteme und auch die der hybriden CD Gram-
matiksysteme erfüllt die Forderung nach Mechanismen zur Erzeugung nicht-
kontextfreier Sprachen mit kontextfreien Produktionen. Allerdings sind eini-
ge Fragen im Bereich der generativen Mächtigkeit noch nicht gelöst und auch
wichtige Methoden zur Lösung dieser Fragen wie zum Beispiel Pumpinglem-
matanochnicht gefunden.AufdemGebietderBeschreibungskomplexitätgibt
es hauptsächlich Ergebnisse über Maße, die nur einzelne Aspekte eines CD
Grammatiksystems widerspiegeln und nicht die gesamte Größe repräsentie-
ren. Als nächstes werden wir deshalb die Form der Produktionen einschrän-
ken, um Sprachklassen zu erhalten, deren Handhabung einfacher ist.
Als erstes kämen dafür CD Grammatiksysteme mit regulären Komponenten
in Frage. In [Mit93] wir allerdings gezeigt, daß diese nur die regulären Spra-
chen erzeugen. Dies ist auch bei hybriden CD Grammatiksystemen der Fall.
Wir werden sehen, daß auch CD Grammatiksysteme mit linearen Komponen-
ten nur lineare Sprachen erzeugen. Deshalb konzentrieren wir uns in diesem
Kapitel auf die metalinearen CD Grammatiksysteme.
Nach benötigten Deﬁnitionen und einigen Beispielen werden im folgenden
die wichtigsten Ergebnisse über die generative Mächtigkeit und Abschluß-
eigenschaften von metalinearen CD Grammatiksystemen präsentiert. Danach
beschäftigen wir uns ausführlich mit der Beschreibungskomplexität von me-
talinearen CD Grammatiksystemen.
Die hier präsentierten Ergebnisse über die generative Mächtigkeit von CD
Grammatiksystemen sind zum großen Teil in [Sun07] gezeigt worden. Für die
Resultate über die Beschreibungskomplexität verweisen wir auf [Sun05b].
6.1 Deﬁnition und Beispiele
Deﬁnition 6.1 Ein CD Grammatiksystem Γ = (N,T,P1,...,Pn,S) wird m-
linear für ein festes m ≥ 1 genannt, wenn jede Produktion wie folgt gebildet
ist:
S → A1 ...Am0, A → uBv oder A → w
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mit A,B,A1,...,Am0 ∈ (N \ {S}), m0 ≤ m und u,v,w ∈ T∗. Wenn ein CD
Grammatiksystem m-linear für ein m ≥ 1 ist, so wird es auch metalinear ge-
nannt. Wir nennen m die Breite des m-linearen CD Grammatiksystems.
In diesem Abschnitt werden wir anhand mehrerer Beispiele sehen, daß einige
interessante nicht-kontextfreie Sprachen mit metalinearen CD Grammatiksy-
stemenerzeugtwerdenkönnen.Außerdemwird aufgezeigt,wie man m-linear
kontextfreie Sprachen mit metalinearen CD Grammatiksystemen von geringe-
rer Breite erzeugen kann.
Beispiel 6.1 Wir betrachten die Sprache L1 = {anbnambmalbl | l,m,n ≥
1}. Das folgende 2-lineare CD Grammatiksystem erzeugt L1 im t-Modus. L1
ist allerdings 3-linear, aber nicht 2-linear kontextfrei, wie in [BB93] gezeigt
wird. Die BreitederGrammatik kann also unterUmständenreduziert werden,
wenn man metalineare CD Grammatiksysteme zur Erzeugung einer Sprache
benutzt.
Γ1 = ({S,A,C,B1,B2,B0
1,B0
2},{a,b},P1,P2,P3,P4,S),
P1 = {S → B1B2,B1 → B0
1a,B2 → bB0
2},
P2 = {B0
1 → B1,B0
2 → B2},
P3 = {B1 → A,B2 → C},
P4 = {A → aAb,C → aCb,A → ab,C → ab}.
Die Erzeugung eines Wortes beginnt immer mit der Komponente P1. Dabei
werden die zwei Nichtterminale B1 und B2 eingeführt. Danach wird die An-
zahl der Symbole a und b in derMitte des zu erzeugendenWorteserhöht. Man
benutzt dazu die Komponenten P1 und P2 im Wechsel und schließt den Vor-
gang mit P3 ab. Als nächstes werden mit der Komponente P4 am Anfang und
am Ende des zu erzeugenden Wortes Symbole a und b eingefügt, und die Er-
zeugung des Wortes wird abgeschlossen. Eine Ableitung sieht also wie folgt
aus:
S
t =⇒P1 B0
1abB0
2
t =⇒P2 B1abB2
t =⇒P1 B0
1aabbB0
2
(
t =⇒P2 ...
t =⇒P1 ...)m−2 t =⇒P2 B1ambmB2
t =⇒P3 AambmC
t =⇒P4 anbnambmalbl.
Beispiel 6.2 Die Sprache L2 = {ww | w ∈ {a,b}+} ist nicht kontextfrei, kann
abervoneinem2-linearen CD Grammatiksystemim(=2)-Moduserzeugtwer-
den. Metalineare CD Grammatiksysteme können also nicht nur kontextfreie
Sprachen beschreiben.
Γ2 = ({S,S0,A,A0,B,B0},{a,b},P1,P2,P3,P4,S),
P1 = {S → AS0,S0 → B},
P2 = {A → bA0,B → bB0,A → b,B → b},
P3 = {A0 → A,B0 → B},
P4 = {A → aA0,B → aB0,A → a,B → a}.
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Anhand der folgenden Ableitung wird deutlich, wie Γ2 arbeitet.
S
=2 =⇒P1 AB
=2 =⇒P4 aA0aB0 =2 =⇒P3 aAaB
=2 =⇒P2 abA0abB0
=2 =⇒P3 abAabB
=2 =⇒P4 abaaba.
Zuerst muß die Komponente P1 benutzt werden. Sie führt die Nichttermina-
le A und B ein. A wird danach die erste Hälfte des zu erzeugenden Wortes
generieren und B die zweite Hälfte. Die obige Ableitung wendet dann die
Komponente P4 an, um jeweils ein a einzufügen. Durch die Restriktionen des
(= 2)-Modus kann man nur die ersten beiden oder die letzten beiden Produk-
tionen von P4 zusammen benutzen, da anderenfalls eine Satzform entsteht,
die nur ein Nichtterminal enthält und deshalb nicht weiter abgeleitet werden
kann. In unserem Fall werden die ersten beiden Produktionen benutzt. Da-
nach muß die Komponente P3 aktiv werden. Mit P2 und P3 wird als nächstes
jeweils ein b erzeugt. Dabei kann man beobachten, daß die Komponente P2
genauso funktioniert wie P4. Abschließend werden dann noch mit P4 zwei as
eingefügt.
Beispiel 6.3 Die Sprache L3 = {anbnanbnanbn | n ≥ 0} ist zwar nicht kontext-
frei, kann aber von einem 3-linearen CD Grammatiksystem im (= 2)-Modus
erzeugt werden. Wir werden später sehen, daß L3 nicht von einem 2-linearen
CD Grammatiksystem generiert werden kann.
Γ3 = ({S,A,B,C,S(1),A(1),B(1),C(1),B(2),B(3),B(4)},{a,b},
P1,P2,P3,P4,P5,P6,P7,S)
P1 = {S → S(1)BC,S(1) → A},
P2 = {A → aA(1)b,B → aB(1)b},
P3 = {B(1) → B(2),C → aC(1)b},
P4 = {A(1) → A,B(2) → B(3)},
P5 = {B(3) → B,C(1) → C},
P6 = {A → ε,B → B(4)},
P7 = {B(4) → ε,C → ε}.
Ableitungen von Γ3 sehen wie folgt aus:
S
=2 =⇒P1 ABC
=2 =⇒P2 aA(1)baB(1)bC
=2 =⇒P3 aA(1)baB(2)baC(1)b
=2 =⇒P4 aAbaB(3)baC(1)b
=2 =⇒P5 aAbaBbaCb
(
=2 =⇒P2 ...
=2 =⇒P3 ...
=2 =⇒P4 ...
=2 =⇒P5)n−1anAbnanBbnanCbn
=2 =⇒P6 anbnanB(4)bnanCbn =2 =⇒P7 anbnanbnanbn.
Am Anfang jeder Ableitung wird mit der Komponente P1 die Satzform ABC
erzeugt. Danach fügen die KomponentenP2, P3, P4 und P5 vorne, in der Mitte
und am Ende des zu erzeugenden Wortes jeweils ein a und ein b ein. Dabei
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kann man sehen, daß diese Komponenten durch die Restriktionen des (= 2)-
Modus nur in der gegebenen Reihenfolge angewendet werden können. Wenn
P2 angewendet wurde, beﬁndet sich in der Satzform ein A(1), ein B(1) und ein
C. Da die Komponentengenau zwei Ableitungsschritte machen müssen, kann
danach nur Komponente P3 aktiv werden und so fort. Die Abfolge dieser vier
Komponenten kann man beliebig oft wiederholen. Jede Ableitung endet dann
mit den Komponenten P6 und P7.
6.2 Generative Mächtigkeit
Satz 6.1 Wenn f ∈ {∗,t,=k,≥ k,≤ k | k ≥ 1}, dann ist
L(CD-1LIN) = L(LIN).
Beweis: Sei L eine Sprache in L(LIN) und G = (N,T,P,S) eine linear kon-
textfreie Grammatik mit L(G) = L. Dann gibt es ein CD Grammatiksystem
Γ = (N,T,P0,S) mit nur einer Komponente P0 = P ∪ {A → A | A ∈ N}, die
aus den Produktionen der linear kontextfreien Grammatik G und den Ketten-
produktionen A → A besteht. Γ erzeugt L in jedem beliebigen Ableitungsmo-
dus f.
Sei jetzt Γ = (N,T,P1,...,Pn,S) ein lineares CD Grammatiksystem. Wenn
f ∈ {∗,= 1,≥ 1,≤ k | k ≥ 1} ist, können wir den Beweis von Satz 4.1
für uneingeschränkte CD Grammatiksysteme in den Modi f und kontextfreie
Grammatiken entsprechendmodiﬁzieren und erhalten eine linear kontextfreie
Grammatik, die L(Γ,f) erzeugt.
Sei jetzt f = t. Die folgende lineare Grammatik erzeugt L(Γ,t).
G = ({A(i) | 1 ≤ i ≤ n,A ∈ N} ∪ {S0},T,P0,S0),
P0 = {A(i) → uB(i)v | A → uBv ∈ Pi, A,B ∈ N, u,v ∈ T∗, 1 ≤ i ≤ n} ∪
{A(i) → v | A → v ∈ Pi, A ∈ N, v ∈ T∗, 1 ≤ i ≤ n} ∪
{A(i) → A(j) | A 6∈ Dom(Pi), A ∈ Dom(Pj), 1 ≤ i,j ≤ n} ∪
{S0 → S(i) | S ∈ Dom(Pi), 1 ≤ i ≤ n}.
Durch die Markierungen an den Nichtterminalen wird sichergestellt, daß das
einzige Nichtterminal in den Satzformen von G solange durch Produktionen
von der gleichen Komponente aus Γ ersetzt wird, bis in dieser Komponente
keine Produktion mehr vorhanden ist, die in der aktuellen Satzform angewen-
det werden kann. Erst dann kann die Markierung des Nichtterminals gewech-
selt werden. Die Restriktionen des t-Modus werden also korrekt simuliert.
Als nächstes betrachten wir den Fall f = (=k). Die folgende lineare Gramma-
tik erzeugt L(Γ,=k).
G = (N,T,P0,S),
P0 = {A → α | A
=k =⇒Pi α, 1 ≤ i ≤ n}.
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Jede Anwendungeiner Produktionin G entspricht hier einer Anwendungvon
k Produktionen in einer Komponente in Γ.
Es fehlt jetzt noch der Fall f = (≥k). Jede Ableitung im (≥k)-Modus kann in
Teile der Größe k0 mit k ≤ k0 ≤ 2k − 1 unterteilt werden. Die folgende lineare
Grammatik erzeugt L(Γ,≥k).
G = (N,T,P0,S),
P0 = {A → α | A
=k0
=⇒Pi α, 1 ≤ i ≤ n, k ≤ k0 ≤ 2k − 1}.
Jede Anwendung einer Produktion in G entspricht dabei einer Anwendung
von k0 mit k ≤ k0 ≤ 2k − 1 Produktionen in einer Komponente in Γ. Es wird
also gewährleistet, daß mindestens k Produktionen einer Komponente ange-
wendet werden und so die Restriktionen des (≥ k)-Modus korrekt simuliert
werden.
Satz 6.2 Für m ≥ 1 und den t-Modus gilt
1. L(CD1-mLIN,t) = L(CD2-mLIN,t) = L(mLIN),
2. L(CD3-mLIN,t) = L(CD-mLIN,t) = L(ET0LmLIN).
Beweis: Die Konstruktionen aus Satz 4.2 lassen sich auf den m-linearen Fall
übertragen. Während der Konstruktionen werden nur lineare Produktionen
hinzugefügt und die Breite verändert sich nicht.
Wir könnenjetzt zeigen,daß im m-linearen Fall die KlassenderET0L-Systeme,
derMatrixgrammatikenundderCDGrammatiksystemeimAbleitungsmodus
f ∈ {t,=k,≥k | k ≥ 2} äquivalent sind.
Lemma 6.1 Wenn m ≥ 1 und f ∈ {=k,≥k | k ≥ 2}, dann ist
L(CD-mLIN) ⊆ L(MAT-mLIN).
Beweis: Wenndie Konstruktionfür denunbeschränkten Fall aus Satz 4.3. auf
metalineare CD Grammatiksysteme angewendet wird, wird die Struktur der
Produktionen nicht verändert, und die resultierende Matrixgrammatik ist me-
talinear und von gleicher Breite.
Lemma 6.2 Sei m ≥ 1. Für jede m-lineare Matrixgrammatik G gibt es eine
m-lineare Matrixgrammatik G0, die die gleiche Sprache erzeugt und bei der in
keiner Satzform ein Nichtterminal mehrfach auftaucht.
Beweis: Sei G = (N,T,M,S) eine m-lineare Matrixgrammatik. Wir konstru-
ieren jetzt G0 = (N0,T,M0,S). Dabei ist
N0 = {S} ∪ {A(i) | A ∈ N \ {S}, 1 ≤ i ≤ m}.
Bestehe jetzt G aus n Matrizen m1,...,mn, die jeweils aus ki Produktionen
bestehen, wobei 1 ≤ i ≤ n ist. Es gilt dann mi = pi,1,...,pi,ki mit 1 ≤ i ≤ n.
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Die Menge der Matrizen in der neuen Matrixgrammatik ist
M0 =
[
1≤i≤n
[
1≤j≤ki
[
l1,...,lki∈{1,...m}
(fl1(pi,1),...,flki(pi,ki)).
Dabei ist
flj(pi,j) = S → A
(1)
1 ...A(m0)
m0 , wenn pi,j = S → A1 ...Am0, m0 ≤ m,
flj(pi,j) = A(lj) → uB(lj)v, wenn pi,j = A → uBv, u,v ∈ T∗, A,B ∈ N,
flj(pi,j) = A(lj) → v, wenn pi,j = A → v, v ∈ T∗, A ∈ N.
Die Produktionen der alten und der neuen Matrixgrammatik unterscheiden
sich nur durch die Markierungen an den Nichtterminalen. Es wird also jeweils
die gleiche Sprache erzeugt.
Lemma 6.3 Sei m ≥ 1. Für jede m-lineare Matrixgrammatik G gibt es eine
äquivalente m-lineare Matrixgrammatik G0, bei der jede Matrix genau zwei
Produktionen enthält und bei der in keiner Satzform ein Nichtterminal mehr-
fach auftaucht.
Beweis: Sei G = (N,T,M,S) eine m-lineare Matrixgrammatik, die dem vor-
herigen Lemma entspricht und M = {m1,m2,...,mn}, mi = (pi,1,...,pi,ki),
1 ≤ i ≤ n. Wir können annehmen, daß eine Matrix, die eine Startproduktion
enthält, auch mit dieser anfängt, da nur beim ersten Ersetzungsschritt einer
Ableitung das Startsymbol S ersetzt werden kann.
Der Beweis enthält zwei Schritte. Zuerst werden wir eine (m + 1)-lineare Ma-
trixgrammatik G00 = (N00,T,M00,S) konstruieren, die die obigen Bedingungen
erfüllt und die gleiche Sprache wie G erzeugt. Dabei ist N00 = N ∪ {(i,j), 1 ≤
i ≤ n, 1 ≤ j ≤ ki}. Die Menge M00 enthält die folgenden Matrizen:
(S → A1 ...Am0(i,1),(i,1) → (i,2)),
pi,1 = S → A1 ...Am0, ki 6= 1, 1 ≤ i ≤ n,
(S → A1 ...Am0(i,ki),(i,ki) → (i0,1)),
pi,ki = S → A1 ...Am0, 1 ≤ i ≤ n, 1 ≤ i0 ≤ n
(A → α,(i,j) → (i,j + 1)),
A 6= S, pi,j = A → α, 1 ≤ i ≤ n, 1 ≤ j ≤ ki − 1,
(A → α,(i,ki) → (i0,1)),
A 6= S, pi,ki = A → α, 1 ≤ i ≤ n, 1 ≤ i0 ≤ n,
(A → u,(i,ki) → ε),
A 6= S, u ∈ T∗, pi,ki = A → u, 1 ≤ i ≤ n.
Die neue Matrixgrammatik G00 wurde also um ein Nichtterminal ergänzt, das
die Ableitung steuert und anzeigt, welche Produktion aus welcher Matrix ge-
rade angewendet wird. Man kann sehen, daß jeder Ableitung in G eine Ablei-
tung in G00 entspricht, die das gleiche Wort erzeugt. Das Nichtterminal (i,j)
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stellt in G00 sicher, daß Produktionen aus verschiedenen Matrizen nicht ver-
mischt werden können und auch in der gegebenen Reihenfolge ausgeführt
werden müssen. Fehlt das Nichtterminal (i,j), so ist die Ableitung entweder
beendet, oder die Ableitung ist blockiert, weil keine Matrix mehr angewendet
werden kann. Es gibt also auch für jede Ableitung in G00 eine entsprechende
Ableitung in G, die das gleiche Wort erzeugt. Damit ist L(G) = L(G00).
Als nächstes konstruieren wir aus der Matrixgrammatik G00 eine Matrixgram-
matik G0 = (N0,T,M0,S), die die geforderten Eigenschaften hat und m-linear
ist. Dafür wird das Nichtterminal (i,j) mit einem anderen Nichtterminal zu-
sammengefaßt. Es ist jetzt
N0 = N ∪ {[A,(i,j)] | A ∈ N, 1 ≤ i ≤ n, 1 ≤ j ≤ ki}.
Die Menge M0 besteht aus den Matrizen
(S → A1 ...[Am0,(i,1)],[Am0,(i,1)] → [Am0,(i,2)]),
(S → A1 ...Am0(i,1), (i,1) → (i,2)) ∈ M00,
(S → A1 ...[Am0,(i,ki)],[Am0,(i,ki)] → [Am0,(i0,1)]),
(S → A1 ...Am0(i,ki), (i,ki) → (i0,1)) ∈ M00,
([A,(i,j)] → A,B → [B,(i,j)]),
A,B ∈ N, 1 ≤ i ≤ n, 1 ≤ j ≤ ki,
([A,(i,j)] → u[B,(i,j)]v,[B,(i,j)] → [B,(i,j + 1)]),
(A → uBv,(i,j) → (i,j + 1)) ∈ M00, A,B ∈ N, u,v ∈ T∗,
([A,(i,ki)] → u[B,(i,ki)]v,[B,(i,ki)] → [B,(i0,1)]),
(A → uBv,(i,ki) → (i0,1)) ∈ M00, A,B ∈ N, u,v ∈ T∗,
([A,(i,j)] → u,B → [B,(i,j + 1)]),
(A → u,(i,j) → (i,j + 1)) ∈ M00, A,B ∈ N, u,v ∈ T∗,
([A,(i,ki)] → u,B → [B,(i0,1)]),
(A → u,(i,ki) → (i0,1)) ∈ M00, A,B ∈ N, u,v ∈ T∗,
([A,(i,ki)] → [A,(i,ki)],[A,(i,ki)] → u),
(A → u,(i,ki) → ε) ∈ M00.
In der Matrixgrammatik G0 ist das Nichtterminal (i,j) nicht wie in G00 am
rechten Rand einer Satzform zu ﬁnden, sondern mit einem anderen Nicht-
terminal zusammengefaßt. Die Matrizen von G0 sind so konstruiert, daß eine
Matrix nur mit der Ersetzung eines Nichtterminals beginnen kann, wenn die-
ses Nichtterminal mit dem Nichtterminal (i,j) zusammengefaßt ist. Um jetzt
alle Matrizen anwenden zu können, muß man den Zusatz (i,j) von einem
zum anderen Nichtterminal verschieben können. Das passiert mit der dritten
Matrix aus G0. Ansonsten arbeitet G0 wie G00 und erzeugt die gleiche Sprache.
Allerdings ist G0 nur noch m-linear und erfüllt deshalb die Bedingungen des
Lemmas.
Lemma 6.4 Sei m ≥ 1. Für jede m-lineare Matrixgrammatik G gibt es eine
äquivalente m-lineare Matrixgrammatik G0, bei der jede Matrix genau zwei
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Produktionen enthält und bei der in keiner Satzform ein Nichtterminal mehr-
fach auftaucht. Außerdem gilt für jede Produktion A → α, daß α das Nichtter-
minal A nicht enthält. Weiterhin ist L(G) = L(G0).
Beweis: Sei G = (N,T,M,S) eine m-lineare Matrixgrammatik, deren Form
Lemma 6.3 entspricht. Wir konstruieren jetzt eine weitere Matrixgrammatik
G0 = (N0,T,M0,S), die die gleiche Sprache erzeugt und die obige Form hat.
DabeiistN0 = N∪N(1)∪N(2).Die Homomorphismen(1)und(2) sinddeﬁniert
wie im 2. Kapitel. Außerdem enthält M0 die folgenden Matrizen.
(A(1) → A(2),A(2) → A), A ∈ N,
(S → A1 ...Am0,A → α(1)), (S → A1 ...Am0,A → α) ∈ M,
(A → α(1),B → β(1)), (A → α,B → β) ∈ M, A,B 6= S,
(A → α(1),B(1) → β(1)), (A → α,B → β) ∈ M, A,B 6= S.
Die Ableitungen in M0 verlaufen genauso wie in M. Wenn nötig werden die
Markierungen (1) mit dem ersten Typ von Matrizen aus M0 entfernt. Man
kann also sehen, daß L(G) = L(G0) ist.
Lemma 6.5 Sei m ≥ 1. Für jedes m-lineare ET0L-System G gibt es ein m-
lineares ET0L-System G0, das die gleiche Sprache erzeugt und bei dem in kei-
ner Satzform ein Nichtterminal mehrfach auftaucht.
Beweis: Sei G = (V,T,P1,...,Pn,S) ein m-lineares ET0L-System. Wir kon-
struieren jetzt G0 = (V 0,T,P0
1,...,P0
n,S). Dabei können wir annehmen, daß
die Menge der aktiven Symbole und die Menge der Nichtterminale N = V \T
übereinstimmt. Es ist V 0 = N0 ∪ T und
N0 = {S} ∪ {A(i) | A ∈ N \ {S}, 1 ≤ i ≤ m}.
Die Menge der Tabellen im neuen ET0L-System ist für 1 ≤ i ≤ n
P0
i = {S → A
(1)
1 ...A(m0)
m0 | S → A1 ...Am0 ∈ Pi, m0 ≤ m} ∪
{B(j) → uC(j)v | B → uCv ∈ Pi, B,C ∈ N, u,v ∈ T∗,1 ≤ j ≤ m} ∪
{B(j) → u | B → u ∈ Pi, B ∈ N, u ∈ T∗,1 ≤ j ≤ m}.
Die Tabellen des alten und des neuen ET0L-Systems unterscheiden sich nur
durch die Markierungen an den Nichtterminalen. Es wird also jeweils die glei-
che Sprache erzeugt.
Lemma 6.6 Sei m ≥ 1. Für jedes m-lineare ET0L-System G gibt es eine m-
lineare Matrixgrammatik G0, die die gleiche Sprache erzeugt.
Beweis: Sei G = (V,T,P1,...,Pn,S) ein m-lineares ET0L-System. Nach dem
vorherigen Lemma können wir annehmen, daß in keiner Satzform ein Nicht-
terminal mehrfach auftaucht. Sei jetzt
N0 = {[A1 ...Am0,zj] | A1,...,Am0 ∈ N,
m0 ≤ m, 1 ≤ j ≤ m0, 1 ≤ z1 < z2 < ... < zm ≤ m}.
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Wir konstruieren jetzt eine Menge M0 von Matrizen für die m-lineare Matrix-
grammatik.
Wenn für ein i mit 1 ≤ i ≤ n und A1,...,Am0 ∈ N \ S gilt, daß
A1 ...Am0 ⇒Pi u1B1v1u2B2v2 ...um0Bm0vm0
ist, wobei Aj ⇒Pi ujBjvj, uj,vj ∈ T∗, Bj ∈ N≤1 und 1 ≤ j ≤ m0 gilt, dann
fügen wir die Matrix
m : ([A1 ...Am0,1] → u1[B1 ...Bm0,1]v1,
[A1 ...Am0,2] → u2[B1 ...Bm0,2]v2,...,
[A1 ...Am0,m0] → um0[B1 ...Bm0,m0]vm0)
zu M0 hinzu. Dabei ist [B1 ...Bm0,j] = ε, wenn Bj = ε ist.
Wenn für ein i mit 1 ≤ i ≤ n gilt, daß
S ⇒Pi A1 ...Am0
mit m0 ≤ m, dann fügen wir die Matrix
m : ([S,1] ⇒ [A1 ...Am0,1]...[A1 ...Am0,m0])
zu M0 hinzu.
Die Matrixgrammatik G0 = (N0,T,M0,[S,1]) erzeugt L(G), da mit jeder Ma-
trix ein paralleler Ersetzungsschritt von G simuliert wird. Durch die Form
der Nichtterminale wird sichergestellt, daß eine Matrix nur angewendet wer-
den kann, wenn sie alle in der Satzform vorhandenen Nichtterminale ersetzen
kann. Da die Produktionen in ihrer Struktur nicht verändert wurden, ist G0
auch m-linear.
Satz 6.3 Für m ≥ 1 und d ∈ {=k,≥ k | k ≥ 2} gilt
L(MAT-mLIN) = L(CD-mLIN,d) = L(CD-mLIN,t) = L(ET0L-mLIN).
Beweis: Aus den vorangegangenen Lemmata ergibt sich, daß wir aus jedem
m-linearen CD Grammatiksystem Γ, das im Modus d ∈ {=k,≥ k | k ≥ 2} ar-
beitet,eine m-lineare Matrixgrammatik G konstruierenkönnen,die die gleiche
Sprache erzeugt. Aus dieser können wir dann eine äquivalente Matrixgram-
matik G0 = (N,T,P,S) erzeugen, in deren Satzformen kein Nichtterminal
mehrfach vorkommt und deren Matrizen jeweils zwei Produktionen enthal-
ten. Außerdem enthält nach Lemma 6.4 bei jeder ProduktionA → α der String
α das Nichtterminal A nicht.
Wir können jetzt ein CD Grammatiksystem Γ0 = (N,T,P1,...,Pn,S) kon-
struieren, für das L(G0) = L(Γ0,= 2) gilt. Dazu wandeln wir die Matrizen
m1,...,mn aus M unverändert in Komponenten um wie folgt:
Pi = {A → α,B → β}, mi : (A → α,B → β), 1 ≤ i ≤ n.
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Durch die besondere Form von G0 ist gewährleistet, daß jede Produktion nur
einmal angewendet werden kann. Also erzeugt Γ0 im (= 2)-Modus die glei-
che Sprache. Da beim CD Grammatiksystem Γ pro Komponente genau zwei
Produktionen angewendet werden können, gilt auch L(Γ,= 2) = L(Γ,t).
Mit der gleichen Technik wie im Beweis von Satz 4.4 kann Γ0 in ein CD Gram-
matiksystem umgewandelt werden, das im (=k)- oder (≥k)-Modus für k ≥ 2
arbeitet und die gleiche Sprache erzeugt.
Aus einem m-linearen CD Grammatiksystem im t-Modus können wir ein m-
lineares ET0L-System konstruieren, das die gleiche Sprache erzeugt. Außer-
dem kann man aus einem m-linearen ET0L-System ein m-lineares CD Gram-
matiksystem erzeugen, das im t-Modus arbeitet und die gleiche Sprache er-
zeugt. Beide Konstruktionen sind für den unbeschränkten Fall im Beweis von
Satz 4.2 zu ﬁnden und verändern nicht die Breite der CD Grammatiksysteme
beziehungsweise ET0L-Systeme. Sie können deshalb auch im m-linearen Fall
verwendet werden.
Nach Lemma 6.6 können wir für jedes m-lineare ET0L-System eine m-lineare
Matrixgrammatik konstruieren, die die gleiche Sprache erzeugt. Insgesamt er-
halten wir somit den Satz.
Wenn die generative Mächtigkeit eines Modells untersucht werden soll, be-
nötigt man die Möglichkeit festzustellen, ob eine bestimmte Sprache in einer
bestimmten Sprachklasse enthalten ist oder nicht. Wir werden in diesem Ab-
schnitt sehen,daß es für metalineare CD Grammatiksystemezu diesemZweck
mehrere Pumpinglemmata gibt.
Lemma 6.7 Sei m ≥ 1, T ein endliches Alphabet, f ∈ {t,= k,≥ k | k ≥ 2}
und L ⊆ T∗ mit L ∈ L(CD-mLIN,f) eine unendliche Sprache. Dann gibt es ein
h ∈ N, so daß für alle w ∈ L mit |w| ≥ h eine Zerlegung w = c1 ...cm existiert
und folgendes gilt:
1. ci = xiuiyivizi, 1 ≤ i ≤ m,
2. u1v1u2v2 ...umvm 6= ε,
3. für alle i0 mit 1 ≤ i0 ≤ m und |ci0| ≥ h/m ist
ui0vi0 6= ε und |xi0ui0vi0zi0| ≤ h/m,
4. für alle j mit j ≥ 0 ist
x1u
j
1y1v
j
1z1x2u
j
2y2v
j
2z2 ...xmuj
mymvj
mzm ∈ L.
Beweis: Zuerst werden wir das Lemma für den t-Modus beweisen. Sei L ei-
ne unendliche Sprache in L(CD-mLIN,t) und Γ = (N,T,P1,...,Pn,S) ein CD
Grammatiksystem in (CD-mLIN,t) mit L(Γ,t) = L. Weiterhin sei s die ma-
ximale Anzahl von Terminalen in Produktionen aus Γ, p die maximale An-
zahl von Produktionen mit Terminalen in einer Komponente und r die An-
zahl der Nichtterminale in Γ. Wenn jetzt ein Wort w ∈ L aus |w| Terminalen
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besteht, dann wurden höchstens |w|/s Produktionen mit Terminalen in einer
Ableitung von w und dem entsprechenden Ableitungsbaum benutzt. Sei jetzt
h = (p + 1)((r + 1)m + 1) · s · m und w ∈ L mit |w| ≥ h. Sei D eine Ableitung
von w in Γ und t der entsprechende Ableitungsbaum. Das Wort w ist dann in
m Teile w = c1 ...cm geteilt, die sich durch die erste Produktion der Ableitung
S ⇒ A1 ...Am und die linearen Teilbäume ti des Ableitungsbaums t mit Wur-
zel Ai und Blattfolge ci, 1 ≤ i ≤ m, ergeben. Außerdem gibt es mindestens ein
ci0 ∈ {c1,...,cm} mit |ci0| ≥ (p + 1)((r + 1)m + 1) · s = h/m. Um jetzt den
ersten Teil des Lemmas zu zeigen, betrachten wir den Teilbaum ti0 mit der
Wurzel Ai0, der ci0 erzeugt. Nur lineare Produktionen werden in diesem Teil-
baum angewendet.Wennwir jetzt die ersten(p+1)((r+1)m+1) Produktionen
mit Terminalen untersuchen, können wir folgendes feststellen:
1. Fall: Bei der Ableitung der ersten(p+1)((r+1)m +1) Produktionenmit Ter-
minalen von ti0 hat eine Komponente mehr als p Produktionen angewendet.
Es gibt dann zwei Knoten vt1 und vt2, die die folgenden Eigenschaften haben:
• Beide Knoten sind mit dem gleichen Nichtterminal bezeichnet, und die
gleichen Produktionen wurden an ihnen angewendet.
• Der Knoten vt1 beﬁndet sich näher an der Wurzel als der Knoten vt2.
• Der Pfad von vt1 nach vt2 enthält höchstens p + 1 Produktionen mit Ter-
minalen.
In diesem Fall können wir innerhalb einer Komponente die Produktionen auf
dem Pfad des betrachteten Teilbaums mehrfach anwenden. Für 1 ≤ g ≤ m,
g 6= i0 sind die Strings xg,ug,vg,zg = ε, ci0 = xi0ui0yi0vi0zi0 und
w = y1 ...xi0ui0yi0vi0zi0 ...ym
= x1u1y1v1z1 ...xi0ui0yi0vi0zi0 ...xmumymvmzm.
Wenn die Produktionen auf dem Pfad von vt1 zu vt2 dann j mal hintereinan-
der angewendet werden, erhalten wir
w0 = y1 ...xi0u
j
i0yi0v
j
i0zi0 ...ym
= x1u
j
1y1v
j
1z1 ...xi0u
j
i0yi0v
j
i0zi0 ...xmuj
mymvj
mzm
mit w0 ∈ L. Außerdem ist ui0vi0 6= ε und |xi0ui0vi0zi0| ≤ (p + 1)s ≤ h/m.
2. Fall: Bei der Ableitung der ersten(p+1)((r+1)m +1) Produktionenmit Ter-
minalen von ti0 hat keine Komponente mehr als p Produktionen angewendet.
Dann muß es aber mehr als (r + 1)m + 1 Wechsel von Komponenten während
der ersten (p+1)((r +1)m +1) Produktionen mit Terminalen im Teilbaum mit
Wurzel Ai0 und Blattfolge ci0 gegeben haben.
Wenn wir jetzt die höchstens m linearen Unterbäume eines unvollständigen
Ableitungsbaums für das Wort w in demMoment betrachten, in demein Kom-
ponentenwechsel stattﬁndet, dann beﬁndet sich an den Blättern jedes Teil-
baums höchstens ein Nichtterminal. Im folgenden wird solch ein unvollstän-
diger Ableitungsbaum durch eine Sequenz mit m Positionen dargestellt. Jede
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Position ist mit dem Symbol × markiert, wenn der entsprechende Unterbaum
kein mit einem Nichtterminal markiertes Blatt besitzt. Besitzt derentsprechen-
de Unterbaum ein mit einem Nichtterminal markiertes Blatt, dann ist die ent-
sprechende Stelle mit diesem Nichtterminal markiert. Es gibt nur (r+1)m ver-
schiedeneSequenzen.Eine dieserSequenzenmuß also während eines Kompo-
nentenwechsels in der Ableitung der ersten (p+1)((r+1)m+1) Produktionen
von ti0 mit Terminalen doppelt erscheinen. Seien
K1 = (×1,...,×i1−1,Bi1,×i1+1,...,×ip−1,Bip,×ip+1,...,×m)
und
K2 = (×1,...,×i1−1,Bi1,×i1+1,...,×ip−1,Bip,×ip+1,...,×m)
diese beiden Sequenzen, wobei Bi1,...,Bip ∈ N und jede Position wie oben
beschrieben für einen linearen Unterbaum des Ableitungsbaums von w steht.
In diesem Fall ist xg,ug,vg,zg = ε, 1 ≤ g ≤ m, g 6∈ {i1,...,ip}, und wir haben
w = y1 ...yi1−1xi1ui1yi1vi1zi1yi1+1 ...yip−1xipuipyipvipzipyip+1 ...ym
= x1u1y1v1z1 ...
xi1−1ui1−1yi1−1vi1−1zi1−1xi1ui1yi1vi1zi1xi1+1ui1+1yi1+1vi1+1zi1+1 ...
xip−1uip−1yip−1vip−1zip−1xipuipyipvipzipxip+1uip+1yip+1vip+1zip+1 ...
xmumymvmzm.
Wenn die Produktionen, die den Baum von Konﬁguration
K1 = (×1,...,×i1−1,Bi1,×i1+1,...,×ip−1,Bip,×ip+1,...,×m)
zur Konﬁguration
K2 = (×1,...,×i1−1,Bi1,×i1+1,...,×ip−1,Bip,×ip+1,...,×m)
überführen, j mal angewendet werden, erhält man das folgende Wort
w0 = y1 ...yi1−1xi1u
j
i1yi1v
j
i1zi1yi1+1 ...yip−1xipu
j
ipyipv
j
ipzipyip+1 ...ym
= x1u
j
1y1v
j
1z1 ...
xi1−1u
j
i1−1yi1−1v
j
i1−1zi1−1xi1u
j
i1yi1v
j
i1zi1xi1+1u
j
i1+1yi1+1v
j
i1+1zi1+1 ...
xip−1u
j
ip−1yip−1v
j
ip−1zip−1xipu
j
ipyipv
j
ipzipxip+1u
j
ip+1yip+1v
j
ip+1zip+1 ...
xmuj
mymvj
mzm
mit w0 ∈ L. Außerdem gilt für i0 ∈ {i1,...,ip}, daß xi0ui0 und vi0zi0 Teilstrings
von ci0 mit den Eigenschaften ui0vi0 6= ε und |xi0ui0vi0zi0| ≤ p((r+1)m+1)s ≤
h/m sind.
Wenn jetzt d ∈ {=k,≥k | k ≥ 2} und L eine unendliche Sprache in der Klasse
L(CD-mLIN,d) ist, dann gibt es nach Satz 6.3 auch ein CD Grammatiksystem
in (CD-mLIN,t), das L erzeugt. Das Pumpinglemma gilt demnach auch für
alle anderen Ableitungsmodi.
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Lemma 6.8 Sei m ≥ 1, T ein endliches Alphabet, f ∈ {t,= k,≥ k | k ≥ 2}
und L ⊆ T∗ mit L ∈ L(CD-mLIN,f) eine unendliche Sprache. Dann gibt es
ein h ∈ N, so daß für alle w mit |w| ≥ h eine Zerlegung w = c1 ...cm existiert.
Für alle i0, 1 ≤ i0 ≤ m, mit |ci0| ≥ h/m und jedes Teilwort c0
i0 von ci0 mit
|c0
i0| ≥ h/m gibt es ein γ ∈ T∗, und es gilt
1. c0
i0γ ist ein Teilwort von ci0,
2. c0
i0γ = xuyvz, uv 6= ε und xuvz enthält höchstens h/m Symbole von c0
i0,
3. xu ist ein Teilwort der ersten h/m Terminale von c0
i0γ, vz ist ein Teilwort
der letzten h/m Terminale von c0
i0γ und, wenn u leer ist, dann ist v ein
Teilwort der letzten h/m Terminale von c0
i0,
4. für alle j mit j ≥ 0 gibt es φ,φ0 ∈ T∗ mit φxujyvjzφ0 ∈ L,
oder
1. γc0
i0 ist ein Teilwort von ci0,
2. γc0
i0 = xuyvz, uv 6= ε und xuvz enthält höchstens h/m Symbole von c0
i0,
3. xu ist ein Teilwort der ersten h/m Terminale von γc0
i0, vz ist ein Teilwort
der ersten h/m Terminale von γc0
i0 und, wenn v leer ist, dann ist u ein
Teilwort der letzten h/m Terminale von c0
i0,
4. für alle j mit j ≥ 0 gibt es φ,φ0 ∈ T∗ mit φxujyvjzφ0 ∈ L.
Beweis: Zuerst werden wir das Lemma für den t-Modus beweisen. Sei L ei-
ne unendliche Sprache in L(CD-mLIN,t) und Γ = (N,T,P1,...,Pn,S) ein CD
Grammatiksystem in (CD-mLIN,t) mit L(Γ,t) = L. Weiterhin sei s die maxi-
male Anzahl von Terminalen in Produktionen aus Γ, p die maximale Anzahl
von Produktionen mit Terminalen in einer Komponente und r die Anzahl der
Nichtterminale in Γ. Sei jetzt die Konstante h = 2 ·(p + 1)((r + 1)m +1) ·s ·m.
Wie im Beweis zum Lemma 6.7 gezeigt, ergibt sich ci0 aus einem linearen
Teilbaum ti0 des Ableitungsbaums t von w. Jedes Teilwort c0
i0 von ci0 kön-
nen wir mit zwei Strings γ, γ0 ∈ T∗, |γ0| < s zu γ0ci0γ oder γci0γ0 erweitern,
so daß wir ein Wort erhalten, das durch einen Unterbaum t0
i0 von ti0 erzeugt
wird. Da |c0
i0| > h/m, besteht t0
i0 aus mindestens h/m/s Produktionen mit
Terminalen, die zur Erzeugung von c0
i0 beitragen. Wir werden nur den Fall
yield(t0
i0) = γ0c0
i0γ behandeln, da der andere Fall analog bewiesen werden
kann.
Im folgenden wird der kürzeste Pfad untersucht, der mit der zweiten Produk-
tion beginnt und 2·((r+1)m+1)·(p+1)Produktionen, die zur Erzeugung von
c0
i0 beitragen, enthält. Dieser Pfad kann auch Produktionen enthalten, die nur
Symbole von γ erzeugen. Höchstens 2·((r +1)m +1) ·(p +1) ·s Symbole von
c0
i0 werden auf diesem Pfad generiert. Außerdem können wir einen Unterpfad
ﬁnden, der entweder ((r + 1)m + 1) · (p + 1) Produktionen enthält, die zu den
ersten ((r + 1)m + 1) · (p + 1) · s Symbolen von c0
i0 beitragen, und mit einer
Produktion anfängt, die zu den ersten ((r +1)m +1)·(p +1)·s Symbolen von
c0
i0 beiträgt, oder((r+1)m+1)·(p+1) Produktionenenthält, die zu den letzten
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((r+1)m+1)·(p+1)·s Symbolen von c0
i0 beitragen, und mit einer Produktion
anfängt, die zu den letzten ((r+1)m +1)·(p+1)·s Symbolen von c0
i0 beiträgt.
Im Beweis von Lemma 6.7 haben wir gezeigt, daß in einem Unterbaum aus
((r + 1)m + 1) · (p + 1) Produktionen entweder eine Komponente mehr als p
Produktionen anwenden muß (1. Fall), oder mehr als (r +1)m +1 Komponen-
tenwechsel stattﬁnden müssen (2. Fall). In beiden Fällen gibt es zwei Knoten
vt1 und vt2, die mit dem gleichen Nichtterminal bezeichnet sind. Man kann
analog zeigen, daß in dem oben betrachteten Unterpfad entweder eine Kom-
ponente mehr als p Produktionen, die zu dem ersten oder letzten Terminalen
von c0
i0 beitragen, anwenden muß, oder mindestens (r + 1)m + 1 Komponen-
tenwechsel stattﬁnden. In beiden Fällen gibt es zwei Knoten vt1 und vt2, die
mit dem gleichen Nichtterminal bezeichnet sind. Mindestens eine Produktion
auf dem Pfad von vt1 nach vt2 trägt zur Generierung von c0
i0 bei.
Es ist also γ0c0
i0γ = x0uyvz. Da wir die erste Produktion von t0
i0 im folgen-
den nicht benutzen und da γ0 so gewählt werden kann, daß es von der ersten
Produktion in t0
i0 erzeugt wird, können wir im weiteren auch den Teilstring
c0
i0γ = xuyvz betrachten, wobei x0 = γ0x ist.
Die Teilstringsxu undvz werdenvonhöchstens2·((r+1)m+1)·(p+1)Produk-
tionen, die zu c0
i0 beitragen, und eventuell einigen anderen Produktionen, die
nur zu γ beitragen, erzeugt. Auf dem Pfad von vt1 nach vt2 beﬁndet sich aber
mindestenseineProduktion,diezuc0
i0 beiträgt.Alsoenthält uv mindestensein
Symbol aus c0
i0 und xuvz enthält höchstens 2·((r +1)m +1)·(p+1)·s = h/m
Symbole aus c0
i0. Die anderen Symbole von c0
i0 sind in y enthalten.
Wenn u leer ist, dann beginnt der oben betrachtete Unterpfad mit einer Pro-
duktion, die zu den letzten ((r+1)m +1)·(p+1)·s Symbolen von c0
i0 beiträgt,
und enthält ((r + 1)m + 1) · (p + 1) Produktionen, die zum letzten Teil von
c0
i0 beitragen. In diesem Fall ist v ein Teilstring der letzten 2 · ((r + 1)m + 1) ·
(p + 1) · s ≤ h/m Symbole von c0
i0. Da wir den Pfad von der zweiten bis zur
2 · ((r + 1)m + 1) · (p + 1)ten Produktion, die zu c0
i0 beitragen, analysieren, ist
xu ein Teilstring der ersten h/m Terminale von c0
i0γ und vz ein Teilstring der
letzten h/m Terminale von c0
i0γ.
Wenndie Produktionenauf demPfad vonvt1 nach vt2 j-mal angewendetwer-
den, erhalten wir xujyvjz. Im ersten Teil des Beweises haben wir gezeigt, daß
es möglich ist, die Produktionen auf dem Pfad von vt1 nach vt2 j-mal anzu-
wenden und ein Wort in L zu erhalten. Es gibt also für alle j mit j ≥ 0 Zei-
chenketten φ,φ0 ∈ T∗, so daß φxujyvjzφ0 ∈ L ist.
Wenn jetzt d ∈ {=k,≥k | k ≥ 2} und L eine unendliche Sprache in der Klasse
L(CD-mLIN,d) ist, dann gibt es nach Satz 6.3 auch ein CD Grammatiksystem
in (CD-mLIN,t), das L erzeugt. Das Pumpinglemma gilt demnach auch für
alle anderen Ableitungsmodi.
Mit Hilfe der eben gezeigten Pumpinglemmata können wir nun einige Eigen-
schaften von metalinearen CD Grammatiksystemen beweisen.
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Satz 6.4 Sei f ∈ {t,=k,≥ k | k ≥ 2}. Die kontextfreie Sprache
L = {anbn | n ≥ 1}∗
ist nicht in der Klasse L(CD-METALIN,f) enthalten.
Beweis: Wir beweisen den Satz mit Hilfe von Lemma 6.8. Angenommen, L
wäre in L(CD-METALIN,f), dann müßte L auch in L(CD-mLIN,f) für ein
m ≥ 1 sein. Sei h die Konstante aus Lemma 6.8. Wir betrachten das Wort
w = (ahbh)3m. Es zerfällt nun in m Teilwörter, von denen mindestens eines
größer als 6h ist. Dieses Teilwort ist ci0 aus Lemma 6.8. Der String ci0 enthält
einen Teilstring c0
i0 = ahbhahbh. Im ersten Fall des Lemmas läßt sich sich c0
i0
mit einem γ ergänzen und c0
i0γ ist auch ein Teilstring von ci0. Es gibt eine Auf-
teilung xuyvz des Wortes c0
i0γ. Dabei ist entweder xu ein Teilwort der ersten
h/m Zeichen, oder u ist leer und vz ein Teilwort der letzten h/m Zeichen von
c0
i0. Außerdem ist |uv| > 0 und xuvz enthält höchstens h/w Symbole von c0
i0.
Da y die übrigen Symbole von c0
i0 enthalten muß, kann entweder in der ersten
Gruppe von Symbolen a gepumpt werden, ohne daß die zugehörige Gruppe
von Symbolen b entsprechend vergrößert wird oder in der letzten Gruppe von
Symbolen b gepumpt werden, ohne daß die zugehörige Gruppe von Symbo-
len a vergrößert wird. Man erhält ein Wort, das nicht aus L ist. Äquivalent läßt
sich auch im zweiten Fall des Lemmas zeigen, daß man durch Pumpen ein
Wort erreicht, das nicht in L enthalten ist.
Satz 6.5 Sei f ∈ {t,=k,≥ k | k ≥ 2} und m ≥ 2. Die Sprache
Lm = {(anbn)m | n ≥ 1}
ist in L(CD-mLIN,f) aber nicht in L(CD-(m − 1)LIN,f).
Beweis: Das folgende CD Grammatiksystem in CD-mLIN erzeugt Lm im t-
Modus. Sei Γm = ({S,A,B},{a,b},P1,...,P4,S) und
P1 = {S → Am},
P2 = {A → aBb},
P3 = {B → aAb},
P4 = {A → ab,B → ab}.
Eine Ableitung in Γm beginnt mit der Komponente P1. Die Komponenten P2
und P3 fügen dann eine gleiche Anzahl von Symbolen a und b zu den m Teil-
strings, die aus den m Nichtterminalen A bestehen, hinzu. Mit P4 wird die
Ableitung abgeschlossen.
Nach Satz 6.3 gibt es auch ein CD Grammatiksystem in (CD-mLIN,d) mit d ∈
{=k,≥k | k ≥ 2}, das Lm erzeugt.
Wir nehmen nun an, daß Lm in L(CD-(m − 1)LIN,f) ist. Sei h die Konstante
aus Lemma 6.7. Wir wählen ein Wort w aus Lm mit |w| > h. Dann ist w =
(anbn)m. Von Lemma 6.7 wissen wir aber, daß
w = x1u1y1v1z1x2u2y2v2z2 ...xm−1um−1yn−1vm−1zm−1
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gilt, unddieseZerlegungdie Eigenschafthat, daß mindestenseinerderStrings
uj oder vj nicht leer ist. Außerdem müssen uj und vj nur aus Symbolen a
oder nur aus Symbolen b bestehen. Sonst könnte man ein Wort außerhalb
von Lm erzeugen. Es gibt aber höchstens 2(m − 1) uj und vj. Also werden
mindestens ein und höchstens 2(m − 1) der Teilstrings von an oder bn zu an0
oder bn0
erweitert. Es bleiben dann mindestens zwei Teilstrings an oder bn üb-
rig, und wir erhalten auch ein Wort, das nicht in Lm ist. Insgesamt gilt, daß
Lm 6∈ L(CD-(m − 1)LIN,f).
Metalineare CD Grammatiksysteme sind laut Satz 6.3 äquivalent zu metali-
nearen ET0L-Systemen. Es gibt ein Pumpinglemma und eine Normalform für
metalineare ET0L-Systeme aus [RV80], die natürlich auch für metalineare CD
Grammatiksysteme gelten. Dieses Pumpinglemma setzt die Normalform vor-
aus, mit der sich die Breite des ET0L-Systems aber verdoppelt. Wir haben des-
halb hier zusätzliche Pumpinglemmata, die die Breite erhalten, bewiesen. Des
Weiteren werden in [RV80] einige Abschlußeigenschaften bewiesen, die auch
für metalineare CD Grammatiksysteme gelten. Alle Abschlußeigenschaften,
die wir im folgenden benötigen, fassen wir hier zusammen und geben direkte
Beweise an.
Satz 6.6 Sei f ∈ {t,= k,≥ k | k ≥ 2} und m ≥ 1, dann ist L(CD-mLIN,f)
abgeschlossen unter
1. Vereinigung,
2. Schnitt mit regulären Mengen,
3. Homomorphismus und
4. inversem Homomorphismus.
Beweis: 1. Seien L1 und L2 zwei Sprachen mit L1,L2 ∈ L(CD-mLIN,f) und
Γ1 = (N1,T1,P1,1,...,P1,n1,S1) und Γ2 = (N2,T2,P2,1,...,P2,n2,S2) zwei m-
lineare CD Grammatiksysteme mit L(Γ1,f) = L1 und L(Γ2,f) = L2. Ohne
Beschränkung der Allgemeinheit können wir annehmen, daß N1 und N2 dis-
junkt sind. Sei S ein neues Symbol mit S 6∈ (N1 ∪ N2). Wir konstruieren für
1 ≤ ji ≤ ni und 1 ≤ i ≤ 2 die Komponenten P0
i,ji aus Pi,ji wie folgt:
P0
i,ji = {S → α | Si → α ∈ Pi,ji} ∪ Pi,ji.
Das m-lineare CD Grammatiksystem
G = (N1 ∪ N2 ∪ {S},T1 ∪ T2,P0
1,1,...,P0
1,n1,P0
2,1,...,P0
2,n2,S)
erzeugt L1 ∪ L2 im f-Modus.
2. Sei L eine Sprache in L(CD-mLIN,f) und Γ = (N,T,P1,...,Pn,S) ein CD
Grammatiksystem mit L(Γ,f) = L. Weiterhin sei R eine reguläre Menge, die
von einem deterministischen endlichen Automat M = (Q,Σ,δ,q0,F) akzep-
tiert wird. Sei S0 ein neues Symbol mit S0 6∈ N und
N0 = {[q,A,p] | q,p ∈ Q,A ∈ N} ∪ {S0}.
1006.2 Generative Mächtigkeit
Für alle i mit 1 ≤ i ≤ n seien pi,1,...,pi,ni die Produktionen in Pi. Wir kon-
struieren jetzt für alle i mit 1 ≤ i ≤ n und alle ji mit 1 ≤ ji ≤ ni die Menge
Pi,ji = {[q,A,p] → [q,A1,q1][q1,A2,q2]...[qm0−1,Am0,p] |
q,q1,...,qm0−1,p ∈ Q,
pi,ji = A → A1 ...Am0 ∈ Pi, A ∈ N, A1,...,Am0 ∈ N ∪ T}.
Aus Pi,ji können wir nun P0
i,ji erhalten, wenn wir alle Symbole [q,a,p], q,p ∈
Q,a ∈ T und δ(q,a) = p mit a ersetzen. Außerdem werden alle Produktionen,
die Symbole [q,a,p] mit q,p ∈ Q,a ∈ T und δ(q,a) 6= p enthalten, aus P0
i,ji
entfernt. Als letztes werden die Nichtterminale [q0,S,qf], qf ∈ F, in allen Pro-
duktionenvonP0
i,ji mit S0 ersetzt.Seijetzt für 1 ≤ i ≤ n die Produktionsmenge
P0
i =
[
1≤ji≤ni
P0
i,ji.
Das m-lineare CD Grammatiksystem Γ0 = (N0,T,P0
1,...,P0
n,S0) erzeugt nur
Wörter in L, da es nur aus Produktionen besteht, die auf Produktionen von
Γ basieren. Durch das Entfernen der Produktionen, die Symbole [q,a,p] mit
q,p ∈ Q,a ∈ T und δ(q,a) 6= p enthalten, wird erreicht, daß Γ0 nur Wörter in R
erzeugen kann. Insgesamt ist dann L(Γ0,f) = L ∩ R.
3. Sei L eine Sprache in L(CD-mLIN,f) und Γ = (N,T,P1,...,Pn,S) ein CD
Grammatiksystem mit L(Γ,f) = L. Sei außerdem h : T → T0∗ ein Homomor-
phismus. Mit h0 erweitern wir diesen Homomorphismus auf N ∪ T wie folgt.
Es ist h0 : N ∪ T → (N ∪ T0)∗ mit h0(a) = h(a) für alle a ∈ T und h0(A) = A
für alle A ∈ N. Für jedes Pi mit 1 ≤ i ≤ n konstruieren wir eine Komponente
P0
i = {A → h0(α) | A → α ∈ Pi,A ∈ N,α ∈ (N ∪ T)∗}. Das m-lineare CD
Grammatiksystem Γ0 = (N,T0,P0
1,...,P0
n,S) generiert h(L) im f-Modus.
4. Sei L eine Sprache in L(CD-mLIN,f). Dann gibt es nach Satz 6.3 ein CD
Grammatiksystem Γ = (N,T,P1,...,Pn,S) mit L(Γ,t) = L. Sei weiterhin
h : T0 → T∗ ein Homomorphismus. Es kann ohne Beschränkung der Allge-
meinheit angenommen werden, daß T ∩ T0 = ∅ ist.
Wir konstruieren jetzt eine Reihe von Sprachen, aus denen sich dann mit den
vorher behandelten Operationen die gewünschte Menge h−1(L) ergibt. Die
Sprache
K = {y ∈ (T ∪ T0)∗ | y = z0x1z1 ...zl−1xlzl, x1 ...xl ∈ L(Γ,f),
z0,...,zl ∈ T0∗}
kann von einem CD Grammatiksystem Γ0 = (N0,T ∪ T0,P0
1,...,P0
n,S), das
m-linear ist, im t-Modus erzeugt werden. Dieses CD Grammatiksystem kon-
struiert man ausgehend von Γ.
Seien pi,1,...,pi,ni die Produktionen, die in Pi für 1 ≤ i ≤ n enthalten sind.
Für jedes pi,ji mit 1 ≤ i ≤ n und 1 ≤ ji ≤ ni, das in der Form
pi,ji : A → a1 ...ar1Bb1 ...br2 ∈ Pi,
A ∈ N \ {S}, B ∈ N ∪ {ε}, a1,...,ar1,b1,...,br2 ∈ T
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ist und folglich keine Startproduktion mit mehreren Nichtterminalen auf der
rechten Seite ist, konstruieren wir eine reguläre Menge
Rpi,ji = {z0a1z1 ...zr1−1ar1zr1Bz0
0b1z0
1 ...z0
r2−1br2z0
r2 |
z0,...,zr1 ∈ T0∗,z0
0,...,z0
r2 ∈ T0∗}.
Wir erhalten N0 aus N wie folgt:
N0 = N ∪ {[pi,ji] | pi,ji : A → a1 ...ar1Bb1 ...br2 ∈ Pi,
A ∈ N \ {S}, B ∈ N ∪ {ε}, a1,...,ar1,b1,...,br2 ∈ T,
1 ≤ i ≤ n, 1 ≤ ji ≤ ni}.
Danach konstruierenwir P0
i aus Pi, indem wir jede Produktionpi,ji in Pi in der
Form A → a1 ...ar1Bb1 ...br2 durch A → [pi,ji] ersetzen, wobei [pi,ji] eines der
neuen Nichtterminale ist. Für jede reguläre Menge Rpi,ji gibt es eine reguläre
Grammatik GRpi,ji = (NRpi,ji,T,PRpi,ji,[pi,ji]). Dabei ist NRpi,ji ∩ N0 = [pi,ji].
Wir fügen jetzt zu P0
i alle Produktionen aus PRpi,ji hinzu, wobei pi,ji ∈ Pi.
Das jetzt resultierende CD Grammatiksystem Γ0 = (N0,T ∪ T0,P0
1,...,P0
n,S)
erzeugt K im t-Modus und ist m-linear, da nur lineare beziehungsweise regu-
läre Produktionen hinzugefügt wurden.
Wir betrachten nun die reguläre Menge
M = {h(y1)y1h(y2)y2 ...h(yn)yn | n ≥ 1, 1 ≤ i ≤ n, yi ∈ T0}.
Der Schnitt zwischen K und M kann wie folgt beschrieben werden:
K ∩ M = {h(y1)y1h(y2)y2 ...h(yn)yn | h(y1)...h(yn) ∈ L(Γ,t)}.
Wenn wir jetzt den Homomorphismus j : (T ∪ T0) → T0, j(a) = a wenn
a ∈ T0 und j(a) = ε wenn a ∈ T, deﬁnieren, kann man sehen, daß j(K ∩
M) = h−1(L(Γ,t)). Da L(CD-mLIN,t) unter Schnitt mit regulären Mengen
und Homomorphismus abgeschlossen ist, folgt, daß h−1(L) ∈ L(CD-mLIN,t)
ist. Wenn der Ableitungsmodus f ursprünglich nicht t war, kann man nach
Satz 6.3 auch ein m-lineares CD Grammatiksystem konstruieren, das im Mo-
dus f ∈ {= k,≥ k | k ≥ 2} arbeitet und h−1(L) erzeugt. Insgesamt erhal-
tenwir, daß L(CD-mLIN,f) unterinversem Homomorphismus abgeschlossen
ist.
Satz 6.7 Sei m ≥ 1 und f ∈ {t,= k,≥ k | k ≥ 2}, dann ist L(CD-mLIN,f)
nicht abgeschlossen unter
1. Konkatenation,
2. Kleenescher Hülle,
3. Schnitt und
4. Komplement.
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Beweis: 1. In Korollar 6.1 wird gezeigt, daß Lm = {anbn | n ≥ 0}2m−2 in
L(CD-mLIN,f) ist für f ∈ {t,=k,≥ k | k ≥ 2}. LmLm besteht aber aus Wör-
tern der Form w = (ahbh)4m−4, und nach Korollar 6.1 ist die Sprache LmLm
nicht in L(CD-mLIN,f).
2. folgt aus 1. und der Tatsache, daß m-lineare CD Grammatiksysteme unter
Schnitt mit regulären Mengen abgeschlossen sind.
3. Wir betrachten die Sprachen L1 = {a+b+(anbn)m | n ≥ 1} und L2 =
{(anbn)ma+b+ | n ≥ 1}. L1 kann im t-Modus von folgendem CD Gramma-
tiksystem erzeugt werden:
Γ1 = {{S,A,B,C,F},{a,b},P1,P2,P3,P4,P5,S},
P1 = {S → CAm−1},
P2 = {C → aC,C → aB,B → bB,B → bA},
P3 = {A → aA0b,C → F,B → F},
P4 = {A0 → A},
P5 = {A → ab,C → F,B → F}.
Nach Satz 6.3 gibt es auch ein m-lineares CD Grammatiksystem, das L1 in den
{=k,≥k | k ≥ 2}-Modi generiert. Analog können wir CD Grammatiksysteme
konstruieren, die L2 erzeugen. Der Schnitt zwischen den zwei Sprachen ist
L1 ∩ L2 = {(anbn)m+1}. Wir wissen aus Satz 6.5, daß diese Sprache nicht in
L(CD-mLIN,f) ist.
4. Mit dem Satz von De Morgan und der Tatsache, daß L(CD-mLIN,f) un-
ter Vereinigung, aber nicht unter Schnitt abgeschlossen ist, erhalten wir, daß
L(CD-mLIN,f) nicht unter Komplement abgeschlossen ist.
Lemma 6.9 Sei f ∈ {t,=k,≥ k | k ≥ 2}, dann ist L(CD-mLIN,f) mit m ≥ 1
abgeschlossen unter gsm-Abbildungen.
Beweis: Das Lemma folgt aus Lemma 2.9.
Nach den Abschlußeigenschaften folgen nun Beweise für einige formale Ei-
genschaften von m-linearen CD Grammatiksystemen. Sie werden für den Be-
weis von Satz 6.8 gebraucht, mit dessenHilfe wir sehenwerden, daß m-lineare
CD Grammatiksysteme höchstens 2m−1 markiert konkatenierte lineare Spra-
chen erzeugen können.
Lemma 6.10 Für jedes CD Grammatiksystem Γ = (N,T,P1,...,Pn,S) in der
Klasse (CD-mLIN,f), wobei m ≥ 1 und f ∈ {t,= k,≥ k | k ≥ 2} ist, gibt
es ein äquivalentes CD Grammatiksystem Γ0 ∈ (CD-mLIN,f) mit folgenden
Eigenschaften:
1. Jedes A ∈ N ist der Knoten von mindestens einem gültigen Ableitungs-
baum.
2. Jede Produktion S → A1 ...Am0, m0 ≤ m, wird an der Wurzel von min-
destens einem gültigen Ableitungsbaum angewendet.
103Kapitel 6 Metalineare Grammatiksysteme
3. Wenn ein Nichtterminal F existiert, das zwar die Markierung eines Kno-
tens in einem gültigen Ableitungsbaum, aber nicht die Markierung eines
Knotensin einemgültigenkomplettenAbleitungsbaumist, dann kommt
F nicht auf der linken Seite einer Produktion vor.
Beweis: Wir können Γ auf folgende Weise modiﬁzieren, um die erwünsch-
ten Eigenschaften zu erhalten. Wenn A nicht der Knoten eines gültigen Ablei-
tungsbaumsinBezugauff ist,wird Aaus N0 entfernt.Darüberhinaus werden
die Produktionen in P1,...,Pn, die A enthalten, entfernt, da eine Ableitung,
die mit S startet, diese Produktionen nicht benutzt.
Wenn es eine Startproduktiongibt, die nicht an der Wurzel eines gültigen und
vollständigen Ableitungsbaums vorkommt, dann kann man diese Produktion
entfernen, ohne die erzeugte Sprache zu beeinﬂussen.
Das Nichtterminal F blockiert eine Ableitung. Wennes in einer Ableitung vor-
kommt, kann kein Terminalstring erreicht werden. Wir können also alle Pro-
duktionen,auf derenlinker SeiteF steht,entfernen,ohnedie erzeugteSprache
zu verändern.
Deﬁnition 6.2 Sei T ein endliches Alphabet und c 6∈ T. Sei weiterhin f ∈
{t,= k,≥ k | k ≥ 2}, Γ = (N,T ∪{c},P1,...,Pn,S) ein CD Grammatiksystem,
und L(Γ,f) ⊆ T∗cT∗. Wir deﬁnieren für Γ die folgenden Mengen:
N(L,f) = {A ∈ N | A ist die Wurzel eines Unterbaums t0 eines
gültigen vollständigen Ableitungsbaums t in Bezug auf f
mit yield(t0) = u ∈ T∗ und yield(t) = u0uvcv0, u0,v,v0 ∈ T∗}.
N(R,f) = {A ∈ N | A ist die Wurzel eines Unterbaums t0 eines
gültigen vollständigen Ableitungsbaums t in Bezug auf f
mit yield(t0) = u ∈ T∗ und yield(t) = u0cvuv0, u0,v,v0 ∈ T∗}.
N(c,f) = {A ∈ N | A ist die Wurzel eines Unterbaums t0
eines vollständigen gültigen Ableitungsbaums in Bezug auf f
und yield(t0) = u1cu2,u1,u2 ∈ T∗}.
N(B,f) = {A ∈ N | A ist der Knoten eines gültigen Ableitungsbaums in
Bezug auf f, aber A ist nicht der Knoten eines vollständigen
gültigen Ableitungsbaums in Bezug auf f}.
Lemma 6.11 SeiT einendlichesAlphabetundc 6∈ T.SeiweiterhinL ⊆ T∗cT∗
eine Sprache in L(CD-mLIN,f), wobei m ≥ 2 und f ∈ {t,= k,≥ k | k ≥
2}. Dann kann man ein CD Grammatiksystem Γ = (N,T,P1,...,Pn,S) ∈
(CD-mLIN,f) effektiv konstruieren, das L erzeugt und die Eigenschaft hat,
daß {N(L,f),N(c,f),N(R,f),N(B,f)} eine Partition von N ist.
Beweis: Sei Γ0 = (N0,T,P0
1,...,P0
n,S) ein CD Grammatiksystem mit Γ0 ∈
(CD-mLIN,f), f ∈ {t,=k,≥ k | k ≥ 2} und L(Γ0,f) = L. Wir können anneh-
men, daß Γ0 entsprechend Lemma 6.10 aufgebaut ist. Weiterhin sei die Men-
ge {N0
(L,f),N0
(c,f), N0
(R,f),N0
(B,f)} deﬁniert wie {N(L,f),N(c,f),N(R,f),N(B,f)} in
Deﬁnition 6.2. Da die Nichtterminale in N0
(B,f) in keinem vollständigen gülti-
gen Ableitungsbaum in Bezug auf f vorkommen, folgt, daß N0
(B,f) ∩ (N0
(L,f) ∪
N0
(R,f) ∪ N0
(c,f)) = ∅.
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Wir werden jetzt ein CD Grammatiksystem Γ = (N,T,P1,..., Pn,Sc) konstru-
ieren, das L im f-Modus erzeugt und bei dem {N(L,f),N(c,f), N(R,f),N(B,f)}
eine Partition von N ist. Es gilt
N = N0
(B,f) ∪ {AR | A ∈ N0
(R,f)} ∪ {AL | A ∈ N0
(L,f)} ∪ {Ac | A ∈ N0
(c,f)}.
Für 1 ≤ i ≤ n deﬁnieren wir
Pi = {AR → uBRv | A → uBv ∈ P0
i, A,B ∈ N0
(R,f), u,v ∈ T∗} ∪
{AL → uBLv | A → uBv ∈ P0
i, A,B ∈ N0
(L,f), u,v ∈ T∗} ∪
{Ac → uBcv | A → uBv ∈ P0
i, A,B ∈ N0
(c,f), u,v ∈ T∗} ∪
{Ac → uBLvcv0 | A → uBvcv0 ∈ P0
i, A ∈ N0
(c,f),B ∈ N0
(L,f),
u,v,v0 ∈ T∗} ∪
{Ac → ucu0BRv | A → ucu0Bv0 ∈ P0
i, A ∈ N0
(c,f),B ∈ N0
(R,f),
u,u0,v ∈ T∗} ∪
{Ax → uFv | A → uFv ∈ P0
i, A ∈ N0
x, x ∈ {R,L,c}, F ∈ N0
(B,f),
u,v ∈ T∗cT∗ ∪ T∗} ∪
{Sc → A1L ...Aj−1LAjcAj+1R ...Am0R | S → A1 ...Am0 ∈ P0
i,
A1,...,Aj−1 ∈ N0
(L,f), Aj ∈ N0
(c,f), Aj+1,...,Am0 ∈ N0
(R,f)}.
Wir betrachten nun {N(B,f),N(L,f),N(R,f),N(c,f)} wie in Deﬁnition 6.2 gege-
ben. Da die Nichtterminale in Γ mit R,L oder c markiert sind, je nach dem,
ob sie einen String rechts von einem c, links von einem c oder mit einem c
generieren, ist die Menge {N(B,f),N(L,f),N(R,f), N(c,f)} eine Partition von N.
Γ besteht aus Produktionen von Γ0, deren Nichtterminale lediglich mit L, R
oder c markiert sind. Es gilt also L(Γ,f) ⊆ L(Γ0,f). Die Ableitungen in Γ ver-
laufen genauso wie in Γ0. Der Unterschied ist, daß Nichtterminale, die einen
String links beziehungsweise rechts eines Symbols c erzeugen entsprechend
mit L oder R markiert sind, und Nichtterminale, die einen String erzeugen,
der c beinhaltet, mit c markiert sind. Der Unterschied zwischen den Ableitun-
gen beider Grammatiksysteme besteht in Ableitungen, die keinen Terminal-
string erzeugen. Durch das Entfernen von Produktionen, die auf der linken
Seite ein Nichtterminal haben, das keinen Terminalstring erzeugen kann, ist
es möglich, daß Ableitungen, die in Γ0 blockiert werden, in Γ schon früher
blockiert sind. Das verändert aber die erzeugte Sprache nicht. Es ist also auch
L(Γ0,f) ⊆ L(Γ,f).
Wir können jetzt einen Satz über die Eigenschaften von Sprachen, die von
metalinearen CD Grammatiksystemen erzeugt werden, beweisen. Ähnliche
Ergebnisse gibt es für metalineare Sprachen ([Gre66]). Der im folgenden ge-
zeigte Satz kann für die Trennung von Sprachen in L(CD-(m + 1)LIN,f) von
Sprachen in L(CD-mLIN,f) benutzt werden. Außerdem wird er im nächsten
Abschnitt ein wichtiges Hilfsmittel für die Beweise der Ergebnisse in der Be-
schreibungskomplexität sein.
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Satz 6.8 Sei f ∈ {t,=k,≥ k | k ≥ 2}, T ein endliches Alphabet mit c 6∈ T und
seien L1 ⊆ T∗, L2 ⊆ T∗ mit
1. L1 ∈ L(CD-mLIN,f) \ L(CD-(m − 1)LIN,f) mit m ≥ 2 oder
L1 ∈ L(LIN) \ L(REG) und
2. L2 ∈ L(2LIN) \ L(LIN).
Es gilt für m ≥ 1
L1cL2 ∈ L(CD-(m + 1)LIN,f) \ L(CD-mLIN,f).
Beweis: Wir zeigen zuerst, daß man ein CD Grammatiksystem Γ aus der
Klasse (CD-(m + 1)LIN,f) konstruieren kann, das L1cL2 erzeugt. Wir benut-
zen dabei ein m-lineares CD Grammatiksystem für L1 und eine 2-lineare kon-
textfreie Grammatik für L2.
Sei L1 ∈ L(CD-mLIN,f) und L2 ∈ L(2LIN), dann gibt es nach Satz 6.3 ein CD
Grammatiksystem Γ1 ∈ (CD-mLIN,t) und eine 2-lineare Grammatik G2 mit
L(Γ1,t) = L1 und L(G2) = L2.
Seien s1,...,sp1 die Startproduktionenvon Γ1 und r1,...,rp2 die Startproduk-
tionen von G2. Wir können annehmen, daß Γ1 und G2 disjunkte Mengen von
Nichtterminalen haben.
Seienjetzt die CD Grammatiksysteme Γ
si0
1 konstruiertaus Γ1, indemalle Start-
produktionen si mit 1 ≤ i 6= i0 ≤ p1 entfernt wurden. Seien weiterhin die
Grammatiken G
rj0
2 aus G2 konstruiert, indem die Startproduktionen rj mit
1 ≤ j 6= j0 ≤ p2 entfernt wurden. Das bedeutet also, daß die einzige Startpro-
duktion in Γ
si0
1 die Produktion si0 ist. Darüber hinaus ist die einzige Startpro-
duktion in G
rj0
2 die Produktion rj0. Man kann sehen, daß L1 =
Sp1
i=1 L(Γ
si
1 ,t)
und L2 =
Sp2
i=1 L(G
ri
2 ). Es folgt, daß
L1cL2 =
p1 [
i=1
p2 [
j=1
L(Γ
si
1 ,t)cL(G
rj
2 ).
Wir konstruieren jetzt CD Grammatiksysteme für L(Γ
si
1 ,t)cL(G
rj
2 ).
Wenn rj eine lineare Produktion ist, dann ist L(G
rj
2 ) eine lineare Sprache,
und es existiert ein CD Grammatiksystem Γ
rj
2 ∈ (CD-1LIN,t) mit L(Γ
rj
2 ,t) =
L(G
rj
2 ), das nur eine Startproduktion rj hat. Wir können annehmen, daß die
Nichtterminale von Γ1 und Γ
rj
2 disjunkt sind. Sei si = S → A1 ...Am0, m0 ≤
m, S2 das Startsymbol von Γ
rj
2 und rj = S2 → α, wobei α höchstens ein Nicht-
terminal enthält. Wir erhalten Γ
0si
1 aus Γ
si
1 wie folgt. Wir ersetzen si durch S →
A1 ...Am0S2. Die Menge der Nichtterminale von Γ
0si
1 besteht aus den Nichtter-
minalen von Γ
rj
2 und Γ
si
1 . Die Komponenten von Γ
0si
1 sind die Komponenten
vonΓ
si
1 ergänzt durchdieKomponentenvonΓ
rj
2 . Wir ersetzendannnochjedes
Vorkommen von rj durch S2 → cα. Die Terminale von Γ
0si
1 sind die Terminale
von Γ
si
1 vereinigt mit den Terminalen von Γ
rj
2 und dem Symbol {c}. Da die
Mengen der Nichtterminale von Γ
si
1 und Γ
rj
2 disjunkt sind, erzeugt das neue
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Grammatiksystem ein Wort aus L(Γ
si
1 ,t) und ein Wort aus L(Γ
rj
2 ,t). Durch die
veränderte Produktion rj sind beide Wörter durch das Symbol c getrennt. Da
die Produktionen von Γ
rj
2 linear sind, ist das gesamte CD Grammatiksystem
Γ
0si
1 (m + 1)-linear und L(Γ
0si
1 ,t) = L(Γ
si
1 ,t)cL(Γ
rj
2 ,t) = L(Γ
si
1 ,t)cL(G
rj
2 ).
Sei jetzt rj = S → A1B2. Seien weiterhin G(1) = (N(1),T,P(1),A(1)) und
G(2) = (N(2),T,P(2),B(2)) zwei von den Nichtterminalen her disjunkte Ko-
pien von G
rj
2 , wobei S durch A(1) beziehungsweise B(2) ersetzt wurde. Die
Homomorphismen (1) und (2) sind wie im 2. Kapitel deﬁniert. Außerdem
wurde bei beiden Kopien die Produktion rj entfernt, was beide Grammatiken
zu linearen Grammatiken macht.
Wir können sehen, daß N(1) ∩ N(2) = ∅ gilt. Außerdem kann man nach der
Normalform für lineare Grammatiken aus Lemma 2.3 annehmen, daß die Pro-
duktionen in der Form C → aD,C → Da oder C → a sind, wobei a ein
einzelnes Nichtterminal ist und A(1) und B(2) nicht auf der rechten Seite von
einer Produktionvorkommen. Da rj die einzige Startproduktionin G
rj
2 ist, gilt
L(G
rj
2 ) = L(G(1))L(G(2)).
Wenn jetzt Γ
si
1 = (N,T1,P0
1,...,P0
n,S) und si = S → E1 ...Em0 ist, wobei
E1,...,Em0 ∈ N gilt, können wir mit Hilfe der zwei linearen Grammatiken
G(1) und G(2) ein CD Grammatiksystemkonstruieren,das im t-Modus arbeitet
und L(Γ
si
1 ,t)cL(G
rj
2 ) erzeugt. Dabei können wir annehmen, daß N und N(1)
beziehungsweise N und N(2) disjunkt sind. Darüber hinaus seien p1,...,pz
die Produktionen in P(1). Wir betrachten das folgende CD Grammatiksystem:
Γ
0si
1 = (N ∪ N0 ∪ {F} ∪ N(1) ∪ N0(1) ∪ N00(1) ∪ N000(1) ∪ N(2),T1 ∪ T2 ∪ {c},
P0
1,...,P0
n,P0
n+1,...,P0
n+2+z,S),
wobei si durch s0
i = S → E0
1 ...E0
m0−1A(1)A00(1) ersetzt wurde. Die Markierun-
gen 0 an den Nichtterminalmengen bedeuten, daß alle enthaltenen Nichtter-
minale mit der entsprechenden Anzahl von Symbolen 0 markiert sind. Es ist
F 6∈ N ∪ N0 ∪ N(1) ∪ N0(1) ∪ N00(1) ∪ N000(1) ∪ N(2) und außerdem sind
P0
n+1 = P(2)
P0
n+1+q = {C(1) → D0(1)a,C00(1) → D000(1)} wenn pq = D(1) → aC(1),
{C(1) → D0(1),C00(1) → aD000(1)} wenn pq = D(1) → C(1)a,
{A(1) → C0(1)a,A00(1) → C000(1)} wenn pq = C(1) → a,
{C(1) → Em0ca,C00(1) → B2,E0
1 → E1,...,E0
m0−1 → Em0−1} ∪
{H → F | H ∈ N(1) \ {C(1)}} wenn pq = A(1) → aC(1),
{C(1) → Em0c,C00(1) → aB(2),E0
1 → E1,...,E0
m0−1 → Em0−1} ∪
{H → F | H ∈ N(1) \ {C(1)}} wenn pq = A(1) → C(1)a,
1 ≤ q ≤ z,
P0
n+2+z = {K0 → K,K000 → K00 | K ∈ N(1)}.
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Γ
0si
1 arbeitet im t-Modus, und jede Ableitung beginnt mit s0
i. Danach können
nurdie KomponentenP0
n+1+q und Pn+2+z abwechselnd an derSatzform arbei-
ten. Sie simulieren eine Ableitung von G(1), die aus Ableitungsbäumen mit ei-
nem Pfad besteht. Wir werden den am weitestenlinks stehendenPfad des Ab-
leitungsbaums von Γ
0si
1 für die Simulation benutzen. Jede ProduktionC → aD
von G(1) wird simuliert durch die Produktionen D → C0a und D00 → C000. Jede
Produktion C → Da von G(1) wird von den zwei Produktionen D → C0 und
D00 → aC000 simuliert. Wenn die Produktionen in Γ
0si
1 in der gleichen Reihen-
folge wie in G(1) benutzt würden, würden die erzeugten Wörter so verändert,
daß die im Original am weitesten in der Mitte stehenden Terminale in der Si-
mulation außen stünden. Es würden also die Terminale, die im letzten Schritt
einer Ableitung von G(1) erzeugt werden, in der Mitte des Wortes aus L(G(1))
stehen, aber an den Rändern des Wortes, das von Γ
0si
1 erzeugt wird.
S
A a
B b
C c
d
S0 S00
C0 d C00
B0 c B00
A0 b A00
a
Abbildung 6.1: Erzeugung eines Wortes mit einem linearen Ableitungsbaum
bzw. zwischen zwei linearen Ableitungsbäumen
Deshalb werden die Produktionen von G(1) in Γ
0si
1 in umgekehrter Reihen-
folge ausgeführt. Das Prinzip wird in Abbildung 6.1 verdeutlicht. Sobald die
Simulation einer Ableitung aus G(1) beendet wurde, werden alle Nichttermi-
nale E0
i durch Ei ersetzt. Mit den Produktionen H → F wird sichergestellt,
daß das nur nach der Simulation einer Ableitung von G(1) passieren kann.
Außerdem wird das am weitesten rechts in der Ableitung stehende Nichtter-
minal durch B(2) ersetzt. Mit P0
n+1 kann jetzt ein Wort aus L(G(2)) erzeugt
werden und mit den Komponenten P0
1,...,P0
n ein Wort aus L(Γ
si
1 ,t). Also ist
L(Γ
0si
1 ,t) = L(Γ
si
1 ,t)cL(G
rj
2 ).
Wenn für den ursprünglichen Ableitungsmodus f gilt, daß f ∈ {= k,≥ k}
mit k ≥ 2 ist, dann kann man das eben konstruierte Grammatiksystem, das
L1cL2 im t-Modus erzeugt und in (CD-(m + 1)LIN,t) ist, wie folgt umwan-
deln: Wir wenden Satz 6.6 an und bekommen ein CD Grammatiksystem in
(CD-(m + 1)LIN,f), das L1cL2 erzeugt. Somit erhalten wir für alle Modi f ∈
{t,= k,≥ k | k ≥ 2}, daß L1cL2 ∈ L(CD-(m + 1)LIN,f) ist.
Wir nehmen jetzt an, daß L1cL2 ∈ L(CD-mLIN,f), was zu einem Wider-
spruch führen wird. Sei also Γ = (N,T,P1,...,Pn,S) ∈ (CD-mLIN,f) und
habe Γ die Eigenschaften aus Lemma 6.10 und Lemma 6.11. Sei weiterhin
{N(L,f),N(c,f),N(R,f),N(B,f)} eine Partition von N und L(Γ,f) = L1cL2. Für
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1 ≤ i ≤ n sei P0
i die Untermenge von Pi, die aus den folgenden Produktionen
besteht:
1. A → α, A → α ist in Pi und A 6= S,
2. S → A1 ...Am0, S → A1 ...Am0 ∈ Pi, m0 = m und Am0 ∈ N(c,f).
Für 1 ≤ i ≤ n sei P00
i die Untermenge von Pi, die aus den folgenden Produk-
tionen besteht:
1. A → α, A → α ist in Pi und A 6= S,
2. S → A1 ...Am0, S → A1 ...Am0 ∈ Pi, m0 < m oder Am0 6∈ N(c,f).
Seien Γ0 = (N,T,P0
1,...,P0
n,S) und Γ00 = (N,T,P00
1 ,...,P00
n,S). Seien weiter-
hin L0 = L(Γ0,f) und L00 = L(Γ00,f). Es sei bemerkt, daß jede Produktion aus
Pi entweder zu P0
i oder zu P00
i oder zu beiden Mengen gehört. Wir erhalten,
daß L0 ∪ L00 ⊆ L1cL2. Da jeder gültige Ableitungsbaum t0 von Γ in Bezug auf
f entweder nur aus Produktionen in
Sn
i=1 P0
i oder nur aus Produktionen in Sn
i=1 P00
i besteht, gilt sogar L0 ∪ L00 = L1cL2.
Seien µ und ν zwei gsm-Abbildungen von T∗cT∗ auf T∗, die deﬁniert sind
durch µ(xcy) = x und ν(xcy) = y. Dann ist µ(L1cL2) = L1 und ν(L1cL2) =
L2. Wir werden jetzt zwei CD Grammatiksysteme konstruieren, die µ(L00) und
ν(L0) erzeugen. Danach werden wir zeigen, daß ν(L0) ∈ L(LIN), was zu einem
Widerspruch führt.
Da wir mit Grammatiksystemen arbeiten, ist es nicht möglich, einfach die
Produktionen und Nichtterminale von Γ0 oder Γ00, die nicht zur Erzeugung
von µ(L00) oder ν(L0) benutzt werden, zu entfernen. Wir werden deshalb zwei
Schritte durchführen.
Zuerst werden wir aus allen Produktionen die Terminale entfernen, die nicht
für die Erzeugung von µ(L00) oder ν(L0) gebraucht werden. Dadurch erhal-
ten wir zwei CD Grammatiksysteme Γ0(1) und Γ0(2) mit µ(L00) = L(Γ0(1),f)
und ν(L0) = L(Γ0(2),f). In den Ableitungsbäumen von Γ0(1) und Γ0(2) können
dann Nichtterminale, die keine Terminale erzeugen, zusammengefaßt wer-
den. Dadurch erhalten wir die CD Grammatiksysteme Γ00(1) und Γ00(2), für die
µ(L00) = L(Γ00(1),f) und ν(L0) = L(Γ00(2),f) gilt.
In einem ersten Schritt werden die Nichtterminale, die nicht für µ(L00) und
ν(L0) gebraucht werden, entfernt. Sei P
0(1)
i mit 1 ≤ i ≤ n die Untermenge von
P00
i , die aus folgenden Produktionen besteht:
1. A → α, A → α ist in P00
i und A ∈ N(L,f),
2. A → B, A → uBv ist in P00
i und A ∈ N(R,f), u,v ∈ T∗, B ∈ N(B,f) ∪
N(R,f) ∪ {ε},
3. A → uB, A → uBv ist in P00
i und A ∈ N(c,f), u,v ∈ T∗,
4. A → u, A → ucv ist in P00
i und A ∈ N(c,f), u,v ∈ T∗,
5. A → uB, A → ucu0Bv ist in P00
i und A ∈ N(c,f), u,u0,v ∈ T∗,
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6. A → uBv, A → uBvcv0 ist in P00
i und A ∈ N(c,f), u,v,v0 ∈ T∗,
7. S → A1 ...Am0, S → A1 ...Am0 ∈ P00
i .
Sei Γ0(1) = (N,T,P
0(1)
1 ,...,P
0(1)
n ,S), dann ist µ(L00) = L(Γ0(1),f).
Sei P
0(2)
i mit 1 ≤ i ≤ n die Untermenge von P0
i, die aus folgenden Produktio-
nen besteht:
1. A → α, A → α ist in P0
i und A ∈ N(R,f),
2. A → B, A → uBv ist in P0
i und A ∈ N(L,f), u,v ∈ T∗, B ∈ N(B,f) ∪
N(L,f) ∪ {ε},
3. A → Bv, A → uBv ist in P0
i und A ∈ N(c,f), u,v ∈ T∗,
4. A → v, A → ucv ist in P0
i und A ∈ N(c,f), u,v ∈ T∗,
5. A → u0Bv, A → ucu0Bv ist in P0
i und A ∈ N(c,f), u,u0,v ∈ T∗,
6. A → Bv0, A → uBvcv0 ist in P0
i und A ∈ N(c,f), u,v,v0 ∈ T∗,
7. S → A1 ...Am0, S → A1 ...Am0 ∈ P0
i.
Sei weiterhin Γ0(2) = (N,T,P
0(2)
1 ,...,P
0(2)
n ,S), dann ist ν(L0) = L(Γ0(2),f).
In den Ableitungsbäumen von Γ0(1) und Γ0(2) werden jetzt die Pfade ohne Ter-
minale zu einem Pfad zusammengefaßt.
Sei N00(2) = {(B1,...,Bm−1,A) | B1,...,Bm−1 ∈ N(L,f) ∪ {ε}, A ∈ N(c,f) ∪
N(R,f) ∪ {ε}}. Sei weiterhin P
00(2)
0 = {(ε,...,ε) → (ε,...,ε), (ε,...,ε) → ε},
wobei (ε,...,ε) ein m-dimensionaler Vektor aus leeren Worten ist. Die Pro-
duktionsmenge P
00(2)
i besteht aus den folgenden Produktionen:
1. S → (A1,...,Am), S → A1 ...Am ∈ P
0(2)
i ,
2. (A1,...,Am) → (A1,...,Aj−1,β,Aj+1,...,Am−1,Am), 1 ≤ j ≤ m − 1,
Aj → β ∈ P
0(2)
i , Aj ∈ N(L,f), β ∈ N(L,f) ∪ {ε},
3. (A1,...,Am) → u(A1,...,Am−1,B)v,Am → uBv ∈ P
0(2)
i ,Am ∈ N(c,f) ∪
N(R,f), u,v ∈ (T ∪ {c})∗, B ∈ N(c,f) ∪ N(R,f) ∪ ε.
Sei Γ00(2) = (N00(2),T,P
00(2)
0 ,P
00(2)
1 ,...,P
00(2)
n ,S). Da nur der am weitestenrechts
stehende Pfad eines gültigen Ableitungsbaums von Γ0(2) in Bezug auf den Ab-
leitungsmodus f Terminale erzeugen kann, gibt es genau dann einen gültigen
Ableitungsbaum in Γ00(2) mit Blattfolge u(A1,...,Am)v, wenn es einen gülti-
genAbleitungsbaumin Γ0(2) mit Blattfolge A1 ...Am−1uAmv gibt. Esfolgt, daß
ν(L0) = L(Γ00(2),f) ist, und es sei weiterhin bemerkt, daß Γ00(2) ∈ (CD-1LIN,f)
gilt.
Sei N00(1) = {(A,B1,...,Bm−1) | B1,...,Bm−1 ∈ N(R,f) ∪ {ε}, A ∈ N(c,f) ∪
N(L,f) ∪ {ε}}. Sei weiterhin P
00(1)
0 = {(ε,...,ε) → (ε,...,ε), (ε,...,ε) → ε},
wobei (ε,...,ε) ein m-dimensionaler Vektor von leeren Worten ist. P
00(1)
i be-
steht aus den folgenden Produktionen:
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1. S → A1 ...Am1(A,B1,...Bm2,ε,...,ε), S → A1 ...Am1AB1 ...Bm2,∈
P
0(1)
i ,A ∈ N(c,f), m1 + 1 < m,m1 + m2 + 1 ≤ m,
2. (B1,...,Bm) → (B1,...,Bj−1,β,Bj+1,...,Bm−1,Bm), 2 ≤ j ≤ m,
Bj → β ∈ P
0(1)
i , Bj ∈ N(R,f), β ∈ N(R,f) ∪ {ε},
3. (B1,...,Bm) → u(C,B2 ...,Bm)v,B1 → uCv ∈ P
0(1)
i ,B1 ∈ N(c,f) ∪
N(L,f), u,v ∈ T∗, C ∈ N(c,f) ∪ N(L,f) ∪ ε
4. A → α, A → α ∈ P
0(1)
i A ∈ N(L,f).
Sei Γ00(1) = (N00(1),T,P
00(1)
0 ,P
00(1)
1 ,...,P
00(1)
n ,S). In 1. werden die Startproduk-
tionen in zwei Teile eingeteilt. Die Nichtterminale in N(L,f) bleiben unverän-
dert, und die Nichtterminale in N(c,f) ∪ N(R,f) werden zu einem Nichttermi-
nal zusammengefaßt. Es sei bemerkt, daß in einer Startproduktion höchstens
m − 2 Nichtterminale zu N(L,f) und ein Nichtterminal zu N(c,f) gehören. Da
nur Nichtterminale in N(c,f) oder N(L,f) Terminale erzeugen können, gibt es
einen gültigen Ableitungsbaum von Γ00(1) in Bezug zum Ableitungsmodus f
mit der Blattfolge
v0A1v1A2v2 ...Am1vm1u(A,B1,...,Bm−1)v
genau dann, wenn es einen gültigen Ableitungsbaum von Γ0(1) mit der Blatt-
folge
v0A1v1A2v2 ...Am1vm1uAvB1 ...Bm−1
gibt.Daraus folgt,daßµ(L00) = L(Γ00(1),f). Weiterhinseibemerkt,daßm1+1 <
m in 1. und deshalb Γ00(1) ∈ (CD-(m − 1)LIN,f).
Wir haben gesehen, daß Γ00(1) nur in CD-(m − 1)LIN ist. Daher gibt es ein Wort
w1 ∈ µ(L0) \ µ(L00), und man kann sehen, daß w1cL2 ⊆ L0 und deshalb L2 =
ν(L0). Allerdings ist ν(L0) nur in L(CD-1LIN,f), also in L(LIN). Wir erhalten
einen Widerspruch zu der Voraussetzung, daß L2 ∈ L(2LIN) \ L(LIN) ist.
Korollar 6.1 Sei f ∈ {t,=k,≥ k | k ≥ 2} und m ≥ 2. Weiterhin sei die Sprache
L ⊆ T∗ ∈ L(LIN) \ L(REG) und c 6∈ T, dann gilt
(Lc)2m−2L ∈ L(CD-mLIN,f) \ L(CD-(m − 1)LIN,f).
Beweis: Laut Lemma 2.4 ist LcL in L(2LIN) \ L(LIN). Seien c1,...,cm−1 6∈
(T ∪ {c}) paarweise verschiedene Symbole. Mit Induktion über die Anzahl
der Symbole und dem Ergebnis aus Satz 6.8 kann man zeigen, daß
Lc1LcLc2 ...cLcm−1LcL ∈ L(CD-mLIN,f) \ L(CD-(m − 1)LIN,f).
Als nächstes konstruiert man eine gsm-Abbildung, die die Sprache (Lc)2m−2L
auf die Sprache Lc1LcLc2 ...cLcm−1LcL abbildet. Sie liest die Eingaben und
bildet alle Terminale aus T auf sich selbst ab. Das erste c wird auf c1, das zwei-
te c auf c, das dritte c auf c2 und das vierte c auf c abgebildet und so fort.
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LIN
L(CD-2LIN,f)
···
L(CD-mLIN,f)
L(CD-(m + 1)LIN,f)
···
L(CD-METALIN,f)
L(CD-CF,f)
L(2LIN)
L(3LIN)
···
L((2m − 2)LIN)
L((2m − 1)LIN)
L((2m)LIN)
L((2m + 1)LIN)
···
L(METALIN)
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
T T
Abbildung 6.2: Die generative Mächtigkeit von metalinearen CD Grammatik-
systemen
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Weiterhin gibt es auch eine gsm-Abbildung, die Lc1LcLc2 ...cLcm−1LcL auf
(Lc)2m−2L abbildet. Sie liest die Eingaben und bildet alle Terminale aus T auf
sich selbst ab. Außerdem werden c,c1 ...cm−1 auf c abgebildet.
Da L(CD-mLIN,f) unter gsm-Abbildungen abgeschlossen ist und man beide
betrachteten Sprachen aufeinander abbilden kann, gilt auch, daß (Lc)2m−2L ∈
L(CD-mLIN,f) \ L(CD-(m − 1)LIN,f) ist.
In Abbildung 6.2 kann man sehen, welche Hierarchien von Sprachklassen sich
durch Korollar 6.1 und Lemma 2.6 ergeben.
6.3 Beschreibungskomplexität
Nach dem Abschnitt über die generative Mächtigkeit von metalinearen CD
Grammatiksystemen werden wir jetzt die Beschreibungskomplexität von me-
talinearen CD Grammatiksystemen behandeln. Es stellen sich hier vor allen
Dingen die Fragen danach, wie sich die Größe der Beschreibung einer be-
stimmten Sprachklasse ändert, wenn man von (m + 1)-linearen CD Gramma-
tiksystemen auf m-lineare CD Grammatiksysteme wechselt. Außerdem ist es
nach dem im letzten Abschnitt bewiesenen Lemma über den Zusammenhang
von metalinearen Sprachen und Sprachen, die durch metalineare CD Gram-
matiksysteme erzeugt werden können, interessant zu untersuchen, wie sich
die Größe einer Beschreibung ändert, wenn man von einem m-linearen CD
Grammatiksystem auf eine (2m−1)-lineare kontextfreie Grammatik wechselt.
Wir werden einige Ergebnisse aus dem Abschnitt über generative Mächtigkeit
vonmetalinearen CD Grammatiksystemennutzen,um die ebengestelltenFra-
genzu beantworten.Dazu werdenfürjede Turingmaschine M geeigneteSpra-
chenbasierendaufINV ALC(M)konstruiertunddannnichtrekursiveTradeoffs
bewiesen.
Lemma 6.12 Sei M eine Turingmaschine und c 6∈ alph(INV ALC(M)). Sei wei-
terhin f ∈ {t,=k,≥k | k ≥ 2}, m ≥ 2 und die Sprache L1 deﬁniert mit
L1 = (INV ALC(M)c)2m−2INV ALC(M).
Es gilt
L1 ∈ L(CD-(m − 1)LIN,f) genau dann, wenn T(M) endlich ist.
Beweis: Wenn T(M) endlich ist, dann ist auch V ALC(M) endlich und daher
das Komplement INV ALC(M) regulär. Nach den Abschlußeigenschaftenregu-
lärer Sprachenist (INV ALC(M)c)2m−2INV ALC(M) ebenfalls regulär und daher
auch linear kontextfrei. Alle linear kontextfreien Sprachen sind in der Klasse
L(CD-(m − 1)LIN,f) für m ≥ 2.
Wenn T(M) unendlich ist, ist nach Lemma 2.8 und Lemma 2.10 INV ALC(M)
in L(LIN) \ L(REG). Wenden wir jetzt Korollar 6.1 an, so können wir sehen,
daß L1 ∈ L(CD-mLIN,f) \ L(CD-(m − 1)LIN,f) ist. Insgesamt erhalten wir
das Ergebnis.
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Lemma 6.13 Sei M eine Turingmaschine und c 6∈ alph(INV ALC(M)). Sei wei-
terhin f ∈ {t,= k,≥ k | k ≥ 2}, m ≥ 2 und die Sprache L1 deﬁniert wie in
Lemma 6.12. Es gilt
L1 ∈ L(CD-mLIN,f).
Beweis: Da INV ALC(M) nach Lemma 2.8 eine lineare Sprache ist, folgt der
Satz direkt aus Korollar 6.1.
Lemma 6.14 Sei M eine Turingmaschine und a,b,c 6∈ INV ALC(M). Seien wei-
terhin f ∈ {t,= k,≥ k | k ≥ 2} und m ≥ 2. Die Sprache L2 ist deﬁniert wie
folgt:
L2 = {anINV ALC(M)cINV ALC(M)bn | n ≥ 1}.
Es gilt
L2 ∈ L(CD-mLIN,f).
Beweis: Sei G = (N,T,P,S) eine linear kontextfreie Grammatik mit L(G) =
INV ALC(M). Seien A,A0,B,B0,SΓ 6∈ N. Wir betrachten jetzt das CD Gramma-
tiksystem
Γ = ({SΓ,A,A0,B,N(i) | 1 ≤ i ≤ 2},T,P1,...,P5,SΓ)
mit
P1 = {C(1) → α(1),| C → α ∈ P} ∪
{C(2) → α(2),| C → α ∈ P},
P2 = {SΓ → A0B,A0 → Ac},
P3 = {A → aA0,B → B0b},
P4 = {A0 → A,B0 → B},
P5 = {A0 → S(1),B0 → S(2)}.
Die Homomorphismen(1) und(2)sinddabeiwieimzweitenKapiteldeﬁniert.
Γ arbeitet im t-Ableitungsmodus. Die Ableitungen von Γ müssen mit P2 star-
ten und nach Anwendung beider Produktionen eine Satzform AcB erreichen.
Danach muß die Komponente P3 angewendet werden, die genau ein a und
ein b erzeugt. Insgesamt erhalten wir aA0cB0b. Als nächstes können beliebig
oft im Wechsel P4 und P3 angewendet werden. Die Komponente P5 schließt
dann die Erzeugung einer gleichen Anzahl von Symbolen a und b ab. Nach
der Anwendung von P5 haben wir eine Satzform anS(1)cS(2)bn und können
nun nur noch die Komponente P1 anwenden. P1 enthält zwei Kopien von G,
die von den Nichtterminalen her disjunkt sind. Nach den Regeln des t-Modus
muß jetzt mit der Komponente P1 an jedem der Nichtterminale S(1) und S(2)
ein Wort aus INV ALC(M) erzeugt werden, bevor die Ableitung beendet ist.
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Eine Ableitung in Γ sieht also wie folgt aus:
S
t =⇒P2 AcB
t =⇒P3 aA0cB0b(
t =⇒P4 ...
t =⇒P3 ...)n−1anA0cB0bn
t =⇒P5 anS(1)cS(2)bn t =⇒P1 anxcybn,
wobei x,y ∈ INV ALC(M) und n ≥ 1. Da Γ im t-Modus keine anders geformten
Wörter erzeugen kann, ist L2 = L(Γ,t).
Alle Produktionen außer der Startproduktion sind linear, und die Startpro-
duktion enthält zwei Nichtterminale. Also ist Γ ein 2-lineares CD Grammatik-
system. Nach Satz 6.3 können wir auch für jeden anderen Ableitungsmodus
f ∈ {t,=k ≥ k | k ≥ 2} ein 2-lineares CD Grammatiksystem ﬁnden, das L2 im
Modus f erzeugt. Damit gilt L2 ∈ L(CD-mLIN,f) für f ∈ {t,=k,≥ k | k ≥ 2}
und m ≥ 2.
Lemma 6.15 [Mal] Sei M eine Turingmaschine und seien a,b,c Symbole, die
nicht in alph(INV ALC(M)) sind. Sei weiterhin die Sprache L2 deﬁniert wie in
Lemma 6.14. Es gilt für alle m ≥ 1
L2 ∈ L(mLIN) genau dann, wenn T(M) endlich ist.
Wir können jetzt die aus INV ALC(M) für jede Turingmaschine M konstruier-
ten Sprachen benutzen und die im Kapitel 2 vorgestellte Technik von Hartma-
nis aus [Har79] nutzen, um nichtrekursive Tradeoffs zu beweisen.
Satz 6.9 Sei f ∈ {t,=k,≥ k | k ≥ 2} und m ≥ 2, dann gilt
(CD-(m − 1)LIN,f)
nonrec ←− (CD-mLIN,f).
Beweis: Wir können für jede Turingmaschine M eine Sprache L1, die deﬁ-
niert ist wie in Lemma 6.12, effektiv konstruieren. Aus Lemma 6.13 wissen
wir, daß L1 ∈ L(CD-mLIN,f) ist.
Weiterhin ist nach Lemma 6.12 L1 ∈ L(CD-(m − 1)LIN,f) genau dann, wenn
T(M) endlich ist. Jetzt können wir Satz 2.7 anwenden und erhalten den nicht-
rekursiven Tradeoff.
Satz 6.10 Sei f ∈ {t,=k,≥ k | k ≥ 2} und m ≥ 2, dann gilt
(2m − 1)LIN
nonrec ←− (CD-mLIN,f).
Beweis: Wir könnenfür jede Turingmaschine M die in Lemma 6.14 deﬁnierte
Sprache L2 effektiv konstruieren. Nach Lemma 6.14 gilt L2 ∈ L(CD-mLIN,f)
für alle m ≥ 2.
Außerdem ist in Lemma 6.15 gezeigt, daß L2 ∈ L((2m − 1)LIN) genau dann
gilt, wenn T(M) endlich ist. Mit Satz 2.7 erhalten wir dann den nichtrekursi-
ven Tradeoff.
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Im Beweis von Satz 7.4 wird gezeigt, daß ein nichtrekursiver Tradeoff zwi-
schen metalinearen CD Grammatiksystemen und Grammatiksystemen von
endlichem Index existiert. Dieser Tradeoff gilt dann natürlich auch zwischen
metalinearen CD Grammatiksystemen und kontextfreien CD Grammatiksy-
stemen. Wir erhalten also den folgenden Satz.
Satz 6.11 Sei f ∈ {t,=k,≥ k | k ≥ 2}, dann gilt
(CD-METALIN,f)
nonrec ←− (CD-CF,f).
Insgesamt erhalten wir bei allen Inklusionen zwischen Sprachklassen, die im
zweiten Abschnitt dieses Kapitels bewiesen wurden, nichtrekursive Tradeoffs.
Sie werden in Abbildung 6.3 nochmal zusammengefaßt. Aus den Sprachen,
LIN
(CD-2LIN,f)
···
(CD-mLIN,f)
(CD-(m + 1)LIN,f)
···
(CD-METALIN,f)
2LIN
3LIN
···
(2m − 2)LIN
(2m − 1)LIN
(2m)LIN
(2m + 1)LIN
···
METALIN
(CD-CF,f)
Abbildung 6.3: Nichtrekursive Tradeoffs bei metalinearen CD Grammatiksy-
stemen und metalinearen kontextfreien Grammatiken
die wir für die Beweise der nichtrekursiven Tradeoffs benutzt haben, ergeben
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sich auch Ergebnisse über die Entscheidbarkeit einiger Fragen im Zusammen-
hang mit metalinearen CD Grammatiksystemen.
Korollar 6.2 Sei f ∈ {t,=k,≥k | k ≥ 2}, dann ist es unentscheidbar, ob
1. eine Sprache L ∈ L(CD-mLIN,f) auch in L(CD-(m − 1)LIN,f) ist,
2. eine Sprache L ∈ L(CD-mLIN,f) auch in L((2m − 2)LIN) ist,
3. eine Sprache L ∈ L(CD-CF,f) auch in L(CD-METALIN,f) ist.
Beweis: 1. Aus Lemma 6.12 und Lemma 6.13 kennen wir eine Sprache, die
man für jede Turingmaschine M konstruieren kann. Diese Sprache ist in der
Klasse L(CD-mLIN,f) und genau dann in L(CD-(m − 1)LIN,f), wenn T(M)
endlich ist. Könnte man also entscheiden, ob eine Sprache aus L(CD-mLIN,f)
in L(CD-(m − 1)LIN,f) ist, so könnte man entscheiden, ob T(M) endlich ist.
Das ist ein Widerspruch zu Satz 2.5.
2. Aus Lemma 6.14 und Lemma 6.15 kennen wir eine Sprache, die man für je-
de Turingmaschine M konstruieren kann. Diese Sprache ist in L(CD-mLIN,f)
und genau dann in L((2m − 1)LIN), wenn T(M) endlich ist. Das Ergebnis er-
hält man mit den gleichen Argumenten wie in 1.
3. Aus Lemma 7.4 kennen wir eine Sprache, die man für jede Turingmaschine
M konstruierenkann. Diese Sprache ist in L(CD-CF,f) und genaudann in der
Klasse L(CD-METALIN,f), wenn T(M) endlich ist. Das Ergebnis erhält man
mit den gleichen Argumenten wie in 1.
6.4 Zusammenfassung
Nach kontextfreien und hybriden CD Grammatiksystemen haben wir in die-
sem Kapitel metalineare CD Grammatiksysteme genau untersucht. Im Ab-
schnitt über die generative Mächtigkeit haben wir gesehen,daß bei m-linearen
CD Grammatiksystemen alle starken Ableitungsmodi f ∈ {t,=k,≥ k | k ≥ 2}
die gleiche Sprachklasse erzeugen. Diese Klasse fällt auch mit der Klasse der
von m-linearen ET0L Systemen und m-linearen Matrixgrammatiken generier-
ten Sprachen zusammen. Weiterhin existiert eine unendliche Hierarchie von
Sprachklassen über der Breite m von metalinearen CD Grammatiksystemen.
Außerdem konnten wir für die betrachteten Sprachklassen Pumpinglemmata
zeigen und durch die Abschlußeigenschaften sehen, daß L(CD-mLIN,f) ei-
ne volle semi-AFL ist. Ein weiteres Lemma über die Fähigkeit von m-linearen
CD Grammatiksystemen, (2m−1)-lineare kontextfreie Sprachen zu erzeugen,
wurde am Ende des Abschnitts über die generative Mächtigkeit bewiesen.
Im Abschnitt über die Beschreibungskomplexität haben wir untersucht, wie
sich die Größe eines metalinearen CD Grammatiksystems ändert, wenn man
eine Sprachklasse mit m-linearen bzw. (m − 1)-linearen CD Grammatiksy-
stemen beschreibt. Als Ergebnis erhielten wir einen nichtrekursiven Tradeoff.
Einen weiteren nichtrekursiven Tradeoff konnten wir zeigen, wenn man eine
Sprachklasse mit m-linearen CD Grammatiksystemen bzw. (2m − 1)-linearen
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kontextfreien Grammatiken beschreibt. Zuletzt konnten wir auch einen nicht-
rekursiven Tradeoff zwischen kontextfreien CD Grammatiksystemen und me-
talinearen CD Grammatiksystemen nachweisen. Alle die Beschreibungskom-
plexität von metalinearen CD Grammatiksystemen betreffenden Ergebnisse
sind in Abbildung 6.3 zusammengefaßt. Darüber hinaus wurde gezeigt, daß
die Frage, ob eine Sprache aus der stärkeren Sprachklasse auch in der schwä-
cheren Sprachklasse enthalten ist, bei den Klassen, zwischen denen wir nicht-
rekursive Tradeoffs erhalten haben, nicht entscheidbar ist.
Im Gegensatz zu kontextfreien und hybriden CD Grammatiksystemen konn-
tenwirfür die Klasse dermetalinearen CD Grammatiksystemefast alle Fragen
dergenerativenMächtigkeit beantwortenund haben auch ausführliche Ergeb-
nisse in der Beschreibungskomplexität erhalten. Wir wollen im nächsten Kapi-
tel versuchen, auch für größere Klassen von CD Grammatiksystemen ähnlich
gute Ergebnisse zu erzielen.
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Im letzten Kapitel haben wir uns ausführlich mit metalinearen CD Gramma-
tiksystemen beschäftigt. Durch die relativ starke Einschränkung in der Form
der Produktionen ist eine Klasse von Grammatiksystemen entstanden, für die
wir sowohl auf dem Gebiet der generativen Mächtigkeit als auch auf dem Ge-
biet der Beschreibungskomplexität gute Ergebnisse erzielen konnten.
Als nächstes stellt sich die Frage, ob wir auch für Klassen von CD Gramma-
tiksystemen mit einer größeren generativen Mächtigkeit ähnlich gute Aussa-
gen machen können. Wir wenden uns deshalb einer anderen Klasse von CD
Grammatiksystemen zu, die mächtiger, aber trotzdem von der Handhabung
her ähnlich einfach wie die Klasse der metalinearen CD Grammatiksysteme
ist.
Wenn wir kontextfreie CD Grammatiksysteme so einschränken, daß es min-
destens eine Ableitung für jedes in der erzeugten Sprache enthaltene Wort w
geben muß, deren Satzformen höchstens m Nichtterminale enthalten, erhalten
wir die Klasse der CD Grammatiksysteme vom Index m, die wir in diesem
Kapitel untersuchen. Nach den nötigen Deﬁnitionen und einem Beispiel fas-
sen wir die Ergebnisse über die generative Mächtigkeit zusammen. Im wich-
tigsten Teil dieses Kapitels werden dann mehrere Resultate aus der Beschrei-
bungskomplexität bewiesen.
Die Ergebnisse über die generative Mächtigkeit sind hauptsächlich aus [DP90]
und [CVDKP94]. Einige Ergänzungen ﬁndensich in [Sun05a]. Außerdemwer-
dendortalle ResultateausderBeschreibungskomplexitätvonCDGrammatik-
systemen von endlichem Index bewiesen.
7.1 Deﬁnitionen und Beispiel
Deﬁnition 7.1 Sei Γ = (N,T,P1,...Pn,S) ein CD Grammatiksystem und f ∈
{∗,t,=k,≥k,≤k | k ≥ 1} ein Ableitungsmodus. Für die Ableitung
D : S = α0
f
z }| {
⇒Pi1 α1 ⇒ Pi1α2 ⇒Pi1 ...
f
z }| {
⇒Pip αm−2 ⇒Pip αm−1 ⇒Pip αm,
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mit m,p ≥ 0 und i1,...,ip ∈ {1,...,n} in Γ nach Ableitungsmodus f ist
Ind(D,f) = max{|αj|N | 1 ≤ j ≤ m}.
Sei D(α,Γ,f) die Menge aller Ableitungen von α in Γ mit Ableitungsmodus
f. Für eine Satzform α von Γ, die im Ableitungsmodus f erreicht wurde, deﬁ-
nieren wir den Index mit
Ind(α,f) = min{Ind(D,f) | D ∈ D(α,Γ,f)}.
Der Index von Γ im Ableitungsmodus f ist
Ind(Γ,f) = sup{Ind(w,f) | w ∈ L(Γ,f)}.
Die KlassederCDGrammatiksysteme,dieimAbleitungsmodusf einenendli-
chem Index haben, wird mit (CD-FIN,f) bezeichnet, die Klasse der CD Gram-
matiksysteme mit Index m im Ableitungsmodus f mit (CD-mFIN,f) . Die ent-
sprechenden Sprachklassen nennen wir L(CD-FIN,f) und L(CD-mFIN,f).
Beispiel 7.1 Sei L = {anbn | n ≥ 1}∗. Das CD Grammatiksystem
Γ1 = ({S,A,B},{a,b},P1,P2,S),
P1 = {S → AB,S → S,S → ε},
P2 = {A → aAb,A → A,A → ab,B → S}
erzeugt L im t-Modus. Eine Ableitung in Γ1 sieht beispielsweise wie folgt aus:
S
t =⇒P1 AB
t z }| {
(=⇒P2 ...)n1an1bn1B =⇒P2 an1bn1S
t =⇒P1 an1bn1AB
t z }| {
(=⇒P2 ...)n2an1bn1an2bn2B =⇒P2 an1bn1an2bn2S
t =⇒P1 an1bn1an2bn2.
Zuerst wird S mit P1 durch AB ersetzt. Danach wird die Komponente P2 be-
nutzt. Im t-Modus muß sie B durch S ersetzen und A durch an1bn1, wobei
n1 ≥ 1. Im nächsten Schritt wird wieder P1 aktiv und ersetzt S durch AB. In
unserer Beispielableitung wird nach dem nochmaligen Gebrauch von P2 die
Ableitung beendet. Es ist allerdings möglich, auf ähnliche Weise beliebig viele
konkatenierte Paare anbn mit n ≥ 1 zu erzeugen. Man kann sehen, daß ins-
gesamt in allen Satzformen im t-Ableitungsmodus nur zwei Nichtterminale
vorhanden sind. Daher ist Ind(Γ,t) = 2 und L(Γ,t) = L.
Das gleiche CD Grammatiksystem kann auch im (= 2)-Modus benutzt wer-
den und erzeugt die gleiche Sprache wie im t-Modus. Hier können zwar auch
Satzformen mit mehr als zwei Nichtterminalen vorkommen. Allerdings ist der
Index über die Ableitung mit der minimalen Anzahl von Nichtterminalen de-
ﬁniert. Es gilt deshalb auch Ind(Γ,=2) = 2.
1207.2 Generative Mächtigkeit
7.2 Generative Mächtigkeit
In diesem Abschnitt werden wir die schon bekannten Ergebnisse über die ge-
nerative Mächtigkeit von CD Grammatiksystemen von endlichem Index aus
[DP90] und [CVDKP94] zusammenfassen. Diese Ergebnisse werden ergänzt,
wenn in den ursprünglichen Konstruktionen der Index der Grammatiksyste-
me nicht beibehalten wurde.
Wie bei metalinearen CD Grammatiksysteme gilt auch hier, daß die Ablei-
tungsmodi t, (= k) und (≥ k) für k ≥ 2 äquivalent sind. Außerdem fällt
die Klasse der erzeugten Sprachen mit der Klasse zusammen, die von ET0L-
Systemenund Matrixgrammatiken vom Indexm erzeugt wird. Es könnenalso
die Ergebnisse über Matrixgrammatiken von endlichem Indexaus [DP89] und
ET0L-Systemevon endlichem Indexaus [RV78b] und [RV78a] übertragenwer-
den.
Lemma 7.1 Sei f ∈ {∗,= 1,≥ 1,≤ k | k ≥ 1}. Es gilt
L(mFIN) = L(CD-mFIN,f)
für m ≥ 1.
Beweis: Wennwirdie BeweisefürSatz 4.1auf kontextfreieGrammatiken von
endlichem Index bzw. CD Grammatiksysteme von endlichem Index anwen-
den, wird der Index nicht verändert. Wir erhalten die obige Aussage.
Lemma 7.2 Sei f ∈ {∗,t,≤ k,= k,≥ k | k ≥ 1}. Es gilt
L(LIN) = L(CD-1FIN,f).
Beweis: Sei L eine Sprache in L(LIN) und G = (N,T,P,S) eine linear kon-
textfreie Grammatik mit L(G) = L, dann gibt es ein CD Grammatiksystem
Γ = (N,T,P0,S) mit nur einer Komponente P0 = P ∪ {A → A | A ∈ N}, die
aus den Produktionen der linear kontextfreien Grammatik G und den Ketten-
produktionen A → A besteht. Γ erzeugt L in jedem beliebigen Ableitungsmo-
dus f. Außerdem besteht P0 nur aus linearen Produktionen und deshalb ist
Ind(Γ,f) = 1.
Seijetzt Γ ∈ L(CD-1FIN,f)und L = L(Γ,f). Zuerstkönnenwirdas CD Gram-
matiksystem Γ = (N,T,P1,...,Pn,S) in ein lineares CD Grammatiksystem
Γ0 = (N ∪ {F},T,P0
1,...,P0
n,S)
umwandeln. Dabei ist F 6∈ N ∪ T ein neues Nichtterminal und für 1 ≤ i ≤ n
die Komponente
P0
i = {A → α | A → α ∈ Pi,A ∈ N,α ∈ T∗N≤1T∗} ∪
{B → F | B → β ∈ Pi,B ∈ N,β ∈ (N ∪ T)∗N(N ∪ T)∗N(N ∪ T)∗}.
Alle Ableitungen von Γ0, die ein Wort w ∈ T∗ erzeugen, bestehen nur aus den
linearen Produktionen von Γ. Es gilt also L(Γ0,f) ⊆ L(Γ,f) Da laut Deﬁnition
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des Index eines CD Grammatiksystems jedes Wort in L eine Ableitung in Γ
hat, in deren Satzformen höchstens ein Nichtterminal vorkommt, können alle
Wörter w ∈ L auch von Γ0 erzeugt werden. Es ist also L(Γ,f) ⊆ L(Γ0,f).
Satz 6.1 sagt aus, daß jedes lineare CD Grammatiksystem eine linear kontext-
freie Sprache erzeugt.
Lemma 7.3 Sei d ∈ {= k,≥ k | k ≥ 2}. Es gilt
L(CD-mFIN,t) = L(ET0L-mFIN)
= L(MAT-mFIN) = L(CD-mFIN,d)
für alle m ≥ 1.
Beweis: Wir können die Konstruktionen in den Beweisen für Satz 4.2 und
Satz 4.3 auf den Fall des Index m übertragen, ohne den Index zu ändern, und
haben damit L(CD-mFIN,t) = L(ET0L-mFIN) und auch L(CD-mFIN,d) ⊆
L(MAT-mFIN). In [CVDKP94] wird gezeigt, daß L(MAT-FIN) ⊆ L(CD-FIN,d)
gilt. Da auch bei dieser Konstruktion der Index erhalten wird, ergibt sich die
Inklusion L(MAT-mFIN) ⊆ L(CD-mFIN,d). Darüber hinaus wird die Äquiva-
lenz L(ET0L-mFIN) = L(MAT-mFIN) in [RV78b] bewiesen. Insgesamterhalten
wir den obigen Satz.
Lemma 7.4 Sei f ∈ {t,= k,≥ k | k ≥ 2} und m ≥ 2, dann ist
L(CD-mLIN,f) ⊂ L(CD-mFIN,f).
Beweis: Die Inklusion gilt, da jedes m-lineare CD Grammatiksystem den In-
dex m hat. Aus Beispiel 7.1 wissen wir, daß die Sprache L = {anbn | n ≥ 1}∗ ∈
L(CD-mFIN,t) für m ≥ 2. Wegen Lemma 7.3 ist L ∈ L(CD-mFIN,f). Es wird
aber in Satz 6.4 gezeigt, daß L 6∈ L(CD-mLIN,f) für m ≥ 2. Zusammen ergibt
sich die echte Inklusion.
Das folgende Pumpinglemma wird in [DP89] für Matrixgrammatiken vom In-
dex m bewiesen und gilt daher auch für CD Grammatiksysteme vom Index
m.
Lemma 7.5 Fürjedeunendliche SpracheL ∈ L(CD-mFIN,f)gibteseineKon-
stante p ≥ 0, so daß alle z ∈ L mit |z| > p geschrieben werden können als
z = u1v1w1x1u2v2w2x2 ...unvnwnxnun+1
mit n ≤ m, |v1x1v2x2 ...vkxk| > 0 und
u1vi
1w1xi
1u2vi
2w2xi
2 ...unvi
nwnxi
nun+1 ∈ L
für alle i ≥ 0.
Mit Hilfe des das Pumpinglemmas kann man zeigen, daß durch den Index
eine unendliche Hierarchie von Sprachklassen entsteht.
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Lemma 7.6 [CVDKP94] Sei f ∈ {t,= k,≥ k | k ≥ 2}, dann ist
L(CD-mFIN,f) ⊂ L(CD-(m+1)FIN,f)
für alle m ≥ 1.
Einige weitere Ergebnisse, die für Matrixgrammatiken von endlichem Index
und damit auch für CD Grammatiksysteme von endlichem Index gelten, wer-
den wir im folgenden auch benutzen.
Lemma 7.7 [DP89] Es gibt einen Algorithmus, der für ein CD Grammatiksy-
stem Γ = (N,T,P1,...,Pn,S) ∈ CD-mFIN und einen String w ∈ T∗ bestimmt,
ob w ∈ L(Γ,f).
Unter anderem sind folgende Abschlußeigenschaften bekannt.
Satz 7.1 [DP89] Seien f ∈ {t,= k,≥ k | k ≥ 2} und m ≥ 1, dann ist die
Sprachklasse L(CD-mFIN,f) unter den Operationen
1. Vereinigung
2. Homomorphismus
3. Schnitt mit regulären Mengen
4. inversem Homomorphismus
abgeschlossen und unter den Operationen
1. Konkatenation
2. Kleenescher Hülle
3. Schnitt
4. Komplement
nicht abgeschlossen.
Insgesamt ergibt sich für die besprochenen Sprachklassen, die von CD Gram-
matiksystemen von endlichem Index und von metalinearen CD Grammatik-
systemen erzeugt werden, die in Abbildung 7.1 dargestellte Hierarchie.
In [DP89] wird gezeigt, daß es auch kontextfreie Sprachen gibt, die nicht in
L(CD-mFIN,f) für f ∈ {t,= k,≥ k | k ≥ 2} und m ≥ 1 enthalten sind. Diese
Sprachen werden in [ER77] genauer untersucht. Es handelt sich dabei um die
„binary bracketed“ Sprachen, die unter anderem die Dyck-Sprache enthalten.
7.3 Beschreibungskomplexität
Wenn wir jetzt CD Grammatiksysteme von endliche Index betrachten, stellen
sich hinsichtlich der Beschreibungskomplexität mehrere Fragen. Es gibt Spra-
chen, die wir mit einem CD Grammatiksystem vom Index m und auch mit ei-
nem CD Grammatiksystemvom Indexm−1darstellenkönnen.Wie verändert
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L(LIN)
L(CD-2FIN,f)
···
L(CD-mFIN,f)
L(CD-(m + 1)FIN,f)
···
L(CD-FIN,f)
L(CD-CF,f)
L(CD-2LIN,f)
···
L(CD-mLIN,f)
L(CD-(m + 1)LIN,f)
···
L(CD-METALIN,f)
T T
T T
T T
T T
T T
T T
T T
T
T
T
T
Abbildung 7.1: Die generative Mächtigkeit von CD Grammatiksystemen von
endlichem Index
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sich die Größe der Beschreibung, wenn wir vom stärkeren zum schwächeren
Beschreibungssystemwechseln? Weiterhingibt es Sprachen, die mit einem CD
Grammatiksystem vom Indexm und einem m-linearen CD Grammatiksystem
dargestellt werden können. Wie verändert sich die Größe der Beschreibung,
wenn wir vom stärkeren zum schwächeren Beschreibungssystem wechseln?
Mit diesen Fragen werden wir uns in diesem Abschnitt beschäftigen.
Zuerst werden zwischen CD Grammatiksystemen vom Index m und vom In-
dex m − 1 nichtrekursive Tradeoffs bewiesen. Außerdem erhalten wir auch
für m-lineare CD Grammatiksysteme und CD Grammatiksysteme vom Index
m nichtrekursive Tradeoffs. Dazu müssen einige Eigenschaften von Sprachen
gezeigt werden, die in geeigneterWeise aus INV ALC(M) für eine beliebige Tu-
ringmaschine M konstruiert werden.
Lemma 7.8 Für jede Turingmaschine M und ein c 6∈ alph(INV ALC(M)) sei
L1 = (INV ALC(M)c)2mINV ALC(M).
Für alle m ≥ 2 und f ∈ {t,= k,≥ k | k ≥ 2} gilt
L1 ∈ L(CD-mFIN,f).
Beweis: Sei G = (N,T,P,S) eine linear kontextfreie Grammatik und gelte
L(G) = INV ALC(M). Weiterhin seien S0,B[2],...,B[2m] 6∈ N. Wir werden jetzt
das CD Grammatiksystem Γ1 vom Index 2 konstruieren, das L1 im t-Modus
erzeugt. Dabei sind die Homomorphismen (i) : N ∪ T → N(i) ∪ T mit 1 ≤ i ≤
2m + 1 deﬁniert wie in Kapitel 2 beschrieben.
Γ1 wird wie folgt konstruiert:
Γ1 = (N(1) ∪ ... ∪ N(2m+1) ∪ {B[2],...,B[2m],S0},
T,P1,...,P4m,S0),
und die Komponenten setzen sich wie folgt zusammen:
P1 = {S0 → S(1)cB[2]},
P2 = {A(1) → α(1) | A → α ∈ P},
P3 = {B[2] → S(2)cB[3]},
P4 = {A(2) → α(2) | A → α ∈ P},
...
P4m−1 = {B[2m] → S(2m)cS(2m+1)},
P4m = {A(2m) → α(2m) | A → α ∈ P},
P4m+1 = {A(2m+1) → α(2m+1) | A → α ∈ P}.
Im t-Modus benutzt Γ1 zuerst P1 um die Nichtterminale S(1) und B[2] zu er-
zeugen. Danach wird P2 zur aktiven Komponente. Sie muß benutzt werden,
bis S(1) durch einenTerminalstring ersetzt ist. Da die ProduktionenA → α aus
125Kapitel 7 CD Grammatiksysteme von endlichem Index
der linearen Grammatik G stammen, sind bei jedem dieser Ableitungsschritte
höchstens zwei Nichtterminale in der Satzform vorhanden. Danach wird P3
benutzt. P3 und P4 arbeiten genauso wie P1 und P2 und so fort. Die letzten
beiden Teilstrings im entstehenden Wort werden von P4m und P4m+1 erzeugt.
Insgesamt sieht eine Ableitung in Γ2 wie folgt aus:
S0 t =⇒P1 S(1)cB[2] t =⇒P2 w1cB[2] t =⇒P3 w1cS(2)cB[3] t =⇒P4 w1cw2cB[3]
t =⇒P5 ...
t =⇒P4m−2 w1cw2c...cw2m−1cB[2m]
t =⇒P4m−1 w1cw2c...cw2m−1cS(2m)cS(2m+1)
t =⇒P4m w1cw2c...cw2m−1cw2mcS(2m+1)
t =⇒P4m+1 w1cw2c...cw2m−1cw2mcw2m+1,
wobei w1,w2,...,w2m+1 ∈ L(G) = INV ALC(M).
Insgesamtsind in denSatzformen derAbleitung immer höchstenszwei Nicht-
terminale vorhanden. Es gilt also nicht nur L(Γ1,t) = L1, sondern es ist auch
Ind(Γ1,t) = 2. Aus Lemma 7.3 wissen wir, daß es auch für die übrigen Ablei-
tungsmodi ein CD Grammatiksystem vom Index m gibt, das L1 erzeugt.
Mit dem eben gezeigten Lemma und einem Ergebnis aus dem vorigen Kapitel
werden wir später die nichtrekursiven Tradeoffs zwischen CD Grammatiksy-
stemen vom Index m und m-linearen CD Grammatiksystemen zeigen.
Die folgenden Lemmata beinhalten wieder die Eigenschaften einer für jede
Turingmaschine M aus INV ALC(M) geeignet konstruierten Sprache.
Lemma 7.9 Sei M eine Turingmaschine und seien h0 : alph(INV ALC(M)) →
alph(INV ALC(M))0 und h00 : alph(INV ALC(M)) → alph(INV ALC(M))00 zwei
Homomorphismen mit h0(c) = c0 und h00(c) = c00 für c ∈ alph(INV ALC(M)).
Wenn T(M) unendlich ist, dann gilt
L0 = {yz | y ∈ h0(INV ALC(M),z ∈ h00(INV ALC(M))} ∈ L(2LIN) \L(LIN).
Beweis: Wenn T(M) unendlich ist, dann ist nach den Lemmata 2.8 und 2.10
INV ALC(M) ∈ L(LIN) \ L(REG). Durch die Abschlußeigenschaften von li-
nearen Sprachen sind damit auch h0(INV ALC(M)) und h00(INV ALC(M)) in der
Klasse L(LIN) \ L(REG). Eine 2-lineare Grammatik für L0 läßt sich leicht aus
Grammatiken für INV ALC(M) konstruieren.
Sei jetzt c 6∈ alph(INV ALC(M)). Aus Lemma 2.6 wissen wir, daß L00 = {ycz |
y ∈ h0(INV ALC(M)),z ∈ h00(INV ALC(M))} in L(2LIN) \ L(LIN) ist. Man kann
aber eine gsm-Abbildung σ konstruieren, für die σ(L0) = L00 gilt. Dabei liest σ
erstalle Symbole aus h0(INV ALC(M)) undgibt sieunverändertaus.Sobald das
erste Symbol aus h00(INV ALC(M)) gelesen wird, gibt σ ein c gefolgt von dem
gelesenen Symbol aus. Danach werden alle Symbole aus h00(INV ALC(M)) ge-
lesen und unverändert ausgegeben. Mit der endlichen Kontrolle stellt σ fest,
wann das erste Symbol aus h00(INV ALC(M)) gelesen wird. Wenn jetzt L0 ei-
ne lineare Sprache wäre, dann wäre auch L00 linear, da lineare Sprachen nach
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Lemma 2.9 unter gsm-Abbildungen abgeschlossensind. Das widerspricht den
vorherigen Bemerkungen, und somit ist L0 ∈ L(2LIN) \ L(LIN).
Lemma 7.10 Sei M eine Turingmaschine und a und b zwei Symbole mit a,b 6∈
alph(INV ALC(M)). Seien dann h0 und h00 zwei Homomorphismen mit h0(c) =
c0 und h00(c) = c00 für c ∈ alph(INV ALC(M)). Die Sprache L2 ist wie folgt deﬁ-
niert:
L2 = {(anxbn)m−1anxRxyzbn | n ≥ 1,
x ∈ INV ALC(M),y ∈ h0(INV ALC(M)),z ∈ h00(INV ALC(M))}.
Für jeden Ableitungsmodus f ∈ {t,= k,≥ k | k ≥ 2} und m ≥ 2 gilt
L2 ∈ L(CD-mFIN,f) genau dann, wenn T(M) endlich ist.
Beweis: Wenn T(M) endlich ist, dann ist nach Lemma 2.10 INV ALC(M) re-
gulär. Es gibt also eine linkslineare Grammatik
GR = (NR,T,PR,SR) mit L(GR) = INV ALC(M),
T = alph(INV ALC(M)).
Wir können dann für
L0
2 = {xRxyz | x ∈ INV ALC(M),y ∈ h0(INV ALC(M)),
z ∈ h00(INV ALC(M))}
aus GR eine lineare Grammatik
G3 = (N3,T3,P3,S
(2)
R ) mit L(G3) = L0
2
konstruieren. Dabei ist T3 = T ∪h0(T)∪h00(T) und N3 = NR ∪N
(1)
R ∪N
(2)
R Die
Produktionsmenge P3 setzt sich wie folgt zusammen:
P3 = {A(2) → B(2)h00(u) | A,B ∈ NR, u ∈ T, A → Bu ∈ PR} ∪ (7.1)
{A(2) → S
(1)
R h00(u) | A ∈ NR, u ∈ T, A → u ∈ PR} ∪ (7.2)
{A(1) → B(1)h0(u) | A,B ∈ NR, u ∈ T, A → Bu ∈ PR} ∪ (7.3)
{A(1) → SRh0(u) | A ∈ NR, u ∈ T, A → u ∈ PR} ∪ (7.4)
{A → uRBu | A,B ∈ NR, u ∈ T, A → Bu ∈ PR} ∪ (7.5)
{A → uRu | A ∈ NR, u ∈ T, A → u ∈ PR} (7.6)
Eine Ableitung in G3 beginnt mit S
(2)
R . Mit Produktionen aus (7.1) und einer
abschließenden Produktion aus (7.2) wird der String z ∈ h00(INV ALC(M)) er-
zeugt. Da die verwendeten Produktionen sich nur durch die Markierung 00
an den Terminalen und die Markierung (2) an den Nichtterminalen von de-
nen aus GR unterscheiden, sind sie linkslinear. Es ist also möglich, bei der
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abschließenden Produktion, die auf der rechten Seite nur Terminale hat, das
Startsymbol für die Erzeugung des Strings y ∈ h0(INV ALC(M)) anzuhängen.
Die dazu benötigten Produktionen ﬁnden sich in (7.3) und die abschließende
Produktion für y in (7.4). Auch diese Produktionen sind linkslinear, und es ist
möglich, an die abschließende Produktion das Startsymbol für die Erzeugung
von xRx,x ∈ INV ALC(M) anzuhängen. Bei der Erzeugung von xRx werden
wieder die Produktionen aus PR verwendet. Die in diesen Produktionen vor-
handenen Nichtterminale sind aber gespiegelt nochmal an das linke Ende der
rechten Seite der jeweiligen Produktion angefügt. Auf diese Weise wird mit
(7.5) und (7.6) nicht x, sondern xRx erzeugt. Insgesamt haben alle Ableitun-
gen die folgende Form:
S
(2)
R ⇒∗ S
(1)
R z ⇒∗ SRyz ⇒∗ xRxyz.
Durch die Markierungen der Nichtterminale können keine Produktionen von
(7.1) und (7.2) mit solchen aus (7.3) und (7.4) oder (7.5) und (7.6) vermischt
werden. Außerdem besteht die erzeugte Grammatik nur aus linearen Produk-
tionen. Die Sprache L0
2 ist also linear.
Wir können jetzt aus der linkslinearen Grammatik GR ein CD Grammatiksy-
stem Γ2, das L2 erzeugt, konstruieren. Ein Teil dieses CD Grammatiksystems
arbeitet dabei wie G3. Es sind S,C,C0,D,D0,E 6∈ NR für 1 ≤ i ≤ p, und es gilt
PR = {p1,...,pp}. Weiterhin ist
Γ2 = {{S0,C,C0,D,D0,E} ∪ NR ∪ N0
R ∪ N
(1)
R ∪ N
(2)
R ∪ N
(3)
R ∪ N
(4)
R ,{a,b},
P1,P2,P3,P4,P5,P6,Q1,...,Qp,S}
P1 = {S → Cm−1D},
P2 = {C → aC0b,D → aD0b},
P3 = {C0 → C,D0 → D},
P4 = {C0 → S
(3)
R ,D0 → S
(2)
R },
P5 = {A(2) → B(2)h00(u) | A,B ∈ NR,u ∈ T,A → Bu ∈ PR} ∪
{A(2) → S
(1)
R h00(u) | A ∈ NR,u ∈ T,A → u ∈ PR} ∪
{A(1) → B(1)h0(u) | A,B ∈ NR,u ∈ T,A → Bu ∈ PR} ∪
{A(1) → SRh0(u) | A ∈ NR,u ∈ T,A → Bu ∈ PR},
P6 = {X0 → X,X(4) → X(3) | X ∈ NR},
Qi =

   
   
{A → uRB0u,A(3) → B(4)u | A,B ∈ NR,u ∈ T} ∪ {S
(2)
R → E}
wenn pi = A → Bu ∈ PR,
{A → uRu,A(3) → u | A ∈ NR,u ∈ T} ∪ {S
(2)
R → E}
wenn pi = A → u ∈ PR.
für 1 ≤ i ≤ p.
Das CD Grammatiksystem Γ2 arbeitet im t-Modus. Zuerst wird mit P1 die
Satzform Cm−1D eingeführt. Danach erzeugen P2 und P3 zu jedem Nichtter-
minal eine gleiche Anzahl von Symbolen a und b. Man erhält die Satzform
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(anC0bn)m−1anD0bn. Mit P4 wird danach die Erzeugung von Symbolen a und
b abgeschlossen.Außerdemwerdendie Nichtterminale für die Erzeugungvon
x, y und z eingeführt. Die aktuelle Satzform ist dann (anS
(3)
R bn)m−1anS
(2)
R bn.
Da in den Komponenten Qi eine Produktion S
(2)
R → E enthalten ist, die je-
de Ableitung blockiert, die S
(2)
R enthält, muß jetzt P5 angewendet werden.
P5 arbeitet wie die Produktionen in (7.1), (7.2), (7.3) und (7.4) und man er-
hält (anS
(3)
R bn)m−1anSRyzbn. Danach werden jeweils eine Komponente Qi mit
1 ≤ i ≤ p und P6 im Wechsel angewendet und dabei die Strings x und xRx
erzeugt. Durch die unterschiedliche Markierung der Nichtterminale auf der
rechten und linken Seite der Produktionen wird gewährleistet, daß immer
genau eine Produktion an jedem Nichtterminal in der Satzform angewendet
wird. Insgesamt arbeiten die Produktionenin Qi aber wie die Produktionen in
(7.5) und (7.6). Abschließend erhalten wir, daß L(Γ2,t) = L2. Außerdem sind
in jederSatzform nur höchstensm Nichtterminale enthalten. Der Indexvon Γ2
ist also m. Nach Lemma 7.3 gibt es auch für die anderen Ableitungsmodi CD
Grammatiksysteme vom Index m, die L2 erzeugen.
WennT(M) unendlich ist, dann ist nach Lemma 2.8 und Lemma 2.10 die Spra-
che INV ALC(M) ∈ L(LIN) \ L(REG), und L0 = {yz | y ∈ h0(INV ALC(M),z ∈
h00(INV ALC(M))} ist nach Lemma 7.9 eine 2-lineare Sprache. Wir nehmen jetzt
an, daß es ein CD Grammatiksystem Γ ∈ (CD-mFIN,=2) gibt, das L2 erzeugt.
Sei Γ = (N,T,P1,...,Pn,S), r die maximale Anzahl von Terminalen in ei-
ner Produktion von Γ und l die Anzahl der Nichtterminale in N. Für jedes
Wort (aixbi)m−1aixRxyzbi mit i ≥ 1 in L2 gibt es eine Ableitung D, deren
Satzformen höchstens m Nichtterminale enthalten. Bei jeder Benutzung ei-
ner Komponente können höchstens 2r Terminale erzeugt werden. Wenn jetzt
i > 2r ·m·(l +1) ist, wird in der Ableitung der Strings aibi mehr als m·(l+1)
mal die aktive Komponente gewechselt. Da es nur m·(l+1) verschiedene Ab-
folgen von m oder weniger Nichtterminalen gibt, kommt eine dieser Abfolgen
doppelt in der Ableitung vor. Weiterhin müssenauch genau m Nichtterminale
in diesem Teilstück der Ableitung vorhanden sein, da sonst durch mehrfache
Anwendungdieses Teilstücksein Wort erzeugt werdenkönnte,das nicht in L2
ist. Es gibt also in der Ableitung D einen Abschnitt
S
=2 =⇒ ...
=2 =⇒ ai−qA1bi−q ...ai−qAmbi−q =2 =⇒ ...
=2 =⇒ ai−q0
A1bi−q0
...ai−q0
Ambi−q0
...
=2 =⇒ (aixbi)m−1aixRxyzbi
mit 0 ≤ q0 < q ≤ i. Die Bezeichnung der Komponenten wurde hier bewußt
weggelassen, da sie für die weitere Argumentation nicht wichtig sind.
Weiterhin muß es auf dem der Ableitung D entsprechenden Ableitungsbaum
einen Pfad vom ersten Aj zum zweiten Aj für alle 1 ≤ j ≤ m geben, da man
sonst durch mehrmaliges Anwenden des Abschnitts der oben angegebenen
Ableitung, der jeweils das erste Aj in das zweite Aj überführt, ein Wort erzeu-
gen könnte, das nicht in L2 ist.
Mit den gleichen Argumenten wie oben kann man feststellen, daß es für ge-
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nügend große x auf der Ableitung D einen Abschnitt
S
=2 =⇒ ...
=2 =⇒ aix1X1x0
1bi ...
aix1Xm−1x0
1biaix0R
1 xR
1 Xmx1x0
1yzbi
=2 =⇒ ...
=2 =⇒ aix1x2X1x0
2x0
1bi ...
aix1x2Xm−1x0
2x0
1biaix0R
1 xR
1 x0R
2 xR
2 Xmx2x0
2x1x0
1yzbi
=2 =⇒ ...
=2 =⇒ aix1x2x3X1x0
3x0
2x0
1bi ...
aix1x2x3Xm−1x0
3x0
2x0
1biaix0R
1 xR
1 x0R
2 xR
2 x0R
3 xR
3 Xmx3x0
3x2x0
2x1x0
1yzbi
mit x1x2x3x0
3x0
2x0
1 = x und |x2x0
2| > 0 gibt.
Als nächstes können wir schließen, daß auf dem der Ableitung D entspre-
chenden Ableitungsbaum jeweils ein Pfad vom ersten Xj zum zweiten Xj mit
1 ≤ j ≤ m existiert, da sonst Wörter erzeugt werden könnten, die nicht in L2
sind.
Weiterhin muß es einen Pfad vom zweiten Aj zum erstenXj für 1 ≤ j ≤ m auf
dem der Ableitung D entsprechendem Ableitungsbaum geben. Andernfalls
wäre es nicht möglich, denjeweiligen String x zwischen ai und bi zu erzeugen.
Eine schematische Darstellung des angenommenenAbleitungsbaums, der der
Ableitung D entspricht, ist in Abbildung 7.2 dargestellt.
S
A1 A2 ··· Am
ai−q0
A1bi−q0
ai−q0
A2bi−q0 ··· ai−q0
Ambi−q0
aq0−qA1bq0−q aq0−qA2bq0−q ··· aq0−qAmbq0−q
aqA1bq aqA2bq ··· aqAmbq
Y1 Y2 ··· Ymyz
x1X1x0
1 x1X2x0
1 ··· x0R
1 xR
1 Xmx1x0
1
x2X1x0
2 x2X2x0
2 ··· x0R
2 xR
2 Xmx2x0
2
x3x0
3 x3x0
3 ··· x0R
3 xR
3 x3x0
3
Abbildung 7.2: Schematische Darstellung einerangenommenenAbleitung mit
nur m Nichtterminalen
Anhand der eben geführten Überlegungen kann man sehen, daß bei den Pro-
duktionen, die zu den betrachteten Ableitungen beitragen, die Terminale zur
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Erzeugungvonyz stetsrechts vomletztenNichtterminals auf derrechtenSeite
stehen müssen.
Wir können nun aus dem angenommenen CD Grammatiksystem Γ, das vom
Index m ist, eine lineare Grammatik für L0 = {yz | y ∈ h0(INV ALC(M)),z ∈
h00(INV ALC(M))} konstruieren, was zu einem Widerspruch führt, da L0
2 2-
linear ist.
Wir konstruieren zuerst Γ0 = (N,T,P0
1,...,P0
n,S) mit L(Γ0,= 2) = L0. Γ0 er-
halten wir auf einfache Weise aus Γ. Sei g der Homomorphismus mit g(c) = c
für alle c ∈ N ∪ h0(alph(INV ALC(M))) ∪ h00(alph(INV ALC(M))) und g(c) = ε
für alle c ∈ alph(INV ALC(M)) ∪ {a,b}. P0
i = {A → g(α) | A → α ∈ Pi} für
1 ≤ i ≤ n.
Jetzt können wir aus dem CD Grammatiksystem Γ0 das CD Grammatiksystem
Γ00 = (N00,T,P00
1 ,...,P00
n,[S]) konstruieren, das linear ist und für das auch gilt,
daß L(Γ00,= 2) = L0
2. Γ00 arbeitet ähnlich wie Γ0. Der Unterschied ist, daß die
m oder weniger Nichtterminale in einer Satzform zu einem Nichtterminal zu-
sammengefaßt werden. Wir deﬁnieren für ein E 6∈ N die Menge der Nichtter-
minale
N00 = {[β] | β ∈ N+,|β| ≤ m} ∪ {E}
und für 1 ≤ i ≤ n sei
P00
i = {[γ] → [δ]v | γ = γ0A,δ = γ0φ,A → φv ∈ P0
i,γ,δ ∈ N00,
v ∈ (h0(alph(INV ALC(M))) ∪ h00(alph(INV ALC(M))))∗} ∪
{[γ] → v | γ = γ0A,A → v ∈ P0
i,γ ∈ N00,
v ∈ (h0(alph(INV ALC(M))) ∪ h00(alph(INV ALC(M))))∗} ∪
{[γ] → E | γ = γ0Aγ00,δ = γ0φγ00,A → φv ∈ P0
i,γ ∈ N00,δ 6∈ N00,
v ∈ (h0(alph(INV ALC(M))) ∪ h00(alph(INV ALC(M))))∗} ∪
{[γ] → E | γ = γ0Aγ00,A → v0A1v1A2v2 ...vr−1Arvr ∈ P0
i,
γ ∈ N00,|v0v1 ...vr−1| ≥ 1,
v0,...,vr ∈ (h0(alph(INV ALC(M))) ∪ h00(alph(INV ALC(M))))∗}.
In P00
i gibt es vier Arten von Produktionen. Die ersten beiden Arten von Pro-
duktionenarbeiten genauso wie die entsprechendenProduktionen aus Γ0. Der
einzige Unterschied zwischen den erreichten Satzformen ist, daß die Nicht-
terminale, die in einer Satzform von Γ0 unabhängig voneinander sind, in der
korrespondierenden Satzform von Γ00 zu einem Nichtterminal zusammenge-
faßt sind. Die beiden anderen Arten von Produktionen, die in Γ00 durch das
Nichtterminal E eine blockierte Satzform erreichen und in Γ0 eventuell ein
Wort erzeugen, sind in zwei Gruppen aufgeteilt. Die erste Sorte würde in Γ0
zu einer Satzform mit Index größer m führen. Laut Deﬁnition des Index exi-
stiert aber für jedes Wort in L(Γ0,=2) eine Ableitung, bei der alle Satzformen
vom Index m oder kleiner sind.
Die zweite Sorte von Produktionen, die in Γ00 eine blockierte Satzform errei-
chen und in Γ0 eventuell zur Erzeugung eines Wortes beitragen würden, ist
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nicht linkslinear. Laut den vorherigen Überlegungen existieren aber für jedes
Wort yz ∈ L0 auch Ableitungen in Γ00, bei denen alle Produktionen mit Termi-
nalen linkslinearsind. Das ist derFall, weilin derGrammatik Γ, aus derΓ0 und
dann Γ00 konstruiert wurden, für jedes yz ∈ L0 Wörter (anxbn)m−1anxRxyzbn
erzeugt werden können, bei denen die Teilwörter an, bn, und x groß genug
sind, um der vorher geführten Argumentation zu folgen.
Insgesamt ist L(Γ0,= 2) = L(Γ00,= 2) = L0. Das führt zu einem Widerspruch,
da Γ00 linkslinear, die Sprache L0 aber nach Lemma 7.9 2-linear ist. Unsere An-
nahme, daß Γ ∈ (CD-mFIN,= 2) L2 erzeugt, ist also falsch. Gäbe es jetzt
ein CD Grammatiksystem in (CD-mFIN,f), das L2 erzeugt, dann könnte man
nach Lemma 7.3 auch ein CD Grammatiksystem konstruieren, das im (= 2)-
Modus arbeitet und L2 erzeugt, was wiederum zum Widerspruch führt. Also
ist L2 6∈ L(CD-mFIN,f).
Lemma 7.11 Sei M eine Turingmaschine und sei L2 deﬁniert wie in Lemma
7.10, dann ist für f ∈ {t,= k,≥ k | k ≥ 2} und m ≥ 2
L2 ∈ L(CD-(m + 1)FIN,f).
Beweis: Für den Beweis werden wir ein Γ ∈ (CD-(m + 1)FIN,f) konstruie-
ren, das L2 erzeugt. Die Idee der Konstruktion kann wie folgt kurz zusam-
mengefaßt werden. In der ersten Phase der Ableitung eines Wortes w ∈ L2
S
A1 A2 ··· Am
aiA1bi aiA2bi ··· aiAmbi
Y1 Y2 ··· Y 0
mS00
Y1 Y2 ··· Y 0
m z
Y1 Y2 ··· Y 00
mS0
Y1 Y2 ··· Y 00
m y
X1 X2 ··· XmXm+1
x1X1x2 x1X2x2 ··· x2Xmx1x1Xm+1x2
Abbildung 7.3: Schematisch dargestellter Ableitungsbaum von Γ
in Γ sind m Nichtterminale A1 ...Am in der Satzform zu ﬁnden. Jedes dieser
Nichtterminale generiert zwei Strings an und bn, und wir erhalten die Satz-
form anY1bn ...anYmbm. Danach wird das Nichtterminal Ym durch Y 0
mS00 er-
setzt, und der String z wird erzeugt. Als nächstes ersetzt Γ das Nichtterminal
Y 0
m mit Y 00
mS0 und erzeugt denString y. In der letztenPhase derAbleitung wird
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Yi mit Xi für 1 ≤ i ≤ m − 1 und Y 00
m mit XmXm+1 überschrieben. Wir haben
jetzt die Satzform anX1bn ...anXmXm+1yzbm. Mit den Nichtterminalen Xj,
1 ≤ j ≤ m − 1, und Xm+1 generiert Γ jeweils einen String x, und Xm erzeugt
xR. Insgesamterhaltenwiranxbn ...anxRxyzbm. Eine schematischdargestellte
Ableitung in Abbildung 7.3 verdeutlicht die Vorgehensweise des Grammatik-
systems Γ noch einmal.
Da INV ALC(M) eine lineare Sprache ist, können wir eine lineare Grammatik
G = (N,T,P,S) mit T = alph(INV ALC(M)) und L(G) = INV ALC(M) ﬁnden.
Dabei sei P = {p1,...,pp} die Menge der Produktionen. Weiterhin seien G0 =
(N0,T0,P0,S0) und G00 = (N00,T00,P00,S00) zwei disjunkte Kopien von G, die
durch die AnwendungderHomomorphismenh0 : N∪T → N0∪T0, h0(a) = a0,
a ∈ N ∪ T und h00 : N ∪ T → N00 ∪ T00, h00(a) = a00, a ∈ N ∪ T entstehen. Im
Gegensatz zu den in Kapitel 2 deﬁnierten Homomorphismen wirken sich h0
und h00 auch auf die Terminale aus. Weiterhin seien G(i) = (N(i),T,P(i),S(i)),
1 ≤ i ≤ 4 vier Kopien von G, bei denen nur die Nichtterminale markiert sind.
Diese Kopien erhalten wir durch die Homomorphismen (i) für 1 ≤ i ≤ 4, die
wie im Kapitel 2 angegeben deﬁniert sind.
Seien jetzt die Symbole SΓ,A1,...,Am,Y1,...,Ym,Y 0
m,Y 00
m,X1,...,Xm+1,F 6∈
N neue Nichtterminale. Das CD Grammatiksystem zur Erzeugung von L2 ist
wie folgt aufgebaut:
Γ = (NΓ,{a,b},P1,P2,P3,P4,P5,P6,P7,Q1,...,Qp+1,SΓ),
NΓ = {SΓ,A1,...,Am,Y1,...,Ym,Y 0
m,Y 00
m,X1,...,Xm+1,F} ∪
N(1) ∪ ... ∪ N(4),
P1 = {S → A1 ...Am} ∪ {A0
i → Ai | 1 ≤ i ≤ m}
P2 = {Ai → aA0
ib | 1 ≤ i ≤ m}
P3 = {Ai → Yi | 1 ≤ i ≤ m}
P4 = {Ym → Y 0
mS00} ∪ {C → γ | C → γ ∈ P00}
P5 = {Y 0
m → Y 00
mS0} ∪ {C → γ | C → γ ∈ P0}
P6 = {Yi → Xi | 1 ≤ i ≤ m − 1} ∪ {Y 00
m → XmXm+1} ∪
{Ym → F,Y 0
m → F}
P7 = {Xi → S(1) | 1 ≤ i ≤ m − 1} ∪ {Xm → S(3),Xm+1 → S(1)},
Qr = {D(1) → α(2),D(3) → (α(4))R | pr = D → α} ∪
Qp+1 = {E(2) → E(1),E(4) → E(2) | E ∈ N}.
Das Grammatiksystem arbeitet im t-Modus und geht dabei vor, wie in der
Beweisskizze erklärt. Eine Ableitung sieht wie folgt aus:
SΓ
t =⇒P1 A1 ...Am(
t =⇒P2 ...
t =⇒P1 ...)iaiA1bi ...aiAmbi
t =⇒P3 aiY1bi ...aiYmbi
t z }| {
=⇒P4 aiY1bi ...aiY 0
mS00bi ∗ =⇒P4 aiY1bi ...aiY 0
mzbi
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t z }| {
=⇒P5 aiY1bi ...aiY 00
mS0zbi ∗ =⇒P5 aiY1bi ...aiY 00
myzbi
t =⇒P6 aiX1bi ...aiXmXm+1yzbi
t =⇒P7 aiS(1)bi ...aiS(3)S(1)yzbi
t =⇒Qj1 ...
t =⇒Qp+1 ...
t =⇒Qjz ...
t =⇒Qp+1 aixbi ...aixRxyzbi,
dabei sind z ≥ 1 und 1 ≤ j1,...,jz ≤ p.
Zuerst muß Γ die Komponente P1 benutzen, um A1 ...Am einzuführen. Da-
nach können nur P1 und P2 im Wechsel angewendet werden, um vor bzw.
hinter jedem Nichtterminal Ai, 1 ≤ i ≤ m, eine gleiche Anzahl der Symbole a
und b zu erzeugen. Nachdem beliebig viele Symbole a und b erzeugt wurden,
wird die nächste Phase der Ableitung erreicht, indem P3 benutzt wird. Wir
erhalten aiY1bi ...aiYmbi.
Danach erfolgt die Erzeugung von z. Dazu verwenden wir P4. Mit der er-
sten Produktion wird das Startsymbol S00 eingeführt und mit den übrigen
Produktionen ein String aus h00(INV ALC(M)) erzeugt. Da die übrigen Pro-
duktionen Kopien der Produktionen von G sind, können sie nur Wörter aus
h00(INV ALC(M)) generieren. Außerdem ist durch den t-Modus gewährleistet,
daß ein Terminalwort z erzeugt wird und kein Nichttterminal aus G00 in der
Satzform verbleibt. Nach der Anwendung von P4 ist die aktuelle Satzform
aiY1bi ...aiY 0
mzbi. Auf die gleiche Weise arbeitet danach P5, und wir erhalten
Y1bi ...aiY 00
myzbi mit einem Wort y ∈ h0(INV ALC(M)).
Als nächstes kann nur P6 angewendetwerden. Mit den ProduktionenYm → F
und Y 0
m → F wird erzwungen, daß vorher ein Wort yz erzeugt wurde. Ins-
gesamt erhalten wir aiX1bi ...aiXmXm+1yzbi. Jetzt kann die Komponente P7
aktiv werden,die jeweils Xi für 1 ≤ i ≤ m−1 auf das Startsymbol S(1) der ent-
sprechenden Kopie von G , Xm auf S(3) und Xm+1 wiederum auf S(1) ableitet.
Die aktuelle Satzform ist dann aiS(1)bi ...aiS(3)S(1)yzbi.
In der letzten Phase der Ableitung werden die Komponenten Q1,...,Qp be-
nutzt. Jede Komponente beinhaltet zwei Kopien einer Produktion aus G. So
wird sichergestellt, daß von jedem Startsymbol S(1) der gleiche String bzw.
von S(3) der entsprechende String gespiegelt erzeugt wird. Durch die zur lin-
ken Seite einer Produktion verschiedene Markierung der Nichtterminale auf
der rechten Seite einer Produktion (2) und (4) wird sichergestellt, daß mit je-
der Benutzung einer Komponente Qr an jedem Nichtterminal genau eine Pro-
duktion angewendet wird. Qp+1 verändert diese Markierung dann wieder auf
(1) beziehungsweise (3), und eine weitere Komponente Qr kann angewendet
werden. Am Ende der Ableitung erhalten wir ein Wort aixbi ...aixRxyzbi. Da-
bei sind i ≥ 1 und x ∈ INV ALC(M), y ∈ h0(INV ALC(M)), z ∈ h00(INV ALC(M))
beliebig, und die erzeugte Sprache ist L2.
Da G und die verschiedenen Kopien dieser Grammatik linear sind, kann man
sehen, daß die Anzahl der Nichtterminale in keiner Satzform die Zahl m + 1
übersteigt. Es gilt also L2 ∈ L(CD-(m + 1)FIN,t). Nach Lemma 7.3 können
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wir ein äquivalentes CD Grammatiksystem ﬁnden, das im Ableitungsmodus
f0 ∈ {= k,≥ k | k ≥ 2} arbeitet und auch vom Index m + 1 ist. Es ist also
L2 ∈ L(CD-(m + 1)FIN,f).
Lemma 7.12 Für jede Turingmaschine M und ein c 6∈ alph(INV ALC(M)) sei
L3 = (INV ALC(M)c)∗INV ALC(M).
Es gilt für jeden Ableitungsmodus f ∈ {t,= k,≥ k | k ≥ 2}
L3 ∈ L(CD-METALIN,f) genau dann, wenn T(M) endlich ist.
Beweis: Wenn T(M) endlich ist, dann ist V ALC(M) endlich und damit das
Komplement INV ALC(M) ∈ L(REG). Durch die Abschlußeigenschaften von
L(REG) ist auch L3 regulär und damit in L(CD-METALIN,f).
WennT(M) unendlich ist, dann ist nach Lemma 2.8 und Lemma 2.10 die Spra-
che INV ALC(M) ∈ L(LIN)\L(REG). AngenommenL3 wäre in der Sprachklas-
se L(CD-METALIN,f), dannwäre L3 ∈ L(CD-mLIN,f) für ein m ≥ 1. Seijetzt
L0
3 = L3 ∩ (alph(INV ALC(M))∗c)2m−1alph(INV ALC(M))∗.
Da laut Satz 6.6 die Klasse L(CD-mLIN,f) unter Schnitt mit regulären Men-
gen abgeschlossen ist und alph(INV ALC(M))∗c)2m−1alph(INV ALC(M))∗ regu-
lär ist, wäre auch L0
3 ∈ L(CD-mLIN,f). Das widerspricht aber Korollar 6.1.
Also ist L3 6∈ L(CD-METALIN,f).
Lemma 7.13 Für alle f ∈ {t,= k,≥ k | k ≥ 2} gilt
L3 ∈ L(CD-FIN,f).
Beweis: Wir konstruieren jetzt ein CD Grammatiksystem Γ ∈ (CD-FIN,t),
das L3 erzeugt. Da INV ALC(M) eine lineare Sprache ist, gibt es eine lineare
Grammatik G = (N,alph(INV ALC(M)),P,S) mit L(G) = INV ALC(M). Seien
jetzt S0,B 6∈ N. Das CD Grammatiksystem
Γ = ({S0,B} ∪ N,alph(INV ALC(M)) ∪ {c},P1,P2,S0),
P1 = {S0 → ScB,S0 → S},
P2 = {A → α | A → α ∈ P,
α ∈ alph(INV ALC(M))∗N≤1alph(INV ALC(M))∗} ∪ {B → S0}
erzeugt L3 im t-Modus. Eine Ableitung in Γ benutzt zuerst die Komponente
P1, um S0 durch ScB oder S zu ersetzen. Dann wird mit der Komponente P2
und den Produktionen aus P von S aus ein Wort in INV ALC(M) erzeugt. Falls
B in der Satzform vorhanden ist, wird es mit S0 ersetzt. Insgesamt sind immer
nur zwei oder weniger Nichtterminale in einer Satzform vorhanden. Es wer-
denWörterausINV ALC(M)getrenntdurchcerzeugt.DurchdieProduktionen
in P1 und die Produktion B → S0 in P2 können beliebig viele dieser Wörter
erzeugt werden.Insgesamtist L3 = L(Γ,t). Nach Satz 6.3 könnenwir auch CD
Grammatiksysteme mit gleichem Index konstruieren, die L3 erzeugen und in
einem Ableitungsmodus f0 ∈ {= k,≥ k | k ≥ 2} arbeiten.
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Wir werden jetzt die Technik von Hartmanis aus [Har79] benutzen, die wir
in Kapitel 2 eingeführt haben, um verschiedene nichtrekursive Tradeoffs zu
beweisen. Dazu können wir Satz 2.7 auf die eben eingeführten Sprachen und
deren Eigenschaften anwenden.
Satz 7.2 Sei f ∈ {t,= k,≥ k | k ≥ 2}, dann gilt
(CD-mFIN,f)
nonrec ←− (CD-(m + 1)FIN,f)
für m ≥ 1.
Beweis: Sei M eine Turingmaschine und sei L2 deﬁniert wie in Lemma 7.10,
dann kann man nach Lemma 7.10 und Lemma 7.11 die Sprache L2 aus M
effektiv konstruieren, und es gilt L2 ∈ L(CD-(m + 1)FIN,f). Außerdem ist
L2 ∈ L(CD-mFIN,f)genaudann, wennT(M)endlichist.Mit Satz2.7erhalten
wir das Ergebnis.
Satz 7.3 Sei f ∈ {t,= k,≥ k | k ≥ 2}, dann gilt
(CD-mLIN,f)
nonrec ←− (CD-mFIN,f)
für m ≥ 2.
Beweis: Sei M eine Turingmaschine und L1 deﬁniert wie in Lemma 7.8, dann
kann man nach Lemma 7.8 die Sprache L1 aus M effektiv konstruieren, und
es gilt L1 ∈ L(CD-mFIN,f). Nach Lemma 6.12 gilt auch L1 ∈ L(CD-mLIN,f)
genau dann, wenn T(M) endlich ist. Mit Satz 2.7 erhalten wir das obige Er-
gebnis.
Satz 7.4 Sei f ∈ {t,= k,≥ k | k ≥ 2}, dann gilt
(CD-METALIN,f)
nonrec ←− (CD-FIN,f).
Beweis: Sei M eine Turingmaschine und L3 deﬁniert wie in Lemma 7.12,
dann ist nach Lemma 7.13 die Sprache L3 aus M effektiv konstruierbar. Au-
ßerdem gilt L3 ∈ L(CD-FIN,f). Nach Lemma 7.12 ist darüber hinaus L3 ∈
L(CD-METALIN,f) genau dann, wenn T(M) endlich ist. Mit Satz 2.7 erhalten
wir das Ergebnis.
Die Abbildung 7.4 zeigt die nichtrekursiven Tradeoffs, die wir in diesem Ab-
schnitt erhalten haben. Kombiniert sind sie mit den nichtrekursiven Tradeoffs
zwischen metalinearen CD Grammatiksystemen aus dem letzten Kapitel. Ein
Pfeil repräsentiert dabei einen nichtrekursiven Tradeoff.
Korollar 7.1 Sei f ∈ {t,= k,≥ k | k ≥ 2}, dann ist es nicht entscheidbar, ob
1. eine Sprache aus L(CD-mFIN,f) in L(CD-(m-1)FIN,f) ist,
2. eine Sprache aus L(CD-mFIN,f) in L(CD-mLIN,f) ist,
3. eine Sprache aus L(CD-FIN,f) in L(CD-METALIN,f) ist.
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LIN
(CD-2FIN,f)
···
(CD-mFIN,f)
(CD-(m + 1)FIN,f)
···
(CD-FIN,f)
(CD-2LIN,f)
···
(CD-mLIN,f)
(CD-(m + 1)LIN,f)
···
(CD-METALIN,f)
Abbildung 7.4: Nichtrekursive Tradeoffs bei metalinearen CD Grammatiksy-
stemen und CD Grammatiksystemen von endlichem Index
Beweis: 1. Aus Lemma 7.10 und Lemma 7.11 kennen wir eine Sprache, die
man für jede Turingmaschine M konstruieren kann. Diese Sprache ist in der
Klasse L(CD-mFIN,f) und genau dann in der Klasse L(CD-(m − 1)FIN,f),
wenn L(M) endlich ist. Könnte man also entscheiden, ob eine Sprache aus
L(CD-mFIN,f) in L(CD-(m − 1)FIN,f) ist, so könnte man entscheiden, ob
L(M) endlich ist. Das ist ein Widerspruch zu Satz 2.5.
2. Aus Lemma 7.8 und Lemma 6.12 kennen wir eine Sprache, die man für je-
de Turingmaschine M konstruieren kann. Diese Sprache ist in L(CD-mFIN,f)
und genau dann in L(CD-mLIN,f), wenn L(M) endlich ist. Das Ergebnis er-
hält man mit den gleichen Argumenten wie in 1.
3. Aus Lemma 7.12 und Lemma 7.13 kennen wir eine Sprache, die man für
jede Turingmaschine M konstruieren kann. Diese Sprache ist in L(CD-FIN,f)
und genau dann in L(CD-METALIN,f), wenn L(M) endlich ist. Das Ergebnis
erhält man mit den gleichen Argumenten wie in 1.
7.4 Zusammenfassung
Nachdem wir im letzten Kapitel metalineare CD Grammatiksysteme unter-
suchthaben, wurdenindiesemKapitelCDGrammatiksystemevonendlichem
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Index betrachtet. Im Gegensatz zur sehr einfachen Struktur der metalinearen
CD Grammatiksysteme,sind die CD Grammatiksysteme vonendlichemIndex
nicht ganz so stark eingeschränkt.
CD Grammatiksysteme von endlichem Index haben eine größere generative
Mächtigkeit als metalineare CD Grammatiksysteme. Auch bei ihnen besteht
eine unendliche Hierarchie, allerdings nicht überderBreite,sondernüber dem
Index m. Außerdem existiert ein Pumpinglemma für die erhaltenen Sprach-
klassen, und die Abschlußeigenschaften entsprechen denen der metalinearen
CD Grammatiksysteme, was auch L(CD-mFIN,f) zu einer vollen semi-AFL
macht. Die generative Mächtigkeit im Vergleich zu metalinearen CD Gram-
matiksystemen wird in Abbildung 7.1 zusammengefaßt.
Im Bereich der Beschreibungskomplexität konnten wir die Fragen beantwor-
ten, inwieweit sich die Beschreibung vergrößern muß, wenn man eine Sprach-
klasse mit einem CD Grammatiksystem mit Index m+1 bzw. mit Index m be-
schreibt. Außerdem haben wir beantwortet, wie sich die Größe einer Beschrei-
bung ändert, wenn man eine Sprachklasse mit einem CD Grammatiksystem
mit Index m bzw. mit einem m-linearen CD Grammatiksystem beschreibt. In
beiden Fällen erhalten wir einen nichtrekursiven Tradeoff. Genau dargestellt
sind die Tradeoffs in Abbildung 7.4.
Weiterhin haben wir gesehen, daß für alle bewiesenen nichtrekursiven Trade-
offs die Frage, ob eine Sprache, die von einem CD Grammatiksystem aus der
stärkeren Klasse erzeugt wird, auch von einem CD Grammatiksystem in der
schwächeren Klasse erzeugt werden kann, nicht entscheidbar ist.
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In dieserArbeit haben wir die Beschreibungskomplexität von CD Grammatik-
systemen untersucht. Dabei spielen verschiedene Maße für die statische Kom-
plexität oder Größe dieser CD Grammatiksysteme eine Rolle.
Im Falle von kontextfreien CD Grammatiksystemen war bereits bekannt, daß
man mProd, die maximale Anzahl von Produktionen in einer Komponente,
beim t-Modus nach oben beschränken kann. Weiterhin sind drei Komponen-
ten genug, um alle Sprachen zu erzeugen, die man mit dem t-Modus erhal-
ten kann. Das entspricht einer Beschränkung des Maßes Deg, der Anzahl der
Komponenten. Hält man jetzt im t-Modus und beim ∗-Modus einen der bei-
den Parameter mProd oder Deg fest, dann induziert der andere eine unendli-
che Hierarchie von Sprachklassen.
Weiterhin wurde beim Vergleich zwischen kontextfreien CD Grammatiksyste-
menund kontextfreienGrammatiken festgestellt,daß eskeine rekursiveFunk-
tion gibt, die den Tradeoff beschränkt, der zwischen kontextfreien Grammati-
ken und kontextfreien CD Grammatiksystemen besteht. Das gilt für die Maße
Var, Prod und cProd. Für Symb läßt sich nur ein etwas schwächeres Ergebnis
erzielen.
Auf der Basis der bereits bekannten Ergebnisse stellte sich zunächst die Frage,
ob bei hybriden CD Grammatiksystemen, einer Generalisierung von kontext-
freien CD Grammatiksystemen, ähnliche Ergebnisse gezeigt werden können.
Es ist bereits bekannt, daß vier Komponentenim Falle derModi {t,∗,≤ k,= k,
≥ k | k ≥ 1} genug sind, um alle Sprachen zu erzeugen, die mit hybriden CD
Grammatiksystemen in diesen Modi erzeugt werden können. Wir haben ge-
zeigt, daß man höchstens fünf Komponenten benötigt, wenn man den Ablei-
tungsmodus t hinzunimmt. Das Maß Deg kann also nach oben begrenzt wer-
den. Darüber hinaus konnten wir die maximale Anzahl von Produktionen in
einer Komponente mProd auf sechs beschränken, wenn der t-Modus beteiligt
ist. Da bei diesem Ergebnis auch die Modi t, =k, ≥k und ≤k mit einbezogen
sind, geht es über das Ergebnis für kontextfreie CD Grammatiksysteme hin-
aus. Außerdem konnten wir bei hybriden CD Grammatiksystemen eine Hier-
archie von Sprachklassen über dem Parameter Deg beziehungsweise mProd
zeigen, wenn der jeweils andere Parameter konstant ist. Auch hier reicht das
Ergebnis etwas weiter als im Fall der kontextfreien CD Grammatiksysteme,
weil es für alle Ableitungsmodi gezeigt wurde.
Da hybride CD Grammatiksysteme eine Generalisierung von kontextfreien
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CD Grammatiksystemen sind, gelten die durch keine Funktion beschränkten
Tradeoffs zu kontextfreien Grammatiken auch in ihrem Fall.
Die Frage, ob man eine Schranke für das Maß mProd ﬁnden kann, wenn der
t-Modus nicht beteiligt ist, stellt sich weiterführend. Es ist allerdings eher un-
wahrscheinlich, daß man auf ähnliche Weise wie in dieser Arbeit auch Er-
gebnisse für hybride CD Grammatiksysteme erreichen kann, die den t-Modus
nicht benutzen. Das folgt aus den Konstruktionen für den entsprechenden Be-
weis, die zum größten Teil ohne Komponenten im t-Modus nicht zu funk-
tionieren scheinen. Außerdem ist offen geblieben, ob die gezeigten oberen
Schranken bei der maximalen Anzahl von Produktionen in einer Komponente
optimal sind. Die konstruierten CD Grammatiksysteme sind von ihrer Struk-
tur her so komplex, daß auch nicht zu erwarten ist, daß man direkt bewei-
sen kann, ob sie optimal bezüglich mProd sind. Außerdem fehlen weitgehend
Hilfsmittel, mit denen man zeigen kann, ob eine bestimmte Sprache in einer
der deﬁnierten Sprachklassen enthalten ist. Es wird also nicht einfach sein, ei-
ne gute untere Schranke zu zeigen.
Schon in der Einleitung haben wir die Eigenschaften von Komplexitätsmaßen
diskutiert, die der intuitiven Vorstellung eines Maßes für die Größe einer Be-
schreibung entsprechen. Während die Maße Deg und mProd aber auch Prod,
cProd und Var jeweils eher die Komplexität der Struktur eines Systems be-
leuchten, können Maße wie Symb die Größe des Systems darstellen. Ein wich-
tiges Ziel dieser Arbeit war es, genaue Aussagen über Maße zu machen, die
die Größe oder Länge einer Beschreibung darstellen und nicht nur einzelne
Aspekte der Komplexität beleuchten, da über solche Maße bis jetzt nur Er-
gebnisse im Vergleich mit kontextfreien Grammatiken bekannt waren. Wir
haben auch gesehen, daß sogar im Vergleich zu kontextfreien Grammatiken
mit dem Maß Symb nur etwas schwächere Ergebnisse erzielt werden konn-
ten als mit den übrigen Maßen, die gerade nicht der intuitiven Vorstellung
eines Größenmaßes entsprechen. Um genaue Resultate zu erhalten, wurden
CD Grammatiksysteme daher zuerst stark eingeschränkt. Da kontextfreie CD
Grammatiksysteme mit regulären oder linearen Produktionen nur die regulä-
ren beziehungsweise linearen Sprachen erzeugen, untersuchten wir zuerst die
metalinearen CD Grammatiksysteme. Sie bestehen aus metalinearen Produk-
tionen, die von derStrukturher nur etwas komplexerals lineare Produktionen
sind. Zwar können metalineare CD Grammatiksysteme nicht alle kontextfrei-
en Sprachen erzeugen, aber dennoch viele interessante kontextsensitive Spra-
chen generieren.
Als erstes wurde dann die generative Mächtigkeit der erhaltenen Sprachklas-
sen bestimmt. Dabei haben wir gezeigt, daß für ein festes m die m-linearen
CD Grammatiksysteme in allen starken Ableitungsmodi f ∈ {t,= k,≥ k | k ≥
2} die gleiche Sprachklasse erzeugen. Diese Klasse fällt auch mit der Klas-
se der von m-linearen ET0L-Systemen und m-linearen Matrixgrammatiken
generierten Sprachen zusammen. Weiterhin existiert eine unendliche Hierar-
chie von Sprachklassen über der Breite m von metalinearen CD Gramma-
tiksystemen. Darüber hinaus konnten wir für die betrachteten Sprachklassen
ein Pumpinglemma zeigen und durch die Abschlußeigenschaften sehen, daß
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talinearen CD Grammatiksystemen kann also sehr genau charakterisiert wer-
den.
Weiterhin war es uns möglich, einen Hilfssatz darüber zu zeigen, inwieweit
konkatenierte lineare Sprachen von metalinearen CD Grammatiksystemen er-
zeugt werden können. Dieses Lemma ähnelt dem in [Gre66] für kontextfreie
metalineare SprachengezeigtenLemma.Durch diekomplexeStrukturvonCD
Grammatiksystemen im Gegensatz zu den einfacheren kontextfreien Gram-
matiken mußten aber andere Methoden zum Beweis verwendet werden. Ab-
gesehenvonderVerwendunginderBeschreibungskomplexitätzeigtdasLem-
ma auch, welche erweiterten Möglichkeiten zur Erzeugung von metalinearen
Sprachen CD Grammatiksysteme im Gegensatz zu kontextfreien Grammati-
kenbieten. Während eine m-lineare kontextfreieGrammatik höchstens m kon-
katenierte lineare Sprachen darstellen kann, sind es im Falle von m-linearen
CD Grammatiksystemen 2m − 1 konkatenierte lineare Sprachen.
Mit dem eben beschriebenen Hilfssatz konnten wir als nächstes mehrere Er-
gebnisse auf dem Gebiet der Beschreibungskomplexität zeigen. Wir benutzen
dabei eine Methode aus [Har79], um nichtrekursive Tradeoffs zwischen m-
und (m + 1)-linearen CD Grammatiksystemen zu beweisen. Weitere nicht-
rekursive Tradeoffs existieren zwischen m-linearen CD Grammatiksystemen
und m-linearen kontextfreien Grammatiken. Außerdem gibt es einen nicht-
rekursiven Tradeoff zwischen metalinearen CD Grammatiksystemen und un-
eingeschränkten kontextfreien CD Grammatiksystemen. Diese Tradeoffs gel-
ten für alle Maße C, die der Voraussetzung entsprechen, daß es für jedes n nur
endlich viele CD Grammatiksysteme Γ mit C(Γ) = n gibt. Wir haben damit
eine Fülle von Ergebnissen für Maße erreicht, die man als vernünftige Grö-
ßenmaße für CD Grammatiksysteme bezeichnen kann.
Es stellte sich dann die Frage, ob man ähnlich gute Ergebnisse auch für weni-
gerstark eingeschränkteCD Grammatiksysteme erhalten kann. FürCD Gram-
matiksysteme von endlichem Index ist das der Fall. Hier war schon bekannt,
daßCD GrammatiksystemevomIndexm füreinfestesm indenstarkenAblei-
tungsmodi f ∈ {t,= k,≥ k | k ≥ 2} die gleiche Sprachklasse erzeugen. Diese
Klasse fällt auch mit der Klasse der von ET0L-Systemen vom Index m und
von Matrixgrammatiken vom Index m generierten Sprachen zusammen. Wei-
terhin existiert eine unendliche Hierarchie von Sprachklassen über dem Index
m von kontextfreien CD Grammatiksystemen von endlichem Index. Darüber
hinaus haben die betrachteten Sprachklassen ein Pumpinglemma und durch
die Abschlußeigenschaften ist L(CD-mFIN,f) eine volle semi-AFL.
Ein ähnliches Lemma wie das über die formalen Eigenschaften von Sprachen,
die von CD Grammatiksystemen der Breite m erzeugt werden können, konnte
im Fall von CD Grammatiksystemen vom Index m nicht gezeigt werden. Für
die Ergebnisse in der Beschreibungskomplexität war dann wieder die Metho-
de aus [Har79] anwendbar. Allerdings mußten für jeden Tradeoff die geeigne-
ten Sprachen gefunden werden. Der Nachweis der erforderlichen Eigenschaf-
ten dieser Sprachen mußte für jeden Fall gesondert geführt werden und war
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teilweise sehr aufwendig. Trotzdem konnten ähnliche Ergebnisse wie im me-
talinearen Fall erreicht werden. Wir haben die Frage beantwortet, inwieweit
sich die Beschreibung vergrößert, wenn man eine Sprachklasse mit einem CD
Grammatiksystem mit Index m + 1 beziehungsweise mit Index m beschreibt.
Außerdem haben wir beantwortet, wie sich die Größe einer Beschreibung än-
dert, wenn man eine Sprachklasse mit einem CD Grammatiksystem mit Index
m beziehungsweise mit einem m-linearen CD Grammatiksystem beschreibt.
In beiden Fällen erhalten wir einen nichtrekursiven Tradeoff. Diese Tradeoffs
gelten für alle Maße C, die der Voraussetzung entsprechen, daß es für jedes
n nur endlich viele CD Grammatiksysteme Γ mit C(Γ) = n gibt. Wir haben
damit auch im Falle des endlichen Index eine große Zahl an Ergebnissen für
diese Art von Maßen erreicht.
Allerdings bleibt eine Frage in diesem Zusammenhang offen. Der Tradeoff
zwischen CD Grammatiksystemen von endlichem Index und kontextfreien
CD Grammatiksystemen konnte noch nicht bestimmt werden. Ein nichtrekur-
siver Tradeoff ist naheliegend, da es bestimmte kontextfreie Sprachen gibt, die
nicht von CD Grammatiksystemen von endlichem Index erzeugt werden kön-
nen. Mit Hilfe der Struktur dieser Sprache könnten sich weitere Sprachen kon-
struierenlassen, die man dann mit der Methodeaus [Har79] zum Beweis eines
nichtrekursiven Tradeoffs nutzen könnte.
Als nächster Schritt wäre es möglich, auf ähnliche Weise wie bei den bereits
erhaltenen Ergebnissen, das Verhältnis zwischen kontextfreien Grammatiken
von endlichem Index und CD Grammatiksystemen von endlichem Index zu
untersuchen. Da keine allgemeingültigen Methodendafür bekannt sind, müß-
ten die dafür nötigen Sprachen jeweils gefunden und der Beweis für ihre Ei-
genschaften ad hoc geführt werden. Das Ergebnis ist vermutlich auch hier ein
nichtrekursiver Tradeoff, da CD Grammatiksysteme im Gegensatz zu kontext-
freien Grammatiken viele zusätzliche Funktionen zur Erzeugung von Spra-
chen haben, die man zum Beweis für diese nichtrekursiven Tradeoffs nutzen
kann.
Eine Frage, die die Untersuchungen der Beschreibungskomplexität von CD
Grammatiksystemen in eine andere Richtung lenken könnte, ist die nach der
Existenz von rekursiven Tradeoffs. Wir haben zwar durch die Einschränkung
von CD Grammatiksystemen auf Formen, die aus metalinearen Produktionen
bestehen beziehungsweise von endlichem Index sind, viele Aussagen über
Maße machen können, die den intuitiven Voraussetzungen an Größenmaße
entsprechen. Allerdings haben wir auch gesehen, daß die erhaltenen nichtre-
kursivenTradeoffsgewissenegative Eigenschaftenmit sich bringen. Wennwir
zwei Sprachklassen betrachten, zwischen denen ein nichtrekursiver Tradeoff
wie in [Har79] bewiesen werden kann, dann ist es nicht entscheidbar, ob ei-
ne Sprache, die in der stärkeren Klasse enthalten ist, auch in der schwächeren
Klasse ist. Es stellt sich also unmittelbar die Frage, wie CD Grammatiksysteme
beschaffen sein müssen, zwischen denen ein rekursiver Tradeoff besteht.
Ein Ansatzpunkt, um die eben gestellte Frage zu beantworten, wären determi-
nistische CD Grammatiksysteme. Determinismus in einem Automatenmodell
142bedeutet, daß es zu jedem Zeitpunkt nur eine Möglichkeiten geben kann, die
Bearbeitung der Eingabe fortzusetzen. Im Gegensatz dazu gibt es keine allge-
meingültige Deﬁnition für Determinismus in Grammatiken [Her99]. Ein erster
Schritt wäre also, eine geeignete Deﬁnition für Determinismus bei CD Gram-
matiksystemen zu ﬁnden. Dabei ist zu beachten, daß CD Grammatiksysteme
sowohl bei der Auswahl der nächsten aktiven Komponente als auch bei der
nächstenverwendetenProduktionineinerKomponentenichtdeterministische
Prozesse durchführen können. Zum ersten Mal werden deterministische CD
Grammatiksysteme in [MM97] eingeführt, und es werden verschiedene Vari-
anten diskutiert. Besonders sei aber auch auf eine Variante von CD Gramma-
tiksystemen hingewiesen, die den kontextfreien LL(k)-Grammatiken ähnelt
und in der Größenordnung nlog2 n analysiert werden kann. Der Begriff ana-
lysierenist hier im Sinne des Parsing-Problems benutzt, welches darin besteht,
festzustellen, ob ein gegebenes Wort von einer gegebenen Grammatik erzeugt
wird. Wenn das so ist, soll eine Ableitung für dieses Wort ausgegeben werden.
Bei einer kontextfreien LL(k) Grammatik kann das Parsing-Problem in linea-
rer Zeit gelöst werden, wenn man zu jedem Zeitpunkt des Parsing-Vorgangs
die nächsten k Symbole des Eingabewortes kennt. Die Klasse der ähnlich de-
ﬁnierten LL(k) CD Grammatiksysteme wird in [BV04] ausführlich untersucht
und würde sich für einen Einstieg in die Fragestellung eignen.
Auf diesem Weg sind nicht nur interessante Ergebnisse in der Beschreibungs-
komplexität zu erwarten, sondern man kann auch Klassen von CD Gramma-
tiksystemenﬁnden,durchderenguteAnalyseeigenschaftenauch eineAnwen-
dung in der Praxis denkbar wäre.
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InderklassischenTheoriederformalen SprachengehörtdieBeschreibungvon
Sprachen durch Grammatiken oder Automaten zu den wichtigen Themen. Im
Gegensatz zu diesenModellen, die aus einer einzelnen Komponentebestehen,
beschäftigt sich die Informatik heute aber immer häuﬁger mit verteilten Syste-
men, deren Komponenten auf verschiedene Art und Weise zusammenarbei-
ten. Eine Möglichkeit, dieses Konzept auf die Theorie der formalen Sprachen
zu übertragen, ist die Deﬁnition von Grammatiksystemen. Ein Grammatiksys-
tem besteht aus mehreren Grammatiken, die nach bestimmten Regeln zusam-
menarbeiten. Hauptsächlich unterscheidet man dabei zwischen sequentieller
und paralleler Kooperation.In dieserArbeit werdenkontextfreie„cooperating
distributed“ (CD) Grammatiksysteme, ein Modell mit sequentieller Koopera-
tion, betrachtet. Zur Erzeugung eines Wortes arbeiten dabei mehrere kontext-
freie Grammatiken, die Komponenten, an einer gemeinsamen Satzform. Zu
jedem Zeitpunkt ist immer nur eine einzige Komponente aktiv.
Der Schwerpunkt der Arbeit liegt auf der Beschreibungskomplexität von CD
Grammatiksystemen. Dabei wird zuerst auf die verschiedenen Maße für die
Größe oder statische Komplexität eines CD Grammatiksystems eingegangen.
Ein wichtiges Ergebnis im ersten Teil der Arbeit ist, daß man für CD Gram-
matiksysteme und insbesondere hybride CD Grammatiksysteme, eine Verall-
gemeinerung von kontextfreien CD Grammatiksystemen, einige dieser Maße
nach oben beschränken kann. Darunter fallen die Anzahl der Komponenten
und die maximale Anzahl von Produktionen in einer Komponente. Hält man
einen der beiden Parameter fest, so entsteht eine unendliche Hierarchie über
dem anderen Parameter.
Der zweite Teil der Arbeit konzentriert sich darauf, Ergebnisse für Größen-
maße zu erzielen, die nicht nur einzelne Aspekte der Komplexität, sondern
die gesamte Größe oder Länge eines CD Grammatiksystems darstellen. Da-
für werden CD Grammatiksysteme geeignet eingeschränkt. Man erhält meta-
lineare Systeme und Systeme von endlichem Index. Im Gegensatz zum un-
beschränkten Modell kann hier die generative Mächtigkeit sehr genau cha-
rakterisiert werden und es können Hilfsmittel wie Pumpinglemmata gezeigt
werden. Weitere Resultate sind eine unendliche Hierarchie über der Breite be-
ziehungsweise dem Index solcher Grammatiksysteme.
Das wesentliches Resultat im zweiten Teil dieser Arbeit besteht daraus, daß
zwischen zwei Klassen von diesen eingeschränkten CD Grammatiksystemen,
deren entsprechende Sprachklassen echt ineinander enthalten sind, nichtre-
kursive Tradeoffs existieren. Das heißt, daß sich der Größenzuwachs beim
Wechsel von der stärkeren Klasse von CD Grammatiksystemen in die schwä-
chere durch keine rekursive Funktion beschränken läßt.