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ABSTRACT In this paper, we propose robust waveform techniques for multistatic cognitive radars in
a signal-dependent clutter environment. In cognitive radar design, certain second order statistics such as
the covariance matrix of the clutter, are assumed to be known. However, exact knowledge of the clutter
parameters is difficult to obtain in practical scenarios. Hence, we consider the case of waveform design in
the presence of uncertainty on the knowledge of the clutter environment and propose both worst-case and
probabilistic robust waveform design techniques. Initially, we tested our multistatic, signal-dependent model
against existing worst-case and probabilistic methods. These methods appeared to be over conservative and
generic for the considered scenario. We therefore derived a new approach where we assume uncertainty
directly on the radar cross-section and Doppler parameters of the clutters. Accordingly, we propose a clutter-
specific stochastic optimization that, by using Taylor series approximations, is able to determine robust
waveforms with specific signal to interference and noise ratio outage constraints.
INDEX TERMS Waveform design, robust optimization techniques, stochastic optimization techniques,
cognitive radars.
I. INTRODUCTION
Cognitive radars are based on three main concepts: intel-
ligent signal processing; feedback from the receiver to the
transmitter and preservation of the information content of
radar returns [1]. This innovative idea, supported by new
flexible computing architectures and solid state transmitters,
has been subjected to extended research in the areas of target
detection [2], [3]; target tracking [4], [5]; waveform design
[6], [7] and many others [8]. In a Cognitive Radar Network
(CRN), several radars could work together in a cooperative
manner [9] combining the benefits of both cognition and
diversity offered by Multiple Input Multiple Output (MIMO)
radars. These radar systems employ multiple transmit wave-
forms and have the ability to jointly process signals received
at multiple receiver antennae [10]. Distributed radars pro-
vide potential advantages such as enlarging coverage areas,
improving detection performance and many others [11]. The
disadvantages of such radar networks are the interference
among radar transceivers, the requirement of precise location
information of sensing nodes, synchronization and the need
for data fusion [11].
In recent years many works considered both cognitive
radars and MIMO systems, but not much work has been
carried out about the added value of merging these two con-
cepts. Optimization of waveform lies at the heart of radar
design. Various criteria have been used for waveform design.
For example, one of the earlier works [12] considered mutual
information (MI) for the waveform design. Further develop-
ments of this concept can be found in [13] and [14], where the
mutual information between subsequent radar returns is used
as a figure of merit for ultra-wideband waveform optimiza-
tion. In [15] maximization of MI between the target impulse
response and the received echoes is used to improve the target
detection and feature extraction performance. In [16], MI is
used for robust information extraction in distributed multiple-
radar systems (DMRSs). The works in [7] and [17] are aimed
at sequentially designing a desired waveform by minimizing
the Bayesian Cramér-Rao bound under some constraints such
as constant-modulus and peak-to-average-power ratio for the
transmit beamforming. Finally, [11] provides a methodology
for the design of a family of frequency-selective orthonormal
wavelets. Within the context of cognition, matched illumina-
tion has been proposed in [18] and [19]. A comprehensive
outline of SNR-based and matched illumination-based wave-
form design techniques has been proposed in [18] for both
known and stochastic targets, in a monostatic radar scenario.
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The work in [19] discusses matched illumination waveform
design for a multistatic through-the-wall radar system where
the target is assumed to be stationary and with a known
impulse-response. Furthermore, the work in [20] proposes
an optimal waveform design method and a fast hierarchical
optimization method to optimize a wideband cognitive radar
(WCR) waveform for joint target radar signature (TRS) esti-
mation and target detection.
Normally, the clutter environment is determined by prior
information such as previous radar measurements, land cover
databases or by using estimates based on training signals.
However, it is difficult to obtain an exact description of
the clutter. Therefore, radar waveform design should take
into account uncertainties associated with clutter parameters.
Traditionally, this can be done in two ways: with worst-case
optimization techniques [21] and with stochastic optimiza-
tion techniques [22]. An interesting example of robust radar
waveform in the presence of signal-dependent interference
can be found in [23]. This work deals with the robust iterative
optimization of the transmit signal and receive filter bank for
the case of a monostatic radar and assumes unknown Doppler
shift of the target.
In this article we propose three different robust optimiza-
tion techniques. The first two techniques employ traditional
worst-case optimization and probabilistic (stochastic) opti-
mization, respectively. Bothmethods are used for robust radar
waveform design in the presence of uncertainty on the clutter-
plus-noise covariance matrix. The third technique considers a
novel approach where the uncertainty is assumed directly on
the radar cross-section and Doppler parameters of the clutter
rather than on the estimated clutter-plus-noise covariance
matrix. The latter is solved using Taylor approximations and
stochastic optimization.
This paper is organized as follows. In Section II the general
description of the model of the system is provided. This
includes the depiction of environment and application, an out-
line of the relevant nomenclature and the formulation of the
optimization problem. The Signal to Interference and Noise
Ratio (SINR) equation that will be used for the Semidefinite
Programming (SDP) is presented in Subsection II-A along-
side with the description of the method implemented for the
receiver filter optimization. The orthogonal codes optimiza-
tion is presented in Subsection II-B. Section III describes the
robust optimization techniques that are the objective of this
paper. Subsection III-A introduces worst-case optimization
techniques, whereas Subsection III-B proposes stochastic
optimization techniques. Finally, Subsection III-C introduces
a novel approach for clutter-specific stochastic optimization
for the case of signal-dependent clutter. The performance of
the proposed algorithms is analyzed and compared in Section
IV followed by conclusions in Section V.
II. SYSTEM MODEL
We consider a multistatic cognitive radar system with cen-
tralized cognition. In this model the M radars transmit M
mutually orthogonal signals in order to detect a target within
a surveillance area. It is assumed that all radars can process
the received signal, extract useful information and forward
decisions to a centralized processor. The processor performs
the joint optimization, determines the most appropriate M
waveforms for the subsequent transmissions of the radars
and conveys them through a local backbone communication
network.
Let us denote the signal of length N transmitted by Radar-i
as s(i) =
[
s(i)(1) s(i)(2) . . . s(i)(N )
]T ∈ CN with i =
1, 2, . . .M . In the considered model, we assume scattering
elements to be located in an area of Nc range rings, each of
them subdivided into L azimuth bins. The index br is used
to denote the range delay. We select Radar-1 as a reference
radar for the other radars towards the relative position of the
target and clutter. To account for the range position of the bins
with respect to Radar-1, we considered a time-shift matrix
J(j,i,br ) described in [8], where Radar-j is the transmitting
radar, Radar-i is the receiving radar and br is the relative
range delay. Radar-1 has therefore a zero-shift with respect
to the position of the target and the corresponding time-shift
matrix is J(1,1,0). On the other hand, the matrix J(j,i,br ) with
i 6= 1 accounts for the delays of the signal originating from
the other radars. The signal received by the generic Radar-i
can be represented by the column-vector x(i). This encloses
the signals sent by every radar and subsequently scattered by
the target as follows:
x(i) =
M∑
j=1
(
αT ,(j,i)J(j,i,br )
(
s(j)  p(νT ,(j,i))
))+ c(i) + n, (1)
where αT ,(j,i) is the complex parameter that accounts for
the propagation and backscattering effects of the channel
experienced by the waveform sent by Radar-j and received by
Radar-i, p(νT ,(j,i)) =
[
1 ej2piνT ,(j,i) . . . ej2pi (N−1)νT ,(j,i)
]T
is the temporal Doppler steering vector as defined in [8]
and νT ,(j,i) is the normalized target Doppler frequency for
the channel. The target parameter, as seen by each radar,
will be characterized by the variance σ 2T ,(j,i) = E[|αT ,(j,i)|2]
and mean E[αT ,(j,i)] = 0. This corresponds to the Radar
Cross-Section (RCS) of the target. Similarly, for each illu-
minated clutter scatterer σ 2c,(j,i,b) = E[|αc,(j,i,b)|2] and
E[αc,(j,i,b)] = 0. We also denote the normalized Doppler
frequency of the clutter as uniformly distributed between
ν¯c,(j,i,b)−  and ν¯c,(j,i,b)+ . The noise n is considered to be a
zero-mean white Gaussian noise characterized by E[n] = 0
and E[nnH] = σ 2n I .
In this model the clutter is considered to be signal-
dependent. We denote its instantaneous received component
as seen by Radar-i as c(i) and its covariance matrix (as defined
in [24]) as:
9c,(i) = E[c(i)cH(i)]
=
M∑
j=1
B∑
b=0
σ 2c,(j,i,b)J(j,i,br )diag{s(i)}
×8(j,i,b)diag{sH(i)}JH(j,i,br ), (2)
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where 8(j,i,b) is the matrix accounting for the Doppler shift
and can be constructed as:
8(j,i,b)(l,m) = ej2piν¯(j,i,b)(l−m) sin[pi(j,i,b)(l − m)][pi(j,i,b)(l − m)] , (3)
where (l,m) indicates the position within the matrix. We
assume the radars have an estimate of the clutter statistics,
however, possibly with some estimation errors. The aim is
therefore to determine optimal waveforms and receiver filters
that will achieve a certain SINR performance in the pres-
ence of uncertainty on the clutter parameters. The proposed
optimization is of an iterative nature where the receiver filter
and the waveforms are designed alternatively by optimizing
the SINR. Specifically, starting from a given receiver filter
w(i)(t − 1) at iteration (t − 1), we search for the admis-
sible radar codes s(i)(t) that maximize the SINR subject to
various constraints. When the waveforms are determined,
we estimate the new adaptive receiver filter w(i)(t) which
maximizes the SINR corresponding to the waveforms s(i)(t).
A set of known waveforms with desired auto-correlation and
cross-correlation properties will be utilized for initialization
purposes.
A. RECEIVE FILTER OPTIMIZATION
The first step consists of determining the receiver filter for
a given set of radar waveforms. The SINR at Radar-i can be
written as:
SINR(i) =
∣∣∣wH(i)∑Mj=1 (σT ,(j,i)J(j,i,br )(s(j)  p(νT ,(j,i))))∣∣∣2
wH(i)
(∑M
j=19c,(j) + σ 2n I
)
w(i)
,
wH(i)A(i)w(i)
wH(i)B(i)w(i)
, (4)
where σT ,(j,i) is the standard deviation of the target parameter.
The optimum receiver filter vectors w(i) are obtained as the
generalized eigenvector corresponding to the largest general-
ized eigenvalue of the matrix pair (A(i),B(i)).
B. ORTHOGONAL WAVEFORMS OPTIMIZATION
The second step consists of optimizing the radar waveforms.
The proposed algorithm requires the following constraints on
the codes:
• All waveforms should be aimed at being mutually
orthogonal or nearly orthogonal: −% ≤ JT(j,i,br )
sH(i)J(j,i,br )s(j) ≤ %, where % is a positive value very close
to zero and i 6= j;
• All radars need to transmit finite energy (here assumed
to be one): ‖s(i)‖2 = 1;
• In order to maintain good auto-correlation and
cross-correlation properties, the estimated waveform
s(i) cannot diverge more than a specific amount from
an initial waveform with desired features s0,(i), i.e.
‖s(i) − s0,(i)‖2 ≤ δ.
We now reformulate the equations in order to develop convex
optimization techniques. The power of the desired signal
component of the received signal at the i-th radar is written
in terms of the transmitted waveforms as [24]:
M∑
j=1
∣∣∣sH(j)(σT ,(j,i)J(j,i,br )(w(i)  p(νT ,(j,i))))∣∣∣2 = tr(sHR(i)s),
(5)
where:
R(i) = blkdiag(R(1,i),R(2,i), . . . ,R(M ,i)), (6)
R(j,i) = E[r(j,i)rH(j,i)], (7)
r(j,i) = αT ,(j,i)J(j,i,br )(w(i)  p(νT ,(j,i))), (8)
s =
[
sT(1) . . . s
T
(i) . . . s
T
(M )
]T
, (9)
w =
[
wT(1) . . . w
T
(i) . . . w
T
(M )
]T
, (10)
where blkdiag is defined as the operator for block diagonal-
ization. Similarly, the power of the clutter returns at the i-th
radar can be calculated as:
wH(i)
( M∑
j=1
9c,(j,i)
)
w(i), (11)
where, as previously mentioned, 9c,(j,i) is the covariance
matrix of the clutter. Extending the work in [8] to the case
of multiple radars, the received interference power can also
be written as:
wH(i)
( M∑
j=1
9c,(j,i)
)
w(i) = wH(i)(9c,(i))w(i) = sH(2∗c,(i))s, (12)
where:
2c,(i) = blkdiag(2c,(1,i),2c,(2,i), . . . ,2c,(M ,i)). (13)
The relationship between 9c,(i), 2c,(i), s and w(i) consists
in the fact that 9c,(i) is the clutter covariance matrix as a
function of the waveforms transmitted by all radars s, and
2c,(i) is the clutter covariance matrix as a function of the
receiver filter w(i). This will be discussed in more detail in
Section III-C. We will be using both notations as appropriate
for quantifying the interference at the receiver of the radar.
The denominator of the SINR(i) can therefore be rewritten as:
tr
(
sH
(
2∗c,(i) +
σ 2n
M
‖w(i)‖2I
)
s
)
= tr(sHZ(i)s). (14)
Let us now define the optimization function as well as the
constraints needed for the convex optimization problem. By
following the guidelines provided for the single radar sce-
nario in [8], the numerator and denominator of SINR(i) can be
reorganized in the form tr(QnR,(i)X ) and tr(QdR,(i)X ), where:
QnR,(i) =
[
R(i) 0
0 0
]
, QdR,(i) =
[
Z(i) 0
0 0
]
,
X =
[
ssH su∗
sHu |u|2
]
, (15)
where u is the Charnes-Cooper variable transformation
needed for the optimization. The orthogonality constraint can
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be written as tr(Qorth,(j,i)X ) ≤ % and tr(Qorth,(j,i)X ) ≥ −%,
where:
Qorth,(j,i) =
[
mT(i)J
T
(j,i,br )
J(j,i,br )m(j) 0
0 0
]
, (16)
m(i) =
[
0N (1) . . . IN (i) . . . 0N (k) . . . 0N (M )
]
,
(17)
wherem(i) is a vector matrix of size NN ×M that contains all
zeros for the exception of an N ×N identity matrix at matrix
position i, with i = 1 . . .M .
The unit norm constraint at the i-th radar is written as:
tr(Qpw,(i)X ) = 1, where Qpw,(i) =
[
mH(i)m(i) 0
0 0
]
.
(18)
The constraint on the deviation of the waveform from an
initial waveform can be written as tr(Qinit,(i)X ) ≤ 0, where:
Qinit,(i) =
[
mH(i)m(i) −mH(i)m(i)s0
−sH0mH(i)m(i) sH0mH(i)m(i)s0 − δ
]
. (19)
Furthermore, we will be using the Charnes-Cooper variable
transformation similarly to the work in [8]: QCC =
[
0 0
0 1
]
.
From this starting point, different optimization problems can
be formulated. For the cases of non-robust optimization, the
reader is referred to the works in [24], [25], and [26]. For mul-
tistatic radars that wish to maximize the SINR at a specific
radar while keeping the SINR of the other radars at a satis-
factory level, the work in [24] adopted convex optimization
approaches. This proposed a waveform optimization using an
iterative approach for the design of receiver filter and radar
waveforms. The waveforms at each iteration are obtained
using the following optimization problem:
max
X
tr(QnR,(i)X )
s.t. tr(QdR,(i)X ) = 1
tr(QnR,(j)X )− SINRmintr(QdR,(j)X ) ≥ 0 ∀j, j 6= i
tr(Qorth,(j,i)X ) ≥ −%u ∀i, j, j 6= i
tr(Qorth,(j,i)X ) ≤ %u ∀i, j, j 6= i
tr(Qpw,(i)X ) = u ∀i
tr(Qinit,(i)X ) ≤ 0 ∀i
tr(QCCX ) = u
X  0, u ≥ 0 (20)
Suppose that the desired SINR for all radars except Radar-
i is SINRgoal . It is unlikely to achieve this value at the first
iteration, as the initial waveforms and the receiver filters are
not optimized enough to meet the goal. As the SINRs of the
radars are expected to improve at every iteration, we start with
a small goal SINR, namely SINRmin, for the first iteration.
As the iterations of the inner loop progress, we increase this
minimum goal by a small constant amount 1step until the
problem is infeasible or SINRmin reaches SINRgoal . Once the
waveforms are obtained in this inner loop iteration process,
the code goes back to the outer loop and the receiver filter is
optimized as described in Subsection II-A. The SINRmin is
increased by 1step and the optimization in (20) is repeated
until the solution turns out to be infeasible. It needs to be
noted that a problem that becomes infeasible in the inner
loop for a specific SINRmin might provide again feasible
results after the receiver filter optimization is performed in
the outer loop. The specific steps involved in the optimization
are summarized from a simulation-oriented perspective in
Table 1. These include both the inner loop steps that have
just been described as well as the outer loop steps (that is, the
sequential optimization of the receiver filter and waveform
design).
TABLE 1. Outline of the optimization method from a simulation-oriented
perspective. feasible is a parameter that is set to one as long as the SDP
provides defined numerical results and t is the iteration number.
III. ROBUST AND STOCHASTIC OPTIMIZATION
TECHNIQUES
The convex optimization in (20) assumes perfect knowledge
of the second order statistics of both the signal-dependent
clutter and the additive noise. This scenario is not always
practically feasible or realistic. It is therefore important to
take into account the mismatch between actual and presumed
values of the clutter plus noise covariance matrix.
In order to tackle the problem of optimization affected by
parameter uncertainty, two main approaches can be under-
taken. The first one is robust or worst-case optimization and
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the second one is stochastic optimization. In the first case
the uncertainty model is deterministic and set-based whereas
in the latter case the uncertainty has a probabilistic descrip-
tion. Robust Optimization techniques are computationally
tractable and the development of fast interior point methods
for convex optimization sparked an interest in this field [27].
A. WORST-CASE OPTIMIZATION TECHNIQUES
We hereby outline a worst-case robust optimization technique
that assumes uncertainty in the clutter plus noise covari-
ance matrix. In a worst-case robust optimization model the
decision maker constructs a solution that is feasible for any
realization of the uncertainty in a given set. This formulation
is inherently that of a max-min problem and is the most
rigorous approach to account for the mismatch [27].
As described in Section II, we chose to optimize the SINR
at Radar-iwhilst satisfying a specific SINRgoal for all Radar-j
with j 6= i. However, in the presence of an error on the
estimate of the clutter plus noise covariance matrix, we will
not always be able to achieve the desired SINRgoal due to
the mismatch between the real covariance matrix and the
assumed covariance matrix for the clutter plus noise. In order
to describe the robust approach, we assume the estimate of
the covariance matrix QdR,(j) in (20) with an error as follows:
Z˜(i) = Z(i) +1β , (21)
where, with reference to (14), Z(i) is the presumed interfer-
ence plus noise covariance matrix and Z˜(i) denotes its actual
value. The subscript β in the error matrix 1β indicates that
the mismatch between the expected and received covariance
matrix is bounded through the constant value β in the Frobe-
nius norm:
||1β ||F ≤ β. (22)
The denominator of SINRi can be rewritten as:
tr
(
sH(Z(i) +1β )s
)
. (23)
The robust worst-case optimization problem is consequently
formulated as:
max
s
max||1β ||F≤β
tr
(
sH(Z(i) +1β )s
)
. (24)
This can be modified in the following well-known equiv-
alent formulation thanks to the Lagrangian multipliers
method [21], [28]:
max
s
tr
(
sH(Z(i) + βI)s
)
. (25)
The final robust waveform optimization problem can be
expressed as the one in (20) but modifying the constraint on
the Radar-j as:
tr(QnR,(j)X )− SINRmintr(Q˜dR,(j)X ) ≥ 0 ∀j, j 6= i, (26)
where Q˜dR,i =
[
Z(i) + βI 0
0 0
]
.
B. STOCHASTIC OPTIMIZATION TECHNIQUES
The problem associated with worst-case optimization tech-
niques is that they result in overly-conservative methods as
they aim at satisfying the SINR for worst-case errors. For
this reason, most of the time the achieved SINR is much
greater than the required SINR. By utilizing statistical knowl-
edge on the error of the covariance matrix, it is possible
to achieve robustness against the uncertainty with a certain
outage probability [22]. As the RCS and Doppler values
change randomly, it is more efficient to exploit the statistical
nature of these errors.
The SINR constraints in the optimization be reformulated
as:
P(j) = Pr
(
tr
(
sHR(j)s
)
tr
(
sH
(
Z(j) + E(j)
)
s
) ≥ SINRgoal), (27)
with P(j) ≥ p(j), j 6= i. Similarly to Section III-A, we
need to apply robustness only to those radars with specific
SINR requirements. P(j) defines the probability that the jth
user achieves the required SINRgoal and p(j) is a preselected
threshold value. In (27), Pr(·) identifies the probability opera-
tor and E(j) is the error matrix. E(j) is a block diagonal matrix
(as isZ(j)) where each of the inner matrices has been modeled
as a Hermitian matrix whose elements are taken from the
distribution CN (0, σ 2e(j) ). Naming S = ssH, the variance of
tr(E(j)S) can be therefore calculated as:
E{tr(E(j)S)tr(E(j)S)∗} =
M-1∑
q=0
N∑
l=1
N∑
m=1
σ 2e(j)S
2
l+qM ,m+qM
= σ 2e(j) [tr(S1SH1 )+ · · · + tr(SMSHM )]
= Mσ 2e(j) , (28)
where (l,m) identifies the matrix cell. (27) can be reformu-
lated as:
P(j) = Pr
(
tr
(
(Z(j) + E(j))S
) ≤ γ(j)), (29)
where:
γ(j) = tr(R(j)S)SINRgoal , and S = ss
H. (30)
We define the random variable y(j) = tr
(
(Z(j) + E(j))S
)
. This
is a real variable because both Z(j)+E(j) and S are Hermitian
and, as by [22, Lemma 1], is assumed to have the probability
distribution y(j) ∼ N
(
tr(Z(j)S),Mσ 2e(j)
)
. The probability of
achieving the required SINRgoal is therefore calculated as:
P(j) =
∫ γ(j)
−∞
1√
2piσe(j)
√
M
exp
(
− (y(j) − µ(j))
2
2σ 2e(j)M
)
dy, (31)
whereµ(j) = tr(Z(j)S). Using the error function erf(·) solution
of the Gaussian integral, (31) can be rewritten as:
P(j) = 12 +
1
2
erf
(
γ(j) − µ(j)√
2σe(j)
√
M
)
≥ p(j), (32)
hence,
γ(j) − µ(j) ≥ erf−1(2p(j) − 1)
√
2σe(j)
√
M . (33)
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Equivalently:
tr(R(j)S)
SINRmin
− tr(Z(j)S) ≥ δe(j) , (34)
where
δe(j) = erf−1(2p(j) − 1)
√
2σe(j)
√
M , (35)
and ||S|| = ||ssH|| = tr(ssH) = M since s is a vector
containing theM radar waveforms. Writing the condition for
stochastic robustness so that it is more convenient in light of
the SDP formulation we obtain:
tr(R(j)S)− SINRmintr
((
Z(j) +
δe(j)
tr(S)
)
S
)
≥ 0, (36)
which leads to the convex optimization problem constraint:
tr(QnR,(j)X )− SINRmintr(Q˜dR,(j)X ) ≥ 0 ∀j, j 6= i, (37)
where Q˜dR,(j) =
[
Z(j) + δe(j)tr(S) I 0
0 0
]
.
C. CLUTTER-SPECIFIC STOCHASTIC OPTIMIZATION
The methods described so far are applicable to uncertain-
ties introduced directly to the clutter-plus-noise covariance
matrix, hence they are very generic and over-conservative.
In most cases, the covariance matrix will be constructed
using the estimates of the underlying parameters of the clutter
such as radar cross-section and Doppler. Hence, in order
to prove the validity of the previous models as well as to
investigate new optimization techniques aimed at enhanced
accuracy, a clutter parameter-specific stochastic optimization
is proposed. The clutter covariance matrix is a function of
the RCS and Doppler of the clutter. Hence in the presence of
uncertainty, this can be expressed for radar i as:
2c,rob,(i) =
M∑
j=1
B∑
b=0
(
(σ 2c,(j,i,b)+εRCS,(j,i,b))
×diag{JT(j,i,br )w∗(i)}8,rob,(j,i,b)diag{JT(j,i,br )w(i)}
)
,
(38)
with i = 1, 2, . . .M and where the matrix accounting for the
Doppler shift is:
8,rob,(j,i,b)(l,m)
= ej2piν¯c,(j,i,b)(l−m) sin[pi ((j,i,b) + εν(j,i,b))(l − m)]
[pi ((j,i,b) + εν(j,i,b))(l − m)] , (39)
and:
• εRCS,(j,i,b) ∼ CN (0, σ 2εRCS,(j,i,b) ) defines the statistics of
the uncertainty on the radar cross-section;
• εν,(j,i,b) ∼ CN (0, σ 2εν,(j,i,b) ) provides the statistics associ-
ated to the uncertainty on the Doppler interval.
For notational convenience the subscript (i) will be hereafter
omitted. The reader will therefore need to keep in mind that
all of the following equations refer to a receiving/transmitting
radar (i) even if not directly specified.
In order to develop robust optimization techniques, we
expand the elements of the matrix 8,rob using Taylor series
as a function of the error term εν . This results in the following
expression:
8˜,rob(l,m) = ej2piν¯(l−m)
(
sin[pi(l − m)]
[pi(l − m)]
+ 1

(
cos[pi(l − m)]− sin[pi(l − m)]
[pi(l − m)]
)
εν
+ 1
2
(
2− (pi(l − m))2
2
sin[pi(l − m)]
[pi(l − m)]
− cos[pi(l − m)]
)
ε2ν
)
, (40)
where (l,m) identifies the position of the element within the
matrix. Substituting (40) into (38) leads to (41). This can also
bewritten in the form 2˜c,rob = 2c+2εRCS+2εν+2εRCSεν+
2o2 +2εRCSo2. Some necessary remarks on (41):
• The notation ˜ marks the difference between the original
matrix2c,rob and the Taylor series-approximatedmatrix
2˜c,rob;
• 2c is the error-free clutter covariance matrix;
• 2εRCS is the covariance matrix carrying the uncertainty
on the radar cross-section of the clutter;
• 2εν is the covariance matrix carrying the uncertainty on
the Doppler of the clutter;
• the expected value of2εRCSεν can be assumed to be zero
since it contains a multiplication between the two errors
which are very small and uncorrelated;
• the terms 2c and 2o2 will contribute to the mean of
2˜c,rob;
• the terms2εRCS and2εν will contribute to the variance
of 2˜c,rob;
• the term 2εRCSo2 will contribute with a mean value to
the variance of2εRCS .
In other words, the new clutter covariance matrix can be
re-written as the error-free clutter covariance matrix plus a
series of signal-dependant error matrices. The denominator
of the SINR can be therefore written as:
y = tr((Z+2∗εRCS +2∗εν +2∗εRCSo2 +2∗o2)S), (42)
where Z = 2∗c + σ 2n I (please refer to (14)). The statistics of
y are derived hereafter.
The expected value of y is:
µ = E{y} = E{tr((Z+2∗εRCS +2∗εν +2∗εRCSo2 +2∗o2)S)}
= E{tr((Z+2∗o2)S)}
= tr(ZS)+ tr(2˜∗o2S), (43)
where:
2˜o2 =
M∑
j=1
B∑
b=1
σ 2c,(j,b)diag{JT(j,br )w∗}8˜o2,(j,b)diag{JT(j,br )w},
(44)
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2˜c,rob,(i) =
M∑
j=1
B∑
b=1
σ 2c,(j,i,b)diag{JT(j,i,br )w∗(i)}8,(j,i,b)diag{JT(j,i,br )w(i)}
+
M∑
j=1
B∑
b=1
εRCS,(j,i,b)diag{JT(j,i,br )w∗(i)}8,(j,i,b)diag{JT(j,i,br )w(i)}
+
M∑
j=1
B∑
b=1
σ 2c,(j,i,b)diag{JT(j,i,br )w∗(i)}8εν ,(j,i,b)diag{JT(j,i,br )w(i)}
+
M∑
j=1
B∑
b=1
εRCS,(j,i,b)diag{JT(j,i,br )w∗(i)}8εν ,(j,i,b)diag{JT(j,i,br )w(i)}
M∑
j=1
B∑
b=1
σ 2c,(j,i,b)diag{JT(j,i,br )w∗(i)}8o2,(j,i,b)diag{JT(j,i,br )w(i)}
+
M∑
j=1
B∑
b=1
εRCS,(j,i,b)diag{JT(j,i,br )w∗(i)}8o2,(j,i,b)diag{JT(j,i,br )w(i)}
= 2c,(i) +2εRCS ,(i) +2εν ,(i) +2εRCSεν ,(i) +2o2,(i) +2εRCSo2,(i) for i = {1, 2, . . .M} (41)
where:
8˜o2(l,m) = E{8o2(l,m)}
= E
{
1
2
(
2− (pi(l − m))2
2
sin[pi(l − m)]
[pi(l − m)] +
− cos[pi(l − m)]
)
ε2ν
}
= 1
2
(
2− (pi(l − m))2
2
sin[pi(l − m)]
[pi(l − m)] +
− cos[pi(l − m)]
)
σ 2εν . (45)
In the above, themean of2εRCS ,2εν and2εRCSo2 goes to zero
and E{ε2ν} = σ 2εν as consequence of the Gaussian variables
being distributed with εRCS,(j,i,b) ∼ CN (0, σ 2εRCS,(j,i,b) ) and
εν,(j,i,b) ∼ CN (0, σ 2εν,(j,i,b) ). The second order statistics of y
can be calculated as:
E{y2}
= E
{(
tr
(
(Z+2∗εRCS +2∗εν +2∗εRCSo2 +2∗o2)S
)− µ)2}
= E
{(
tr
(
(2∗εRCS +2∗εν +2∗εRCSo2)S
))2}
. (46)
The statistics of the matrix elements of2εRCS and2εν can be
derived as follows:
2εRCS (l,m) ∼ CN
(
0,A2εRCS (l,m)σ
2
εRCS
)
, (47)
2εν (l,m) ∼ CN
(
0,A2εν (l,m)σ
2
εν
)
, (48)
where:
AεRCS =
M∑
j=1
B∑
b=1
diag{JT(j,br )w∗}8,(j,b)diag{JT(j,br )w}, (49)
Aεν =
M∑
j=1
B∑
b=1
σ 2c,(j,b)diag{JT(j,br )w∗}K diag{JT(j,br )w(i)},
(50)
and:
K(l,m) = ej2piν¯(l−m) · 1

(
cos[pi(l−m)]− sin[pi(l−m)]
[pi(l − m)]
)
.
(51)
Also,
E{tr((2∗εRCS +2∗εRCSo2)S)tr((2ε∗RCS +2∗εRCSo2)S)∗}
= E{tr(εRCSA∗εRCSS)tr(εRCSA∗εRCSS)∗
+ tr(εRCSA∗o2S)tr(εRCSA∗o2S)∗}
= σ 2εRCS
M∑
j=1
B∑
b=1
tr
(
diag{JT(j,br )w∗}(8ε,(j,b) + 8˜o2)
× diag{JT(j,br )w}S
)2
= σ 2εRCS‖vRCS‖2, (52)
where vRCS is a vector of dimension MB × 1 contain-
ing in each element the value tr
(
diag{JT(j,br )w∗}(8ε,(j,b) +
8˜o2)diag{JT(j,br )w}S
)2
for a specific radar j and range-
azimuth bin b and
Ao2 =
M∑
j=1
B∑
b=1
diag{JT(j,br )w∗}8˜o2diag{JT(j,br )w}. (53)
It needs to be noted that in (52) the cross products between
2εRCS and 2εRCSo2 go to zero as they present the multipli-
cation σ 2εRCS × σ 2εν which can be approximated to zero. Fur-
thermore, given the fact that the two errors are uncorrelated,
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FIGURE 1. Auto-Ambiguity Function (AAF) and Cross-Ambiguity Function
(CAF) of the initial waveforms. (a) AAF of s1. (b) AAF of s2. (c) CAF
of s1, s2.
the expected value would also be zero. The variance of the
uncertainty related to the Doppler can be calculated in the
same way:
E{tr(2∗ενS)tr(2∗ενS)∗}
= E{tr(ενA∗ενS)tr(ενA∗ενS)∗}
= σ 2εν
M∑
j=1
B∑
b=1
tr
(
diag{JT(j,br )w∗}K(j,b)diag{JT(j,br )w}S
)2
= σ 2εν‖vν‖2, (54)
where vν is a vector of dimensionMB× 1 containing in each
element the value tr
(
diag{JT(j,br )w∗}K(j,b)diag{JT(j,br )w}S
)2
for a specific radar j and range-azimuth bin b. In this model
the variance depends on the signal as well as other parameters
specifically related to the scenario under investigation. The
variance of y is written as:
E{y2} = σ 2εRCS‖vRCS‖2 + σ 2εν‖vν‖2
= ‖[σεRCSvRCS; σενvν]‖2. (55)
Similarly to the case described in Subsection III-B:
P =
∫ γ
−∞
1√
2pi‖vε‖
exp
(
− (y− µ)
2
2‖vε‖2
)
dy, (56)
where vε = [σεRCSvRCS; σενvν]. This leads to the second
Order Cone Programming (SOCP) convex constraint:
tr(R(j)S)
SINRmin
− tr((Z(j) + 2˜∗(j),o2)S) ≥ δp(j)‖vε‖, (57)
where δp(j) = erf−1(2p(j) − 1)
√
2.
IV. PERFORMANCE ANALYSIS
In order to evaluate the performance of the proposed algo-
rithms, we perform Monte Carlo simulations for the case
of M = 2 radars. The SINR of the first radar is maxi-
mized while requiring the second radar to achieve a desired
SINRgoal . The SINR achieved by the optimization for the
second radar is investigated for both the robust and non-
robust cases. The initial waveforms s0,1 and s0,2 are Frac-
tional Fourier Waveforms of length N = 64 as developed
in [29]. These waveforms provide very good auto-correlation
and cross-correlation properties (refer to Figure 1) granting
therefore good range resolution while maintaining orthog-
onality between the two radar waveforms. We assume the
FIGURE 2. Worst-case robust optimization. The required SINRgoal of 2dB
is achieved every time with robust optimization techniques. The SINRgoal
is not always achieved for the non-robust case. As expected, the results
are over-conservative for the worst-case optimization techniques.
scatterers to be located in Nc = 4 range rings. The number of
azimuth cells in each ring is L = 8. As for the parameters of
the target, the various radar cross-sections are set randomly
to σ 211,T = 0.5823, σ 221,T = 0.6036, σ 222,T = 0.5935 and
σ 212,T = 0.6203. The target Doppler values are set randomly
to ν11,T = 0.0141, ν21,T = 0.0237, ν22,T = 0.0249 and
ν12,T = 0.0044. The clutter power as seen by the radars
is σ 211,c = σ 221,c = σ 222,c = σ 212,c = 1. We also set the
noise variance to σ 2n = 0.25 and the Doppler frequency is
uniformly distributed around its mean value of ν¯c = 0.0267
with a spread of  = 0.02. Finally, we set the maximum
acceptable deviation to the initial waveform to δ = 0.1 and
the orthogonality threshold to % = 0.05. For solving the SDP
problem, we used CVXMATLAB
 Software for Disciplined
Convex Programming [30]. The waveform optimization was
solved as described in (20). The full optimization method
(that is, including the iterations between waveform and filter
optimizations) has been described in Section II. The reader
may refer to Table 1 for the outline of the optimizationmethod
from a simulation-oriented perspective. For all simulations
the parameters used were 1step = 0.1, SINRiteration = 0 at
the initialization stage and SINRgoal = 2dB. SINRgoal refers
to Radar−2 since SINR1 will be maximized in the objective
function of the SDP. The number ofMonte-Carlo experiments
for the simulation results is 10000.
A. PERFORMANCE ANALYSIS OF WORST-CASE
OPTIMIZATION TECHNIQUES
In order to test the algorithm for worst-case optimization
techniques, the Frobenius norm bound of the error matrix
was set to β = 0.18. This β value corresponds to the 1%
of the Frobenius norm of the error-free covariance matrix of
the clutter. As seen in Figure 2, the required SINRgoal of 2dB
was over satisfied with robust optimization techniques but the
non-robust case achieved the required SINR of 2dB only half
of the times. As expected, the results are over-conservative
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TABLE 2. Stochastic optimization results. Comparison between the
achievable percentage of a desired SINRgoal with stochastic waveform
optimization techniques and non-robust waveform optimization
techniques.
FIGURE 3. Stochastic optimization, SINR to be achieved 70% of the time.
Required SINRgoal achieved 70.2% of times with stochastic optimization.
Required SINRgoal achieved 50.5% without robust optimization.
for the worst-case optimization techniques since the achieved
SINR is always higher than the required one by a considerable
margin.
The SINR achieved by Radar-1, i.e. the radar whose SINR
is maximized, was equal to SINR1,max = 3.73dB on average.
B. PERFORMANCE ANALYSIS OF STOCHASTIC
OPTIMIZATION TECHNIQUES
In order to test the stochastic optimization techniques, the
standard deviation of the error was set to σej = 0.01. We
selected this value so that
√
Mσej is 4% of the mean of
tr(Z(j)S) (please refer to the probability distribution of y(j) in
Subsection III-B). This has been tested for an SINR achieve-
ment rate of 70%, 80% and 90%. As seen in Figures 3, 4
and 5 respectively, the robust algorithm provides the desired
SINRwith the desired percentage. On the other hand, the non-
robust algorithmwas able to achieve the desired SINR of 2dB
only about half of the times. The specific values have been
provided in Table 2. The average SINR achieved by Radar-1
was equal to SINR1,max = 3.76dB.
C. PERFORMANCE ANALYSIS OF CLUTTER-SPECIFIC
STOCHASTIC OPTIMIZATION
In order to test the clutter-specific stochastic optimization, we
set σ 2εRCS = (
σ 2c,(j,i,b)
5 )
2 or, in other words, we set the standard
deviation of the error of the RCS of the clutter to 20% of
FIGURE 4. Stochastic optimization, SINR to be achieved 80% of the time.
Required SINRgoal achieved 79.8% of times with stochastic optimization.
Required SINRgoal achieved 49.7% without robust optimization.
FIGURE 5. Stochastic optimization, SINR to be achieved 90% of the time.
Required SINRgoal achieved 89.5% of times with stochastic optimization.
Required SINRgoal achieved 49.6% without robust optimization.
the RCS of the clutter. Similarly, we set σ 2εν = ( 5 )2 i.e.
20% of . The results obtained through the Monte Carlo
simulations for clutter-specific stochastic optimization have
been provided in the second row of Table 3 as well as in the
green histograms in Figures 6, 7 and 8. As it can be seen,
by using the proposed optimization method, there generally
is a very good match between the desired and the obtained
SINR percentages. However, a 2.5%mismatch occurs for the
90% case. This is a consequence of the Taylor series approx-
imation of the covariance matrix. Nonetheless, during this
Monte-Carlo simulation, the value of 1.99dB was achieved
90% of the time, showing how this mismatch is actually
negligible.
It needs to be noted that we could have considered uncer-
tainty also on the average of theDoppler ν¯c. Themethodology
proposed in this work is still applicable to this case. However,
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TABLE 3. Results for signal-dependent clutter i.e. for error applied
directly to the RCS and Doppler of the clutter. Comparison between the
achievable percentage of the desired SINRgoal by using the proposed
optimization that assumes uncertainty on the clutter parameters directly
(row 2), the ordinary stochastic optimization (row 3) and non-robust
optimization (row 4).
incorporating error to the average Doppler in (39) will lead to
additional terms in the covariance matrix in (41). For clarity
of the description of the algorithm, we therefore considered
uncertainty only on the Doppler spread.
We also compared the above results with non-robust opti-
mization and with the ordinary stochastic method described
in Subsection III-B. In order to compare the parameter-
specific uncertainty with the stochastic method that con-
siders the uncertainty directly on the covariance matrix of
the clutter, the same level of uncertainty needs to be used
in both optimizations. To estimate the variance σ 2e of the
equivalent level of uncertainty, we introduced errors directly
to the clutter parameters as in (38) and computed the differ-
ence between the true covariance matrix and the error-free
covariance matrix:
E˜ = 2c,rob −2c, (58)
where2c,rob and2c are defined in (41). Once E˜ is obtained,
E{|tr(E˜S|2} is computed using the 10000 Monte-Carlo runs,
and the equivalent variance of the error σ 2e for the ordinary
optimization was obtained using (28) as E{|tr(E˜S|
2}
M . It should
be noted that E˜ is a function of the receiver filter w(i)
and the percentage of SINR achievement rate. Hence we
computed the equivalent error terms for the final value of
w(i) as obtained by the proposed stochastic optimizations
for each percentage 70%, 80% and 90%. The variance σ 2e
thus obtained has then been used for the ordinary stochastic
optimization.
The results obtained for non-robust optimization, ordi-
nary stochastic optimization and clutter-specific optimization
for the case of when the error is applied directly to the
radar cross section and the Doppler spread, are depicted in
Figures 6, 7 and 8 and summed up in Table 3. As it can be
seen, there is a significant difference between the desired
and obtained SINRgoal for the case of ordinary stochas-
tic optimization i.e. obtained by assuming that the error is
directly applied to the clutter plus noise covariance matrix.
FIGURE 6. The SINR goal of 2dB was required to be achieved 70% of the
time. Comparison between non-robust optimization, ordinary stochastic
optimization and the clutter-specific optimization proposed in this work.
The required SINRgoal of 2 dB was achieved 69.8% of times with
clutter-specific stochastic optimization. The required SINRgoal was
achieved 6.6% with the more generic stochastic optimization method and
1.3% with non-robust optimization.
FIGURE 7. The SINR goal of 2dB was required to be achieved 80% of the
time. Comparison between non-robust optimization, ordinary stochastic
optimization and the clutter-specific optimization proposed in this work.
The required SINRgoal of 2 dB was achieved 79.4% of times with
clutter-specific stochastic optimization. The required SINRgoal was
achieved 7.0% with the more generic stochastic optimization method and
0.7% with non-robust optimization.
The reason is that the assumption of errors applied directly to
the covariance matrix is not sufficiently accurate to describe
the structure of the error. As amatter of fact, there is almost no
difference between the results obtained with non-robust opti-
mization and with ordinary stochastic optimization, proving
how this model is an over-simplification when considering
signal-dependent clutter.
It should be noted that only Radar-2 is required to achieve
a specific SINR. But for Radar-1, the aim was to maximize its
achievable SINR. Hence robust formulation is applicable to
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FIGURE 8. The SINR goal of 2dB was required to be achieved 90% of the
time. Comparison between non-robust optimization, ordinary stochastic
optimization and the clutter-specific optimization proposed in this work.
The required SINRgoal of 2 dB was achieved 87.5% of times with
clutter-specific stochastic optimization. The required SINRgoal was
achieved 6.5% with the more generic stochastic optimization method and
0.4% with non-robust optimization.
FIGURE 9. Achieved SINR of Radar-1 obtained through clutter specific
optimization technique for different realization of the clutter parameters.
only Radar-2. However, as we assumed various realizations
of the clutter parameters, the SINR achieved by Radar-1
varied slightly but with a mean value of 3.78dB, as shown in
Figure 9. It needs to be noted that, in principle, the proposed
techniques are applicable to more than two radars. However,
in practice, the performance in the presence of more than
two radars will be very limited in the presence of severely
cluttered environment. For example, in our simulation model,
the variance of the RCS of the target was selected ran-
domly around the value of 0.6 whereas the variance of the
RCS of the clutter was set to 1. Also, each radar receives
signal components from only two distinct paths (one from
each radar), while we have modeled Nc × L = 32 clutter
returns for each radar. In addition, due to the fact that the
waveforms cannot be perfectly orthogonal at various time
lacks, addingmore than two radars will addmore interference
to the already severely cluttered environment, leading to unre-
alistically small SINRgoal values. Furthermore, adding more
radars will increase the computational burden. In addition
to these challenges, efficient methods for obtaining realistic
estimates of the uncertainty of the clutter parameters is also
an important research direction.
V. CONCLUSION
We have considered the problem of robust waveform design
for multistatic cognitive radars in a signal-dependent clut-
ter environment. Assuming uncertainty on the clutter statis-
tics, we have proposed worst-case robust optimization and
stochastic robust optimization methods. While non-robust
optimization methods are unable to achieve the required
SINRgoal , the worst-case robust optimization is always able
to achieve this goal SINR, however, this method is over-
conservative as it aims to achieve the desired SINR for
the worst-case clutter statistics. The stochastic robust opti-
mization is able to achieve the goal SINR with a specified
outage probability in the presence of uncertainty on the
clutter covariance matrix. Finally, the proposed algorithm
that assumes uncertainty directly on the clutter parameter
is able to achieve the desired probability of SINRgoal with
a small margin error due to Taylor series approximation.
However, this method is able to outperform the ordinary
stochastic robust optimization method significantly due to
possible preservation of the structure of the error matrix.
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