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Dieser Zwischenbericht stellt die Ergebnisse der Forschergruppe RESH im Zusammenhang dar, die in
den ersten neun Monaten der Projektlaufzeit erarbeitet wurden. Dargestellt werden die Ergebnisse der
einzelnen Teilprojekte sowie Ausblicke auf geplante weitere Arbeitseinheiten.
Am 6. Oktober 1998 wurden diese Zwischenergebnisse in Kurzvortragen vorgestellt, um die Aktivitaten
der einzelnen Teilprojekte besser auf einander abzustimmen. Ebenfalls im Bericht enthalten sind die
Poster, mit denen die Forschergruppe RESH anlalich des Tags der Informatik am 6. November 1998 ihre
Arbeit der interessierten Oentlichkeit vorstellte
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1 Einfuhrung
Ziel der Forschergruppe ist es, Technik und Anwendung von vernetzten Rechnern als Hochleistungsre-
chenanlagen (
"
Cluster Computing\) voranzutreiben. Solche Rechnernetze bergen gewaltiges Potential:
 preisgunstige und skalierbare Superrechnerleistung
 riesigen Hauptspeicher
 preisgunstigen, ausfallsicheren und skalierbaren Hintergrundspeicher mit
 gewaltiger E/A-Bandbreite.
Durch die Vernetzung leistungsfahiger Einzelrechner wird es moglich, diese Leistung auch Anwendern zur
Verfugung zu stellen, die zwar hohe Rechenleistung brauchen, fur die aber ein Superrechner zu teuer ist,
Superrechnerleistung nicht standig benotigt wird oder das zum Betrieb notwendige Personal nicht zur
Verfugung steht.
Die Haupthindernisse, die bislang einen Durchbruch vernetzter Plattformen verhinderten, sind die un-
genugende Kommunikationsleistung sowie die erheblichen Schwierigkeiten bei der Programmierung von
verteilten Anwendungen. Fur diese Probleme sollen im Rahmen dieses Projekts Losungen erarbeitet wer-
den. Diese Losungen sollen gleichzeitig eine Plattform fur anspruchsvolle Anwendungen bieten.
Das Projekt weist also zwei Hauptstorichtungen auf: Erstens soll die Grundtechnologie von Rechnerkopp-
lungen vorangetrieben werden. Dazu sind Arbeiten im Bereich schneller Netze, schlanker Kommunikati-
onsprotokolle, Betriebssystemanpassung (bzw. -umgehung), Programmierumgebungen und Bibliotheken
wie PVM, MPI oder Fast/Active Messages erforderlich.
Die zweite Hauptstorichtung sind Anwendungen, und zwar in den Bereichen Data-Mining, Bildfolgen-
auswertung und Sichtsteuerung von Robotern in Echtzeit. Diese Anwendungen sollen die Rechnerkopp-
lungstechnik testen und validieren.
Die Gruppe gliedert sich in folgende Projektbereiche:
Projekt T1: Intelligente Netzwerke, Protokolle und Systeme
Projekt T2: Programmierumgebungen und Ubersetzer, Anwenderunterstutzung
Projekt L1: Paralleles Data-Mining
Projekte N1 & N2: Bildfolgenauswertung als Anwendungsprobe zur quantitativen Untersuchung
von Parallelisierungsansatzen
Die enge Zusammenarbeit dieser Projektbereiche, insbesondere zwischen den Grundlagenbereichen T1
und T2 und den Anwendungen (L1, N1 und N2) sollen sich die einzelnen Teilprojekte gegenseitig be-
fruchten: Zum einen ist eine direkte Unterstutzung der Anwender gewahrleistet, zum anderen erhalten
auch die Entwickler der Basistechnologien eine schnelle und prazise Ruckkoppelung und Validierung ihrer
Arbeiten.
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2 T1: Intelligente Netzwerke, Protokolle und Systeme
2.1 Ausgangssituation
Am Institut fur Programmstrukturen und Datenorganisation lauft bereits eine Entwicklung zur Par-
allelverarbeitung in Workstation/PC-Clustern, genannt ParaStation. Die ParaStation-Rechnerkopplung
lost die Aufgabe des Zusammenschaltens von handelsublichen Einzelrechnern zu einem Parallelrechner,
ohne die gewohnte Einzelrechnernutzung zu beeintrachtigen. ParaStation ist speziell an die Bedurfnisse
der Parallelverarbeitung in Workstation-Clustern bzw. Workstation-Farmen zugeschnitten. Insbesondere
bedeutet dies sehr kurze Kommunikationsverzogerungszeiten (Latenzzeiten), minimalen Protokollover-
head, keinen Betriebssystem-Overhead und einen hohen Durchsatz. Die Skalierbarkeit reicht dabei von
der Kopplung zweier Arbeitsplatzstationen bis hin zu Farmen von Arbeitsplatzstationen mit mehreren
hundert Prozessoren. Die Vorfuhrung einer ParaStation-Anlage mit acht vernetzten Arbeitsplatzstatio-
nen hat bereits im November 1995 stattgefunden. ParaStation steht somit als funktionfahige Plattform
mit Beginn der Forschergruppenaktivitaten allen Prokjektpartnern zur Verfugung.
Die Arbeiten an ParaStation brachten viele Erkenntnisse und Einsichten in die Problematik des
"
Cluster
Computing\ zu Tage, warfen aber auch gleichzeitig neue Frage- und Problemstellungen auf, so da auf
diesem Gebiet auch weiterhin Forschungsbedarf besteht.
Mit einer weiteren Steigerung der Ubertragungsgeschwindigkeit, einer Steigerung der raumlichen Aus-
dehnung sowie der Bereitstellung weiterer Plattformen, soll das ParaStation2-Projekt zum Teil eine recht
praxisorientierte Zielsetzung verfolgen. Die eigentliche Herausforderung jedoch liegt im Entwurf und der
Realisierung eines Kommunikationssubsystems, das die Leistungsfahigkeit des bisherigen Systems weiter
steigert, um mit den steigenden Prozessorgeschwindigkeiten Schritt zu halten. Dazu zahlen intelligen-
te Hochleistungsnetzwerke, schlanke Hochgeschwindigkeitskommunikationsprotokolle sowie die eziente
Integration dieses Kommunikationssubsystems in bestehende oder zukunftige Betriebssysteme.
2.2 Ziele
 Steigerung der Ubertragungsgeschwindigkeit und raumlichen Ausdehnung: Der Einsatz
von Glasfaserverbindungen ermoglicht Ubertragungsgeschwindigkeiten im Gbit/s-Bereich (Steige-
rung um Faktor 7) sowie eine raumlichen Ausdehnung von bis zu 1km zwischen je zwei Arbeits-
platzrechnern (Steigerung um Faktor 100). Damit ware es moglich, z.B. alle Arbeitsplatzrechner
innerhalb eines Gebaudes als ParaStation2-Parallelrechner zu nutzen. Der derzeit eingesetzte Netz-
werkprozessor erlaubt bis zu 65.000 angeschlossene Stationen (Arbeitsplatzrechner), so da in die-
sem Punkt praktisch keinerlei Beschrankung besteht. Im Zusammenhang mit der Erweiterung auf
eine groere Anzahl von Einzelrechnern sind dann auch Fragen der Ausfallsicherheit zu betrachten.
 Intelligente Hochleistungsnetzwerke: Die ParaStation-Kommunikationshardware stellt bisher
eine gesicherte Datenubertragung, automatische Wegwahl, Flukontroll- und Synchronisationsme-
chanismen zur Verfugung. Oen sind Fragen nach einer echten Multiuser-/ Multitasking-Unterstutzung,
kollektiven Kommunikationsoperationen, sowie das Bereitstellen weiterer Protokollfunktionalitaten,
wie etwa einer dynamischen und adaptiven Wegndung oder einem dynamischen Lastausgleich in-
nerhalb des Netzwerkes.
 Bereitstellung neuer Plattformen: Bei Anwendern, die einen Einstieg in die Parallelverarbei-
tung planen, besteht berechtigtes Interesse, dies auf Basis der bereits vorhandenen Infrastruktur
(verfugbaren Arbeitsplatzrechnern) in Angri zu nehmen. Durch die Verwendung einer standardi-
sierten Schnittstelle der ParaStation-Kopplungskarte (PCI-Bus) ist die Moglichkeit der Umsetzung
auf weitere Plattformen prinzipiell gegeben. Die dabei oenstehenden Moglichkeiten schlieen auf
der Hardwareseite Prozessoren der Firmen Intel, Digital, IBM und Sun ein. Im Bereich der Be-
triebssysteme sind zahlreiche UNIX-Varianten (OSF/1, Linux, Solaris, AIX) sowie Windows-NT
denkbar. Die letztendlich verwirklichten Plattformen werden sich an den Bedurfnissen der beteilig-
ten Projektpartner orientierten.
 Schlanke Hochgeschwindigkeitskommunikationsprotokolle:Kommunikationsprotokolle uber-
brucken die Kluft zwischen den Fahigkeiten der Kommunikationshardware und den Anforderungen
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eines Betriebssystems sowie der gewunschten Funktionalitat einer Kommunikationsschnittstelle. Die
Protokolle innerhalb des ParaStation-Systems bilden da keine Ausnahme. Die Frage die sich viel-
mehr stellt ist, welche (sinnvolle) Funktionalitat die Kommunikationshardware mitbringen sollte
und welche Teile besser innerhalb eines Kommunikationsprotokolls realisiert werden sollten. Dies
ist naturlich unter der Pramisse, einen wohldenierten Ausgleich zwischen der Komplexitat der
Hardware und der Ezienz der Software zu nden.
 Betriebssystemintegration:Bisher basiert die ParaStation-Kommunikationsschnittstelle auf dem
Prinzip der sogenannten User-Level Kommunikation, das einfach ausgedruckt das Betriebssystem
aus dem Kommunikationspfad entfernt. Damit lassen sich zwar sehr leicht neue Protokolle imple-
mentieren und testen, aber die gewunschte Transparenz eines Kommunikationssubsystems, die ein
Betriebssystem normalerweise bietet, geht verloren. Applikationen mussen auf eine andere, wenn
auch aquivalente Kommunikationsschnittstelle aufsetzen und konnen nicht alleine aus dem Vorhan-
densein eines Hochleistungsnetzwerkes protieren. Die Kommunikationsschnittstelle des Betriebs-
systems unterliegt derselben Beschrankung, denn solange das Betriebssystem das Hochleistungs-
netzwerk nicht nutzen kann, konnen auch systeminterne Kommunikationsoperationen mit anderen
Stationen nicht uber das Hochleistungsnetzwerk abgewickelt werden. Die Problematik, die sich dem-



















2) Offene Probleme bei ParaStation2
1) Warum "Umweg" ?
3) Offene Probleme bei ParaStation3
Bei Projektstart im Januar 1998 stand ParaStation [36, 34] als Basisplattform bereits zur Verfugng und
war voll funktionsfahig, so da fur die restlichen Projektpartner nicht das Problem einer geplanten, aber
noch nicht existenten Hardware bestand. Parallel zur den anderen Projekten sollte die neue ParaStation
Hardware entwickelt und am Ende der Projektlaufzeit die Funktionsweise an einem Prototyp demonstriert
werden.
Abweichend von der ursprunglichen Planung wurde eine ParaStation-Zwischenstufe eingeschoben, die
einen Teil der geplanten Weiterentwicklungen bereits realisiert (z.B. die gesteigerte Ubertragungsleistung
von 1.28 GBit/s). Die
"
Zwischenlosung\ ist in Betrieb und wird mittlerweile von allen Projektpartnern
genutzt; das Fernziel (ParaStation3) wird ebenfalls weiter verfolgt.
Im folgenden wird auf die Grunde fur diese Zwischenlosung eingegangen, sowie die oenen Fragen und
Probleme bei der (Weiter-)entwicklung von ParaStation2 und ParaStation3 diskutiert. Dabei gilt folgende
Konvention: ParaStation1 bezeichnet die ursprungliche ParaStation Hardware aus dem Jahre 1995. Die
Kombination aus der ParaStation-Software und der Myrinet Hardware der Firma Myricom [4] wird als
ParaStation2 bezeichnet. Die Hardwareneuentwicklung lauft unter der Bezeichnung ParaStation3.
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Thomas M. WarschkoRESH  Projekt: T1
Warum der Umweg ?
Programmatische Gründe:
- ParaStation etwas veraltet (zu langsam)
- 2 Jahre Wartezeit auf Prototypen ist eine lange Zeit
Jetzt: ParaStation2 ist "State of the Art"
Wissenschaftliche Gründe:
- die ParaStation HW ist etwas spartanisch, Myrinet stellt
geradezu das andere Extrem da.
Umgang mit DMA-Übertragung
- Wissensgewinn (u.a. für ParaStation3):
Eigenintelligenz einer Netzwerkkarte
Im wesentlichen basiert die Entscheidung fur die Entwicklung und den Einsatz einer Zwischenlosung auf
zwei Argumentationsschienen:
1. Programmatische Grunde: Das Leistungsspektrum der ParaStation1 Hardware (3s Latenzzeit
und 128 Mbit/s Durchsatz) wurde besonders beim Durchsatz von marktgangigen Losungen wie
FastEthernet (100 Mbit/s) oder ATM (155 Mbit/s) eingeholt, so da ein gewisses Argumentations-
problem fur den Einsatz von Spezialhardware entsteht. Lediglich die extrem kurzen Latenzzeiten
von ParaStation sind nach wie vor unerreicht. Desweiteren sind zwei Jahre Wartezeit auf einen
Prototypen auerst lang { besonders in Hinblick auf neue LAN-Technologien wie Gbit/s ATM oder
Gigabit-Ethernet, denn im Vergleich zu diesen Systemen wirkt die ParaStation1 Hardware geradezu
steinzeitlich.
2. Wissenschftliche Grunde: Die Programmierschnittstelle von ParaStation1 ist auerst sparta-
nisch und lat auer der implementierten Ansteuerungen keinen Spielraum fur Alternativen. Die
Myrinet-Adapter dagegen verwenden einen voll programmierbaren Netzwerkprozessor sowie ver-
schiedene DMA-Einheiten, so da hier vollkommene Freiheit bezuglich neuer Ideen besteht.
Mit der Adaption der ParaStation-Software auf die Myrinet-Hardware bendet sich ParaStation2 [37]
jetzt wieder auf dem Stand der Kunst im Clustercomputing. Die erreichten Latenzzeiten (12s) sind zwar
etwas schlechter als die bei ParaStation, dafur ist ein Durchsatz von bis zu 1.28 Gbit/s konkurrenzlos
(und Myricom hat fur 1999 bereits 2.5 Gbit/s angekundigt).
Desweiteren ieen die Erfahrungen bei der Programmierung des Myrinet-Adapter als Wissensgewinn in













1) Kopieren der Daten im Speicher 2) Transfer der Daten ins Netzwerk
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a) Übergang vom Benutzer- in KernadreßraumWozu Operation 1 ?
b) Transfer der Daten in einen DMA-Bereich
ParaStation2: Die Kopier Problematik
RESH-T1: Ohne-Kopie 1/5
Einmal-Kopie: Operationen 1 und 2 nacheinander
Ohne-Kopie: Operation 2
Einmal-Kopie mit Fließband: Operationen 1 und 2 verschränkt
Derzeit ist die Frage, ob ein Gbit/s Netzwerk in heutigen Systemen uberhaupt mit dem notwendigen
Datenstrom versorgen kann, noch oen. Erste Untersuchungen zeigen lediglich, da unter ublichen Vor-
aussetzung dies nicht moglich ist. Die Ursache dafur stellt die sogenannte Kopier-Problematik [38] dar.
Sollen Daten uber ein Netzwerk verschickt werden, so werden diese zunachst vom Adreraum des Benut-
zers in den Adreraum des Betriebssystemkerns kopiert. Dies ist notwendig, da einerseits die Hardware
nur vom Systemkern angesprchen werden kann und andererseits, da die Daten in einem DMA-fahigen
Speicherbereich abgelegt sein mussen. Anschlieend werden die Daten vom Systembereich in das Netz-
werk ubertragen und von dort aus weitergeleitet. Der Datentransfer zwischen Applikation und Netzwerk
ist gewunscht; der Umweg uber einen Puer im Betriebssystem dagegen stellt einen systembedingten
Overhead dar.
Ungeachtet von Systembeschrankungen lassen sich prinzipiell drei Datentransfervarianten identizieren:
1. Einmal-Kopie: Die Transferoperationen 1 und 2 werden streng sequentiell ausgefuhrt.
2. Einmal-Kopie mit Flieband: Die Transferoperationen 1 und 2 zweier aufeinanderfolgender
Kommunikationsperationen sind verschrankt.
3. Ohne-Kopie: Die Daten werden direkt aus der Applikation an das Netzwerk ubergeben (sog.
User-Level-Kommunikation).













































Der Parameter Bmem(Peak) gibt den Speicherdursatz laut Herstellerangaben fur die untersuchten Sy-
steme (DEC-Alpha, Pentium und Pentium II) an und lat zunachst keinerlei Engpasse vermuten. Wird
jedoch die reale Speicherbandbreite Bcpy(Real) gemessen, die idealerweise 50% des Maximaldurchsatzes
betragen sollte, so ergibt sich mit 8% bzw. 16% des Idealwertes ein auerst unbefriedigendes Bild. Ein
ahnliches Verhalten zeigt auch die DMA-Transferleistung, die keineswegs den vom PCI-Bus spezizierten
Wert von 132 MByte/s erreicht.
Verwendet man diese Daten zur Berechung der Transferleistung der drei Datentransfervarianten, so ist
das Ergebnis ebenfalls ernuchternd: Die klassischen Varianten Einmal-Kopie und Einmal-Kopie mit Flie-
band weisen inakzeptable Leistungswerte auf und konnen im besten Fall gerade einmal die Halfte der
Maximalleistung erreichen (und das bei Annahme einer idealen Portokollverarbeitung ohne aufwendige
Protokollturme). Lediglich die Ohne-Kopie Variante gibt Honung, denn hier gelingt es wenigstens in
einem Fall das Gbit/s Netzwerk mit dem notwendigen Datenstrom zu versorgen.
Damit stellt sich die Frage, warum Protokolle nicht alle die Ohne-Kopie Variante verwenden.
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Thomas M. WarschkoRESH-T1: Ohne-Kopie 3/5
Allgemeine Antworten:
3) Sicherheitsbedenken (gemeinsame Speicherbereiche)
1) bis vor ca. 3 Jahren: GEHT NICHT (wg. Schutzmechanismen in UNIX)
Speziellere Antworten:
1) Kein DMA-Betrieb möglich, PIO zu langsam
4) Kein Betriebssystem bietet die notwendigen Voraussetzungen
2) Kollidiert mit dem Konzept des virtuellen Speichers
3) TCP/IP-Turm müßte komplett neu geschrieben werden
2) Das ist unsauber (wg. USER-LEVEL-COMMUNICATION)
Warum verwenden nicht alle Ohne-Kopie?
Bis vor ca. 3 Jahren wurde die allgemeine Ansicht vertreten, da Ohne-Kopie Protokolle nicht moglich
sind, da die Schutzmechanismen des Betriebssystems (UNIX) dies verhindern. Genau dieselben Mech-
nismen die zum Speicherschutz eingesetzt werden, lassen sich jedoch nutzen, um die Voraussetzung fur
Ohne-Kopie Protokolle, namlich das Einblenden der Hardware in den Adreraum einer Applikation, zu
schaen. Heute ist das Verfahren unter der Bezeichnung
"
User-Level-Kommunikation\ bekannt, geniet
aber immer noch den Beigeschmack eines
"
dirty hack\. Die Hauptargumente gegen dieses Verfahren sind
meist Sicherheitsbedenken, die sich auf die geimeinsam benutzten Speicherbereiche beziehen.
Auer einer gewissen Abneigung gegen Ohne-Kopie-Protokolle gibt es allerdings auch ernstzunehmende
Einwande:
1. Die Daten konnten nicht per DMA ubertragen werden, da DMA-Bausteine mit physikalischen
die Applikation jedoch mit virtuellen Adressen arbeitet (und die Applikation die physikalischen
Adressen nicht in Erfahrung bringen kann). Auerdem sei die Programmgesteuerte Ein/Ausgabe
(PIO) zu langsam.
2. Die Handhabung von physikalischem Speicher, wie ihn die DMA-Bausteine benotigen, kollidiert mit
den Mechanismen eines virtuellen Speichers, speziell mit der Auslagerung von Speicherseiten.
3. Die Implementierung des TCP/IP-Turms ist auf eine Ohne-Kopie Strategie nicht ausgelegt und
mute neu geschrieben werden.
4. Derzeit bietet kein kommerzielles Betriebssystem (und auch die wenigsten Forschungsprototypen)
die notwendigen Voraussetzung, um eine Ohne-Kopie Strategie transparent zu integrieren.
Die Einwande 3 und 4 gehen direkt an die Adresse von Herstellerrmen, da in diesem Bereich Hand-
lungsbedarf existiert. Im folgenden wird auf die Einwande 1 und 2 naher eingegangen.
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Einblenden eines (geschützten) Kommunikationsendpunktes in den
Adreßraum einer Applikation
+ Sicherheit - Hardwareunterstützung
Kopieren der Daten direkt in die Kommunikationshardware (PIO)
- kein DMA, hohe CPU Belastung 
keine Adreßumsetzung
+ kein DMA, genauso schnell,
DMA-Transfer in die Kommunikationshardware
Datenausrichtung, Synchronisation
+ keine CPU-Belastung
- Adreßberechnung, keine Seitenüberschreitung,
Thomas M. Warschko
Einblenden der Kommunikationshardware in den Adreßraum der Applikation
+ schneller Zugriff - Sicherheit
Ohne-Kopie Sender:
RESH-T1: Ohne-Kopie 4/5
 Das Einblenden der Kommunikationshardware in den Adressraum einer oder mehrerer Applikatio-
nen stellt technisch kein Problem dar (gewohnliche Speicherzuordnung der MMU) und ermoglicht
einen direkten und damit schnellen Zugri von der Applikation auf die Kommunikationshardware.
Der Nachteil liegt in mangelnden Sicherheitsmechanismen, da sowohl die korrekte Interaktion mit
der Hardware als auch die Koordination der Applikationen untereinander nicht von einer zentralen
Instanz wie dem Betriebssystem gewahrleistet wird.
Wurde die Kommunikationshardware etwas wie applikationsspezische (geschutzte) Kommunika-
tionsendpunkte bereitstellen, die einzeln in den Adreraum jeweils einer Applikation eingeblendet
werden, ware das oben beschriebene Sicherheitsproblem (trotz User-Level-Kommunikation) gelost.
Leider existiert derzeit keine Hardware, die Kommunikationsendpunkte anstatt Registersatze zur
Verfugung stellen wurde.
 Auf der Sendeseite ist das Kopieren von Daten aus dem Speicher in die Netzwerkhardware (PIO) in
vielen Systemen genau so schnell wie die Verwendung von DMA-Operationen. Auerdem benotigt
PIO keinerlei Umsetzung von virtuellen in physikalische Adressen und PIO benotigt keinen phy-
sikalisch zusammenhangenden Speicherbereich. Allerdings wird die CPU stark belastet, da sie den
gesamten Datentransfer vornimmt.
 Die Vorteile der PIO sind die Nachteile der DMA (und umgekehrt). DMA entlastet die CPU benotigt
aber eine Adreumrechnung (virtuell in physikalisch), die Speicherseitengrenzen mussen beachtet
werden (es kann nur physikalisch zusammenhangender Speicher ubertragen werden), die Daten-
ausrichtung (auf Maschinenwortbreite) mu gewahrleistet sein, und DMA als asynchroner Proze
(unabhangig von der CPU) bedarf speziellen Synchronisationsmechanismen. Die dazu notwendigen
Vaerfahren sind jedoch alle aus der Konzeption von Betriebssystemen bekannt (und erprobt).
Die Sendeseite eines Ohne-Kopie-Protokolls ist vergleichsweise einfach { problematisch ist der Empfanger.
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Also: DMA ist unumgänglich ! (und damit fangen die Probleme an)
Kopieren der Daten in den Hauptspeicher (PIO)
+ einfach - unmögliche Leistungsdaten (< 10MB/s)
DMA benötigt physikalische Adressen (Speicherseiten)
Datenausrichtung (Alignment)
Speicherseiten müssen vorher reserviert werden (RemotePageFault) 
-> PrePost von erwarteten/möglichen Empfangsaufträgen
(vollständig neue Kommunikationssemantik)
DMA benötigt einen zusammenhängenden Speicherbereich 




Das Kopieren von Daten zwischen Netzwerk und Hauptspeicher (PIO) ist zwar einfach (und auf Sendeseite
auch schnell), beim Emfanger jedoch werden inakzeptable Leistungsdaten erreicht (kein
"
burst-read\ uber
den PCI-Bus). Demnach mussen die Daten per DMA in den Speicher ubertragen werden.
 Der Puerspeicher auf einer Netzwerkkarte ist in der Regel viel zu klein1, als da Daten dort langere Zeit
zwischengespeichert werden konnten, so da sich die Applikation erst bei Bedarf ihre Daten (per DMA) aus
dem Netzwerkadapter abholt. Ergo mussen die Daten automatisch aus dem Adapter in den Hauptspeicher
ubertragen werden.
 DMA benotigt physikalische Adressen (Speicherseiten). Daraus folgt direkt, da der vom Kommunikati-
onssystem verwendete Puerspeicher nicht als virtueller Speicher vom Betriebssystem verwaltet werden
darf (dieses lagert namlich Speicherseiten bei Bedarf aus und wenn eine DMA Operation vom Kommuni-
kationsadapter eine ausgelagerte Speicherseite betreen wurde, hatten wir soetwas wie einen
"
remote page
fault\). Auerdem benotigen DMA Operationen einen physikalisch zusammenhangenden Speicherbereich,
was kontraproduktiv zur virtuellen Speicherverwaltung des Betriebssystem ist (das versucht namlich gerade
zusammenhangende Speicherbereiche zu vermeiden).
 Um die systemseitige Bereitstellung von Puerspeicher zu vermeiden, konnte auch die Applikation den
von ihr benotigten Zwischenpuer anfordern und breitstellen (PrePost von Empfangspuern). Dies stellt
jedoch eine vollkommen neue Kommunikationssemantik dar (kaum eine Applikation kennt a priori ihren zur
Laufzeit benotigten Empfangspuerspeicher; sie kennt nur Situationen in denen etwas empfangen werden
kann oder mu).
 Die beliebige Ausrichtung von Daten in Bezug auf Speicherwortbeite (Datenalignment) wird von DMA-
Bausteinen in der Regel nicht unterstutzt und kann auch programmiertechnisch nicht umgangen/gelost
werden.
An der Losung dieser Problematik durch entsprechende Kooperation zwischen Netzwerkhardware (My-
rinet) und Betriebssystem wird derzeit im Rahmen des ParaStation2 Systems gearbeitet. Erst in Para-
Station3 wird es Mechnismen geben, die einen Ohne-Kopie Sender aktiv unterstutzen.
1Bei einem Gbit/s Netzwerk mussen im Extremfall pro Sekunde 125 MByte Daten gepuert werden !!
11
Thomas M. Warschko
ParaStation3: Ideales HW-SW Interface
RESH-T1: PS3 Interface 1/3
Ziel: flexible Hardware, großes Funktionsspektrum, geringe Kosten
ID Plen Dlen Pdata Data
ParaStation3: Paketaufbau
- ID: Sende- & Empfangsendpunkt sowie Typkennung
= Basissupport für gesicherte Endpunkte
= Basissupport für Zero-Copy-Protokolle
- Trennung Protokoll- & Benutzerdaten
HW
ParaStation3 soll Ohne-Kopie-Protokolle sowie einen sicheren Multiuserbetrieb aktiv unterstutzen.
Zur Unterstutzung von gesicherten Kommunikationsendpunkten tragt ein ParaStation3 Paket eine Ken-
nung (ID), in der Sende- und Empfangsendpunkt sowie ein Pakettyp kodiert sind. Damit kann jedes
Paket eindeutig einer Kommunikationsverbindung zugeordnet werden (Sende- und Empfangsendpunkt)
und innerhalb dieser Kommunikationsverbindung sind logische Kanale (mittels der Pakettypen) denkbar.
Desweiteren sind Protokoll- (Pdata) und Benutzerdaten (Data) streng getrennt, um die Implementation
von Ohne-Kopie Protokollen zu erleichten. Beim Empfang einer Nachricht in den Adreraum einer Ap-
plikation erwartet diese namlich nur die Daten und nicht die Kontrollinformation in ihren Datenfeldern.
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Die ParaStation3 Paketstruktur spiegelt sich direkt in der Auslegung der Sendeschnittstelle wider. Eine
Applikation
"
sieht\ lediglich eine sog. Message/Command-Queue, in die sich mehrere Auftrage einreihen
lassen. Ein einzelner Auftrag besteht aus einem Paketkopft gefolgt von einer (kleinen) Nachricht mit
Benutzerdaten oder gefolgt von einer Speicheradresse, von der aus sich die Hardware die Daten per DMA
laden kann.
Die Hardware selbst stellt mehrere dieser Message/Command-Queues zur Verfugung (im Idealfall eine pro
Applikation), wodurch ein gesicherter Betrieb im User-Level gewahrleistst werden kann. Einzig kritische
Stelle sind die Speicherreferenzen zum Anstoen der DMA. Uber einen
"
Anmeldemechanismus\, der zwei-
felsohne stattnden mu (nur das Betriebssystem kann die Adreumrechnung fur die DMA vornehmen),
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zum Speicher zum Speicher
Der eigentliche Kern { sprich die Neuerungen { von ParaStation3 stecken in der Emfangerinstanz. Auch
hier ndet eine strenge Trennung von Protokoll- und Benutzerdaten statt.
Wird ein Paket empfangen, so wird mittels der PaketID in einem Assozoativspeicher die Adressen zum
Ablegen der Protokoll- und Benutzerdaten ermittelt. Sind mehrere Eintrage fur eine ID vorhanden, so
wird der erste Eintrag (Fifo Semantik) verwendet. Dieser Mechanismus ermoglicht die Realisierung von
Ringpuern, bei denen sowohl die Hardware also auch die Software immer den nachsten gultigen Puer
kennt. Sind die Adressen bekannt, dann treten die DMA-Einheiten in Aktion. Zuerst werden die Benutzer-
daten an die ermittelte Adresse ubertragen und danach die Protokolldaten (so kann die Applikation ihre
Daten erst mit dem Erhalt der Protokollinformation sehen, also nachdem die Daten ubertragen wurden).
Mittels einer kleinen Erweiterung des Zwischenspeichers fur Datenadressen kann man sogar einen gemein-
samen Adreraum realisieren. Wird ein Eintrag nach Gebrauch namlich nicht aus dem Assozoativspeicher
geloscht (normaler Fall bei einem Ringpuer), dann schreibt das System Datenpakete mit gleicher ID im-
mer an dieselbe Speicheradresse. Da die Verwaltung der Protokolldaten davon unabhangig ist (hier wird
weiterhin ein Ringpuer verwendet), kann der logische Datenu problemlos mitverfolgt werden.
Einzig (sicherheits)kritischer Punkt beim Empfanger sind analog zum Sender die Speicherreferenzen fur
die DMA. Aber auch hier gilt dieselbe Argumentation, wie beim Sender. Da nur das Betriebssystem
die Umrechnung von virtuellen auf physikalische Adressen vornehmen kann, konnen bei diesem Vorgang
entsprechende Manahmen getroen werden, die einen sicheren Betrieb gewahrleisten.
Die ParaStation3 Hardware wird derzeit in Kooperation mit der Universitat Mannheim entwickelt; die
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 OS Integration: Wo liegt sinnvollerweise die OS/Benutzer
Schnittstelle?
 Programmierschnittstellen
 Losungsansatze zu Problemen der User-Level Kommunikation
 ParaStation Single System View
 Myrinet Portierung
 Weitere Arbeiten
Bei Projektstart stand die Software in einem nutzbaren Zustand den Projektteilnehmern zur Verfugung.
Durch die intensive Benutzung wurden allerdings ein paar wenige Schwachstellen erkannt. Diese Schwach-
stellen konnten zum Teil schon eliminiert werden.
Da bei ParaStation die Hardware oen im Benutzerbereich eingeblendet wird, kam es am Anfang des
Jahres zu mehrere Absturzen, die durch starke Belastung der Java Kommunikation ausgelost worden
sind. Als Losung wurde daraufhin die Moglichkeit geschaen, den Zugri auf die Hardware wieder in
den Kern zu integrieren. Dabei wurde festgestellt, da die Latenz hierbei um ca. 5 s auf ca. 15 s bei
der Socketkommunikation zunahm. Der befurchtete Performancecrash blieb somit aus. Dies bedeutet,
da man sich die erhohte Sicherheit durch schlechtere Kommunikationsleistung erkaufen kann. Es wirft
aber auch die Frage auf, ob User-Level-Kommunikation in dieser Form der Protokollschnittstellen uber-
haupt sinnvoll ist. Hierzu soll in Zukunft untersucht werden, wo die beste Applikation- Betriebssystem-
Hardwareschnittstelle liegt.
Bezogen auf der ParaStation Software Architektur kann ich mir sehr gut vorstellen, da nur noch die
Schnittstelle zur Applikation im Benutzeradressbereich liegt. Allerdings soll die Implementierung so exi-
bel gehalten werden, da auch jede andere Position moglich sein wird, damit man die Vor- und Nachteile
jeweils evaluieren kann.
Mit dieser Integration der ParaStation Software in das Betriebssystem kommen wir dem Ziel einer binarco-
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ParaStation Architektur






























































. . . .
Applikations-Start
Hardware-Abstraktions-Schicht
Auf dieser Abbildung kann man die Architektur der ParaStation Software erkennen. Dieses komplette
Kommunikationssubsystem ist als Bibliothek implementiert, die man beim Bindevorgang statisch an die
Prozesse bindet. Fur die Javaschnittstelle wird auch eine dynamisch ladbare Bibliothek zur Verfugung
gestellt.
Die Hardware- Abstraktionsschicht verbirgt die architektur- und betriebssystemabhangigen Teile der
Bibliothek vor den Implementierungen der einzelnen Protokolle. Sie bietet eine sehr einfache Schnittstelle,
die nur Basissende- und Empfangsoperationen zur Verfugung stellt.
Diese Hardware- Abstraktionschicht wurde in den letzten Monaten von der Bibliothek in den Treiber der
ParaStation verschoben. Somit besteht nun die Moglichkeit, da die Bibliothek nur uber das Betriebssy-
stem auf die Hardware zugreift. Bei Wahl dieser Zugrisart ist ein sicherer Zugri gewahrleistet.
In Zukunft soll die Bibliothek- Betriebssystem- Schnittstelle an verschiedenen Stellen implementiert wer-
den. Interessant sind v.a
 Schnittstelle zwischen Nachrichtenverwaltung und dem Fragment-Puer.
Dies wurde ermoglichen, da ein prozespezischer Fragment-Puer verwendet werden konnte, was
einen vollstandigen Schutz zwischen den Prozessen ermoglichen wurde. Insgesamt wurde die Nach-
richtenverwaltung die Fragment-Puer aller Prozesse sehen, aber die Prozesse immer nur ihren
eigenen.
 Schnittstelle zwischen Programmierschnittstelle und Applikation.
Dies ist die Stelle, die in normalen Betriebssystemen verwendet wird. Der komplette Protokollstack
liegt bei dieser Variante im Kern. Somit sind aber alle Aufrufe in die Bibliothek Aufrufe in den Kern,
was zu erheblichen Leistungseinbuen fuhren kann. Die Applikation hatte keine Zugri mehr auf den
Fragment-Puer. Dies wurde jede Moglichkeit einer Korruption der Daten durch die Applikations
elliminieren.
 Unscharfe Schnittstelle:
Die Applikation behalt Zugri auf den Fragment-Puer. Zudem werden manche Operationen im
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Benutzerbereich und anderen Operationen im Kernbereich ausgefuhrt. Somit wird verhindert, da
man bei einfachen Informationsabfragen einen Adreraumwechsel ausfuhren mu, was sich durch
kurzere Antwortzeit bemerkbar macht. Jedoch hat man trotzdem die Gefahr, da die Applikation
Daten im Fragment-Puer zerstort. Jedoch beschrankt sich diese Zerstorung nur auf eigene Daten.
Alle diese moglichen Alternativen sollen bewertet werden. Es ist aus heutiger Sicht allerdings noch nicht
zu erkennen, ob sich die Verschiebung der Schnittstelle zur Applikation possitiv oder negativ auf das
Laufzeitverhalten der Applikation auswirkt.
Ich erwarte allerdings, da sich die bisher gemessene Verschlechterung der Latenzzeit von ca. 5 s nicht
viel verschlechtern wird, wenn man die Betriebssystemschnittstelle von der HAL zur API verschiebt.
Diese Verschlechterung ware fur die meisten Anwendungen akzeptabel, da einhergehend ein deutlicher
Schutz gewonnen wird. Fur hochwertige Protokolle wie Java RMI werden die verlorenen Mikrosekunden
keine entscheidene Rolle spielen. Jedoch mu auch in Zukunft die Moglichkeit eines Protokolls, das keine
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- low level Software
nur seine eigene Nachrichten
von der Schnittstelle
Jede Applikation erhält
Hier kann man erkennen, wie der Nachrichtentransport in der ParaStation Software implementiert ist.
Die zwei wichtigsten Bestandteile sind hierbei die Programmierschnittstelle, die die semantische Lucke
zwischen der von der Applikation benutzten API und den Datenstrukturen der ParaStationb Biblio-
thek schliet, und die Nachrichtenverwaltung (Message Handler), die die Dienste, die ein Protokoll laut
Spezikation zur Verfugung stellen mu, implementiert.
Hierbei kann der Nachrichtenverwaltung in der low-level Software, im Betriebssystem oder in der Kom-
munikationshardware ablaufen:
 Low-Level Software:
Der Messagehandler lauft in der derzeitigen Implementierung in einer unteren Schicht der Software
ab. Durch die Multiprozefahigkeit der ParaStation Software kann es allerdings passieren, da ein
Prozess Nachrichten fur einen anderen Prozess empfangt. Wenn dies passiert, werden diese Nach-
richten transparent fur den Prozess in den Nachrichtenspeicher zwischengespeichert. Durch diese
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Hilfestellung von anderen Prozessen benotigen diese Prozesse allerdings Schreibrechte auf Speicher-
platze des Adressaten. Um dies zu ermoglichen haben alle Prozesse Zugri auf einen gemeinsamen
Fragment-Puer (SHared Memory), in dem sie die nicht empfangenen Nachrichten abspeichern.
Dies eronet allerdings eine Sicherheitslucke, die in [3] beschrieben ist.
 Betriebssystem:
Das Betriebssystem ist eigentlich der ubliche Platz um die ankommenden Nachrichten den entspre-
chenden Empfangern zuzuordnen. Durch die Einfuhrung von User-Level Kommunikation kam das
Betriebssystem allerdings in den Ruf zu langsam zu sein. Wie oben beschrieben, glaube ich nicht,
da dieser Ruf gerechtfertigt ist. Wenn man das Protokoll entsprechend implementiert, wird es auch
performant sein.
 Hardwareunterstutzung
Mit der Verwendung der Myrinet Kommunikationskarte ist es nun moglich, diese Idee der Ausfuhrung
des Nachrichtendemultiplexens in der Hardware weiter zu verfolgen, da die Kommunikationshardwa-
re nun einen frei programmierbaren Prozessor besitzt, der wie in [3] beschrieben, die ankommenden
Nachrichten an die applikationsspezischen Nachrichtenpuern weiterleiten kann. Somit wurde, wie
in [1] beschrieben, die Sicherheitslucke gemeinsamer Fragment-Puer (SHM) bereinigt.
Sobald wir den Nachrichtendemultiplexer im Betriebssystem und in der Hardware implementiert haben,
konnen wir die Designalternativen vergleichen und Schlusse fur das Software- Hardware Schnittstelle der
neuen ParaStation3 Hardware ziehen.
Fur alle diese Designalternativen sieht der Nachrichtentransport aber identisch aus. Hier werden nun die
zeitliche Abfolge und die Funktionen der einzelnen Komponenten erlautert:
1. Der Sendeproze fuhrt eine Sendeoperation aus.
2. In der Programmierschnittstelle wird der Aufruf in entsprechende Nachrichtenhandleraufrufe um-
gesetzt. Es kann hierbei vorkommen, da ein Schnittstellenaufruf mehrere Handleraufrufe generiert.
Jedes Protokoll implementiert hierbei seine protokollspezischen Dienste (Adressumsetzung, Frag-
mentierung, usw.). Es kooperiert hierbei eng mit dem ReceiveHandler der Empfangsinstanz.
3. Der Handler ubergibt die Nachrichten an die Hardware, die die Daten an den Empfanger weiterleitet.
4. Am Empfanger uberpruuft ein Protokollverteiler, fur welches Protokoll das entsprechende Nach-
richtenfragment bestimmt ist und leitet es an die protokollspezischen Empfangshandler weiter.
5. Der protokollspezische Empfangshandler sucht die entsprechenden Zieladresse und speichert das
Fragment in den Nachrichtenbereich ab. Hierbei entscheidet das Protokoll auf welche Art und
Weise abgespeichert werden soll( Einfach-/Multistromorientiert oder Nachrichtenorientiert). Die
Nachricht bleibt nun im Nachrichtenspeicher, bis der Empfangerproze eine entsprechende Nachricht
empfangen mochte.
6. Der Empfangerproze ruft eine Empfangsroutine auf. Diese uberpruft, ob eine entsprechende Nach-
richt schon im Nachrichtenspeicher vorliegt und ubergibt diese gegebenenfalls. Wenn keine Nachricht
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Coscheduling
Bei User-Level Kommunikation ohne Interrupts mu man nach
neuen Nachrichten an der Hardware pollen .
Problem: CPU Zyklen gehen ungenutzt verloren. Andere Prozesse
werden behindert
Losung: ParaStation Coscheduling ubergibt die CPU an andere
Prozesse/Faden, wenn es keine sinnvolle Arbeit gibt.
Strategien:
 sleep: Selbstaufgabe fur eine bestimmte Zeit
 dynamic: ubergabe an einen anderen ParaStation Task
 sched yield: Suspendiert den eigenen Thread
 thread switch: Posix thread switch() Aufruf
 local send: ruft Coschedule() nach jedem lokalen Senden auf.
Die ParaStation Software war das erste System, das bei User-Level Kommunikation mehrere Prozesse pro
Knoten zulie. Schon bald wurde erkannt, da durch die fehlende Betriebssysteminteraktion Prozesse, die
auf eine Nachricht warten, unnotig CPU Zyklen verschlingen. Dieser negative Eekt wurde daraufhin von
uns in der ParaStation Software durch verschiedene Coscheduling Strategien gemildert. Obige Abbildung
zeigt die verschiedenen Verfahren. Jedoch mute bisher leider festgestellt werden, da fur multithreaded
Applikationen, andere Strategieen als fur singlethreaded Applikationen sinnvoll sind.
Insbesondere durch den Applikationsmix, der auf dem RESH-Cluster ausgefuhrt wird, mussen hier neue
Verfahren entwickelt werden. Ein Problem stellt hierbei im Moment die Granularitat des ParaStation
Coscheduling dar. Obwohl die Einheit des Scheduling im Betriebssystem (Digital Unix) Threads sind,
verwendet ParaStation nur Tasks. Hier mussen in Zukunft das ParaStation System Wissen uber Threads
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Process A0 Process A1 Process A2 Process A3
Process B1Process B0
Node 3
PSID 1 PSID 2 PSID 3PSID 0
Node 0 Node 1 Node 2
Ein weiteres Themengebiet fur die ParaStation Software war die Erweiterung des ParaStation Single
System Views. Die Damonen verfugen nun uber Lastinformationen der anderen Knoten und konnen somit
bei der Erstellung neue Prozesse die Information verwenden, um den Zielknoten zu wahlen. Auerdem
wurde die Moglichkeit geschaen das Cluster zu partitionieren. Hierzu kann ein Benutzer wahlen, welche
Knoten er fur seine Applikationen verwenden mochte. Beim Erzeugen neuer Prozesse werden nur diese
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Leistungsdaten der ParaStation Protokolle
auf Myrinet
Alpha 21164, 600 MHz
ParaStation OS/Ethernet
protocol- laten- band- laten- band-
layer cy width cy width




socket 27.1 53.4 95 1.1
PVM 90.0 44.3 249 1.0
PVM 30.2 45.5
(port-M)
socket 2.5 930.2 190 54.0
(self)
Die Kommunikationsbibliothek ist bisher nur portiert und nicht optimiert auf Myrinet.
Neben den oben beschriebenen Erweiterungen der Software, wurde das ParaStation System auf eine
neue Kommunikationshardware portiert. Dank der Hardware Abstraktionsschicht (HAL), die im Hard-
wareteilprojekt von T1 (siehe 2.3.1), umgestellt wurde, waren die Anderungen im kompletten Rest des
ParaStation Systems nur minimal. Die Leistungszahlen in der obigen Abbildung verdeutlichen, da es
gelungen ist eine Portierung zu machen, jedoch die erhoten Leistungsdaten noch nicht erreicht werden
konnen. In naher Zukunft wird die HAL Implementierung optimiert und gewisse Anderungen in der HAL-
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NAS Parallel Benchmark Suite 2.0
auf ParaStation-1 Hardware
NAS Parallel Benchmark auf ParaStation-1 and T3E
Test on no. of nodes Class A 1 2 4 8
BT ParaStation n/a n/a 144.4 n/a
BT Cray T3E-900 n/a n/a 226.7 n/a
CG ParaStation 19.7 44.5 55.15 75.72
CG Cray T3E-900 46.5 86.0 241.4
EP ParaStation 4 31.96
EP Cray T3E-900 5.2 10.4 20.8
IS ParaStation 1.46 2.23 2.15 3.72
IS Cray T3E-900 6.6 12.9 22.1
LU ParaStation 579.48
LU Cray T3E-900 134.4 270.4 531.1
MG ParaStation 299.77
MG Cray T3E-900 171.5 313.9 720.8
FT ParaStation 86.02
FT Cray T3E-900 85.3 169.5 330.4
SP ParaStation n/a 106.55
SP Cray T3E-900 n/a n/a 172.4 n/a
Um einen besseren Vergleich des ParaStation Systems mit kommerziellen Parallelrechner zu bekommen,
wurde der NAS Parallel Benchmark auf der ParaStation ausgefuhrt und mit dem schnellsten Parallel-
rechner (Cray T3E) verglichen. Wie die obige Abbildung zeigt, braucht das ParaStation System den Ver-
gleich nicht zu scheuen. Bei Tests, die einen hohen Durchsatz verlangen, schneidet die alte ParaStation-1
Hardware erwartungsgema schlechter ab. Bei Tests, die latenzzeitkritisch sind, scheint das ParaStation
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Weitere Arbeiten
 Neue Plattformen: Sun (Solaris), Alpha (Linux)
 Optimierung fur die Myrinet Hardware: z.B. Zero/One-Copy
 OS Integration:
 Wo mu die Benutzer/OS/HW Schnittstelle liegen
 Gang scheduling
 Erweiterung des Single System Views (z.B. paralleles
Dateisystem)
 Transparente Schnittstelle
 Unterstutzung eines optimierten JavaPartys auf ParaStation
Als Abschlu sollen noch die geplanten Arbeiten fur die nachsten Monaten vorgestellt werden. Da die
neuesten Java Entwicklungen immer zuerst auf Sun-Solaris verfugbar sind, werden wir eine Portierung
auf das System vornehmen. Hierbei erwarten wir jedoch wieder die Hauptarbeit bei der HAL- und Trei-
berentwicklung. Der komplette Rest wird wieder ohne groen Aufwand zur Verfugung gestellt werden
konnen.
Wie schon in der Abbildung auf Seite 22 verdeutlicht, werden Optimierungen v.a. in der HAL und in der
Kooperation mit dem Rest der Software wichtige Rollen bei der weiteren Entwicklungen der ParaStation
sein.
Bei der OS Integration wird als erstes der Hauptaugenmerk auf einer idealen Platzierung der Applikations-
Betriebssystemschnittstelle liegen. Mit der Integration der ParaStation Software in das Betriebssystem
werden auch andere Punkte, wie Gang Scheduling, Erweiterung des Single System Views und transparente
Schnittstellen vereinfacht.















































Effiziente Parallelverarbeitung auf der Basis
gekoppelter Einzelplatzrechner
Aufbau des Kommunikationsnetzes mittels PCI-Bus
Skalierbarkeit von 2 bis über 100 Stationen
Leistung durch minimalen Protokoll- und Betriebssystem-
Overhead, kurze Latenzzeiten und durch hohen Durchsatz
Portabilität durch Einsatz standardisierter Programmier-
umgebungen (PVM, MPI, Unix-Sockets, Java-RMI)
Einsteckkarten (1.28 Gbit/s Myrinet)
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3 T2: Programmierumgebungen und Ubersetzer, Anwendungs-
unterstutzung
3.1 Ausgangssituation
Es gibt auf bestimmten Parallelrechnern umfangreiche Anwendungsprogramme, die in hersteller- oder
architekturspezischen Programmierumgebungen erstellt worden sind. Diese sind derzeit nur schwerlich
auf andere Parallelrechner und erst recht nicht auf Rechnerbundel zu portieren.
Um trotz der Architekturunterschiede ein gewisses Ma an Portabilitat und damit Investitionssicherung
zu erreichen, nden standardisierte Kommunikationsbibliotheken in neueren parallelen Anwendungspro-
grammen Verwendung.
Diese Kommunikationsbibliotheken sind jedoch der kleinste gemeinsame Nenner und haben auf Parallel-
rechnern zwei wesentliche Nachteile: Erstens geht ein groer Teil der Rechnerleistung bei der Abbildung
der Kommunikationsbibliotheken auf die zugrundeliegende Hardware als Reibungsverlust verloren. Zwei-
tens sind aus Sicht des Software Engineerings Kommunikationsbibliotheken ein ungenugendes Program-
miermodell, das leider zu oft zu fehlertrachtigen, schlecht wartbaren und unverstandlichen Programmen
fuhrt.
Im Rahmen von T2 sollen beide Nachteile fur die besonderen Randbedingungen von Rechnerbundeln
behoben werden. Es soll einerseits eine eziente und optimierte Abbildung gangiger Kommunikationsbi-
bliotheken auf ParaStation erfolgen, um existierende parallele Anwendungsprogramme kostenezienter
ablaufen lassen zu konnen. Andererseits soll eine Programmierumgebung erstellt werden, die es ermoglicht,
neue parallele Anwendungsprogramme erheblich einfacher zu erstellen. Statt mit Detailproblemen der
parallelen Hardware zu kampfen, soll sich der Programmierer darauf konzentrieren konnen, seine Anwen-
dungsprobleme zu bearbeiten.
Zusatzlich soll intensiv mit den Anwendern (Datenbanken und Bildauswertung, Projekte N1, N2 und L1)
zusammengearbeitet werden. Diese enge Zusammenarbeit hat zwei Ziele:
 die optimale Unterstutzung der Anwender bei der Parallelisierung ihrer Anwendungen sowie bei der
Nutzung paralleler Basisbibliotheken bzw. paralleler Programmierumgebung und
 die direkte Ruckwirkung auf die Basistechnologien. Durch die Erfahrungen, die aus der aktiven
Mitarbeit in den Anwendungsprojekten gewonnen werden, kommt es zu standigen Verbesserungen
der Basistechnologien, die den Anwendern wieder zur Verfugung gestellt werden konnen.
3.2 Ziele
In Teilprojekt A/Programmierumgebungen fur Rechnerbundel sollen bereits bekannte Kom-
munikationsbibliotheken daraufhin untersucht werden, welche Optimierungsmoglichkeiten sich zur Im-
plementierung der Bibliothek aus den Eigenschaften eines Rechnerbundels im allgemeinen und aus den
Eigenschaften der ParaStation im speziellen ergeben. Ferner wird untersucht, ob und in welchem Umfang
weitergehende Verbesserungen der Kommunikationsleistung durch Verlagerung von Protokollfunktionen
in Hardware prinzipiell moglich sind. Die fruhe Verfugbarkeit und standige Verbesserung bekannter Kom-
munikationsbibliotheken ist ein Beitrag, auf dem andere Arbeiten dieses Projekts (Projekte L1, N1, N2)
aufbauen konnen.
In Teilprojekt B/Allzweck-Parallelprogrammierung von Rechnerbundeln soll JavaParty, ein
verteiltes Java fur Netzwerke von Arbeitsplatzrechnern, die Allzweck-Parallelprogrammierung ermogli-
chen. Fur JavaParty sollen prototypische Implementationen von Ubersetzern und von Systemen zur
Programmier- und Fehlersuchunterstutzung erstellt werden, wobei die besonderen Anforderungen zu er-
forschen und zu berucksichtigen sind, die sich bei Netzwerken von Arbeitsplatzrechnern ergeben.
JavaParty wird zur erleichterten Allzweck-Parallelprogrammierung von Netzwerken von Arbeitsplatz-
rechnern fuhren und dabei Grundlagenfragen losen, die aus dem Bereich der Programmiersprachen, des
Ubersetzerbaus und der Software-Technik stammen.
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Zur Validierung der Ergebnisse unserer Untersuchungen planen wir die Durchfuhrung praxisrelevanter
und vergleichender Experimente sowohl mit den ubertragenen Programmiermodellen als auch mit den
prototypischen Werkzeug-Implementationen der neuen Techniken. Dies setzt eine enge Zusammenarbeit
mit den Anwenderprojekten L1, N1 und N2 voraus.
In Teilprojekt C/Anwenderunterstutzung und Ruckkopplung zur Basistechnologie soll die Zu-
sammenarbeit mit den Anwendern zu einer optimalen Unterstutzung bei der Parallelisierung fuhren. Die
Anwendungsprojekte sollen moglichst schnell und ezient auf ParaStation parallelisiert werden. Als Ruck-
u aus der Zusammenarbeit erhoen wir uns Erkenntnisse fur die Weiterentwicklung der ParaStation-
Hardware. Wenn die Spezikationen der Hardware festliegen, werden optimale Schnittstellen und Proto-
kolle fur die verschiedenen Anwendungsklassen entworfen. Wir erwarten Funktionserweiterungen und neue
Erkenntnisse fur die Basistechnologien in Bereichen der verteilten Ein-/Ausgabe, der Konsistenzhaltung
von verteilten Memory Mappings, der Synchronisation von verteilten Prozessen sowie bei Kommunika-
tionsprotokollen und Schnittstellen, die spezisch fur bestimmte Anwendungsgruppen sind. Besonderes












transparente entfernte Objekte in Java
entfernter Methodenaufruf
Bernhard HaumacherRESH: Projekt T2
Java bietet im Sprachumfang bereits umfangreiche Unterstutzung fur Programmierung mit mehreren
Kontrollfaden (multi-threading). Echt parallel ausgefuhrt werden kann ein solches Programm allerdings
nur, wenn eine Mehrprozessormaschine mit gemeinsamen Adressraum zur Verfugung steht und die Im-
plementation der virtuellen Maschine die Verwendung mehrerer Prozessoren unterstutzt. Fur die Pro-
grammierung eines Rechnerbundels bietet die Sprache Java noch keine speziellen Hilfsmittel an. Um ein
Java-Programm in einer verteilten Umgebung zur Ausfuhrung zu bringen, stehen im Prinzip mehrere
Wege oen.
 Umsetzung der notwendigen Netzwerkkommunikation in explizite Kommunikationsanweisungen mit
Hilfe der Java Socket-Bibliothek.
 Verwendung der RMI-Bibliothek [31], die einen entfernten Methodenaufruf fur Java zur Verfugung
stellt.
Wie die Untersuchung [27] zeigt, erfordern beide Ansatze einen nicht vertretbaren Anderungsaufwand in
einem Programm, das bereits fur SMP Rechner parallelisiert wurden.
Als Alternative stellt JavaParty transparente entfernte Objekte zur Verfugung. Diese entfernten Objekte
besitzen weitgehend Java-Objektsemantik [15] [27], Methoden dieser Objekte sind aber von allen Kno-
ten der verteilten Umgebung aus aufrufbar. Entfernte Klassen werden lediglich mit einem zusatzlichen
Schlusselwort remote gekennzeichnet. Der JavaParty-Ubersetzer ubernimmt anschlieend die Transfor-
mation in entsprechenden Java-Code plus RMI.
Die Programmierung von DMP Rechnern vereinfacht sich dadurch dramatisch. In einem Programm mit
bereits mehrfadigem Kontrollu mussen lediglich diejenigen Klassen markiert werden, die von entfernten
Knoten aus referenziert werden sollen. Da die JavaParty-TransformationMethodenaufrufe von entfernten
Objekten auf RMI-Aufrufe abbildet, ist die Geschwindigkeit von RMI-Aufrufen ein besonders kritischer
Faktor bei der Ausfuhrung von JavaParty-Programmen.
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Wunsch und Wirklichkeit
hohe Geschwindigkeit eines entfernten Methodenaufrufs
ermöglicht feingranularere Parallelität
Message-Passing attraktiv
entfernter Methodenaufruf mit Objektparameter
7 Integer Werte ~ 28 Bytes über Ethernet




macht Methodenaufruf als objektorientiertes Pendant zum 
JavaParty wurde bereits im Rahmen einer vergleichenden Studie (Java versus Fortran90, HPF) erfolgreich
zur parallelen Implementierung einer geophysikalischen Applikation[13] eingesetzt.
Bei Problemen mit feingranularerer Parallelitat spielt dagegen die Geschwindigkeit des entfernten Me-
thodenaufrufs eine immer groere Rolle. Mit der derzeitigen ParaStation-Implementierung [35] erreicht
man Zeiten fur den Nachrichtenaustausch zwischen zwei Knoten von ca. 25s. Ein leerer entfernter Me-
thodenaufruf mit RMI uber ein Ethernet-Netzwerk liegt dagegen im Bereich von einigen Millisekunden
und damit um gut zwei Groenordnungen hoher. Daraus ergibt sich die dringende Notwendigkeit die
Ursachen dieser Diskrepanz zu untersuchen und Ansatze fur eine Optimierung von RMI zu entwickeln.
Der entfernte Methodenaufruf uber RMI in obigem Beispiel wurde unter folgenden Randbedingungen
durchgefuhrt:
 Methodenaufruf mit Objektparameter (Objekt mit 7 Instanzvariablen vom Typ int)
 RMI-Server und RMI-Client auf zwei UltraSparc Workstations mit 300 bzw. 167Mhz
 Netzwerkverbindung uber 10Mbit Ethernet im selben Segment
 Java Version 1.2beta3
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Erst nach einer nahere Aufschlusselung des von RMI erzeugten Zusatzaufwands beim Methodenaufruf
konnen sinnvolle Angrispunkte fur eine Optimierung ausndig gemacht werden. Ein entfernter Metho-
denaufruf uber RMI lauft grob folgendermaen ab:
 Auf der Senderseite werden die Parameter des Aufrufs zusammen mit einer Kennung des entfernten
Objekts und der aufzurufenden Methode in Netzwerkreprasentation uberfuhrt. Der Proze des Hin-
und Ruckwandelns eines Objekts in seine Netzwerkreprasentation heit in der Java-Terminologie
Serialisierung und Deserialisierung.
 Der resultierende Byte-Strom wird uber die Java-Netzwerkabstraktion (Socket-Klassenbibliothek)
letztendlich an die zugrundeliegende Netzwerkhardware zur Ubertragung ubermittelt.
 Auf die Serverseite ubertragen mu die Netzwerkreprasentation der Methodenparameter wieder
in Java-Objekte zuruckverwandelt werden. Ferner wird von RMI das entfernte Objekt und dessen
aufzurufende Methode identiziert.
 Mit den aktuellen Parametern kann jetzt auf der Serverseite die entsprechende Methode des ent-
fernten Objekts ausgefuhrt und das Resultat berechnet werden.
 Mit dem Ergebnis wird anschlieend entsprechend verfahren. Auf der Serverseite wird es serialisiert
und zum Aufrufer zuruckgeschickt. Beim Aufrufer kann daraufhin nach dem Deserialisieren des
Ergebnisses weitergerechnet werden.
Die 3350s fur den betrachteten RMI-Aufruf schlusseln sich demnach folgendermaen auf. 870s dauert
die Ubertragung von von rohen Daten (ohne Objektserialisierung) uber das Netzwerk. Daraus ergibt sich
direkt der zeitliche Anteil, den man beim Ubergang von Ethernet auf ein ParaStation Netzwerk einsparen
kann. Ubertragt man stattdessen komplette Objekte (inklusive Serialisierung), so erhoht sich die Zeit auf
2350s. Die Serialisierung kostet insgesamt auf beiden Seiten also ca. 1480s. Weitere 1000s langer
dauert dann ein kompletter entfernter Aufruf uber RMI.
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Objektserialisierung ist ein wichtiger Baustein in RMI und tragt, wie obige Zahlen zeigen, entscheidend
zur schlechten Laufzeit von entfernten Methodenaufrufen bei. Eine optimierte Version von RMI mu
daher insbesondere eine schnelle Objektserialisierung beinhalten.
Bernhard HaumacherRESH: Projekt T2
Serialisierung
Netzwerkrepräsentation für Objekte 
Kompatibitität zwischen unterschiedlichen Programmversionen
Ausführliche Analyse möglicher Kompatibilitätsprobleme
Keine zusätzliche Zeile Code im Standardfall 
Robust gegenüber fehlerhafter/bösartiger Implementation des  
Objekte als Parameter in entfernten Aufrufen
Persistente Speicherung von Objekten
Mächtiges allgemeines Konzept
Spezialbehandlung für bestimmte Klassen möglich
Nicht auf maximale Geschwindigkeit getrimmt
verzeigerte zyklische Strukturen
zu serialisierenden Objekts
Objektserialisierung in Java ist ein sehr allgemeines Konzept, das auer in RMI auch zur persistenten
Speicherung von Objekten auf Datentragern eingesetzt wird. Die Serialisierung im JDK2 mu insbeson-
dere mit Fallen umgehen konnen, wo Sender und Empfanger nicht mit exakt gleichem Programmcode
ausgestattet sind. Sei es, da der Aufruf von einem Programm stammt, das beim Aufrufer nicht in der
aktuellen Version vorliegt, oder aber da gespeicherte Objekte in einer weiterentwickelten Version des-
selben Programms viel spater wieder von einem Datentrager geladen werden sollen. Aus diesem Grund
mu bei der Serialisierung von Objekten ausfuhrliche Typinformation ubermittelt werden, um die korrek-
te Deserialisierung eines Objektes auch dann zu gewahrleisten, wenn sich z.B. das Speicherlayout beim
Empfanger von dem des Senders unterscheidet [30]. Unuberwindbare Kompatibilitatsprobleme mussen
bei der Deserialisierung erkannt werden, um dann die Wiederherstellung des Objekts kontrolliert abzu-
brechen. Dadurch wird verhindert, da Objekte mit undeniertem Zustand erzeugt werden konnen. Dies
ist insbesondere auch unter dem Gesichtspunkt Sicherheit bei der Kommunikation uber das Internet zu
sehen.
Die Standard-Serialisierung im JDK bietet alle diese Eigenschaften, ohne vom Programmierer zu ver-
langen, eine einzige Zeile Programmtext zu schreiben. Klassen konnen einfach mit der Schnittstelle
java.io.Serializable markiert werden und erhalten damit die Eigenschaft, serialisierbar zu sein. Die
notwendige Funktionalitat ist allgemein uber Abfrage des Laufzeittypsystems von Java in den Klassen
java.io.ObjectOutputStream und java.io.ObjectInputStream implementiert.
Beim Einsatz von RMI in Rechnerbundeln konnen diese Voraussetzungen etwas abgemildert werden,
ohne die Grundfunktionalitat der Serialisierung zu verlieren. So greifen alle beteiligten Rechner auf ein
gemeinsames Dateisystem zu, was einen Versionskonikt von Klassendateien ausschliet. Auch liegt die
Lebensdauer der Objekte bei der Kommunikation innerhalb der Grenzen des Programmlaufs, so da auch
hier keine Inkompatibilitaten zu befurchten sind.
2Java Development Kit
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Ablauf des Serialisierungs- Deserialisierungsprozesses
Typinformation






Objekterzeugung auf der Gegenseite
im Standardfall durch den Stream
Aufbau der zu versendenden Nachricht
Byte-Reihenfolge, Fließkommazahlen, Zeichensätze
Bei jedem Serialisierungsansatz mu dabei Funktionalitat fur mindestens folgende Punkte implementiert
werden:
 Es mu auf jeden Fall ein Mindestma an Typinformation ubertragen werden, da auf der Gegenseite
ein Objekt desselben Typs neu angelegt werden soll. In der JDK-Serialisierung werden neben dem
Klassennamen auch die Namen aller Felder der Klassen, deren Typ, die Namen der Oberklassen,
deren Felder, usw. ubertragen. Die schnelle Serialisierung verwendet lediglich den voll qualizierten
Klassennamen (mit Angabe des Pakets), um die Klasse zu identizieren.
 Der persistente Zustand des Objekts mu ausgelesen werden. Das ubernimmt im JDK-Fall die
Serialisierungsklasse. Sie untersucht das zu serialisierende Objekt per Introspektion und liest so
die zu ubermittelnden Felder aus. Dieses Vorgehen hat den Vorteil, da der Programmierer den
Serialisierungscode nicht explizit aufschreiben mu, ist aber insofern inezient, da die Interpretation
der Laufzeittypinformation bei der Ubertragung jedes Objekts wieder neu durchgefuhrt werden mu.
Weiter hat ein JIT-Ubersetzer bei dieser Vorgehensweise keine Chance, irgendwelche Optimierungen
vorzunehmen.
Bei der schnellen Serialisierung stellt jedes Objekt seinen Serialisierungscode in speziellen Methoden
zur Verfugung. Dieser Code mu vom Programmierer implementiert werden. Genausogut konnte
man den Serialisierungscode aber auch mit einem Werkzeug automatisch generieren lassen.
 Da Objekte neben einfachen Typen auch Referenzen auf andere Objekte enthalten konnen, ist es
nicht ausreichend, ein einzelnes Objekt zu ubertragen. In den Serialisierungsproze werden alle
Objekte mit einbezogen, die uber Referenzen von dem Ausgangsobjekt erreichbar sind. Seriali-
siert wird also nicht ein einzelnes Objekt, sondern ein ganzer Objektgraph, von dem lediglich die
Wurzel zu Anfang bekannt ist. Da dieser Objektgraph Zyklen oder Mehrfachverweise auf dasselbe
Objekt enthalten kann, ist es folglich notwendig, wahrend der Serialisierung eine Zyklenauflosung
durchzufuhren und bei mehrfachen Verweisen auf dasselbe Objekt nur eine Kopie zu ubertragen.
 Werte eines primitiven Typs mussen in eine Darstellung als Abfolge von Bytes uberfuhrt werden.
Wegen der Abwesenheit von direkten Zeigern auf Speicherbereiche in Java, konnen ganzzahlige
Werte nur durch arithmetische Operationen in eine Byte-Darstellung zerlegt werden.
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Einen Integer-Wert durch eine Abfolge von Bitverschiebungen, Konjunktionen bzw. Disjunktionen
in eine Byte-Darstellung zu uberfuhren bzw. aus dieser wieder zu rekonstruieren, sieht auf den
ersten Blick zwar nach einem entsetzlichen, komplett uberussigen Aufwand aus, ist aber innerhalb
der Sprache Java nicht anders moglich. Verfugbare JIT-Ubersetzer scheinen auf die Optimierung
dieser Operationen auch speziell getrimmt zu sein.
Anders steht es bei Fliekommazahlen. Fliekommazahlen lassen sich nicht durch (Fliekomma-)
Operationen in eine Bytereprasentation zerlegen. Da in Java die Konversion von Fliekommazahlen
in ihre binare Reprasentation nicht vorgesehen ist, mu hier auf eine native Implementierung zuruck-
gegrien werden. Die Java-Klassenbibliothek bietet solche Konversionsroutinen zwar an, allerdings
nur fur einzelne Fliekommazahlen. Da der Ausbruch aus der virtuellen Maschine in derzeitigen
Java-Implementierungen mit einem erheblichen Zusatzaufwand verbunden ist, sind einer schnellen
Serialisierung von Fliekommazahlen in reinem Java enge Grenzen gesetzt.
 Puerung wird in der JDK-Implementierung teilweise in eine eigene Klasse verlagert. Diese ubertrie-
bene objektorientierte Dekomposition zieht zum einen eine Fulle von Methodenaufrufen nach sich,
zum anderen verhindert sie den ezienten direkten Zugri auf das zugrundeliegende Byte-Feld und
macht ein angepates Puermanagement unmoglich.
Bernhard HaumacherRESH: Projekt T2
Hindernisse für Höchstgeschwindigkeit
Ausgelegt für Client/Server Kommunikation
Übertragung kompletter Typinformation stellt Kompatibitiltät 
der Klassen sicher
Benutzerfreundlichkeit
Serialisierung über Laufzeittypinformation ohne zusätzlichen Code 
Plattformunabhängigkeit
Umformatierung in standardisierte Netzwerkrepräsentation
Ausgiebige objektorientierte Dekomposition
Kapselung von Serialisierung und Pufferung in unterschiedlichen
Klassen
SecurityManager, Kopieren statt Referenzweitergabe
Sicherheit (Schutz gegen nicht vertrauenswürdigen Code)
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Spezialisierte Methoden für jede Klasse lesen und  
schreiben den persistenten Zustand eines Objekts 
Cache für Typinformation
Typinformation aufs Notwendigste beschränken,






spart teure JNI Eintritte (Konversion float    int in Java nicht möglich) 
spart teure virtuelle Methodenaufrufe, überflüssige Abfragen auf
Pufferüberlauf und ermöglicht (theoretisch) komplettes Inlining
der Transformation in die Netzwerkrepräsentation pro Klasse
Enge Zusammenarbeit der Serialisierungsroutinen des
Objekts mit der Pufferverwaltung des Streams
Die schnelle Serialisierung beschrankt die ubertragene Typinformation auf ein vertretbares Ma und
bietet gleichzeitig die Option, einen separaten Cache fur Typinformation anzulegen. Zum Zweck der
Zyklenauflosung mussen alle bereits ubertragenen Objekte in einer Streutabelle gehalten werden. Stot
die Serialisierung bei der Abarbeitung des zu ubertragenden Objektgraphen auf ein bereits ubertragenes
Objekt, wird statt des Objekts lediglich ein Verweis auf dieses Objekt ubertragen. In der Standardse-
rialisierung wird dieselbe Streutabelle auch verwendet, um die die Typen aller Objekte des Graphen zu
halten.
Wird mit einer solchen Serialisierung die Parameterliste eines entfernten Aufrufs ubertragen, so mu
vor dem nachsten Aufruf die Streutabelle geloscht werden, um Objekte, deren Zustand sich in der Zwi-
schenzeit geandert haben kann, neu zu ubermitteln. Da die Typinformation standardmaig in der selben
Streutabelle abgelegt wird, geht mit dem Loschen der Streutabelle auch die gesammte Typinformati-
on verloren. Da sich wahrend des laufenden Programms zwischen zwei Aufrufen die Klassen aber nicht
verandert haben konnen, ist es uberussig, Typinformation bei jedem Aufruf neu zu ubermitteln. Die
schnelle Serialisierung kann daher die Typinformation separat von den ubertragenen Objekten in einer
eigenen Streutabelle halten, die das Loschen der bereits ubertragenen Objekte uberlebt.
Leider geht die derzeitige Implementierung von RMI einen noch radikaleren Weg. Anstatt zwischen zwei
Aufrufen nur die Serialisierung durch Loschen der Streutabelle zuruckzusetzen, wird fur jeden Aufruf
ein komplett neues Serialisierungsobjekt angelegt. RMI kann damit aus dieser Eigenschaft der schnellen
Serialisierung keinen Gewinn ziehen, aber Vorschlage zur Verbesserung von RMI, die wahrend dieser
Arbeit entstanden sind, werden uber das JavaGrande-Forum [14] in die weitere Entwicklung von RMI
eingehen.
Wie schon erwahnt, gibt es in Java keine Moglichkeit, Fliekommazahlen in ihre Binardarstellung zu
wandeln. Die Wandlung mu in einer nativen Hilfsroutine durchgefuhrt werden. Speziell bei Feldern von
Fliekommazahlen ist der fur jedes Element notwendige langsame Ausstieg aus der virtuellen Maschine
besonders schmerzlich. Fur eine schnelle Serialisierung von Feldern von Fliekommazahlen wurde daher
eine native Spezialroutine implementiert, die die Wandlung gleich fur einen ganzen Bereich eines solchen
Feldes durchfuhrt. Bei groen Feldern erreicht man dadurch einen erheblichen Geschwindigkeitsgewinn
[26]. Da es sich dabei aber um keine reine Java-Losung mehr handelt, ist diese Option in der endgultigen
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Version der schnellen Serialisierung nicht mehr vorgesehen. Es steht zu hoen, da sich Sun Microsystems
entschliet, eine Konversionsfunktion fur Fliekommafelder in die Standard-Klassenbibliothek fur Java
aufzunehmen.
Soll ein Objekt von der schnellen Serialisierung protieren, mu es eine neu denierte Schnittstelle im-
plementieren und zwei spezialisierte Methoden zum Schreiben und Lesen seines persistenten Zustandes
bereitstellen. Durch kooperative Puerverwaltung von Serialisierungklasse und spezialisierter Serialisie-
rungsroutine schaft man zum einen gute Voraussetzungen fur einen optimierenden JIT-Ubersetzer und
spart die meisten Uberprufungen auf Pueruberlauf ganz ein, die neben einer Unmenge von Methoden-
aufrufen bei einer vollstandigen objektorientierten Dekomposition notwendig werden.
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Integration ins Gesamtsystem
Keine "steckbare" Serialisierung für RMI vorgesehen
new Instanzen von ObjectOutputStream
Überdecken der Standardserialisierung im CLASSPATH 
Anderer Name für die Serialisierungsklasse
Standardserialisierung bleibt benutzbar, Trennung vom JDK-Code
Patch der RMI Klassen (möglich in ihrer binären Form)
Standardserialisierung nicht mehr zugreifbar
Patch der Original-Klasse und Neuübersetzung
Gleicher Name für neue Serialisierungsklasse
sun.rmi.server.MarshalOutputStream extends ObjectOutputStream
RMI erzeugt explizit mit
Wird von RMI nicht benutzt (auch Erweitern hilft nicht !)
Serialisierung ist heißer Code im JDK, Änderungen mit jeder Version
Die Herausforderung bei der Implementierung einer schnellen Serialisierung besteht darin, eine Spezi-
allosung fur die Kommunikation in enggekoppelten Rechnernetzen zu schaen, die trotzdem noch mit
Objekten umgehen kann, die von der neuen Serialisierung nichts wissen. Damit die schnelle Serialisie-
rung auch mit RMI zusammenarbeiten kann, mussen auch Objekte serialisierbar bleiben, die nicht die
Spezialschnittstelle fur schnelle Serialisierung implementieren. Da die Standardserialisierung im JDK
nicht in reinem Java implementiert ist, kann nicht die gesammte Funktionalitat der JDK-Serialisierung
nachimplementiert werden. Die schnelle Serialisierung mu also auf den Code der Standardserialisierung
zuruckgreifen konnen.
Es bleiben zwei Moglichkeiten: Der erste Ansatz integriert die schnelle Serialisierung direkt in die Klassen
der Standardserialisierung. Der zweite Ansatz kapselt die schnelle Serialisierung in einer eigenen Klasse,
die nur im Notfall eine Instanz der Standardserialisierung verwendet (wenn ein Objekt serialisiert werden
mu, das nicht auf die schnelle Serialisierung vorbereitet ist).
Bei der direkten Integration wird der Code der Standard-Serialisierung nachgebessert und anschlieend
neu ubersetzt. Die resultierenden Klassendateien stehen dann unter demselben Namen zur Verfugung.
Damit beim Programmablauf die veranderten Serialisierungsklassen auch verwendet werden, mussen sie
im CLASSPATH vorangestellt werden. Diese Vorgehensweise hat mehrere Nachteile:
 Die echte Standardserialisierung ist nicht mehr zugreifbar und steht folglich auch nicht mehr fur
die persistente Speicherung von Objekten zur Verfugung.
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 Die notwendigen Anderungen erstrecken sich praktisch uber den gesammten Code der Standard-
Serialisierung. Da an der Implementierung der Serialisierungsklassen im JDK von Java-Version zu
Java-Version Anderungen vorgenommen werden, mu die selbe Arbeit standig neu durchgefuhrt
werden.
Speziell der letzte Grund hat dazu gefuhrt, da wir vom Nachbessern der Standard-Serialisierung Ab-
stand genommen haben und die schnelle Serialisierung in einer eigenen Klasse unter anderem Namen zur
Verfugung stellen. Aber auch bei diesem Ansatz sind mehrere Hurden zu nehmen:
 Die Klassen fur die schnelle Serialisierung mussen die Klassen der Standard-Serialisierung erweitern,
damit bestehender Code uberhaupt mit der neuen Serialisierung zusammenarbeiten kann. Da die
Schnittstelle java.io.ObjectOutput nicht alle oentlichen Methoden der standard-Serialisierungs-
klasse java.io.ObjectOutputStream anbietet, wird sie meist nicht ausschlielich verwendet. Das
Uberschreiben von java.io.ObjectOutputStream mu zum einen explizit durch den installierten
Security-Manager erlaubt werden, was beim RMI-Security-Manager der Fall ist. Zum anderen sind
beim Erweitern der Serialisierungsklassen einige technische Hindernisse zu uberwinden, die ebenfalls
mit Sicherheitsrestriktionen in Java zusammenhangen.
 Im RMI ist keine auswechselbare Serialisierung vorgesehen. D.h. es gibt keine Fabrik-Klasse, durch
deren Austausch man auf eine andere Serialisierung umschalten konnte. Stattdessen werden im RMI
Instanzen von java.io.ObjectOutputStream und java.io.ObjectInputStream direkt erzeugt.
Dies beschrankt sich aber auf sehr wenige Stellen, so da hier eine Nachbesserung vertretbar ist.
Die notwendige Modikation der RMI-Klassen wird durch ein Werkzeug automatisch vorgenommen.
























RMI Aufruf mit Objektparameter 2280us3350us
vorher nachher
entspricht 72% von 1480us Serialisierungsaufwand
Obige Tabelle gibt Meergebnisse von reiner Serialisierung und von einem kompletten RMI Aufruf wieder.
Man erkennt, da das Schreiben des Objekts generell schneller geht, als das Lesen. Dies liegt bei der
Standard-Serialisierung daran, da das Schreiben der ausfuhrlichen Typinformation relativ schnell geht,
beim Lesen die Typinformation aber rekonstruiert und gegen die aktuelle Klasse verglichen werden mu.
Da auch bei der schnellen Serialisierung das Lesen deutlich langsamer geht, liegt daran, da wahrend
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des Einlesens die Klasse des gelesenen Objekts gefunden und ein Objekt des passenden Typs angelegt
werden mu.
Insgesamt bleibt zu bemerken da sich gegenuber der Standard-Serialisierung Geschwindigkeitssteigerun-
gen bis um Faktor 15 erzielen lassen und die absoluten Werte (20-36s) durchaus in interessante Regionen
vorstoen. Da die schnelle Serialisierung auch in Verbindung mit RMI einen deutlichen Eekt zeigt, sieht
man anhand der Zeit fur den entfernten Methodenaufruf mit und ohne schnelle Serialisierung.
RESH: Projekt T2 Bernhard Haumacher
Zusammenfassung und folgende Arbeiten
Verteiltes Rechnen benötigt schnelle Objekt-Serialisierung
realisierbar in "100% pure" Java (Ausnahme: float[])
bessere Integrationsmöglichkeiten in RMI wünschenswert 
Vorschläge für das JavaGrande Forum  
Messungen auf ParaStation 
Semantik lokaler Objekte in JavaParty
JavaParty ganz ohne RMI (JavaParty II)
Schnelles eigenes RMI
ParaStation Bibliothek
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4 L1: Paralleles Data-Mining
4.1 Ausgangssituation
Das Wachstum der Datenbestande in Wirtschaft, Verwaltung und Wissenschaft, zukunftig aber auch im
Konsumbereich (Stichwort Internet) scheint ungebrochen. Damit einher gehen eine wachsende Vielfalt
von Anwendungen und Verfahren zur Informationsgewinnung aus den gesammelten Datenbestanden. Die
Auswirkungen auf die Nutzung von Datenbanksystemen lat sich wie folgt charakterisieren: Dominierte
in der Vergangenheit das Anwendungsprol des OLTP (Online Transaction Processing), so tritt ihm mehr
und mehr das des OLAP (Online Analytical Processing) zur Seite.
OLTP geht von hohen Lasten einfacher, sog. Debit-/Credit-Transaktionen aus, die mit ihrer kurzen
Dauer, einfachen Verarbeitungsvorgangen und dem vergleichweise geringen Datenvolumen dem ACID-
Paradigma unterliegen. OLAP stellt demgegenuber nicht mehr die Transaktion in den Mittelpunkt der
Betrachtung, sondern das Durchforsten umfangreicher Datenbestande, die sich uber lange Zeit oder im
Rahmen datenintensiver Erfassungen und Experimente angesammelt haben und als wertvolle
"
Goldmine\
von Langzeitwissen angesehen werden, die es nach vielfaltigen Kriterien zu Zwecken der Entscheidungs-
unterstutzung auszuschlachten gilt.
Sind die Geschaftsprozesse hinreichend stabil, so kennt man die Kenngroen, nach denen die Daten-
bestande auszuwerten sind, im allgemeinen recht gut. Das Gebiet \Data Warehousing", das in den letz-
ten Jahren sprunghaft an Bedeutung gewonnen und eine Vielzahl kommerzieller Produkte hervorgebracht
hat, bundelt heute seine Krafte auf leistungssteigernde Manahmen in diesem Umfeld. Leistungssteige-
rung ist auch das Gebot beim \Data Mining" oder Knowledge Discovery in Databases, in dem allerdings
die Datenauswertung eher experimentell und nach zunachst nur vage umrissenen Kriterien erfolgt. Kom-
merzielle Durchbruche sind hier seltener. Tatsachlich erscheint jedoch die strikte Trennung zwischen
beiden Gebieten, zumindest aus Anwendersicht, eher willkurlich. Bevor die stabile Situation eines Data
Warehouse erreicht ist, mussen die geeigneten Auswertkriterien und -strategien erst einmal bestimmt
werden. Und sind die Kriterien stabil, so mu diese Stabilitat laufend hinterfragt werden. Das sogennante
\Ausreier"-Problem charakterisiert die Abweichungen vom Gewohnten oder Erwarteten. Das Projekt L1
hat die Unterstutzung der hochiterativen, von Leistungsengpassen begrenzten Data-Mining-Phase zum
Gegenstand, dieses insbesondere mit der Vorbereitung des Data Warehousing und der laufenden Uber-
prufung auf Ausreier im Visier. Es konzentriert sich auf die Uberwindung der Leistungsengpasse des
Data Mining durch Parallelisierung der Verarbeitung umfangreicher Datenbestande.
Parallelisierung beim Zugri auf groe Datenbasen nach exiblen Kriterien sowie bei deren Verwaltung,
also bei OLTP, ist nichts Neues. Dabei entstanden unterschiedlichste Architekturen, die von hohen Zu-
grisbreiten auf den Hintergrundspeicher mittels sog. Disk Arrays bis hin zur Intertransaktionsparallelitat
(gleichzeitige Bearbeitung ganzer Transaktionen auf verschiedenen Prozessoren) und Intratransaktions-
parallelitat (parallele Bearbeitung der Operatoren innerhalb einer Transaktion) durch Vervielfachung von
Prozessoren sowie der Kombination all dieser Techniken reichen. Charakteristisch fur all diese Ansatze
ist eine hohe Grobkornigkeit der Parallelverarbeitung: Auf jedem Knoten wird (zumindest zeitweilig)
ein umfangreicher Datenbestand vorgehalten, der von einem abgeschlossenen, meist umfangreichen Pro-
gramm lokal abgearbeitet wird, wahrend sich der Nachrichten- und Datenaustausch zwischen den Knoten
auf vergleichsweise wenige Zeitpunkte beschrankt. Die Referenzarchitektur fur diese Vorgehensweise ist
die verteilte Datenbank.
OLAP geht von ganz anderen Voraussetzungen aus. OLAP rechnet nur mit niedrigen Raten gleichzeitig
zu bearbeitender Auftrage an das Datenbanksystem, erwartet aber umgekehrt von diesen Auftragen sehr
hohe Anforderungen an das zu untersuchende Datenvolumen bei hoher Rechenintensitat der Analysepro-
zesse. Beim Data Mining kommt aufgrund des experimentellen Charakters des Wissensgewinnungspro-
zesses eine interaktive Arbeitsweise hinzu.
Bei Data Warehousing gehorchen die Auftrage noch wie bei OLTP einer beschrankten Zahl vordenierter
Anfragemuster. Beim Data Mining variieren diese mit dem Fortschritt der Entscheidungsprozesse der
Anwender und sind damit schlecht vorhersagbar. Es stellt sich daher die Frage, ob unter diesen Umstanden
nicht eine grobkornige Parallelitat, die von vorgegebenen Anfragemustern ausgeht, ihren Zweck einbut
und stattdessen feinkornigere Parallelitat auch fur den Datenbankbereich an Bedeutung gewinnt.
39
4.2 Ziele
Feinkornigkeit lat sich naturlich mit dedizierten Parallerechnern erreichen. Nur erhebt sich die Frage, ob
nicht abschnittsweise auch Grobkornigkeit noch ihre Vorteile besitzt oder der Bedarf an Rechenkapazitat
Schwankungen unterliegt. Dieser Frage nachzugehen und das Potential einer gleitenden Kornigkeit zu-
sammen mit einer dynamisch skalierbaren Rechenkapazitat auszuloten, ist das genaue Ziel des Vorhabens.
Mit der ParaStation2 liegt eine ideale Plattform vor, um das Parallelisierungspotential von OLAP auszu-
loten, da dort die Lucke zwischen Prozessor- und Datenaustauschgeschwindigkeit um Groenordnungen
verringert wird.
Da Grobkornigkeit und Feinkornigkeit irgendwie auszubalancieren sind, erscheint schon allein deshalb
notwendig, weil der Ausgangspunkt, die Rohdatenbasis, zunachst einen grobkornigen Verarbeitungsbe-
ginn erzwingt, andererseits an ihm aber so fruh als moglich rechenintensive Verfahren ansetzen sollten.
Die Balancierung ist im wesentlichen fur die Skalierbarkeit des Ansatzes verantwortlich. Aus diesen Un-
tersuchungen folgen dann Aussagen zur statischen und dynamischen Datenverteilung sowie fur Abarbei-
tungsprinzipien.
Ausgangspunkt unserer Untersuchungen soll die Architektur verteilter Datenbanken sein. Diese wird in
Richtung Feinkornigkeit entwickelt. Dieser Ubergang von der Grob- zur Feinkornigkeit folgt der Entwick-
lung des Wissensgewinnungsprozesses im Data-Mining ausgehend vom Zugri auf die Rohdatenbestande
hin zu immer starkeren Verdichtungen. Dabei gehen wir nach unseren Erfahrungen davon aus, da Lei-
stungsoptimierung im Data-Mining sich vor allem auf die fruhen Stufen der Informationsverdichtung
konzentrieren mu. Dort sehen wir gute Chancen, da sich spezielle, uber die klassischen Operationen hin-
ausgehende Mengenoperatoren identizieren lassen, die einen lohnenden Ansatzpunkt fur eine feinkornige
Parallelisierung bieten.
4.3 Aktueller Stand
Matthias GimbelRESH: Projekt L1
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RESH: Projekt L1 Matthias Gimbel
KDD und Data Mining
KDD = Vorverarbeitung (Datenbereinigung und -auswahl)
(Selektion, Projektion, Join, Sampling, ....)
+ Analyse-(Lern-)verfahren 
KDD (Knowledge Discovery in Databases) besteht nicht allein aus der Anwendung der verschiedenen
Lernverfahren, sondern der Einsatz dieser Verfahren setzt eine geeignete Vorverarbeitung der Daten vor-
aus. Diese dient u.a. der Verknupfung der Analysedaten aus verschiedenen Relationen, der Reduktion
des Datenumfangs, da die Komplexitat der Analyseverfahren ansonsten zu inakzeptablen Antwortzei-
ten fuhren wurde, sowie der Sauberung der Daten. Neben den aus der relationalen Technik bekannten
Operatoren wie Selektion, Projektion, Join und Aggregation nden sich auch Data-Mining-spezische
Operatoren wie z.B. Sampling.
Am Institut wurde im Rahmen eines fruheren Projekts ein eigenes objektorientiertes Datenmodell, das
sogenannte Informationsmodell (IM) entwickelt [5], das auf die spezischen Belange des Data Mining
zugeschnitten ist und neben zusatzlichen Strukturierungsmoglichkeiten entsprechend zugeschnittene -
uberwiegend algebraische - Operatoren anbietet. Eine Besonderheit dieses Modells ist die Moglichkeit,
die Prozehistorie in Form eines Objektmengenschemas fortzuschreiben, deshalb auch jederzeit nachvoll-
ziehen und somit insbesondere auch feststellen zu konnen, inwieweit aktuelle Analyseschritte bereits in
der Vergangenheit vorkamen.
Bei der Modellierung werden die Operatoren, wie in der Abbildung dargestellt, zu Datenudiagram-
men verknupft, welche die Abfolge der einzelnen Verarbeitungsschritte beschreiben. Die Anfragebearbei-
tung verfeinert diese zu Operatorgraphen in einer erweiterten relationalen Algebra. Mit diesen Opera-
torgraphen kann nun auf zweierlei Weise umgegangen werden. Liegt als Basismaschine ein relationales
DBMS vor, so kann der Operatorgraph weiter in einen Operatorgraphen mit rein relationalen Opera-
toren uberfuhrt werden. Tatsachlich erfolgt die Uberfuhrung besser in eine SQL-Anfrage, da man dann
das Optimierungspotential des DBMS nutzen kann (Query Shipping). Man kann aber auch eine virtuel-
le Ausfuhrungsmaschine denieren, die unmittelbar den IM-Operatorgraph ausfuhrt. Zur Untersuchung
des Parallelisierungspotentials scheint dieser Ansatz attraktiver. In beiden Fallen kann im ubrigen eine
weitere Form der Optimierung, die in einer Dissertation derzeit untersuchte Materialisierung von Zwi-
schenergebnissen, Verwendung nden.
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RESH: Projekt L1 Matthias Gimbel
Ideen und Ziele, Vorgehensweise
Unterstützung von Vorverarbeitung und Data Mining durch das DBMS
Integrierte Optimierung, angepaßte Operatoren
Nutzung feingranularer Parallelität
bessere Lastverteilung, Skalierbarkeit, möglicherweise bessere Lokalität
Steuerung der Parallelität von DB-Operatoren und Lernverfahren
Vorgehensweise:
Zunächst Konzentration auf die Vorverarbeitung: parallele Algebramaschine
Testen feingranularer Verarbeitung durch intensive Nutzung von Pipelining
Beim Verfolgen des zweiten Ansatzes ist eine wesentliche Idee die Integration von Vorverarbeitungsope-
ratoren mit den Datenzugrisoperatoren des nachgeschalteten Analyseverfahrens. Durch die Zusammen-
fassung in einem gemeinsamen Operatorgraphen ergibt sich die Moglichkeit, bei der Anfrageoptimierung
Zusatzwissen aus dem jeweils anderen Teil des Graphen auszunutzen. So lassen sich beispielsweise auf-
wendige Joins in der Vorverarbeitung einsparen, wenn das Analyseverfahren ohnehin nur einzelne (oder
wenige) Dimensionen innerhalb einer Anfrage betrachtet und die Zusammenfassung der Dimensionen
ezienter selbst vornehmen kann.
Bei der Parallelisierung der Anfragebearbeitung wird besonderes Gewicht auf die Nutzung feingranula-
rer Parallelitat gelegt, wie sie durch die schnelle Kommunikationshardware moglich wird. Feingranular
bedeutet hierbei, da die Menge der von einem Knoten isoliert (d.h. ohne Kommunikation mit anderen
Knoten) bearbeiteten Daten verringert wird. In diesem Zusammenhang soll auch Pipelining intensiv ge-
nutzt werden. Feingranulare Verarbeitung hat dabei vor allem in Bezug auf die Lastbalancierung und die
Skalierbarkeit Vorteile.
Da der Anfragebearbeitung eine Anfrage mit objektorientierten Operatoren zugrundeliegt, ergeben sich
aber noch weitere Optimierungsmoglichkeiten: Anstatt zuerst auf rein relationale Operatoren abzubilden,
konnen die objektorientierten Operatoren auch direkt ausgefuhrt werden. Dabei ergeben sich Anderungen
durch den Ubergang von der datenubasierten zur navigierenden Verarbeitung, wie sie beim Verfolgen
von Objektreferenzen auftritt. Solch navigierende Verarbeitung fuhrt aber auch bei der Parallelisierung
zu neuartigen Verarbeitungsmustern und bewirkt eine extrem feingranulare Parallelitat.
Mit den beschriebenen Erweiterungen der Konzepte traditioneller relationaler Verarbeitung ist auch die
Notwendigkeit zur Erweiterung der parallelen Anfrageoptimierung verbunden. Hier sind sowohl die tech-
nischen Gegebenheiten von Workstation-Clustern als auch die neuen Freiheitsgrade des navigierenden
Zugris zu berucksichtigen.
Die fur den zuruckliegenden Projektabschnitt gewahlte Vorgehensweise ist in obiger Folie zusammen-
gefat. Wir haben uns auf die Vorverarbeitung konzentriert, um in einem ersten Schritt zunachst im
Umfeld rein relationaler Anfragebearbeitung die Moglichkeiten der ParaStation sowie der darauf auf-
bauenden Umgebungen auszuloten. Feingranulare Parallelitat sollte hier vor allem durch die intensive
Nutzung von Pipelining erzeugt werden.
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RESH: Projekt L1 Matthias Gimbel
Alternativen und Entscheidungen
Technische Basis:
kommerzielles DBMS, Erweiterungen oberhalb
SQL-DB mit erweiterbarem Optimierer
Zugang zur Codebasis, aber hohe Komplexität, viel für DM-Aufgaben unnötige Funktionalität
DB-Basisbibliothek + JavaParty
volle Kontrolle, nur die benötigten Funktionen, Performance ??
industrielle Akzeptanz, allerings kein Einfluß auf die Basisoperationen, harter Schnitt durch SQL-Interface
Zur Realisierung wurden die gezeigten Alternativen betrachtet und bewertet.
Die erste Alternative, die Verwendung eines kommerziellen DBMS, scheint nach den zuvor getroenen
Entscheidungen zwar zu entfallen. Sie sollte trotzdem zunachst nicht auer Acht gelassen werden, da
sie den Vorteil bote, zu industriell akzeptierten Losungen zu fuhren. Jedoch existiert gegenwartig kein
System, das auf der vorhandenen Hardware direkt aufsetzen kann. Fur eine Portierung ware man also
auf die Zusammenarbeit mit dem Hersteller angewiesen. Keine Einunahme ware moglich bei der Wahl
der Parallelisierungsstrategie: Man ist auf die SQL-Schnittstelle festgelegt, die auch die Moglichkeiten des
Ubergangs von mengenorientiertem zu navigierendem Zugri beschneidet.
Mit dem Ansatz einer objektorieniterten Verarbeitung eher vertraglich ware die Verwendung einer (im
Quellcode vorliegenden) frei verfugbaren Datenbank mit erweiterbarem Optimierer. Hierbei handelt es
sich aber im allgemeinen um sehr komplexe Systeme, die fur Data-Mining-Zwecke viel unnotige Funktio-
nalitat mitbringen (z.B. Locking, Logging, Transaktionsmechanismen). Alles in allem also um eine sehr
umfangreiche Codebasis, die eine Anpassung bzw. Parallelisierung nicht einfach macht.
Die dritte und von uns beschrittene Losung ist daher eine Eigenentwicklung. Hier sind alle gewunschten
Einumoglichkeiten (Parallelisierung, Operatoren) gegeben. Um den Entwicklungsproze zu beschleuni-
gen, wurde Java als Implementierungssprache gewahlt. Damit verbunden ist allerdings die Performance-
Problematik von Java als interpretierter Sprache, die im Auge behalten werden mu.
Als erstes Projekt wurde also zunachst eine fur OLAP-Aufgaben geeignete parallele Algebramaschine in
Java-Party konzipiert und implementiert.
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Prototyp-Pipeline, Datentransport über Sockets
Einfach-DB-Pipeline (2 Knoten, Datentransport durch Methodenaufruf):
Objektstream:
Bytes:




Bevor mit der eigentlichen Algebramaschine begonnnen wurde, wurden zunachst einige Voruntersuchun-
gen durchgefuhrt, um Aussagen uber die Leistungsfahigkeit der ParaStation-Plattform sowie die Java-
Party-Umgebung zu erhalten. Die dabei gewonnenen Erkenntnisse ossen auch in die Konzeption der
Algebramaschine ein.
Startpunkt und historischer Flaschenhals der Anfragebearbeitung ist der I/O, d.h der Zugri auf die
auf dem Externspeicher liegenden Daten [7]. Mit dem ersten Test sollte herausgefunden werden, wel-
che Leistung mit Java auf diesem Gebiet zu erzielen ist. Dabei wurden die Freiheitsgrade, die Java bei
der Speicherung von Daten bietet, ausgelotet: Java bietet Mechanismen an, Objekte persistent zu spei-
chern und spater darauf zuzugreifen. Dies eronet prinzipiell die Moglichkeit, Datentupel in Objektform
zu speichern, und vereinfacht die Programmierung erheblich gegenuber der Alternative, der low-level-
Verarbeitung von Byte-Arrays (in Java existiert kein Record-Typ).
Der erste Test sollte nun Mazahlen fur die Verwendung von Objekten im Vergleich zu Byte-Arrays fur
das Einlesen der Datensatze liefern. Gemessen wurde auf einer Sun Ultra1/167 mit jdk1.2beta3. Das
Ergebnis zeigt, da der vereinfachten Programmierung mit Datenobjekten eine Verschlechterung um den
Faktor 7.5 beim Zugri auf die Daten gegenubersteht.
Ein zweiter wesentlicher Faktor bei der verteilten Anfragebearbeitung ist die Kommunikation. Mit der
zweiten Testreihe sollte diese Komponente untersucht werden. Gemessen wurde die Datenubertragung
durch eine Pipeline uber 8 Knoten, welche uber Sockets mit ihrem Vorganger- und Nachfolgerknoten
verbunden waren und die Daten unverandert an ihren Nachfolger weitergaben. Diese Knoten waren auf
den vorhandenen 8 Alpha-Rechnern des RESH-Clusters verteilt. Die Messungen wurden mit Objekten
und mit Byte-Arrays sowie auf normalem 100Mbit-Ethernet und auf der ParaStation durchgefuhrt.
Es zeigt sich wiederum, da die Verwendung von Objekten, die uber Objekt-Streams ubertragen werden,
nicht konkurrenzfahig ist. Bei der Verwendung von Byte-Stromen traten signikante Verbesserungen
auf. Die Verwendung der ParaStation gegenuber der fur die Werte in der Folie eingesetzten 100MBit-
Ethernet-Verbindung brachte fur die Objekte fast nichts (die Kosten waren durch die Verarbeitung auf
den Knoten dominiert), bei der Ubertragung von Einzelbytes jedoch eine Geschwindigkeitssteigerung um
mehr als den Faktor 2 auf 2,4 MB/s. Bei diesen Messungen zeigte sich aber, da in einer langeren Pipeline
der Datenu durch die Sockets nicht sich selbst uberlassen werden kann, da sich ansonsten durch die
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Puerung Engpasse und Ungleichverteilungen aufschaukeln und insgesamt zu Geschwindigkeitsverlusten
fuhren.
Aus diesen Beobachtungen, der einfacheren Programmierung und der besseren Skalierbarkeit (keine ei-
genen n-zu-n-Sockets, damit auch weniger Threads = ezientere Parallelisierung) heraus, wurde der
Ubergang auf den Datentransport durch Methodenaufrufe beschlossen. Die Infrastruktur dafur stellt
JavaParty bereits zur Verfugung.
Mit dieser Methode wurden nun weitere Messungen durchgefuhrt. Der letzte dargestellte Test beschreibt
eine Kombination von File-I/O und Datentransport uber zwei Knoten, der Transport erfolgt uber ent-
fernte Aufrufe.
Hier zeigen sich bereits hier die Auswirkungen der im Teilprojekt T2 durchgefuhrten Arbeiten zur schnel-
len Serialisierung. In der unteren Zeile ist erkennbar, da sich durch die verbesserte Serialisierung der als
Parameter entfernter Methodenaufrufe ubergebenen Daten (in einem schnellen Stream) in der Anwendung
Geschwindigkeitssteigerungen um den Faktor 2 erzielen lassen.
Der Vergleich der Werte, die sich fur unterschiedliche Java-Versionen ergeben, zeigt daruberhinaus, da
die Entwicklung von Java hin zu hoheren Ausfuhrungsgeschwindigkeiten stetig fortschreitet und Java
auch im Bereich des Hochleistungsrechnens eine sehr vielversprechende Entwicklung nimmt.







Aufbauend auf diesen Erfahrungen wurde nun die parallele Algebramaschine entwickelt. Sie bietet im jetzi-
gen Ausbauzustand die Operatoren Selektion, Projektion, Join und Gruppierung. Als Join-Implementierung
wird, wie bereits in der am Institut entwickelten Algebra-Maschine CEE [12], der pipelined Hash-Join
benutzt, der ein hohes Ma an (Pipelining-)Parallelitat ermoglicht.
Im Bild ist beispielhaft ein Operatorgraph dargestellt, wie er bei der parallelen Ausfuhrung von OLAP-
Anfragen innerhalb der Algebramaschine auftritt. Unten sind die Platten der einzelnen Knoten dargestellt,
daruber folgen die benotigten Operatoren, der Datenu geht also von unten nach oben. (Dieses Bild
stellt den durchschnittlichen Ausbau fur 2 gejointe Relationen dar, bei komplexeren bzw. einfacheren
Anfragen werden entsprechend mehr/weniger Stufen benotigt.
Die Algebramaschine ermoglicht dabei sowohl horizontale Parallelitat, die durch die statische Partitio-
nierung der Daten zustandekommt, als auch Pipelining-Parallelitat, die durch die gleichzeitige Arbeit der
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im Bild dargestellten verschiedenen Stufen entsteht. Dabei ist der Grad der Parallelitat, d.h. die Anzahl
der parallelen Operatoren, die dieselbe Operation ausfuhren, sowie die Plazierung der Operatorknoten
auf den einzelnen Rechnern einstellbar.
Mit dieser exiblen Parallelisierung wird es moglich, die Auswirkungen verschiedener Parallelitatsgra-
de sowie verschiedener Anordnungen der Operatorknoten (mit entsprechenden Auswirkungen auf die
Kommunikation) auf die Laufzeit zu bestimmen und somit das Potential fur weitergehende Formen fein-
granularer Parallelisierung auszuloten.
Matthias GimbelRESH: Projekt L1
Erste Ergebnisse
Einfache Anfrage : Select BR, COUNT(BR) from Fahrzeug groupby BR
2 4 8
Zeit
was fehlt: Vergleich der verschiedenen Parallelisierungsstrategien
Vergleich mit kommerziellem DBMS (wird nachgeliefert)
Pro Knoten 100000 Tupel, etwa 4MB lokale Daten
Startup-Time bei 8 Knoten : etwa 4 Sekunden
1
32s 37s 38s 40s
Knoten
Mit dieser Algebramaschine wurden bereits erste Messungen durchgefuhrt. Dazu wurde die im Bild oben
gezeigte Anfrage auf einem Testdatenbestand (100000 Tupel, 4MB Daten) ausgefuhrt. Hardwarebasis war
wiederum das RESH-Cluster, bestehend aus 8 Alpha-Rechnern mit jdk 1.1.6.
Zu dieser Messung ist zu bemerken, da hier jeder Knoten seinen lokalen Datenbestand von 4MB in die
Verarbeitung einbringt, das insgesamt bearbeitete und ubertragene Datenvolumen also proportional mit
der Anzahl der beteiligten Rechnerknoten auf bis zu 32 MB (bei 8 Knoten) wachst. Es wurde also der
Scale-Up bewertet. Die dargestellten Zahlen lassen dabei auf eine recht gute Skalierung des Ansatzes
schlieen.
Daruberhinaus lag zum Testzeitpunkt fur diese Plattform noch keine optimierte Version des Streams vor.
Die Fortentwicklung von Java im allgemeinen und die im Teilprojekt T2 im Gange bendlichen Arbeiten
an schneller Serialisierung und optimiertem RMI lassen also noch wesentlich bessere Ergebnisse erwarten.
Auf diesem Gebiet sind allerdings noch umfangreichere Untersuchungen notwendig. Um die hierbei gewon-
nenen Ergebnisse vergleichbar zu machen, sollen dazu verschieden komplexe Queries aus der TPC-D-Suite
[6] auf dem entsprechenden Datenbestand herangezogen werden. Daran kann dann auch mit verschiedenen
Strategien zur Wahl des Parallelitatsgrades sowie der Verteilung der Operatoren auf die Rechnerknoten
experimentiert werden.
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RESH: Projekt L1 Matthias Gimbel
Paralleles Data Mining - Verfahren
Assoziations- und Klassifikationsregeln
hier Evaluation der Güte gefundener Regeln interessant, meist datenparallel
Entscheidungsbäume
Inter-Node-, Inter-Attribut- und Datenparallelität möglich
Neuronale Netze
Netz entweder verteilt oder global, Problem sind globale Gewichtsupdates
Genetische Algorithmen
entweder mehrere, auf die Knoten verteilte Populationen oder reine Datenparallelität
Instance-Based Learning
Klassifikation aller Tupel auf partitionierten Daten oder verschiedene Tupel parallel
Parallel zu den Arbeiten an der Algebramaschine wurden auch verschiedene Analyseverfahren und deren
Parallelisierungsmoglichkeiten untersucht. Das Ergebnis der 4 erstgenannten Analyseverfahren ist dabei
ein Modell (z.B. eine Menge von Regeln oder ein neuronales Netz etc.), welches das gelernte \Wissen"
darstellt. Beim Instance-based-Learning dienen die gesamten vorhandenen Daten als Modell und werden
zur Klasikation anderer Datensatze benutzt. Bezuglich der Parallelisierung werden grob zwei Kategorien
unterschieden [8]:
 Datenparallel bedeutet in diesem Zusammenhang: Jeder Knoten hat seine eigenen Daten und be-
rechnet bzw. uberpruft das von allen Knoten gemeinsam erstellte Modell daran.
 Im Gegensatz dazu ist bei kontrollparallelen Ansatzen das Modell auf die Rechnerknoten verteilt
und jeder Knoten hat entweder alle Daten zur Verfugung oder erstellt nur ein lokal gultiges Modell.
An dieser Stelle nur eine kurze Einordnung der Verfahren:
 Assoziationsregeln sind ein klassisches und weitverbreitetes Beispiel fur Data-Mining insgesamt. Sie
werden z.B. in der Warenkorbanalyse eingesetzt und liefern Zusammenhange der Form: X ) Y,
also: wenn die Produkt in X gekauft werden, dann auch die in Y usw...
 Ein weiteres wichtiges Paradigma sind die Entscheidungsbaume. Sie dienen dazu, Datensatze zu
klassizieren, indem beginnend bei der Wurzel in jedem Knoten der Wert eines einzelnen Attributs
gepruft und in den diesem Wert entsprechenden Zweig weitergegangen wird, bis man an einem Blatt
angelangt ist, welches uber die entsprechende Klasse Auskunft gibt.
 Neuronale Netze und genetische Algorithmen spielen im KDD-Bereich eine eher untergeordnete
Rolle. Auch fur diese Verfahren existieren aber bereits parallele Ansatze. Eine Besonderheit dieser
Verfahren ist, da hier aus Laufzeitgrunden oft von der Vorgabe, das optimale sequentielle Mo-
dell (also das Modell, das der entsprechende sequentielle Algorithmus generiert hatte) zu nden,
abgewichen wird.
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 Bei Instance-Based-Learning werden die zu klassizierenden Datensatze anhand der Klasse der
nachsten Nachbarn klassiziert. Dazu wird eine Metrik eingefuhrt, die anhand der Attributwerte
die Distanz zweier Datensatze liefert.
Zu all diesen Verfahren existieren bisher nur einzelne Implementierungen, die auf eine bestimmte Rech-
nerarchitektur zugeschnitten sind und nur eine bestimmte Parallelisierungsstrategie verfolgen. Variable
oder gar auf die zugrundeliegende Architektur optimierende Verfahren fehlen.
RESH: Projekt L1 Matthias Gimbel
Das Outlier-Problem
Anwendungen: Finanzwesen (Credit Card Fraud), 
Verkehrsüberwachung, Qualitätskontrolle
neues Gebiet: erweiterte Konsistenzprüfung in Datenbanksystemen
Im allgemeinen hohe Dimension (5-100), Komplexität d*n  
(Schutz vor "schleichender" Sabotage an Datenbeständen)
2
Ein neues und interessantes Problem ist die Suche nach Ausreiern in groen Datenbestanden [17]. Ein
Ausreier in einem Datenbestand ist dadurch charakterisiert, da seine Merkmale von denen der allermei-
sten anderen Eintrage abweichen. Hinsichtlich der genauen Fassung des Begris existieren verschiedene
Denitionen. Ausreier lassen sich beispielsweise als unwahrscheinliche Elemente einer als bekannt vor-
ausgesetzten statistischen Verteilung (distribution based) oder durch groe Abweichungen im Sinne einer
Metrik im Datenraum (distance-based) charakterisieren.
Waren die bisherigen Analyseverfahren alle darauf ausgelegt, die Eekte solcher Ausreier moglichst
zu eliminieren, um zu kompakten, aussagekraftigen Modellen zu kommen (s. z.B. [16]), so werden hier
eziente Verfahren benotigt, um gerade diese Ausreier zu entdecken. Das Problem ist hierbei, da die
Suche nach Ausreiern in Raumen der Dimension 20 bei Datenbestanden mit mehreren Millionen Tupeln
sehr aufwendig ist und herkommliche Verfahren nur sehr eingeschrankt brauchbar sind.
Diese Problematik wird bei der weiteren Arbeit als weiteres Analyseverfahren berucksichtigt werden.
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abschließende Untersuchung der Algebramaschine
Konzentration auf Data-Mining-Verfahren
Schwerpunkt: Parallelisierungsmethoden, angepaßte DBMS-Operatoren
zunächst: Outlier-Problem !
Abschlieend noch ein kurzer Ausblick auf die Arbeit des nachste Halbjahres:
Zunachst sind noch Verbesserungen (vor allem im Bereich der Anfrageoptimierung und der Leistung)
sowie die Durchfuhrung der im Abschnitt \Erste Ergebnisse" angekundigten ausgiebigen Messungen an
der Algebramaschine vorgesehen. Im weiteren Verlauf ist dann ihre Erweiterung um bzw. Anpassung












































Operatoren in die Anfragebearbeitung des DBMS
Integration von Vorverarbeitungs- und Data-Mining-
Nutzung feingranularer Parallelität








effiziente Kommunikation durch ParaStation-Kopplung
=> großes Potential für preiswerte und skalierbare 
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5 N1 & N2: Bildfolgenauswertung als Anwendungsprobe zur
quantitativen Untersuchung von Parallelisierungsansatzen
5.1 Einfuhrung
Die Aufgabe der Bildauswertung besteht darin, durch ein (digitisiertes) Bild eingefangene Informationen
in Aussagen uber die abgebildete Szene zu uberfuhren. Entsprechend befat sich die Bildfolgenauswer-
tung insbesondere mit der algorithmischen Transformation von digitisierten Bildfolgen in Aussagen uber
zeitliche Veranderungen in der abgebildeten Szene.
Im allgemeinen kann man mindestens vier verschiedene Auswertungsebenen unterscheiden:
1. Auswertungsoperationen im Bildbereich, beispielsweise die Bestimmung von Kantenelementen aus
ortlichen Grauwertvariationen.
2. Die Extraktion von geometrischen Beschreibungen im Szenenbereich.
3. Die Umsetzung geometrischer Beschreibungen in begriiche Beschreibungen, die beispielsweise
durch Logik-Operationen verknupft werden konnen, um nicht (primar) geometrische Konsistenz-
prufungen vorzunehmen.
4. Die Transformation begriicher Beschreibungen in naturlichsprachlichen Text.
Alternativ konnen bereits geometrische Zwischenergebnisse im Bild- oder Szenenbereich einem Benutzer
grasch dargeboten werden. Eine weitere Moglichkeit besteht darin, geometrische Zwischenergebnisse
einer Bildfolgenauswertung zur Regelung der Bewegungen beispielsweise eines stationaren oder mobilen
Roboters heranzuziehen.
Der Umfang des auszuwertenden Datenstromes { eine normale Video-Kamera gibt mehr als 10 MByte
pro sec aus { sowie die Komplexitat der fur eine Bildfolgenauswertung erforderlichen Berechnungen bean-
spruchen betrachtliche Rechenkapazitaten. Dies gilt selbst dann, wenn man keine mit der Bildaufnahme
schritthaltende Auswertung fordert, wie sie beispielsweise bei der Integration der Bildfolgenauswertung
in den Regelkreis eines Roboters angestrebt wird.
Da die Rechenleistung von normalerweise in einem Labor zur Verfugung stehenden Arbeitsplatzstationen
noch weit unter der fur ein ussiges Experimentieren wunschbaren Groe bleibt, liegt es nahe, durch Ver-
teilung der Berechnungen auf mehrere Rechner die Durchfuhrung von Experimenten zu beschleunigen.
Abhangig von den jeweilig zu bearbeitenden Aufgaben werden verschiedene Ansatze verfolgt, um die fur
Experimente erforderlichen Rechenkapazitaten zur Verfugung zu stellen. So wird man zur Einhaltung der
Echtzeitanforderungen bei sichtsystemgestutzten Regelungsexperimenten anders vorgehen als in Fallen,
bei denen komplexe Verfolgungsvorgange an langeren Bildfolgen interaktiv untersucht werden mussen.
Im zweiten Beispiel wird man Wert auf die rasche Bereitstellung leicht inspizierbarer bildlich und gra-
phisch dargebotener Informationen legen, um dem Experimentator die Formulierung und Uberprufung
von Hypothesen zur Erklarung fehlerhafter oder noch nicht befriedigender Resultate zu erleichtern.
Der Umfang und die Variationsbreite der zu verarbeitenden Daten, die Komplexitat und Verschiedenar-
tigkeit der durchzufuhrenden Berechnungen sowie die Notwendigkeit, bei einzelnen Auswertungsschritten
bestimmte Rechenzeitgrenzen einzuhalten, lassen die Bildfolgenauswertung zu einer Rechenlast werden,
die zur Beurteilung der Moglichkeiten und Grenzen kleinerer Parallelrechneranordnungen geeignet er-
scheint.
Wir werden zunachst Erfahrungen mit dem Einsatz von Parallelrechnern zur Bildfolgenauswertung um-
reien, weil unseres Erachtens dadurch besser verstandlich wird, weshalb die Adaptation eines Bildfol-
genauswertungssystems als Rechenlast zur Beurteilung der Moglichkeiten und Grenzen der `Parastation'
[2] mehr Fragen als ursprunglich vermutet aufwirft. Daran anschlieend gehen wir auf Uberlegungen ein,
durch welche Experimente sich nach unserem gegenwartigen Verstandnis sinnvolle Mewerte uber den
Einsatz der Parastation zur Bildfolgenauswertung gewinnen lassen.
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5.2 Verwendung von Parallelrechnern zur Bildfolgenauswertung
Wie bereits angedeutet, greifen wir auf Erfahrungen aus unterschiedlichen Einsatzbereichen der Bildfol-
genauswertung zuruck. Dabei handelt es sich einerseits um die { teilweise noch interaktiv erfolgende {
Auswertung monokularer Bildfolgen von Verkehrsszenen mit Hilfe des Programmsystems Xtrack. Auf
der anderen Seite wurden unsere Uberlegungen auch durch uber zehnjahrige Erfahrungen beim Auf-
bau einer Demontagezelle gepragt, in deren Rahmen zahlreiche Experimente zur sichtsystemgestutzten
Roboterfuhrung konzipiert und durchgefuhrt worden sind.
5.2.1 Zur sichtsystemgestutzten Roboterfuhrung
Die Dissertation von Gengenbach [9] gibt einen guten Uberblick uber die Bemuhungen, an zunachst ein-
fachen Aufgaben verschiedene Teilfragen der sichtsystemgestutzten Roboterfuhrung zu untersuchen. Um
dies zu ermoglichen, hat Gengenbach unter Verwendung zahlreicher Transputer einen Spezialrechner zur
schnellen Bestimmung von Kantenelementen und von Optischen-Flu-Vektoren konzipiert, realisiert und
in ein experimentelles Gesamtsystem integriert. Die signalnahen Auswertungsschritte lassen sich damit
sehr ezient und dennoch fur damalige Verhaltnisse erstaunlich preiswert durchfuhren. Zusatzlich zu den
Transputern wurden noch mehrere `Digitale Signalprozessoren (DSP)' in dieses inhomogene Rechnernetz
integriert, um die anstehenden Aufgaben bearbeiten zu konnen. Wie in [9] gezeigt worden ist, lieen sich
auf diesem Wege elementare sichtsystemgestutzte Manipulationen studieren.
Sobald aber mehr Erfahrungen vorlagen, zeigte sich immer deutlicher die Notwendigkeit, komplexere Ope-
rationen auf einem noch leistungsfahigeren Rechner(netz) zu realisieren. Dabei sollte nach Moglichkeit in
einer hoheren Programmiersprache programmiert werden, um unverhaltnismaig lange Ausprufzeiten zu
vermeiden. Glucklicherweise gelang es im Laufe des Jahres 1995, einen strukturierten Parallelrechner {
die sogenannte `Gigamaschine' { zu erwerben und in unsere experimentelle Demontagezelle zu integrie-
ren. Die in unserer Demontagezelle eingesetzte Gigamaschinen-Version ist aus 16 SPARC-Prozessoren
aufgebaut und kann in C sowie C++ programmiert werden. Die durch die Gigamaschine verfugbar ge-
wordene Rechenleistung gestattete die Untersuchung wesentlich komplexerer Fragestellungen. Die aus
diesen Untersuchungen hervorgegangene Dissertation von Tonko umfat auch eine ausfuhrlichere Diskus-
sion verschiedener zur Bildauswertung eingesetzter Systemarchitekturen [32].
Allerdings zeigte sich bereits im Laufe des Jahres 1997, da selbst die Rechenleistung der Gigamaschine
und die bei ihrer Nutzung zu beachtenden Randbedingungen es nicht erlaubten, den inzwischen erreichten
Stand der Systementwicklung zugig weiter auszubauen. Daher wurde im Spatherbst 1997 eine Sun Ultra-
2 Arbeitsplatzstation mit zwei 300 MHz ULTRA-II Prozessoren bestellt. Die Migration des inzwischen
entstandenen Programmsystems fur Versuche mit der Demontagezelle von der Gigamaschine auf die
Ultra-2 beanspruchte wesentlich mehr Zeit als ursprunglich erwartet. Eine Analyse der Grunde dafur
ergab zu erwartende, aber auch unerwartete Einsichten.
Da die beiden Mitarbeiter, die uber mehrere Jahre hinweg das System von Programmen auf der Gigama-
schine zum Experimentieren mit der Demontagezelle entwickelt hatten, kurz hintereinander ausschieden,
trat ein deutlicher Bruch im verfugbarenWissen uber den aktuellen Umgang mit der gesamten Anlage ein.
Angesichts der Tatsache, da dieses Programmsystem im Rahmen von Dissertationsprojekten entwickelt
worden war, war verstandlicherweise wichtiges Praxiswissen vorzugsweise in den Kopfen dieser Mitar-
beiter und nicht in einer umfangreichen Dokumentation gespeichert und daher nicht mehr unmittelbar
zuganglich. Mit solchen Situationen sehen sich universitare Institutionen mehr oder weniger regelmaig
konfrontiert, d. h. damit mute prinzipiell gerechnet werden.
Unerwarteter war dagegen, da die Einarbeitung neuer Mitarbeiter durch folgende Problematik erschwert
wurde. Im Rahmen eines EU-Projektes unter Nutzung der jeweils verfugbaren Version unserer Demon-
tagezelle wurde unter anderem untersucht, welche Losungsansatze sich fur eine noch starkere ortliche
Verteilung von Rechenkapazitaten erarbeiten lassen, sofern man eine Vernetzung uber mittelschnelle
ATM-Verbindungen ins Auge fate. Damit sollte u. a. der Frage nachgegangen werden, wie man dezen-
tral verfugbare Losungsansatze fur bestimmte Teilprobleme der Bildfolgenauswertung zur Untersuchung
sichtsystemgestutzter Regelungsaufgaben ohne zeitaufwendige Adaptation von Programmsystemen an
eine neue Rechnerumgebung nutzbar machen konnte. Angestrebt wurde insbesondere, Zwischenergebnis-
se uber oentliche ATM-Verbindungen auf entfernte Rechner zu ubertragen. Die durch dort verfugbare
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Programme berechneten Auswertungsergebnisse sollten uber oentliche ATM-Verbindungen an das lo-
kale Rechnernetz zuruckubertragen werden, das dann die eigentlichen Stellbefehle an die involvierten
Roboter absetzte. Durch mehrere Demonstrationen konnte die prinzipielle Begehbarkeit eines solchen
Losungsweges nachgewiesen werden.
Allerdings zeigte sich bei den vorbereitenden Untersuchungen, da { zumindest zum damaligen Zeit-
punkt im Sommer 1996 { die Umlaufzeiten zwischen lokalem und abgesetztem Rechner(netz) starker
schwankten, als dies ohne Kompensation fur eine Regelung tolerierbar war (siehe auch [33]). Ein Ausweg
bestand darin, alle Daten mit Zeitstempeln zu versehen und den dezentral eingesetzten Teilprogram-
men durch entsprechende Teilprozesse eine fur die gesamte Anwendung globale Uhrzeit mit brauchbarer
Genauigkeit zur Verfugung zu stellen. Die Einfuhrung und Nutzung solcher globaler Zeitangaben erfor-
derte die Einfugung weitgehend ahnlicher Anweisungsfolgen in zahlreiche Routinen des bereits vorher
umfangreichen Programmsystems. Diese und andere, ahnlich gelagerte Teilaufgaben wurden mit Hilfe
eines `Vorubersetzers' bewaltigt, der die Einfugung und Verwaltung solcher Programm-Modikationen {
u. a. mit Hilfe von Schablonen { ubernahm [28].
Davon abgesehen wurden auch andere Programm-Modikationen notwendig, um den speziellen Randbe-
dingungen der Gigamaschine Rechnung zu tragen. Durch konsequent `objektorientiertes' Programmieren
wurde versucht, die Zerlegung eines umfangreichen Programmsystems in zahlreiche Teilprozesse und de-
ren Verteilung auf die einzelnen Prozessoren der Gigamaschine zu unterstutzen.
Im Laufe der Zeit fuhrte jedoch die Wechselwirkung dieser und weiterer Programm-Modikationen zu
einem Zustand, der fur Auenstehende nicht mehr ohne Weiteres nachvollziehbar war. Da die Nachfol-
geanlage der Gigamaschine nur noch zwei { allerdings wesentlich leistungsfahigere { Prozessoren aufwies
gegenuber den 16 Prozessoren der Gigamaschine, war die an die Gigamaschine adaptierte Prozezerle-
gung keineswegs mehr als optimal fur die Ultra-2 zu betrachten. Obwohl die eigentliche Migration des
in der Dissertation [32] behandelten Programmsystems auf die Ultra-2 im Winter 1997/98 nach Aus-
lieferung und Installation dieser Anlage noch erstaunlich rasch bewerkstelligt werden konnte, warf die
Optimierung dieses Systems unter den geanderten Randbedingungen Probleme auf, die noch immer nicht
als vollstandig gelost angesehen werden.
Nach unserem gegenwartigen Verstandnis lassen sich aus den inzwischen gesammelten Erfahrungen zwei
Schlufolgerungen ziehen:
 Selbst eine zum Entwurfszeitpunkt gut durchdachte `objektorientierte' Programmierung kann sich
bei standigen Anderungen, die durch laufendes Experimentieren erzwungen werden, innerhalb
verhaltnismaig kurzer Zeit als Hemmnis fur den Versuch herausstellen, solcherart entstandene
Programme rasch zu durchschauen, um sie an veranderte Verhaltnisse anzupassen.
 Der Arbeitsaufwand fur eine System-Modikation, von der man sich eine { vielleicht kleine, aber
dennoch wunschenswerte { Verkurzung der Ausfuhrungszeit verspricht, lat sich praktisch nicht im
voraus abschatzen.
Insbesondere die zweite Beobachtung bedingt, da man bei knappen Ressourcen nicht zuverlassig ent-
scheiden kann, ob der mit einer Modikation erwartete Gewinn bei der Gesamtsystem-Leistung den mit
der Modikation verknupften Zeit- (und damit Kosten-) Aufwand rechtfertigt.
Selbst wenn es gelingen sollte, den mit einer Adaptationsmanahme an die speziellen Bedingungen
eines Parallelrechners zu erwartenden Rechenzeitgewinn abzuschatzen, lat sich noch keine ver-
tretbare Kosten-/Nutzen-Analyse durchfuhren. Dazu mu auch bekannt sein, welche Zeit fur die
Abklarung, Konzeption, Implementation und Ausprufung einer Modikation benotigt wird.
Hinzu kommt eine weitere Erwagung: angesichts der Tatsache, da sich zur Zeit die Rechenkapazitat einer
Arbeitsplatzstation etwa alle anderthalb Jahre verdoppelt, mussen Kosten-Nutzen-Analysen im Prinzip
nach ein bis zwei Jahren grundsatzlich uberpruft werden. Was vor zwei Jahren noch die Losung `aller'
Probleme darstellte, kann heute selber zum Problem geworden sein. Daraus folgt, da man
im Prinzip nicht nur den Aufwand abschatzen mute, der zum aktuellen Zeitpunkt fur eine { re-
chenzeitverkurzende { Adaptation an eine spezielle Parallelprozessorstruktur anfallt, sondern auch
noch den in Zukunft eventuell anfallenden Aufwand fur einen Ruckbau von solchen Programm-
Modikationen.
Wie die oben angedeuteten Erfahrungen belegen sollen, ist dieser Aspekt vor mehreren Jahren noch gar
nicht gesehen worden.
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Auf der anderen Seite ist noch einmal auf die Diskrepanz hinzuweisen, die immer noch besteht zwischen
der fur ein `normales universitares' Labor erschwingbaren Rechenkapazitat und derjenigen, die fur eine
Echtzeitauswertung von Videobildfolgen erforderlich ist. Letzteres gilt insbesondere, wenn Videobildfolgen
nicht unter stark vereinfachenden Annahmen ausgewertet werden sollen, da dann ein analoges Dilemma
zu demjenigen auftaucht, das gerade fur die `Uberadaptation' an die Gegebenheiten einer speziellen Par-
allelrechneranordnung diskutiert worden ist.
Wird ein Verfahren zur Bildfolgenauswertung zu stark darauf ausgerichtet, bei einer gegebenen
Rechenkapazitat mit einer vorgegebenen Wiederholungsrate oder Latenzzeit ausgefuhrt zu werden,
so beobachtet man haug, da die Verfahrensentwicklung bei Verfugbarwerden einer etwa um den
Faktor zwei groeren Rechenkapazitat weitgehend neu zu konzipieren und zu realisieren ist.
Mit anderen Worten, die im Hinblick auf beschrankte Rechenkapazitaten getroenen Abwagungen zwi-
schen Rechenzeit, Flexibilitat des Einsatzbereiches und Robustheit { um nur einige Gesichtspunkte zu
nennen { resultieren beim gegenwartig verfugbaren Niveau an Rechenkapazitat in Losungsansatzen, die
sich oft als Sackgassen herausstellen.
Die Berucksichtigung zusatzlicher, uber die Einhaltung von Rechenzeiten hinausgehender, Gesichtspunkte
sowie die Veranderung der Gewichtung zwischen den verschiedenen Aspekten, die bei zusatzlich verfugba-
rer Rechenkapazitat einsetzt, ist im Hinblick auf die sichtsystemgestutzte Roboterregelung in [23] ausfuhr-
licher diskutiert worden.
5.2.2 Das Xtrack-System
Die Auswertung von Bildfolgen, die mit einer stationaren Videokamera von innerstadtischen Straenver-
kehrsszenen aufgenommen worden sind, steht beim gegenwartigen Stand der Entwicklung vor anderen
Anforderungen als die sichtsystemgestutzte Fuhrung von Robotern in einer Demontagezelle. Die Kom-
plexitat der Szene, die Vielfalt zu berucksichtigender Objekte und Bewegungen sowie die Variation der
Beleuchtungs- und Verdeckungsverhaltnisse lassen selbst zum gegenwartigen Zeitpunkt eine Echtzeitaus-
wertung nicht zu. Dies galt in den zuruckliegenden Jahren noch sehr viel ausgepragter.
Es gibt zwar Aufgabenstellungen, bei denen eine Echtzeitauswertung von Videobildfolgen angestrebt
wird, die aber nur unter gravierenden Einschrankungen im Hinblick auf den Einsatzbereich sowie unter
Ausnutzung zahlreicher Zusatzannahmen aufgegrien werden. Als Beispiel mag etwa die Zahlung von
Fahrzeugen auf nur in einer Richtung befahrenen geradlinigen Straenabschnitten wie Autobahnen oder
Schnellstraen dienen.
Auch hier gilt eine bereits im vorangehenden Abschnitt angefuhrte Uberlegung, da praktisch jede Losung
bei Verfugbarwerden signikant groerer Rechenkapazitaten bei vergleichbaren Preisen grundlegend in
Frage gestellt werden mu. Angesichts dieses Sachverhaltes wurde im Bereich Kognitive Systeme das
Schwergewicht der Entwicklung auf Robustheit und nicht auf Schnelligkeit bei der Auswertung gelegt.
Das aus langjahrigen Untersuchungen hervorgegangene Bildfolgenauswertungssystem Xtrack { siehe etwa
[18, 19, 20, 21, 22, 11] { stellt daher auch andere Herausforderungen an Versuche, durch Ubergang auf
eine Parallelrechneranordnung eine signikante Beschleunigung der Auswertungszeiten zu erzielen.
Charakteristisch fur Xtrack sind u. a. die sehr dierenzierten Ausgabemoglichkeiten, die es gestatten,
praktisch die meisten Programm-Entscheidungen bei Bedarf am konkreten Einzelfall zu uberprufen. Nur
dadurch wurde es moglich, selten auftretende Schwierigkeiten rasch daraufhin zu untersuchen, ob es sich
um einen Kodierungsfehler eines grundsatzlich richtigen Losungsansatzes handelte, um eine unerwartete
Verletzung von Annahmen, die dem Losungsansatz zu Grunde liegen, um unerwartete Auswirkungen von
gestorten Rohdaten oder aber um Artefakte des Auswertungsprozesses, d. h. unwartete Auswirkungen
irgendwelcher Vereinfachungen, die urspunglich fur unkritisch gehalten worden waren. Die Problematik
wird richtig deutlich, wenn man sich vergegenwartigt, da Schwierigkeiten der genannten Art sich oft erst
Hunderte von Aufnahmen nach der eigentlichen Ursache in aualligen Abweichungen vom erwarteten
Programmverhalten bemerkbar machen konnen.
In vielen Fallen lassen sich solche Fehler nur durch sorgfaltiges Eingrenzen verschiedener Zwischenphano-
mene diagnostizieren, die zahlreiche Wiederholungen bestimmter Programmlaufe erfordern. Dauert ein
solcher Programmlauf zu lange, so droht die Gefahr, da der Beobachter ermudet und den geringfugigen
Hinweis auf erste aufkeimende Schwierigkeiten ubersieht, die sich `in voller Schonheit' erst sehr viel spater
zeigen konnen.
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Ein weiterer Problemkreis ergibt sich durch die inzwischen vertretbare Forderung, auch seltener auftre-
tende Fehlerkonstellationen durch umfangreichere Versuchslaufe zu detektieren. Da solche Versuchslaufe
durchaus Tage kosten konnen, zahlen sich selbst Beschleunigungen um einen Faktor 1,5 oder zwei sehr
spurbar aus.
Xtrack bietet gegenuber einer sichtgestutzten Regelung als Testlast fur einen Parallelrechner den groen
Vorteil, da die Daten von einer Platte gelesen werden konnen und daher nicht die Verfugbarkeit einer
komplexen mechanischen Apparatur wie einer Demontagezelle voraussetzen.
Allerdings hat auch hier die Erfahrung gezeigt, da die Messung von Rechenzeiten fur einen einzelnen
Verfolgungsproze von vielen Einugroen abhangen kann, beispielsweise der Groe und dem Kontrast
des Abbildes eines zu verfolgenden Fahrzeuges, von der Textur des Fahrzeugabbildes oder von der Ange-
messenheit des eingesetzten Fahrzeug- und Bewegungsmodells. Im Prinzip kann bereits die Auswahl der
aktivierten Testausgaben die Ausfuhrungszeiten spurbar beeinussen. Aus diesen Grunden sollte man
nicht eine Einzelzeitmessung zur Grundlage der Beurteilung irgendeiner Verfahrensvariante machen, son-
dern die konsistente Variation einer Serie von Zeitmessungen unter genau kontrollierten Bedingungen
auswerten.
Vor dem Hintergrund dieser Uberlegungen wurde zunachst eine uberschaubare Testbildfolge ausgewahlt,
mit deren Hilfe erste Zeitmessungen an einer aktuellen Xtrack-Version durchgefuhrt worden sind.
5.3 Vorbereitende Zeitmessungen an einer Xtrack-Version
Abbildung 1 zeigt die erste, eine mittlere und die letzte Aufnahme der Bildfolge `Ettlinger-Tor-Platz'. In
dieser Testbildfolge von 90 Aufnahmen sind elf Fahrzeuge unterschiedlicher Groe und Fahrtrichtung zu
erkennen. In der zu ihrer Verfolgung herangezogenen Version von Xtrack wurden die graschen Ausgaben
soweit wie moglich { allerdings bisher aus technischen Grunden noch nicht vollstandig {unterdruckt. Die
Zeitmessungen wurden folgendermaen durchgefuhrt:
1. Das Programm wurde fur jedes der elf Fahrzeuge nacheinander gestartet und die fur die einzelnen
Fahrzeuge benotigte Rechenzeit und die Anzahl der verwendeten Halbbilder notiert.
2. Punkt 1. wurde funfmal hintereinander auf jedem Prozessor durchgefuhrt. Aus allen Zeitmessungen
wurde der mittlere Rechenzeitbedarf fur ein Fahrzeug in Sekunden pro Halbbild errechnet.
Die Versuchserie wurde zunachst fur eine Programmversion durchgefuhrt, die mit Hilfe des gcc-2.7.2.1
Compilers fur die folgenden Sun-Rechner ubersetzt worden war: Sun SPARCstation-10, Sun SPARCstation-
20, Sun UltraSPARC-1, Sun UltraSPARC-2 (einmal mit 200 MHz Prozessoren und einmal mit 300 MHz
Prozessoren).
Die damit erzielten Zeitmessungen wurden umgerechnet auf die mittleren Bildwiederholraten (Kehrwert
der jeweiligen Zeitmessung) und sind in Abbildung 2 dargestellt. Man erkennt, da die Rate, mit der im
Mittel uber die in der Testbildfolge auftretenden Fahrzeuge durch ein Halbbild verfolgt werden konnen,
in guter Naherung proportional zur Taktfrequenz des Prozessors ansteigt. Diese Beobachtung uberraschte
insofern, als zunachst davon ausgegangen worden war, da der Ubergang auf eine neue Prozessorgenera-
tion sich in einer spurbaren Anderung der mittleren Auswertungszeit hatte bemerkbar machen sollen.
Um sich gegen eine Fehldeutung der Messungen abzusichern, wurde der Versuch auf einer Alphastation
wiederholt, die uber einen mit 500 MHz getakteten Prozessor des Typs 21164A verfugte. Dazu mute der
Quelltext der Xtrack-Version geringfugig an die speziellen Konventionen des auf der Alphastation zur
Verfugung stehenden Compilers adaptiert werden. Die Messung auf dieser Alphastation ergab eine Rate
von 0,725 Halbbildern pro Sekunde fur ein Fahrzeug, also uberproportional schneller als auf der schnellsten
(300 Mhz) zur Verfugung stehenden Sun Ultra-2, bei der allerdings nur einer von den beiden Prozessoren
durch Xtrack genutzt worden war. Die Messungen wurden daraufhin auf einer Alphastation des Typs
21164A wiederholt, deren Prozessor mit 600 MHz getaktet wird. Die entsprechenden Meergebnisse sind
in Abbildung 3 wiedergegeben. Man erkennt, da die Steigung der Auswertungsrate als Funktion der
Frequenz deutlich steiler verlauft als auf den verfugbaren Sun-Anlagen.
Da der `Hebelarm' zur Bestimmung dieser Steigung mit 100 MHz deutlich kleiner als bei den Sun-Anlagen
ist, wurde die Messung auch noch auf einer Alphastation vom Typ 21064 wiederholt, deren Prozessor nur
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SUN UltraSPARC II (gcc-2.7.2.1)
Abbildung 2: Mittlere Bildwiederholrate eines Fahrzeuges in Abhangigkeit von der Taktfrequenz der
verwendeten Prozessoren der Firma Sun. Die Programme, die diese Ergebnisse erzielten, wurden mit




































DEC Alpha 21064 (DEC CXX 6.0)
DEC Alpha 21164A (DEC CXX 6.0)
Abbildung 3: Mittlere Bildwiederholrate eines Fahrzeuges in Abhangigkeit von der Taktfrequenz der













































SUN UltraSPARC II (gcc-2.7.2.1)
SUN UltraSPARC II (SC4.2)
DEC Alpha 21064 (DEC CXX 6.0)
DEC Alpha 21164A (DEC CXX 6.0)
Abbildung 4: Mittlere Bildwiederholrate eines Fahrzeuges in Abhangigkeit von der Taktfrequenz aller
verwendeten Prozessoren.
mit 200 MHz getaktet wird. Wie aus Abbildung 4 zu erkennen ist, liegt der so erhaltene Mewert unter
demjenigen einer mit 200 MHz getakteten Ultra-2. Auch im Fall der DEC Alphastationen, bei denen die
Prozessortaktfrequenzen immerhin uber einen Bereich von 300 MHz variieren, kann man die gemessenen
Auswertungsraten in guter Naherung als lineare Funktion der Prozessortaktfrequenz beschreiben, wobei
allerdings die Steigung der Geraden deutlich groer als fur die Sun-Anlagen ist.
Da ein Ergebnis in dieser Deutlichkeit nicht erwartet worden war, wurde die Hypothese uberpruft, ob
zumindest ein Teil der fur diese Xtrack-Version auf den Alphastationen gemessenen groeren Rechnerlei-
stung auf den proprietaren C/C++-Compiler der Firma DEC zuruckzufuhren sei. Dazu wurde die neueste
Version des Sun-C/C++-Compilers (4.2) besorgt, um den Versuch auf den Ultra-2 Arbeitsplatzstationen
nach Ubersetzung von Xtrack mit diesem Compiler zu wiederholen.
Dabei stellte sich heraus, da der Sun-4.2 Compiler ebenfalls eine in Details von den ubrigen Compilern
abweichende Sprachversion von C/C++ akzeptierte, was einen nicht unbetrachtlichen Adaptationsauf-
wand erforderte. Nachdem die Xtrack-Version an den Sun-4.2 Compiler adaptiert worden war, fuhrten
die analogen Messungen zu den in Abbildung 2 wiedergegebenen Mewerten: es zeigte sich, da nach
Ubersetzung mit dem proprietaren Compiler von Sun auf den 200 MHz Ultra-2 Arbeitsplatzstationen
nur noch 75 % der Rechenzeit benotigt wurde wie nach einer Ubersetzung mit dem gcc-2.7.2.1 Compiler.
5.4 Ausblick
Es wird erwartet, da Laufzeitmessungen mit Hilfe des Xtrack-Systems zu { moglicherweise nur ge-
ringfugigen, unter Umstanden aber auch groeren { Unterschieden fuhren, je nachdem, wie eine Messung
angesetzt wird. Dabei erscheint es nach unserem gegenwartigen Verstandnis sinnvoll, drei grundlegende
Aspekte im Auge zu behalten:
1. Die Anzahl der nebenlaugen Prozesse, die innerhalb eines Melaufes gestartet werden und damit
die `Verwaltungslast' des Rechensystems festlegen.
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2. Die Wechselwirkungsmoglichkeiten zwischen verschiedenen Prozessen, die wesentlich durch die Ver-
teilung der Aufgaben auf die einzelnen Teilprozesse bedingt werden.
3. Die Art der Berechnungen, die innerhalb eines Teilprozesses auszufuhren sind.
Wichtig erscheint es, diese Unterschiede in der erwarteten Last fur das zu prufende Rechensystem durch
ezient realisierte Parameterwahl leicht und in hinreichend groem Umfange variieren zu konnen.
Gedacht wird daran, die Zahl der Prozesse beispielsweise durch die Anzahl der parallel in einer Bildfolge
zu verfolgenden Fahrzeuge vorzugeben. Wechselwirkungsmoglichkeiten lassen sich zum Beispiel dadurch
beeinussen, da zwei oder mehrere sich teilweise verdeckende Fahrzeuge parallel verfolgt werden, so da
Wechselwirkungen zwischen den Verfolgungs-Teilprozessen durch die Notwendigkeit der Auswertung von
Verdeckungsbeziehungen erzwungen werden.
Von besonderem Interesse ist auch, ob sich Einusse durch einen grundsatzlich verschiedenen Charakter
der jeweils durchzufuhrenden Berechnungen nachweisen lassen. Wir beabsichtigen, die folgenden vier
Kategorien von Rechenlasten zu uberprufen:
 `Signalnahe' Berechnungen, die in erheblichem Mae unter Inanspruchnahme einer jeweils lokalen
Umgebung von Pixeln durchgefuhrt werden konnen, zum Beispiel die Berechnung von Kantenele-
menten oder von Optischen-Flu-Vektoren (siehe [25]).
 Stark durch Gleitkommarechnungen charakterisierbare Berechnungen geometrischen Charakters bei
der Pradiktion und Aktualisierung von Zustanden von sich in der Szene bewegenden Korpern.
 Logische Operationen der in das System zu integrierenden Schlufolgerungsprozesse auf Basis einer
`unscharfen, metrisch-temporalen (Horn-)Logik' (siehe [29]).
 Die durch eine `normale' Nutzung von Xtrack anfallende `Mischung' dieser verschiedenen Berech-
nungen.
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