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Abstract
We consider dependence coefficients for stationary Markov chains. We emphasize on some
equivalencies for reversible Markov chains. We improve some known results and provide a necessary
condition for Markov chains based on Archimedean copulas to be exponential ρ-mixing. We analyse
the example of the Mardia and Frechet copula families using small sets.
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1 Introduction
This work is motivated by applications in Bayesian analysis of Monte Carlo Markov chains. Longla
and Peligrad (2012), Longla (2013) have provided several theorems on exponential ρ-mixing and
geometric ergodicity of convex combinations of geometrically ergodic Markov chains. This work
completes the ideas provided in the two cited papers, that one can read for more information on
copulas and their importance in assessing the dependence structure of Markov chains.
1.1 Notations
In this paper we use the following notations: Lp(0, 1) =
{
g(x) :
∫ 1
0
|g|p(x)dx <∞},
Lp0(0, 1) =
{
g(x) :
∫ 1
0
|g|p(x)dx <∞,
∫ 1
0
g(x)dx = 0
}
, ||g||p =
(∫ 1
0
|g|p(x)dx
)1/p
.
For i = 1, 2, A,i(x1, x2) =
∂A(x1, x2)
∂xi
and c(x, y) = C,12(x, y) is called density of the copula
C(x, y). R is the Borel σ-algebra. Ac is the complement of A. µ is the Lebesgue measure on [0, 1].
I stands for the interval [0, 1] and [x] is the integer part of the number x. R+ is the set of positive
real numbers. N is the set of natural numbers.
1
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1.2 Definitions
A 2-copula is a bivariate function C : [0, 1] × [0, 1] → [0, 1] = I, such that C(0, x) = C(x, 0) = 0
(meaning that C is grounded), C(1, x) = C(x, 1) = x for all x ∈ [0, 1] ( meaning that each
coordinate is uniform on I), for all [x1, x2] × [y1, y2] ⊂ I2, C(x1, y1) + C(x2, y2) − C(x1, y2) −
C(x2, y1) ≥ 0. Therefore, any convex combination of 2-copulas is a 2-copula. The increased interest
in the theory of copulas and its application is due to the following fact. If X1,X2 are random
variables with joint distribution F and marginal distributions F1, F2, then the function C defined
via C(F1(x1), F2(x2)) = F (x1, x2) is a copula (this is the Sklar’s theorem).
A ∗B(x, y) =
∫ 1
0
A,2(x, t)B,1(t, y)dt is a copula, fold product of the copulas A(x, y) and B(x, y).
Some popular examples of copulas are: the Hoeffding upper bound M(u, v) = min(u, v), the
Hoeffding lower bound W (u, v) = max (u+ v − 1, 0) and the independence copula P (u, v) = uv.
Any copula has its graph between the graphs of W and M . P is the copula associated to two
independent random variables. Another popular class of copulas is the Archimedean family of
copulas. Given a decreasing concave up (convex) function ϕ : [0, 1]→ [0,∞) such that ϕ(1) = 0.
If ϕ(0) =∞, then ϕ is called a strict generator or generator of the strict Archimedean copula
C(u, v) = ϕ−1(ϕ(u) + ϕ(v)), with c(u, v) = −ϕ
′′
oϕ−1(ϕ(u) + ϕ(v))ϕ
′
(u)ϕ
′
(v)(
ϕ′oϕ−1(ϕ(u) + ϕ(v))
)3 .
If ϕ(0) < ∞, then ϕ is non-strict generator or generator of the non-strict Archimedean copula
C(u, v) = ϕ−1(min (ϕ(u) + ϕ(v), ϕ(0))). A non-strict generator can always be standardized. The
standard generator satisfies ϕ(0) = 1. Thus, all generators of the same Archimedean copula are
scalar multiples of the standard generator. So, without loss of generality we can state all results
in terms of the standard generator. A stationary Markov chain can be defined by a copula and a
one dimensional marginal distribution. In this set-up, we call it a copula-based Markov chain. For
stationary Markov chains with uniform marginals, the transition probability for sets A = (−∞, y]
is P (x,A) = C,1(x, y). See Longla and Peligrad (2012) for more details on this topic.
1.3 Mixing coefficients
Given σ-fields A ,B, the mixing coefficients of interest in this paper are defined as follows.
β(A ,B) = E sup
B∈B
|P (B|A )− P (B)|, ρ(A ,B) = sup
f∈L2(A ),g∈L2(B)
corr(f, g), and
φ(A ,B) = sup
B∈B,A∈A ,P (A)>0
|P (B|A)−P (B)|. Using the transition probabilities for a Markov chain
generated by an absolutely continuous copula and a marginal distribution with strictly positive
density, for A = σ(Xi, i ≤ 0),B = σ(Xi, i ≥ n), it was shown by Longla and Peligrad (2012) that
β(A ,B) = βn =
∫ 1
0
sup
B∈R∩I
|
∫
B
(cn(x, y) − 1)dy|dx,
ρ(A ,B) = ρn = sup
f,g
{∫ 1
0
∫ 1
0
cn(x, y)f(x)g(y)dxdy : ||g||2 = ||f ||2 = 1, E(f) = E(g) = 0
}
,
φ(A ,B) = φn = sup
B∈R∩I
ess sup
x
|
∫
B
(cn(x, y)− 1)dy|, where, cn is the density of (X0,Xn).
A stochastic process is ρ-mixing, if ρn → 0. The process is exponentially mixing, if the con-
vergence rate is exponential. A stochastic process is geometrically ergodic, if βn converges to 0
exponentially fast. A stationary sequence is absolutely regular, if βn → 0 as n → ∞. It is well
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known (see for instance Corollary 21.7 in Bradley vol. 2 (2007)) that a strictly stationary Markov
chain is absolutely regular (i.e. βn → 0), if and only if it is irreducible (i.e. Harris recurrent) and
aperiodic. A stationary Markov chain is irreducible if there exists a set B, such that pi(B) = 1 and
the following holds: for all x ∈ B and every set A ∈ R such that pi(A) > 0, there is a positive
integer n = n(x,A) for which Pn(x,A) > 0. An irreducible stationary Markov chain is aperiodic
if and only if there is A with pi(A) > 0, n > 0, such that Pn(x,A) > 0 and Pn+1(x,A) > 0 for
all x ∈ A. Here pi is the invariant distribution. See Theorem 3.3.1 of Chan and Tong (2001) for
more. Let (Yn, n ∈ N) be an irreducible and aperiodic Markov chain with a transition measure
Pn(x,A) = P (Xn ∈ A|X0 = x), n ≥ 1. S is a small set, if it is nonnull and for some n > 0, q > 0
and a probability measure ν, such that Pn(x,A) ≥ qν(A) for all x ∈ S and measurable A .
This paper is structured as follows. In Section 2 we provide new results on exponential ρ-mixing
and exponential β-mixing for some families of copulas. For instance, Lemma 1 and Theorem 2 deal
with mixing rates of copula-based Markov chains with square-integrable copula densities. Theorem
3 provides a new bound on ρ1 and relates it to our previous results. Theorem 8 generalizes the
result of Theorem 5. Theorem 9 is about mixing rates of Markov chains generated by non-strict
Archimedean copulas. In Proposition 14 we study convex combinations of copulas. In Theorem
18 we provide the mixing rates of a popular kernel, and the subsequent Lemma 19 exhibits a new
family of copulas and the mixing rate of the Markov chains they generate. Families of copulas that
generate ρ-mixing and φ-mixing are constructed. We also apply the theory of small sets to the
Frechet and Mardia copula families. We show, that Markov chains generated by these families of
copulas are φ-mixing, thus geometric β-mixing and ρ-mixing. In Section 3 we provide the proofs.
2 Mixing rates of copula-based Markov chains
A copula-based Markov chain is the representation of a stationary Markov chain by the copula of
its consecutive states and an invariant distribution.
2.1 General condition for exponential ρ-mixing
Define the linear operator T : L20(0, 1) → L2(0, 1) by
T (f)(x) =
∫ 1
0
f(y)c(x, y)dy. (1)
It is well known that ρ1 = sup
f∈L2
0
(0,1)
||Tf ||2
||f ||2 . See Longla and Peligrad (2012) for references. Based
on this fact, we derive the following.
Lemma 1 For a stationary Markov chain generated by a symmetric copula with square-integrable
density, ρk = λ
k
1. ρ-mixing is equivalent to λ1 < 1, where λ1 is the largest eigen-value of T .
Combining this result with Theorem 4 of Longla and Peligrad (2012) leads to the following theorem.
Theorem 2 A stationary Markov chain generated by a symmetric copula with square integrable
density is geometric β-mixing if and only if it is geometric ρ-mixing.
Beare (2010) has shown that geometric ergodicity follows from ρ-mixing and the reverse impli-
cation uses the comment before Theorem 4 in Longla and Peligrad (2012).
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Theorem 3
Let c(x, 1) − c(x, 0) ∈ L2(0, 1) and
∫ 1
0
|cy(x, y)|dy ∈ L2(0, 1). (2)
Define ||
∫ 1
0
|cy(x, y)|dy||22 = k1 and |||c(x, 1) − c(x, 0)| +
∫ 1
0
|cy(x, y)|dy||22 = k2. (3)
If k1 + k2 < 12, then the stationary Markov chain generated by C is an exponential ρ-mixing
(ρ1 ≤
√
(k1 + k2)/12 < 1). Moreover, if the density is strictly positive on a set of Lebesgue measure
1, then it is geometrically ergodic.
Example 4 The Farlie-Gumbel-Morgenstern family of copulas. The Farlie-Gumbel-Morgenstern
copula family defined by C(x, y) = xy + θxy(1 − x)(1 − y), θ ∈ [−1, 1], generates exponential
ρ-mixing and exponential β-mixing for all values of its parameter.
For this family, c(x, y) = 1 + θ(1 − 2x)(1 − 2y), cy(x, y) = −2θ(1 − 2x). All assumptions of
Theorem 3 are satisfied. c(x, 1) − c(x, 0) = −2θ(1 − 2x),
∫ 1
0
|cy(x, y)|dy = 2|θ(1 − 2x)| and
|c(x, 1) − c(x, 0)| +
∫ 1
0
|cy(x, y)|dy = 4|θ(1− 2x)|. Therefore, k1 = 4θ2/3 and k2 = 16θ2/3.
k1 + k2 < 12 if θ
2 < 9/5. This is true for all θ ∈ [−1, 1].
Beare (2010) proved that for a copula with density bounded away from zero we have exponential
ρ-mixing. These conditions imply φ-mixing as shown by Longla and Peligrad. These assumptions
were relaxed by Longla (2013) as follows.
Theorem 5 If there exists nonnegative functions ε1, ε2 defined on [0, 1], for which the density of
the absolute continuous part of the copula satisfies the inequality c(x, y) ≥ ε1(x) + ε2(y), with ε1,
ε2 ∈ L1[0, 1], such that at least one of the two functions has a non-zero integral, then the Markov
chains generated by this copula are exponential ρ-mixing. Moreover, if the density is strictly positive
on a set of Lebesgue measure 1, then these Markov chains are geometrically ergodic.
Remark 6 This theorem improves Theorem 4.2 of Beare (2010), by extending it to cases when the
density can actually be equal to zero on a set of non-zero measure, and therefore not be bounded
away from 0. In the example below, we exhibit a copula that provides exponential ρ-mixing, but was
ruled out by Theorem 4.2 of Beare (2010).
Example 7 Given any bounded and integrable functions h : [0, 1] → [0, 1], g : [0, 1] → [0, 1], let
b1 = sup g, a1 = inf g, b2 = suph and a2 = inf h.
Copula densities
m1(x, y) =
b1−g(x)h(y)+h(y)||g||1+g(x)||h||1
b1+||g||1||h||1
m2(x, y) =
b1b2−g(x)h(y)+h(y)||g||1+g(x)||h||1
b1b2+||g||1||h||1
m3(x, y) =
b1(b2−a2)−g(x)(b2−h(y))+(b2−h(y))||g||1+g(x)(b2−||h||1)
b1(b2−a2)+||g||1(b2−||h||1)
m4(x, y) =
(b1−a1)(b2−a2)−(b1−g(x))(b2−h(y))+(b2−h(y))(b1−||g||1)+(b1−g(x))(b2−||h||1)
(b1−a1)(b2−a2)+(b1−||g||1)(b2−||h||1)
Table 1: New copula families
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Upper bound on ρ1 for the new families
ρ1(m1) ≤ b1b1+||g||1||h||1 < 1
ρ1(m2) ≤ b1b2b1b2+||g||1||h||1 < 1
ρ1(m3) ≤ b1(b2−a2)b1(b2−a2)+||g||1(b2−||h||1) < 1
ρ1(m4) ≤ (b1−a1)(b2−a2)(b1−a1)(b2−a2)+(b1−||g||1)(b2−||h||1) < 1
Table 2: Upper bound on ρ1 for the new copula families
copula density parameters of the family
c(x, y) =
3
22−a
+1+(1/2−y)x1/a−1sign(1/2−x1/a)
1+ 3
22−a
a ∈ (0, 1]
c(x, y) = 1 + θ
2a
x1/a−1(2y − 1)sign(1/2− x1/a) θ ∈ [−2a, 2a], a ∈ (0, 1]
c(x, y) =
c+1+ θ
2a
x1/a−1(2y−1)sign(1/2−x1/a)
1+c
θ ∈ [−2a, 2a], a ∈ (0, 1], c ∈ R+
c(x, y) = c+1+(1/2−y)x
1/a−1sign(1/2−x1/a)
1+c
a ∈ (0, 1], c ∈ R+
Table 3: New φ-mixing copula families
Functions defined in Table 1 are densities of copulas that generate exponential ρ-mixing Markov
chains. The respective maximal correlation coefficients are bounded as shown in the Table 2.
The copula densities in Table 3 generate φ-mixing Markov chains.
The first entry of Table 3 is bounded away from 0 for all values of the parameter a ∈ (0, 1].
The second entry of the table is bounded away from 0 when |θ| < 2a. The third entry of this table
generates exponential φ-mixing stationary Markov chains for all c > 0 and θ ≤ 2a. Concerning the
last entry, for all c > 0 and 0 < a ≤ 1, the density is bounded away from 0. Thus, it generates
φ-mixing Markov chains.
The proof of Theorem 5, unveals a more general result.
Theorem 8 Let f(x, y) be a nonnegative function in L1(0, 1) satisfying the following properties:
1.
∫
I f(x, y)dx = 1 a.s;
2.
∫
I f(x, y)dy = 1 a.s.
If there exist nonnegative functions ε1 and ε2 in L
1(0, 1) such that f(x, y) ≥ ε1(x)+ ε2(y) a.s, then∫
I
ε1(x)dx+
∫
I
ε2(x)dx < 2 and
∣∣∣
∫
I2
f(x, y)g(x)h(y)dxdy
∣∣∣ ≤
(
1− 1
2
(∫
I
ε1(x)dx+
∫
I
ε2(x)dx
))(∫
I
g2(x)dx
)1/2(∫
I
h2(x)dx
)1/2
.
2.2 Exponential ρ-mixing for Archimedean copulas
Archimedian copulas have been studied by many researchers and are very popular. Beare (2012)
proved that under some mild conditions, some strict Archimedian copulas generate geometrically
ergodic Markov chains. Longla and Peligrad (2012) have shown that those assumptions imply
ρ-mixing. We provide here a new result for non-strict Archimedean copulas.
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Theorem 9
Let ϕ be a non-strict standard generator of an Archimedean copula not equal to the Hoeffding
lower bound. Assume ϕ has a second derivative. The copula generates exponential ρ-mixing Markov
chains if
∫ 1
0
(1− x)
( h(x)
(ϕ′oϕ−1(x))2
)2
dx < 1, where h(x) = max
0≤y≤1−x
ϕ
′′
oϕ−1(x+ y).
Notice that, if ϕ
′′
is decreasing, then h(x) = ϕ
′′
(0), and if ϕ
′′
is increasing, then h(x) = ϕ
′′
oϕ−1(x).
Moreover, if ϕ
′
(1) 6= 0, then it is enough to have
∫ 1
0
h2(x)(1 − x)dx < (ϕ′(1))4.
Example 10 The Archimedean copula with generator ϕ˜(u) = − ln(θu+ 1− θ), θ ∈ (0, 1).
The standard generator is ϕ(x) =
ln(θu+ 1− θ)
ln(1− θ) and ϕ
−1(x) =
(1− θ)x − 1 + θ
θ
.
ϕ
′
(x) =
1
ln(1− θ)(x+ 1−θθ )
, ϕ
′
oϕ−1(x) =
θ
ln(1− θ)(1− θ)x .
So, ϕ
′′
oϕ−1(x+ y) =
θ2(1− θ)−2(x+y)
− ln(1− θ) , h(x) =
θ2(1− θ)−2
− ln(1− θ) . Therefore, we need∫ 1
0
(1− x)
( h(x)
(ϕ′oϕ−1(x))2
)2
dx = − ln(1− θ)
4(1 − θ)4 +
1
16
− 1
16(1 − θ)4 < 1.
Thus, copulas from this family generate exponential ρ-mixing Markov chains for θ ∈ (0, θ0), where
θ0 ≅ .348 is the unique value of θ for which the inequality becomes an equality.
Remark 11 This example is taken from the list of Archimedean copulas in §6 of Nelsen (2006).
On this example we can see that Theorem 9 doesn’t handle the case of P , corresponding to θ = 1
because this copula is strict. The case θ = 0 is ruled out by the assumptions.
Example 12 The non-strict generator ϕ(x) =
1− x
1 + (θ − 1)x = ϕ
−1(x), θ ∈ [1,∞).
ϕ
′
(x) =
−θ
(1 + (θ − 1)x)2 , ϕ
′
oϕ−1(x) =
(1 + (θ − 1)x)2
−θ , ϕ
′′
(x) =
−2θ(θ − 1)
(1 + (θ − 1)x)3 .
For this family of copulas, ϕ is decreasing. Therefore, h(x) = −2θ(θ − 1).
ρ21 ≤
∫ 1
0
((1− x)1/2h(x)
(ϕ′oϕ−1(x))2
)2
dx =
2
21
+
4
7
θ7 − 2
3
θ6 = f(θ). f(θ) is an increasing function on [1,∞)
with f(1) = 0, f(∞) =∞. Thus, there exists a unique θ0 ≅ 1.388 for which f(θ0) = 1. Therefore,
the copula generates exponential ρ-mixing Markov chains for θ ∈ (1, θ0).
2.3 Convex combinations of copulas
We will use in this section various methods to assess the rate of convergence of mixing coefficients of
Markov chains generated by some copula families. We will use direct computation for ρ-mixing. We
will also show how small sets are related to geometric ergodicity, and apply Theorem 8 of Longla
and Peligrad (2012) to the example of the Mardia and Frechet families of copulas. Longla and
Peligrad (2012) have shown the following.
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Lemma 13 Any convex combination of geometrically ergodic reversible Markov chains is geomet-
rically ergodic.
ρ-mixing and absolute regularity imply geometric ergodicity. Thus, Lemma 13 implies the folowing:
Proposition 14 The Markov chain generated by any convex combination of copulas, one of which
generates ρ-mixing Markov chains and another one generates absolutely regular Markov chains, is
geometrically ergodic and exponential ρ-mixing.
Example 15 Exponential β-mixing for the Frechet and Mardia families of copulas
C(x, y) =
θ2(1 + θ)
2
M(x, y) + (1− θ2)P (x, y) + θ
2(1− θ)
2
W (x, y), θ ∈ [−1, 1], (4)
C(x, y) = Ca,b(x, y) = aM(x, y) + (1− a− b)P (x, y) + bW (x, y) (0 ≤ a+ b ≤ 1). (5)
(4) defines the Mardia family of copulas and (5) defines the Frechet family of copulas. Notice that
a Mardia copula is a Frechet copula with a + b = θ2. Any copula from this family has a singular
part (See Longla (2013) for more). We shall show the following.
Theorem 16 A stationary Markov chain generated by a copula from the Frechet (Mardia) family
with uniform marginal has n-steps joint cumulative distribution function Can,bn(x, y), where
an =
1
2
[(a+ b)n + (a− b)n], bn = 1
2
[(a+ b)n − (a− b)n]. (6)
The Markov chain is exponentially φ-mixing, therefore ρ-mixing and geometrically β-mixing for
a+ b 6= 1. For copulas with a+ b = 1, there is no mixing.
Remark 17
1. First of all, notice that Theorem 5 can be applied to both families to show that we have
exponential ρ-mixing for a+ b 6= 1. Theorem 5 can’t be used for copulas with a+ b = 1.
2. The absolute continuous part of the copula for these families has density 1 − a − b. So, we
can conclude, using Theorem 8 of Longla and Peligrad (2012), that this density being bounded
away from zero when 1− a− b 6= 0, the copula families generate φ-mixing. This, on its own,
implies geometric ergodicity and ρ-mixing for the Markov chains generated by these copulas.
2.4 Practical Example for simulation studies
A popular kernel that is used to generate Markov chains with a given probability of staying at the
same state x equal to p(x), where x ∈ [−1, 1], is defined by:
Q(x,A) = p(x)δA(x) + (1− p(x))ν(A), where ν is a probability measure on [−1, 1].
If θ =
∫ 1
−1
ν(dx)
1− p(x) < ∞, then the invariant distribution is defined by pi(dx) =
ν(dx)
θ(1− p(x)) .
For references on this example, see Longla and Peligrad (2012). If we allow the acceptance
probability to depend on a parameter a, then require the marginal distribution to be uniform
on [−1, 1] and ν absolutely continuous with respect to the Lebesgue measure, having density
h(x, a), then it follows that Q(x,A) = p(x, a)δA(x) + (1 − p(x, a))ν(A). pi(dx) = 12dx implies
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h(x, a) = k(1 − p(x, a)), where θ = 2k. To analyze the mixing structure of the Markov chain
generated by this transition kernel and the given invariant distribution, we derive the correspond-
ing copula. The corresponding copula representation of the transition probability P(x, (−1, y])
is given by C,1(
x+ 1
2
,
y + 1
2
) = p(x, a)I(x ≤ y) + k(1 − p(x, a))
∫ y
−1
(1 − p(t, a))dt. So, using
the transformation formula (U, V ) = (F (X), F (Y )) and the Sklar’s theorem, it follows that
C,1(u, v) = p(2u − 1, a)I(u ≤ v) + k(1 − p(2u − 1, a))
∫ 2v−1
−1
(1 − p(t, a))dt. Using the notation
f(x) =
∫ x
−1 p(t, a)dt and integrating with respect to u, we obtain the copula
C(u, v) =
1
2
[
f
(
min(2u− 1, 2v − 1)
)
+ k(2u − f(2u− 1))(2v − f(2v − 1))
]
. (7)
If we take p(x, a) = a|x| with a ≤ 1, then Q(x,A) = a|x|δA(x) + k(1− a|x|)
∫
A
(1− a|t|)dt.
Theorem 18 The stationary Markov chain generated by the above transition kernel and the uni-
form distribution is exponential ρ-mixing and geometrically ergodic for a < 1. The Markov chain
is β-mixing with rate 1/n, but not ρ-mixing when a = 1.
Lemma 19 Any function of the form (7) with an increasing differentiable function f satisfying
f(−1) = 0 and f(1) = 2 − 1/k defines a one parameter copula family for 2 ≥ k > 0. This family
generates exponential ρ-mixing Markov chains for 0 < k < 2.
3 Appendix: Mathematical proofs
3.1 Lemma 1
The first part of the concluion belongs to Beare (2010). Assume (U,V) is a random vector with
distribution C(u, v). The square integrable density of C defines a Hilbert-Schmidt operator, and
therefore a compact operator. For an operator with these properties, there exists a basis of eigen-
functions in L2(0, 1). Reversibility implies a spectral representation of the kernel of T in the form
c(u, v) =
∞∑
i=0
λiϕi(u)ϕi(v), where ϕi(u) are the eigen-functions corresponding to the eigen-values
λi of T , and form an orthonormal basis of L
2(0, 1). λi ∈ R+ is a decreasing sequence. λ0 = 1 is
eigen-value with eigen-function 1. Therefore, λki are eigen-values of the operator T
k with kernel
ck corresponding to the same eigen-functions. So, ck(u, v) = 1 +
∞∑
i=1
λki ϕi(u)ϕi(v). ρk coefficient
becomes ρk = sup
f,g
{∫ 1
0
∫ 1
0
ck(u, v)f(u)g(v)dudv : E(f) = E(g) = 0,E(f2) = E(g2) = 1
}
.
Bounding this quantity by use of Jensen’s inequality, then Ho¨lder’s inequality, we obtain
|
∫ 1
0
∫ 1
0
ck(u, v)f(u)g(v)dudv| = |
∞∑
i=1
λki
∫ 1
0
ϕi(u)f(u)du
∫ 1
0
ϕi(v)g(v)dv| ≤
≤
∞∑
i=1
λki
(∫ 1
0
ϕ2i (u)du
)1/2(∫ 1
0
f2(u)du
)1/2(∫ 1
0
ϕ2i (v)dv
)1/2(∫ 1
0
g2(v)dv
)1/2
≤
∞∑
i=1
λki .
So, for k ≥ 2, we have ρk ≤
∞∑
i=1
λki ≤ λk−21
∞∑
i=1
λ2i ≤ Mλk1 . Here M = (
∞∑
i=1
λ2i )/λ
2
1. The series
converges because we have a Hilbert-Schmidt operator. Therefore, if λ1 < 1, then ρk converges to
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0 exponentially fast. On the other hand, ck(u, v) = 1 + λk1ϕ1(u)ϕ1(v) +
∞∑
i=2
λki ϕi(u)ϕi(v). Because
the basis is orthonormal, we have corr(ϕ1(U), ϕ1(V )) =
∫ 1
0
∫ 1
0
ck(u, v)ϕ1(u)ϕ1(v)dudv. Therefore,
corr(ϕ1(U), ϕ1(V )) = λ
k
1
∫ 1
0
ϕ21(u)du
∫ 1
0
ϕ21(v)dv = λ
k
1. Thus, 1 ≥ ρk ≥ λk1. Therefore, if λ1 = 1,
then ρk = 1 for all k. So, we have exponential ρ-mixing if and only if ρ1 < 1. By formula (5) in
Longla and Peligrad (2012), ρ1 = sup
f∈L2
0
(0,1)
||Tf ||2
||f ||2 . In this case, this norm is λ1. Thus, ρ1 = λ1.
Also, it is well known that ρk ≤ ρk1 , and we have just shown, that λk1 ≤ ρk. Thus, ρk = λk1.
3.2 Theorem 2
βk =
∫ 1
0
sup
B
|
∫
B
(c(u, v) − 1)du|dv. Using Jensen’s and Ho¨lder’s inequalities leads to
βk =
∫ 1
0
sup
B
|
∫
B
(
∞∑
i=1
λki ϕi(u)ϕi(v))du|dv ≤
∞∑
i=1
λki
∫ 1
0
|ϕi|(v)dv sup
B
∫
B
|ϕi|(u)du.
So, βk ≤
∞∑
i=1
λki
∫ 1
0
|ϕi|(v)dv sup
B
µ1/2(B)
(∫
B
ϕ2i (u)du
)1/2
. Using 0 ≤ µ(B) ≤ 1, B ⊂ [0, 1] ∩ R,
where µ is the Lebesgue measure, we obtain βk ≤
∞∑
i=1
λki
∫ 1
0
|ϕi|(v)dv. Thus, Ho¨lder’s inequality
implies βk ≤
∞∑
i=1
λki
( ∫ 1
0
ϕ2i (v)dv
)1/2
=
∞∑
i=1
λki . Therefore, βk ≤ Mλk1. So, βk converges exponen-
tially to 0 when ρ1 < 1. Now, if we have geometric ergodicity, then Theorem 4 of Longla and
Peligrad (2012) holds. Therefore, the Markov chain is ρ-mixing.
3.3 Theorem 5
Let f , g be two functions with ||f ||2 = ||g||2 = 1, E(f(X)) = E(g(Y )) = 0, where X and Y have
uniform distributions on [0, 1]. We have
2f(x)g(y) = f2(x) + g2(y)− (f(x)− g(y))2. (8)
Therefore,
2
∫
I2
f(x)g(y)C(dx, dy) =
∫
I2
f2(x)C(dx, dy) +
∫
I2
g2(y)C(dx, dy) −
∫
I2
(f(x)− g(y))2C(dx, dy).
Using the fact that
∫
I
C(dx, dy) = dx and
∫
I
f2(x)dx =
∫
I
g2(x)dx = 1, we obtain
∫
I2
f2(x)C(dx, dy) =
∫
I
f2(x)
∫
I
C(dx, dy) =
∫
I
f2(x)dx = 1 =
∫
I2
g2(y)C(dx, dy).
On the other hand, using c(x, y) ≥ ε1(x) + ε2(y) on a set of Lebesgue measure 1,
∫
I2
(f(x)− g(y))2C(dx, dy) ≥
∫
I2
(f(x)− g(y))2(ε1(x) + ε2(y))dxdy =
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=
∫
I2
(f2(x) + g2(y)− 2f(x)g(y))(ε1(x) + ε2(y))dxdy = Ia + Ib,
where Ib =
∫
I2
f2(x)ε2(y)dxdy +
∫
I2
g2(y)ε2(y)dxdy − 2
∫
I2
f(x)g(y)ε2(y)dxdy
and Ia =
∫
I
f2(x)ε1(x)dx
∫
I
dy+
∫
I
ε1(x)dx
∫
I
g2(y)dy−2
∫
I
f(x)ε1(x)dx
∫
I
g(y)dy. The cross terms
are equal to zero. Moreover,
∫
I
g2(x)dx = 1 and
∫
I
f2(x)ε1(x)dx ≥ 0. Whence,
Ia =
∫
I
f2(x)ε1(x)dx +
∫
I
ε1(x)dx ≥
∫
I
ε1(x)dx. Similarly, Ib ≥
∫
I
ε2(y)dy.
Thus, −
∫
I2
(f(x) − g(y))2C(dx, dy) ≤ −
∫
I
ε1(x)dx −
∫
I
ε2(y)dy. Using (8) and integrating, we
obtain 2
∫
I2
f(x)g(y)C(dx, dy) ≤ 2− (
∫
I
ε1(x)dx+
∫
I
ε2(y)dy).
It follows that corr(f, g) ≤ 1− 1
2
(
∫
I
ε1(x)dx+
∫
I
ε2(y)dy). Because this holds for all such f and g,
it also holds for f and −g. Thus, sup
f,g
|corr(f, g)| ≤ 1− 1
2
(
∫
I
ε1(x)dx +
∫
I
ε2(y)dy). Provided that
one of the two integrals of the right hand side is non-zero (say ε). It follows that ρ1 ≤ 1− 1
2
ε < 1.
If, in addition, the density is positive on a set of Lebesgue measure 1, then the assumptions of
Theorem 4 of Longla and Peligrad (2012) hold. Thus, geometric ergodicity follows.
3.4 Theorem 9
Let X = ϕ(U) and Y = ϕ(V ), where (U, V ) has distribution C(u, v). The common marginal
distribution function and probability distribution function of X and Y are
P(X ≤ x) = P(Y ≤ x) = 1− ϕ−1(x), fX(x) = fY (x) = 1−ϕ′oϕ−1(x) . (9)
Using this transformation and P(U ≥ u, V ≥ v) = −1 + P(U ≥ u) + P(V ≥ v) + P(U < u, V < v)
yields the joint cumulative distribution function of (X,Y )
P(X ≤ x, Y ≤ y) = P(U ≥ ϕ−1(x), V ≥ ϕ−1(y)) = 1− ϕ(x)− ϕ(y) + C(ϕ−1(x), ϕ−1(y)).
Differentiating this function gives the joint density h(x, y) = − ϕ
′′
oϕ−1(x+ y)(
ϕ
′
oϕ−1(x+ y)
)3 I{x+ y ≤ 1}.
corr(f(U), g(V )) = corr(foϕ−1(ϕ(U)), goϕ−1(ϕ(V ))) = corr(f˜(X), g˜(Y )), with f˜ = foϕ−1 and
g˜ = goϕ−1. The function ϕ−1 is defined on [0, 1] because we are using the standard generator. So,
ϕ−1oϕ(X) = X. Therefore, ρ1(σ(X), σ(Y )) = ρ1(σ(U), σ(V )).
Let f and g be such that E(f(X)) = E(g(X)) = 0, V ar(f(X)) = V ar(g(X)) = 1. Given
the formula of the density, the correlation coefficient between f(X) and g(Y ) can be computed by
corr(f(X), g(Y )) =
∫ 1
0
∫ 1−x
0
ϕ
′′
oϕ−1(x+ y)f(x)g(y)(
− ϕ′oϕ−1(x+ y)
)3 dydx. Therefore,
|corr(f(X), g(Y ))| ≤
∫ 1
0
|f(x)|
∫ 1−x
0
ϕ
′′
oϕ−1(x+ y)|g(y)|(
− ϕ′oϕ−1(x+ y)
)3 dydx. Recall, that ϕ−1 is decreasing be-
cause ϕ is decreasing. Thus, ∀x, y ∈ [0, 1], 0 = ϕ−1(1) ≤ ϕ−1(x + y) ≤ ϕ−1(x) ≤ ϕ−1(0) = 1. So,
ϕ
′
(0) = ϕ
′
oϕ−1(1) ≤ ϕ′oϕ−1(x+ y) ≤ ϕ′oϕ−1(x) ≤ ϕ′oϕ−1(0) = ϕ′(1) ≤ 0 because ϕ is convex.
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0 ≤ 1(
− ϕ′(0)
)3 ≤ 1(
− ϕ′oϕ−1(x+ y)
)3 ≤ 1(
− ϕ′oϕ−1(x)
)5/2(
− ϕ′oϕ−1(y)
)1/2 ≤ 1(− ϕ′(1))3
.
Therefore, using (9) and h(x) = max
0≤y≤1−x
ϕ
′′
oϕ−1(x+ y) leads to
|corr(f(U), g(V ))| ≤
∫ 1
0
h(x)|f(x)|(
− ϕ′oϕ−1(x)
)5/2
∫ 1−x
0
|g(y)|dy(
− ϕ′oϕ−1(y)
)1/2 dx. (10)
Using twice Ho¨lder’s inequality in (10) yields
|corr(f(U), g(V ))| ≤
∫ 1
0
h(x)|f(x)|(1 − x)1/2(
− ϕ′oϕ−1(x)
)5/2 dx ≤
( ∫ 1
0
( h(x)
(−ϕ′oϕ−1(x))2
)2
(1 − x)dx
)1/2
.
Therefore, taking the supremum over all such f and g, ρ21 ≤
∫ 1
0
( h(x)
(ϕ′oϕ−1(x))2
)2
(1− x)dx.
So, ρ1 < 1, if
∫ 1
0
( h(x)
(ϕ
′
oϕ−1(x))2
)2
(1− x)dx < 1 or
∫ 1
0
h2(x)(1− x)dx < (ϕ′(1))4.
3.5 Theorem 16
Let (Yn, n ∈ N) be a Markov chain generated by Ca,b and the uniform distribution on I. The formula
of the n-steps transition copula is based on the multiplicative property of the copula families and
the recurrence relationship that can be easily established between copulas of (Y0, Yn) and (Y0, Yn+1).
For the proof of Doeblin recurrence, we need to show by Theorem 8 of Longla and Peligrad
(2012), that the density c(u,v) of the absolutely continuous part of the copula is bounded away
from 0 on a set of Lebesgue measure 1. This follows from the fact that c(u, v) > (1− a− b) for all
u, v ∈ [0, 1]. Therefore, the Markov chain these copulas generate are φ-mixing for a+ b 6= 1. This
implies geometric ergodicity and exponential ρ-mixing by the corollary to Theorem 8 of Longla and
Peligrad (2012).
Theorem B.1.4 in Chan and Ton (2001) states the following.
Theorem 20
Let (Yn, n ∈ N) be an irreducible and aperiodic Markov chain. Suppose there exists a small set
S, a nonnegative measurable function L, which is bounded away from 0 and ∞ on S, and constants
r > 1, γ > 0, K > 0, such that rE(L(Xn+1)|Xn = x) ≤ L(x)− γ, for all x ∈ Sc, and∫
Sc
L(w)P (x, dw) < K, for all x ∈ S. Then, (Xn, n ∈ N) is geometrically ergodic.
Here, L is called the Lyapunov function. We shall use this result as follows. We will use small sets
to show that the Markov chain above is geometrically ergodic, then apply Theorem 4 Longla and
Peligrad (2012) to obtain ρ-mixing. Assume a+b 6= 1. Let S = [1/2, 1]. For any A ∈ R, P (x,A) is a
sum of three components, one of which is (1−a−b)µ(A). So, P (x,A) ≥ (1−a−b)µ(A) for all x ∈
S. Taking q = 1− a− b, ν = µ and n = 1, we conclude that S is a small set.
Now, we shall show that the Markov chain generated by this copula is irreducible and aperiodic,
and there exists a Lyapunov function. The density of the absolute continuous part of the copula is
c(u, v) ≥ 1− a− b > 0. This density being strictly positive on a set of Lebesgue measure 1, we can
conclude by Proposition 2 of M. Longla and M. Peligrad (2012), that the stationary Markov chain
it generates is absolutely regular, and thus irreducible and aperiodic.
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We shall now return to the existence of the Lyapunov function for geometric ergodicity of the
Markov chains generated by these copulas. Notice that, if x ∈ S, then 1 − x ∈ Sc. Therefore, for
any function L ∈ L1(0, 1), E(L(X1)|X0 = x) = aL(x) + bL(1− x) + (1− a− b)
∫ 1
0
L(x)dx.
Let L(x) = I(x ≥ 1/2) + 2I(x < 1/2). Therefore,
∫ 1
0
L(x)dx = 3/2. So, for x ∈ Sc, L(x) = 2,
L(1 − x) = 1 and E(L(X1)|X0 = x) = 2a + b + (1 − a − b)(3/2) = 2(a+ 3
4
) − b
2
, leading to
4
a+3E(L(X1)|X0 = x) = L(x)− ba+3 for all x ∈ Sc. So, r = 4a+3 > 1 and γ = ba+3 > 0.
On the other hand, L being bounded on I, the second condition holds. Therefore, L is a Lya-
punov function for the Markov chain generated by this copula. So, by Theorem 20, this stationary
Markov chain is geometrically ergodic for a+ b 6= 1.
For any convex combination of the two copulas M and W ( corresponding to a + b = 1), we
can compute ρ1 as follows. The corresponding transition operator acts on functions in L
2(0, 1) via
Qf(u) = af(u) + (1 − a)f(1 − u). Therefore, if we can find a function f defined on I, such that
E(f) = 0 and f(1− u) = f(u) for all u, then Qf(u) = f(u). The existence of such a function leads
to ρ1 = 1. The function f(x) = cos(2pix) satisfies these assumptions. In conclusion, the Markov
chains generated by the copulas are not ρ-mixing, and due to symmetry, they are not geometrically
ergodic and not Doeblin recurrent.
3.6 Theorem 3
Consider T : L20(0, 1)→ L2(0, 1), T (f)(x) =
∫ 1
0
f(y)c(x, y)dy. We shall use the following claim.
Claim 21 Let H be a Hilbert space. Let T be a bounded operator defined on H, and {en(x), n ∈ N}
be an orthonormal basis of H. Then, ||T ||2 ≤
∑
n≥1
||T (en)||22.
Proof. f(x) =
∑
n≥1
anen(x) implies ||f ||2 = (
∑
n≥1
a2n)
1/2. Also,
||Tf ||2 = ||(
∑
n≥1
anTen)||2 ≤ (
∑
n≥1
a2n)
1/2(
∑
n≥1
||Ten||22)1/2 implies
||Tf ||2
||f ||2 ≤ (
∑
n≥1
||Ten||22)1/2. The
last inequality uses Cauchy’s inequality. This leads to ||T || = sup
f
||Tf ||2
||f ||2 ≤ (
∑
n≥1
||Ten||22)1/2.
It remains to estimate ||Ten||22 for the most convenient orthonormal basis of L20(0, 1),
{en =
√
2 sin(2npix), bn =
√
2 cos(2npix), n ≥ 1}.
Case 1. en =
√
2 cos(2npix).
(1/
√
2)Ten(x) =
∫ 1
0
c(x, y) cos(2piny)dy = c(x, y)
sin(2npiy)
2pin
|1y=0 −
1
2npi
∫ 1
0
cy(x, y) sin(2piny)dy.
Therefore, using | sin(2piny)| ≤ 1 and (2), we obtain |(1/
√
2)Ten(x)| ≤ 1
2npi
∫ 1
0
|cy(x, y)|dy. So,
||Ten||22 ≤
1
2(npi)2
||
∫ 1
0
|cy(x, y)|dy||22. In our notations, we obtain ||Ten||22 ≤
k1
2(npi)2
.
Case 2. en =
√
2 sin(2npix). Same as above with the only difference that for this case, the first
part is not zero, but −( 12npi )[c(x, 1) − c(x, 0)].
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So, |(1/
√
2)Ten(x)| ≤ 1
2npi
[|c(x, 1) − c(x, 0)| +
∫ 1
0
|cy(x, y)|dy]. Computing the norms yields
||Ten||22 ≤ ||
1√
2npi
[|c(x, 1) − c(x, 0)| +
∫ 1
0
|cy(x, y)|dy]||22. In our notations, ||Ten||22 ≤
k2
2(npi)2
.
Taking into account both cases, using
∑
n>0
1
n2
=
pi2
6
,
∑
n>1
||T (en)||22 =
k1 + k2
2(pi)2
∑
i>0
1
i2
=
k1 + k2
12
.
So, k1 + k2 < 12 implies ρ1 = ||T || < 1. Therefore, the generated Markov chains are exponential
ρ-mixing. Moreover, if the density is stricly positive on a set of Lebesgue measure 1, then β-mixing
follows from ρ-mixing by Theorem 4 of Longla and Peligrad (2012).
3.7 Theorem 18
To assess the rate of convergence of the mixing coefficient βn, we use Lemma 2 of Doukhan and al.
(1994), that can be stated as follows for the transition kernel at hands.
Lemma 22 For the algorithm of interest in Theorem 18, the following holds.
Epi(p
n(X, a)) ≤ βn ≤ 3Epi(p[n/2](X, a)).
Applying Lemma 22 and computing the necessary expected values lead to
an+1
n+ 1
≤ βn ≤ 3Epi(p[n/2](X, a)) = 3a
[n/2]+1
[n/2] + 1
≤ Cρn, ρ = √a.
Therefore, the Markov chain is exponential β-mixing when a < 1. Reversibility implies exponential
ρ-mixing by Theorem 4 of Longla and Peligrad (2012). For a = 1, the generated Markov chain is a
β-mixing with decay rate 1/n, but fails to be ρ-mixing. It fails to be ρ-mixing because, by Theorem
4 of Longla and Peligrad (2012), it would have been otherwise geometrically ergodic.
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