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内容梗概 
 
計算機能力の向上や統計的手法の導入，大規模音声データベースの構築などにより，飛
躍的に性能が向上した音声認識であるが，発話スタイルの違い（文章を読み上げる読み上
げ音声，対話音声，講演などの独話音声といった違いや，誤認識時の言い直し発話と通常
の発声との違いなど）により，認識性能が劣化するという課題がある．これらの課題は，
大量の学習データを収集しモデルを構築する統計的手法とモデル適応手法だけでは十分に
改善することが難しいと考えられる．このため，学習データの統計的な特徴のみからモデ
ルを構築するのではなく，それぞれの発話スタイルが有する音響的特徴を十分に分析し，
その特徴を表現できるようモデル構造や認識手法を見直す必要がある． 
本論文は，より自然で自由に発話された音声を高精度に認識する，発話スタイルの変動
に頑健な音響モデルを構築することを目的とし，各発話スタイルの音響的特徴の分析を通
して，既存の音響モデルおよび認識手法の課題を明確にし，それぞれの発話スタイルにお
ける認識性能の劣化を改善する手法を研究したものである． 
第１章では，本論文における研究の背景である，大語彙連続音声認識技術の現状と課題
についてまとめる． 
第２章では，隠れマルコフモデル（hidden Markov model；HMM）を用いた音響モデ
ルの構築方法を中心に連続音声認識の概要をまとめるとともに，発話スタイルの変動が現
状の音声認識システムのどの部分にどのような影響を与えるのかについて明らかにする． 
第３章では，多数話者音声データベースを用い，地域・年齢の違いによる音響的特徴の
違い，発話スタイルの違いによる音響的特徴の違いについて分析する．また，本データベ
ースを用いて構築した音響モデルの認識性能を評価し，地域や年齢の違いが認識性能に対
して影響を与えることを明らかにする． 
第４章では，発話スタイルの一つである講演音声の認識について，研究結果を述べる．
文章を読み上げない自発的な発話である講演音声は，文章を読み上げた音声や対話音声と
は異なった音響的特徴を有しており，特に発話速度が大きく変動する傾向にある．第４章
では，講演音声の発話スタイルが認識性能に与える影響を調べるとともに，ゆう度基準に
よる分析周期・窓長の選択手法を提案し，発話速度の変動を吸収し認識性能が改善できる
ことを明らかする．  
第５章では，音響的特徴が通常の発話と大きく異なる誤認識時の言い直し発話に着目し
i 
た研究結果を述べる．現状の認識システムでは誤認識の発生は避けられず，誤認識時にシ
ステム利用者は言い直しを余儀なくされる．しかしながら，言い直し発話は通常の発話と
比較し，音響的特徴が大きく変化するため認識性能がかえって劣化するという現象が生じ
る．第５章ではこの問題を解決するため，誤認識時の言い直し発話が認識性能に与える影
響とその音響的特徴を分析するとともに，この音響的特徴の違いを吸収する音響モデル構
築手法を提案する． 
最後に第６章において本研究の総括を行うとともに，音声認識における本研究の位置付
け，および重要性についてまとめ，本研究の結論とする． 
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第 1 章 
緒論 
1 
1.1 大語彙連続音声認識技術の現状 
近年，大語彙連続音声認識技術の認識性能は，飛躍的に向上している[1]．この背景には，
コンピュータ技術の劇的な進歩，効率よい探索を行うためのデコーディング手法の研究
[2][3]や，探索空間の削減と文章として成り立たない認識結果の排除による認識精度の向上
のための言語モデルの研究[4]に加え，統計的手法の導入や大規模音声データベースの構
築・整備による音響モデルの性能向上[5]がある．音声認識をパターンマッチングの一つと
捕らえた場合，音響的特徴パターンである音響モデルの性能向上が，大語彙連続音声認識
の認識性能向上において重要となる． 
初期の音声認識では，認識したい単語をあらかじめ読み上げた音声の音響的特徴をその
ままモデルとして登録し，認識対象音声の音響的特徴に時間・周波数領域において最も近
いモデルを認識結果として出力するものであった．この方法は，モデルとして登録した音
声と認識対象音声の，時間・周波数的特徴が同じであると仮定する特定話者単語音声認識
として有効な手法である．しかしながら同一の話者が同一の単語を発声した場合でも，そ
の発話速度は変動しており，発話速度の違いによる時間的特徴の違いが認識性能に大きく
影響するという問題を含んでいた．また，発話速度は局所的にもゆらいでいるため，時間
長を線形に伸縮するだけでは発話速度の変動を十分に吸収することは困難であった．この
問題を解決する手法として，モデル登録時と認識時の音声の時間的特徴が異なった場合で
も，時間・周波数領域で最適な経路を探索する，動的計画法（dynamic programming；DP）
による時間軸伸張マッチング（dynamic time warping；DTW）が導入された．時間軸伸張
マッチングの導入により，認識時における発話速度の変動に対して，認識性能を向上する
ことが可能となった[6]． 
特定話者単語音声認識は，認識単語数の増加に伴い，モデル登録のための利用者の負担
が大きくなるとともに，利用者が代わるたびに音声を登録しなおさなければならないとい
う課題があった．このため，利用者交代による周波数的特徴の変動が生じても十分な認識
性能が得られる不特定話者音声認識技術の研究[7]が進められた． 
周波数領域における変動を吸収する手法として，入力された音声の音響的特徴から直接
モデルを構築するのではなく，多くの音声から統計量を抽出しモデルを構築する隠れマル
コフモデル（hidden Markov model；HMM）の導入[8]が提案された．HMM を用いた音
響モデルは，その統計的な学習能力の高さと，1980 年代後半から大量の音声データベース
の利用が可能となったことで，音声認識において広く用いられるようになった．より多く
の話者，発話内容から HMM を用いて構築した音響モデルによって，同一話者であっても
発話時刻の違いにより生じる周波数的特徴の変動や，利用者交代による周波数的特徴の変
2 
動に対して認識性能を改善することが可能となった．また通常，HMMによる音響モデルは
認識対象単語を直接モデル化するのではなく，単語よりも短い音節や音素単位のサブワー
ドモデルとして構成，これらのモデルを結合して利用するため，認識語彙数が増加した場
合でも，モデルそのものを追加する必要がなくなる．このようにして，不特定話者連続音
声認識においても，認識性能が飛躍的に向上することとなった． 
 
1.2 発話スタイルの変動が認識性能に及ぼす影響 
音響的特徴のモデル化に統計的手法の一つである HMMを導入したことで，音声認識の
認識性能は大きく向上したが，全ての話者に対して十分な性能が得られたわけではない．
利用者によってはモデル構築の際に用いた音声データの統計的な分布から外れた音響的特
徴を有する話者も存在し，こういった話者の場合，HMMを用いた場合でもその認識性能は
急激に劣化する．これは統計的手法が，モデル構築の際に用いた学習用音声データと実際
の認識対象音声の統計的な特徴が同一であるとの仮定のもと，認識しているために生じる
問題である．この問題を解決する手法として，話者適応化の線形変換（アフィン変換）行
列を最ゆう推定するMLLR（Maximum Likelihood Linear Regression）[9]や最大事後確
率推定法（Maximum a Posteriori Estimation；MAP）[10][11]に代表されるモデル適応手
法が提案されている．これらの手法は，既に構築されている音響モデルのモデルパラメー
タを，認識対象話者の音響的特徴に近づけるものである．例えば教師あり話者適応として
MAPによるモデル適応を行う場合，適応対象話者が発声した既知の発話内容からその音響
的特徴を抽出し，現在使用している音響モデルのモデルパラメータをその特徴空間へ移動
する．モデル適応の十分な効果を得るためには，適応対象話者の音響的特徴をより多く取
得する必要があったが，効果的に特徴空間の移動を行う移動ベクトル平滑化手法（vector 
field smoothing；VFS[12]）などの導入により，比較的少ないデータからでも十分な適応効
果を得ることが可能となった．モデル適応の導入により，既に構築されている音響モデル
の統計的な分布から外れた話者の認識性能を改善することに成功している． 
しかしながら，音響的特徴は話者の違いだけではなく，同一話者であっても，その発話
スタイルの違いによって大きく変動する[13]．発話スタイルの違いとは，文章を読み上げた
発話と読み上げでない自発的な発話の違いや，自発的な発話においても対話と独話の違い
などを指す．広く捕らえた場合，怒りや悲しみなどの感情の違いも発話スタイルの違いと
考えることができる．また，システムが誤認識を発生した場合の言い直し発話なども，１
回目の発話と比較し，発話スタイルが異なるものである．発話スタイルが異なった場合，
発声内容が同一であっても，その音響的特徴が変化し，統計的手法では十分にその変化を
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吸収することができず，認識性能が劣化することが報告されている[14]． 
モデル適応により発話スタイルの変動を吸収することも考えられるが，発話スタイルに
よっては適応データの収集が困難であること，誤認識時の言い直し発話のように音響的特
徴が大きく変化する誤認識の発生そのものを検出する必要があることなどから，十分な効
果を得ることは難しい．また，モデル適応は既に構築されている音響モデルのモデルパラ
メータを適応するものであり，HMMで構築された音響モデルのモデル構造そのものがミス
マッチを起こしている入力音声に対しては，その効果を期待することができない． 
 
1.3 本研究の概要 
以上のように，発話スタイルの変動による認識性能の劣化は，大量の学習データを収集
しモデルを構築する統計的手法とモデル適応手法だけでは十分に改善することが難しい．
このため，学習データの統計的な特徴のみからモデルを構築するのではなく，それぞれの
発話スタイルが有する音響的特徴を十分に分析し，その特徴を表現できるようモデル構造
や認識手法を見直す必要がある． 
本研究の目的は，より自然で自由に発話された音声を高精度に認識する，発話スタイル
の変動に頑健な音響モデルを構築することである．各発話スタイルの音響的特徴の分析を
通して，既存の音響モデルおよび認識手法の課題を明確にし，それぞれの発話スタイルに
おける認識性能の劣化を改善することを目指している．具体的には，講演音声に代表され
る独話音声の認識性能の改善，及び誤認識発生時の言い直し発話のおける認識性能の劣化
改善について，研究したものである． 
本論文の構成を図１．１に示す．まず第２章において，HMM を用いた音響モデルの構
築方法を中心に連続音声認識の概要をまとめると共に，発話スタイルの変動が現状の音声
認識システムのどの部分にどのような影響を与えるのかについて述べる． 
第３章では，多数話者音声データベースを用い，地域・年齢の違いによる音響的特徴の
違い，発話スタイルの違いによる音響的特徴の違いについて分析した結果を述べる．また，
本データベースを用いて構築した音響モデルの認識性能を評価することで，第２章で記述
した現状の認識システムの問題点を，音響的な観点で検証する． 
以上の結果を踏まえ第４章では，発話スタイルの一つである講演音声の認識について，
研究結果を述べる．文章を読み上げない自発的な発話である講演音声は，文章を読み上げ
た音声や対話音声とは異なった音響的特徴を有しており，特に発話速度が大きく変動する
傾向にある．第４章では，講演音声の発話スタイルが認識性能に与える影響を調べるとと
もに，発話速度の変動を吸収する認識手法，及びモデル構築手法についてまとめる．  
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第５章では，音響的特徴が通常の発話と大きく異なる誤認識時の言い直し発話に着目し
た研究結果を述べる．現状の認識システムでは誤認識の発生は避けられず，誤認識時にシ
ステム利用者は言い直しを余儀なくされる．しかしながら，言い直し発話は通常の発話と
比較し，音響的特徴が大きく変化するため認識性能がかえって劣化するという現象が生じ
る．第５章ではこの問題を解決するため，誤認識時の言い直し発話が認識性能に与える影
響とその音響的特徴を分析するとともに，この音響的特徴の違いを吸収する音響モデル構
築手法を提案する． 
最後に第６章において本研究の総括を行うとともに，音声認識における本研究の位置付
け，および重要性についてまとめる． 
学習データと認識性能の関係
講演音声認識のための
音響分析と
音響モデルの構築
誤認識時の
言い直し発話に頑健な
音響モデルの構築
結論
第２章
第３章
第４章 第５章
第６章
緒論
第１章
ＨＭＭを用いた音響モデルの構築と
大語彙連続音声認識への応用
図１．１ 本論文の構成 
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第 2 章 
ＨＭＭを用いた音響モデルの構築と大語彙連続音声
認識への応用 
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２．１ 緒言 
発話スタイルが変動することにより認識性能が劣化する現象は，現状の音声認識手法で
は吸収することができない要因をその発話スタイルが含んでいるためと考えられる．発話
スタイルの変動に頑健な音響モデルの構築方法を検討するには，これらの要因について調
査・分析を行う必要があるが，そのためにはまず統計的手法の一つである隠れマルコフモ
デル（hidden Markov model；HMM）を用いた音響モデルの構築方法[1]や，大語彙連続
音声認識への適用方法について理解する必要がある．本章では， HMM を用いた音響モデ
ルの構築方法を中心に連続音声認識の概要をまとめると共に，発話スタイルの変動が現状
の音声認識システムのどの部分にどのように影響を与えるのかについて述べる． 
まず２．２節において，入力音声から音響的特徴を抽出するための，音響分析と特徴量
抽出についてまとめる．次に２．３節において，HMMを用いた音響モデルの構築方法とし
て，音声のモデル化，および HMM の学習方法をまとめる．２．４節では，HMM を用い
た音声認識の具体的な方法として，大語彙連続音声認識手法について述べる．最後に２．
５節において，発話スタイルの変動が認識システムに与える影響を，認識システムの全体
構成を踏まえながらまとめる． 
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２．２ 音響分析と特徴量抽出 
音声認識においてはまず，入力音声から音響的特徴を抽出するため，音響分析を行う．
入力音声は，音声の特徴が多く含まれている８kHz 以下の周波数が利用できるよう，シャ
ノンの定理より 16kHz でサンプリングされる場合が多い．図２．１に短時間スペクトルの
例を示す．音声は声帯の振動により生成された音源が，声道を通過する過程で共振するこ
とにより発声される．短時間スペクトルには，声帯の振動による周期的な微細構造（ハー
モニックス構造）と，声道の共振によるスペクトルの大局的な概形（スペクトル包絡）が
含まれており，これらの特徴を抽出することが音声の分析においては重要となる． 
スペクトル分析方法はいくつか存在するが，離散フーリエ変換（discrete Fourier 
transform；DFT）を用いた周波数分析が一般的に広く用いられており，入力音声に対し比
較的短時間の時間窓を掛け，一定周期で周波数分析を行う（この処理単位をフレームと呼
ぶ）．時間窓に方形窓を用いた場合，窓の両端部分における不連続性から高調波成分が現れ
るため，図２．２に示すようなHamming窓や Hanning窓が多く用いられる．多くの認識
システムでは，認識性能と計算機コストのバランスから，分析周期は８msec や 10msec の
一定間隔で，分析窓長は分析周期の倍にあたる，16msec や 20msecの長さとなっている． 
音声は，声帯が振動することにより生成された音源が声道を通過する過程で共振するこ
とで発せられる．このことから音声波形 xは，声帯の振動による音源 gと声道のインパルス
応答 v の畳み込みとして表現することができる． 
Hz 
A
m
p
li
tu
d
e
図２．１ 母音“あ”の短時間スペクトルの例 
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nnknkn vgvgx 　 (2.1) 
 
音声波形xnのフーリエ変換は， 
 
(2.2) 　)()()( VGX
 
となり，そのパワースペクトル S(ω)も 
 
(2.3) 
222
)()()()( VGXS
 
となる．この両辺の対数をとることで 
 
(2.4) )(log)(log)(log VGX
 
と表現することができる．このようにスペクトル強度を対数とすることで，音声のスペク
トルを G(ω)と V(ω)の対数の和，つまり声帯の振動によるスペクトルの微細構造と，声道
図２．２ 短時間スペクトル分析のための時間窓 
Hanning 
window 
Hamming 
window 
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における共振に対応するスペクトル包絡との和の形として得ることができる． 
こうして得られたスペクトルを逆 DFT により時間領域に変換することで Cepstrum 係
数が定義される．図２．３に Cepstrum係数の例を示す．Cepstrum係数では，スペクトル
包絡は低次に，スペクトルの微細構造は高次に集中する．一般に音声認識では，人間の声
道フィルタの特徴が現れる共振周波数（フォルマント）の位置や高さの情報を利用してお
り，声の高さであるピッチ，つまり声帯振動の情報は用いていない．そこで，Cepstrum係
数を適当な次数で打ち切ることで，ピッチ情報を削除する．ピッチ情報を削除した
Cepstrum 係数を再び DFT することで，図２．４に示すように，ピッチとその高調波成分
であるハーモニックス構造が取り除かれ，スペクトル包絡のみが残されたパワースペクト
ラムを得ることができる．音声認識では，Cepstrum 係数を音響特徴量として用いる場合
が多い．また人間の聴感特性に合うよう，周波数軸を Mel スケールに周波数ワーピングす
る[2]ことが多い．Melスケールに周波数ワーピングを行った Cepstrum係数をMFCC（Mel 
Frequency Cepstrum Coefficient）と呼ぶ． 
このようにして抽出した短時間スペクトルを用いて音声の特徴パラメータを構成するが，
スペクトルの動きにも重要な情報が含まれていることが知られている．音声認識において
はスペクトルの動きによる動的な特徴，つまり時間的な変化の情報を利用することで認識
性能が向上することが報告されており，現状の音声認識システムでは積極的に利用されて
いる．一般には，前後２フレーム程度のMFCCより線形回帰係数を求めることで，動的な
図２．３ Cepstrum係数の例 
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特徴であるΔMFCC を求める．この際，対数パワーの変化量も特徴パラメータとして用い
ることが多い．このようにして，MFCC＋ΔMFCC＋Δlog powerを結合したベクトルを特
徴パラメータとして用いている． 
 
図２．４ DFTスペクトルとケプストラムスペクトル包絡の比較 
DFT spectrum 
Cepstrum spectrum envelope 
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２．３ ＨＭＭを用いた音響モデルの構築 
２．３．１ ＨＭＭによる音声のモデル化 
音声認識もパターンマッチングの一つと捕らえることができ，入力音声と認識システム
内に保持されているパターンとの間でマッチングを行い，最も適したパターンを認識結果
として出力する．最も適したパターンの探索方法としては，入力音声の特徴パラメータ列
と，モデル化されている特徴パラメータ列のスペクトルマッチング尺度計算などがあり，
モデル登録時の音声と認識時の音声の特徴が同一であると仮定できる特定話者音声認識で
良好な結果を得ることができる．しかしながら音声認識を不特定の話者に拡張した場合や，
特定話者であっても発話時刻の違いにより音響的特徴が変動する場合などは，十分な認識
性能を得ることができない．このような場合，認識単語ごとにモデルを 1 つ用意するので
はなく，複数個のモデルを用意しなければならなくなるが，認識単語数が増加するにつれ，
莫大な量のモデルを保持する必要が生じる．そこで，認識単語ごとに複数のモデルを準備
するのではなく，大量の学習データから得た統計量をそのままモデルとして利用する手法
が提案されている．代表的なものが HMM である．HMM は特徴パラメータの分布の表現
方法により，離散分布 HMM と連続分布 HMM に大きく分類される．離散分布 HMM は，
出力ベクトルをベクトル量子化により離散化したものであり，連続分布 HMM は統計量で
ある平均値と分散値をモデルパラメータとして音響モデルを構築したものである．連続分
布 HMMには，出力ベクトルの確率分布を単一の分布で近似する単一分布型 HMMと，複
数の分布の和で近似する混合分布型 HMM がある．また，ベクトルの各要素の平均値と分
散値のみをモデル化し，共分散の成分を零と仮定する対角行列（diagonal matrix）のもの
と，要素間の共分散値までをモデル化した全角行列（full matrix）のものがある．一般に，
連続単一分布 HMMでは全角行列が用いられ，連続混合分布 HMMでは対角行列が用いら
れる． 
音声認識を統計的に捕らえ，入力音声のパターンを I 個のフレームの時系列として表し
た場合，入力音声 Xは， 
 
(2.5) IxxxX ,...,, 21
 
となる．音声認識は，入力音声 Xを観測し，最もよくマッチングする単語列， 
 
(2.6) 　NwwwW ,...,, 21
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を探索する問題と考えることができる．つまり， 
 
(2.7) ),...,,|,...,,()|( 2121 IN xxxwwwPXWP
 
を最大にする単語列W を探索すればよい．ここで，P(W|X)はベイズの定理により， 
 
　
)(
)()|(
)|(
XP
WPWXP
XWP (2.8) 
 
と表現することができる．P(X)は，入力音声そのものの生起確率のため，探索においては一
定である．つまり，音声認識では， 
 
)()|( WPWXP (2.9) 
 
が最大となる単語列 W を探索することとなる．認識システムにおいては，言語データベー
スから学習することにより，単語列 W の生起確率をモデル化した統計的言語モデルを用い
ている．このことから P(W)は単語列の事前確率を， 
 
N
i
iiN wwwPwPwwwPWP
2
11121 )|()(),...,,()( (2.10) 
 
と定義できる． 
後は，P(X|W)が計算できれば P(X|W)・P(W)が最大となる単語列W を探索することが可能と
なる．P(X|W)は， 
 
(2.11) ),...,,|,...,,()|( 2121 NI wwwxxxPWXP
 
となり，認識の音声パターンの部分系列 
 
niii x,...,x,x 1 (2.12) 
 
と単語wkに対して， 
 
　)w|x,...,x,x(P kniii 1 (2.13) 
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が計算できればよい．この計算のためのモデルを音響モデルと呼び，そのモデルとしては
サブワード単位の Left-to-right 型 HMMが多く用いられている．このモデルは図２．５に
示すように，１つのサブワードを複数の状態で表現するものである．Left-to-right型 HMM
では，入力端と出力端は固定であり，定常信号源の連鎖として表現した確率モデルとなっ
ている．確率モデルのため，時間軸伸張マッチング（dynamic time warping；DTW）のよ
うに登録されているモデルとの距離尺度で単語を探索するのではなく，入力音声の特徴パ
ラメータに対してモデルが出力する確率を用いて探索することができ，入力音声の揺らぎ
を吸収することが可能となる．各状態は，ガウス分布に代表される確率密度関数を用いて
モデル化されている．通常，確率は確率密度関数の面積から計算されるが，認識において
は入力音声の特徴パラメータにおける確率密度関数の値を，一種の確率であるゆう度とし
て出力する． 
単語 HMMはサブワード HMMを連結することで実現することができるため，例えばサ
ブワードに音素を用いた場合は，各音素に対する音素 HMM を構築すれば，全ての単語に
対する HMM を構築することが可能となる．しかしながら言語的に同じ音素であっても，
前後につながる音素によって音響的特徴が変化することがある（調音結合）．例えば，音素
/k/では，後ろに続く音素が/a/の場合と/i/の場合で音響的な特徴が異なることが知られてい
る．後続する音素が/a/の場合は破裂音になり，後続する音素が/i/の場合は摩擦性の音になる．
このような変化に対してより精密なモデルを構築することを目的として，音素の前後環境
transition
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transition
provability
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a12
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a33
a34
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output
provability
output
provability
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図２．５ HMMの構造 
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を考慮したモデリングも行われている．先行する１音素，または後続する１音素の影響を
考慮して構築したモデルを biphone音響モデルと呼び，それぞれ先行音素環境依存 biphone
音響モデル，後続音素環境依存 biphone 音響モデルと呼ぶ．また，先行する１音素と後続
する１音素の両方の影響を考慮して構築したモデルを triphone音響モデルと呼ぶ． 
 
２．３．２ ＨＭＭの学習方法 
HMM を用いた音響モデルの学習は，大別するとモデル構造の決定と，モデルパラメー
タ学習の２つのステップからなる． 
まず，モデル構造の決定について述べる．サブワードとして音素を用いた場合，その音
素数がモデルの複雑さに影響する．例えば国際電気通信基礎技術研究所（ATR）では 26音
素，情報処理推進機構（IPA）の研究テーマ「日本語ディクテーション基本ソフトウェアの
開発」[3]では 43音素となっているが，音響モデルを triphoneで構築した場合，ATR音素
セットでは 26×26×26=17576個，IPA 音素セットでは 41×41×41=68921 個の論理的な
モデルを必要とする．それぞれのモデルが Left-to-right型 HMMで複数の状態から成るた
め，総状態数で言えば非常に多くの状態を有するモデルとなる．また，いかに多くの学習
データを収集したとしても，十分な統計量が得られない状態も存在し，かえって認識性能
が劣化する恐れがある．そこで HMMでは，音響的特徴が類似した triphoneをグループ化
することによって，モデルの数を削減する場合が多い．例えば先行音素が a，後続音素が k
の該当音素 u（HTK[4]では，a-u+kと表記される）と，先行音素が i，後続音素が kの該当
音素 u(HTK表記の i-u+k)に関して見た場合，先行音素は異なるが，後続音素と該当音素が
同じなため，モデル後半の状態を共有することで効率よくモデルを構築することが可能と
なる．このようにして音素環境クラスタリングを行うが，問題は共有する状態の決定，つ
まりモデル構造（トポロジー）の決定方法である．状態共有の決定方法は大別して，ボト
ムアップ方式とトップダウン方式がある．ボトムアップ方式は，学習データから得ること
のできる全ての triphoneを作成し，作成された triphoneからよく似たモデルをマージして
いくものである[6]．トップダウン方式は中心音素が同じ triphoneを，前後の音素環境の違
いによる影響が大きい要因から分割していくものである．ゆう度最大化基準により時間方
向・音素環境方向に分割していく最ゆう逐次状態分割法(Maximum Likelihood Successive 
state splitting；ML-SSS)[5]や，学習データに従い音素環境をツリー状に成長させる生成木
に基づいた状態分割法[7]がある．音素セットや学習データ量にもよるが，トップダウン方
式はボトムアップ方式に比較し，学習データに出現しなかった triphone をとり扱うことが
できる長所がある． 
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このようにして決定されたモデル構造の HMMに対して，次にモデルパラメータの学習
を行う．モデルパラメータの学習方法としては，最ゆう推定 (maximum likelihood 
estimation)[1]が広く用いられている．通常のHMMにおける最ゆう推定では図２．６に示
すように，与えられた学習データの集合 Yに対して，状態 iから状態 jへの遷移を直接数え
上げることで遷移確率を求めることができる．生起確率を計算する方法としては，初期状
態から前向きに確率を計算するフォワードアルゴリズムと，最終状態から後ろ向きに確率
を計算するバックワードアルゴリズムがあり，これらを組み合わせたフォワード・バック
ワードアルゴリズムが広く用いられている．しかしながら音声データを用いた学習を行う
場合，学習データの特徴パラメータ列のみが観測され，状態間の遷移を直接観測すること
ができない．そこで一旦初期モデルを仮定し，そのモデルを用いて算出した状態遷移回数
から遷移確率，及び出力確率を最ゆう推定する．次に推定したモデルパラメータを初期モ
デルとしてこの処理を繰り返す．この２段階の過程を収束するまで繰り返すことでモデル
パラメータを推定するアルゴリズムは一般にEMアルゴリズム（expectation-maximization 
algorithm）[1]と呼ばれる． 
・　
・　
・
・　
・　
・
Si Sj
aijbj(ot+1)
αt(i) βt+1(j)
t-1                            t                                        t+1                      t+2
Forward path Backward path
図２．６ 状態 iと状態 jにおけるフォワードパスとバックワードパス 
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２．４ 大語彙連続音声の認識 
大語彙連続音声認識は，式(2.9)で示された確率を最大とする単語列wを探索する問題と
とらえることができることは既に述べた．音響モデルを用いることで，式(2.11)は算出する
ことができるため，式(2.10)を算出することができれば，式(2.9)を計算することが可能とな
る．式(2.10)を算出するための確率モデルとしては，多量のテキストデータから単語列の生
起確率を，数え上げによってモデル化することが可能である．ただし，全ての単語列が現
れるテキストデータを準備することは困難なことから，統計的パラメータの数を減らすた
め，マルコフ過程を導入する．単語wiが単独で生起する確率は，テキストデータから容易に
求めることができる．単語wi-1の次に単語wiが生起する確率をP(wi|wi-1)とすると，単語列Wが
生起する確率は単純マルコフ過程として， 
 
n
i
ii wwPwP
1
1 )|()( 　 (2.14) 
 
と近似することができる．同様に，２重マルコフ過程を考えた場合， 
 
n
i
iii wwwPwP
1
12 ),|()( 　 (2.15) 
 
と近似することができる．単語wi-1の後に単語wiが生起する確率や，単語列wi-1，wi-2の後に
単語wiが生起する確率は，テキストデータから数え上げによって求めることができるため，
効率よくモデル化することが可能となる．言語モデルでは，単純マルコフ過程をバイグラ
ムと呼び，２重マルコフ過程をトライグラムと呼ぶ．しかしながら，多くのテキストデー
タを準備しても，論理的に連接が可能な全てのバイグラム，トライグラムを算出すること
はできない．そこで，トライグラムを補間する手法として，ユニグラム（単語そのものが
生起する確率），バイグラムとの線形補間がある． 
 
　)w(P)w|w(P)w,w|w(P)w,w|w(P iiiiiiiii
^
31212112 (2.16) 
 
線形補間パラメータλ1，λ2，λ3は，その和が１に成るよう，与えられる．このようにし
て構築した言語モデルと音響モデルを利用し，入力音声に対して式(2.9)が最大となる単語
列を探索する． 
実際の探索は図２．７に示すような枠組みとなる．図２．７におけるデコーダ（認識エ
ンジンとも呼ばれる）は，音響モデルによる確率と言語モデルによる確率の積（対数スケ
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ールの場合は和）が最大となる単語列を探索する．ただし，音響モデルが出力する確率と
言語モデルが出力する確率のダイナミックレンジが異なるため，一般には言語重みと呼ば
れる重み係数を掛けた状態で確率の積が算出される． 
大語彙連続音声認識におけるデコーダは，膨大な探索空間を効率よく探索するため，近
似，評価値算出，枝刈りを繰り返すことで認識結果を出力する[8]．枝刈りは，探索の過程
において有望でない仮説を評価対象からはずす操作を行うものである．評価値算出におけ
る近似精度や，音響モデル・言語モデルの精度が高いほど，正しい枝刈りを行うことがで
きるが，その分計算機コストが多く必要となる．こういった問題を回避するため，探索を
複数回に分割するマルチパスデコーディングなどもよく用いられる[9]．例えば２パスデコ
ーダなどでは，ある程度の精度の音響モデル・言語モデルで一旦探索を行い，その結果を
もとに高精度のモデルで再び探索を行うものである．一般には，最初の探索では処理の簡
便なバイグラム言語モデルを用い，２度目の探索でより制約の強いトライグラム言語モデ
ルを用いる場合や，最初の探索と２度目の探索で言語重みを変更する，といった手法が用
いられる． 
Acoustic
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図２．７ 確率的単語認識の枠組み 
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２．５ 発話スタイルの変動が認識システムに与える影響 
図２．７で示した確率的単語認識の枠組みを，実際に音声認識システムの構築から入力音
声を認識するまでの流れで記述したものを図２．８に示す．一般的な認識システムでは，
事前に収集された音声データ，テキスト情報を用いて，音響モデル，言語モデルを学習す
る．この際，実際の認識対象となるドメインで収集された音声データ，テキスト情報を利
用することが，高い認識性能を実現するためには必要となる．このようにして構築された
音響モデル，言語モデルを用い，実際の入力音声に対して確率的単語認識を行い，認識結
果を出力する．認識性能は一般に，次に定義される単語正解精度，もしくは単語誤り率で
評価される． 
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音響的に見た場合，図２．８からわかるように，学習データとして利用される音声データ
と，実際に認識対象となる入力音声との間で，統計的な性質が同一であるとの仮定のもと，
探索が実行される．また，言語モデルに関しても，認識対象となるドメインで用いられる
単語の生起確率などを学習したものである．このため，統計的性質が同一であるという仮
定が成り立たない場合，認識性能は急激に劣化する．自然な発話では，言語的には間投詞
やフィラー（「えー」「あー」等）の挿入，言い直しなどの言語現象が発生し，音響的には
発音の怠けによる発声変形や発話速度の局所的な変化などによる音響モデルとのミスマッ
チが多く発生する．特に音響的に見た場合，図２．８の音響分析，特徴ベクトル抽出，HMM
モデル構造，HMMモデルパラメータが影響を受けることとなり，認識性能が急激に劣化す
る原因となる．このことから，音響的特徴の変動や発話速度の変化を伴う発話スタイルの
変動は，既に構築されている音響モデルとのミスマッチを引き起こすとともに，通常の発
話速度に最適化された音響分析部やデコーダでは十分な性能が得られない原因の一つとな
っている[10]．テキストの読み上げ音声と比較し，自然な発話（人間同士の対話や，講演発
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表などの独話）の認識が難しいのはこのためである．  
これらの問題を解決するためには，より多くの話者から自然に発話された音声データを収
集し，その音響的特徴について調査することが必要となる．ATR における多数話者音声デ
ータベースの構築[11]や，「話し言葉工学」プロジェクト[12]による CSJ（Corpus of 
Spontaneous Japanese）の整備などはこのためであり，既に自然発話音声認識を対象とし
た研究が進められている．実際，音響モデル構築の際に自然発話音声データを利用するこ
とで，自然発話音声の認識性能がある程度改善されることも報告[13]されている． 
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図２．８ 大語彙連続音声認識における処理の流れ 
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２．６ 結言 
HMM を用いた音響モデルの構築方法と大語彙連続音声認識への応用，および発話スタ
イルの変動が認識システムに与える影響についてまとめた．多くの学習データから音声の
統計的特徴を抽出しモデル化する統計的手法の導入により，発話時刻の違いや利用者交代
などによる音響的特徴の変動に対して頑健な音響モデルを構築することが可能となった．
しかしながら，多くの音声データベースに収録されている学習データは，その発話スタイ
ルが限られており，認識対象音声の発話スタイルが異なる場合，認識性能が劣化する．こ
れは入力音声の時間・周波数的特徴が，学習データの統計的特徴と異なることにより，音
響モデルのモデル構造やモデルパラメータにミスマッチが生じるためである．音響モデル
の性能が劣化した場合，近似と枝刈りを基本としたデコーディングにおける枝刈り精度の
劣化などに大きく影響し，結果として認識性能が急激に劣化する． 
HMM を用いた音響モデルでこの問題を解決するためには，全ての発話スタイルを学習
データに含む必要があり，非現実的である．学習データの量を増やすだけではなく，認識
対象となる発話スタイルの音響的特徴を分析することにより，発話スタイルの変動を吸収
する手法を研究する必要がある．第３章では，ATR で構築された多数話者音声データベー
スの分析を通して，発話スタイルの変動が認識性能に与える影響について，詳細に述べる． 
22 
参考文献 
[1] Lawrence Rabiner, Biing-Hwang Juang 共著, 古井貞熙 監訳,“音声認識の基礎（上）
（下），”NTT アドバンステクノロジ株式会社, 1995. 
[2] 鹿野清宏，中村 哲，伊勢史郎，“音声・音情報のデジタル信号処理,”昭晃堂, 1997. 
[3] 河原達也, 李 晃伸, 小林哲則, 武田一哉, 峰松信明, 伊藤克亘, 伊藤彰則, 山本幹
雄, 山田 篤, 宇津呂武仁, 鹿野清宏,“日本語ディクテーション基本ソフトウェア（97 年
度版）,”日本音響学会誌, vol.55, no.3, pp.175-180, 1999. 
[4] Entropic Ltd. The HTK Book (for HTK Version 2.2), 1999. 
[5] M.Ostendorf and H.Singer,“HMM topology design using maximum likelihood successive 
state splitting,”Computer Speech and Language, vol.11, pp.17-41, 1997. 
[6] K.F.Lee,“Automatic Speech Recognition: The development of the SPHINX system,”
Kluwer Academic Publishers, 1989. 
[7] 堀 貴明, 加藤正治, 伊藤彰則, 好田政紀,“音素決定木に基づく逐次状態分割による
HM-Net の検討,”電子情報通信学会論文誌, vol.J80-D-II, no.10, pp.2645-2654, 1997. 
[8] 河原達也,“探索アルゴリズム－A＊探索を中心に－,”電子情報通信学会技術研究報告, 
SP92-36, 1992. 
[9] A.Lee, T.Kawahara and S.Doshita，“An Efficient Two-pass Search Algorithm using 
Word Trellis Index,”Proc. of ICSLP'98, pp.1831-1834, 1998. 
[10] 奥田浩三，川原達也，中村 哲，“ゆう度基準による分析周期・窓長の自動選択手法を
用いた発話速度の補正と音響モデル構築，” 電子情報通信学会論文誌，vol.J86-D-II，no.2，
pp.204-211，2003． 
[11] 奥田浩三，松井知子，内藤正樹，匂坂芳典，中村 哲，“大規模日本語音声データベー
スの構築と評価，”日本音響学会誌，vol.58，no.9，pp.569-578，2002． 
[12] 古井貞煕，前川喜久雄，井佐原 均，“科学技術振興調整費開放的融合研究制度：大規
模コーパスに基づく『話し言葉工学』の構築，”日本音響学会誌，vol.56， no.11， pp.752-755，
2000． 
[13] T.Matsui, M.Naito, Y.Sagisaka, K.Okuda and S.Nakamura,“Analysis of acoustic 
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第 3 章 
学習データと認識性能の関係 
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３．１ 緒言 
本章は，論文“大規模日本語音声データベースの構築と評価”[1]に関するものである． 
音声研究における音声データベースの重要性は古くから認識されており，これまでも単
語や文音声に関するデータベースが作成されてきた[2]～[5]．一方，連続音声認識技術の発
展に伴い，テキストを読み上げない自発的な音声（以降，自由発話音声と呼ぶ）に関する
音声認識への関心も高まっている．このような背景の下，国際電気通信基礎技術研究所（以
下，ATR）では各種研究目的に共同利用可能な，連続発話音声データベースの構築が進め
られてきた． 
ATRでは，1986年より研究用音声データベースの構築を開始し，1987年に研究用 ATR
日本語音声データベースを公開した[6]～[8]．このデータベースは，(1)単語音声データベー
ス，(2)連続音声データベース，(3)不特定話者用音声データベース，(4)英語音声データベー
スの４種類のデータベースから構成されている．単語音声データベースは言語処理との整
合性を考慮し，名詞だけではなく通常の文章や会話に現れる語彙も意識した単語の選定に
より抽出された 8,500単語を，男女各 10名（アナウンサ各８名，ナレータ各２名）が読み
上げたものである．連続音声データベースは，研究用途での利用を考慮し音韻バランスの
とれた 503文を新聞，雑誌などから選択，男性６名（アナウンサ３名，ナレータ３名），女
性４名（アナウンサ１名，ナレータ３名）が読み上げている．不特定話者用音声データベ
ースは，不特定話者連続音声認識研究における利用を目的とし，最重要語 520 単語，音韻
バランスを考慮した数字，連続発声，文節発声を計 240名から収録したものとなっている． 
連続音声認識技術の発展に伴い，ATRでは自由発話音声の研究に利用可能な研究用自然
発話音声データベースの構築を開始した．そのひとつとして「自然発話音声・言語データ
ベース」が公開されている[9]．このデータベースは旅行会話をタスクとし，ホテルのフロ
ントと顧客の電話を通じた非対面の対話を想定して構築されたものであり，日本語での対
話 892 会話と，日本語と英語での対話 681 会話が収録されている．日本語での対話におい
ては，顧客側は音声の収録に関して経験のない，もしくは少ない発話者が，ホテル側には
発声に対して経験を持つナレータや音声研究者が発声している． 
隠れマルコフモデル（hidden Markov model；HMM）に代表される統計的手法を用い
た不特定話者音声認識技術の研究を考えた場合，地域や年齢に対して偏りの少ない評価デ
ータやモデル学習用データが望まれる．しかしながら，従来の自由発話音声を対象とした
音声データベースについて見ると，その多くは首都圏や大都市などの一部の地域で，年齢
層が 20～40代の話者を対象に収集したものが多い．一方で，話者の多様性を主眼においた
日本語データベースも収集されているが，この場合，収集された音声は予め指定したテキ
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ストを読み上げた朗読音声が多い[10]．発話スタイルの違いにより音声の音響的な特徴が変
化し，認識性能に影響を与えることが報告されている[11][12]ことから，これらのデータベ
ースを用いて自由発話音声を対象とした認識技術を検討することは難しい． 
そこで ATRでは，さらに多くの話者を含む大規模音声データベースの構築を目指し，テ
キストを読み上げない自由発話音声，テキストを読み上げた朗読発話の両方を含む，3,700
人規模の多数話者音声データベースを構築した[13]．本章では，このデータベースの概要に
ついて述べると共に，地域・年齢の違いによる音響的特徴の違い，地域・年齢の違いが認
識性能に与える影響，学習データ量と認識性能の関係について論じる． 
まず３．２節において，ATR研究用多数話者音声データベースの概要について，収録条
件やデータベースの構成，収録方法について述べる．次に３．３節において，本データベ
ースに収録されている音声データの音響的特徴の解析として，対話と朗読の違いによる音
響的特徴の違い，年齢・地域の違いによる音響的特徴の違いについて述べる．３．４節で
は認識実験を通じて年齢や地域の違いが認識システムに与える影響を明らかにし，最後に
３．５節で，実際に本データベースを用いて構築した音響モデルの認識性能を評価するこ
とで，学習データ量が認識性能に与える影響などについて述べる． 
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３．２ ＡＴＲ研究用多数話者音声データベースの概要 
３．２．１ 収録条件 
音声収録は，遮音室等の環境雑音の影響が極めて少ない録音専用スタジオで行われてい
る．マイクロフォンはコンデンサーマイク（SONY C-355）を使用し，話者の音声はマイク
ロフォンを通じてサンプリング周波数 48kHz，16 ビットの量子化精度で DAT へと録音さ
れている． 
 
３．２．２ データベースの構成 
幅広い地域の話者の音声を収録するため，図３．１に示す全国 18 都市において収録が
行われた．このデータベースは， 3,771 名（女性 2,390 名，男性 1,381 名）の話者の音声
を含んでいる． 
話者については，職業，音声収録の経験の有無に関する条件はなく，多くの発話者は音
声収録の経験のない，もしくは少ない話者となっている．図３．２に地域別の話者数，図
３．３に年代別の話者数を示す．また，表３．１に，各地域別の平均年齢を示す．図３．
２において，地域は現在居住している地域を指し，継続的に居住と記されている話者は，
小学校，中学校，高校も同地域であった話者を示している．地域別では近畿，中部，関東
に偏りがあるものの，北海道から九州までカバーしたデータベースとなっている．年代別
Hokkaido
Aomori
Morioka
Fukuoka
Sendai
Niigata
Tokyo
Nagano
Fukui
Gifu
Nagoya
Kyoto
Osaka
Tottori
Takamatu
Hiroshima
Oita
Saga
図３．１ 音声データベースの収録都市
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の分布に関しては，10代から 60代（14歳から 65歳）と広がりは大きいものの，話者の集
めやすさから，やや 20代に集中している． 
各話者は表３．２に示す３種類の音声の発声を行っている．これらの音声は，収録後
16kHz にダウンサンプリングした上で，専門家により発話単位での音声波形ファイルへの
切り出し，音声区間の時刻情報の付与，音素書き起こしが行われている[7]．加えて，模擬
対話音声については，日本語仮名漢字まじりの書き起こし，一部については形態素情報が
付与されている． 
これらのデータ種別毎のデータ量を表３．３に示す．既存の対話音声データベースの中
で最大規模のものとしては，米国 LDCが扱う英語音声を対象とした ATISや Switchboard
コーパスが挙げられる．これらのデータベースの規模は，ATISが話者約 600名，約 25,000
発声（マイク音声），Switchboardが話者 543名，2,400対話（電話音声）を含む．日本語
を対象とした対話音声データベースとしては，ATR 自然発話音声・言語データベースがあ
り，話者約 500 名，のべ約 900対話，約 23,000 発話を有する．本データベースの規模は，
特に話者数に関しては，これら既存のデータベースと比較して桁違いに大きい． 
一方，話者数の多い日本語音声データベースとしては，電話を通じて 8,866 名の音声を
収録した「Voice Across Japan（VAJ）データベース」がある[10]．本データベースに含ま
れる話者は VAJデータベースの約４割と少ないが，VAJは朗読調の音声を対象としたデー
タベースであり，一人あたりの発声数も少ないため，データベース全体のデータ量では本
データベースが上回る．また，VAJ は電話回線を通じて収録したデータベースのため，電
話回線の特性が重畳したデータになっていることも，本データベースとの違いである． 
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表３．１ 地域別平均年齢
平均 標準偏差 平均 標準偏差
北海道 27.1 8.1 25.8 7.2
東北 28.9 11.1 30.1 10.3
関東 28.9 10.3 30.1 11.1
中部 25.4 8.7 25.5 8.4
近畿 23.5 5.9 24.6 6.5
中国 23.4 6.4 25.9 9.6
四国 24.5 7.5 24.3 7.7
九州 23.0 5.3 27.1 9.0
年齢（男性） 年齢（女性）出身地方
表３．２ データベース内のデータ種別 
模擬対話
朗読：文
朗読：単語
現在の日本語で使用されている外来音
を含む音韻を幅広くカバーするため，
国語辞典，ことわざ辞典，地名辞典，
外来語辞典などから抜粋された文章，
及び単語を読み上げた音声データ
音韻環境がバランスするように，ATR音
素バランス文５０３文[6]の数文を読み
上げた音声データ
会議のスケジュール調整をタスクとし
た２人の話者による模擬対話を収録し
た音声データ
表３．３ データベースの規模
データ種別 話者数［対話数］ 発話数 発話時間
擬似対話 3,771[1,888] 32,914 53.4h
朗読（文） 3,770 112,660 127.6h
朗読（単語） 3,770 31,589 13.8h
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３．２．３ 音声データ収録方法 
ここでは，音声データの収録方法について述べる．模擬対話は二人の話者が非対面で，
日本語で行われている．会話はスケジューリングに関するタスクであり，異なる会社に所
属する二人が会議のスケジュールを決定するため，電話を通じて対話する（非対面の対話）
という設定となっている．実際の収録は電話回線ではなく，マイクロフォン，ヘッドフォ
ンを通じて行われている．話者には事前にそれぞれの役割に応じた会話プロットが渡され
ており，プロットには自分のスケジュール，会議室の利用予約状況，会社の地図が記載さ
れている．記載は，より自然な会話となるよう短い言葉やシンボルのみとなっている．こ
のプロットをもとに，お互い相手のスケジュール等は知らない状態で対話が開始される． 
対話は会議のスケジュールの決定を目的として行われ，会議の時間調整が主となるが，
会議開催場所の確認のための道案内等の会話もなされている．発話表現は自由であり，自
由発話特有の間投詞の挿入，言い淀み，言い直し等を許している．発話者に対する事前の
注意として，(1)各発話者の音声は重ならないようにすること，(2)極端に長い発話を避け
ること，という２点についてのみ指示が与えられている．発話権の移動は外部からは与え
ず，会話の状況に応じて発話者間で暗に決定される．従って，一回の発話権の間に一人の
話者が複数の発話を連続して行う場合もある．表３．４に，本データベースにおける対話
例を示す． 
文，単語の朗読音声の収録は，模擬対話の収録と同一の場所で行われている．各話者は
表３．４ 本データベースにおける対話の例
話者B＞はい，こちら水野金属＜mizunokiNzoku＞資材部でございます．
話者A＞［あ］こちらこそいつもお世話になってます．
話者B＞［え］来週ですね．
話者B＞［あ］はい，結構です．
話者B＞［えー］来週は＜wa＞ ［えー］あたくしのほうは＜wa＞ ，月
曜日火曜日の午前中と，あとは＜wa＞ ［えー］六月二日＜futsuka＞
金曜日の午後からでしたら都合がつくんですけれども．
話者A＞［あ］そうですか．［えーと］金曜日でしたらこちらも好都合
ですので，［えーと］じゃあ，時間のほうは＜wa＞ 一時ぐらいからで
よろしいですか．
話者A＞［あ］もしもし，こちら山田物産＜yamadabussaN＞のわたくし
岡田＜okada＞ と申しますけれども．大角＜oosumi＞さん，お願いでき
ますでしょうか．
話者B＞［あ］はい，あたしが大角＜oosumi＞ です．いつもお世話に
なっております．
話者A＞［えーっとですね，あのー］来週に前からお話ししてました件
で一度会議を持ちたいと思うんですけれども，ご都合のほうとかどう
なってらっしゃいますでしょうか．
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発声リストに記載された文・単語を読み上げている．発声に際しては，発話速度，文内で
の息継ぎ，休止の位置などの指定は行われておらず，発声リストを誤って発話した場合に
のみ再発話を行うよう，指示されている． 
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３．３ 多数話者音声データベースの音響的特徴の解析 
本節では，収録されている多数話者の音声データを用いて，対話と朗読の発話スタイル
の違いによる音響的特徴の違い，地域・年齢の違いによる音響的特徴の違いについて分析
する．なお分析において，基本周波数は各発話中の母音部（ビタビアライメントにより判
定）の平均基本周波数とした．また発話速度のばらつきは，各音声セグメントに含まれる
母音の，中央点の時間間隔の標準偏差として求めた．またフォルマント周波数は，各音声
セグメントに含まれる母音の中央点の周波数を抽出している． 
 
３．３．１ 対話と朗読の発話スタイルの違いによる音響的特徴の違い 
対話音声と朗読音声の音響的特徴の違いを分析，比較する．図３．４に全話者による，
それぞれの発話スタイルにおける各母音の第１，第２共振周波数（フォルマント周波数）
F1-F2の分布を示す．男性では第１フォルマントの平均周波数が 15.3Hz，第２フォルマン
トの平均周波数が 50.2Hz変化しており，女性では第１フォルマントの平均周波数が 11.9Hz，
第２フォルマントの平均周波数が 72.3Hz変化している．図３．５に，男女各１話者におけ
る各母音のフォルマント周波数 F1-F2 の分布を示す．図中の縦横に伸びる線は，各母音に
おける F1-F2 の標準偏差を表している．これらの図より同一話者においても，フォルマン
ト周波数の平均値の変化が読み取れる．これらの結果より，対話音声などのテキストを読
み上げない音声を認識する場合，朗読音声を用いて学習した音響モデルではミスマッチが
大きく，認識性能が劣化すると考えられる．表３．５に，それぞれの発話スタイルにおけ
る，母音の平均基本周波数，母音継続時間長の平均値，標準偏差を示す．基本周波数に関
しては，朗読音声と比較し，対話音声において上昇する傾向があり，特に女性にその傾向
が強いことがわかる．母音継続時間長の平均値に関しては，対話，朗読の間に大きな差は
見られないが，標準偏差については対話音声の方が大きくなっている．これは対話音声の
方が，発話内における発声速度の変動が大きいことを示している． 
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表３．５ 対話音声・朗読音声（文）の母音基本周波数と母音継続時間長 
平均値(msec) 標準偏差(msec)
女性 対話音声 246.2 84.6 56.4
朗読音声（文） 230.4 86.3 40.0
男性 対話音声 140.7 78.3 58.7
朗読音声（文） 135.7 78.4 38.8
継続時間長平均基本周波数(Hz)データ種別
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図３．４対話音声，朗読音声中の母音平均フォルマント周波数 F1-F2の 
分布（全話者の平均） 
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３．３．２ 年齢・地域の違いによる音響的特徴の違い 
ここでは対話音声を分析することで，年齢・地域の違いによる音響的特徴の違いを分析
する． 
まず，年齢別の音響的違いを分析する．図３．６に，年代別のフォルマント周波数 F1-F2
の分布を示す．年代の違いによる平均フォルマント周波数の最大値と最小値の差は，男性
では第１フォルマントで 23.3Hz，第２フォルマントで 54.2Hz であり，女性では第１フォ
ルマントで 33.6Hz，第２フォルマントで 93.9Hzとなっているが，有意水準 0.05において
年代別フォルマント周波数の変動に有意な差は認められなかった．表３．６に，それぞれ
の年代における母音の平均基本周波数，母音継続時間長の平均値，標準偏差を示す．基本
周波数に関しては，年齢が上がるにつれて低くなる傾向にある．母音継続時間長に関して
は，年齢が上がるほど長くなり，標準偏差に関しては，年齢が上がるほど大きくなる傾向
にある．このことより年齢が上がるほど，発声速度がゆっくりになるとともに，発話内で
の変動が大きくなる傾向にあることがわかる． 
表３．６ 年代別対話音声の母音基本周波数と母音継続時間長 
平均値(msec) 標準偏差(msec)
女性 10代 254.1 84.6 52.1
20代 248.9 84.5 57.0
30代 241.6 84.9 57.5
40代 231.7 84.5 58.7
50代 221.8 85.8 56.7
男性 10代 146.1 78.0 54.3
20代 141.1 77.8 57.4
30代 137.6 79.0 63.8
40代 131.9 80.7 64.9
50代 140.6 81.1 66.5
平均基本周波数(Hz) 継続時間長年代
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図３．６ 年代別の母音のフォルマント周波数 F1-F2の分布 
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図３．７ 地域別の母音のフォルマント周波数 F1-F2の分布 
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次に地域別の音響的違いを分析する．図３．７に継続的に居住している話者に関する，
地域別のフォルマント周波数 F1-F2 の分布を示す．地域別の平均フォルマント周波数の最
大値と最小値の差は，男性では第１フォルマントで 19.6Hz，第２フォルマントで 34.5Hz
となっており，女性では第１フォルマントで 28.2Hz，第２フォルマントで 59.1Hz となっ
ている．このことより，地域差によるフォルマント周波数 F1-F2 の変化は，年齢による変
化と比べると男性で第１フォルマントが 3.7Hz，第２フォルマントが 19.7Hz，女性で第１
フォルマントが 5.4Hz，第２フォルマントが 34.8Hz小さいことがわかる．地域別のこれら
の変動は，各地域における方言や，データベースにおける各地域の年齢分布の偏りなどが
影響している可能性もあるが，有意水準 0.05 においてこれらの変動に有意な差は認められ
なかった．表３．７に，それぞれの地域における，母音の平均基本周波数，母音継続時間
長の平均値，標準偏差を示す．母音継続時間長に関しては，地域により平均値で男性が
2.8msec，女性が 4.6msec，標準偏差で男性が 6.5msec，女性が 6.4msec変動していること
がわかる．また，それぞれの地域において女性より男性の方が，標準偏差が大きくなる傾
向にあることもわかる． 
 
表３．７ 地域別対話音声の母音基本周波数と母音継続時間長 
平均値(msec) 標準偏差(msec)
女性 北海道 245.8 85.2 56.3
東北 239.9 84.2 58.4
関東 237.8 83.7 56.0
中部 248.7 85.2 57.1
近畿 248.3 83.7 56.0
中国 248.8 85.8 54.7
四国 251.9 88.3 61.1
九州 253.1 85.0 54.7
男性 北海道 144.2 79.9 59.0
東北 135.6 78.0 61.1
関東 134.8 77.9 59.0
中部 142.6 79.1 59.4
近畿 142.8 77.1 57.9
中国 134.2 79.9 58.8
四国 142.5 77.3 54.6
九州 142.6 78.1 59.0
平均基本周波数(Hz) 継続時間長地域
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３．４ 年齢差・地域差が認識性能に与える影響 
不特定話者音声認識を実現するためには，地域や年齢の違いによる発声の特徴の違いが，
音声認識に及ぼす影響について分析する必要がある．３．３節で述べたように，スペクト
ル情報を表す特徴の一つである第１，第２フォルマントには，年齢や地域差による有意な
差は見られなかったが，音声認識ではスペクトル情報を表す特徴量としてケプストラムが
用いられる．本節では，本データベースを用いた認識実験を通して，ケプストラム特徴量
に基づく年齢や地域の違いが認識性能に与える影響を調査する．音響的違いによる影響を
調査するため，子音が連続することのみを制限した音素バイグラムを用い，音素認識実験
を行った． 
 
３．４．１ 実験条件 
本実験では，ATRで開発されたデコーダ，ATRSPRECを用いた[14][15]．評価実験にお
いてベースラインとなるシステムの概要は以下の通りである．音響特徴パラメータは，サ
ンプリング周波数 16kHz，プリエンファシス 0.98，分析周期 10msec，窓長 20msec で抽
出した 25次元の特徴ベクトル（12次MFCC，12次ΔMFCCとΔlog power）を用いてい
る．音響モデルは，最ゆう逐次状態分割法（Maximum Likelihood Successive State 
Splitting；ML-SSS）[16]を用いて学習した隠れマルコフ網（hidden Markov networks；
HMnet）[17]を使用しており，性別依存モデル，５混合ガウス分布（無音モデルは 10混合），
1,400 状態（無音モデルは３状態）の状態共有化 HMM となっている．学習データには，
ATRで収集された，東京や神奈川出身の 20代の話者を多く含む，旅行対話をタスクとした
自然発話音声・言語データベースを用いた[9]．このデータベースより男性 167 話者（約２
時間），女性 240話者（約３時間）のデータを使用した． 
 
３．４．２ 認識実験結果 
図３．８に継続的に居住している話者の地域別の音素正解精度を，図３．９に年代別の
音素正解精度を示す．これらの図において，各方形領域の上下辺は四分位範囲を，中央の
水平線は中央値を表し，方形領域の幅は各地方，年代に含まれる話者数の平方根に比例し
ている．男女性別の平均認識率は，女性が 70.4％（最低 30.7～最高 87.7％），男性が 67.1％
（最低 38.4～最高 85.4％）であった． 
図３．８より，地域により音素正解精度が若干ではあるが変動していることが読み取れ
る．有意水準 0.05においてこれらの変動に検定を行った結果，有意な差が認められた． 
若干ではあるが地域別の音素正解精度に差が見られたことより，地域別音響モデルを構
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築することで認識性能の向上が期待できる．そこで，地域別に音響モデルを構築した場合
の認識実験を行った．学習データ量の認識性能への影響を抑えるため，各地域男女それぞ
れ 100話者を用いて，地域別音響モデルを構築した．音響モデルの構築方法としては，(1)
全ての話者を用いて学習した音響モデルのトポロジーに対して，地域ごとにそのモデルの
パラメータ推定を行ったもの，(2)地域ごとに個別に学習したトポロジーに対して，地域ご
とにパラメータ推定を行ったもの，の２種類を用意した．男女各 100 名で音響モデルを構
築するため，東北，中国，四国の３地域に関しては話者数が足りず，本評価実験では用い
ていない． 
図３．１０にそれぞれの音響モデルを用いた場合の地域ごとの音素正解精度を示す．評
価話者は，それぞれの地域より継続的に居住している話者を男女それぞれ 10名ずつ選択し
て用いている．この図より，地域ごとにトポロジーを学習した音響モデルの方が，良好な
結果が得られていることがわかる． 
次に，教師あり話者適応を行った場合の音素正解精度について調査を行った．話者適応
には MAP-VFS[18]～[20]を用い平均値を，Baum-Welch 法[21]を用いて状態遷移確率を適
応している．また，適応には各話者全ての発声を用いている．同様に図３．１０に話者適
応を行った場合の音素正解精度を示す．話者適応を行った場合でも，地域ごとにトポロジ
ーを学習した音響モデルの方が良好な結果が得られている．地域ごとにトポロジーを学習
することで認識性能が改善することから，方言などの影響により地域ごとの音韻環境が異
なっている可能性もあると考えられる． 
図３．９より，年代により音素正解精度が変動していることがわかる．地域による変動
と同様，有意水準 0.05において，これらの変動に有意な差が認められた．年代に関しては，
30 代をピークに年齢が上がるに連れて，認識率が低下することがわかる．この理由として
は，評価における音響モデルの学習話者セットが 20代の話者を多く含んでいたことが挙げ
られる．また表３．６より，年齢が上がるほど発声速度の変動が大きくなる傾向があり，
音素ごとに安定した発声が得られにくいということも，認識性能の低下に関連している可
能性がある． 
以上の結果より，地域・年代により認識性能が影響を受けることがわかる．この変動に
頑健な音響モデルを構築するには，これらの変動を十分に含む学習データが不可欠である．
しかしながら大量の学習データを用いてパラメータ推定を行う，例えば HMM で各音素を
表現する場合，各状態が表現する分布が広がることにより，各音素の識別性能が低下し，
かえって認識性能が劣化することも考えられる．地域別・年代別による変動を吸収する方
法や，十分な量の学習データがある場合は，地域別・年代別に音響モデルを構築する方法
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も検討する必要がある． 
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図３．８ 地域別の音素正解精度の分布（Hk：北海道，Th：東北，Kt：関東， 
Cb：中部，Ks：近畿，Cg：中国，Sk：四国，Ky：九州） 
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 43
３．５ 多数話者音声データベースを用いた音響モデルの構築 
前節までの結果から，発話スタイルの違いや地域・年齢の違いにより，音響的な特徴が
変動し，これらの変動が認識システムの性能に影響することが明らかになった．一般に不
特定話者音声認識における音響モデルの構築には，できるだけ多くの話者の音声を使用し
た方が良いとされているが，その理由の一つがこれらの変動の影響である．しかしながら，
その上限の話者数などについての十分な検討は行われていない． 
そこで本節では，本データベースを用いて音響モデルを構築することにより，学習デー
タ量と音響モデルの性能の関係を調査した． 
 
３．５．１ 実験条件 
実験条件は，基本的に３．４節と同じである．音響モデルの学習は，話者数の効果を調
べるために，本データベースのうち，後述する評価セットを除いたすべてのデータを用い
た場合（Ｓ），その半分の話者数のデータを用いた場合（Ｓ／２），その４分の１の話者数
のデータを用いた場合（Ｓ／４），その８分の１の話者数のデータを用いた場合（Ｓ／８）
について行った．また，比較のために，本データベースのタスクとは異なる，旅行対話タ
スクの自然発話音声・言語データベースを用いた場合（Ｔ）についても行った．各学習セ
ットの話者数と発話時間を表３．８に示す． 
評価では，話者の違いによる影響を調べるために，本データベースからは，ランダムに
選択した男女各 20 名（Ｓ[標準]），予備実験で高い認識率を示した話者から選択した男女
各 12名（Ｓ[高い]），低い認識率を示した話者から選択した男女各 12名（Ｓ[低い]）を用
いた．また，自然発話音声・言語データベースからは，42 名（Ｔ[標準]）を選択して使用
した． 
表３．８ 各学習セットの話者数と発話時間 
学習 性別 話者数（人） 発話時間（ｈ）
F 2310 32.0
M 1321 19.3
F 1155 15.8
M 661 9.8
F 578 8.2
M 331 4.9
F 289 4.0
M 166 2.4
F 240 3.0
M 167 2.0
S/8
T
S/2
S/4
S
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言語モデルに関しては，多重クラス複合 N-gram モデルを用いた[22]．多重クラス複合
N-gramは，クラス N-gramを基本として，直前直後の単語の接続性を考慮し，各単語を先
行単語として用いる場合と，後続単語として用いる場合とで，複数の異なるクラスを割り
当てるモデルである．本言語モデルにおけるクラス数は，先行単語が属するクラス（from
クラス）700，後続単語が属するクラス（toクラス）700となっている．言語モデルの学習
は，本データベース，および自然発話音声・言語データベースの両方のデータを用いて行
い，まとめて一つのモデルを作成した．認識辞書は 27k ワードである．評価には，本デー
タベースの対話音声を使用した． 
 
３．５．２ 混合数，状態数の影響 
表３．９に，学習セットＳを用いた場合に，混合ガウス分布数を｛５，10｝，状態数を｛1,400，
2,100，2,800｝に変化させた場合の単語正解精度を示す．分布数に関しては 10の方が良好
な結果となった．これは，学習データ量の増加により，その音響的な広がりが大きくなっ
たことによるものと考えられる．また状態数に関しては認識性能に差は少なく，2,800の場
合にはむしろ性能が低下する場合が多いことがわかる．本データセットを用いた場合でも，
2,800状態では過分割されているものと判断できる．総合的には，この実験条件では混合ガ
ウス分布数 10，状態数 1,400 が適当である．以降，本節ではこの設定をデフォルトの設定
として使用する． 
 
３．５．３ 学習データ量の影響 
表３．１０に，学習にＳ，Ｓ／２，Ｓ／４，Ｓ／８のデータセットを用いた場合の単語
表３．９ 混合ガウス分布数，状態数による単語正解精度(%)の違い（[ ]：realtime factor） 
1,400 89.7 [1.2] 74.5 [1.4] 94.8 [0.8]
2,100 89.9 [1.2] 76.5 [1.4] 94.4 [0.8]
2,800 90.0 [1.3] 75.1 [1.3] 94.5 [0.8]
1,400 90.8 [1.3] 78.1 [1.8] 95.4 [1.0]
2,100 90.5 [1.3] 77.2 [1.6] 95.0 [1.0]
2,800 90.1 [1.3] 77.0 [1.6] 95.8 [1.0]
1,400 85.2 [1.7] 71.7 [3.0] 93.3 [1.2]
2,100 85.6 [1.7] 72.9 [2.7] 93.7 [1.2]
2,800 85.4 [1.7] 72.0 [2.6] 93.4 [1.2]
1,400 85.5 [2.0] 73.2 [3.3] 94.1 [1.6]
2,100 86.3 [1.9] 73.3 [3.2] 93.7 [1.6]
2,800 86.6 [1.9] 72.9 [3.6] 93.7 [1.6]
評価
S［標準］ Ｓ［低い］ S［高い］状態数混合分布数性別
F
M
5
10
5
10
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正解精度と，Ｓの単語正解精度を標準とした時のＳ／２，Ｓ／４，Ｓ／８の誤り増加率を
示す．学習データ量が少なくなるに従い，誤り増加率が急激に大きくなる傾向が見られた．
また特に男性話者に関しては，学習セットＳで認識性能が飽和傾向にあった．これは，本
評価実験環境ではこれ以上学習データ量を増加しても，認識性能の大幅な改善は期待でき
ないということを示している．しかしながら，評価セットＳ[標準]，Ｓ[低い]の認識性能
は十分ではない．これらの話者に対しては，単に多くの学習データを集めるのではなく，
それぞれの話者の音響的な特徴を十分分析した上での学習データの選び方，音響モデルの
構築方法の検討が必要である． 
さらに，女性話者に比べ男性話者の方が全体的に認識性能が低くなっている．発話時間
19.3 h の学習データＳで構築した男性用音響モデルよりも，発話時間 2.4h の学習データ
Ｓ／８で構築した女性用音響モデルの方が，良好な認識率を得ている．３．３節で分析し
た内容から，女性話者に比べ男性話者は母音継続時間長の標準偏差が大きく，発声速度が
変動していることが読み取れる．これらの変動を含む音響的特徴の偏りが，認識性能に影
響を与えた可能性がある． 
 
３．５．４ クロスタスクの影響 
表３．１１にクロスタスクによる単語正解精度をまとめる．また図３．１１に評価セッ
トＳ[標準]を用いた場合の学習データ量と単語正解精度を，図３．１２に評価セットＴ[標
準]を用いた場合の学習データ量と単語正解精度を示す．なお，自然発話音声・言語データ
ベースの学習セットＴに関しては，予備実験から HMnetにより構築した混合ガウス分布数
５，状態数 1,400の状態共有化HMMを使用した． 
図３．１１より，評価セットＳ[標準]に関して見た場合，タスクの異なる学習セットＴ
表３．１０ 学習データ量による単語正解精度(%)（[ ]：Sを基準とした 
時の誤り増加率%） 
Ｓ 90.8 - 78.1 - 95.4 -
Ｓ／２ 90.5 [3.3] 76.1 [9.1] 94.6 [17.3]
Ｓ／４ 89.9 [9.9] 75.9 [10.0] 94.6 [17.3]
Ｓ／８ 88.8 [21.7] 73.6 [20.5] 93.7 [37.0]
Ｓ 85.5 - 73.2 - 94.1 -
Ｓ／２ 85.4 [0.7] 73.3 [-0.3] 94.2 [-1.7]
Ｓ／４ 83.5 [13.8] 70.7 [9.3] 93.0 [18.6]
Ｓ／８ 81.5 [27.6] 70.4 [10.4] 92.2 [32.2]
学習
セット S[標準］ S［低い］ S[高い］
評価性別
Ｆ
Ｍ
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の音響モデルより，同一タスクの学習セットで構築した音響モデルの方が認識率が高く，
学習データ量の一番少ないＳ／８の場合でも，学習セットＴより良好な結果となっている
ことがわかる． 
これに対して図３．１２より，評価セットＴ[標準]に関して見た場合，Ｓ／８の音響モ
デルより学習セットＴの音響モデルの方が良好な結果となっているが，学習データ量が増
表３．１１ クロスタスクの単語正解精度(%) 
S[標準］ T［標準］
Ｆ 90.8 89.7
Ｍ 85.5 85.7
Ｆ 90.5 88.8
Ｍ 85.4 84.8
Ｆ 89.9 88.5
Ｍ 83.5 83.9
Ｆ 88.8 86.0
Ｍ 81.5 81.3
Ｆ 83.1 87.7
Ｍ 76.6 82.5
評価学習 性別
Ｓ
Ｓ／２
Ｓ／４
Ｔ
Ｓ／８
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図３．１１ クロスタスクの単語正解精度（評価セットＳ[標準]） 
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えるにつれ，本データベースを用いた音響モデルの方が良好な結果となっていることがわ
かる．学習セットＳを用いた場合，女性で 89.7％，男性で 85.7％の単語正解精度が得られ
ており，同一タスクの学習セットで構築した音響モデルにおけるに単語正解精度より，女
性で 2.0％，男性で 3.0％改善している． 
自然発話音声・言語データベースは模擬対話データであり，発声内容も予約内容や時刻
の確認が多く含まれ，異なるタスクとは言え本データベースと比較的近いタスクである．
上記の結果は，話者数を確保することにより，本データベースと自然発話音声・言語デー
タベースのように近いタスク間であれば，タスクに依存しない音響モデルを構築すること
が可能であることを示している．なお，（図３．１２から）Ｓ／４の 909名で学習した場合
と，Ｔの 407 名で学習した場合とで，評価セットＴ[標準]に対して，ほぼ同程度の性能が
得られた． 
 
 
78
83
88
93
0 5 10 15 20 25 30 35 40
Amount of training data (h)
Wo
rd 
ac
cu
rac
y f
or 
ev
alu
ati
on
 se
t T
 (%
)
Female model (training set S) Male model (training set S)
Female model (training set T) Male model (training set T)
T
T
S/8
S/4
S/2
S
S/4 S/2
S
S/8
図３．１２ クロスタスクの単語正解精度（評価セットＴ[標準]） 
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３．６ 考察 
本章におけるデータベースのフォルマント特徴量の分析からは，地域別，年代別でその
音響的特徴の違いに有意な差は見られなかったが，ケプストラム特徴量を用いた認識実験
を通して見た場合，地域・年代の差が認識性能に影響を与えることがわかった．これは，
音素認識実験の際に用いた音響モデルの学習セットと，評価データセットの話者の違いに
よる認識性能への影響からも読み取ることができる． 
不特定話者音声認識を実現するためには，音声認識システムで扱う音響的特徴の変化を
吸収できる音響モデルの構築や認識手法の開発が必要であり，本データベースを用いた音
響モデルの構築も，その一手法と言える．学習セットの話者数を増やすことで，全体の認
識性能が向上していることからも，本手法は不特定話者音声認識に有効である．しかしな
がら３．５．３で述べたように，ある一定以上のデータ量を越えた時点で，認識性能の大
きな改善が期待できなくなる可能性がある．またデータ量を増加することで，音響的な広
がりが大きくなり，かえって認識性能が劣化する場合もある．この場合，地域別・年齢別
に個別に音響モデルを構築することも必要になるが，どの程度のデータ量でそれぞれの音
響モデルの性能がピークに達するのかの調査が必要となる． 
本章での，学習データ量による認識性能の評価実験からは，学習データ量の上限を導き
出すには至っていないが，図３．１１における認識性能の飽和傾向から，同一タスクによ
る評価では今回使用したデータ量でその上限にかなり近い量になっていると判断できる． 
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３
A
ゆっくりとなり，発話内での発話
速度
ることも明らかと
なっ
することを確認した．また，発話スタイルやタスクが比較的近い場合，より多くの学習
データを利用することにより認識性能が改善できることも確認した． 
以上の結果より，ATR 多数話者音声データベースは音声認識研究において有効であるこ
と，音声認識システムで扱う音響的特徴の違いが認識性能に大きな影響を与えることが明
らかになった．発話スタイルが大きく異なる場合，音響モデルのモデルパラメータだけで
はなく，音響分析手法やトポロジーまでを含んだ検討が必要となる．次章以降，発話スタ
イルの変動に頑健な音声認識手法についての研究結果について述べる． 
．７ 結言 
TRにおいて収録された 3,700人規模の多数話者音声データベースを用い，地域や年齢，
発話スタイルの違いによる音響的特徴の違い，学習データ量と認識性能の関係について分
析した． 
年齢の違いによる音響的特徴の違いとしては，周波数的には有意な差は無いが，高齢にな
るにつれ平均基本周波数が下がるとともに，発話速度が
の変動が大きくなる傾向があることがわかった．地域の違いによる音響的特徴の違い
としては，年齢の違いと同様に，周波数的には有意な差は認められなかった．発話速度に
ついても大きな差は見られなかった．読み上げ音声と対話音声の間においては周波数的に
変動するとともに，対話音声では基本周波数が上昇し，発話内での発話速度の変動が大き
くなることがわかった． 
認識性能については地域，年齢の違いで有意な差が認められた．これは，有意な差が認め
られなかった音響的特徴の違いや発話速度の違いでも，認識性能に影響を与える要因にな
ることを示している．また全ての話者から構築したトポロジーよりも，地域別に構築した
トポロジーを用いた方が認識性能が良く，話者適応の効果が大きく現れ
た．発話スタイルの変動などによりトポロジーのミスマッチが生じる場合にも，認識
性能が大きく劣化すると考えられ，この改善は難しい． 
学習データ量と認識性能の関係については，学習データ量が増加するにつれ認識性能が改
善
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第 4 章 
講演音声認識のための音響分析と音響モデル構築 
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４．１ 緒言 
本章は，論文“ゆう度基準による分析周期・窓長の自動選択手法を用いた発話速度の補
正と音響モデルの構築”[1]に関するものである． 
第３章で明らかになったように，異なる発話スタイルの間では，その音響的特徴が大き
く変化する．この音響的特徴の変化は音声認識システムの認識性能に大きく影響する．こ
のため音声認識システムを利用する場合，利用者は認識しやすい発話スタイルでの発声を
求められる場合が多く，音声認識技術の利用範囲を制限する原因となっている． 
現状の音声認識システムの多くは，読み上げに近い発話様式を対象としており，講演音
声などの書き起こしや，自然な話し言葉を対象としたヒューマン・インタフェースを考え
た場合，必ずしも十分な認識性能が得られているわけではない．発話様式の違いが認識性
能に大きく影響することからも[2]，話し言葉の認識を対象とした音響モデルや言語モデル，
デコーダ等の研究開発は不可欠である． 
これに対し平成 11 年度より，話し言葉音声の分析と認識を目的とした開放的融合研究
「話し言葉工学」プロジェクト[3][4]が実施されている．このプロジェクトでは，話し言葉
音声を対象とした大規模なコーパスの構築と，話し言葉の音声認識，理解，要約などの技
術基盤の確立を目指している．既に，講演音声を中心とした「日本語話し言葉コーパス
（Corpus of Spontaneous Japanese；CSJ）」[5][6]の構築も進められており，このコーパ
スを用いた研究も開始されている[7]～[10]． 
講演音声のような話し言葉を対象とした音声認識においては，発話速度の変動が認識性
能に大きく影響することが報告されている[7]．具体的には，発話速度の速い音声において
は脱落誤りや置換誤りが多く発生し，発話速度の遅い発声においては挿入誤りが多く発生
すると報告されている[8]．これに加えて，講演音声においては，講演者のスキルや講演内
容，講演のスタイル（原稿を読み上げた場合や暗記して講演する場合，原稿を準備しない
場合など）により，発話速度にばらつきが多く見られるとともに，同一講演内においても
講演の前半と後半では発話速度に差が生じる傾向が観測されている[11]ことから，発話速度
の変動に対して頑健な音声認識手法の検討が重要となる． 
これらの背景のもと，本章では CSJを用い，講演音声の音響的特徴を分析するとともに，
分析周期・窓長を変更することによる発話速度の補正を用いたデコーディング手法，なら
びに音響モデルの構築方法を提案する．提案するデコーディング手法は，発話ごとに複数
の分析周期・窓長を用いて認識した結果に対して，ゆう度基準で発話ごとに適した分析周
期・窓長を選択することにより，発話速度補正の効果を得るものである．また，同様の手
法を音響モデルの学習時にも適用することで，発話速度を正規化した音響モデルを構築す
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る． 
まず４．２節において，認識実験を通して講演音声が認識性能に与える影響について述
べる．次に４．３節で音素継続時間長，周波数的特徴，認識性能を対話音声，読み上げ音
声と比較することで，講演音声の音響的特徴をまとめる．４．４節では，講演音声認識の
ための音声認識手法の提案として，音響モデルにおける発話速度変動のモデル化，分析周
期・窓長の最適化を提案し，教師なし話者適応の導入などによる効果を述べる．これらの
結果を踏まえ，４．５節では発話速度に合わせた分析周期・窓長選択手法の一般化につい
て述べ，４．６節で実際のデコーディング手法とその効果をまとめる．さらに４．７節で，
本手法をモデル学習時に適応した場合の効果について述べる．
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４．２ 講演音声が認識性能に与える影響 
講演音声に対して頑健な音響モデルの構築方法を検討するにあたり，本節では対話音声
により構築した音響モデルを用いた認識実験を行うことで，講演音声の発話スタイルが認
識性能に与える影響について調査する． 
  
４．２．１ 実験条件 
本節における認識実験では，国際電気通信基礎技術研究所（ATR）で開発されたデコー
ダ，ATRSPREC[13]を用いている．音響特徴パラメータは，サンプリングレート 16kHz，
プリエンファシス 0.98，分析周期 10msec，窓長 20msec で抽出した 25 次元の特徴ベクト
ル（12次MFCC，12次ΔMFCCとΔlog power）を用いた． 
音響モデルには，HMnet（hidden Markov networks[14]）により構築した状態共有化
HMM で，各音素モデル３状態，10 混合ガウス分布，総状態数 1,400 で表現された性別依
存モデルを用いている．音響モデルの学習データには，ATR で収集された多数話者音声デ
ータベース[15][16]より，男性話者 1,321 人の模擬対話音声データ（約 19.3 時間）を使用
した．この音響モデルを対話音響モデルと呼ぶこととする． 
単語認識実験においては，2000年度に配布された「話し言葉工学」プロジェクトのモニ
タ版に付属されている前向き単語バイグラムと認識辞書を使用した．ただし，認識辞書に
おける音素表記が，情報処理推進機構（IPA）の研究テーマ「日本語ディクテーション基本
ソフトウェアの開発」[17]で定義されている音素セットで表記されており，ATR で使用し
ている音素セットと異なるため（IPA では 41 音素，ATR では 26 音素），ATR 音素セット
に変換し利用している．音素認識実験の際には，連続する子音など，日本語表記において
あり得ない組み合わせのみを制限した音素バイグラムを使用した． 
評価データには，2000年度に配布された「話し言葉工学」プロジェクトのモニタ版に付
属されている，４名分の講演音声データからなる評価セットを用いた．評価セットを表４．
１に示す． 
 
４．２．２ 認識実験結果 
音素認識実験，単語認識実験の結果を表４．２にまとめる．ここで示した単語正解精度
は，言い誤りは除外し，間投詞は含んだ状態で算出している． 
比較として，音響モデルの学習セットと同じ会議予約タスクの評価セット（T set）を用
いた場合の認識結果も示す．T set の単語認識には，ATR にて収録された自然発話音声・
言語データベース[18]を用いて構築した認識辞書，言語モデルを使用した．融合研究プロジ
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ェクトのテストセットは，音素正解精度で平均 64.4％，話者によっては 70.3％となってい
るが，T setと比較すると平均で 10％程度劣化している．単語正解精度においては，テスト
セットは T setの認識率より平均で 20％程度劣化している．また，T setの認識結果は音素
正解精度より単語正解精度の方が向上しているのに対し，テストセットでは単語正解精度
が大きく劣化する．以上の結果より，テストセットは音響モデル・言語モデル共にミスマ
ッチが生じていることがわかる．  
表４．１ 「日本語話し言葉コーパス(CSJ)」モニタ版(2000)に含まれる評価セット 
話者 時間（分） 単語数 略称
A01M0035 28 6127 AS22
A01M0007 30 4302 AS23
A01M0074 12 2486 AS97
A05M0031 27 5305 PS25
表４．２ 模擬対話音声による音響モデルを用いた場合の講演音声の認識率 
話者 音素正解精度 単語正解精度
A01M0035 64.6% 50.3%
A01M0007 60.5% 61.5%
A01M0074 70.3% 59.5%
A05M0031 65.1% 52.2%
average 64.4% 54.7%
T set 74.3% 76.6%
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４．３ 講演音声と対話音声，読み上げ音声の音響的な違い 
４．２節において，対話音声により構築した音響モデルを用いた場合，講演音声に対し
ては認識性能が劣化することを明らかにした．本節では，講演音声が対話音声や読み上げ
音声などと比較し，音響的にどのような違いがあり，その違いが認識性能に対してどのよ
うに影響するのかを調査する．  
 
４．３．１ 評価データ 
講演音声の音響的特徴が対話音声や読み上げ音声とどのように異なるかを調査するにあ
たり，テストセットの話者 A01M0035について，講演音声の発話内容と同一の読み上げ音
声データを同一話者 A01M0035 から収録した．話者 A01M0035 の講演音声の書き起こし
データの内，講演内容の前半（3,272単語）を使用し，間投詞，言い誤りもそのまま読み上
げていただいた．読み上げ単位は，「話し言葉工学」プロジェクトより配布された書き起こ
しデータ内に記述されている時間情報を元に，人手で文らしくつなげた単位としている． 
対話音声に関しては，講演内容と同一の対話音声を収録することが難しいため，ATRで
収録された多数話者音声データベースの模擬対話音声データを用いることとした． 
 
４．３．２ 認識実験結果から見た特徴の違い 
ここでは認識結果における認識誤りの傾向を調査することで，講演音声と読み上げ音声の
違いについて考察する． 
 
（１）実験条件 
デコーダには，ATRSPRECを用いた．音響特徴パラメータは４．２．１と同じであり，
音響モデルには対話音響モデルを用いている． 
単語認識実験を行う場合，音響的要因と言語的要因の両方が含まれた認識結果が得られ
ることとなる．しかしながら講演音声の発話様式に頑健な音響モデルを検討するためには，
言語的要因による認識性能の劣化を極力排除することが望ましい．そこで本節ではテスト
データ A01M0035 を対象にした音響的な分析を行うため，A01M0035 の発話内容のみで
構築した単語バイグラムを言語モデルとして用いることとした． 
認識辞書に関しては，2000年に配布された「話し言葉工学」プロジェクトのモニタ版に
付属されているものを用いるが，未知語による影響をなくすため，言い誤り以外の，
A01M0035 の発話内容に出現する全ての単語を追加登録した． 
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（２）単語認識実験結果 
講演音声データと読み上げ音声データについて，単語認識実験を行った．言語モデルが
対応できないため，タスクの異なる対話音声についての認識実験はここでは行っていない．
講演音声と読み上げ音声の単語認識実験結果を表４．３に示す．この結果から，講演音声
より読み上げ音声の方が良好な認識率が得られていることがわかる．これは講演音声と比
較し，読み上げ音声と音響モデルとのミスマッチが小さいためである．講演音声は自由発
話音声であるが，音響モデルの学習データである模擬対話音声と比較するとその音響的特
徴が大きく異なっている． 
次に，話者適応を用いた場合の単語認識実験を行った．読み上げ音声，講演音声それぞ
れに対して，全ての発話データを用いたクローズドデータでの教師あり適応を，平均値に
ついてはMAP-VFS[19]～[21]により，状態遷移確率については Baum-Welch法[22]により
行っている．話者適応を用いた単語認識実験の結果を表４．３に示す． 
話者適応を行った場合，読み上げ音声で 91.8％の認識率が得られている．これに対し講
演音声は，話者適応を行った場合でも認識率が 81.2％であり，読み上げ音声と比較すると
劣化している．音響モデルが良好に働いた場合，本実験環境においてはその認識率の上限
が 91％付近であると考えることができ，講演音声は話者適応だけでは十分な性能が得られ
ていない．読み上げ音声で適応した音響モデルによる講演音声の認識，講演音声で適応し
た音響モデルによる読み上げ音声の認識においても，認識率の改善はほとんど見られない．
話者性を適応するだけでは，十分な認識性能は得られないということであり，講演音声に
は発話様式の違いによる認識性能劣化の要因が含まれていると考えられる． 
 
（３）音素認識実験結果 
次に講演音声の音素認識実験を通して，音素継続時間長と認識誤りの関係を調査した．
音響モデルのミスマッチによる要因を極力減らすため， 単語認識実験で用いたクローズド
表４．３ 模擬対話音声を用いて構築した音響モデル，及びクローズド 
教師あり話者適応を用いた場合の単語正解精度 
読み上げ 81.9% 91.8% 59.8%
講演 74.3% 76.6% 81.2%
評価音声
※言語モデルにはクローズドモデルを使用
対話
音響モデル
教師あり
適応モデル
（読み上げ）
教師あり
適応モデル
（講演）
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教師あり話者適応モデル（講演）を使用している． 
図４．１に講演音声において誤りが生じた音素の，継続時間長ごとの分布を示す．この
図から，脱落・置換誤りは音素継続時間長の短い領域で多く発生していることがわかる．
挿入誤りについては，母音に関しては全体的に生じているが，子音に関しては継続時間長
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の短い領域で多く発生している． 
継続時間長の短い領域に誤りが多く発生する原因としては，音響モデル学習データであ
る模擬対話音声の音素継続時間長分布が，講演音声の分布とずれており，継続時間長の短
い音素に対する学習データが不足していることが挙げられる．また，音響モデルが３状態
の left-to-rightモデルであり，分析周期が 10msecという制約上，音素継続時間長が 30msec
未満の音素に対しては，モデルの構造そのものがミスマッチを生じていると考えられる．
さらに，分析窓長が 20msecのため，継続時間長が 20msec程度の音素に対しては，周波数
分析の時点で分析精度が劣化している可能性がある． 
 
４．３．３ 音素継続時間長における違い 
講演音声データは，読み上げ音声や模擬対話音声と比較し，発声速度が速くなる傾向が
ある．そこで，講演音声の音素継続時間長が，読み上げ音声や音響モデル学習データであ
る模擬対話音声と比較し，どの程度異なっているかを分析した．分析は，ビタビ・アライ
メントによりそれぞれの音素区間を判定し，継続時間を算出している．音響モデルとのミ
スマッチによるアライメントのずれを極力減らすため，読み上げ音声，講演音声に対して
は，全ての発話データを用いた教師あり話者適応を行った．話者適応は，MAP-VFSを用い
て平均値を，Baum-Welch法を用いて状態遷移確率を適応している． 
図４．２に講演音声，読み上げ音声，模擬対話音声それぞれに含まれる各音素の継続時
間長分布を示す．この図より講演音声は，音素継続時間長のピークが 30～40msec 付近に
存在するとともに，模擬対話音声の分布から左（継続時間長が短くなる方向）にずれてい
ることがわかる．読み上げ音声，模擬対話音声の音素継続時間長のピークはそれぞれ 
60msec，50msec とずれているが，講演音声と比較すると，継続時間長分布は比較的近い
と言える． 
表４．４に講演音声，読み上げ音声，模擬対話音声それぞれの音素継続時間長の平均値
を示す．講演音声は，読み上げ音声や模擬対話音声と比較し，各音素の平均継続時間長が
短くなっていることがわかる． 
表４．４ 講演音声，読み上げ音声，及び模擬対話音声における 
    平均音素継続時間長 
評価音声 母音 子音 全体
講演音声 65.7msec 54.3msec 60.3msec
読み上げ音声 87.6msec 73.0msec 80.7msec
模擬対話音声 79.2msec 60.2msec 70.4msec
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図４．２ 各音声データの音素継続時間長の分布 
 
４．３．５ 周波数領域における違い 
ここでは周波数領域において，講演音声が読み上げ音声や模擬対話音声と，どの程度異
なっているかを分析した．分析は，A01M0035 の読み上げ音声，模擬対話音声との比較に
より行なった．分析において第１，第２共振周波数 F1，F2は各母音セグメント（ビタビ・
アライメントにより判定）の中央点において算出した． 
図４．３に講演音声，読み上げ音声，模擬対話音声における母音の F1-F2の分布を示す．
F1-F2 の分布は同一話者にも拘わらず，講演音声と読み上げ音声の間で変動しており，ま
た音響モデル学習データである模擬対話音声とも大きく異なっていることがわかる．４．
３．２の認識実験において，講演音声による話者適応モデルの認識性能が，同一話者の読
み上げ音声に対して大きく劣化している要因も，これらの周波数的特徴の変動によるもの
である．この変動は発話様式の違いによって生じており，話者適応による話者性だけでは
なく発話様式への適応も必要となる． 
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図４．３ 講演音声，読み上げ音声と模擬対話音声の母音平均フォルマント 
周波数 F1-F2の分布 
４．４ 講演音声認識のための音響モデル 
前節までの結果より，A01M0035 の講演音声は，(1)発話速度が速くなるため，音素継
続時間長の分布が学習データとずれていると共に，継続時間長の短い音素が多く出現する，
(2)周波数領域における特徴空間において，音響モデルの学習データとのずれが存在する，
といったことが明らかになった．これらを踏まえ，A01M0035 を用いて講演音声に頑健な
音響モデルの構築方法を検討する． 
 
４．４．１ 音響モデルによる発話速度変動のモデル化 
４．３節の結果より，講演音声では継続時間長が短い音素において，脱落・置換誤りが
多く発生していることがわかった．これは学習データにおいて，継続時間長の短い音素デ
ータが量的には十分出現しているが，全体的には出現頻度が低いため，統計的アプローチ
で構築する HMM では，その領域の認識性能が劣化したためと考えられる．そこで，継続
時間長の短い音素セグメントのみを用いた音響モデルの構築を検討する．認識の際，継続
時間長の短い音素の出現位置はわからないため，対話音響モデルと音素継続時間長の短い
音響モデルを一つの音響モデルに統合する[23]．図４．４に示すように，一つの音素環境に
対して２つのモデルを定義し，デコードの際それぞれのモデルに対して仮説を展開するも
のとした．デコードの結果，ゆう度の高い経路が選択されるため，継続時間長の短い音素
の出現位置を事前に知る必要がなく，また認識辞書の変更も不要となる． 
図４．２より，脱落誤り，置換誤りの分布のピークが 30msec に存在するため，継続時
a-k+i k-i+t
Conventional model Conventional model
Model trained by using
short duration phonemes
Model trained by using
short duration phonemes
図４．４複数のモデルを統合した音響モデル 
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間長が 40msec以下の音素セグメントを用いて音響モデルを構築した．構築した音響モデル
は，総状態数 1,400，５混合ガウス分布とした．このモデルと対話音響モデルを統合したモ
デルを，音響モデルＳと呼ぶこととする． 
表４．５に，音響モデルＳによる単語正解精度を示す．継続時間長の短い音素セグメン
トで構築したモデルを統合することで，単語正解精度が 3.1％向上した．提案手法では挿入
誤りは増加するものの，脱落，置換誤りが減少していることから，継続時間長の短い音素
セグメントで構築したモデルが効果的に働いていることがわかる． 
 
４．４．２ 発話速度に合わせた分析周期・窓長の最適化 
講演音声の発話速度を正規化し，学習データとの音素継続時間長分布を近づけると共に，
前処理やモデルの構造に適した発話速度にすることで，認識性能の改善が期待できる．発
話速度の正規化に関しては，発話速度に応じて分析周期を変更する方法[24]や，特徴パラメ
ータの間引き，相関による補間を用いた方法[25]などが提案されている．しかしながら前者
は発話速度が遅い発声に対しては効果が得られているが，発話速度の速い発声に対しては
逆に劣化するという結果が得られている．また後者の手法は，発話速度の速い発声に対し
ても効果が得られているが，講演音声のように分析窓長より短い音素が多く出現する場合，
前処理における周波数分析の精度が低くなるため，十分な性能が得られない可能性がある．
前者の手法で，発話速度の速い発声に対して認識率が劣化する原因としても，周波数分析
精度の劣化が影響している可能性がある． 
そこで，分析周期と分析窓長を合わせて変更することとした．発話速度が速い場合，分
析周期を短くすることで時間方向の分解能は向上する．しかしながら継続時間長の短い音
素に対しては，分析窓長が長すぎる場合，一つの音素内の周波数変化に対する周波数分析
精度が劣化する．このため，分析周期と合わせて分析窓長も短くする必要がある．表４．
６に，分析周期，分析窓長をそれぞれ変更した場合の単語正解精度を示す．この結果より，
分析周期８msec，分析窓長 16msec としたものが最も良い結果となっている．これは分析
周期 10msec，分析窓長 20msec と比較するとそれぞれ 1.25 倍となっており，学習データ
表４．５ 音響モデル Sによる単語正解精度と誤りの傾向 
単語正解精度 挿入誤り 脱落誤り 置換誤り
音響モデルS 77.4% 3.7% 5.9% 13.0%
14.4%対話音響モデル 74.3% 3.2% 8.1%
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と講演音声データの音素継続時間長平均値の比率が 1.17 (= 70.4 msec/60.3msec)であるこ
とから，全体的にマッチしたものと考える．分析周期９msec，分析窓長 18msec より認識
率が向上しているのは，継続時間長が短い音素に対する周波数分析精度が向上したためで
ある． 
次に，音響モデルＳと分析周期・窓長の変更を併用した場合の認識実験を行った．表４．
７に結果を示す．さらに認識率が向上し，対話音響モデルと比較し単語正解精度で 5.7％，
認識誤り率で 22.2％改善している． 
 
４．４．３ 教師なし話者適応の導入 
４．３節において，学習データと講演音声の間で，F1-F2 の分布が異なっていることを
述べた．この結果を踏まえ，教師なし話者適応を用いた評価実験を行った．教師なし話者
適応は，講演音声を認識後，その認識結果を正解発話内容として，全てのデータを用いた
表４．６ 分析周期，分析窓長を変更した場合の単語正解精度 
フレーム周期 分析窓長 単語正解精度
10msec 20msec 74.3%
9msec 77.1%
8msec 76.2%
7msec 76.2%
6msec 75.0%
18msec 74.9%
16msec 75.3%
14msec 75.5%
12msec 73.9%
9msec 18msec 75.9%
8msec 16msec 77.3%
7msec 14msec 75.9%
6msec 12msec 76.7%
20msec
10msec
表４．７ 音響モデル Sと分析周期・分析窓長変更の併用による単語正解精度 
フレーム周期 分析窓長 単語正解精度
10msec 20msec 77.4%
9msec 18msec 79.2%
8msec 16msec 80.0%
7msec 14msec 79.0%
6msec 12msec 77.5%
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MAP-VFSによる適応を行うものとした．評価実験は，分析周期・窓長を変更しないものと，
それぞれ８msec，16msecに変更したものを用い，対話音響モデル，音響モデルＳそれぞれ
に対して行った． 
結果を図４．５に示す．比較として，４．３．２で得られた教師あり話者適応の結果も
示す．分析周期・窓長を８msec，16msec に変更し音響モデルＳを用いたものが最も良く，
教師あり話者適応よりも良好な結果となっている．これらの結果より講演音声を認識する
には，発話速度を考慮した前処理，音響モデルの構築が有効であり，話者適応によりさら
に認識率が改善されることが示された． 
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４．５ 発話速度に合わせた分析周期・窓長選択手法の一般化 
４．５．１ 実験条件 
ここで用いる評価セットには，「話し言葉工学」プロジェクトより配布されている「日本
語話し言葉コーパス（CSJ）」モニタ版（2001）[11]から，表４．８に示す男性話者 10名（最
後の３名は，モニタ版に含まれていない．）を選択した．評価実験の際には，モニタ版に含
まれる書き起こしデータに記述されている時刻情報をもとに，発話単位にファイルを分割
している．  
ここで用いたベースラインの認識システムの概要は，次の通りである．音響特徴パラメ
ータは，16kHz サンプリング，分析周期 10msec，分析窓長 20msec の条件で抽出した 25
次元の特徴ベクトル（12次MFCC，12次ΔMFCC，1次Δlog power）を用いている． 
音響モデルは，状態共有化 HMM（HMnet）により構築された性別依存モデルであり，
各音素モデルは３状態（状態の飛び越し遷移なし），10混合ガウス分布，総状態数 1,400で
表現されている．なお，本章で用いた評価話者は全て男性話者のため，モデルは男性モデ
ルのみを用いている． 
音響モデルの学習データには，モニター版のうち評価話者を除く全ての学会講演，模擬
講演男性話者データ 200名（約 34時間）のデータを用いた．なお音響モデルの学習は，配
布された書き起こしデータに記述されている時刻情報，カタカナ書き起こし情報を元に行
っている．本節において，この音響モデルをベースライン音響モデルとする． 
言語モデルは京都大学で作成され，モニタ版と共に配布された講演音声用言語モデル[9]
の前向き単語バイグラム，後ろ向き単語トライグラムを用いている．認識辞書に関しても
同様で 19k単語のものを用いている．デコーダには Julius3.2[12]を使用した． 
表４．８「日本語話し言葉コーパス(CSJ)」モニタ版(2001)に含まれる評価セット 
話者 時間（分） 単語数 略称
A01M0035 28 6127 AS22
A01M0007 30 4302 AS23
A01M0074 12 2486 AS97
A05M0031 27 5305 PS25
A02M0117 57 9858 JL01
A03M0100 15 2161 NL07
A06M0134 23 4467 SG05
KK99DEC005 42 6557 KK05
YG99JUN001 14 2764 YG01
YG99MAY005 15 2939 YG05
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４．５．２ 評価セットにおける発話速度と認識性能の関係 
発話速度と認識性能の関係を調査するために，ベースライン音響モデルを用いた認識実
験を行った．図４．６に，各話者の単語誤り率と平均発話速度をまとめる．図中における
各話者の平均発話速度は，文ごとに算出した１秒あたりのモーラ数の平均を示している．
１秒あたりのモーラ数は，ビタビ・アライメントにより算出した音声区間の時間長で文中
のモーラ数を割った値である．講演音声においてはフィラーの出現頻度が多いため，この
ようにして算出した発話速度が必ずしも正確な値とはなっていないが，各話者の傾向を知
ることはできる． 
単語誤り率は，話者によるばらつきが大きいが，平均で 33.9％となっている．図４．６
より発話速度の速い話者ほど，単語誤り率が増加する傾向にあることがわかる．図４．７
に，各話者の単語誤り率と平均発話速度の分布を示す．単語誤り率と平均発話速度は，相
関係数 0.78 と高い相関を示している．また，ベースライン音響モデルは，各音素モデルを
３状態で表現しているため，状態の飛び越し遷移を許さない場合，30msec未満の音素に対
しては十分な認識性能が得られない．図４．８に，各話者の単語誤り率と継続時間長 30msec
以下の音素セグメントの，出現頻度の分布を示す．30msec以下の音素出現頻度は，状態飛
び越し遷移を許したビタビ・アライメントにより抽出した各音素の継続時間長より算出し
た．単語誤り率と 30msec 以下の音素出現頻度は，相関係数 0.83 とさらに高い相関を示し
ている． 
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以上の結果より，発話速度の速い発声への対応が重要であり，音響的特徴の変動への対
応や，発話速度の正規化や補正が必要であることがわかる．本節では特に後者の問題につ
いて取り扱う． 
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図４．７ 単語誤り率と平均発話速度の関係 
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図４．８ 単語誤り率と 30msec以下の音素出現頻度の関係 
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４．５．３ 分析周期・窓長の変更による発話速度の補正 
発話速度の正規化や補正を行う手法として，フレームの削除や相関を用いた挿入を行う
手法[25]が提案されている．この研究では，継続時間長の長い音素に対してフレームを間引
くとともに，継続時間長の短い音素に対してはMissing Feature Theory[26]により前後の
フレームとの相関を用いて合成したフレームを挿入することで，1音素当りのフレーム数を
正規化している．ただし，音素境界が既知の場合には効果が得られているものの，フレー
ム挿入位置の推定精度に性能が大きく影響されるため，音素境界が未知の場合には効果が
得られていない． 
他の手法として，発話速度に応じて分析周期を変更する方法[24]が提案されている．こ
の研究では，基準となる分析周期の認識結果に対して，分析周期を変更した場合の音響ゆ
う度を算出・比較することで最適な分析周期を決定し，その分析周期により再び認識を行
うことで，最終的な認識結果を得ている．分析周期を変更すると分析フレーム数が異なる
ため，各分析周期の音響ゆう度を直接比較することはできない．そこでこの研究では，基
準となる分析周期で学習した GMM（Gaussian Mixture Model）による音響ゆう度との差
が最も大きいものを選択することとしている．ただし，発声速度の遅い発話に対して効果
が得られているものの，発話速度の速い発声に対しては認識精度の改善が得られていない．
この要因としては，基準となる分析周期での認識結果を分析周期の決定に用いていること，
分析周期決定の処理と実際の認識処理が一貫していないことに加えて，分析窓長が固定で
あることが挙げられる． 
分析周期の変更に関しては，ケプストラムの変化量に応じて発話内で分析周期を可変と
する手法[27]や，特徴量抽出間隔より短い間隔の静的特徴量を用いて動的特徴量を推定する
手法[28]が提案されているが，いずれも雑音に対する認識性能の改善を目的としたものであ
る．そこで本研究ではまず，発話速度に応じて分析周期と分析窓長の両方を変更すること
を検討する． 
発話速度の速い発声においては，分析周期を短くすることで音響モデルが表現できる時
間構造に近づけることができる．しかしながら，周波数領域における時間変化が大きい場
合，分析窓長が長すぎるとその区間の特徴を十分に表現できない．４．４節の結果より，
分析周期に合わせて分析窓長を変更することで認識性能の改善が確認された．ここでは分
析周期・窓長のみを変更し，音響特徴パラメータ抽出の際の，他の条件は変更していない．
動的特徴を示すΔパラメータに関しても，明示的な補正は行っていない．分析周期を短く
することによりΔパラメータ抽出の時間間隔が短くなり，補正の効果が得られるためであ
る． 
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図４．９に，ベースライン音響モデルを用いて，認識の際の分析周期・窓長をそれぞれ，
（10msec・20msec），（９msec・18msec），（８msec・16msec）の組み合わせで変更した
場合の認識結果を示す．比較として，分析周期 10msec，窓長 20msecにおいて状態の飛び
越し遷移を用いた場合の結果も示す．この図より，平均発話速度の比較的速い話者におい
ては，分析周期 8msec，窓長 16msec で分析することで認識性能が改善され，比較的遅い
話者においては，分析周期，窓長の長い方が，認識性能が良くなる傾向にあることがわか
る．状態の飛び越し遷移は，話者によっては効果があるが，平均認識率で見た場合では，
特に性能の改善は見られなかった． 
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４．６ ゆう度基準による分析周期・窓長の自動選択を用いたデコーディング
手法 
前節の結果より，発話速度に応じて分析周期・窓長を変更することで，発話速度の補正
の効果があることが確認できた．しかしながら，自動認識においては最適な分析周期・窓
長を自動選択する必要がある．また，発話速度は話者による違いだけではなく，同一話者
の講演内においても変動しているため，発話ごとに補正を行う必要があるが，各発話の発
話速度は事前にはわからない．発話速度の推定を行うことも考えられるが，発話速度の正
規化や補正の効果がその推定精度に大きく影響される． 
そこで本節では，発話速度の推定を行うことなく，ゆう度基準により発話ごとに適した
分析周期・窓長を選択するデコーディング手法を提案する．具体的には，複数の分析周期・
窓長を用いていったん認識を行い，得られた認識結果における音響ゆう度・言語ゆう度を
比較することで，認識対象となる発話に適した分析周期・窓長を事後的に選択するもので
ある．異なる分析周期・窓長により認識を行うため，異なるマッチングパスが得られるこ
ととなり，各認識結果における音響ゆう度，言語ゆう度もそれぞれ異なったものとなる．
以下，分析周期・窓長の選択に音響ゆう度のみを用いた場合と，音響ゆう度・言語ゆう度
の両方を用いた場合について述べる． 
 
４．６．１ 音響ゆう度を用いた選択手法 
４．５．３で述べたように，分析周期を短くした場合，一発話当りのフレーム数が多く
なるため，音響ゆう度をそのまま比較することはできない．そこで，分析周期により正規
化した音響ゆう度を比較する．認識においては対数音響ゆう度を用いており，認識結果の
対数音響ゆう度は各フレームの対数音響ゆう度の総和として得られる．そこで対数音響ゆ
う度の正規化は，式(4.1)に示すように，フレーム数の比で除する（＝分析周期の比を乗じ
る）ことにより行う．式(4.1)において分母が 10 となっているのは，分析周期 10msec を
基準としているためである． 
 
した対数音響ゆう度分析周期により正規化
う度発話ごとの対数音響ゆ
　
:'
:
10
sec)(_
'
AM
AM
mperiodFrameAM
AM (4.1) 
 
 
 
発話ごとに，式(4.1)により算出した対数音響ゆう度 AM' を比較し，最も AM' の大き
い分析周期・窓長の認識結果を選択する．ベースライン音響モデルを用いた場合の，各分
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析周期の単語誤り率と，音響ゆう度を用いた選択手法による単語誤り率を図４．１０に示
す．音響ゆう度を用いた選択デコーディング手法により，ベースライン（分析周期 10msec，
窓長 20msec）から，平均単語誤り率が 0.4％しか改善していない．話者ごとに見た場合，
発話速度の比較的速い話者においては，単語誤り率が改善されているが，発話速度の比較
的遅い話者においては逆に低下していることがわかる． 
 
４．６．２ 音響ゆう度・言語ゆう度を用いた選択手法 
連続音声認識においては，音響ゆう度に言語ゆう度を加えたスコアを用いて認識結果を
探索する．このため，探索過程において音響ゆう度のみが大きくなる仮説を選択した場合，
言語ゆう度が低くなっている認識結果も存在する．そこで，分析周期で正規化した音響ゆ
う度に言語ゆう度（挿入ペナルティを含む）を加えたスコアを再計算し，この値が最も高
い分析周期・窓長の認識結果を選択することとした．ベースライン音響モデルを用いた場
合の，各分析周期の単語誤り率と音響・言語ゆう度を用いた提案手法の単語誤り率を図４．
１１に示す． 
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この結果より，平均単語誤り率はベースラインとなる分析周期 10msec，窓長 20msec
の場合と比較して 0.8％改善した．この改善の度合いは，有意水準１％で有意である．発話
速度の速い３名の話者 （AS22，PS25，SG05） に関しては，それぞれ 2.1％，2.1％，1.9％， 
平均で 2.0％認識性能が改善している．また，発話速度の遅い話者に対する認識性能の低下
も小さくなっている．以上より，音響・言語ゆう度を用いた提案デコーディング手法は，
発話速度の変動の大きい講演音声認識に対して有効である．以降，音響・言語ゆう度を用
いた提案デコーディング手法を音響・言語ゆう度ベース選択手法と呼ぶ． 
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図４．１１ 音響・言語ゆう度を用いた選択デコーディング手法の単語誤り率 
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４．７ 音響モデル学習時における発話速度の補正 
ここではさらに，ゆう度基準による分析周期・窓長の自動選択手法を，音響モデルの学
習時に適用することを提案する． 
 
４．７．１ 音響モデル学習データの分析周期・窓長の選択方法 
認識時においては，分析周期で正規化した対数音響ゆう度と言語ゆう度を組み合わせて
選択する手法が効果的であった．これに対して，音響モデル学習データは発話内容が既知
であるため，それぞれの分析周期・窓長により抽出した特徴パラメータに対してビタビ・
アライメントを行い，算出された対数音響ゆう度を用いて選択することとした．ビタビ・
アライメントはベースライン音響モデルを用いて行い，分析周期選択の際の音響ゆう度正
規化は，認識時と同様に式(4.1)により行った．図４．１２に，本手法により選択された分
析周期に対する学習データ量（発話数）を示す．この学習データにおいては，分析周期９
msec，窓長 18msecの分析条件が最も多く選択されていることがわかる． 
このようにして選択した分析周期・窓長を用いて，分析周期・窓長以外はベースライン
音響モデルと同一の条件で音響特徴パラメータを抽出し，音響モデルを構築する．選択さ
れた分析周期・窓長ごとに音響モデルを構築することで，認識性能の改善が期待できるが，
一発話内で発話速度が変化するような場合，逆に認識性能が低下することも考えられる．
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図４．１２ 分析周期により正規化した対数音響ゆう度により選択された 
分析周期・窓長の発話数 
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そこで，以下の２種類のモデルを構築した． 
 
(1)抽出した全ての特徴パラメータを用いて一つの音響モデルを構築（single model） 
(2)選択された分析周期・窓長ごとに音響モデルを構築（multiple models） 
 
音響・言語ゆう度ベース選択デコーディングを行う際，single modelは全ての分析周期・
窓長で用いるが，multiple modelsは，各分析周期・窓長に対して該当するモデルを用いる． 
 
４．７．２ 認識実験結果 
図４．１３に，ベースライン音響モデルによる音響・言語ゆう度ベース選択手法，発話
速度の補正を行った音響モデルによる音響・言語ゆう度ベース選択手法の単語誤り率を示
す． 
この結果より，発話速度の補正を音響モデル学習時にも行うことで，認識性能がさらに
改善されることがわかる．また，発話速度を補正した学習データで一つの音響モデルを構
築する場合(single model)より，選択された分析周期・窓長ごとに音響モデルを構築した場
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図４．１３ 各音響モデルを用いた音響・言語ゆう度ベース選択手法による 
単語誤り率 
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合(multiple models)の方が，認識性能が高いことがわかる．この場合で，ベースライン音
響モデルで提案手法を用いない場合（分析周期 10msec，窓長 20msec固定）と比較し，2.3％
の改善となった． 
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４．８ 考察 
ここでは，発話速度の補正を行った音響モデルの，提案デコーディング手法における効
果について考察する． 
表４．９に，発話速度の補正を行った音響モデル（single model）を用いた場合の，各
分析周期の単語誤り率を示す．発話速度を補正した学習データで一つの音響モデルを構築
した場合は，各分析周期における認識性能の差が小さい． 
表４．１０に，発話速度の補正を行った音響モデル（multiple models）を用いた場合の，
各分析周期の単語誤り率を示す．表４．９と比較すると，各分析周期における認識性能の
差が大きくなっていることがわかる．multiple modelsは選択された分析周期ごとにモデル
を学習することで，発話速度の違いによる時間構造以外の音響的特徴の違いもある程度モ
デル化できるためである． 
図４．１２からわかるように，multiple modelsの各モデルは single modelと比較し学
習データ量が少なくなっているにも拘わらず，認識性能が向上したことからも，分析周期
ごとに音響モデルを構築することは有効である．また，分析周期ごとに音響モデルを構築
することで，各分析周期における音響ゆう度差が大きく現れるため，音響・言語ゆう度ベ
ースの選択手法も効果的に働いている．  
次に，single model と multiple models の両方を用いて，音響・言語ゆう度ベース選
択手法を行った場合の評価実験の結果を図４．１４に示す．この図より，single model と 
multiple models の両方を用いた提案手法において，最も認識性能が良く，ベースラインと
表４．９ 発話速度補正音響モデル（single model）の各分析周期の 
単語誤り率 
8msec 9msec 10msec
AS22 40.5% 41.9% 43.1% 40.3%
AS23 28.2% 28.4% 28.7% 27.4%
AS97 29.0% 29.2% 30.9% 28.6%
PS25 32.8% 33.7% 34.7% 32.8%
JL01 29.4% 28.9% 38.9% 28.3%
NL07 34.6% 34.3% 34.3% 33.8%
SG05 38.1% 39.9% 41.8% 38.2%
KK05 30.2% 29.3% 29.2% 28.7%
YG01 35.7% 36.4% 37.1% 35.6%
YG05 33.7% 33.6% 33.7% 33.9%
average 32.9% 33.2% 33.8% 32.4%
分析周期略称 音響・言語ゆう度ベース選択手法
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なる分析周期 10msec，窓長 20msec 固定の場合と比較して，平均単語誤り率が 2.9％改善
された． 
表４．１０ 発話速度補正音響モデル（multiple models）の各分析周期の 
単語誤り率 
8msec 9msec 10msec
AS22 40.3% 41.3% 44.0% 39.7%
AS23 28.8% 27.8% 31.0% 27.2%
AS97 29.8% 28.2% 31.7% 27.4%
PS25 36.4% 31.9% 35.2% 31.0%
JL01 31.6% 27.6% 35.5% 25.9%
NL07 37.0% 33.7% 38.8% 33.4%
SG05 41.0% 38.6% 41.4% 37.6%
KK05 34.8% 30.6% 30.6% 30.1%
YG01 37.3% 36.5% 39.5% 35.9%
YG05 37.1% 33.1% 33.5% 33.1%
average 35.2% 32.6% 36.1% 31.6%
分析周期 音響・言語ゆう度
ベース選択手法略称
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表４．１１に，分析周期ごとに single model，multiple models が選択された発話に含
まれる全音素の継続時間長の平均と標準偏差を示す．選択される分析周期が短くなるにつ
れて，音素継続時間長の平均値は小さくなっていることから，発話速度の速い発声に対し
て短い分析周期が選択されていることがわかる．各分析周期において，single model が選
択された発話とmultiple modelsが選択された発話を比べた場合，single modelの方が標準
偏差が大きくなる傾向にあることがわかる．これはつまり，single model が選択された発
声においては，発話内での発話速度の変動が大きくなっていることを示している．音響・
言語ゆう度ベース選択手法は，発話内での発話速度の変動に関しては基本的に考慮してい
ない．このため，発話内で発話速度が変動した場合，分析周期ごとに構築した multiple 
modelsではミスマッチが生じるが，各分析周期における音響的特徴を全て用いて構築した
single modelによりある程度対応が可能である． 
表４．１１ 各分析周期において single model，multiple modelsが選択された 
発話の音素継続時間長 
分析周期 音響モデル 平均(msec) 標準偏差(msec)
single model 84.4 107.5
multiple models 69.1 69.1
single model 69.9 67.3
multiple models 69.3 60.1
single model 65.2 50.9
multiple models 67.1 52.0
10msec
9msec
8msec
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４．９ 結言 
自由発話のひとつである講演音声について，その音響的特徴を分析するとともに，発話
速度の変動に頑健な音声認識手法を提案した． 
音響的特徴の分析より，講演音声は対話音声や読み上げ音声と比較し，周波数的特徴が
変化すると共に，音素継続時間長が短くなる傾向にあることを示した．また，読み上げ音
声と比較した場合，教師あり話者適応を用いても単語正解精度は劣化する傾向にあり，音
素認識においては継続時間長の短い音素の脱落誤りが増加する傾向にあることが明らかに
なった．このことから講演音声の発話スタイルには，モデルパラメータの適応だけでは吸
収できない，認識性能劣化の要因が含まれていることを示した． 
継続時間長の短い音素に対する認識性能の改善手法として，継続時間長の短い音素によ
り構築した音響モデルをマルチパスの手法で統合した音響モデルを提案した．しかしなが
らこのモデルだけでは不充分であり，話者適応の利用に加え，分析周期・窓長の変更が有
効であることが明らかになった．つまり，モデルパラメータの違いだけではなく，発話速
度の変化に伴う音素継続時間長の変動による影響を考慮しなければならないということで
ある．しかしながら，発話速度の変動具合は話者により異なるため，何らかの方法による
発話速度の推定，もしくは分析周期・窓長の決定が必要となる． 
そこでゆう度基準により，発話ごとに分析周期・窓長を選択する手法を提案し，発話速
度が未知の講演音声に対して有効であることを示した．これは，複数の分析周期・窓長で
いったん認識を行い，音響ゆう度の最も高い分析周期・窓長の認識結果を選択するもので
ある．分析周期・窓長を変更した場合，分析周期の短い認識結果の音響ゆう度が大きくな
る傾向にあるため，音響ゆう度は分析フレーム数で正規化を行うこととした．更に，言語
ゆう度を加えたものを比較することで，認識性能が改善することを確認している． 
デコード時に分析周期・窓長を変更することの有効性は明らかになったが，音響モデル
の学習時とは条件が異なるため，音響モデルとのミスマッチは解消されていない．そこで，
音響モデル学習時の分析周期・窓長の選択に，本提案手法を利用することで更なる認識性
能の改善が可能であることを示した．以上のことから，発話速度が変動する講演音声認識
においては，分析周期・窓長の変更も含んだ認識手法の検討が有効であると言える．また，
同様の手法を音響モデル構築時に用いることで，さらなる認識性能の改善を得た．これら
により，発話速度の補正効果を示した． 
本提案手法は，発話ごとに分析周期・窓長を選択するため，single model と multiple 
modelsを併用した場合でも，発話内での発話速度の変動に対して十分な性能が得られてい
るわけではないが，発話内での動的な分析周期・窓長の選択手法の検討は可能である．ま
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た，発声のなまけなどによる音響的特徴の変形に対しては，なまけを吸収するために提案
されている音響モデル構築手法と併用することなどで，認識性能の改善が期待できる．
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第 5 章 
誤認識時の言い直し発話に頑健な音響モデルの構築 
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５．１ 緒言 
本章は，論文“誤認識時の言い直し発話における発話スタイルの変動に頑健な音響モデ
ル構築法”[1]に関するものである． 
前章までにおいて，学習データ量と認識性能の関係や，学習データと認識対象のタスク
の違いによる認識性能の関係を示した．また，読み上げ音声，対話音声や講演音声などの，
発話スタイルの違いによる音響的特徴の違いと，その違いが認識性能に与える違いについ
て，分析を行った．本章では，発話スタイルの一つである誤認識時の言い直し発話が認識
性能に与える影響と，その改善方法について述べる[2]． 
近年，音声認識技術の認識性能は飛躍的に向上したとはいえ，依然として誤認識の発生
は避けられず，システム利用者は正しく認識させるために再発話を行う必要が生じる．と
ころが，誤認識した発声内容を再発話しても，全く認識できないという様な現象は，一向
に解決されていない．再発話の際，システム利用者はシステムが認識しやすいよう発話ス
タイルを変える場合が多く，音響的特徴が変化することによって，かえって認識性能が劣
化するという現象が生じる[3][4]ためである．誤認識時の言い直し発話に対する頑健性が小
さい場合，音声対話システムや音声翻訳システムにおいては，タスクそのものが達成でき
なくなる可能性があり，またシステム利用者の負担も大きくなる．このため，誤認識時の
言い直し発話に対する頑健性が求められている． 
話者の違いによる音響的特徴の違いを吸収する手法として，MLLR（Maximum 
Likelihood Linear Regression） [5]や最大事後確率推定法（Maximum a Posteriori 
Estimation；MAP）[6]に代表される話者適応の手法が提案されている．これらの手法は，
既に統計的手法によりモデル化した複数の学習話者の音響的特徴を，適応対象話者の音響
的特徴に近づくよう，モデルパラメータの値を適応するものである．話者適応の導入によ
り，認識対象話者の音響的特徴が学習データの音響的特徴からずれたことによる認識性能
の劣化を改善することに成功している．通常の言い直し発話に対しては，言い直し発話デ
ータを収集しモデル適応に用いることで認識性能を改善できることが報告されている[7]．
しかしながら，発話スタイルの違いによる音響的特徴の違いは，モデルパラメータの値に
加えて，モデル構造そのものにも大きく影響するため，モデル構造の違いを考慮しない
MLLR や MAP では，認識性能の改善にも限界があると考えられる．また，多くの言い直
し発話を収集することは一般に難しいため，言い直し発話の音響的特徴を調べて対処する
ことが望まれる． 
以上の背景のもと，本章では言い直し発話における発話変形に着目し，話者適応では対
応が難しい発話変形に対して認識性能を改善する音声認識手法について提案する．具体的
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には，言い直し発話の音響的特徴を分析することで，あらかじめその特徴を表現できるモ
デル構造を用意するものである．これにより，モデル構造のミスマッチによる認識性能の
劣化を抑えるとともに，話者適応が効果的に働くようにする．まず５．２節において，言
い直し発話を収録，分析することで，言い直し発話の音響的特徴とその出現頻度について
論じる．５．３節では，収録した言い直し発話を用いた認識実験を通して，発話変形が音
声認識システムに与える影響を明らかにする．以上の結果を踏まえ，５．４節では言い直
し発話における発話変形に頑健な音響モデル構築手法を提案し，５．５節にて本手法の有
効性を明らかにする．  
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５．２ 言い直し発話における発話変形の特徴 
本節では，言い直し発話における発話変形の音響的特徴とその出現頻度についてまとめ
る． 
 
５．２．１ 言い直し発話音声の収録方法 
言い直し発話の音響的特徴を調査するにあたり，誤認識時の言い直し発話音声データを
収録した．調査にあたり，単語発声の方がその傾向がより明確に現れるため，収録データ
は単語発声とした．より自然な言い直し発話を収録するため，データの収録には誤認識を
シミュレートする収録装置を用いた．本収録装置は，入力すべき単語を画面に表示し，被
験者から入力された音声に対する認識結果を表示するものである．誤認識が発生した場合，
つまり画面に表示した単語と認識結果が異なる場合は，正しく認識されるまで同一単語の
音声入力を促すようになっている．認識結果については，正しく認識された場合は認識結
果の単語を表示する．誤認識の場合は，その認識結果によって言い直し方が影響されない
よう，誤認識が発生したことのみを画面に表示し，どのように誤認識したかなどの情報は，
被験者に一切与えないものとした． 
本章では国際電気通信基礎技術研究所（ATR）で開発された連続音声認識用のデコーダ，
ATRSPREC[8]を使用した．ATRSPREC の平均単語正解精度は，ATRで収録した自然発話
音声・言語データベース[9]においては 80％を越えるが，認識率の悪い話者に対しては 60％
程度となるため，全体の 40％の単語に対して誤認識を発生させている．また，誤認識する
単語の 50％が１回目，25％が２回目，12.5％が３回目，４回目の言い直しで正しく認識す
るように設定した．全ての被験者に対して全く同じ誤認識を発生するようにしている．本
システムを用い，５名の被験者から 210 単語，言い直し発話を含めると，のべ 378 単語の
音声データを収録した． 
 
５．２．２ 発話変形の音響的特徴 
言い直し発話においては，再発話によって認識結果が正しくなるよう，より明瞭に発声
する傾向にあり，この場合，音素継続時間長が変化するとともに，特に日本語では，各音
節を強調した発声（本稿では，この発声を音節強調発声と呼ぶ）の出現頻度が増加すると
いう傾向にある．図５．１に，１回目の発話と，音節強調発声と判断される同一話者の言
い直し発話のスペクトログラムを示す．それぞれ，／jizai／（自在）と発声しているもの
である．円で囲んでいる部分は，／i／と／z／の接続部分であるが，１回目の発話と比較
し，音節強調発声では音節間の連続性が崩れると共に，音響的特徴が大きく変化している
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図５．１ ／jizai／と発声した場合の，通常の発声と音節強調発声のスペクトログラム 
ことがわかる．特に音節強調発声においては，意図的に挿入することが難しい 50msec程度
の無音区間が存在していることがわかる．スペクトログラムの比較より，音節強調発声は
次の特徴を有することがわかる． 
 
① 音節間の音響的特徴，連続性が変形する 
② 音節間に無音が存在する孤立音節発声に向けて，発話スタイルが変形する 
 
音節強調発声データを収集し，音響モデルを構築することにより，認識性能を改善する
ことも考えられるが，音節強調発声は通常の発声とその音響的特徴が大きく異なるため，
通常の発声に対して認識性能が劣化する可能性がある．通常の発声に対する認識性能を劣
化させずに，音節強調発声に対して認識性能を向上する手法を検討する必要がある． 
 
５．２．３ 言い直し発話における音節強調発声の出現頻度 
収録した音声データ内の言い直し発話（各話者 168単語）において，音節強調発声の出
現頻度を調査した． 
音節強調発声の出現頻度は，強調の強さを評価する必要があり，現時点ではその強さを
評価する指標が存在しない．そこで本章ではまず評価者１名ではあるが，聴感的な主観評
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価を行った．評価は，１回目の発話と言い直し発話を比較し， 
 
① 特に変化のなかったもの 
② ピッチの上昇や母音継続時間長のみの変化であると判断されるもの 
③ 発声の変形が音節強調発声にまで至っているもの 
 
の３段階で行った．本評価結果を図５．２に示す． 
本結果を踏まえ，次に音響ゆう度を基準とした客観評価を行った．評価方法は，１回目
の発話と言い直し発話それぞれの音響ゆう度を算出し，１回目の発話の音響ゆう度からの
劣化の割合を元に行った．音響ゆう度の算出に用いた音響モデルは性別依存モデルであり，
５混合ガウス分布，1,400状態の状態共有化 HMM（hidden Markov networks；HMnet[10]）
で表現されている．学習データには ATRで収録された自然発話音声・言語データベースよ
り，男性 167話者（約２時間），女性 240話者（約３時間）のデータを使用した． 
１回目と言い直し発話の，音響ゆう度の変化の割合は， 
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R r 　 (5.1) 
 
の式により算出したRを用いている．ここでL1は１回目の発話の音響ゆう度，Lrは言い直し
発話の音響ゆう度である．このようにして算出したRを元に，音節強調発声の出現頻度を決
0%
20%
40%
60%
80%
100%
1 2 3 4 5
Speaker
Fr
eq
ue
nc
y o
f a
pp
ea
ran
ce
Stressed syllable Duration or pitch is changed No change
図５．２ 言い直し発話における音節強調発声の出現頻度（主観評価） 
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定するにあたり，前述の主観評価結果による出現頻度と自乗誤差が最小になるよう閾値を
選択した．図５．３に，音響ゆう度の変化率Rと自乗誤差の関係を示す．この図より，R＝
－20.0つまり１回目の発話と比較し音響ゆう度が 20％以上劣化する発声の出現頻度が，主
観評価結果における音節強調発声の出現頻度と自乗誤差が最も小さくなり，音節強調発声
の可能性が高いと判断できる．図５．４に言い直し発話における R ≧ ０ ， 0 ＞ R ≧ －
20， －20 ＞ R の発声の出現頻度を示す．この結果より，多い話者で 25％程度の割合で，
音響ゆう度が大きく劣化し音節強調発声の可能性がある言い直し発話が出現していること
がわかる． 
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図５．３ 音響ゆう度の変化率 Rと２乗誤差との関係 
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図５．４ 言い直し発話における音声強調発声の出現頻度（音響ゆう度差） 
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５．３ 音節強調発声が認識システムに与える影響 
本節では，音節強調発声が認識性能にどの程度の影響を与えるのかについて調査した． 
 
５．３．１ 実験条件 
本節における認識実験では，デコーダに ATRSPREC を使用した．評価実験においてベ
ースラインとなるシステムの概要は次の通りである．音響特徴パラメータは，サンプリン
グレート 16kHz，プリエンファシス 0.98，分析窓長 20msec，分析周期 10msec で抽出し
た，25 次元の特徴ベクトル（12 次元 MFCC，12 次元ΔMFCC とΔlog power）を用いて
いる．ベースラインとなる音響モデルには，５．２．３で音響ゆう度算出に用いた音響モ
デルと同一のものを使用した． 
言語モデルに関しては，ベースライン音響モデルと同じ学習セットを用いて学習した，
多重クラス複合 N-gramモデル[11]を用いた．多重クラス複合 N-gramは，クラス N-gram
を基本として，直前直後の単語の接続性を考慮し，各単語を先行単語として用いる場合と，
後続単語として用いる場合とで，複数の異なるクラスを割り当てるモデルである．本言語
モデルにおけるクラス数は，先行単語が属するクラス（from クラス）700，後続単語が属
するクラス（to クラス）700 となっている．認識辞書は 27k 単語である．認識の際には
HTK[12]同様，スキップ可能な無音モデルを単語間の接続部分で用いている． 
 
５．３．２ 認識実験結果 
ベースラインシステムを用いた評価実験を行った．ベースラインシステムは，連続音声
認識用に開発されたものであり，また孤立単語認識では音響的な特徴の差による認識性能
の差が判断しにくいため，ここでは連続発声音声を収録して認識実験を行っている．評価
データは，５．２．１とは異なる男性話者５名，女性話者５名から，通常の連続発声音声
と，意図的に発声した音節強調発声音声の文章データを収録した． 
発声内容は，ATR で用いられている旅行対話タスクの中から選択した 20 文章である．
データの収録は，収録装置の画面に表示される漢字かなまじりの文章を読み上げる形で行
った．被験者に対しては，「表示される漢字かなまじりの文章を，各音節を強調して読み上
げてください」という指示のみを与えて収録している．このため話者によっては，音節を
完全に区切って読み上げる孤立音節発声や，各単語の１音節目のみを強調した発声などが
含まれている． 
収録した評価データに対するベースライン音響モデルでの認識結果を表４．１に示す．
この表から，連続音声認識用に学習した音響モデルを用いた場合，通常の発声に対しては
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80％程度の認識率が得られているのに対し，音節強調発声に対しては認識性能が大きく劣
化することがわかる．単語正解精度に負の値が出現しているが，これは挿入誤りが多く発
生したことにより，単語正解精度の計算式（2.17）の結果が負の値になったためである．認
識性能劣化の主な要因としては，音節強調発声と音響モデルとの音響的な違いが挙げられ
る． 
そこで，話者適応を用いた場合の認識実験を行った．話者ごとに，MAP-VFS[13]～[15]
を用いて平均値を，Baum-Welch 法[16]を用いて状態遷移確率を適応したモデルを用いた．
適応データには評価データである音節強調発声 20文章全ての音声データを用い，本評価実
験はクローズドの評価となっている． 
表５．１に話者適応を用いた場合の音節強調発声に対する認識率を示す．話者適応を行
うことにより，認識性能は改善されるが，通常発声に対する認識性能と比較すると，大き
く劣化している． 
以上のことより，音節強調発声においては音響的特徴の変化が大きいため，話者適応な
どでは十分な認識性能の改善が得られないことがわかる． 
 
 表５．１ ベースラインシステムを用いた場合の単語正解精度 
通常発声
ベースライン ベースライン ベースライン音響
音響モデル 音響モデル モデル＋話者適応
1 75.8% 18.6% 63.1%
2 78.6% -28.9% 40.4%
3 87.3% -44.0% -2.1%
4 78.6% -86.9% -65.5%
5 80.6% -51.9% -8.7%
6 81.4% -27.1% 5.7%
7 81.3% -12.0% 44.4%
8 73.8% 6.2% 38.6%
9 74.4% -2.5% 22.5%
10 75.0% 32.1% 62.1%
平均 78.4% -15.9% 28.0%
音節強調発声
話者
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５．４ 音節強調発声に頑健な音声認識手法 
ここでは，音節強調発声に頑健な音声認識手法について検討する．本手法では，５．２．
２で述べた音節強調発声の音響的特徴をモデル化することで，認識性能を改善する．音節
強調発声の音響的特徴は次の通りである． 
 
① 各音節間の音響的特徴，連続性の変形：各音節間の音響的特徴が変形し，連続発
声と孤立音節発声の中間的な特徴になる．このため，各音節において後続音素環
境との結びつきが弱くなり，各母音において後続音素環境に依存していた音響的
特徴が変形する． 
② 孤立音節発声に近い音節の出現：各音節間に無音が存在する，孤立音節発声に近
い音響的特徴になる． 
 
通常の triphone音響モデルではこれらの音響的特徴を十分に表現することができず，認
識性能が劣化したと考えられる． 
図５．５にこの様子の例を示す．通常の大語彙連続音声認識システムでは認識の際，認
識辞書に登録されている音素表記に従い，HMMで表現された音素モデルを結合，デコード
sil-a+sh a-sh+i sh-i+t i-t+a t-a+sil
Triphone 音素モデルを結合
通常の発声 ：　あした（明日）
認識辞書内の音素表記 ：　a sh i t a　
音節強調発声 ：　あ＿し＿た
認識辞書内の音素表記 ：　a ? sh ? i ? t ? a
音響的特徴が十分表現できない
Triphone 音響モデルを結合 
図５．５ 音節強調発声における音素環境の変化 
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を行う．特に triphone 音響モデルを用いた音声認識システムでは，各音素間で連続的に変
化する音響的特徴もモデル化することで，連続発声音声に対する認識性能を向上している．
しかしながら，音節強調発声の場合，認識辞書に記述された音素表記に従い音素モデルを
結合すると，音節間の音響的特徴の変形を表現することができず，認識性能が劣化する．
完全な孤立音節発声に対しては，認識辞書内に連続発声用と孤立音節発声用の音素表記を
併記することで，ある程度対応可能であるが，孤立音節発声の出現位置は事前にわからな
いため，全ての組み合わせに対して音素表記を併記しなければならなくなる．また，連続
発声と孤立音節発声の中間に位置する音響的特徴を有する音節強調発声に対しては，効果
が期待できない． 
そこで本章では，一つの音素環境に対して複数のモデルを用意し，デコードの際，それ
ぞれのモデルに対して仮説を展開する音響モデルを提案する．具体的には， 
① 既存の triphone音響モデル 
② 各音素間の音響的特徴，連続性の変形に対応するモデルとして，先行音素環境依存
biphone母音モデル 
③ 孤立音節発声に近い発声に対応するモデルとして，後続音素環境が無音の triphone 母
音モデル 
を用いる．また音響的特徴の変形だけではなく，完全な孤立音節発声にも対応できるよう，
それぞれのモデルにはスキップ可能な１状態の無音モデルを追加する．また，追加した母
t-a+k
t-a+sil
t-a+k
a-k+i
sil-k+i
a-k+i
t-a+＊
： 1state pause
図５．６ 提案手法における音響モデルの例 
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音モデルに後続するモデルに対しても，孤立音節発声に対応できるよう，先行音素環境が
無音のモデルを追加する．音節強調発声の出現位置は事前にわからないため，これらのモ
デルと通常の triphone音響モデルを図５．６に示すように，各音素環境に対して定義する．
この図の例では，先行音素が t，後続音素が kの中心音素 a のモデルと，先行音素が a，後
続音素が i の中心音素 kのモデルの例である． 
音節強調発声の音響的特徴を，既存の音響モデルを利用してモデル化することが可能と
なるため，学習データを追加する必要がなくなる．また全体としては状態数を増やすこと
となり，各状態が表現する分布を広げることなく音節強調発声に対応できると共に，デコ
ードの際，ゆう度が最も高くなる経路が選択されるため，認識辞書の拡張や発話スタイル
ごとの音響モデルの切り替えも不要となる． 
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５．５ 評価実験 
本節では評価実験を通して，提案手法の有効性を確認する． 
 
５．５．１ 実験条件 
評価実験で実際に用いた音響モデルは次のようにして構築した．本手法では基本的にベ
ースライン音響モデルを使用した．提案手法で用いる後続音素環境が無音の母音モデルは，
ベースライン音響モデルに含まれる該当母音モデルをそのまま利用した．また，先行音素
環境依存 biphone 母音モデルについては，ベースライン音響モデルの学習に使用した学習
データを用いて構築した，状態数 1,400，ガウス混合分布数５の性別依存，先行音素環境依
存 biphone音響モデルを新たに構築し，その中の該当母音モデルを使用した． 
評価データには，５．５．２から５．５．４の評価実験に関しては，５．３．２で収録
した通常発声データと意図的に発声した音節強調発声データを使用している．５．５．５
では，誤認識をシミュレートする収録装置により新たに収録した，誤認識時の言い直し発
話を使用している． 
 
５．５．２ 認識実験結果 
本提案手法を用いた場合の，音節強調発声に対する認識結果を図５．７に示す．この結
果より，話者適応を行ったベースライン音響モデルと比較し，話者適応を行わない提案手
法の方が良好な結果が得られていることがわかる．しかしながら，提案手法を用いた場合
でも，話者 5 のように単語正解精度が 10％未満の話者が含まれている．この原因を分析す
るため，提案手法で用いたベースライン音響モデルによる音節強調発声の音響ゆう度を調
査した．調査は，ベースライン音響モデルを用いて音素アライメントをとり，話者ごとに
音響ゆう度を算出し，そのゆう度を比較することで行った．音素アライメントによる音響
ゆう度と，提案手法による認識率の関係を図５．８に示す．この図より，音響ゆう度の比
較的大きい，すなわちベースライン音響モデルとの音響的な特徴空間が比較的近い話者ほ
ど，提案手法による認識性能が良いことがわかる．音響ゆう度が小さい話者５は，提案手
法で用いた音響モデルとのスペクトル的特徴のずれが大きすぎるため，提案手法が効果的
に働かなかったと考えられる．話者１や話者 10は音響モデルとのスペクトル的特徴のずれ
が小さく，提案手法が効率よく働いていることから，これらの話者はスペクトル的特徴の
変化は少ないものの，ベースライン音響モデルの有するモデル構造では十分に表現するこ
とのできなかった発話スタイルになっていると判断できる． 
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図５．８ ベースライン音響モデルを用いた場合の音響ゆう度と，提案 
手法による単語正解精度 
 
５．５．３ 話者適応との併用による提案手法の認識性能 
各話者と提案手法で用いるベースライン音響モデルの間の音響的特徴空間を近づけるこ
とで，提案手法がより効果的に働くことが期待できる．そこで，話者適応を行った音響モ
デルを用いて提案手法を行った場合の評価実験を行った．ベースライン音響モデルとして
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５．３．２で用いた話者適応モデルを使用した．また，後続音素環境が無音の母音モデル
には，同じ話者適応モデル内の該当母音モデルをそのまま使用した．先行音素環境依存
biphone 母音モデルは，５．５．１にて構築した biphone 音響モデルを５．３．２の話者
適応モデルと同一の条件で適応したモデルを使用した． 
図５．９に話者適応と併用した提案手法の認識結果を示す．話者適応を併用することに
より提案手法が効果的に働き，認識性能の改善の小さかった話者５に対しても認識性能を
大きく改善することができた．また話者１や話者 10に関しては，単語正解精度が 80％まで
改善した． 
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図５．９ 話者適応を併用した提案手法を用いた場合の音節強調 
発声の単語正解精度 
 
５．５．４ 通常発声に対する効果 
提案手法を用いることで，音節強調発声に対する認識性能の改善が確認できたが，通常
発声に対して逆に認識性能が劣化する可能性がある．本節では，通常発声に対する提案手
法の効果を調査した．音響モデルは，５．５．１で用いた，話者適応を行っていないモデ
ルを用いた．表５．２に話者ごとのベースライン音響モデルと提案手法を用いた場合の単
語正解精度を示す．この表より，提案手法はベースライン音響モデルと比較し，平均単語
正解精度で２％改善している．表５．３に，後続音素環境が無音の母音モデル，先行音素
環境依存 biphone 母音モデルのみをマルチパス化した場合の通常発声と音節強調発声の単
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語正解精度を示す．これらの結果より，提案手法において追加した後続音素環境が無音の
母音モデル，先行音素環境依存 biphone 母音モデルは，ベースライン音響モデルの効果を
妨げていないということがわかる．また通常発声においても後続音素環境が無音の母音モ
デル，先行音素環境依存 biphone 母音モデルの方が，マッチングが良い区間が存在するた
め，全体として若干ではあるが認識性能が改善している． 
 
表５．２ 提案手法を用いた場合の通常発声の単語正解精度（％） 
ベースライン
音響モデル
1 75.8% 80.8%
2 78.6% 79.3%
3 87.3% 88.0%
4 78.6% 84.8%
5 80.6% 80.0%
6 81.4% 80.0%
7 81.3% 85.2%
8 73.8% 75.9%
9 74.4% 74.4%
10 75.0% 77.9%
平均 78.4% 80.4%
話者 提案手法
表５．３ モデルごとの単語正解精度 
ベースライン 後続音素 先行音素環境
音響モデル 環境が無音の 依存biphone
母音モデル 母音モデル
通常発声 78.4% 79.4% 79.4%
音節強調発声 -15.9% 41.9% 29.0%
 
５．５．５ 言い直し発話に対する効果 
前節までの結果より，意図的に発声した音節強調発声に対して提案手法が有効であるこ
とを示した．ここでは実際の使用場面における，より現実的な言い直し発話を用いて評価
を行う．５．２．１にて用いた収録装置を用いて，５．２．１と同じ５名の被験者より文
章の言い直し発話を収録した．収録方法も５．２．１と同様で，単語ではなく連続音声認
識でデータを収録している．入力すべき文章を画面に表示し，被験者から入力された音声
に対する認識結果を表示する．文章全体が正しく認識されるまで，同一文章の音声入力を
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促すようになっている．認識結果については，正しく認識された場合は，その認識結果の
文章を表示する．誤認識の場合は，誤認識が発生したことのみを画面に表示し，どのよう
に誤認識したかなどの情報は一切与えないものとした． 
また，認識誤りについても全体の 40％の文章に対して発生するようにしている．誤認識
する文章の 50％が１回目，25％が２回目，12.5％が３回目，４回目の言い直しで正しく認
識するようにしている．このシステムを用い，５．２．３でデータを収録した５名の被験
者から 50文章，言い直しを含めると 88文章の音声データを収録した． 
図５．１０に，収録したデータにおける言い直し発話に対する単語正解精度を示す．こ
の図より話者適応を用いない場合，提案手法はベースラインと比較して平均で 4.0％，話者
によっては単語正解精度が 8.3％改善しており，実際の言い直し文章発話に対しても，提案
手法が有効であることがわかる．話者１においては話者適応を行うよりも，話者適応を併
用しない提案手法の方が高い認識率を示しており，話者適応だけでは十分な認識性能が得
られない発話スタイルであることがわかる．話者適応を併用した場合は，話者適応のみの
場合と比較し，若干認識性能が低下する話者もいるが，提案手法が効果的に働いているこ
とがわかる．特に話者適応だけでは認識性能の改善が小さい話者において，提案手法との
併用による効果が大きく現れていることがわかる．  
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図５．１０ 提案手法を用いた言い直し発話に対する認識性能 
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５．６ 考察 
本章では，意図的に発声した音節強調発声のデータを用い，提案手法における後続音素
環境が無音の母音モデル，先行音素環境依存 biphone 母音モデル，１状態無音モデルの効
果について考察する． 
 
５．６．１ 提案手法における各モデルの効果 
ここではマルチパスモデルとして追加した，後続音素環境が無音の母音モデル，先行音
素環境依存 biphone 母音モデルの効果について調査した．調査の方法としては，音節強調
発声をデコードする際の，それぞれのモデルの選択比率と単語正解精度との関係を調べる
ことで行った．この際，後続音素環境が無音の母音モデル，先行音素環境依存 biphone 母
音モデルそれぞれの影響を区別するため，どちらか一方のモデルのみをマルチパス化した
音響モデルを用いて行った． 
表５．３の結果から，音節強調発声に対しては，先行音素環境依存 biphone母音モデル
より後続音素環境が無音の母音モデルの方が効果があることがわかる． 
図５．１１に，話者ごとに後続音素環境が無音の母音モデル，先行音素環境依存 biphone
母音モデルのみをマルチパス化したモデルを用いた場合の単語正解精度を示す．この結果
は，表５．３の音節強調発声に対する認識性能を，話者ごとに示したものである．図５．
１１より，話者４や話者５に関しては，先行音素環境依存 biphone 母音モデルの効果は少
なく，後続音素環境が無音の母音モデルが効果的に働いていることがわかる．このことよ
り，話者４や話者５は，音節間に無音区間が多く含まれるような発話スタイルになってい
ることがわかる．これに対して他の話者は，後続音素環境が無音の母音モデル，先行音素
環境依存 biphone 母音モデルそれぞれ効果的に働いており，音節間の連続性が変形してい
ることがわかる． 
図５．１２に後続音素環境が無音の母音モデル，先行音素環境依存 biphone母音モデル
の選択比率と，認識改善率を示す．認識改善率は，各母音モデルをマルチパス化した場合
の単語正解精度と，ベースライン音響モデルによる単語正解精度の差で示している．図中
における各点は話者を表したものである．この図より，後続音素環境が無音の母音モデル
に関しては，その選択比率が高くなるほど，認識改善率が大きくなっており，音節強調発
声において音節間に無音区間が発生する発話スタイルが認識システムの認識性能に大きな
影響を与えていると考えられる． 
先行音素環境依存 biphone母音モデルに関しては，各話者同程度の選択比率となってお
り，その改善率にも大きな差はなかった． 
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図５．１２ モデル選択比率と認識改善率 
 
５．６．２ 1 状態無音モデルの効果 
HTK[12]などにおいても，スキップ可能な１状態の無音モデルを用いることができる．
しかしながらHTKでは単語間の接続部分に限定されているため，提案手法における１状態
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の無音モデルとは効果が異なる．ここでは，１状態の無音モデルの効果を調査する． 
図５．１３に，後続音素環境が無音の母音モデル，先行音素環境依存 biphone母音モデ
ルの両方に，音節間の１状態の無音モデルを用いた場合と用いない場合の認識性能を示す．
この図より，１状態の無音モデルを追加することで，各話者認識性能が改善しており，平
均で 7.3％単語正解精度が改善していることがわかる．特に話者４に関しては大きく改善し
ており，この話者の発声において，音節間に無音区間が多く挿入されていることがわかる． 
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図５．１３ 無音モデルの有無による単語正解精度 
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５．７ 結言 
誤認識時の言い直し発話に含まれる音節強調発声に頑健な，音声認識手法について提案
し，その有効性を確認した． 
音響的特徴の変化について調査した結果，誤認識時の言い直し発話においては，音節間
の音響的特徴，連続性が変形するとともに，音節間に無音が存在する孤立音節発声にむけ
て発話スタイルが変形する，音節強調発声になることが明らかになった．また多い人で，
言い直し発話の 25％程度が，音節強調発声になっていることも明らかになった． 
収録した言い直し発話を用いた認識実験を行った結果，通常の発話と比較し，音節強調
発声は認識性能が著しく劣化することを示した．音節強調発声は音響的特徴の変化が大き
すぎるため，話者適応などでは十分な認識性能の改善は得られなかった． 
以上の結果を踏まえ本章では，音節強調発声の音響的特徴を考慮したモデル構造を有す
る音響モデルの構築を提案した．この手法は，音節強調発声の音響的特徴である音節間の
音響的特徴，連続性の変化に対しては先行音素環境依存 biphone 母音モデルを利用するこ
とで，孤立音節発声に近い発声に対しては後続音素環境が無音の triphone 母音モデルをマ
ルチパス化することで，それぞれの音響的特徴を吸収するものである．それぞれの母音モ
デルは，既存の音響モデルの学習データを利用して構築できるため，新たに学習データを
収録する必要はない． 
認識実験を行った結果，学習データの追加や認識辞書の拡張等を行うことなく，ほとん
ど認識できなかった，意図的に発声した音節強調発声に対して平均 50％，話者適応を併用
した場合で平均 70％の単語正解精度を得ることができた．また，通常の発声においても若
干ではあるが認識性能が改善した．これは通常の発声においても，局所的には後続音素環
境が無音の母音モデル，先行音素環境依存 biphone モデルの方がマッチングの良い区間が
存在ためである．以上の結果より提案手法は，音節強調発声の出現を検出することなく，
通常発声，音節強調発声両方に対して認識性能を改善可能であることを示すことができた． 
本章を通じて，モデルパラメータだけではなく，認識対象音声の音響的特徴が表現でき
るモデル構造の検討などが，発話スタイルの変動に対しては重要であることを示した．統
計的手法の導入により飛躍的に性能が向上した音声認識であるが，認識対象の音響的特徴
分析を通じたモデル構造の検討など実験的アプローチも，今後の音声認識研究においては
重要であることを示した． 
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第 6 章 
結論 
 
 111
本論文では，音響モデルの構築方法を中心に，発話スタイルの変動に頑健な音声認識手
法について研究を行った． 
まず第２章で，隠れマルコフモデル（hidden Markov model；HMM）を用いた音声認
識の基本的な手法についてまとめた．音声認識技術の進展や計算機能力の向上により，認
識性能が飛躍的に向上したとは言え，現状の音声認識には多くの課題が残されている．発
話スタイルの変動による認識性能の劣化もその一つである．第２章は，発話スタイルの変
動に頑健な音声認識手法の研究を行うにあたり，現状の音声認識の基本的な手法と，発話
スタイルの変動により認識システムがどのように影響を受けるかについてまとめたもので
ある．本論文の研究対象である音響モデルの構築方法が，認識システムにおいてどのよう
に位置付けられるかを明確にしている． 
第３章は，国際電気通信基礎技術研究所（ATR）で収録された 3,700 人規模の多数話者
音声データベースを用いた研究内容に関するものである．自然発話音声を高精度に認識す
るためには，自然発話研究のためのデータベースの整備が不可欠であり，本データベース
もこのような観点から構築されたものである．第３章ではこのデータベースの概要につい
てまとめると共に，このデータベースを用いた音響モデル構築について論じた．具体的に
は，地域や年齢の違いによる音響的特徴の違いや，これらの違いが認識性能に与える影響
について，音響分析や認識実験を通じて明らかにした．地域や年齢の違いによる音響的特
徴の違いや，地域別，年齢別音響モデルの構築により認識性能が向上することについては，
古くから言われていることであるが，実際に多数話者音声データベースを用いてその違い
を明らかにしたことは，音声研究において大きな意味を持つものである．さらに発話スタ
イルの違いによる音響的特徴の違いについても調査することができたことから，本データ
ベースが研究用大規模音声データベースとして有効であるとも，明らかにすることができ
た． 
第４章では，自由発話の一つである講演音声認識において認識性能を向上するためのデ
コーディング手法，および音響モデル構築手法について研究し，発話速度の変動を考慮し
た，より精度の高い音響分析の重要性を示した．現状の音声認識システムは，認識時にお
ける計算機コストと認識性能のバランスから，分析周期・窓長は実験的に決定された値で
固定される場合が多いが，発話速度の変動による認識性能の劣化を考えると，高い精度で
の音響分析を行うための，発話速度に依存した分析手法を検討する必要がある．この意味
で，ゆう度基準により分析周期・窓長を選択する提案手法は有効である．本研究で提案し
た手法は，１発話内では発話速度が一定であるとの仮定のもとでの認識手法であるが，１
発話内での発話速度変動までを考慮した音響分析手法や音響モデル構築方法へも展開が可
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能である． 
第５章においては，誤認識時の言い直し発話の音響的特徴を分析することで，多くの学
習データを収集することなく，誤認識時の言い直し発話に対する認識性能を改善する手法
を提案した．誤認識時の言い直し発話を分析することで，言い直し発話において音節強調
発声の出現頻度が増加することを明らかにするとともに，その音響的特徴の変化の傾向を
モデル化することで認識性能が改善できることを示した．HMMを用いた音声認識では現在
まで，より多くのデータを収集することで認識性能の改善を図ってきたが，発話スタイル
の変動に対する認識性能の向上のためには，多くのデータを収集するだけではなく，その
発話スタイルを効率良くモデル化するための手法の検討が有効であることを，本研究を通
じて示すことができた．誤認識の発生を避けることができない音声認識システムにおいて
は，言い直し発話に対する認識性能の劣化をいかに防ぐかが，重要な課題であることは言
うまでも無く，本研究成果は単語正解精度だけでは表すことのできない認識システムの性
能（音声対話システムでは，タスク達成率など）に対して大きく貢献するものである． 
統計的手法の導入と大規模音声データベースの構築により，飛躍的に性能が向上した音
声認識技術ではあるが，いまだシステムの認識対象となる発話スタイルは限られている．
より多くの発話スタイルに対して認識性能を向上するため，それら全ての発話スタイルに
対応する音声データベースの構築を待っていては，音声認識技術の利用範囲を拡大するこ
とはできない．限られたデータを分析し，各発話スタイルを効率よく分析，モデル化でき
る音声認識手法を研究することが，音声認識技術の利用範囲の拡大において重要であるこ
とを，本論文を通じて明らかにした． 
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す．本研究をまとめるにあたり，多岐にわたるアドバイスをいただいた三洋電機(株) 研究
開発本部ヒューマンエコロジー研究所ホームアメニティ研究部 蚊野 浩部長，大倉計美課
長に厚く御礼申し上げます．音声合成の視点から，さまざまな技術ディスカッションを行
っていただいた平井啓之主任をはじめ，三洋電機(株) 研究開発本部ヒューマンエコロジー
研究所ホームアメニティ研究部の皆様に深く感謝いたします．  
最後に，仕事を持ちながら家庭を守り，且つ精神的な支えとなってくれた妻 綾子，一緒
に遊びたいのを我慢し，小さいながらに協力してくれた長女 雪乃に心から感謝いたします． 
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