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Abstract
Minimalist Models for the Pre-unfolding Oscillations and Photo-switching Properties of Single
GFP-like Molecules
Hanbing Lin
Jian-Min Yuan, PhD
Green fluorescent proteins (GFP) and GFP-like proteins have become one of the most important
tools for imaging of biological processes in live cells. They exhibit photo-switching properties, which
include photo-activation/deactivation and color switching.
Single GFP-mut2 molecule immobilized in silica gels exhibits interesting oscillatory behaviors,
right before it unfolds in the presence of denaturants. These oscillations are attributed to the
switching between a neutral and an anionic chemical state of the chromophore. The associated
off-time distribution of green fluorescence also changes from an exponential curve of the native state
to a near-Gaussian distribution caused by the unfolding process. To understand the nature of this
oscillatory behavior as well as other photo-switching properties of GFP-like molecules, we have
carried out a theoretical study of these proteins using stochastic dynamics. Two stochastic methods
are employed: one is analytical and the other is numerical, solving a set of rate equations based on
the Gillespie algorithm. Aiming at constructing a minimalist model for the oscillatory behaviors we
have examined a three-state, a four-state, as well as a six-state model for such processes. Within
physically reasonable ranges of the transition rates, a three-state model cannot explain observed
effects of GFP-mut2 and a four-state model is sufficient in generating off-time distributions peaking
near the observed values. However, for the same set of rates, the intensities of the fluorescent
emissions do not agree with the observed values. The six-state model does give results in reasonable
agreement with the experiment data for GFP-mut2. A sensitivity analysis is also carried out to
determine the effects of transition rates on the fluorescent intensities.
The methods can also be applied to other photo-switching GFP-like fluorescent proteins, which
we demonstrate with the example of Dronpa.

1Chapter 1: Introduction
A protein is a linear chain built from 20 types of amino acids.[1] In the proper solvent, it folds into
its native state. Proteins are essential for living organisms. There are structural and functional
proteins. Structural proteins are the building blocks of living cells, while functional proteins are
made for specific jobs, such as storing energy of matter (Myoglobins, for example), or catalyzing a
reaction (enzymes).
Figure 1.1: amino acids
Each amino acid (H2NCHRCOOH), as shown in Fig-
ure 1.1, is a carbon atom with four ligand positions,
which carry a Carboxyl group (COOH), an Amino group
(NH2), a hydrogen atom and a side chain R that deter-
mines the specific type of the amino acid. The 20 standard
amino acids can be divided into four groups:
1. Amino acids with nonpolar (hydrophobic) residues,
2. Amino acids with uncharged polar residues,
3. Amino acids with negatively charged (acidic) R groups,
4. Amino acids with positively charged (acidic) R groups.
The amino acids are linked together by peptide bonds. As shown in Figure 1.2, the Carboxyl group
of one amino acid connects to the Amino group of the next one. The sequence of the amino acids
decides the primary structure of the protein. The chain can fold into a α-helix or a β-sheet, which
is called the secondary structure. The α-helices and β-sheets are then packed into a compact unit.
A protein can take many different conformations, or substates. For example, hemoglobins should
have at least two substates, bounded with O2 or not. Different conformations are essential for
proteins to perform some functions. The energy landscape of a protein is rather complex and the
2Figure 1.2: peptide bond
dynamics of a protein involves equilibrium fluctuations which leads from one substate to another,
and nonequilibrium motions that are related the function of the protein, for instance, bonding of O2
leads a hemoglobin from one substate to another. [1]
Atoms or groups of atoms containing the electrons that participate in an excitation are called
chromophores. For the transition in the range from 200 to 800 nm, chromophores must contain
loosely bound electrons. The wavelength of an absorption band is proportional to L2, the square of
the linear dimension of the radiating system.[1] There are different types of chromophores, some occur
naturally in proteins, such as the aromatic amino acids Phe, Tyr, and Trp, some introduced chemi-
cally or through genetic engineering, such as dye molecules specifically attached to biomolecules.[1]
1.1 The Brief History of the Green Fluorescent Protein
The green fluorescent protein (GFP) is the founding member of a family of GFP-like proteins. It is
composed of 238 amino acid residues that exhibits bright green fluorescence when stimulated by blue
light. It was first isolated from jellyfish Aequorea Victoria in 1962 by Shimomura. He mentioned in
the footnote of his paper on aequorea, a bioluminescent protein extracted from Aequorea Victoria:
“A protein giving solutions that look slightly greenish in sunlight though only yellowish under tung-
sten lights, and exhibiting a very bright, greenish fluorescence in the ultraviolet of a Mineralite, has
also been isolated from squeezates”.[2] He discovered that the mechanism of bioluminescence of this
jellyfish involves intermolecular energy transfer. The bioluminescent protein aequorea releases blue
light after interactions with Ca+2 , and the other fluorescent protein, later named green fluorescent
protein, emits green light after absorbing the blue light.[3] This explains why the jellyfish Aequorea
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from it emits blue light with peak wavelength λmax = 470nm on addition of Ca
2+.[3] Shimomura
characterized the structure of the GFP chromophore as 4-(p-hydroxybenzylidene)imidazolid5-one in
1979.[4] Later studies confirmed this structure. One of the most intriguing feature of GFP is that
its chromophore is formed through autocatalytic postranslational cyclization of a peptide from its
own backbone structure. Tsien proposed the autocatalytic biosynthetic mechanism for chromophore
formation.[5] Prasher cloned GFP and revealed its sequence which is composed of 238 amino acid in
1994 and proposed to use it as a protein tracker in cells.[6] It was expressed in Escherichia coli[7, 8]
and eukaryotic (Caenorhabditis elegans) cells[7]. The expression of GFP is achieved by inserting
GFP gene at the end of a protein gene but before the stop codon which signals the end of protein
production.[7] The expression and fluorescence of GFP does not require additional gene products
from A. victoria, which suggests that the chromophore can form in the absence of other A. victoria
products. That and the fact that GFP does not seem to have a toxic effect on the cells make GFP
a promising candidate for monitoring gene expression and protein localization in living organism.[7]
The crystal structure of GFP was reported in 1996. It consists of eleven beta-strands which make
up a β-barrel and an α-helix chain runs through the center of the β-barrel. The chromophore, which
is connected to the α-helix chain and located in the middle of the β-barrel, is responsible for the
fluorescence.[9, 10] GFP has been widely used in molecular imaging, due to its small size, its stability,
as well as the fact that its chromophore forms through autocatalytical cyclization and it fluoresces
without any other proteins, substrates or cofactors. For their exciting work, Martin Chalfie, Osama
Shimomura and Roger Y. Tsien received the Nobel Prize in Chemistry in 2008.
1.2 Sub-states of GFP
The wild type GFP (wt-GFP) from Aequorea Victoria has a major excitation peak at a wavelength
of 395 nm and a minor one at 475 nm,[3] as shown in Figure 1.3, which indicates the existence of
at least two chemically distinct sub-states.[5] In normal solution its emission peak is at 508-509 nm,
which is in the lower green portion of the visible spectrum, with a shoulder at 545 nm.[11, 3] The
pH value of the solution has a strong influence on the amplitudes of the excitation peaks.[12, 13, 5]
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4Figure 1.3: The normalized absorption and emission spectrums of the wt-GFP.[28] The solid
line is the absorption spectrum while the dashed line is the emission spectrum. The x-axis is
the wavelength of light, λ (nm).
At pH 12.2 the excitation maximum is shifted from 398 nm to 476 nm with the excitation shoulder
increased nearly 2-fold while the major peak (at 398 nm) decreases in strength by 3-fold compared
to those in a neutral solution.[12] A simple explanation of this is that there are neutral and anionic
species.[5, 14, 15] It is proposed that there are three ground state forms, including a neutral form,
which is responsible for the shorter excitation peak, an anionic form, which is responsible for the
475 nm excitation peak, and intermediate form, which is also anionic but with a conformation
that is closer to the neutral form.[14] These species are capable of interconverting, both in excited
states and in ground states. The excited state of the neutral decays rapidly to form the excited
state of the intermediate species, through excited state proton transfer,[14, 16] as shown in Figure
1.4 The ground state conversion from the intermediate form to the neutral form involves external
proton transfer,[16] which is the proton transfer between the chromophore and the solution, thus is
pH sensitive, unlike internal proton transfer, which occurs within the protein. The interconversion
between the intermediate form and the anionic form involves conformation changes.
1.3 Single-molecule fluorescence spectroscopy
Single-molecule experiments can reveal information that is hidden in conventional methods, which
measure ensemble-average properties of molecules.[17, 18] Single-molecule methods permit detection
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neutral form of GFP (state A) is excited, it is converted into an intermediate form (state I)
through excited state proton transfer. And the intermediate form and the anionic form (state
B) are interconvertable through conformation changes.
and characterization of individual members, thus recovering the information lost in an ensemble av-
erage, for instance, distributions, fluctuations and time trajectories of observables.[19] Distributions
of observables, of course, provide us more insights into a complex system than an ensemble average
does. Single-molecule experiments are particularly useful in the studies of non-equilibrated systems
that display oscillatory behaviors.[20] It leads to direct measurement of trajectories and stochastic
fluctuations.
Single-molecule fluorescence spectroscopy has emerged as a powerful tool for characterizing the
properties and interactions of biomolecules, with the rapid development of single-molecule fluores-
cence detection and measurement techniques.[21, 22, 23] It requires: (i) only one molecule in the
irradiated volume is in resonance with the laser, and (ii) the signal from the single molecule is larger
than that from any interfering background signal.[22] The goal of single-molecule fluorescence spec-
troscopy is to use the fluorescence of a molecule to study its structure, environment and movement.
In 1989, Moerner et al. observed the optical-absorption spectrum of single molecules in a host crystal
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6at liquid-helium temperatures with doubly modulated absorption.[24] In 1990, Orrit et al. succeeded
using the same system but with fluorescence excitation instead of doubly modulated absorption.[25]
These developments show the feasibility of the optical study of a single molecule. Besides fluo-
rescent molecules, Single-molecule fluorescence spectroscopy can be used to study non-fluorescent
molecules through various labeling schemes, with which single molecule fluorescent probes are at-
tached to macromolecules, for example, site-specific attachment of small dyes as used in fluorescence
resonance energy transfer (FRET), as well as fusion of GFP. However, to analyze single-molecule
fluorescence spectrum, we need to develop stochastic methods.
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Intermittency, or blinking is a feature of fluorescence traces of single emitters.[26, 27] Almost all
single emitters blink, GFP at single-molecule level is no exception. When GFP is used as a bio-label
to investigate the dynamics of a macromolecule and its environment, it is assumed that any changes
in the fluorescence of GFP is caused by the macormolecule and its environment change. It will be
problematic if the fluorescence of GFP undergoes changes on its own. On the other hand, if we
understand the mechanism of the photo-switchings of GFP and are able to control it, GFP can be
potentially used in high resolution imaging and data storage. Much research has been dedicated to
the designing and studying of GFP homologs with such properties in recent years. Photo-activatable
GFP-like proteins represent a new generation of specialized fluorescent tools.
2.1 Experimental Evidence
The photoswitchings of GFP homologs are mainly observed in single-molecule fluorescence spec-
troscopy and cell imaging experiments. By photo-switching, we mean three different phenomena.
First of all, it is the photo-driven blinking, that is the fast on and off behavior. Secondly, there
is bleaching, that is the photo-driven deactivation of the fluorescence which in some cases can be
re-activated with light at a certain wavelength. And at last, it can also refer to the switching be-
tween emissions of different colors. In this section, I list some of the experimental observations of
the photo-switching behaviors of different GFP mutants and GFP-like proteins.
2.1.1 Blinking and Bleaching of GFP mutants
Many GFP mutants that have been designed can be divided into seven classes based on the distinc-
tive components of their chromophores: class 1, wild-type mixture of neutral phenol and anionic
phenolate; class 2, phenolate anion; class 3, neutral phenol; class 4, phenolate anion with stacked
pi-electron system (yellow fluorescent proteins); class 5, indole (cyan fluorescent proteins); class 6,
imidazole (blue fluorescent proteins); and class 7, phenyl.[28]
8Here are some of the notable GFP mutants that might come up in discussions in this thesis:
Enhanced green fluorescence protein (EGFP) belongs to class 2, with double mutation S65T/F64L,
which means the serine at location 65 of GFP has been replace by theronine and the phenylalanine
at location 64 is replaced by lysine. The S65T mutation is responsible for the increased emission
intensity[29], while the F64L mutation increases the folding efficiency and accuracy at 37 ◦C[30].
Mutants with Ser 65 replaced by Thr, Ala, Leu or Cys all show single excitation peaks located
at 470-490 nm, which corresponds to the absorption peak of the anionic form of the wild type GFP
(wt-GFP), but their amplitudes are four- to six-fold greater than that of wt-GFP.[29]
Color mutations have also been made, for example, yellow fluorescence proteins with mutation
S65G/S72A/T203F or S65G/S72A/T203Y in class 4. Aromatic residues His, Trp, Phe, or Tyr at
position 203 increase the emission and absorption wavelengths, with Gly or Thr at position 65 to
promote ionization of the chromophore.[9]
Single-molecule GFP experiment reveals behaviors of GFP that are unobservable in bulk studies,
one of which is its “blinking”. In 1997, Dickson et al. reported that the two yellow-fluorescing GFP
mutants just discovered, named T203F and T203Y, with triple mutations S65G/S72A/T203F and
S65G/S72A/T203Y respectively, underwent repeated cycles of fluorescent emission “blinking” on
a timescale of several seconds while excited by 488-nm light, and each GFP molecule generally
ended in a non-fluorescent state after emission of around 106 photons and could stay non-emissive
for longer than 5 minutes, while excitation at 405 nm would regenerate the fluorescence.[31] The
on-time histograms were fitted by single exponentials with time constant of 0.85 s for T203Y and
0.71 s for T203F and the off-time histograms for both mutants showed bi-exponential decays with
a short decay time of around 1 s and a decay time longer than tens of seconds, corresponding to
blinking and switching off respectively.[31]
Peterman et al. reported similar results on their single-molecule fluorescence experiment with
EGFP (F64L/S65T) and a yellow-fluorescing mutant of GFP “10C” (S65G/V68L/Q69K/S72A/T203Y)
trapped in water-filled pores of agarose and poly(acylamide) gels.[32] Their results include: (i) The
on-time histograms can be fit with single exponentials and the decay times are very similar for three
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depends strongly on the excitation intensity, (iii) the termination of the off-time might not be driven
by the 488-nm light, but rather spontaneous.[32]
In 1997, Pierce et al. also observed disappearing and reappearing of S65T mutant of GFP
proteins in a single-molecule imaging experiment.[33] The rate of photo-bleaching was measured to
be linearly related to laser power and was not influenced by molecular oxygen from the solution.[33]
Imaging experiments with near-field scanning optical microscope on the same mutant confirmed the
on-off of the fluorescence emission at time scales from 10−4 to 103 s,[34, 35] and that the on-time
becomes shorter at high excitation intensity.[35]
GFPmut2, a fluorescent GFP mutant (S65A, V68L, S72A), also exhibits fast blinking followed
by photo-bleaching.[36] However, irradiation of laser with the wavelength corresponds to the shorter-
wavelength absorption peak does not recover the fluorescence.[36]
Patterson et al.[37] discovered that T203H variants of GFP, after intense irradiation with 413
nm light, increases fluorescence 100 times when excited by 488 nm light. It is named PA-GFP with
PA standing for photoactivatable.
2.1.2 Pre-unfolding blue and green switching of GFP mut2
GFPmut2, with a triple mutation S65A/V68L/S72A, has enhanced fluorescence emission with re-
spect to wild type GFP and high yield of protein due to a more efficient folding at 37◦C[30]. Unlike
EGFP, GFPmut2 still has two absorption peaks, with one major emission peak.[36]
Baldini et. al[38, 39, 40] reported that in single-molecule fluorescence spectroscopy experiments
in the presence of denaturants, the observation of periodic oscillations in green and blue fluorescence
immediately before GFPmut2 unfolded. The results are shown in Figure 2.1. They recorded the
blue and green fluorescence from single GFPmut2 molecules trapped in silica gels simultaneously.
With a sample time of 100 µs, the average green fluorescence intensity is around 7 photons/ 100µs
and the average blue fluorescence intensity is around 5 photons/ 100µs. In the native state of
GFP, the off-time of green fluorescence follows exponential decay with an average lifetime around
140 µs. However, with denaturants added and right before it unfolds, the off-time follows a tilted
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Figure 2.1: Fluorescence of Single unfolding GFPmut2 and the off-time distributions.[38]
A) molecules in the neutral state, B) molecules in the anionic state, C) GFPmut2 fluorescence
acquired in the blue (top) and green channels (bottom) with a sample time of 100 µs, D) Number
of fluorescent proteins versus time, E) fluorescence during blinking, F) off-time distribution
during blinking, G) Fluorescence trace in the 4.000- to 4.008-s window with a sample time of
10 µs, H) The off-time distribution of the green fluorescence, I) Fluorescence trace during the
pre-unfolding stage with a sample time of 100 µs, J) The off-time distribution of the green
fluorescence during the pre-unfolding stage.
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Gaussian distribution with a peak value around 0.64 ms.[38] The regular switching lasts only tens
of milliseconds before full unfolding is achieved and the frequency is independent of the denaturant
agent, but is affected by the viscosity of the chosen host matrix and is also correlated to the unfolding
time.[39] With each host matrix, there seems to be a set of possible switching frequencies that are
independent of excitation intensities.[39, 40] Each molecule displays only one of these switching
frequencies while unfolding, but might shift to another one after being refolded.[39, 40]
2.1.3 Photo-switching of GFP-like proteins
Many GFP-like proteins have been discovered as well.[41] They all share the same β-barrel structure,
with a chromophore, which is formed through autocatalyzation, in the middle. While the residue
at position 65 might vary, Tyr66 and Gly67 are conserved in all natural GFP-like proteins. While
some Homologs of GFP like those discovered in the anthozoa sea pansy Renilla[42] and the colonial
hydroid Obelia[43] emit green light, GFP-like proteins show a great variety in emission colors.
GFP-like protein drFP583 (“dr” identifies the species being Discosoma sp. “red”, and 583 is
its emission peak) from Anthozoa species has an absorption peak around 558 nm and an emission
peak around 583 nm.[44] It is commercially available as DsRed. DsRed at single-molecule level
also displays on-off blinking and bleaching.[45] Single-molecule fluorescence time traces show that
the proteins are bleached after illuminations with the distribution of the on-times following an
exponential decay, and the on-times decrease as the excitation intensities increase.[46] It has been
reported that on irradiation of light at 532 nm, the absorption peak of DsRed shifts to 574 nm
and a new band appears at 386 nm.[47, 48] Interestingly, while the fresh DsRed emits with a major
peak at 583 nm regardless of the excitation wavelength, the photoconverted DsRed emits with a
major peak at 500 nm and two shoulders around 450 nm and 600 nm, while excited at 390 nm, but
excitation at 460 nm only gives rise to fluorescence peaking at 500 nm.[47]
The tips of the tentacles in the sea anemone Anemonia sulcata get their strong purple color from
a naturally nonfluorescent GFP-like protein asFP593.[49] It has an absorption peak around 573 nm,
which is why it appears to be purple and very weak emission (quantum yield < 0.001) that peaks
around 593 nm.[49, 50] Its emission intensity increases dramatically following a 10-20 s exposure to
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Figure 2.2: cis trans isomers
green light, slowly decreases in the absence of green light, and can be quenched by blue light.[49, 50]
One of the most remarkable photoswitching GFP-like proteins engineered is Dronpa.[51] Dronpa
is a monomeric form of 22G, an oligomeric fluorescent protein with a major absorption peak at 503
nm and a minor peak at 390 nm at neutral pH. It can be switched on and off rapidly and repeatedly.
Strong excitation at around 490 nm bleaches it more efficiently than other fluorescent proteins, and
it regained its green fluorescence completely with minimal irradiation at around 400 nm.[51]
2.2 Interpretations
It has been suggested that the switching of GFP, which results in the long off-time, is due to the
transition from an anionic form of the chromophore to an neutral form of the chromophore and the
blinking of GFP, which results in the short off-time around 1 s, is due to the transition from an
anionic form to another unknown non-emitting form.[31]
A study of the bare chromophore shows that the fluorescence depends on the chromophore envi-
ronment, the fluorescent form is a phenolate anion of the chromophore and inhibition of cis/trans iso-
merization is responsible for the highly efficient green light emission of GFP.[52] Quantum-chemical
studies have also suggested that cis/trans photoisomerization plays a role in the photochemistry
and photophysics of GFP.[53, 54] The cis and trans configurations refers to the conformations with
the substituent groups on the same side and the opposite sides of a carbon-carbon double bonds,
respectively, as shown in Figure 2.2 The cis and trans isomers have the same atoms, but different
geometric conformations, thus different properties. The cis isomer is a polar molecule, and the trans
isomer is overall nonpolar.
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Fluorescence correlation spectroscopy studies on S65T mutant of GFP, EGFP (F64L/S65T)[16],
yellow mutants T203Y and T203F[55], and GFP mut2[56] all showed that with increasing acidic pH
a new fast component of the autocorrelation function grew with increasing amplitude and decreasing
time constant, while at high pH value there was a pH-independent but excitation-intensity depen-
dent component[16, 55, 56]. The two distinct components suggest that there might be two “dark”
states, involved in pH-dependent protonation dynamics and light-driven dynamics, respectively. [55]
Protonation state changes of the chromophore and cis/trans isomerization have also been suggested
to be involved in the photoswitching of GFP-like protein asFP595[50, 57, 58] and DsRed[48].
2.3 Existing models
In this section we briefly review our current knowledge of the energy diagram of the GFP chro-
mophore. It has been proposed that the GFP chromophore can adopt three distinct forms: anionic
A (deprotonated), neutral N (protonated), and intermediate I (chemically similar to A, but with
a different conformation).[15] For the wild type GFP, the ground state of the I form has a higher
energy level than the ground states of both N and A forms, and the energy level of the N form is
lower than the A form at room temperature, since the absorption peak corresponding to the N form
has a higher amplitude.[59] Based on the available experimental data, Creemers et al. proposed an
energy level diagram for the ground and excited state of the three forms and their excited states of
wt-GFP. A schematic plot is shown in Figure 2.3, where the vertical energy axis is not drawn to
any scale, and the thinner lines represent radiationless processes. It stated that the only transition
between excited states is from the neutral form N* to intermediate I*. And the conversions from
A* to I, I* to A, and I* to N all occur through radiationless processes.[59]
Figure 2.3: model proposed by Creemers et.
al
Several other models for the photophysical
behaviors of GFP have been proposed with the
suggestion that there might be a dark state Z
(zwitterionic) at which GFP does not emit visi-
ble light,[60] among which is the scheme by We-
ber et al..[53] This model is constructed based
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on quantum chemical calculations and empirical evidence. A simplified version of it is shown in
Figure 2.4. Photo-Excitations have been omitted for simplicity in this figure and the energy spac-
ings are roughly sketched. The ground state energy levels depend on the environment, such as pH
values of the solution. The thinner lines represent NAC (non-adiabatic crossing). The relative en-
ergy between ground states depends on the environment and might vary with mutants as well. It
suggests that all four forms can decay from the excited states through fluorescence and radiationless
NAC to ground states, N* can be converted to I* through excited state proton transfer, I* can
be converted to A* through relaxation of the protein environment and Z* can be converted to A*
through proton release. While Z* prefers NAC, for N*, excited state proton transfer from N* is
faster than the fluorescence and the NAC. I*→A* is slower than its fluorescence and NAC due to
a large-scale structural rearrangement.[53] Some of the elements of the 3- and 4-species models are
supported by experimental results, but some are not, for example, there is no direct experimental
evidence of the existence of the zwitterionic species.[60]
Figure 2.4: 4-substate model by Weber et.
al.
Baldini et al. proposed an energy diagram
for GFP-mut2 shown in Figure 2.5. They de-
duced the two-photon excitation and emission
wavelengths for N, A and I states from exci-
tation and emission spectra,[38] but again our
scheme is not drawn to the correct energy scale.
The key difference of this diagram from that of
Weber, et al. is that the dark state is between
A and I state, instead of being on the side.
All these models proposed sequential interconversions between the ground states and sequen-
tial between the excited states, in other words, the protonation and deprotonation processes can
take place in both the ground-state and excited-state chromophores.The detailed mechanism of the
ground-state switching is, however, still not clear. Based on experimental results that the time
constant in the fluorescence correlation spectroscopy depends on the pH value at a low pH, and is
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independent of it at a high pH,[16, 55, 56] it has been suggested that the ground-state switching in-
volves an external proton transfer, which is between the chromophore and a nearby water molecule,
at a low pH value, and maybe an internal proton transfer, which happens between the chromophore
and its neighboring residue, at a high pH value. Which residue acts as the proton donor is still being
debated. This rate of external proton transfer strongly depend on the environment and is usually
slow, but the deprotonation of the N* state chromophore, which involves internal proton transfer,
is ultra-fast[14]. Excited-state proton transfer (ESPT) of the N form chromophore, the N∗ → I∗
transition in Figure 2.3 and Figure 2.4, or the N∗ → A∗ transition in Figure 2.5, happens at ps time
scale while N∗ → N decay is at ns scale[61, 14], which is why little blue fluorescence is detected.
In high pH environment, for EGFP (F64L, S65T), the excited anionic state, under 488-nm illumi-
nation, relaxes radiatively via fluorescence at a rate of 3.5 × 108 s−1. For wt-GFP and GFP-S65T
variants, the rates are 3.12× 108 s−1 and 3.36× 108 s−1, respectively[62]. In a low pH environment,
a slow protonation process from the anionic to the neutral form of the chromophore in EGFP can
occur following an external proton transfer from low-pH buffer to the embodied chromophore. The
time scale of this proton exchange is approximately 45-340 µs.[16] In wt-GFP and mutants, pho-
toconversion from the neutral to the anionic form of the chromophore, in solution, takes place via
an excited-state internal proton transfer, at the time scale of around 10 ± 5 ps[62]. Approximate
lifetimes and N∗ and I∗ are around 1ns and 3.3ns [61].
Figure 2.5: photoconversion scheme pro-
posed by Baldini
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Chapter 3: Stochastic Methods
Statistical mechanics tells us that the ratio of fluctuation of a quantity with respect to its mean
value decays as N−
1
2 as N increases. For a single molecule the ratio is one, thus fluctuation is a
serious problem in single-molecule experiments. The results of single-molecule experiments must be
analyzed using stochastic methods.
A stochastic process is a family of random variables {X(t)|t ∈ T} defined on a given probability
space, indexed by the time variable t, where t varies over an index set T .[63] Here are some important
concepts in describing a stochastic process:
The probability is the fraction of trials that yield a particular event. It satisfies the following
three laws: [64]:
1. Range law: The probability of of an event A is a real number between 0 and 1, with 0
corresponding to never occurring and 1 corresponding to always occurring.
2. Addition law: If an event A and an event B are mutually exclusive, then the probability of
either A or B occurring, P(A or B) = P(A)+P(B), where P(A) and P(B) are the probabilities
of the event A and B, respectively.
3. Multiplication law: If P(A) is the probability of an event A, and P(B|A), which is called a
conditional probability, is the probability of an event B given that event A occurs, then the
probability of ’both A and B’, P(A and B) = P(A)×P(B|A).
The probability density of a random variable X is associated with the probability as P (a <
X < b) =
´ b
a
fX(x)dx, where P (X) is the probability and fX(x) is the probability density function.
Consequentially, fX(x) =
dP (X<x)
dx . Probability density, or probability density function, is usually
for a continuous random variable. In more general cases, it is called the probability distribution
function. For discrete random variables, probability mass function is used. It is a function that
gives the probability that a discrete random variable equals to some value. The probability density
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function of the sum of two independent random variables is the convolution of each of their density
functions. For example, if the probability density function of a positive random variable X is f1(X)
and that of another independent positive random variable Y is f2(Y ), then the probability density
function of Z, the sum of X and Y , can be written as:
f3(Z) =
ˆ Z
0
f1(X)f2(Z −X)dX (3.1)
One of the first studied stochastic process is Brownian motion, which is used to describe the
presumably random drifting of small particle when they are suspended in fluid. It was first system-
atically investigated by botanist Robert Brown. He was studying pollen grains suspended in water
under a microscope when he observed minute particles, ejected by the pollen grains, executing a
jittery motion. By showing that the motion was also present in experiments with particles of inor-
ganic matter, he was able to rule out that the motion was life-related. Einstein explained Brownian
motion in one of his papers in 1905. There were two major points in his solution[64]:
1. The motion is caused by the exceedingly frequent impacts on the pollen grain of the incessantly
moving molecules of liquid in which it is suspended.
2. The motion of these molecules is so complicated that its effect on the pollen grain can only be
described probabilistically in terms of exceedingly frequent statistically independent impacts.
He showed that the number of particles per unit volume, ρ(x, t), satisfies ∂ρ∂t = D
∂2ρ
∂x2 approximately,
where D is the diffusion coefficient.
Langevin presented a new method by reasoning that there are two forces acting on the particle,
a viscous drag and a fluctuating force. Therefore, the equation of motion for the position of the
particle given by Newton’s 2nd law can be written as:
m
d2x
dt2
= −λdx
dt
+ η(t) (3.2)
where the first term on the right hand side represents the viscous force, which is proportional to the
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speed, and the second term is the random noise due to collisions with other particles. Eq (3.2) is
called Langevin’s equation, one of the first examples of stochastic differential equations.
3.1 Markov process
A Markov process is a stochastic process whose dynamic behavior is such that probability distribution
for its future development depends only on its present state and not on how the process arrived in
that state,[63] that is, the system does not have memory. If state space is discrete, then it is a Markov
chain. The dynamics behavior of biochemical systems can be effectively modeled by a Markov chain.
3.1.1 Poisson Process
A Poisson process is a Markov process[64], which counts the number of events during a given time
interval, and the inter-arrival times. For example, it can be used to describe how customers arrive in
a store, assuming that, in an infinitesimal interval, only one customer may arrive, and the number
of arrivals in each time interval is an independent random variable. The probability of the number
of arrivals N(t) during a time interval t being n satisfies
P (N(t) = n) =
(λt)n
n!
e−λt (3.3)
where λ is the arrival intensity, or mean arrival rate. Eq (3.3) is called the Poisson distribution.
And the inter-arrival times obey the exponential distribution:
P (inter − arrival time > t) = e−λt
The Poisson process is important in stochastic modeling of biochemical systems, as the number
of reaction events occurring in a short time interval is considered to obey the Poisson distribution.
3.1.2 Birth and Death Process
The birth and Death process[64] is a class of Markov chains, where the random variable X(t)
represents the size of a population at time t. A “birth” increases the size by one and a “death ”
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deceases it by one. We are dealing with two processes here, X → X + 1, with transition probability
per unit time k+, and, X → X − 1, with transition probability per unit time k−. The probability
obeys
∂P (X, t)
∂t
= k+(X − 1)P (X − 1, t) + k−(X + 1)P (X + 1, t)− k−XP (X, t) (3.4)
Eq (3.4) is called the master equation.
One example of such a process is the Lotka-Volterra predator prey model, which can be expressed
as follows:
A+X → 2X (3.5)
X + Y → 2Y (3.6)
Y → ∅ (3.7)
where X symbolizes the prey, A the food, and Y the predator. Eq (3.5) represents the reproduction
the the prey after consuming food with a rate k1. Eq (3.6) is the reproduction of the predator with
a rate k2 after consuming the prey. In this model, this is considered the only cause of the death of
a prey. Eq (3.7) represents the death of the predator with a rate k3. The populations of X and Y,
x and y, evolve in time according to the following differential equations:
dx
dt
= k1ax− k2xy (3.8)
dy
dt
= k2xy − k3y (3.9)
Similarly, given any coupled transitions, we can obtain the differential-equation representations
of the dynamics of the system. For a stochastic process eq (3.8) and eq (3.9) should be solved by a
stochastic method, such as Gillespie algorithm discussed later in the chapter.
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3.2 Generating Function
Master equations are elegant, and easy to write down based on the transitions, but extremely
difficult or even impossible to solve directly. The method of Generating function is one of the
standard methods of solving the master equations. For example, we can rewrite the master equation
for the birth-death process, eq(3.4), as
∂Pn(t)
∂t
= k+(n− 1)Pn−1(t) + k−(n+ 1)Pn+1(t)− (k+ + k−)nPn(t) (3.10)
where Pn(t) is the probability of the population being n at time t, k+ is the birth rate, and k− is
the death rate. The first term of eq (3.10) corresponds to the birth process, with the population
going from n− 1 to n. The second term corresponds to the death process, with the population from
n+ 1 to n and the last term corresponds to the birth and the death processes, with the population
from n to n+ 1 and n to n− 1, respectively. Its generating function is defined as:
G(s, t) =
∞∑
n=0
Pn(t)s
n (3.11)
This is called the probability generating function. The partial derivative of the generating function
with respect to time is:
∂G(s, t)
∂t
=
∞∑
n=0
∂Pn(t)
∂t
sn (3.12)
Using the master equation, eq (3.10), eq (3.12) yields:
∂G(s, t)
∂t
= k+
∞∑
n
(n− 1)Pn−1(t)sn + k−
∞∑
n
(n+ 1)Pn+1(t)s
n − (k+ + k−)
∞∑
n
nPn(t)s
n
= k+
∞∑
n
nPn(t)s
n+1 + k−
∞∑
n
nPn(t)s
n−1 − (k+ + k−)
∞∑
n
nPn(t)s
n
And from the definition of the generating function, we know that
∂G(s, t)
∂s
=
∞∑
n
nPn(t)s
n−1 (3.13)
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therefore
∂G(s, t)
∂t
= (k+s+ k−s2 − k+ − k−)∂G(s, t)
∂s
(3.14)
Eq (3.14) is of the Lagrange type and is easier to solve, compared to the master equation.
3.3 Autocorrelation Function
Autocorrelation function[65] is another method that is widely used to analyze results from single-
molecule experiments, for instance, the time domain signals obtained in single-molecule spectroscopy.
A correlation analysis of fluctuations of the fluorescence intensity is called fluorescence correlation
spectroscopy (FCS). The definition of the autocorrelation function is:
G(τ) = lim
T→∞
1
T
ˆ T
0
dt x(t)x(t+ τ) (3.15)
It is the cross-correlation integral of the signal x(t) with itself at a lag τ . It helps finding repeating
patterns, for example, oscillatory signals buried under noise.
The normalized autocorrelation function, most commonly used for FCS, is:
G(τ) =
< δI(t) δI(t+ τ) >
< I(t) >2
(3.16)
where I(t) is then intensity and δI(t) = I(t)− < I(t) > is the deviation from the mean intensity.
In terms of the time-resolved fluorescence intensity with M+1 data points from t = 0 to t = Mτ ,
the autocorrelation function, G(∆t), where ∆t = mτ , can be expressed as:
G(∆t) =
∑M−m
i=0 I(iτ)I(iτ +mτ)
< I >2 (M −m) (3.17)
3.4 Gillespie Algorithm
The basic idea of stochastic simulations is to introduce many realizations of a stochastic phenomenon,
in order to study the system through statistical analysis. Each trajectory is called a sample function
xi(t), which is associated with the outcome of the ith repeat of an experiment. With the sample
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functions, we can obtain probability distributions of variables that we are interested in.
Gillespie algorithm[66, 67] is a popular method for stochastic simulations of chemical or biochem-
ical reactions. It is governed by the master equations. Given all the possible reactions, every time
when we want to evolve the system to the next time step, we have to answer these two questions:
“When will the next reaction occur?” and “Which reaction will it be?” With Gillespie algorithm,
it is assumed that there exists M constants cµ (µ=1, · · · , M) for M chemical reactions, denoted by
Rµ (µ=1, · · · , M), such that
cµdt ≡ average probability that a particular combination of Rµ
reactant molecules will react accordingly in the next
infinitesimal time interval dt
cµ is called the stochastic reaction constant. It is related to the deterministic reaction-rate constant
kµ, in the following way: if there are n identical reactant molecules, cµ = n! kµ. For each reaction
Rµ, a function hµ is defined as
hµ ≡ number of distinct combinations of Rµ molecular reactants
available in the state
If the reaction Rµ has the form of A + B → C, then hµ = XAXB , with XA and XB being the
numbers of molecules of the species A and B, respectively. And a quantity aµ is defined as
aµdt ≡ hµcµdt = probability that theRµreaction will occur in (t, t+ dt)
The probability that, given the state (X1, · · · , XN ) at time t, the next reaction will occur in the
infinitesimal time interval (t + τ, t + τ + dτ), and will be the Rµ reaction, is written as P (τ, µ)dτ ,
which equals the product of aµdτ and P0(τ). P0(τ) which is the probability that no reaction will
occur in the time interval (t, t + τ). In other words, for the reaction Rµ to happen in the time
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interval (t+ τ, t+ τ + dτ), it requires that no reaction occurs from t to t+ τ , and the Rµ reaction
happens during the interval dτ after that. A chemical reaction is considered to be a Poisson process,
therefore
P0(τ) = e
−∑Mν=1 aντ (3.18)
and
P (τ, µ) =

aµe
−∑Mν=1 aντ if 0 ≤ τ <∞ and µ = 1, · · · , M
0 otherwise
(3.19)
To simulate the system, a pair of random numbers (τ, µ) that obeys the probability density function
shown in eq (3.19) is generated as follows:
1. generate two random numbers r1 and r2 between 0 and 1,
2. take the next time step as τ = 1∑M
ν=1 aν
ln( 1r1 )
3. take µ to be the integer that satisfies
∑µ−1
ν=1 aν < r2
∑M
ν=1 aν≤
∑µ
ν=1 aν
τ decides when the next reaction occurs and µ decides which reaction it is.
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Chapter 4: Preunfolding Oscillations of GFPmut2
GFP-mut2, as other GFP mutants, displays blinking and bleaching at the single-molecule level.
Moreover, as described in section 2.1.2, there are steady switchings between neutral and anionic
forms of a single GFPmut2 molecule right before it unfolds under the action of denaturants. This
is characterized as a nearly gaussian distribution of the off-times of green emissions in the data of
Baldini et al.[38] One of our goals is to find a minimalist model to explain this behavior. To do that,
we first assume in the process of unfolding, the basic scheme for photo-conversions among different
species does not change, but some of these rates might vary due to the structure relaxation. We
assume, for example,
(1) The conformation differences between A and I states are being reduced by the presence of
denaturants, thus we expect the transformation between I and A states to speed up significantly.
(2) The internal proton transfer rate might go down as the protein is unfolding, because of
denaturant-induced conformational changes.
(3) The external proton transfer rate might change as the chromophore becomes more exposed
to water, because proton network being perturbed by denaturants. The solvent environment is very
different with the presence of denaturants.
Trying to find the simplest model that can be used to interpret the experimental results[38], which
shows that: (1) When the protein is in its native state, the off-time distribution can be fit with an
exponential curve, with the average off-time around 140 µs, (2) Right before the protein unfolds,
it emits blue light at an average rate of 5 photons/ 100 µs, and it emits green light at an average
rate of 7 photons/ 100 µs, (3) Right before the protein unfolds, the off-time distribution can be fit
with Gaussian curve, and the average off-time is around 0.6 ms, we start with a simplest possible
2-level system, the ground and excited states of one species. Although a 2-level system exhibits Rabi
oscillations, it does not allow trapping with off-time in millisecond scale, not to mention emissions
in two different colors. In the next sections, we begin by considering a 3-state system as shown in
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Figure 4.1. If it fails, we consider the next more complicated system, such as the 4-state system
shown in Figure 4.5, and then the 6-state system shown in Figure 4.11. These figures are only
schematic plots.
Different mutants of GFP have been designed for various reasons. There are GFP mutants and
GFP-like fluorescent proteins which have been discovered to display similar reversible photoswitching
behaviors as GFP.[51, 68, 69] For example, red-fluorescent protein (dsRed) from a coral of the disco-
soma genus and yellow fluorescent protein mutant Citrine (with mutations S65G/V68L/Q69M/S72A/T203Y)
both undergo photoconversion between bright and dark states.[70] While the energy levels and tran-
sition rates of each protein might be different for those of GFP mutants, we can easily modify our
model and apply our method to study their photoswitching properties.
4.1 the 3-State Model
4.1.1 Analytical Approach
Figure 4.1: the 3-state
model
Kou, et al.[71] derived analytical expressions for the distribution of
waiting-times for single-molecule Michaelis-Menten equations while
studying enzymatic kinetics. Their method is quite general and can
be applied to other single-molecule dynamic processes. We here
apply it to derive the off-time toff distribution of the green emis-
sions of GFP. In our 3-state model, as shown in Figure 4.1, the
N*→N transition is the blue emission and the B*→N is the green
emission. We define an “off-time” of the green emissions, toff , as
the time between two non-successive green emissions, that is, we take blue emissions as the sign
that green emissions have been turned off. The off-time can be the time it takes to complete the
N→N*→N→N*→B* transition or the N→N*→N→B* transition, or the time it takes to go through
N→N*→N multiply times then finish with these two paths.
Following their method, the probability of toff being shorter than a time t is given by
P (toff < t) = P (Tk1 < Tk12)P (Tk7 < Tk2)P (Tk1 + Tk7 + TN < t) (4.1)
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where Tki is defined as the time to complete the transition corresponding to the rate ki, which, we
assume, follows an exponential distribution:
fTki (t) = kie
−kit (4.2)
since each transition is considered to be a Poisson process. And TN is the time it takes to reach
the B* state starting with the N state. In eq (4.1), the off-time of the green emission is the time
for the N→N* transition, when it is faster than the N→B* transition, plus the time for the N*→N
transition, when it is faster than the N*→B* transition, and plus the time it takes to reach the B*
state from the N state.
For any random variable X, the probability density of a distribution P (X < x), is given by:
fX(x) =
dP (X < x)
dx
(4.3)
Therefore differentiating eq (4.1) can give us the expression of the off-time distribution:
ftoff (t) =
dP (toff < t)
dt
= P (Tk1 < Tk12)P (Tk7 < Tk2)fTk1+Tk7+TN (t)
(4.4)
Since the distribution of the sum of random variables is the convolution of the distributions of the
individual random variables, eq (4.4) can be expressed as
ftoff (t) =
ˆ t
0
ˆ t1
0
dt1dt2P (t2 < Tk12)P (t1 − t2 < Tk2)fTk1 (t2)fTk7 (t1 − t2)fTN (t− t1) (4.5)
Based on the assumption that the time it takes for each step follows an exponential distribution,
as shown in eq (4.2), the probability of a transition with a rate of ki taking longer than a time t,
Chapter 4: Preunfolding Oscillations of GFPmut2 4.1 the 3-State Model
27
P (t < Tki), can be written as:
P (t < Tki) =
ˆ ∞
t
kie
−kit1dt1
= e−kit
(4.6)
Applying eq (4.6) and eq (4.2), eq (4.5) can be written as
ftoff (t) =
ˆ t
0
ˆ t1
0
dt1dt2e
−k12t2e−k2(t1−t2)k1e−k1t2k7e−k7(t1−t2)fTN (t− t1)
=
ˆ t
0
dt1
k1k7(e
−k1t1−k12t1 − e−k2t1−k7t1)
−k1 + k2 + k7 − k12 fTN (t− t1) (4.7)
Because the Laplace transform of a convolution is the product of Laplace transforms, eq (4.7) after
Laplace transformation reads:
f˜toff (s) =
k1k7
k1 + k12 − k2 − k7 (
1
s+ k2 + k7
− 1
s+ k1 + k12
)f˜TN (s) (4.8)
where f˜toff (s) is the Laplace transform of ftoff (t) and f˜TN (s) is the Laplace transform of fTN (t).
We need the distribution of TN to solve for the off-time distribution. TN is the time it takes to
reach the state B* from the state N. It can go from N to B* directly, with the rate k12, or it can go
to the state N* first, if the N→N* transition is faster, i.e., if Tk1 < Tk12 . Therefore, the probability
that it takes a time shorter than t to reach state B* from state N, P (TN < t), can be written as:
P (TN < t) = P (Tk1 < Tk12)P (Tk1 + TN∗ < t) + P (Tk1 > Tk12)P (Tk12 < t) (4.9)
where TN∗ is the time it takes to reach the state B* from the state N*. Similarly, the probability of
TN∗ < t, P (TN∗ < t), is:
P (TN∗ < t) = P (Tk2 < Tk7)P (Tk2 < t) + P (Tk2 > Tk7)P (Tk7 + TN < t) (4.10)
Applying eq (4.6) to eq (4.9), then taking differentiation of it with respect to t, we can get the
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distribution of TN as:
fTN (t) =
ˆ t
0
dt1e
−k12t1k1e−k1t1fTN∗(t− t1) + e−k1tk12e−k12t (4.11)
A similar procedure can be applied to eq (4.10) to get the distribution of TN∗ as:
fTN∗(t) =
ˆ t
0
dt1e
−k2t1k7e−k7t1fTN (t− t1) + e−k7tk2e−k2t (4.12)
Taking Laplace transform of eq (4.11) and eq (4.12) leads to eq (4.13) and eq (4.14).
f˜TN (s) =
k1
s+ k1 + k12
f˜TN∗(s) +
k12
s+ k1 + k12
(4.13)
f˜TN∗(s) =
k7
s+ k2 + k7
f˜TN (s) +
k2
s+ k2 + k7
(4.14)
Based on eq (4.13) and eq (4.14), we can express f˜TN (s) in terms of just rates and s:
f˜TN (s) =
k1k2 + k12(s+ k2 + k7)
(s+ k1 + k12)(s+ k2 + k7)− k1k7 (4.15)
Combining eq (4.15) with eq (4.8), we obtain the final expression for the Laplace transform of the
off-time distribution:
f˜toff (s) =
k1k7(k12s+ k2k12 + k7k12 + k1k2)
((s+ k2 + k7)(s+ k1 + k12)− k1k7)(s+ k2 + k7)(s+ k1 + k12) (4.16)
To investigate how different rates affect the off-time distribution, we need to solve for ftoff (t) as a
function of t and the transition rates, which can be achieved by applying inverse Laplace transform
on eq (4.16). But we can get other important information before doing that. Because Laplace
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transform of ftoff (t) is defined as:
f˜toff (s) =
ˆ ∞
0
e−stftoff (t)dt (4.17)
the mean off-time, which is defined as
ˆ ∞
0
tftoff (t)dt,
can be written as:
< toff >= −df˜toff (s)ds |s=0 (4.18)
Therefore we can get the mean off-time based on f˜toff (s) alone from eq (4.18) and see how each
rate ki affects the mean off-time, by calculating
d<toff>
dki
. The Laplace transform of the off-time
distribution is independent of k11 as shown in eq (4.16), so are the off-time distribution and the
mean off-time. Both
d<toff>
dk2
and
d<toff>
dk12
are always negative, which means reducing k2 and k12
can prolong the off-time.
The analytical expression of the off-time distribution obtained through inverse Laplace transform
is rather complicated. It consists of 4 terms, each with the form of C1e
−C2t, where C1 and C2 are
rate-constants related constants and C2 is always negative. Figure 4.2 shows examples of the off-time
distributions with different k2, which is the transition rate between the excited states of ’neutral’
and ’anionic’ forms. Even though, as predicted in the
d<toff>
dk2
calculation, reducing k2 will increase
the off-time, our results show that with the chosen set of rate constants, 9 orders of magnitude
change of k2 barely move the peak position of the off-time distribution. Numerical calculations of
the mean off-times based on eq (4.18) with these rates also verify that. Adjusting k12 encounters
the same problem. With the rates used in Figure 4.2a as our reference, lowering k12 from 3 × 104
to 3× 102 shifts the peak position of the off-time distribution from 1.9× 10−5s to 3.3× 10−5s, but
further reduction of k12 can not shift it beyond that. Therefore, adjusting k2 and k12 to achieve the
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Figure 4.2: The off-time distributions based on the 3-state model with different transition rates
between the excited states of the neutral and anionic forms, k2. In both plots, k1 = 3 × 104,
k11 = 3× 108, k7 = 109, k12 = 3× 104. (a) k2 = 1011, (b) k2 = 102.
off-time distribution observed for the pre-unfolding GFP does not seem possible, within reasonable
ranges rate constants.
4.1.2 Stochastic Simulations
Besides deriving analytical result for the off-time distribution, we have carried out numerical simu-
lations of the GFP emission processes. For single-molecule processes, methods of stochastic kinetic
should be employed. One of the standard algorithm for simulation stochastic kinetics is the “Gillespie
algorithm”, which was published over 30 years ago[66]. The basic steps of the Gillespie algorithm[66]
are:
1. Initiation: Initialize the numbers of molecules in the system; calculate hµ, which is the number
of distinct molecular reactant combinations available for the µth reaction, denoted by Rµ;
define the stochastic reaction rate constant, cµ, and the total number of reactions, M and
initialize the random number generators.
2. The Monte Carlo step: Generate random numbers using random number generators to deter-
mine which reaction to occur as well as the time interval. The probability of each reaction are
proportional to the numbers of the reactants and also depend on the reaction rate. The time
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interval τ is generated according to the probability density function P1(τ) = a0exp(−a0τ),
where a0 ≡
∑M
ν=1 hνcν . Two random numbers r1 and r2 need to be generated. r1 is used to
determine the time interval τ = ( 1a0 ) ln(
1
r1
) and r2 is to determine the µth reaction takes place
next, where µ satisfies
∑µ−1
ν aν < r2a0 ≤
∑µ
ν=1 aν , where aν = hνcν .
3. Updating: Increase the time by the randomly generated time step in Step 2. Update the
molecule counts based on the reaction that occurred.
4. Iteration: Go back to Step 2 unless the number of reactants is zero or the simulation time has
been exceeded.
In our simulations, instead of different “molecules”, we have different chemical states of the chro-
mophore of GFP, and “the number of molecules” mentioned above is either 1 or 0, corresponding to
whether the chromophore is in that specific state or not. Given the initial state of the protein and
all the reaction rates, we can obtain the photon counts for the green and blue emissions as functions
of time and at the same time calculate off-time distributions.
Figure 4.3 and Figure 4.4 show typical examples of our stochastic simulations results. The set
of transition rates in Figure 4.3 is chosen so that we can compare the off-time distributions from
the simulations to the results of analytical calculations, shown in 4.2a. In Figure 4.4, k2 is chosen
to give our best match of emission intensities between simulation and experimental results.
The off-time distributions obtained in the simulations always match our analytical results. We
are also able to find a set of rates that give rise to the fluorescence intensities that match that
observed in the experiments[38]. When the proteins are in their native state, the blue emission
intensities are quite low, because of the ultra-fast decay of N* state toward B*. The relatively
high blue emission intensities right before the GFP proteins unfold suggest that the excited state
proton transfer rate k2 is reduced while the protein is unfolding, since the blue emission will have
been repressed otherwise. Our simulation results also agree with that. However, as shown in Figure
4.4, when we choose a set of rate constants that generate the emission intensities as detected in
the experiment, the off-time distribution does not have a finite peak. With the 3-state model, we
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Figure 4.3: Stochastic simulation results based on the 3-state model. The rate constants are
chosen as: k1 = 3× 104, k2 = 1011, k11 = 3× 108, k7 = 109, k12 = 3× 104. The time resolution
is chosen as 0.01 ms. The top plot shows the intensities of the blue emission, the middle one
shows the intensities of the green emission and the bottom one shows the histogram of the
off-time counts.
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Figure 4.4: Stochastic simulation results based on the 3-state model. The rate constants are
chosen as: k1 = 3×104, k2 = 109, k11 = 3×108, k7 = 109, k12 = 3×104. The time resolution is
chosen as 0.1 ms. The top plot shows the intensities of the blue emission, the middle one shows
the intensities of the green emission and the bottom one shows the histogram of the off-time
counts.
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are not able to reproduce the experimental results regarding the off-time distribution in physically
reasonable ranges of transition rates, even though the fluorescence intensities can be achieved.
4.2 the 4-State Model
Figure 4.5: the 4-state
model
In this section we study the 4-state system shown in Figure 4.5,
where the four states are: N (neutral), N* (excited neutral state),
I (intermediate), and I* (excited intermediate state). Also shown
in Figure 4.5 are rate constants: k1 and k8 being the two photon
absorption rates, and k7 and k9 being the blue and green emission
rates for the N and I GFP states respectively. We assume the de-
protonation rate of the N* chromophore state and the protonation rate of the I chromophore state
are much faster than those of the reversed reactions to simplify the system.
4.2.1 Analytical Approach
Let us assume the protein is initially in the N state, to get to the I* state, it may either go through
N→N*→I* directly or go through that after N→N*→N a number of times, depending on which
transition is faster, N*→N or N*→I*. Therefore the probability of the transition from N to I*
happening within time t is given by:
P (TN < t) = P (Tk2 < Tk7)P (Tk1 + Tk2 < t) + P (Tk2 > T7)P (Tk1 + Tk7 + TN < t) (4.19)
similar to that defined in section 4.1.1, TN is the the time to get to the I* state from the N state.
We define the off-time of the green emission again as the time from one green emission to the
next if there is at least one blue emission in between. The probability of the off-time shorter than a
time t in this case will be
P (toff < t) = P (Tk6 < Tk8)P (Tk7 < Tk2)P (Tk6 + Tk1 + Tk7 + TN < t) (4.20)
where the presence of P (Tk6 < Tk8)P (Tk7 < Tk2) is to ensure there will at least be one blue emission
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during the off-time. In other words, the off-time of the green emission in the 4-state model is the
time it takes to go through I→N→N*→N (under the condition that it is faster than the N*→I*
transition), and N→I*, with the last transition being a multiple-step process.
Following a similar procedure as in 3-state case, we derive in Appendix A an expression for the
Laplace transform of the probability density for the off-time of the green emissions:
f˜toff (s) =
k6k
2
1k7k2
(s2 + sk2 + sk7 + k1s+ k1k2)(s+ k8 + k6)(s+ k1)(s+ k2 + k7)
(4.21)
Similarly, as in the 3-state case, we can get the mean off-time from f˜toff (s) directly. From eq (4.21)
we obtain:
< toff > =
k6k7(k2 + k7 + k1)
k1k2(k6 + k8)(k2 + k7)
+
k6k7
k1(k6 + k8)(k2 + k7)
+
k6k7
(k6 + k8)2(k2 + k7)
+
k6k7
(k6 + k8)(k2 + k7)2
(4.22)
The detailed derivation is shown in Appendix A.
As mentioned before, when the protein unfolds in the presence of denaturants, the rate constants
might change, which causes the off-time to increase, as observed by the experimentalists[38]. To
verify that, we first look at how the rates affect the mean off-time. For instance, the effects of k1 on
< toff > is given by:
d < toff >
dk1
= − k6k7(2k2 + k7)
k2k21(k6 + k8)(k2 + k7)
It says that increasing the absorption rate of the N form protein, k1, will reduce the mean off-time,
as expected according to Figure 4.5. Similarly,
d<toff>
dk2
and
d<toff>
dk8
are also always negative, while
d<toff>
dk7
is always positive, which means, in order to prolong the off-time, we should try reducing
the excited state proton transfer rate k2, the absorption rate of the I form protein k8, or increasing
the emission rate of the N form protein k7. The influence of the ground state proton transfer rate,
k6, depends on other rates, especially k8. With small k8, increasing k6 might decrease the mean
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off-time. However when k8 >> k6, changing k6 will not affect the mean off-time by much.
In order to obtain the off-time distribution ftoff (t), we have to take the inverse Laplace transform
of eq (4.21). The resulting ftoff (t) consists of 5 exponential terms. The result is complicated, so
will not be presented here. Plots of ftoff (t) with different sets of rates confirm the trends mentioned
above. For example, Figure 4.6 shows how k2, k6 and k8 affect the off-time distributions when k1, k7
and k9 are fixed. Smaller k2 shifts the peak toward right (see Figure 4.6c and Figure 4.6d), so does
smaller k8 (see Figure 4.6b and Figure 4.6d), while increasing k6 from 10
3 to 105 with the given rates
will also shorten the off-time (see Figure 4.6a and Figure 4.6c), which all agree with our conclusions
based on the mean off-time change. Reducing k6 to increase the off-time only works effectively when
k6 is comparable to or greater than k8. k9 is not involved in the off-time distribution, as expected.
As detected in the experiment, the off-time distribution of the green fluorescent emissions follows
an exponential decay when the protein is in its native state, but right before it unfolds, the off-time
distribution shows a finite peak around 0.6 ms. By manipulating the rate constants, we are able to
obtain two sets of rates that lead to the two off-time distributions that are in qualitative agreement
with the experimental results[38], as shown in Figure 4.7.
4.2.2 Stochastic Simulations
We continue studying the 4-state system using numerical simulations of the stochastic dynamics.
With k1 = 5 × 105, k2 = 5 × 1010, k6 = 103, k7 = 109, k8 = 104, k9 = 3 × 108, the blue and green
emission intensities and the off-time distribution are shown in Figure 4.8. This set of rates is chosen
to simulate the case when the protein is in its native state. The off-time distribution matches the
experimental results quite well, but the emission intensities are lower than those observed in the
experiment.[38]
To simulate an unfolding protein, a set of transition rates (k1 = 5×104, k2 = 108, k6 = 103, k7 =
109, k8 = 7 × 104, k9 = 3 × 108) is used, for which the blue and green emission intensities and the
off-time distribution are plotted in Figure 4.9. With this set of rates, the emission intensities in
the simulations are close to experimental values when the protein is unfolding[38], and the off-
time distribution has a finite peak, but the peak value 0.2 ms is lower than that observed in the
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Figure 4.6: The off-time distributions based on our 4-state model with different excited state
proton transfer rates k2 and different ground state proton transfer rates k6, as well as different
absorption rates k8 . In all four plots, k1 = 3 × 104, k7 = 109, k9 = 3 × 108. (a) k2 = 108,
k6 = 10
3, k8 = 10
4, (b) k2 = 10
11, k6 = 10
5, k8 = 10
6, (c) k2 = 10
8, k6 = 10
5, k8 = 10
4, (d)
k2 = 10
11, k6 = 10
5, k8 = 10
4. For (a) and (c), the only difference is k6, for (b) and (d), the
only difference is k7, while (c) and (d), the only difference is k2.
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Figure 4.7: The off-time distributions based on our 4-state model that reproduce the ex-
perimental results. (a) Simulation of GFP in the native state with k1 = 5 × 105, k2 =
5 × 1010, k6 = 103, k7 = 109, k8 = 104, k9 = 3 × 108. (b) Simulation of pre-unfolding GFP
with k1 = 7× 103, k2 = 108, k6 = 103, k7 = 109, k8 = 7× 103, k9 = 3× 108.
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Figure 4.8: Stochastic simulation results for folded GFPs based on our 4-state model. It shows
the blue emission intensity (the top plot), the green emission intensity (the middle plot) and
the off-time distribution (the bottom plot) when k1 = 5 × 105, k2 = 5 × 1010, k6 = 103, k7 =
109, k8 = 10
4, k9 = 3× 108.
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Figure 4.9: Stochastic simulation results for pre-unfolding GFPs based on our 4-state model.
It shows the blue emission intensity (the top plot), the green emission intensity (the middle plot)
and the off-time distribution (the bottom plot), when k1 = 5 × 104, k2 = 108, k6 = 103, k7 =
109, k8 = 7× 104, k9 = 3× 108.
experiment 0.6 ms[38].
To adjust the off-time distribution toward the experimental value, we reduced the two absorption
rates k1 and k8 to k1 = 7 × 103, k8 = 7 × 103. The blue and green emission intensities and the
off-time distribution with this new set of rates are shown in Figure 4.10. With these rates, we are
able to increase the off-time peak value to be closer to the experimental result[38], however the
emission intensities become lower than the experimental values[38].
With the 4-state model, we are able to show that by varying rates, the off-time distribution can
be changed from an exponential decay curve to a distribution which peaks at a finite value of toff .
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Figure 4.10: Stochastic simulation results for pre-unfolding GFPs based on our 4-state model.
It shows the blue emission intensity (the top plot), the green emission intensity (the middle plot)
and the off-time distribution (the bottom plot), when k1 = 7 × 103, k2 = 108, k6 = 103, k7 =
109, k8 = 7× 103, k9 = 3× 108.
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However, we have not been able to find a set of rate constants that for which the intensities and the
peak of the off-time distribution agree well with the experimental values.
4.3 6-State Model
Figure 4.11: 6-state model
The 4-state model reproduces some of the important fea-
tures observed, such as the off-time distribution peaks at
ms values, but not all the features observed, with a single
set of transition rates. Therefore we will continue to study
a 6-state system. The system studied is shown in Figure
4.11, where the six states are: N (neutral), N* (excited neutral state), I (intermediate), I* (excited
intermediate state), A (anionic), and A* (excited anionic state), and the transition rates k1, k10 and
k8 are the two-photon absorption rates, and k7, k4 and k9 are the emission rates for N, A and I
forms of GFP, respectively. The emission from N* is in the blue spectrum and those from I* and A*
are in the green. We assume the transitions from N*→I*, I*→A*, A→I and I→N are much faster
than their reversed transitions to simplify the model.
4.3.1 Analytical Approach
With the 6-state model, we obtain green emissions either from the I*→I transition or the A*→A
transition. Starting with the protein in the state N, to get to the next green emission, it may
either go through N→N*→I*→I or N→N*→I*→A*→A directly or go through these after a number
of N→N*→N transitions. Therefore the probability of the transition from N to the next green
emission within time t is given by
P (TN < t) = P (Tk2 < Tk7)P (Tk9 < Tk3)P (Tk1 + Tk2 + Tk9 < t)+
P (Tk2 < Tk7)P (Tk3 < Tk9)P (Tk1 + Tk2 + Tk3 + Tk4 < t)+
P (Tk7 < Tk2)P (Tk1 + Tk7 + TN < t)
(4.23)
As before, for the 6-state model, we define the off-time as the the time between two non-successive
green emissions, but with the emission time of the second green included. We only include the
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time for the green emission for the purpose of simplifying the calculation. Emission times should
be relatively short, so the effect of including the time for one emission on the off-time distribution
should be negligible. As stated above, the green emissions in this model can come from either the
A*→A transitions or I*→I transitions. When we calculate the off-time distribution, we have to
consider these two cases separately. We assume the probability of the last green emission being
A*→A transition before it turns off is
PA∗k4
PI∗k29
k9+k3
+ PA∗k4
and that of being the I*→I transition is
PI∗k29
k9+k3
PI∗k29
k9+k3
+ PA∗k4
where PI∗ and PA∗ are the probabilities of the protein being in the state I* and A*, respectively.
During a long time trajectory or if we are considering the off-time distribution taken over many
trajectories, the probabilities approach the steady-state solutions to the master equations:
dPN
dt
= −k1PN + k7PN∗ + k6PI
dPN∗
dt
= k1PN − (k2 + k7)PN∗
dPI∗
dt
= k2PN∗ − (k3 + k9)PI∗ + k8PI
dPA∗
dt
= k3PI∗ − k4PA∗ + k10PA
dPA
dt
= k4PA∗ − (k5 + k10)PA
dPI
dt
= k9PI∗ + k5PA − (k8 + k6)PI
(4.24)
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The probability of the off-time shorter than a time t is given by
P (toff < t) =
PI∗k29
k9+k3
PI∗k29
k9+k3
+ PA∗k4
P (Tk7 < Tk2)P (Tk6 < Tk8)P (Tk6 + Tk1 + Tk7 + TN < t)
+
PA∗k4
PI∗k29
k9+k3
+ PA∗k4
×
P (Tk5 < Tk10)P (Tk6 < Tk8)P (Tk5 + Tk6 + Tk1 + Tk7 + TN < t) (4.25)
We follow a similar procedure as used in the 3- and 4-state models to derive the off-time probability
distribution from eq (4.25). The details are shown in Appendix B. Just like 3- and 4- state models,
we can derive the mean off-time from f˜toff (s).
d<toff>
dk1
,
d<toff>
dk2
,
d<toff>
dk4
,
d<toff>
dk8
,
d<toff>
dk10
are
always negative, while
d<toff>
dk7
is always positive. Some examples of the analytic ftoff (t) results
obtained are plotted in Figure 4.12. These figures show that reducing the values of k2 and k6 shifts
the peak values of the off-time distribution to higher values, thus peaking values around 0.6 ms
can be reached (not shown here). Our results also show, just as in 4-state model, if k6  k8,
then decreasing k6 will not increase off-time as effectively. When k3 and k5 are small, that is the
transitions between the intermediate and anionic state are slow, the results are reduced to the case
of the 4-state model.
4.3.2 Stochastic simulations
With k1 = 5×105, k2 = 5×1010, k3 = 3×108, k4 = 3×108, k5 = 105, k6 = 2×103, k7 = 109, k8 =
104, k9 = 3×108, k10 = 3×105 , the green and blue emission intensities and the off-time distribution
from our stochastic simulations are shown in Figure 4.13. This set of rate constants is chosen to
generate the blue and green emission intensities and the off-time distribution of the native GFP
protein. The results are in qualitative agreement with the observation.[38]
To simulate the non-native, pre-unfolding GFP protein, we set the transition rates to be: k1 =
3 × 104, k2 = 108, k3 = 108, k4 = 5 × 108, k5 = 3 × 104, k6 = 103, k7 = 3 × 109, k8 = 104, k9 =
3× 108, k10 = 105. The blue and green emissions and the off-time distribution are shown in Figure
4.14. Compared to the experimental results, our off-time distribution peaks in the correct range, but
it has a longer tail than the measured curve[38]. This might be due to the fact that it is a dynamic
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Figure 4.12: The off-time distributions based on our 6-state model, when k1 = 3× 104, k3 =
105, k4 = 3 × 108, k5 = 5 × 104, k7 = 109, k8 = 104, k9 = 3 × 109, k10 = 104. (a) k2 = 1011,
k6 = 10
5, (b) k2 = 10
8, k6 = 10
5, (c) k2 = 10
11, k6 = 10
3, (d) k2 = 10
8, k6 = 10
3
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Figure 4.13: The stochastic simulation results for folded GFPs based on our 6-state model,
with the transition rates set as: k1 = 5× 105, k2 = 5× 1010, k3 = 3× 108, k4 = 3× 108, k5 =
1× 105, k6 = 2× 103, k7 = 109, k8 = 1× 104, k9 = 3× 108, k10 = 3× 105. The top plot shows
the blue emission intensity, the middle one is the green emission intensity, and the bottom one
is the off-time distribution.
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Figure 4.14: The stochastic simulation results for unfolding GFPs based on our 6-state model,
with the rates set as: k1 = 3×104, k2 = 108, k3 = 108, k4 = 5×108, k5 = 3×104, k6 = 103, k7 =
3× 109, k8 = 104, k9 = 3× 108, k10 = 105. The top plot shows the blue emission intensity, the
middle one is the green emission intensity, and the bottom one is the off-time distribution.
process in the experiment, with the rates changing, while in our simulation, rates are fixed.
The off-time distributions with these two sets of rates from the analytical analysis are shown in
Figure 4.15. The off-time distributions in our stochastic simulation agree with our analytical results.
When GFP-mut2 is unfolding, the off-time of the green emissions increased compared to that of the
folded proteins.[38] At first glance, the easiest way to achieve longer off-time will be reducing the
rate of the slowest reaction. If the slowest one is N→N* or A*→A, it will work. However, it will
not work so well if the slowest reaction faces “competition”. For example, when the chromophore is
at the I state, it can go to the N state or I* state, in other words, the I→N competes with the I→I*
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Figure 4.15: The off-time distributions based on our 6-state model with rates used in the
numerical simulations. (a) Simulation of GFP in the native state with k1 = 5 × 105, k2 =
5×1010, k3 = 3×108, k4 = 3×108, k5 = 105, k6 = 2×103, k7 = 109, k8 = 104, k9 = 3×108, k10 =
3 × 105. (b) Simulation of pre-unfolding GFP with k1 = 3 × 104, k2 = 108, k3 = 108, k4 =
5× 108, k5 = 3× 104, k6 = 103, k7 = 3× 109, k8 = 104, k9 = 3× 108, k10 = 105.
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transition. If k6 is the lowest rate, reducing k6 will lower the probability of the I→N transition, while
the timestep will be constrained by k8. With the Gillespie algorithm, when the protein is at the I
state, the next timestep is taken as 1k6+k8× (a random number). Therefore, the off-time depends
strongly on the rate of the competitor of the slowest transition.
In our 6-state model, the N→N* and A*→A transitions don’t have competitors, so adjusting
rates of these two appear to be the most effective way of changing off-time. However, the blue and
green emission intensities are also very sensitive to the changing of these two. The advantage of the
6-state model is that both the intermediate and the anionic form GFP-mut2 emit green light. It has
more adjustable parameters when it comes to fitting the photon counts of the green emission.
4.4 Remarks
In the search for a minimalist model that explains the off-time distributions of the fluorescence of
GFP-mut2, when it is in its native state and when it is unfolding with the presence of denaturants,
we have studied a 3-state, a 4-state and a 6-state model. We have approached this problem using
two different methods in stochastic dynamics: One gives analytic expressions for the off-time distri-
butions, and another yields numerical solutions. The off-time distributions derived by the analytical
method agree well with our stochastic simulation results based on the Gillespie algorithm. We have
looked into which rates are responsible for the increase of off-time so that it may show an oscillatory
behavior, and how the rates affect the fluorescence photon counts. With physically reasonable ranges
of transition rates, the 3-state model can not explain the observed results. The 4-state model does a
much better job. However, even though with the 4-state model we obtain the off-time distributions
in reasonable agreement with what was observed for the native and unfolding protein, the fluores-
cence photon counts for the same set of rates can not match those seen in experiments. The 6-state
model gives a better overall fit to the experimental data. The fit to the long time tail of the off-time
distribution is still problematic, but that we think is due to the fact that proteins could have reached
the unfolded stage, which does not fluoresce, close to the end of the experiment. As shown in the
experiment[38, 39], when GFP-mut2 is unfolding, blue emission intensity is higher than that in the
native state and comparable to the intensity of green emission. This is most possibly due to the
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excited-state proton transfer being slowed down from a rate several orders of magnitude faster than
that of the blue emission to a rate much closer to it. However, that alone is not enough to cause the
off-time to increase as much as observed in the experiments.[38, 10]
In reality, the observed oscillatory transformations between N and A forms are transient behav-
iors. It is possible that the kinetic processes involving denaturants may play a role as well. There
are certainly limitations of a treatment like ours where constant transition rates are assumed. This
may partly explain the long-tail deviation. A simple remedy is to use time-dependent rates. But in
the present treatment, we try to use the simplest possible models.
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Chapter 5: Sensitivity Analysis
The rates in our models for the photo-switching of GFPmut2 in the previous chapter are not known
precisely and some of them depend strongly on the environment. In order to study how the system
responds to the changes in rates, we have carried out a sensitivity analysis[72] and ranked the rates
in the order of their influences on a certain state[73] or the emission intensities. The rate causing the
largest change in the probability of each state or the emission intensities will be the most important
one to change in our parameter fitting.
The sensitivity parameter Sij is defined as the derivative of the probability of being in the ith
state with respect to the jth rate constant:
Sij =
∂Pi
∂kj
(5.1)
where Pi satisfies the master equation:
dPi
dt
= fi (5.2)
By using the chain rule of differentiation on eq (5.1), we get
dSij
dt
=
N∑
k=1
∂fi
∂Pk
∂Pk
∂kj
+
∂fi
∂kj
(5.3)
where N is the number of states.
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5.1 3-state Model
For our 3-state model, as shown in Figure 4.1, if we label N, N* and B* states by numbers 1, 2 and
3, respectively, the master equations can be written as:
dP1
dt
= k7P2 + k11P3 − k1P1 − k12P1
dP2
dt
= k1P1 − k2P2 − k7P2
dP3
dt
= k2P2 + k12P1 − k11P3
(5.4)
With eq (5.4) and eq (5.3), we obtain that the sensitivities of the probabilities with respect to the
rate constants, Si,j , satisfy the following inhomogeneous linear differential equations:
dS1j
dt
= −(k1 + k12)S1j + k7S2j + k11S3j − δj,1P1 − δj,12P1 + δj,7P2 + δj,11P3
dS2j
dt
= −(k2 + k7)S2j + k1S1j + δj,1P1 − δj,2P2 − δj,7P2
dS3j
dt
= k12S1j + k2S2j − k11S3j + δj,2P2 + δj,12P1 − δj,11P3
(5.5)
where δi,j is the delta function, defined as:
δi,j =

1 if i = j
0 otherwise
(5.6)
And as mentioned before, i can be 1, 2 or 3, corresponding to the three states, N, N* and B*. j can
be 1, 2, 7, 11, or 12, corresponding to the rates, k1, k2, k7, k11 and k12.
Sensitivity analysis on biological systems is often difficult, because the differential equations
involved are usually stiff. The system parameters can span several orders of magnitude. In our case,
internal proton transfer occurs at fs time scale, while external proton transfer can take 100 ps or
longer, depending on the environment[14, 61, 62]. Sensitivity equations can be solved with the master
equations or separately. With the coupled direct method or simply direct method (DM), sensitivity
equations are solved along with the model equations[74, 75], while with the decoupled direct method
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(DDM), these equations are solved separately[76]. The direct method provides error controls on both
sensitivities and probabilities of states[77], which is important for the integrations of stiff differential
equations like ours. Therefore, we choose to solve the sensitivity equations coupled with the master
equations numerically with the direct method using an adaptive Runge-Kuta integrator.
In order to compare the impacts of different transition rates, instead of the sensitivity Sij , we
calculate the scaled sensitivity or dimensionless sensitivity,
∂ lnPi
∂ ln kj
= Sij × kj
Pi
(5.7)
When k1 = 3×104, k2 = 1011, k11 = 3×108, k7 = 109, k12 = 3×104, which is the set of rates we used
to simulate the native-state GFP-mut2 in Section 4.1.2, the scaled sensitivities of the probability of
the protein in the state B* at the steady state are shown in Table 5.1. The rates with most influence
on it are the emission rate of the anionic form, its absorption rate and the absorption rate of the
neutral form.
Table 5.1: dimensionless sensitivities of the probabilities of the B* state for the 3-state model
rate sensitivities meaning of the rate
k11 -1 the emission rate of B*
k1 0.5 the two-photon absorption rate of the neutral form GFP-
mut2
k12 0.5 the two-photon absorption rate of B
k2 0.005 the rate of the excited state proton transfer
k7 -0.005 the emission rate of the neutral from GFP-mut2
The scaled sensitivities of the probabilities of the protein at the state N* with the same set of
rates are shown in Table 5.2 . It is most sensitive to the changes of the internal proton transfer rate
and the absorption rate of the neutral form protein.
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Table 5.2: dimensionless sensitivities of the probabilities of the N* state for the 3-state model
rate sensitivities meaning of the rate
k1 1 the two-photon absorption rate of the neutral form GFP-
mut2
k2 -1 the rate of the internal proton transfer
k7 -0.01 the emission rate of the neutral from GFP-mut2
k11 0.002 the emission rate of B*
k12 -1×10−4 the two-photon absorption rate of B
For the 3-state model, the N*→N transition is the blue emission, with the rate k7, and it is
competing with the excited state proton transfer, N*→B*, with the rate k2. Therefore, the intensity
of the blue emission is proportional to
PN∗
k27
k2 + k7
,
where PN∗ is the probability of the chromophore in the N* state. In order to investigate how each
rate will affect the emission intensity, we calculate the sensitivity of the blue emission intensities
with respect to the rates, S′j , according to the following equation :
S′j =
∂(PN∗
k27
k2+k7
)
∂kj
= S2j
k27
k2 + k7
+ PN∗
∂(
k27
k2+k7
)
∂kj
= S2j
k27
k2 + k7
− δj,2PN∗ k
2
7
(k2 + k7)2
− δj,7PN∗( k
2
7
(k2 + k7)2
− 2k7
k2 + k7
)
(5.8)
and rank the rates according to their impacts. In eq (5.8), S2j represents the sensitivity of the
probability of the protein in the N* state with respect to any given rate kj ,
∂PN∗
∂kj
.
Again, in order to compare the impacts of different rates, we scale the sensitivities of the blue
emission intensity, as
S′j ×
kj
PN∗
k27
k2+k7
.
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With the set of transition rates simulating the native-state GFPmut2 (k1 = 3×104, k2 = 1011, k11 =
3× 108, k7 = 109, k12 = 3× 104), the ranking is shown in Table 5.3.
Table 5.3: dimensionless sensitivities of the blue emission intensity for the 3-state model
rate sensitivities meaning of the rate
k2 -2.0 the rate of the internal proton transfer
k7 2.0 the emission rate of the neutral from GFP-mut2
k1 1.0 the two-photon absorption rate of the neutral form GFP-
mut2
k11 2.0×10−4 the emission rate of B*
k12 -1.0×10−4 the two-photon absorption rate of B
With this set of rate constants, the ones that affect the blue emission intensity the most are the
internal protein transfer rate, k2, and the blue emission rate k7, as expected. A greater k2 leads
to a lower blue emission intensity, since it is the rate of the transition that switches off the blue
emission, and k7 is the rate of the blue emission, therefore, a greater k7 results in a higher blue
emission intensity. The N form absorption rate also plays a significant role, since it is the pumping
rate. Figure 5.1 shows our stochastic simulation results, which confirm the trends.
Similarly, the B*→N transition is the green emission in the 3-state model, with the rate k11,
without any competing transitions. Therefore, the green emission intensity is proportional to
PB∗k11,
where PB∗ is the probability of being in the B* state and k11 is the green emission rate. The
sensitivities of the green emission intensity with respect to any given rate kj , S
′′
j , can be expressed
as:
S′′j =
∂(PB∗k11)
∂kj
= S3jk11 + δj,11PB∗
(5.9)
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Figure 5.1: Blue emission intensities based on the 3-state model with various k2, k7 and k1.
The plot on the top is the reference, with k1=3× 104, k2=1011, and k7=109. The bottom plots
show the intensities when one rate is changed from those in the reference. From left to right,
we show the results when we change k2 to 10
10, k7 to 10
10 and k1 to 3× 105.
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In eq (5.9), PB∗ is the probability of the protein in the state B*, and S3j is its sensitivities with
respect to the rate kj . To find out which rate is most effective when it comes to change the green
emission intensity, we compare scaled sensitivities of the green emission intensities,
S′′ × kj
PB∗k11
.
The results, with the rates we use for the native-state GFP-mut2, are shown in Table 5.4.
Table 5.4: dimensionless sensitivities of the green emission intensity for the 3-state model
rate sensitivities meaning of the rate
k1 0.50 the two-photon absorption rate of the neutral form GFP-
mut2
k12 0.50 the two-photon absorption rate of B
k2 4.9×10−3 the rate of internal proton transfer
k7 -4.9×10−3 the emission rate of the neutral from GFP-mut2
k11 2.0×10−4 the emission rate of B*
As expected, the only significant difference from the ranking in Table 5.1 is k11, and that is
because of the second term in eq (5.9) . The absorption rate of the N form, k1, and that of the
B form, k12, are the rates that have the most influence on the green emission intensity. Increasing
either one will drive it up. The green emission rate k11 is the biggest factor when it comes to
changing PB∗, but it does not affect the green emission intensity as much. Because, even though
a higher k11 lower the probability of the protein being in the B* state, which on its own should
reduced the intensity, it also speeds up the emission process, which should drive up the intensity.
Figure 5.2 shows the green emission intensities from the stochastic simulations with different k1, k11
or k12, when k2 = 10
11, k7 = 10
9, which confirm the conclusions above.
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Figure 5.2: Green emission intensities based on the 3-state model with various k1, k12 and
k11. The plot on the top is the reference, with k1=3× 104, k12=3× 104, and k11=3× 108. The
bottom plots show the intensities when one rate is changed from those in the reference. From
left to right, we show the results when we change k1 to 3×105, k12 to 3×105 and k11 to 3×109.
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5.2 4-state model
In the case of the 4-state Model, as shown in Figure 4.5, the master equations and the sensitivity
equations take the following forms:
dP1
dt
= k7P2 + k6P4 − k1P1
dP2
dt
= k1P1 − k2P2 − k7P2
dP3
dt
= k2P2 + k8P4 − k9P3
dP4
dt
= k9P3 − k8P4 − k6P4
(5.10)
dS1j
dt
= k7S2j + k6S4j − k1S1j + δj,7P2 + δj,6P4 − δj,1P1
dS2j
dt
= k1S1j − k2S2j − k7S2j + δj,1P1 − δj,2P2 − δj,7P2
dS3j
dt
= k2S2j + k8S4j − k9S3j + δj,2P2 + δj,8P4 − δj,9P3
dS4j
dt
= k9S3j − k6S4j − k8S4j + δj,9P3 − δj,8P4 − δj,6P4
(5.11)
where states N, N*, I*, and I are labeled as number 1, 2, 3, and 4, respectively.
With the set of rate constants we used to simulate the native-state GFP in subsection 4.2.2,
k1 = 5 × 105, k2 = 5 × 1010, k6 = 103, k7 = 109, k8 = 104, k9 = 3 × 108, the scaled sensitivities of
the probability of the protein in the state I*,
S3j × kj
P3
,
are calculated and shown in Table 5.5. The probability of the protein in the state I* depends most
strongly on its absorption rate, k8 and its emission rate, k9, as expected. It is the least sensitive to
the changes of the internal proton transfer rate, k2, and the emission rate of the neutral form, k7,
since k2 is so much faster than k7. It will not be the case if the two rates are close.
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Table 5.5: dimensionless sensitivities of the probability of the I* state for 4-state model
rate scaled sensitivities meaning of the rate
k9 -1.0 the emission rate of the intermediate form GFP-mut2
k8 0.91 the two-photon absorption rate of the intermediate form
GFP-mut2
k6 8.9×10−2 the rate of the ground state proton transfer
k1 2.0×10−3 the two-photon absorption rate of the neutral form GFP-
mut2
k2 4.0×10−5 the rate of the excited state proton transfer
k7 -4.0×10−5 the emission rate of the neutral from GFP-mut2
With the same set of rates, the scaled sensitivities of the probability of the protein in the state N*
are shown in Table 5.6. The rates of the two proton transfer processes, k2 and k6, are the dominant
factors in this case.
Table 5.6: dimensionless sensitivities of the probability of the N* state for 4-state model
rate scaled sensitivities meaning of the rate
k2 -1.0 the rate of the internal proton transfer
k6 1.0 the rate of external proton transfer
k1 2.0×10−3 the two-photon absorption rate of the neutral form GFP-
mut2
k7 -4.0×10−5 the emission rate of the neutral from GFP-mut2
k9 3.7×10−5 the emission rate of the intermediate form GFP-mut2
k8 -3.3×10−5 the two-photon absorption rate of the intermediate form
GFP-mut2
Similar as the 3-state model, to study how rates affect emission intensities, instead of looking at
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how sensitive the probabilities of N* and A* states are to the rates changing, we should calculate,
for example, for the blue emissions, how the rates will affect
PN∗
k27
k2 + k7
and, for the green emissions, how the rates will affect
PI∗k9.
The sensitivities of the blue emission intensity with respect to any given rate, S′j , as shown in eq
(5.8), can be expressed as:
S′j = S2j
k27
k2 + k7
− δj,2PN∗ k
2
7
(k2 + k7)2
− δj,7PN∗( k
2
7
(k2 + k7)2
− 2k7
k2 + k7
) (5.12)
where PN∗ is the probability of the protein in the state N*, and S2j is its sensitivity with respect to
the rate kj . With the set of rates we used to simulate the native-state GFPmut2, k1 = 5×105, k2 =
5 × 1010, k6 = 103, k7 = 109, k8 = 104, k9 = 3 × 108, the scaled sensitivities of the blue emission
intensity with respect to the transition rate,
S′j ×
kj
PN∗
k27
k2+k7
,
are shown in Table 5.7.
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Table 5.7: dimensionless sensitivities of the blue emission intensity for 4-state model
rate scaled sensitivities meaning of the rate
k2 -2.0 the rate of internal proton transfer
k7 2.0 the emission rate of the neutral from GFP-mut2
k6 1.0 the rate of external proton transfer
k1 2.0×10−3 the two-photon absorption rate of the neutral form GFP-
mut2
k9 3.7×10−5 the emission rate of the intermediate form GFP-mut2
k8 -3.3×10−5 the two-photon absorption rate of the intermediate form
GFP-mut2
With this set of rates, faster excited state protonation rate k2 will lower the blue emission inten-
sity, while higher blue emission rate k7, neutral form absorption rate k1 or ground state protonation
rate k6 will work the other way. All these are expected, since the excited state proton transfer
switches the protein from the N form to the I form, while the ground state proton transfer goes
the opposite way. And k1 and k7 are its pumping and emission rate. The sensitivities of the green
emission intensity with respect to any give rate, S′′j can be expressed as:
S′′j =
∂(PI∗k9)
∂kj
= S3jk9 + δj,9PI∗
(5.13)
The scaled sensitivities of the green emission intensity,
S′′j ×
kj
PI∗k9
,
are shown in Table 5.8.
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Table 5.8: dimensionless sensitivities of the green emission intensity for 4-state model
rate scaled sensitivities meaning of the rate
k8 0.91 the two-photon absorption rate of the intermediate form
GFP-mut2
k6 8.9×10−2 the rate of the ground state proton transfer
k1 2.0×10−3 the two-photon absorption rate of the neutral form GFP-
mut2
k2 4.0×10−5 the rate of the excited state proton transfer
k7 -4.0×10−5 the emission rate of the neutral from GFP-mut2
k9 3.7×10−5 the emission rate of the intermediate form GFP-mut2
With these rates, the most effective way to increase the green emission intensity is increasing the
absorption rate, k8. Greater k1 and k2 will also result in higher green emission intensity. Increasing
k7 can lower green emission intensity.
5.3 6-state model
For the 6-state model, as shown in Figure ??, if we label the N, N*, I*, A*, A and I states by number
1 to 6, then the master equations can be written as:
dP1
dt
= k7P2 + k6P4 − k1P1
dP2
dt
= k1P1 − k2P2 − k7P2
dP3
dt
= k2P2 + k8P4 − k9P3 − k3P3
dP4
dt
= k9P3 − k8P4 − k6P4 + k5P6
dP5
dt
= k3P3 + k10P6 − k4P5
dP6
dt
= k4P5 − k5P6 − k10P6
(5.14)
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and the sensitivities, Si,j , satisfy the following inhomogeneous linear differential equations:
dS1j
dt
= −k1S1j + k7S2j + k6S6j + δj,7P2 + δj,6P6 − δj,1P1
dS2j
dt
= k1S1j − (k2 + k7)S2j + δj,1P1 − δj,2P2 − δj,7P2
dS3j
dt
= k2S2j − (k3 + k9)S3j + k8S6j + δj,2P2 − δj,3P3 − δj,9P3 + δj,8P6
dS4j
dt
= k3S3j + k10S5j − k4S4j + δj,3P3 + δj,10P5 − δj,4P4
dS5j
dt
= k4S4j − (k5 + k10)S5j + δ4,jP4 − δj,5P5 − δj,10P5
dS6j
dt
= k9S3j + k5S5j − (k6 + k8)S6j + δj,9S3 + δj,5S5 − δj,6S6 − δj,8S6
(5.15)
where number 1 to 6 represent state N, N*, I*, I, A*, and A respectively, and δi,j=0 if i = j or 1 if
i 6= j. The subscript “j” goes from 1 to 10 for all 10 transition rates.
Again, in order to compare the impact of the transition rates, we calculate the scaled sensitivity
Sij × kjPi . For the 6-state model, with the set of rate constants used in 4.3.2 for the simulations
of the native-state GFP-mut2 ( k1 = 5 × 105, k2 = 5 × 1010, k3 = 3 × 108, k4 = 3 × 108, k5 =
105, k6 = 2 × 103, k7 = 109, k8 = 104, k9 = 3 × 108, k10 = 3 × 105), the scaled sensitivities of the
probabilities of the protein in the state I* are shown in Table 5.9. The probability of the protein in
the state I* depends most strongly on the absorption rate of the intermediate form. The excited state
conformation change rate from the I* state to the A* state and the emission rate of the intermediate
form are the next in line, ahead of the ground state proton transfer rate.
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Table 5.9: dimensionless sensitivities of the probability of the I* state for 6-state model
rate dimensionless sensitivities meaning of the rate
k8 0.78 the two-photon absorption rate of the intermediate form
GFP-mut2
k3 -0.53 the rate of the excited state conformation change
k9 -0.47 the emission rate of the intermediate form GFP-mut2
k6 0.15 the rate of external proton transfer
k5 5.6×10−2 the rate of the ground state conformation change
k1 3.8×10−3 the two-photon absorption rate of the neutral form GFP-
mut2
k2 7.5×10−5 the rate of the internal proton transfer
k4 7.5×10−5 the emission rate of the anionic from GFP-mut2
k7 -7.5×10−5 the emission rate of the neutral from GFP-mut2
k10 -5.6×10−5 the two-photon absorption rate of the anionic form GFP-
mut2
The scaled sensitivities of the probability of the protein in the state A* are shown in Table 5.10.
Among all the rates, the probability of the state A* depends strongly on the emission rate of the
anionic form, as well as the absorption rates of the intermediate and anionic forms. The rate of the
ground state conformation change from A state to I state also plays a significant role. After these
are the emission rate of the intermediate form and the rate of the excited state conformation change.
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Table 5.10: dimensionless sensitivities of the probability of the A* state for 6-state model
rate dimensionless sensitivities meaning of the rate
k4 -1.0 the emission rate of the anionic from GFP-mut2
k8 0.78 the two-photon absorption rate of the intermediate form
GFP-mut2
k10 0.75 the two-photon absorption rate of the anionic form GFP-
mut2
k5 -0.69 the rate of the ground state conformation change
k3 0.47 the rate of the excited state conformation change
k9 -0.47 the emission rate of the intermediate form GFP-mut2
k6 -0.15 the rate of the external proton transfer
k1 3.8×10−3 the two-photon absorption rate of the neutral form GFP-
mut2
k2 7.5×10−5 the rate of the internal proton transfer
k7 -7.5×10−5 the emission rate of the neutral from GFP-mut2
With the set of rates for the native-state GFP-mut2, the scaled sensitivities of the probabilities
of the protein at state N* are shown in Table 5.11. With these rates, the probability of the protein
in the state N* is not as sensitive as the other two above toward the changing of the transition rates
except the excited and ground state proton transfer rates.
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Table 5.11: dimensionless sensitivities of the probability of the N* state for the 6-state model
rate dimensionless sensitivities meaning of the rate
k2 -1.0 the rate of the internal proton transfer
k6 0.99 the rate of the external proton transfer
k5 5.6×10−2 the rate of the ground state conformation change
k8 -4.7×10−2 the two-photon absorption rate of the intermediate form
GFP-mut2
k9 2.8×10−2 the emission rate of the intermediate form GFP-mut2
k1 3.8×10−3 the two-photon absorption rate of the neutral form GFP-
mut2
k3 -2.8×10−3 the rate of the excited state conformation change
k4 7.5×10−5 the emission rate of the anionic from GFP-mut2
k7 -7.5×10−5 the emission rate of the neutral from GFP-mut2
k10 -5.6×10−5 the two-photon absorption rate of the anionic form GFP-
mut2
In the 6-state case, the green emission can be the A*→A or I*→I transition, so its intensity is
proportional to
PI∗
k29
k3 + k9
+ PA∗k4
and the blue emission intensity is proportional to
PN∗
k27
k2 + k7
.
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The sensitivity of the blue emission intensity with respect to any rate kj , S
′
j , can be expressed as:
S′j =
∂(PN∗
k27
k2+k7
)
∂kj
= S2j
k27
k2 + k7
− δj,2PN∗ k
2
7
(k2 + k7)2
+ δj,7PN∗(
2k7
k2 + k7
− k
2
7
(k2 + k7)2
)
(5.16)
where S2j is the sensitivity of the probability of the protein in the N* state with respect to the rate
kj . The sensitivity of the green emission intensity, S
′′
j , can be written as:
S′′j =
∂(PI∗
k29
k3+k9
+ PA∗k4)
∂kj
= S3j
k29
k3 + k9
+ S4jk4 − δj,3 k
2
9
(k3 + k9)2
+ δj,9PI∗(
2k9
k3 + k9
− k
2
9
(k3 + k9)2
) + δj,4PA∗
(5.17)
Again, in order to compare the impacts of different transition rates, we scale the sensitivities.
For the green emission intensity, we calculate the scaled sensitivities as
∂(PI∗
k29
k3+k9
+ PA∗k4)
∂kj
× kj
PI∗
k29
k3+k9
+ PA∗k4
while for the blue emission intensity the scaled sensitivities is
Sj =
∂(PN∗
k27
k2+k7
)
∂kj
× kj
PN∗
k27
k2+k7
With the set of rates for the native-state GFP-mut2, the sensitivities of the blue emission intensity
to the transition rates are shown in Table 5.12. The blue emission intensity is most sensitive to the
internal proton transfer rate k2 and the blue emission rate k7. While increasing k7 will drive the
intensity up, increasing k2 will achieve the opposite. With the same set of rates, the sensitivities of
the green emission intensity are shown in Table 5.13. The green emission intensity is most sensitive
to the absorption rates k8 and k10 and the ground state conformation change rate k5. Increasing k8
or k10 will all result in a higher emission intensity, while increasing k5 will lower the green emission
intensity.
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Table 5.12: dimensionless sensitivities of the blue emission intensity for the 6-state model
rate dimensionless sensitivities meaning of the rate
k2 -2.0 the rate of internal proton transfer
k7 1.98 the emission rate of the neutral from GFP-mut2
k6 0.99 the rate of the external proton transfer
k5 5.6×10−2 the rate of the ground state conformation change
k8 -4.7×10−2 the two-photon absorption rate of the intermediate form
GFP-mut2
k3 -2.8×10−2 the rate of the excited state conformation change
k9 2.8×10−2 the emission rate of the intermediate form GFP-mut2
k1 3.8×10−3 the two-photon absorption rate of the neutral form GFP-
mut2
k4 7.5×10−5 the emission rate of the anionic from GFP-mut2
k10 -5.6×10−5 the two-photon absorption rate of the anionic form GFP-
mut2
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Table 5.13: dimensionless sensitivities of the green emission intensity for the 6-state model
rate dimensionless sensitivities meaning of the rate
k8 0.79 two-photon absorption rate of the intermediate form GFP-
mut2
k10 0.67 two-photon absorption rate of the anionic form GFP-mut2
k5 -0.61 rate of ground state conformation change
k3 0.31 rate of excited state conformation change
k9 -0.31 emission rate of the intermediate form GFP-mut2
k6 0.15 rate of external proton transfer
k1 3.8×10−3 two-photon absorption rate of the neutral form GFP-mut2
k2 7.5×10−5 rate of internal proton transfer
k4 7.5×10−5 emission rate of anionic from GFP-mut2
k7 -7.5×10−5 emission rate of the neutral from GFP-mut2
5.4 Remarks
Using sensitivity analysis, we are able to determine the effects of each rate on the probabilities of the
protein occupying various states and, more importantly, how they in turn affect the blue and green
emission intensities. When we use the transition rates simulating the native-state GFP-mut2, the
results of the sensitivity analysis correspond to the beginning of the unfolding process. For example,
experimental data show that as the protein is unfolding, the blue emission becomes significantly
stronger. According to our sensitivity analysis, in all three models, the blue emission intensity is
most sensitive to the excited state proton transfer rate and the blue emission rate. Reduced proton
transfer rate driving the blue emission intensity up makes sense under the circumstances, with the
presence of denaturants. The blue emission rate can change the intensity effectively as well, and
increasing it is supposed to increase the intensity according to the sensitivity analysis. But a high
emission rate while the protein is unfolding does not sound reasonable. Therefore, we conclude that
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the main reason for the higher intensity of the blue emission while the protein is unfolding is due
to the reduced rate of the excited-state proton transfer. But this rate should not change the green
emission intensity as significantly, which agrees with the experimental results.[38]
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Chapter 6: Blinking of GFP
The fluorescence of single-molecule GFP and its mutants show on-off blinking.[32, 16] When GFP
is used as bio-label, this is a problem because we rely on the fluorescence signals to track and study
the macro-protein GFP is attached to. Therefore, it is important to look into this behavior in
order to improve GFP. The time scale at which blinking occurs might vary with different pH values
or excitation intensities. [32, 16] The on-time, which is the duration of the fluorescence burst, is
discovered to be excitation-intensity dependent. [32] Fluorescence correlation spectroscopy results
suggest that there is a pH-independent process in high pH solutions (pH 8-11) and a pH dependent
process when pH < 7.0, [16] which suggests the existence of two ’dark’ states.
Figure 6.1: the 3-state model for
the pH-independent blinking
Let us first focus on the high pH situation. Here I start
with the simplified model for the blinking of EGFP shown
in Figure 6.1, where Z is the ’dark’ state, and A and A*
are the ground state and excited state of the anionic form
of the protein. k1 is the photon absorption rate and k4 is
the emission rate. A*→Z is the switching-off transition,
with the rate k2, and Z→A is the switching-on process,
with the rate k3.
6.1 The on-time distribution
The on-time here is defined as the duration of the fluorescence burst, which is the time of the
repeated transitions between the state A and A* before the fluorescence is turned off through the
transition A*→Z. Therefore starting from the state A the probability of the on-time shorter than a
given time t can be expressed as:
P (ton < t) = P (Tk4 < Tk2)P (Tk1 + Tk4 + TA < t) + P (Tk2 < Tk4)P (Tk1 + Tk2 < t) (6.1)
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where Tki is the time for the transition with the rate ki, which follows an exponential distribution
since each transition is assumed to be a Poisson process, and TA is the time it takes to get to
the A*→Z transition from the state A. The probability density of the on-time is the derivative of
P (ton < t) with respect to t, and it can be expressed as:
fton(t) =
dP (ton < t)
dt
=
ˆ t
0
ˆ t1
0
dt1dt2e
−k2(t1−t2)k1e−k1t2k4e−k4(t1−t2)fton(t− t1)
+
ˆ t
0
dt1e
−k4(t−t1)k1e−k1t1k2e−k2(t−t1) (6.2)
Eq (6.2) can be derived as:
fton(t) =
k1k4
k2 − k1 + k4
ˆ t
0
dt1(e
−k1t1 − e−k2t1−k4t1)fton(t− t1)
+
k1k2
k2 + k4 − k1 (e
−k1t − e−k2t−k4t) (6.3)
With the rule for the Laplace transform of a convolution, the Laplace transform of eq (6.3) yields
to:
f˜ton(s) =
k1k4
k2 − k1 + k4 (
1
s+ k1
− 1
s+ k2 + k4
)f˜ton(s) +
k1k2
k2 − k1 + k4 (
1
s+ k1
− 1
s+ k2 + k4
) (6.4)
Therefore, the Laplace transform of fton(t) can be written as a function of s and the transition rates:
f˜ton(s) =
k1k2
s2 + sk2 + sk4 + sk1 + k1k2
(6.5)
The probability density of the on-time, fton(t), can be obtained after applying inverse Laplace
transform on eq (6.5), as:
fton(t) =
k1k2
r1 − r2 e
r1t +
k1k2
r2 − r1 e
r2t
=
k1k2
r1 − r2 e
− tτ1 +
k1k2
r2 − r1 e
− tτ2 (6.6)
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where r1 and r2 are the roots of s
2+sk2+sk4+sk1+k1k2 = 0, and τ1 = − 1r1 , τ2 = − 1r2 . Explicitly,
they can be written as:
r1 =
−k2 − k4 − k1 +
√
(k2 + k4 + k1)2 − 4k1k2
2
r2 =
−k2 − k4 − k1 −
√
(k2 + k4 + k1)2 − 4k1k2
2
(6.7)
The first term of eq (6.6) dominates, since τ1 > τ2. k1 is the number of photons absorbed per
second, which is proportional to the excitation intensity. Therefore, to investigate how the excitation
intensity affects the on-time, we calculate dτ1dk1 , as
dτ1
dk1
=
−2(1− k4+k1−k2√
(k2+k4+k1)2−4k1k2
)
(k2 + k4 + k1 −
√
(k2 + k4 + k1)2 − 4k1k2)2
(6.8)
dτ1
dk1
is always negative, which means, higher excitation intensities lead to shorter on-times. It agrees
with the experimental results, which shows that the on-time of EGFP increases from 0.18 s to 0.38
s when the excitation intensity is reduced from 5 kW/cm2 to 0.5 kW/cm2.[32]
With this simplified model, the on-time distribution, as shown in eq (6.6), only depends on k1,
k2 and k4. k3 decides the length of the off-time, if it is much slower than k2. To estimate k1, the
number of photons absorbed per second, we use the following equation:
k1 ≈ Iσ
hν
(6.9)
where I is the excitation intensity, σ is the absorption cross section of EGFP, which is about
2.03 × 10−16 cm2[32], h is the Planck constant, and ν is the excitation frequency. With I = 5
kW/cm2, k1 is approximately 2.5 × 106 s−1. If the emission rate k4 is much greater than k1, one
will expect that reducing the excitation intensity to the 110 of the original will prolong the on-time
10 times. However, as stated above, when the excitation intensity changed from 5 kW/cm2 to 0.5
kW/cm2, the reduction of the on-time is much less, from 0.18 s to 0.38 s.[32] For this to make
sense, there has to be at least one additional process from the A* state to the A state with a rate
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that is slower than what we expect of the emission rate, which is around 108-109 s−1 based on the
fluorescence life-time. And this process is also not so slow that it will be considered to switch the
fluorescence off. Taking k4 as the effective rate of all the processes from the state A* to the state A
while the protein is ’on’, we can obtain the on-time and excitation intensity correlation that agrees
with the experimental results based on our simplified stochastic model. The on-time distributions
from stochastic simulations are shown in Figure 6.2. Based on our simulations, the on-time is around
0.17 s when the protein is excited with a laser with an intensity of 5 kW/cm2, and it increases to
0.24 s and 0.40 s when the intensity is reduced to 1.5 kW/cm2 and 0.5 kW/cm2. The corresponding
experimental values are 0.18 s, 0.25 s and 0.38 s, respectively.[32]
Peterman et al.[32] measured the time from the beginning of the experiment to the first fluo-
rescence burst to be around 50 s. If the long lifetime dark state at the beginning is the same one
from photo-switching, we can estimate that k3 is around 0.02 s
−1. However, the off-time has been
measured to be around 1 s in other experiments, [35, 31]. The initial bleached dark state might be
different from the dark state during the relatively fast blinking. And it is possible that k3 is around
1 s−1, while there exists another dark state with a longer life time, around 50 s.
6.2 Photon counts distribution
Figure 6.3: a simple photon-
excitation and emission system
As discussed in Section 6.1, higher excitation intensities
will shorten the on-times, which is not favored in experi-
ments with GFP as bio-labels. Another factor we have to
consider is how the excitation intensity affects the emis-
sion intensity. Combining these two factors, we can work
out the ideal excitation intensity that results in a high
emission intensity and a long on-time.
With the model shown in Figure 6.1, if k2  k4, that
is, if the switching-off is a rare event, the emission can be
considered as a Poisson process with a average rate of r.
Figure 6.3 represents this basic photon-excitation and emission system. k1 is the excitation rate and
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Figure 6.2: the on-time distribution from stochastic simulations based on the model in Figure
6.1 and exponential fits to the histograms. The rates are set as: k2 = 6.3 s
−1, k3 = 0.02
s−1, and k4 = 3.6 × 105 s−1. (a) k1 = 2.5 × 106 s−1, and it is fitted with an exponential
function:f(t) = 570.7 × e− t0.18 s . (b) k1 = 7.5 × 105 s−1, and it is fitted with an exponential
function, f(t) = 410.6 × e− t0.25s . (c) k1 = 2.5 × 105 s−1 , and it is fitted with an exponential
function, f(t) = 247.3× e− t0.40s . The data points are from stochastic simulations and the solid
lines are their exponential fits. The error bars are calculated from standard deviation.
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As shown in Figure 6.4, eq (6.13) fits stochastic simulation results very well when k2  k4. Eq
(6.13) also applies to any excitation-emission systems, even if there is a non-radiative process, as
long as the non-radiative process is much slower than the emission.
Figure 6.4: the distributions of photon-counts from stochastic simulations based on the model
in Figure 6.1 and the analytical function as shown in eq (6.13) . The rates are set as: k1 =
2.5 × 106 s−1, k2 = 8.0 × 102 s−1, k3 = 0.02 s−1, k4 = 3.0 × 108 s−1. The sample time is 100
µs.
k4 is the emission rate. The average time between two emissions is
t =
1
k1
+
1
k4
(6.10)
so the rate r can be written as:
r =
k1k4
k1 + k4
(6.11)
For a Poisson process with an average rate of r, the probability that n events occur during a time
interval of t is:
P (n, t) =
(rt)n
n!
e−rt (6.12)
In our case, the probability that n photons are emitted during a sample time of t yields to:
P (n, t) =
( k1k4k1+k4 t)
n
n!
e−
k1k4
k1+k4
t (6.13)
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Figure 6.5: a photon-excitation
and emission system with a non-
radiative process
If we take the non-radiative process into considera-
tion, as shown in Figure 6.5, where k2 represents the rate
of non-radiative relaxation of the excited state A*. This
system can be considered a Poisson process with a rate of
r =
1
1
k1
+ p× 1k4 + (1− p)× 1k2
(6.14)
where p is the probability of the photon emission, and 1−p
is the probability of the non-radiative process. Assuming
that the probabilities are proportional to the transition rates, p can be written as:
p =
k4
k2 + k4
(6.15)
Therefore the effective rate of the Poisson process, eq (6.14), can be expressed as:
r =
k1(k2 + k4)
2k1 + k2 + k4
(6.16)
We call each A*→A→A* process an event, where the A*→A* step can be either the emission
or the non-radiative process. The number of events, N , still follows the Poisson distribution, as:
P (N = q, t) = e−rt
(rt)q
q!
(6.17)
During a time interval t, the probability that the number of photon-emissions N1 = i and the number
of non-radiative processes N2 = j, is the same as the probability that N1 = i and the total number
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Figure 6.6: photon-count distribution based on the model with an emission and a non-radiative
process. The data points labeled with ’+’ are from stochastic simulations, and the line is the
approximation of eq (6.19) with large j terms truncated. The transition rates are set as:
k1 = 2.5× 106 s−1, k2 = 8× 107 s−1, and k4 = 3× 108 s−1. The sample time is 10 µs.
of events N = i+ j, which can be expressed as:
P (N1 = i,N = i+ j, t) = P (N = i+ j, t)P (N1 = i|N = i+ j)
= e−rt
(rt)i+j
(i+ j)!
(i+ j)!
i!j!
pi(1− p)j
=
e−rt(rt)i+j
i!j!
pi(1− p)j (6.18)
where P (N1 = i|N = i + j) is the probability of N1 = i if N = i + j. We are interested in the
number of photon-emissions, the distribution of which yields:
P (N1 = i) =
∞∑
j=0
e−rt(rt)i+j
i!j!
pi(1− p)j (6.19)
In the case of the model in Figure 6.1, eq(6.19) still holds, with the effective rate of the Poisson
process being:
r =
1
p 1k4 + (1− p)( 1k2 + 1k3 ) + 1k1
(6.20)
where p = k4k2+k4 .
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6.3 Waiting time distribution
With the model shown in Figure 6.1, the probability of observing emissions of n photons in a waiting
time shorter than t for n photon emissions, Pn(t), can be expressed as:
Pn(t) = Pn−1(t− t1)P (Tk4 < Tk2)P (Tk1 + Tk4 < t1) (6.21)
where Pn−1(t− t1) is the probability that there are n− 1 photon emissions within the time period
from t to t1, and P (Tk1 +Tk4 < t1) is the probability that there are one more pumping and emission
within t1. To have n emissions within t, it also requires that the emission process is favored over
the switching off process, thus the P (Tk4 < Tk2) factor. With the assumption that each transition
is a Poisson process, the probability density, fn(t), can be written as:
fn(t) =
ˆ t
0
ˆ t1
0
dt1dt2fn−1(t)e−k2t2k1e−k1(t1−t2)k4e−k4t2
=
k1k4
k1 − k2 − k4
ˆ t
0
dt1(e
−k2t1−k4t1 − e−k1t1)fn−1(t− t1) (6.22)
The Laplace transform of eq (6.22) yields to:
f˜n(s) =
k1k4
k1 − k2 − k4 (
1
s+ k2 + k4
− 1
s+ k1
)f˜n−1(s) (6.23)
The probability of 1 emission within t, P1(t), can be written as:
P1(t) = PAP (Tk4 < Tk2)P (Tk1 + Tk4 < t) (6.24)
where PA is the probability of the protein in the state A. The probability density, f1(t), and its
Laplace transform, f˜1(s), can be expressed as:
f1(t) = PA
ˆ t
0
dt1e
−k2(t−t1)k1e−k1t1k4e−k4(t−t1)
=
PAk1k4
−k1 + k2 + k4 (e
−k1t − e−k2t−k4t) (6.25)
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f˜1(s) =
PAk1k4
−k1 + k2 + k4 (
1
s+ k1
− 1
s+ k2 + k4
) (6.26)
Combining eq (6.23) and eq (6.26), we can obtain:
f˜n(s) = PA(
k1k4
k1 − k2 − k4 )
n(
1
s+ k2 + k4
− 1
s+ k1
)n
=
C
(s+ k2 + k4)n(s+ k1)n
(6.27)
where C = PA(k1k4)
n. The inverse Laplace transform of f˜n(s) leads to the expression for the
probability density fn(t), which can be shown as:
fn(t) = C
1
(n− 1)! (
dn−1
dsn−1
est
(s+ k2 + k4)n
|s=−k1 +
dn−1
dsn−1
est
(s+ k1)n
|s=−k2−k4) (6.28)
Generally, d
n−1
dsn−1
est
(s+r)n , where r is a constant, can be expressed as:
dn−1
dsn−1
est
(s+ r)n
=
n−1∑
i=0
di
dsi
est
dn−1−i
dsn−1−i
1
(s+ r)n
=
n−1∑
i=0
tiest
(−1)n−1−i (2n−2−i)!(n−1)!
(s+ r)2n−1−i
Therefore,
fn(t) =
PA(k1k4)
n
((n− 1)!)2 (
n−1∑
i=0
ti(−1)n−1−i(2n− 2− i)!e
−k1t + (−1)2n−1−ie−k2t−k4t
(−k1 + k2 + k4)2n−1−i )
6.4 pH-dependent fluorescence intensity
The fluorescence intensity of GFP is found to be pH-dependent.[78, 79, 80] The response of GFP
fluorescence to pH changes occurs in < 1 ms and is reversible at pH > 5.[78] The intensity decreases
at a lower pH, and it seems to be due to the reduction of the molar absorbance rather than the
reduction of the quantum yield.[78] It is suggested to be resulted from the external protonation,
such as the A → N transition shown in Figure 6.7. In other words, the quenching of fluorescence
Chapter 6: Blinking of GFP 6.4 pH-dependent fluorescence intensity
82
is likely due to the reduction of the population of the anionic form of GFP at a lower pH.[80] The
fluorescence intensity responds slower at pH <5 and is not completely reversible, which might be
due to GFP unfolding at very low pH.[78]
Figure 6.7: the external protona-
tion/deprotonation model
The emission rate k4 is much faster than any
other transition rates in the model shown in Fig-
ure 6.7, thus the lifetime of the A* state is very
short compared to the other two species and we
can assume that the protein spends most of its
time in the ground states N and A, that is, the
probabilities of finding the protein in the state
N, PN , and that in the state A, PA, almost add
up to 1:
PA + PN ≈ 1 (6.29)
The ratio between PA and PN depends on the pH value of the environment and the pKa value of
GFP. For protonation/deprotonation processes like
A− +H+ ←→ AH,
The pKa value is defined as:
pKa = − log10
[A−][H+]
[AH]
(6.30)
where [A−], [H+] and [AH] are the concentrations of the three species involved. Since the pH value
is defined as:
pH = − log10[H+], (6.31)
eq (6.30) can be expressed as:
log10
[A−]
[AH]
= pH − pKa (6.32)
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Figure 6.8: the probability of EGFP in the state A as a function of the pH value of the
environment. It is normalized so that PA = 1 when pH = 8.
Therefore, the probability of the protein in the anionic form, PA, is:
PA = PN10
pH−pKa (6.33)
With the approximation shown in eq (6.33), PA can be written as:
PA =
10pH−pKa
1 + 10pH−pKa
(6.34)
For EGFP, the pKa value is around 5.8.[16] PA as a function of the pH value of the environment is
shown in Figure 6.8.
The average fluorescence intensity is proportional to the photon counts during a sample time t.
For the model in Figure 6.7, the photon counts can be expressed as
F = PA × k1
k1 + k5
× k1k4
k1 + k4
× t (6.35)
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Figure 6.9: the relative fluorescence as a function of the pH value with different k/k1, where
k = k5/[H
+].
where t is the sample time, and k1k4k1+k4 is the average absorption-emission rate. Combined with eq
(6.34) , eq (6.35) yields to:
F =
10pH−pK
1 + 10pH−pK
× k1
k1 + k5
× k1k4
k1 + k4
× t (6.36)
The fluorescence intensity at a given pH relative to that at pH = 8 can be written as:
Fr =
10pH−pK
1+10pH−pK × 11+ kk1×10−pH
108−pK
1+108−pK × 11+ kk1×10−8
(6.37)
where k = k5[H+] . Figure 6.9 shows the relative fluorescence intensity as a function of the pH value
with different excitation intensities (different k/k1). For EGFP k is around 1.53× 109 M−1s−1.[16]
For the relative fluorescence to be around 0.1 at pH = 5, k1 should be at least 10
5 s−1.
There is an alternative scheme. If the external proton transfer is from the A* state to the N
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state, as shown in Figure 6.10, the relative fluorescence intensity can be rewritten as:
Fr =
10pH−pK
1+10pH−pK × 11+ kk4×10−pH
108−pK
1+108−pK × 11+ kk4×10−8
(6.38)
The plots will look similar as these in Figure 6.9, and for the relative fluorescence to be 0.1 at pH
= 5 , the emission rate k4 should be at least 10
5 s−1, which is almost always the case since the
fluorescence life-time is at ns scale. This model can also explain why the fluorescence and absorbance
of GFP is not exactly parallel.[78] If the the external protonation happens when the anionic form
is in the excited state, the fluorescence quantum yield will be slightly lower at a lower pH due to a
faster protonation.
6.5 Remarks
Figure 6.10: the external protona-
tion/deprotonation model with the protona-
tion process occurring to the excited state an-
ionic form
The blinking of GFP is caused by the transi-
tions from the green-fluorescent anionic form to
some ’dark’ states. Experimental results sug-
gest that there are more than one ’dark’ state,
and some of the transitions are pH-dependent
and some are not.[16] To be used as a bio-label,
high fluorescence intensities and long on-times
of GFP are desired. We’ve shown in this chapter
how the fluorescence intensity and the on-time
distribution depend on the transition rates with
simplified models. One of the parameters that can be adjusted is the excitation intensity. Based on
our simplified model, even though a higher excitation intensity leads to higher fluorescence peaks, it
results in shorter on-times, which agrees with experimental results.[32] The laser should be carefully
selected, not just in terms of wavelengths but also intensities, to optimize the fluorescence intensities
and on-times. The blinking of GFP can also be pH-dependent within a certain range (pH 5-8),
which is due to external protonations.
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Chapter 7: Photo-Switching Properties of Dronpa
Reversibly switchable fluorescent proteins (RSFPs) can be repeatedly photoswitched between a
fluorescent and a nonfluorescent state by irradiation with light of two different wavelengths. They
have attracted widespread interest for applications in the super resolution microscopy[81, 82, 83, 84]
and data storage[85]. For example, stimulated emission depletion (STED), one of the super resolution
techniques, uses two superimposed laser beams. The excitation beam activate the fluorescence, and
the STED beam switches it off. The STED beam is adjusted to have zero intensity at the focal
center and strong intensities at the spot periphery, therefore only molecules that are close to the
center of the spot are allowed to fluoresce.[83, 81] One such fluorescent protein is Dronpa.[51]
7.1 Properties of Dronpa
Dronpa is a GFP-like photoswitchable protein that can be turned on with irradiation around 400 nm
and switched off with light around 490 nm.[51] Furthermore, Dronpa is monomeric, can be switched
on and off repeatedly many times and its off-state is thermally stable.[51] In the nonfluorescent
off-state Dronpa is protonated, thus in a neutral state, while in the fluorescent on-state it is depro-
tonated, thus in an anionic state.[86] The absorption spectrum of Dronpa has a major peak at 503
nm and a minor peak at 390 nm, and the amplitude of the 503-nm peak decreases with decreasing
pH, while that of the 390-nm peak increases.[51, 87] Therefore, the 503-nm peak is assigned to the
neutral state of the chromophore which is nonfluorescent, and the 390-nm peak is assigned to the
ionized state which is highly fluorescent with emission peaks around 518 nm.[51] Excitation of depro-
tonated form leads to a single-exponential decay of the detected fluorescence with time constant of
3.6 ns and excitation of the protonated form leads to delayed fluorescence with an average decay time
of 14 ps and a dominant component of 10 ps.[87] The rates of the disappearance of the deprotonated
form and the appearance of the protonated form are 6.7×10−4 and 6.9×10−4 s−1, respectively, with
irradiation at 488 nm and that of the appearance of the deprotonated form and the disappearance of
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the protonated form are 9.6× 10−3 and 9.0× 10−3 s−1, respectively, with irradiation at 405 nm.[87]
Some models have been proposed for the switching scheme.[86, 87] A simplified schematic
version[87] is shown in Figure 7.1, where N stands for the protonated form resulted from photo-
switching, I is a nonfluorescent intermediate form, A is the deprotonated form and Z is a dark state.
The transition from the excited intermediate form to the excited anionic form is supposed to have
a very low efficiency, and the ground state transition between these two forms is slow as well. The
ground state transitions between the protonated form and intermediate form should be pH depen-
dent. In both single-color excitation at 488 nm (A→A*) and dual-color excitation at 488 nm and
405 nm (N→N*) experiments, the off-time distribution of the green fluorescence is measured to be
an exponential distribution with a time constant around 65 ms. A short off-time with a gaussian
distribution is also observed in both experiment. In the duel-color experiment, the average value of
the short off-time is around 1.3 ms, and it is around 1.2 ms in the single-color one.[87]
7.2 On- and off-time analysis
Figure 7.1: A photoswitching state diagram
for Dronpa
We can apply our methods to study the switch-
ing behavior of Dronpa. We carry out the
stochastic simulation based on the scheme out-
lined in Figure 7.1 and the rates are chosen
so as to simulate the experimental results.[87]
The fluorescence on-time at 418 nm depends
on the absorption rate, k10, emission rate, k4,
switching-off rates of A*, k11 and k12. Faster
absorption rate leads to shorter on-time, so do faster switching-off rates. How the emission rate k4 af-
fects the on-time distribution depends on its relative value to the switching rates, k11 and k12. When
only the anionic form is excited, i.e k1 = 0, off-time might correspond to the time it takes to finish the
transition A*→N→I→A or A*→Z→A. As the three plots on the left of 7.2 show that we have found
a set of transition rates (k1 = 0, k2 = 3× 1011, k3 = 9× 10−2, k4 = 3× 108, k10 = 1.1× 105, k−6 =
9.1× 10−2, k7 = 5× 1011, k−5 = 15, k9 = 3× 108, k11 = 5.5× 104, k12 = 3× 104, k13 = 15) which
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yields simulation results in reasonable agreement with experimental data. The top and middle pan-
els show the off-time distributions at different time scales. The off-time distribution shown in the
top panel can be fit with a single exponential function with a decay time of about 73 ms. The
larger time scale plot shown in the middle panel reveals a multi-exponential decay which involves
both short and long off-time. The on-time distribution of the bottom panel can be fit with a single
exponential function with a decay time of about 38 ms. These decay times are fairly close to the
experimental values of 65 ms and 38 ms. As was done by Habuchi, et al., we use the auto-correlation
method to obtain an even shorter off-time, around 1.4 ms. This shorter off-time was also mentioned
in the experiment results. The three plots on the right show the results from the double excitation
simulation where both the anionic and neutral forms are excited and k1 is set to be 1.85 × 104. In
this case, the decay time for the short off-time distribution is about 69 ms and that for the on-time
distribution is around 37 ms, while they are 65 ms and 52 ms, respectively, in the experiment.
The shortest off-time we get from auto-correlation method is around 1.3 ms in this case. The long
off-times in the scale of seconds are almost non-existent in this case because the absorption rate of
the neutral form is much faster than the transition rate from the ground state N to I, which makes
the probability of the transition N→I→A very low.
Our simulations yield the on-time and off-time distributions which agree reasonably well with
experiments, but the fluorescence intensities are higher than those in the experiment by a factor
of 2 to 8 depending on the time resolution with the chosen rates. One contributing factor is the
fluorescence quantum yield which is given experimentally at about 85%, but it is close to 100% with
our chosen rates.
Analytically, the probability of the short off-time, tos, shorter than t is given by
P (tso < t) = P (Tk12 < Tk4)P (Tk12 + Tk13 < t) (7.1)
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Figure 7.2: Simulation results for Dronpa, when it is singly and doubly photo-excited. (a)-(c)
are for the case when only the anionic form is excited. Transition rates are set at: k1 = 0, k2 =
3× 1011, k3 = 9× 10−2, k4 = 3× 108, k10 = 1.1× 105, k−6 = 9.1× 10−2, k7 = 5× 1011, k−5 =
15, k9 = 3× 108, k11 = 5.5× 104, k12 = 3× 104, k13 = 15. (a) the off-time distribution with a
bin size of 30 ms, (b) the off-time distribution with a bin size of 5 s, (c) the on-time distribution.
(d)-(f) are for the case when both the neutral and anionic forms are excited. k1 is changed to
1.85 × 104. (d) the off-time distribution with a bin size of 30 ms, (e) the off-time distribution
with a bin size of 5 s, (f) the on-time distribution.
therefore the distribution of the short off-time becomes
ftso(t) =
ˆ t
0
dt1e
−k4t1k12e−k12t1k13e−k13(t−t1)
=
k12k13(e
−(k4+k12)t − e−k13t)
−(k4 + k12) + k13
(7.2)
With our chosen rates, eq (7.2) yields
ftso(t) = −1.5× 10−3 × (e−
t
3.3×10−9 − e− t6.7×10−2 ) (7.3)
which gives a dominating decay time of about 67 ms.
Similarly, the probability of the long off-time, tlo, shorter than t is given by than
P (tl0 < t) = P (Tk11 < Tk4)P (Tk11 + Tk−6 + Tk−5 < t) (7.4)
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and the distribution of tlo becomes
ftlo(t) =
ˆ t
0
ˆ t1
0
dt1dt2e
−k4t2k11e−k11t2k−6e−k−6(t1−t2)k−5e−k−5(t−t1)
=
k11k−6k−5
k−6 − (k4 + k11) (
e−(k4+k11)t − e−k−5t
−(k4 + k11) + k−5 −
e−k−6t − e−k−5t
−k−6 + k−5 )
(7.5)
With our rates,
ftlo(t) = 8.3× 10−13 × e−
t
3.3∗10−9 − 1.7× 10−5 × e− t6.7×10−2 + 1.7× 10−5 × e− t11 (7.6)
It shows a dominating decay time of about 11 s, which agrees with the experimental result.
7.3 Remarks
Dronpa is one of the widely used reversibly switchable fluorescent proteins. It has a complex photo-
switching scheme, with off-times in different ranges. The long off-time, the distribution of which
is shown in eq (7.5), is decided by the slowest rate among k4, k11, k−5 and k−6. k−5 and k−6 are
usually the slower ones of the four. That is, the ground-state deprotonation and the conformation
change associated with it are the rate-limiting processes, when it comes to the long off-time. On
the other hand, the short off-time, as shown in eq (7.2), are decided by the slowest one among k4,
k12, k13, and it is usually k13. While these rates decide the duration of the dark periods, how often
the protein is turned off, which determines the quantum yield of the photo-switching, is decided by
ratio between k11 and k4, or k12 and k4.
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Chapter 8: Final remarks
The green and other fluorescent proteins have become one of the most important tools in cell and
molecular imaging. In this thesis, we have studied the complex photo-switching scheme with two
different stochastic methods. GFP and its homologs display photo-switching behaviors. Some of
them have more than one emission wavelengths in the visible light range, and can switch between
them when excited by light of a proper wavelength. GFP-mut2 has been found to switch between
blue and green light spontaneously right before it unfolds with the presence of denaturants. And with
the potential application in super resolution imaging and data storage, recently engineered reversible
switchable fluorescence proteins, some of which can be repeatedly activated and deactivated, have
attracted much attention.
All these photo-switching and photo-activation behaviors are associated with transitions among
different sub-states and sub-species of GFP, which involve protonation/deprotonation, adiabatic
crossings and conformation changes.
We started with the pre-unfolding oscillation of GFP-mut2. Blue emission is hardly noticeable
when the protein is in its native state due to the fast excited state proton transfer, which slows
down while the protein is unfolding in the presence of denaturants. The transition rates changes
can also explain the exponential distribution of the off-time for the native state and its finite peak
right before it unfolds. Sensitivity analysis results also give insights into the impacts of changing the
transition rates on the probability of the protein to be found in different states and on the intensities
of the green and blue emissions.
As a bio-sensor, it is essential that the emission intensity of GFP is strong enough to be detected.
We studied how the excitation intensity of the laser affect the emission intensity and the on-time
distribution based on the properties of Poisson processes. Higher excitation intensities lead to higher
emission intensities, but also shorter on-times. The emission intensity also depends on the pH value
of the solution. Especially for pH between 5 and 8, a lower pH value leads to lower emission
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intensities.
Our attempts to look into the complex photo-switching behaviors of GFP homologs with sim-
plified models offer some insights, yet a lot more can be done in the future. Different mutants of
GFP and GFP-like proteins are being designed. It will be very helpful if we can look into the roles
different parts of the chromophore and its neighboring amino acids play in the photo-switching pro-
cesses and how they affect the general properties of the proteins and all the transition rates. These
transition rates can also, in principle, be calculated using quantum Chemistry methods. Calculation
of the rates will lead our research into a new direction.
Chapter 8: Final remarks
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Appendix A: the Off-time Distributions for the 4-State Model of
GFPmut2
For the 4-state model, as shown in Figure 4.5, from the N state, to get to the I* state, it may either
go through N→N*→I* directly or after going through N→N*→N a number of times, depending on
which transition is faster between N*→N and N*→I*. Therefore, the probablity of the transition
from N state to the next green emission happening within time t is:
P (TN < t) = P (Tk2 < Tk7)P (Tk1 + Tk2 < t) + P (Tk2 > Tk7)P (Tk1 + Tk7 + TN < t) (A.1)
where Tki is the time it takes to complete the transition with the rate ki. We assume the transition
is a Possion process, so the probability density of Tki follows an exponential distribution:
fTki (t) = kie
−kit (A.2)
The distribution of TN is the differentiation of P (TN < t) with respect to t, which can be shown as
follows:
fTN (t) =
dP (TN < t)
dt
= P (Tk2 < Tk7)fTk1+Tk2 (t) + P (Tk2 > Tk7)fTk1+Tk7+TN (t)
(A.3)
P (Tk2 < Tk7) and P (Tk2 > Tk7) can be obtained from eq (4.6). Since the distribution of the sum of
variables is the convolution of the distributions of the individual random variables, eq (A.3) can be
expressed as:
fTN (t) =
ˆ t
0
dt1e
−k7(t−t1)k1e−k1t1k2e−k2(t−t1)
+
ˆ t
0
ˆ t1
0
dt1dt2e
−k2(t1−t2)k1e−k1t2k7e−k7(t1−t2)fTN (t− t1)
=
k1k7
k2 + k7 − k1
ˆ t
0
(e−k1t1 − e−k2t1−k7t1)fTN (t− t1) +
k1k2
−k1 + k2 + k7 (e
−k1t − e−k2t−k7t)
(A.4)
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After applying Laplace transform to eq (A.4), taking advantage of the rule for the Laplace
transform of a convolution, we obtain:
f˜TN (s) = LfTN (t)
=
k1k7
k2 + k7 − k1 (
1
s+ k1
− 1
s+ k2 + k7
)f˜TN (s) +
k1k2
−k1 + k2 + k7 (
1
s+ k1
− 1
s+ k2 + k7
)
(A.5)
therefore,
f˜TN (s) =
k1k2
(s+ k1)(s+ k2 + k7)− k1k7 (A.6)
The off-time of green emission is defined as the time from one green emissions to the next if there
is at least one blue emission in between. The probability of the off-time less than t can be expressed
as:
P (toff < t) = P (Tk6 < Tk8)P (Tk7 < Tk2)P (Tk6 + Tk1 + Tk7 + TN < t) (A.7)
Applying the similar procedure, as used to obtain the distribution of TN , we obtain the probability
density distribution of the off-time as:
ftoff (t) =
dP (toff < t)
dt
=
k1k6k7
−k6 + k1 − k8
ˆ t
0
dt1(
e−k6t1−k8t1 − e−k7t1−k2t1
−k6 − k8 + k2 + k7 −
e−k1t1 − e−k7t1−k2t1
−k1 + k2 + k7 )fTN (t− t1)
(A.8)
The Laplace transform of ftoff (t) yeilds:
f˜toff (s) =
k1k6k7
−k6 + k1 − k8 (
1
s+k6+k8
− 1s+k2+k7
−k6 − k8 + k2 + k7 −
1
s+k1
− 1s+k2+k7
−k1 + k2 + k7 )f˜TN (s)
=
k6k
2
1k7k2
(s2 + sk2 + sk7 + k1s+ k1k2)(s+ k8 + k6)(s+ k1)(s+ k2 + k7)
(A.9)
Since the definition of Laplace transform of ftoff (t) is:
f˜toff (s) =
ˆ ∞
0
e−stftoff (t)dt (A.10)
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The mean off-time, defined as:
< toff >=
ˆ ∞
0
tftoff (t)dt, (A.11)
can be written as:
< toff > = −
df˜toff (s)
ds
|s=0
=
k6k7(k2 + k7 + k1)
k1k2(k6 + k8)(k2 + k7)
+
k6k7
k1(k6 + k8)(k2 + k7)
+
k6k7
(k6 + k8)2(k2 + k7)
+
k6k7
(k6 + k8)(k2 + k7)2
(A.12)
Applying inverse Laplace transform on eq (A.9), we can derive the off-time distribution as
ftoff (t) =
k21k2k6k7e
r1t
(r1 − r2)(r1 − r3)(r1 − r4)(r1 − r5) +
k21k2k6k7e
r2t
(r2 − r1)(r2 − r3)(r2 − r4)(r2 − r5)
+
k21k2k6k7e
r3t
(r3 − r1)(r3 − r2)(r3 − r4)(r3 − r5) +
k21k2k6k7e
r4t
(r4 − r1)(r4 − r2)(r4 − r3)(r4 − r5)
+
k21k2k6k7e
r5t
(r5 − r1)(r5 − r2)(r5 − r3)(r5 − r4)
where
r1 =
−(k1 + k2 + k7) +
√
(k1 + k2 + k7)2 − 4k1k2
2
r2 =
−(k1 + k2 + k7)−
√
(k1 + k2 + k7)2 − 4k1k2
2
r3 = −k6 − k8
r4 = −k1
r5 = −k2 − k7
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Appendix B: the Off-time Distributions for the 6-State Models of
GFPmut2
For the 6-state model, as shown in Figure 4.11, the probability that it takes less time than t to reach
the next green emission from state N is:
P (TN < t) = P (Tk2 < Tk7)P (Tk9 < Tk3)P (Tk1 + Tk2 + Tk9 < t)
+ P (Tk2 < Tk7)P (T3 < Tk9)P (Tk1 + Tk2 + Tk3 + Tk4 < t)
+ P (Tk7 < Tk2)P (Tk1 + Tk7 + TN < t)
(B.1)
The probability distribution of TN can be shown to be:
fTN (t) =
dP (TN < t)
dt
=
ˆ t
0
ˆ t1
0
dt1dt2e
−k7(t1−t2)e−k3(t−t1)k1e−k1t2k2e−k2(t1−t2)k9e−k9(t−t1)
+
ˆ t
0
ˆ t1
0
ˆ t2
0
dt1dt2dt3e
−k7(t2−t3)e−k9(t1−t2)k1e−k1t3k2e−k2(t2−t3)k3e−k3(t1−t2)k4e−k4(t−t1)
+
ˆ t
0
ˆ t1
0
dt1dt2e
−k2(t1−t2)k1e−k1t2k7e−k7(t1−t2)fTN (t− t1)
=
k1k2k9
−k1 + k2 + k7 (
e−k1t − e−k3t−k9t
−k1 + k3 + k9 −
e−k2t1−k7t1 − e−k3t−k9t
−k2 − k7 + k3 + k9 )
+
k1k2k3k4
k7 − k1 + k2 (
e−k1t−e−k4t
k4−k1 − e
−k9t−k3t−e−k4t
−k9−k3+k4
k9 − k1 + k3 −
e−k7t−k2t−e−k4t
k4−k7−k2 − e
−k9t1−k3t1−e−k4t
−k9−k3+k4
k9 − k7 − k2 + k3 )
+
k1k7
k2 − k1 + k7
ˆ t
0
dt1(e
−k1t1 − e−k2t1−k7t1)fTN (t− t1)
(B.2)
After applying the rule for the Laplace transform of a convolution, eq (B.2) yields to:
f˜TN (s) =
k1k2k9
−k1 + k2 + k7 (
1
s+k1
− 1s+k3+k9
−k1 + k3 + k9 −
1
s+k2+k7
− 1s+k3+k9
−k2 − k7 + k3 + k9 )+
+
k1k2k3k4
k7 − k1 + k2 (
1
s+k1
− 1s+k4
k4−k1 −
1
s+k3+k9
− 1s+k4
−k9−k3+k4
k9 − k1 + k3 −
1
s+k2+k7
− 1s+k4
k4−k7−k2 −
1
s+k3+k9
− 1s+k4
−k9−k3+k4
k9 − k7 − k2 + k3 )
+
k1k7
k2 − k1 + k7 (
1
s+ k1
− 1
s+ k2 + k7
)f˜TN (s)
(B.3)
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Therefore,
f˜TN (s) =
(k9s+ k4k9 + k3k4)k1k2
(s2 + sk2 + sk7 + sk1 + k1k2)(s+ k4)(s+ k3 + k9)
(B.4)
The probability of the off-time less than t is
P (toff < t) =
PI∗
k29
k9+k3
PI∗
k29
k9+k3
+ PA∗k4
P (Tk7 < Tk2)P (Tk6 < Tk8)P (Tk6 + Tk1 + Tk7 + TN < t)
+
PA∗k4
PI∗
k29
k9+k3
+ PA∗k4
P (Tk5 < Tk10)P (Tk6 < Tk8)× P (Tk5 + Tk6 + Tk1 + Tk7 + TN < t)
(B.5)
where PI∗, PA∗ are the probilibities of the protein at the I* and A* states, and Tki is the time that
it takes to complete the transition with rate ki.
The distribution of the off-time can be shown to be:
ftoff (t) =
dP (toff (t) < t)
dt
=
PI∗
k29
k9+k3
PI∗
k29
k9+k3
+ PA∗k4
×
ˆ t
0
ˆ t1
0
ˆ t2
0
dt1dt2dt3e
−k2(t1−t2)e−k8t3k6e−k6t3k1e−k1(t2−t3)k7e−k7(t1−t2)fTN (t− t1)
+
PA∗k4
PI∗
k29
k9+k3
+ PA∗k4
ˆ t
0
ˆ t1
0
ˆ t2
0
ˆ t3
0
dt1dt2dt3dt4e
−k10t4e−k8(t3−t4)e−k2(t1−t2)×
k5e
−k5t4k6e−k6(t3−t4)k1e−k1e
−k1(t2−t3)
k7e
−k7(t1−t2)fTN (t− t1)
(B.6)
We rewrite eq(B.6) as:
ftoff (t) =
PI∗
k29
k9+k3
PI∗
k29
k9+k3
+ PA∗k4
k1k6k7I1 +
PA∗k4
PI∗
k29
k9+k3
+ PA∗k4
k5k6k1k7I2 (B.7)
where
I1 =
ˆ t
0
ˆ t1
0
ˆ t2
0
dt1dt2dt3e
−k2(t1−t2)e−k8t3e−k6t3e−k1(t2−t3)e−k7(t1−t2)fTN (t− t1)
=
ˆ t
0
dt1
e−k6t1−k8t1−e−k2t1−k7t1
−k6−k8+k2+k7 − e
−k1t1−e−k2t1−k7t1
k2+k7−k1
k1 − k6 − k8 fTN (t− t1)
(B.8)
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and
I2 =
ˆ t
0
ˆ t1
0
ˆ t2
0
ˆ t3
0
dt1dt2dt3dt4e
−k10t4e−k8(t3−t4)e−k2(t1−t2)×
e−k5t4e−k6(t3−t4)e−k1e
−k1(t2−t3)
e−k7(t1−t2)fTN (t− t1)
ˆ t
0
dt1
e−k10t1−k5t1−e−k2t1−k7t1
−k10−k5+k2+k7 − e
−k1t1−e−k2t1−k7t1
k2+k7−k1
(−k10 − k5 + k6 + k8)(−k10 − k5 + k1) fTN (t− t1)+ˆ t
0
dt1
e−k6t1−k8t1−e−k2t1−k7t1
−k6−k8+k2+k7 − e
−k1t1−e−k2t1−k7t1
k2+k7−k1
(−k10 − k5 + k6 + k8)(−k6 − k8 + k1) fTN (t− t1)
(B.9)
The Laplace transform of the off-time distribution yields:
f˜toff (s) =
(sk29 + k5k
2
9 + k
2
9k10 + k3k5k9 + k
2
3k10 + k
2
3k5 + k3k9k10)(sk9 + k4k9 + k3k4)
(s+ k4)(s+ k3 + k9)(s2 + k2s+ k7s+ k1s+ k1k2)(s+ k6 + k8)(s+ k1)
×
1
(s+ k5 + k10)(s+ k2 + k7)
× k
2
1k2k5k6k7
k3k5k9 + k23k5 + k3k9k10 + k
2
3k10 + k5k
2
9
(B.10)
The off-time distribution, deduced from the inverse Laplace transform of eq (B.10), can be
expressed as follows:
ftoff (t) =
k21k2k5k6k7
k3k5k9 + k23k5 + k3k9k10 + k
2
3k10 + k5k
2
9
×
8∑
i=1
(rik
2
9 + k5k
2
9 + k
2
9k10 + k3k5k9 + k
2
3k10 + k
2
3k5 + k3k9k10)(rik9 + k4k9 + k3k4)e
rit∏8
j=1,j 6=i(ri − rj)
where
r1 = −k4
r2 = −k3 − k9
r3 =
−(k1 + k2 + k7) +
√
(k1 + k2 + k7)2 − 4k1k2
2
r4 =
−(k1 + k2 + k7)−
√
(k1 + k2 + k7)2 − 4k1k2
2
r5 = −k6 − k8
r6 = −k1
r7 = −k5 − k10
r8 = −k2 − k7
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