A shifted or misaligned feedback loop gives rise to a two-point nonlocality that is the spatial analog of a temporal delay. Important consequences of this nonlocal coupling have been found both in diffusive and in diffractive systems, and include convective instabilities, independent tuning of phase and group velocities, as well as amplification, chirping and even splitting of localized perturbations. Analytical predictions about these nonlocal systems as well as their spatio-temporal dynamics are discussed in one and two transverse dimensions and in presence of noise. 
Introduction
There is a considerable interest in dynamical regimes in which small fluctuations and "noise" are amplified. In a large class of optical systems this behavior is caused by convective instabilities [1, 2] . A convective instability happens in presence of some source of drift when a state of a nonlinear system becomes unstable and the group velocity of a localized perturbation is larger than the velocity of propagation of the instability front. As a result, in the laboratory frame the perturbation is amplified but moves away and eventually decays at any point in a finite spatial domain if it is not reflected at the boundary. The existence of these instabilities has been shown in systems in which the propagation of disturbances is characterized by drift or walk-off, modelled by a gradient term. For such systems small regions of convective instabilities have been predicted and observed in hydrodynamics [3] , plasma [4] physics, traffic flow [5] and optics [1, 6, 7] .
It was recently shown that significantly larger windows of convective instabilities are induced by nonlocal terms in the governing equations [8] . In optics, these terms result from the presence of an off-axis or shifted feedback loop which is modeled by a two point nonlocality that is the spatial analogous of a temporally delayed feedback. This is a common experimental issue and has been subject of both theoretical and experimental study in liquid crystals light valves [9, 10, 11] , Kerr-like media [12, 6, 13] and generic nonlinear systems with diffusive [8] and diffractive [14] coupling. We note that the importance of feedback loops goes well beyond the realm of optics [15] and has been long recognized in other fields of physics and also in biology and engineering [16, 17] . Usually feedback loops are introduced to better control the system and to limit the growth of noise, while in the papers quoted a nonlocal feedback has been used mainly to study fundamental properties of fluctuations in non linear systems when convective instabilities are induced. In a recent experiment, however, an off-axis feedback loop has been used very effectively to suppress noise-sustained structures caused by an intrinsic drift term in a free electron laser [18] , showing that two-point nonlocality are not only fundamentally interesting, but also extremely useful.
In this paper we review the effect of off-axis feedback in a broad class of optical devices and explore the effect of the two-point nonlocality in the case of two transverse dimensions. We consider passive as well as active nonlinear media with fast decay of the polarization [19] , including media with negative refraction index [20, 21] and devices with soft apertures [22] . Within the media we consider both diffusion and diffraction and show how an off-axis feedback changes the nature of the first instability threshold. As a consequence, there are large windows of control parameters where small localized signals can be strongly amplified while the background radiation in other region of the system remains very low [14] . The amplification does not need a continuous signal injection and takes place even when the initial perturbation is switched off. Furthermore, in systems with diffraction and active media, the signal moves across the cavity with transverse phase and group velocities that are easily managed to have the same or opposite signs [14] . In spite of the broken transverse reflection symmetry, localized perturbations can move both towards or against the off-set direction and can even split into two counter-propagating components, with the laser operating as a signal splitter. Both noise sustained structures and signals control are shown by numerical simulations of the full nonlinear model confirming our theoretical analysis and a rich spatio-temporal dynamics. Previous analysis of Refs. [14, 23] are extended considering two transverse spatial dimensions.
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Equations
Off-axis feedback loops, in which the propagation of light is guided, are used with nonlinear phase/amplitude modulators in which material evolves much more slowly than the electric field and its polarization. First examples were liquid crystal light valves with feedback signal propagating through fibers whose position was easily controlled [9, 10, 11] . These devices -in presence of a shifted feedbackare modelled by equations of the type [8, 24] 
ϕ(x, y, t) is a real field that represents the state of the material -for liquid crystal based devices it is related to the alignment of the molecules -at a point (x, y) and time t, while ϕ ∆x is evaluated at point x + ∆x and time t, respectively scaled with diffusion length and diffusion time.
The control parameter µ is independent on x for the sake of simplicity. f 1 , f 2 are real functions that can be derived with respect to ϕ. In the limit of infinitely extended systems, the homogeneous states are solutions of f 1 + f 2 = 0 and their domains of existence depend upon µ but not upon ∆x.
A similar feedback is used also with active materials inside optical cavities. When the dynamics of the difference of the populations of the energy levels coupled to the light and of the polarization of the materials is much faster than the dynamics of the electric field, these systems are described by a single equation of the type [14, 23] 
Here E is the slowly-varying amplitude of the electric field within a scalar description, d cos δ, d sin δ are the diffusion and diffraction coefficients (d > 0)and µ is a control parameter. Devices where only the polarization evolves much faster than the electric field are instead modelled by
where N represent the internal dynamics of the material coupled with light. We consider feedback loops in which the time delay ∆t is very small compared to the time scale of the slowly varying envelope of the field. The feedback can then be characterized by an amplitude 0 < r < 1 and 
We are interested in the dynamics of perturbations δE ∼ exp (ωt + ik · x) around the uniform states in the linear regime. The dynamics of perturbations for Eq. (2) and Eqs. (3) is contained in the dispersion relation
where space is rescaled in units of From Eq. (4) we find that there are unstable band of k = (k x , k y ) with the most unstable ones given by
The subscripts R and I refer to real and imaginary part, respectively. The conditions (6-7) ensure that the solution of Eq. (5) corresponds to the perturbation with the largest amplification; note that Eq. (7) is the standard stability condition for diffusive equations.
An important feature of the instability threshold is that it is a function of four relevant parameters, namely φ, δ, r∆x 2 , and β R ∆x 2 , and is independent on β I ; therefore increasing the shift size ∆x produces on the device the same effect of larger gain β R and feedback r. A specific effect of the nonlocality is that the relative strength of diffusion and diffraction, δ, also becomes an effective parameter to control the threshold position. For active materials, the The dispersion Eq. (4) has in general a not vanishing imaginary part corresponding to a non null phase velocity
For the most unstable k, k c , the phase velocity is
and group velocity is The analysis above shows that the phase velocity at k c and the group velocity are always parallel to the shift, while their sign varies. There are manifolds in the control parameter space that separate regions in which the group and the phase velocity of the most unstable perturbation have the same sign from region in which these velocities have opposite sign. Moreover, the real part of the dispersion relation may have more than one maximum, so that a single perturbation may split into two wave-packets. The independent tunability of phase and group velocity is a specific feature of optical systems with two-point nonlocality: as a matter of fact, gradient terms fix both velocities in the same direction of the drift, while two-point nonlocality in diffusive systems gives always opposite velocities at the critical wavenumber (v p (k c ) = −v g (k c )).
In the purely diffractive limit δ → π/2, both velocities are actually odd functions of k c ; this symmetry is reduced by the effect of diffusion (|δ| < π/2). Therefore, even if for φ = π both +k c and −k c are unstable, from the linear analysis we do not expect intensity stripes above threshold in such optical systems. As a matter of fact, the instability of these two states (different traveling waves) is rather peculiar and opens the possibility of bistability instead of stripe pattern formation.
Note that the tunability of transverse phase and group velocities is a general property that is valid also in the case in which ∆t is of the order of the time scale of the slowly varying amplitude [23] . This tunability is therefore a rather robust and distinctive feature of two-point nonlocality with respect to models where velocities are induced by drift terms [24] . We remark that the parameters φ and δ are essential for this tunability: for this reason in the diffusive systems of Eq.(1) the tunability is absent and the phase and group velocities have always opposite sign.
We now consider whether the perturbations with non null group velocities grow fast enough to occupy the entire system (absolute instability) or if their group velocity is such that the perturbations, although growing, move away (convective instability).
The analysis is performed in an infinite system evaluating the asymptotic behavior of perturbations both in a traveling and in a fixed reference frame. Note that the distinction between absolutely and convectively unstable regimes is generally given in infinite system while the inclusion of boundary effect in finite systems can change, in The connection between convective instability and transient growth of perturbations is still an open question [26] .
What has been characterized is the macroscopic amplification of quantum noise in optical systems in this regime [27] . technique. This calculation is fully described in [14] and [23] and here we only stress that not monotonic threshold dependence on the shift can be found (Fig. 4) and have been also checked by numerical simulations of dynamical equations.
Nonlinear and stochastic spatio-temporal dynamics
The general analysis of the previous section encompasses a broad class of non-diffractive as well as laser models.
Main features of the spatio-temporal dynamics of specific systems can be anticipated from the linear stability analysis and we will see some examples in the case of a class A [29] laser:
with ξ(x, y, t) complex Gaussian white noise. Numerical simulations of this nonlinear model are performed with a second-order in time Runge-Kutta method and using the random number generator of Ref. [30] . The connection with the analysis of the previous section is given by 
Signal splitting and interactions
The regime of convective instability allows the amplification of localized light signals below the lasing threshold.
The direction of propagation of these signals depends on the group velocity Eq. (10) and steering can be obtained also non-mechanically by varying the feedback loop phase, as shown in Figs. 3 and 4 of Ref. [14] . Particularly interesting is the case in which the feedback is negative, φ = π, first discussed in Ref. [14] . The recovered symmetry in the dispersion relations gives rise to instability of both positive and negative wave-vectors and, as a peculiar consequence of the two-point nonlocality, these waves propagate in opposite directions. This allows the system to operate as a signal splitter in which an initial perturbation, such as a localized spot of light, is divided into two counter-propagating copies. This phenomenon is robust also in presence of noise [23] and deviations from the symmetry, i.e. differences between the left and the right propagating signals, are due to nonlinear effects [27, 28] .
Once excited, these localized signals are amplified and propagate in the system (even in opposite directions) without giving rise to any intensity modulation, even if the field is actually spatially oscillating. We will now focus on a different aspect of signal control, namely signal interaction Finally, after a transient time (not shown in Fig. 5 ) and as expected, due to the convective character of the instability, the system evolves locally back to the homogeneous vanishing state.
Patterns in one and two dimensions
In previous works we described the spatio-temporal dynamics of class A lasers assuming a one dimensional transverse geometry [14, 23] . Good agreement with the theoretical predictions (threshold position, pattern wave-length, phase and group velocity) was found when considering rather large systems where boundary conditions effects are negligible. The importance of the boundaries is particularly evident in the convectively unstable regime. In Fig. 6 we show the evolution of a noise sustained structure for δ = 0.45π, r = 0.56, φ = 0.25π and super-Gaussian pump with maximum value µ = 0.6 in the central re- gion (see Fig. 6b ). From Fig. 4 and remembering that β R = µ − 1, we see that for these parameters the nonlasing state is convectively unstable and the field in Fig. 6a) has the typical incoherent profile discussed in [23] . Here we show that a large system is needed in order to observe noise sustained structures intensities in the system: the intensity represented in Fig. 6b is significantly high only in half of the system, far from the right edge of the pump profile µ. In other words, the intensity growth -in this case against the shift direction-is rather slow and large systems are needed to observe an intense noise sustained pattern. Oscillations appear in the field profile (phase pattern given by the green line in Fig. 6b ).
In order to give a representation of the aspect of spatial structures as they would appear in experiments with broad area lasers, it is interesting to consider the evolution of two-dimensional field E(x, y, t). In Fig 7 we represent both fields profiles and intensities for the same parameters as in Fig. 6 , showing the aspect of a noise sustained structure in the convective regime. Three snapshots give an example of the dynamic character of this structure:
numerical simulations in presence of noise show an incoherent traveling structure whose aspect is continuously changing. The importance of the boundary and system size in this case is evident as it leads to a very low intensity noise sustained structure. Due to the reduced size of the pumped area with respect to previous 1D numerical and only one oscillation is actually seen in Fig. 9 ). Note also that the intensity profile is deformed and displaced against the direction of the shift, i.e. it is not exactly centered in the pumped region (white circle in Fig. 9 , panels at t = 75). 
