Recently several algorithms have been proposed to enhance noisy speech by estimating the signal-to-noise ratio (SNR) within a local time-frequency region based on binaural cues of interaural time and intensity differences (ITD and IID). However, the accuracy of the estimated SNR often varies widely across time and frequency, causing uncertainties in the enhanced speech features. We estimate this uncertainty based on statistics of ITD and IID and show that it can be effectively exploited to improve robust speech recognition. Systematic evaluations using the estimated uncertainty show significant improvement in recognition performance compared to the baseline performance.
INTRODUCTION
The performance of automatic speech recognizers (ASRs) degrades rapidly in the presence of noise and other distortions [1] . Speech recognizers are typically trained on clean speech and face a problem of mismatch when used in noisy conditions. While human listeners are able to recognize speech under such adverse conditions, automatic speech recognition remains a challenging problem. Inspired by robustness of the human auditory system, research in computational auditory scene analysis (CASA) has been devoted to building speech separation systems that incorporate known principles of auditory perception. In particular, binaural CASA systems which utilize location information for separation have achieved promising recognition results [2, 3] . Binaural systems typically compare the acoustic signals at the two ears in order to extract the binaural cues of ITD and IID. These cues are correlated with the location of a sound source and hence provide powerful mechanisms for segregating sound sources from different locations.
Typically, CASA systems achieve speech separation by estimating an ideal binary time-frequency (T-F) mask, which is then used as a front-end for missing-data recognition [2, 3, 4] . A T-F unit in the ideal binary mask is labeled 1 if the corresponding T-F unit of S. Srinivasan is currently at Research and Technology Center, Robert Bosch LLC, Pittsburgh, PA 15212, USA. { soundar.srinivasangus.bosch.com}. the noisy speech contains more speech energy than interference energy; it is labeled 0 otherwise. On the other hand, a frame-based Weiner filter, which utilizes the SNR in a local T-F unit, can effectively enhance noisy speech [5] . Additionally, it has been shown that in a narrow frequency band there exists a systematic relationship between SNR and values of ITD and IID [2] . Motivated by this observation, several binaural systems have also been proposed to estimate this local SNR using ratio or soft masks for speech enhancement [6, 7, 8] . While such systems have also achieved promising results, the accuracy of these algorithms often varies widely across time and frequency.
In this paper, we estimate the uncertainties associated with enhanced speech features using statistics collected for ITD and IID. We show that the estimated uncertainties can be effectively exploited in two different robust speech recognition strategies: Uncertainty decoding and missing-data recognition. In the uncertainty decoding approach, speech enhancement uncertainties contribute to an increase in the variance of acoustic model variables [9] . This results in an integration over all possible speech feature values during the computation of the observation likelihood. We show that the use of estimated speech feature uncertainties in the uncertainty decoder significantly improves recognition performance compared to direct recognition of enhanced speech.
Missing-data recognition makes use of spectro-temporal redundancy in speech to recognize a noisy signal based on its speech dominant T-F units [4] . When parts of an observed speech energy vector, IX12 are masked by noise or other distortions, IX12 can be partitioned into its reliable and unreliable constituents as rX and UX . In the marginalization method, the posterior probability is computed using only the reliable constituents by integrating over the unreliable ones. When sound sources are additive, it is suggested in [4] that the true speech value IX _, in the unreliable part may be constrained as 0 < IX , ' IX I, and therefore used to bound the integral involved in marginalizing the unreliable parts (see Section 3.2). We show that the uncertainties extracted using the binaural cues can also be used to derive tighter bounds and consequently a better recognition score than the marginalization method in [4] .
The rest of the paper is organized as follows. The next section contains a detailed presentation of the proposed binaural system. The uncertainty decoding and missing-data approaches to robust speech recognition are briefly reviewed in Section 3. 
A BINAURAL FRONT-END FOR AUTOMATIC SPEECH RECOGNTION
We employ a binaural front-end for both uncertainty decoding and missing-data recognition. The uncertainty decoder uses the enhanced speech features obtained using a ratio mask (see Eq. 3) in conjunction with its associated uncertainties. These uncertainties will also be used by the missing-data ASR along with a binary mask (see Section 3.2). The input to the binaural system is a mixture of speech and interference presented at different, but fixed locations. Signals are upsampled from their original frequencies (see Section ( 1) where XL (w, t) and XR (w, t) are the left and right ear spectral values of the noisy speech signal at frequency w and time t. An ideal ratio T-F mask can be computed based on the a priori energy ratio R (w, t) between target and interference, which is defined as follows: (2) ,t S (W, t) 12 + IN (w, t) 12](2 where S (w, t) and N (w, t) are the target and noise spectral values at the better ear (the ear with higher SNR). In addition, the ideal binary mask assigns the label I to those T-F units whose value of R exceeds 0.5 and assigns the label 0 otherwise.
As seen in Fig. 1 , for mixtures of multiple sound sources there exists a strong correlation between the a priori energy ratio and the estimated ITD and IID. The scatter plot in Fig. IA shows the distribution of ITD and R for a frequency bin centered at 1 kHz. Similarly, Fig. lB shows the results for IID at 3.4 kHz. The data is obtained from the training set in [2] consisting of 10 speech signals from the TIMIT database. For the estimation of the binary mask, we employ a nonparametric classification in the joint ITD-IID feature space as used in [2, 6] . In order to estimate the ratio mask, we use ITD below 3 kHz and IID at higher frequencies. At each frequency bin, a mean curve is fitted to the distribution of the ITD/IID and R after removing the outliers (outside of 0.2 distance from the median). Thus, for a given ITD lID (w, t), the estimated ratio mask R (w, t) is the corresponding value on the mean curve. The enhanced speech spectral energy IS (w, t) 12 is computed as:
1S (a)w t) 12 = IX (w, t) 12 R (w, t),
where IX (w, t) 12 is the spectral energy of the signal at the better ear (see Section 4). In addition, for a given ITD lID (w, t), the uncertainty associated with the estimated ratio is given by the variance of R, t This is then used to obtain the uncertainty associated
with the enhanced spectral energy, a I (, t)12
IS(tI2 = R(w,t) IX (w, t) 12. 
ROBUST SPEECH RECOGNITION WITH UNCERTAIN AND MISSING DATA
In this section, we describe how the use of O2s(wt)I2 can help improve speech recognition using two robust strategies: Uncertainty decoding and missing-data recognition.
Uncertainty Decoding
The uncertainty decoding method accounts for the imperfections in speech enhancement by integrating the observation likelihood over all possible speech feature values [9] . correspond-IS(w,t)12 crep ing to that frame supplemented by the enhanced cepstra in that frame and in one frame before and after. The desired MLP output is set to be the squared difference between the enhanced and clean cepstra [9] . The details of our MLP training can be found in [10] . We train the MLP using the mixtures of speech signals mentioned in Section 2 and not the signals used in our recognition experiments (see Section 4).
Missing-data Recognition
The missing-data ASR uses the binary mask produced by speech separation systems to partition an input spectral energy vector into its reliable and unreliable components. The missing data ASR treats the T-F regions labeled 0 as unreliable data during recognition and marginalizes the unreliable components in the computation of the observation likelihood. It is suggested in [4] that under additive and uncorrelated noise conditions, the true speech energy IX 2, in the unreliable part may be constrained as 0 < X < X 2. This constraint is then used as bounds on the integral used in marginalizing the unreliable features: IXIU p(y k, q) = p(yrIk, q) 1 p(yuIk, q)dyU, (6) where p(y k, q) is modeled as a Gaussian, yr and yu correspond to clean spectral energies in the reliable and unreliable parts respectively and y = yr U yu. We propose to strengthen the limits in (6) by using the estimated standard deviation, vs(, t) 12 as: and the the proposed lower bound IS (w, t) I2-1-7 t)S12 together offer tighter bounds for clean speech energy in a noisy frame than the original upper bound of noisy spectral energy IX 12 and the lower bound of 0. The data corresponds to a mixture of clean speech and factory noise at an SNR of 0 dB.
EXPERIMENTAL RESULTS
We have evaluated the binaural system on a speaker-independent recognition of connected digits task. This task is also used in [4] . Thirteen (1-9, silence, short pause between words, zero and oh) word-level models are trained. All except the short pause model have 10 states, whose output distribution is modeled as a mixture of 10 Gaussians [4] . The short pause model has only three states. The TIDigits database's male speaker data [11] is used for both training and testing. Specifically, the models are trained using 4235 utterances in the training set of this database. Testing is performed on a subset of the testing set consisting of 461 utterances from 6 speakers different from the speakers in the training set. The signals in this database are sampled at 20 kHz. A HMM toolkit, HTK [12] is 500 1000 1500 2000 2500 3000 3500 4000
Frequency (Hz) Fig. 2 . An illustration of tighter bounds for clean speech spectrum using estimated uncertainties. The solid curve shows the clean speech spectral energies in a noisy frame. The proposed upper and lower bounds for the estimate of clean speech are shown using the dotted lines. The original upper bound in [4] is the noisy spectral energy and the original lower bound is 0. These are shown as dashed lines. Note that the proposed bounds are much tighter compared to the original bounds.
used for training. During testing, the decoder is modified to incorporate uncertainty decoding and missing-data recognition. The noise source is factory noise from the NOISEX corpus [13] , which is also used in [4] . Factory noise is chosen as it has energy in the formant regions, therefore posing challenging problems for ASR. Noise is added at a range of SNRs from -10 dB to 10 dB in steps of 5 dB. In all our experiments, the target speech source is in the median plane and the noise source on the right side at 30°, making the left ear the better ear in terms of SNR. We first report results of using uncertainty decoding on the enhanced speech (using the ratio mask). Recall that the uncertainty decoder operates in the cepstral domain and utilizes the enhanced cepstra z and the cepstral domain variance, cr2. Fig. 3 summarizes the performance of the uncertainty decoder using the estimated uncertainty ("Enhanced Speech + Estimated UD"). Performance is measured in terms of word-level recognition accuracy at various SNRs. For comparison, we also show the performance of the conventional ASR (without uncertainty) on the enhanced cepstra ("Enhanced Speech") and that of the uncertainty decoder using the ideal uncertainty ("Enhanced Speech + Ideal UD"). Ideal uncertainty is computed as the squared difference between the enhanced and clean cepstra as in [9] . Additionally, the baseline performance of the conventional ASR on the noisy data ("Baseline") and that obtained by using an advanced front-end feature extraction algorithm ("ETSI AFE"), which is standardized by the European Telecommunication Standards Institute (ETSI) [14] , are also shown. Across all SNRs, the performance of the uncertainty decoder using the estimated uncertainty shows significant improvement over that of the conventional ASR on the enhanced cepstra. At SNR greater than or equal to 0 dB, the performance ofthe uncertainty decoder using the estimated uncertainty is close to its performance using the ideal uncertainty. We now present results of the missing-data recognition using the binary mask produced by the binaural system. Note that the missing-data ASR operates using the noisy spectral energy feature vectors. Fig. 4 summarizes the performance of the missing-data ASR by using the bounds in (7) ("Proposed Bounds"). For comparison, we also show the performance of the missing-data ASR using the bounds from [4] ("Original Bounds"). Additionally, the baseline performance of the conventional ASR on the noisy data ("Baseline") and that obtained by using the ETSI advanced front-end algorithm ("ETSI AFE") are also shown. At SNR less than or equal to 0 dB, the use ofthe proposed bounds leads to significant improvement over that of the original bounds. For example at SNR= -10 dB, a reduction in word-error-rate (WER) of 42% is obtained. Note also that the missing-data recognition yeilds substantial improvement over the baseline performance as well as recogniton on the ETSI features.
CONCLUSION
We have proposed a method for estimating the uncertainties resulting from imperfections in speech enhancement by a binaural CASA system. Using the uncertainty decoder in [9] , we have shown that the estimated uncertainty can yield significant reductions in WER compared to conventional recognition on the enhanced cepstra. Additionally, the uncertainties are used to derive tighter bounds for the bounded marginalization method, resulting in improved missingdata recognition. Note that our estimation of the speech feature uncertainty is independent of speech and noise signals used in ASR evaluation, which is desirable for robust speech recogntion.
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