This paper adopts an evolutionary framework to the study of industrial resilience. We present a study on European regions and assess the extent to which the capacity of their economies to develop new industrial specializations is affected by the global economic crisis of 2008. We compare levels of industry entry in European regions in the period 2004-2008 and 2008-2012, i.e. before and after a major economic disturbance. Resilient regions are defined as regions that show high entry levels or even increase their entry levels after the shock. Industrial relatedness and population density exhibit a positive effect on regional resilience, especially on the entry of knowledge-intensive industries after the shock, while related variety per se shows no effect on regions being resilient or not.
Introduction
Resilience is higher on the scientific and political agenda than ever before. Due to globalization, regions as well as nations have become more exposed to external events, and have been confronted with a number of major global disturbances like the economic crisis of 2008 and environmental risks due to climate change. There is an expanding number of studies that investigates the responsiveness of economies to absorb such major shocks. They tend to reveal that resilience between countries and regions differ widely. At the same time, concerns have been raised about the precise meaning of resilience, its definition and conceptualization, the appropriate framework to analyze regional resilience, and its main determinants (Christopherson et al. 2010; Hassink 2010; Martin and Sunley 2015; Capello et al. 2015) . This paper has three objectives. First, we present an evolutionary framework to resilience which focuses on the impact of shocks on the capacity of an economy to diversify and develop new industrial specializations. Such industrial resilience is regarded a key element of long-term economic development. This follows the evolutionary framework proposed by Boschma (2015) , where the main argument is that resilience should integrate the capacity of an economy to recover from shocks with its capacity to develop new growth paths after a shock. Second, we apply this evolutionary framework to a study on the resilience of European regions by focusing on their capacity to develop new industrial specializations when confronted with the global economic crisis of 2008. This evolutionary focus makes our paper complementary to other studies on resilience of European countries and regions (Davies 2011; Groot et al. 2011; Capello et al. 2015) . We assess the extent to which the ability of European regions to enter new industrial specializations has been affected by the 2008 crisis. Resilient regions are defined as regions that show high entry levels or even increase their entry levels after the shock. Third, we make an attempt to explain why some European regions show resilience, while others do not. We show that industrial relatedness among economic activities in a local economy and population density exhibit a positive effect on regions being resilient or not, while related variety shows no effect.
The structure of the paper is as follows. The next section outlines the literature on regional resilience, and explains how the evolutionary approach differs from other resilience frameworks. Then, we discuss the data, the variables and the methodology, after which we present the main findings. The last section concludes.
Industrial resilience: an evolutionary framework in a regional context
Recently, scholars show a strong interest in the topic of industrial resilience, although this interest is not new (Christopherson et al. 2010 ). There is a rapidly expanding number of empirical studies that investigates the responsiveness of countries and regions to absorb major shocks, such as the financial crisis (e.g. Groot et al. 2011; Martin et al. 2014) or natural disasters, like the flooding of cities (Kocornik-Mina et al. 2016) . In these studies, resilience is defined as the ability of countries or regions to withstand shocks as well as their ability to recover from them. These studies show that countries and regions differ widely in their vulnerability to shocks, and in their capacity to overcome shocks and bounce back.
This interest has initiated a debate about the usefulness of the resilience concept and its added-value to our understanding of economic development (see e.g. Hassink 2010; Pike et al. 2010) . Concerns have been raised about resilience being a fuzzy concept and the lack of agreement on a definition of resilience (Pendall et al. 2010; Martin 2012) . There has been an ongoing search for the appropriate theoretical and conceptual framework to analyze resilience.
Some scholars have advocated an engineering-based concept of resilience that is popular in mainstream neo-classical economics (Rose 2004; Fingleton et al. 2012) . In this equilibrium framework, resilience is defined as the ability of an economy to resume its stable equilibrium state after a shock, or its ability to return to its pre-existing equilibrium state. In the context of regions, this implies for example that the most resilient region is a region that does not undergo any economic change at all, even in the event of major shocks. This view has been criticized for making no reference to the need of structural change for long-term economic development (Simmie and Martin 2010) .
Other scholars have adopted an ecological-based concept of resilience in a multi-equilibria setting (Reggiani et al. 2002; Martin 2012; Zolli and Healy 2012) . Ecological resilience is defined as the magnitude of a shock that an economy can withstand without moving to a new equilibrium state, or as the ability of an economy to shift from an inferior to a superior longrun equilibrium growth path. The first case comes close to the concept of engineering resilience, where the most resilient region is the one that can accommodate even extreme shocks without adapting or making any important transitions. The second case is more dynamic, as a resilient economy adapts and transforms itself successfully in response to a shock, in contrast to an economy that remains locked-in into an obsolete or dysfunctional structure. However, this ecological approach to resilience only indirectly measures the importance of structural change (as observed in a new superior equilibrium growth path) as in Martin (2012) and Fingleton et al. (2012) , but does not provide evidence what structural change has occurred, what were its underlying determinants, and why different regions or nations show different degrees of resilience. This ecological framework remains stuck in an equilibrium setting in which the process of resilience remains a black box (Swanstrom 2008; Bristow and Healy 2014) .
More recently, scholars have pleaded for an evolutionary approach to resilience, to leave behind the equilibrium framework (Christopherson et al. 2010; Pike et al. 2010; Simmie and Martin 2010; Boschma 2015; Martin and Sunley 2015) . The evolutionary take on resilience defines resilience as the ability of an economy to cope with the Schumpeterian process of creative destruction, and more in particular, its ability to diversify successfully and to develop new growth paths that is considered essential to offset inevitable processes of decline (Saviotti and Pyka 2004) . It is misleading to consider an economy as resilient when it withstands structural change, because it is exactly this lack of adaptive capacity that would be detrimental to its long-term economic development. Instead, an economy is considered resilient when it manages to embrace structural change and enable new growth paths to develop, because it is this capacity that is crucial for its long-term economic development.
In the context of regions, the evolutionary approach focuses on the question what makes a region more successful in developing new growth paths. There are various evolutionary strands (Boschma and Martin 2010) from which the resilience literature draws inspiration (Simmie and Martin 2010) . What evolutionary scholars tend to share is that they often observe conflicting tendencies in regions that affect their resilience. In the path dependence literature (Hassink 2005; Martin and Sunley 2006; Pike et al. 2010) , this is embodied in the distinction between adaptation and adaptability, after Grabher (1993) . Adaptation refers to the adaptive capacity of regions within their own strong specializations and established paths.
This so-called 'positive lock-in' brings benefits to a region in terms of positive local externalities, but is perceived to undermine the 'adaptability' of a region simultaneously: the prime focus on adaptation and reproduction of existing local structures would negatively affect the ability of regions to develop new pathways. This 'negative lock-in' may arise due to a lack of potential local sources of recombinations, but also because of myopia, inwardlooking local networks, institutional lock-in, and sunk costs (Boschma and Lambooy 1999) .
Evolutionary approaches make an effort to explore how this tension or conflict may be solved, so as to increase the adaptability of regions, and thus their resilience (Boschma 2015) . Simmie and Martin (2010) has followed the ecological model of adaptive cycle by Pendall et al. (2008) , also known as 'panarchy' that provides a dynamic framework in which regions can move out of a state of low resilience, but also includes the possibility that regions can fall back again. However, as Simmie and Martin (2010) admit themselves, this model remains overly descriptive and lacks a guiding framework that explains which the determinants of regional resilience are and why a region is capable of shifting from one phase to the next. Boschma (2015) proposed an evolutionary framework that explores which determinants of regional resilience can overcome the trade-off between adaptation and adaptability, so as to enhance the resilience of regions in terms of their capacity to develop new growth paths. This framework focuses attention on the structure of the regional knowledge base. Diversified regions are perceived to better accommodate sector-specific shocks (Essletzbichler 2007) , especially when their local industries share similar skill requirements (Neffke and Henning 2013; Diodato and Weterings 2015) . This is because redundant employees are expected to find jobs more easily in local industries that are skill-related to the sector that was negatively affected by a shock (Holm et al. 2014; Eriksson et al. 2015; Nyström 2015) .
But apart from this regional labor matching effect of related variety, diversified regions may also have more potential to make new recombinations across local industries out of which new growth paths can develop, also known as 'Jacobs' externalities'. Again, this might especially apply to regions with related variety, as recombinations are more feasible and can be made more effective across activities that share similar knowledge and skills (Frenken et al. 2007) . Indeed, recent studies (Neffke et al. 2011; Boschma et al. 2013 ) have shown that regions diversify into activities that are related to existing local activities, in which local capabilities are rejuvenated and redeployed in new combinations. So, related variety may not only enhance the ability of regions to absorb shocks (Balland et al. 2015; Diodato and Weterings 2015) but also boost their ability to develop new growth paths. Balland et al. (2015) demonstrated that U.S. cities with knowledge bases that have a high degree of relatedness to the set of existing technologies in which cities do not yet possess comparative advantage had a greater capacity to withstand technological crises, and a higher tendency to limit the intensity and duration of these crisis events. They referred to this potential of cities to reconfigure their local technological assets as technological flexibility. This does not preclude the possibility that regions with unrelated variety may also facilitate the development of new growth paths. On the contrary, though a rarer event, regions are engaged in unrelated diversification now and then (Neffke et al. 2011 ). Castaldi et al. (2015 found that unrelated variety enhanced the possibility of US regions to introduce major technological breakthroughs (so-called super patents), because such regions may offer better opportunities to make new combinations between unrelated technologies. 
Data

Entry of new industries in European regions before and after the crisis
As discussed before, the regional resilience literature should not take for granted structural change and only observe it indirectly through new equilibrium regional growth paths, but make structural change part of the definition of regional resilience and measure it directly through the ability of regions to develop new industries. So, a successful response to a shock by a region (high resilience) is its ability to restructure and reorient its regional resources (capital, labor, knowledge, institutions, networks etc.) and move its regional economy into related or entirely new paths of development. Accordingly, we compare the levels of entry of new industries in regions before and after the crisis. For that reason, we divide our data into two 4-year periods: a pre-recession period (2004) (2005) (2006) (2007) (2008) and a period during and after the recession (2008) (2009) (2010) (2011) (2012) .
We identify the entry of a new industry in a region when that region becomes specialized in that industry. This is gauged by a location quotient (LQ) index which measures the level of industrial composition for each region relative to the overall level of industrial composition in the EU. However, there is no consensus in the literature about the cut-off value of the LQ index in terms of delimiting industrial agglomeration (O'Donoghue and Gleave 2004) . Given this problem, we use a bootstrap method, developed by Tian (2013) , to identify a statistically significant cut-off value of standardized LQ for each industry. 5 Moreover, we account for the absolute employment growth for each sector-region combination and include it as an additional criterion to identify specialized industries. 6 This is to ensure that the entry of a new specialized industry in a region is accompanied with absolute employment growth of that industry in the region. So, we observe an entry of a new industry if the industry is found to be specialized by region c at year t but not at year t-4, that is, the standardized LQ of this industry in region c is higher than the significant cut-off value for this industry at year t, and region c has a positive employment growth in this sector during between t and t-4. Then, we sum the number of new specialized industries for each region and for each period, repetitively.
One source of bias with this methodology is that entry numbers may be positively related to the market size of regions. In order to test this, we calculate the correlations between entry numbers and levels of GDP or employment (in logarithmic forms). 7 As shown in Table 1, we do not find systematic positive correlations between entry numbers and levels of GDP or employment. 
Figure 2 Entry numbers of new specialized industries in European regions
Resilience of European regions
We employ transition probability analysis to identify resilient regions. First, we rank regions based on three quantiles of entry numbers for each time interval. Second, we divide the regions as high, medium and low groups based on their ranks. Third, we construct a transition probability matrix where each element represents the probability of transiting from group m to group n between the period of 2004-2008 and the period of 2008-2012, see Equation (1).
(1)
Moreover, we normalize the probability by the frequency of regions of each column. In this way, the normalized probability represents a transition probability relative to the share of regions of each rank group during the period of 2008-2012. Table 3 reports the transition probability matrix. The first and last cells in the diagonal of each panel represents regions with persistently low and high entry numbers respectively. In the panel of all sectors, it is noteworthy that all diagonal values are higher than 1. That is to say, regions show a persistent pattern in terms of entry numbers of all sectors. Moreover, we find higher probabilities (larger than 1) from medium to high or from high to medium relative to that from low to medium/high. This implies that the transition between medium and high are relatively easy than that between low to medium/high in all sectors. In the panel of HKI sectors, we also find that the diagonal probabilities are all higher than 1.
Especially, the last cell in the diagonal exhibits a strikingly high level of probability than that other cells in the diagonal, which means entry numbers of HKI sectors are particularly persistent in the high rank group compared to the low/medium rank group. By contrast, compared to all sectors, we find higher probabilities (larger than 1) from low to medium or from medium to low relative to that from high to low/medium. This implies that the transition between low and medium is relatively easy than that between high to low/medium in HKI sectors. In the panel of LKI sectors, we find the diagonal probabilities are all lower than 1. By contrast, all probabilities in the off-diagonal are high than 1. That is to say, there is no persistent pattern in terms of entry numbers of LKI sectors. From the transition probability analysis, we find a generally persistent pattern in terms of entry numbers if we pull all sectors together. But if we distinguish sectors by industry groups, we find that the persistent pattern of entry numbers mainly pertains to HKI sectors.
Based on the transition probability analysis, we define resilient regions as those that remain in the high rank group and those that transit from the low rank group before the recession (2004) (2005) (2006) (2007) (2008) to the high rank group during and after the recession (2008) (2009) (2010) (2011) (2012) . By contrast, nonresilient regions are defined as those that remain in the low rank group or those that transit from the high rank group before the recession to the low rank group during and after the recession. A residual group of regions does not belong to the category of resilient regions and the category of non-resilient regions. Figure 3 displays 
Econometric analysis
The previous section shows that there is a divergent pattern of industrial resilience across European regions. This section aims to what factors that explains whether a region show resilience. To this end, we estimate the influence that a number of theoretically motivated regional characteristics, in particular related and unrelated variety, have on the probability that a region develops new industry specializations.
Variables and empirical model
To calculate related and unrelated variety, we use an entropy measure, based on employment data of 323 sectors in 173 NUTS2 regions. Frenken et al (2007) computed unrelated variety as the diversity across 2-digit Standard Industrial Classification groups, while related variety was measured as the weighted sum of 5-digit variety within each 2-digit group. In our analysis, however, sectoral division is according to NACE aggregation scheme (version 2). As pointed out by Cortinovis and Van Oort (2015) , the use of sections as a boundary to distinguish between sector variety and within sector variety can better capture the relatedness among 2-digit sectors in the NACE aggregation scheme. Therefore, we calculate unrelated variety as the variety across sections while related variety as the weighted sum of 4-digit diversity within each section, as in Equations (2), (3a) and (3b). We have a total of 323 4-digit NACE sectors that are grouped into 13 sections.
where UV refers to unrelated variety; RV refers to related variety; the subscript s denotes a section S; the subscript i refers to a 4-digit sector that exclusively belongs to one section; P refers to employment share; and denotes the 4-digit variety within each section S.
We also construct a variable aimed to reflect the potential of reconfiguration of local industrial assets. Put differently, we want a variable that describes the ease with which a region can adapt its industrial portfolio in the event of shocks. Following Balland et al (2015), we develop such a variable by combining a measure of relatedness with information on the industrial portfolio of a region. We call this measure industrial relatedness. To measure relatedness between pairs of industries, we employ co-occurrence analysis to construct an industry proximity matrix. This method has been developed by Hidalgo et al. (2007) with the basic assumption that the more related two products are, the more likely that the two products are produced in the same location. We measure industry proximity by examining the probability of co-specialization of two industries in the same region. Doing so, we obtain a 323-by-323 matrix that reflects industrial relatedness in the 173 European regions. Industrial relatedness in each region is calculated as the average relatedness or proximity of all industries that are specialized in region c to all the industries that are present but have not been specialized in region c, 8 as in equation (4): (4) where is the proximity index between industries i and j, is a dummy variable, equaling to 1 if industry j is present but not specialized in region c, and is a dummy variable, equal to 1 if industry i is specialized in region c.
To control for regional heterogeneity, we include a set of control variables that are regarded to Institute at University of Gothenburg (Charron et al., 2013; . The other data are derived from Cambridge Econometrics regional database and Eurostat regional database. Except for EQI and average growth rates of GDP per capita, all independent variables are measured at 2004. Descriptive and summary statistics are displayed in Table A1 9 and correlation coefficients in Table A2 in the appendix.
To assess the influence that our variables have on the likelihood that a region is resilient, we estimate Logit regressions at the regional level. The benchmark model is shown in Equation (6): (6) where the subscript c refers to region c; is a dummy variable that identifies resilient regions, equaling to 1 if the region belongs to resilient regions and 0 otherwise (including both non-resilient regions and other regions); is an indicator of industrial relatedness in region c; measures related variety in region c; measures unrelated variety in region c; is a vector of control variables at regional level in region c; and is the error term.
Results
All continuous regressors are standardized before they enter estimation. We conduct the estimation for all sectors, HKI sectors and LKI sectors and report the results separately in Tables 4, 5 (2) adds all the other variables. As some variables may suffer from multi-collinearity problems (see Table A2 ), Specification (3) includes only main predictors and variables with significant coefficients in Specification (2).
In Table 4 , if we take resilient regions as those from both Class A and Class B, we find that industrial relatedness only has a significant coefficient (10% significance level) in Specification (3). If we take resilient regions from Class A only, we find that industrial relatedness has a significant effect in both Specification (2) and (3). In other words, when the average relatedness to new industries in a region increases, the higher the capacity of a region to maintain high industry entry levels during and after the shock. In this panel, we also find that population density, level of GDP, share of workers in S&T in active population and EQI exhibit significant effects on being resilient regions. More specifically, population density, share of workers in S&T and EQI show positive effects whereas level of GDP has a negative effect on regional resilience. In Specification (3), however, the share of workers in S&T is not significant. If we take resilient regions from Class B, industrial relatedness is not found to have a statistically significant effect in any of the three specifications.
In Table 5 , in both the first and third panel, we find no significant effect of industrial relatedness on being resilient in any of the three specifications. By contrast, in the second panel where we take resilient regions from Class A, we find that industrial relatedness has a significant effect in all three specifications. In this panel, we also find that unrelated variety, average GDP growth rate, population density, gross capital formation per thousand employees and EQI exhibit significant effects on regional resilience in Specification (2). More specifically, unrelated variety, average GDP growth rate and gross capital formation exhibit negative effects whereas population density and EQI have positive effects on being a resilient region. In Specification (3), average GDP growth rate, gross capital formation and EQI are not significant anymore.
In Table 6 , we do not find that industrial relatedness has a significant effect on being resilient regions in any specifications and panels. However, it is noteworthy that average GDP growth rate exhibits a significantly positive effect on regional resilience in both Specification (2) and (3) for all panels. Moreover, the coefficients of average GDP growth rate are much higher for resilient regions from Class A than resilient regions from Class B.
Robustness check
To check whether our main findings are sensitive to different estimators, we re-conduct estimation of the second panels (Panel Class A) for all sectors and HKI sectors, respectively, based on probit and OLS models separately, see Table A3 . The results exhibit a similar pattern with our main findings. The main difference is that the results based on OLS model reveal that industrial relatedness is not significant in Specification (2) for HKI sectors.
A typical concern with spatial data analysis is whether the estimations suffer from spatial autocorrelation. To check this, we test for potential spatial autocorrelation based on the spatial error and lag model, respectively. The results are reported in Table A4 in the appendix. It is clear from Table A4 that 
Conclusions
This paper adopted an evolutionary framework to industrial resilience, which emphasizes the ability of an economy to recover from a shock in terms of its capacity to develop new growth paths after a shock. We tested this framework in the context of regions in the European Union.
To this end, we explored a new dependent variable of regional resilience. Instead of looking at the vulnerability of regions to a shock (conventionally measured as a decline in output levels) and the ability to recover from a shock (conventionally measured as a return to previous output levels, or to new equilibrium output levels), we looked at the extent to which the ability of regions to develop new industries has been affected by a shock (measured either as maintaining high industry entry levels or even improving entry levels after a shock).
Our A potential drawback of our study is the relatively short period that we could look at after the crisis (2008) (2009) (2010) (2011) (2012) , as one expects the development of new industries to be a long-term process. Moreover, our dependent variable does not account for the impact of industry entry levels on total output levels in the region. It would therefore be interesting to take up in future research to what extent high industry entry levels in regions also generate higher regional production or employment levels. This is likely to depend on the relative importance of the new industries in the region, and the extent to which a region has shifted away from obsolescent industries and moved into new sectors that are fast-growing, more advanced (Groot et al. 2011) and have a higher degree of complexity (Hausmann and Hidalgo 2010) .
And are resilient regions in our definition also resilient regions in the more conventional meaning? That is, do regions with a low vulnerability to shocks and/or a strong recovery capacity also show a strong post-crisis ability to develop new industries? Or instead, do deep recessions in regions trigger a stronger capacity of regions to restructure their economies in a fundamental way and release the development of new growth paths?
This paper has explored whether relatedness and variety, in terms of industrial relatedness and related and unrelated variety, matter for regional resilience, as these concepts are tightly linked to our evolutionary take on resilience. However, future research on regional resilience should also include other explanatory factors, like networks and institutions (Boschma 2015) .
In the network literature, there is relevant work on what types of networks are more resilient (e.g. Fleming et al 2007) , but so far, this has hardly been applied to the study of resilience of regions (Vicente et al. 2011; Balland et al. 2013; Crespo et al. 2014) . The same applies to the impact of institutions on the sensitivity of regions to shocks and their capacity to develop new growth paths after, which has not yet been fully explored in the regional resilience literature (Bristow 2010; Hassink 2010; Wink 2012; Dawley 2013) . These issues are crucial for increasing our understanding of the geography of resilience, which is still limited due to the current embryonic state of the empirical literature on regional resilience. Tests are based on OLS regressions in Table A3 .
