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Abstract
The launch phase is the most demanding mechanical environment typical satellites
experience. In order to verify that a payload or piece of equipment will survive
the expected loads experienced during launch, it is subject to prescribed vibration
environments. However, current vibration testing methods tend to overtest. This means
the harshest environment a satellite and its equipment must survive is the testing, not
the launch. Consequentially, design process compromises are made, moving the focus
from surviving the launch to surviving the testing.
Vibration testing involves shaking the test article in each of the three standard
directions (X, Y and Z) according to the provided testing specifications. These
specifications are based of the single launch environment which is split into three for
practical reasons, but which leads to overtesting.
One of the causes for equipment overtesting is that items are normally tested along its
three orthogonal axes (i.e. X, Y and Z). However, the body axes of the equipment are
not always in line with the structure it is attached to. Even if the body axes do align, the
dynamics of the coupled system mean any vibration at the base of the larger structure is
unlikely to be acting all on the same axis (or axes) at the interface between the satellite
and equipment. Another key difference between the testing environment and launch
environment is the direction of the vibrations. The launch vibration environment is a
single 3D environment, while testing is usually comprised of three single axis vibrations
tests.
This thesis presents two alternative testing methods that separately, or together, can
create a test campaign which better matches the environment the piece of equipment
would see during launch.
The first method, the Angle Optimisation Method, looks at testing the piece of
equipment is mounted at an offset angle on to the shaker rather than the traditional
three orthogonal mounting directions. The method optimises the testing angle for
the piece of equipment such that testing responses are closer to those seen when the
equipment is attached to the higher level assembly. This method focuses on covering
the maximum Root Mean Square (RMS) values for each quantity (e.g. sum of interface
forces, and acceleration at centre of mass) obtained from the coupled system tests -
resulting in a test campaign of one to three separate tests, each with altered input
directions. This results in RMS values much closer to the desired higher level testing
values than the traditional testing.
The second method, the Dual Input Method, looks at adding a secondary smaller
vibration source at a specific location on the test item. The method finds the best
location to attach the second vibration source that produces a more representative
testing of the piece of equipment when compared to the higher level testing. It also
determines what the input should be at this specific point. This method looks at
improving the correlation of the Operational Deflecting Shapes (ODS) of the equipment
when tested in isolation and when attached to the higher level assembly. Response
Vector Assurance Criterion (RVAC) is used for the correlation of the ODS.
Two case studies were undertaken to demonstrate the benefits of these methods. The
first was a computational case study that both methods were applied to. In this case
study the Angle Optimisation method was able to reduce the amount of over testing
by up to 70% compared to the traditional testing method. While the Dual Input
method was able to improve the correlation between the equipment and coupled system
responses by nearly 50%.
The second case study was an experimental application of the Angle Optimisation
Method. This case study successfully showed that it was possible to implement this
method as a physical test. A custom angled interface plate was manufactured to the
specifications determined by the Angle Optimisation method. In addition to showing
the successful implementation of this method, the over testing was reduced by roughly
50% when compared to the traditional method.
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Chapter 1
Introduction
The launch phase is often the harshest mechanical environment most satellites will
experience during their life cycle. The launch encompasses various types of loading from
quasi-static to sinusoidal vibration to acoustic or random vibrations and mechanical
shocks. Thus before launch for all payloads it must be ensured that they are able to
survive the launch, which primarily is done via vibration testing. However, the current
methodologies of vibration testing almost always involve some measure of overtesting
- i.e. the testing is the harshest environment a satellite and its equipment has to
survive [4]. The amount of overtesting is not simply the expected levels plus a margin
to verify performance, but significant increases in the acceleration and stress levels
compared to the actual levels experienced during the launch.
The ultimate reason for overtesting is that the testing environment is vastly different
to the flight environment. This is true both in the testing setup and the testing
methodologies. The various methods that have been devised that seek to remedy
the overtesting situation have been focused more on physical differences between the
boundary conditions of the two different scenarios. Additionally many of these various
limiting methods require force sensors that can be impractical to use when testing small
items, such as equipment on a satellite. Thus a more representative and broader testing
methodology is desired that can be applied to reduce the amount of overtesting over a
range of sized test items.
The majority of vibration testing is done on a shaker, often using a slip table as well,
1
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Figure 1.1: Image of a shaker with slip table
one of these can be seen in Figure 1.1. The shaker moves only in one direction vibrating
along a single axis. The main mechanism can be positioned either upright or rotated
90◦. In the upright position the test item is attached to the top of the mechanism.
When the shaker it turned it is attached to a slip table, which the test item is then
attached to.
A detailed discussion into the background of this research is presented in Chapter 2 as
part of the Literature Review.
1.1 Aims and Objectives
The aim of this research was to develop a new random vibration testing methodology
for small satellites or pieces of equipment that was more representative of vibrations
seen during launch.
To achieve this aim the research was broken down into four objectives, which also made
up the four primary research stages:
1. Examine spacecraft and equipment random vibration testing, and identify key
1.2. Research Stages 3
causes of overtesting
2. To determine if altering the testing input angle will lead to reduction in overtesting
3. To evaluate how the inclusion of a second exciter in the test setup will result in
test environment that better reflects the launch environment
4. To devise a more representative test procedure for vibration testing, particularly
for small test items, that encompasses the information obtained during research
1.2 Research Stages
The project has been split into four main stages, with three representing the three
primary goals of the project. The stages are:
Stage 1: Evaluation of spacecraft random vibration testing methodologies
This work has included understanding how vibration testing is carried out, as well
as the various methods used in attempt to limit the overtesting that occurs. The
evaluation started with a look at the causes of overtesting. This stage ended with a
look at alternative testing methodologies that may have benefits over the traditional
methods. This evaluation was undertaken to ensure familiarity with current practise
and to attempt to identify a valuable alternative.
Stage 2: Development of algorithm to determine best direction to apply
vibration
Current practice is to test along three standard orthogonal directions that coincide with
the test item’s mounting reference, however during launch the vibration environment
is tri-dimensional with six degrees of freedom (three translations and three rotations) -
for simplicity this shall be refereed to as ‘3D’ in the rest of this work. The aim of this
stage was to investigate how changing the input angle results in a test environment that
better represents the launch environment; then to develop an algorithm that finds the
optimum test angle. Initial work was done using a 2D model looking first at the effect
of changing angle when using a single input and moving on to consider two inputs. The
next step was to move to 3D environment to match with actual testing environments.
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When moving from 2D to 3D numerous expected and unexpected issues presented
themselves. However, a final procedure was developed for finding the optimum angle
at which to test to best match the expected coupled system vibration environment.
Stage 3: Investigate the effect of the inclusion of a second exciter
The second stage investigated how including a second exciter in the test setup, i.e.
limited multi-axial testing, would lead to a closer reproduction of the multi-directional
launch environment. This looked at adding a second shaker directly exciting the item
under test. This meant the test setup changed from a single-input-single-output (or
multi-output) to a multi-input-multi-output system, thus accordingly the two main
challenges are the physical configuration and test control. The research focused on the
physical configuration problem, as determining the best location, and input value, was
the greater of the two problems.
Stage 4: Experimental Testing
The final stage of the research was to apply the methods that had been developed.
This was done first computationally with both methods. Then an experimental case
study was performed.
1.3 Elements of Novelty
The state of the art in space vibration testing has been using essentially the same
basic methods for the past 60 years [5, 6]. This methodology can lead to substantial
overtesting, and while there has been research into reducing this it has all centred
around the same basic testing setup. The novelty in this work is:
1. Development of the Angle Optimisation Method. This method is a complete
procedure to find the optimum angle at which to test a piece of equipment that
reduces the overtesting and thus best matches the random vibration environment
it will see when in attached to the larger structure.
2. Development of the Dual Input Method. This is a complete procedure that finds
the best location to add a second source of random vibration, along with the best
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input level, that results in better correlation between the isolated testing of a
piece of equipment and the coupled system. Thus resulting in more representative
testing of the piece of equipment.
3. Development of a general end-to-end procedure for testing using the tools test
houses currently possess (single axis shakers) but in a new way to allow for
more representative testing than the traditional sequential single orthogonal axis
testing. This is done by applying the Angle Optimisation Method and then the
Dual Input Method.
1.4 Thesis Layout
An outline of this thesis can be found in Figure 1.2.
1. Chapter 1 is the Introduction to the thesis. It details the motivation behind the
research as well as the project’s goals. Finally it details how these are addressed
in the thesis.
2. Chapter 2 is the literature review into the state of art of current testing methods.
The chapter starts with an introduction into the topic of spacecraft testing, and
key background topics. Then moves on to review various key testing methods,
including discussion on their advantages and limitations.
3. Chapter 3 details the Angle Optimisation Method. This is the first method
devised to improve testing - here the focus was to reduce the overtesting. The
chapter starts with the early work into developing the method. Then details the
full procedure for using the method.
4. Chapter 4 details the Dual Input Method. This is the second method devised to
improve testing of a piece of equipment - here the focus was on more representative
testing. This chapter includes some background into the work, before detailing
the full procedure.
5. Chapter 5 is the first case study using both the Angle Optimisation Method and
the Dual Input Method, thus showing the full end-to-end procedure. This case
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study was computational using an actual satellite FEM. This case study showed
the application and validation of both methods.
6. Chapter 6 is the second case study. This was an experimental application of the
Angle Optimisation Method.
7. Chapter 7 is the final chapter. Here the work done is concluded and summarised,
before discussing potential avenues of further study.
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Chapter 2
Literature Review
2.1 Introduction
For most satellites the harshest mechanical environment they will be subjected to is
the launch. During this relatively short period of time, the satellite is subjected to high
accelerations, various vibration loads, and shocks. Based upon the different forms of
loading, the mechanical environment is typically split into four types of loading - quasi
static loading, sine loading, acoustic/random vibration, and shock.
Quasi static loading refers to the very low frequency dynamics caused by the steady
state acceleration of the launch vehicle during launch. Sine loading is low frequency
(5 − 100 Hz) transient and quasi harmonic loading that is caused by the dynamic
modes of the launch vehicle. Acoustic and random vibrations are grouped together
because they are all essentially driven by the same phenomena of the acoustic loading
coupling with the structural vibrations. The separation comes from the transmission
of these vibrations: for large spacecraft (i.e. those with mass greater than ∼ 250 kg)
acoustic loading is more significant, while for smaller spacecraft or pieces of equipment,
the acoustic environment is transmitted through random vibrations. Finally shocks
are very short but have extremely high loads, and are produced by various separation
mechanisms during the launch. Table 2.1 gives another overview of the various dynamic
tests a spacecraft might be subjected to. For a more in depth overview of each type of
loading see [7].
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Table 2.1: Comparison of Different Dynamic Tests for Spacecraft (adapted from [4])
Type of Test Primary Benefit(s)
Typical Test
Frequency
Range for
Spacecraft
Risk (of
overtest or
test mishap)
Acoustic
Qualification,
Acceptance and
Workmanship
10− 10000Hz Low to
Moderate
Random
Vibration
Qualification,
Acceptance and
Workmanship
20− 1000Hz Moderate
Sine Vibration
Qualification,
Acceptance and
Workmanship
5− 100Hz Moderate
Sine Burst Qualification
10− 50Hz
(below
structural
resonances)
High
Shock
(Firings)
Verification of
Actuation Systems
and Component
Shock Test Levels
100−10000Hz
(short
duration)
Low
Modal
Vibration
Fixed Base
Model Verification 5− 500Hz Low
Static Qualification N/A Moderate
The primary method of ensuring a payload or piece of equipment will survive the
expected quasi static loads [8, 9], sine loads [10–13], and acoustic [14, 15] or random
vibrations [16–18] is to subject it to a prescribed vibration environment, usually on a
shaker and slip table. Figure 2.1 shows a combination shaker and slip table that is
used to test small satellites and pieces of equipment. It is possible to test these three
vibrations on the same piece of equipment, although different inputs and methodologies
are used for each form of loading. This work focuses on random vibrations, but many
of the testing methodologies presented can be used for sine vibration testing.
Random vibration testing has a number of advantages over sine vibration testing. Sine
vibration testing can be simpler than random since a sine sweep only has to focus on
one frequency at a time, while random vibration testing has to excite all frequencies in
a defined spectrum at any given time. However, due to this random nature, random
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Figure 2.1: Image of a shaker with slip table
testing is much better at detecting unexpected and workmanship issues as well as
covering ‘real world’ situations where vibrations are not simple sine waves [19, 20].
Similarly, in comparison to acoustic, random testing has an increased likelihood of
finding issues in the structure (such as workmanship errors) [21].
2.2 Random Vibration
Random vibrations during launch, as mentioned previously, are largely due to the
acoustic environment. Figure 2.2 shows the basic concept of how the acoustic
environment around the entire structure translates to random vibrations on the smaller
parts of the structure. Random vibration profiles are defined in terms of Power Spectral
Density (PSD) [22, 23], generally as acceleration squared for each unit of bandwidth:
g2/Hz, where g is acceleration due to gravity (9.81m/s2). The severity of any particular
PSD is usually given by the Root Mean Squared (RMS) value which is the area under
the PSD curve. Due to the nature of random vibrations at any particular frequency,
the PSD defines the average of the random signal rather than the exact acceleration
(as would be the case with sine vibrations). Another key feature of random vibrations
is that because the PSD is obtained from the averaging process, there is theoretically
an infinite number of real time waveforms that could generate any specific PSD.
As random vibration environments are defined in the frequency domain, there can
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Figure 2.2: Acoustic environment converted to random vibrations
be various environments in the time domain that could make up a specific frequency
domain environment. To compare these different environments, the Random Response
Spectrum (RRS) can be used [24, 25] - the RRS is also known as the Vibration Response
Spectrum (VRS) . The RRS is produced similarly to the more common Shock Response
Spectrum (SRS) , in that it looks at the responses, or more specifically the RMS,
of a series of single degree of freedom systems, then creates a spectrum from this
information [26, 27]. Figure 2.3 gives a visual representation of this process.
Figure 2.3: Visual representation of how a Random Response Spectrum is developed
[from [26]]
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2.3 Testing Background
The basic methodology of testing has not changed significantly since the 1960s [5, 6].
The underlying testing approach involves placing the test item on a shaker and shaking
it in each of the three standard directions (X, Y and Z), according to the provided
testing specifications; this concept has been the standard for fifty years [6]. Table 2.2
is an example of the random vibration data that can be given in launcher manuals,
while all of this information is useful, for testing only the highest values are needed
thus testing levels would be the First Stage Flight levels, which is given as a random
testing profile in Figure 2.4. The Soyuz manual, from with Table 2.2 and Figure 2.4
come, states that these levels are along all three axes [28], which requires the three
separate tests. Not all manuals give the random vibration environments, some, such
as Falcon 9 [29] and Ariane 5 [30], simply supply the acoustic environment requiring
the random environment to be determined through either acoustic testing or calculated
from the acoustic profile.
Table 2.2: Limit Flight Levels of Random Vibrations at Spacecraft Base in Soyuz from [28]
Event
Frequency Band [Hz]
GRMS (g) Duration [s]20-
50
50-
100
100-
200
200-
500
500-
1000
1000-
2000
PSD (10−3 g2/Hz)
1st Stage
Flight
5.0
5.0-
10.0
10.0-
25.0
25.0 25.0-
10.0
10.0-
5.0
4.94 120
2nd and
3rd Stage
Flight
2.5
2.5-
5.0
5.0-
10.0
10.0 10.0-
5.0
5.0-
2.5
3.31 480
Fregat
Flight
2.0 2.0 2.0 2.0
2.0-
1.0
1.0 1.63
1100
This procedure has never undergone major change for a number of reasons including
the fact that single axis shakers are more commonly found in testing houses. However,
this approach often leads to high amounts of stress, acceleration and force on the test
article which exceeds what it would be subjected to during launch. This leads to the
problem that the design process is focused on surviving testing rather than the launch,
and in an industry where mass and volume are at a premium, this over-design is an
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Figure 2.4: Limit Flight Random Vibration Levels for Soyuz [28]
unnecessary cost.
The key issue is that the boundary conditions are vastly different between the launch
and the vibration tests [31]. Due to the stiffness of the shaker itself there is very little
(ideally none at all) coupling between the shaker and the test item. This is desired as
then the test responses are only from the test item’s dynamics, however during launch
there is coupling between structures. Thus on the stiff shaker certain resonances can
cause massive accelerations, stresses and forces but during launch at the same frequency
the larger structure’s dynamics will move with the item and prevent those high values.
In order to limit overtesting, with the tests still carried out one axis at a time Force
Limiting [32, 33] was introduced in the 1990s. It consists of adjusting the base input
force and will be discussed in Section 2.7. Since then there have been some innovations,
but largely these have been focused on improving Force Limiting. In recent years, a
good deal of research has been undertaken to incorporate more multi-axis testing,
however it has yet to be confirmed on a large scale and on spacecraft structures;
ultimately this is part of the reason why the basic testing methodology has remained
largely unchanged for so long. The current methods are understood by all and accepted
by all, while new methods could potentially involve many people and organisations
agreeing to a new and untested method.
The issue of overtesting has been understood for nearly as long as there has been testing
[5], and thus many investigations into this issue have been undertaken [33, 34]. There
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are two main causes of overtesting: the differing boundary conditions between flight and
testing configurations [5, 34, 35] and the creation of the enveloped test specification [36,
37].
Linked to both of these is a third factor, which is the test direction. During launch
the vibration environment will be in all degrees of freedom, however the established
test procedure is to test three orthogonal axes sequentially; thus replacing a single 3D
vibration environment with three separate tests along each axis. This is due to the
fact that the vast majority of test houses have single axes shakers. When producing
these single axis tests from the 3D environment that concept that these tests follow the
body axes is so ingrained that it is barely mentioned when discussing test specification
derivation [6, 38, 39].There are almost no cases where testing has been undertaken at
some direction not inline with the body axes. One example is the testing of SSTL’s
CFESAT which was tested while titled at a 45° - this example is discussed further in
Section 3.1.
Whilst rarely discussed undertesting is a potential issue in testing [4]. It is important
that any testing does not fall below the levels specified by the higher level testing
authority (e.g. launcher authority), as such testing is likely to be rejected as it would
not prove the item could survive the launch [5].
2.4 Boundary Conditions
The boundary conditions significantly differ between the flight configuration and
the testing configurations. The flight configuration is a coupled system of either
launch vehicle and payload or full satellite and component equipment, while the test
configuration will simply be the test article and the shaker table. In the literature, the
pair of structures in the coupled system are often referred to as ‘source’ (the higher
level assembly - i.e. launch vehicle or full satellite) and ‘load’ (item under test - i.e.
payload or piece of equipment)[4].
The testing input specifications are derived from responses during higher level testing
of the coupled system, and the specification is then applied to the item under test. In
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the majority of cases, the change in boundary conditions is not taken into account, or
if it is the assumption is made that the shaker is infinitely stiff. Gatscher and Kawiecki
[36] say that this failure to take the reactions of the differing supporting structures into
account must be “viewed incredulously”.
2.4.1 Dynamic Absorber Effect
The dynamic or vibration absorber effect is a relatively simple concept which lies at
the heart of the boundary conditions issues that lead to overtesting; the full theoretical
explanation and background can be found in mechanical vibration text books such
as [40]. The basic concept governs the interactions between two vibrating masses.
Figure 2.5 shows a very simple two mass system where the rigid base is excited and
thus vibrates the middle mass, m1, which in turn vibrates the upper mass, m2. The
basic effect is seen best if the system is undamped (i.e. c1 = c2 = 0), and when the
disturbing force’s frequency, ω, equals the natural frequency of the upper system (i.e
ω =
√
k2/m2). In this situation m1 will remain motionless and all of the base motion
will pass directly to m2, this means that the base and m2 are moving in sync - i.e. that
m2 has ‘absorbed’ all of the motion from m1.
Figure 2.5: Simple two DoF coupled system
If there is damping in the system, the interaction (relative motion) between the two
masses will change depending on the damping of the load (i.e. the value of c2). This
ranges from undamped when m1 does not move to infinite damping (c2 = inf), when
the two masses will act as one.
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In terms of spacecraft testing, when the test item is in a coupled configuration close
to certain natural frequencies, the test item will act as a dynamic absorber. The basic
concept involved in vibration testing of spacecraft can be simplified down into the
two mass two degrees of freedom (DoF) as given in Figure 2.5. In this situation m1
represents the spacecraft or higher level satellite assembly and is commonly refereed to
as the ‘source’, while m2 represents the payload or test item and is known as the ‘load’.
The importance of the dynamic absorber effect in spacecraft testing can be seen in the
fact that many of the methods to reduce the overtesting (See Section 2.6.2), use as their
theoretical basis as the simple two degree of freedom model as given in Figure 2.5. The
dynamic absorber effect is seen in the coupled system and not when the item is tested
in isolation; thus testing methods seek to account for this missing effect when testing
the item in isolation [35].
2.4.2 Virtual Testing
One of the key assumptions made when devising most test campaigns is that the
shaker is infinitely stiff and has infinite mechanical impedance; this is done to simplify
modelling the dynamics and because ideally the dynamics of the shaker do not affect
the test. One of the few approaches that attempt to take the shaker’s dynamics into
account is Virtual Testing.
The goal of vibration testing is to recreate the launch conditions in the testing
environment. This is not straight forward due to the vastly different conditions between
flight and testing configurations. The various limiting methods attempt to limit the test
to the expected in-flight responses, which requires an FEM of the test item (rough for
force limiting, more accurate for response limiting) as well as knowledge of the structure
it will attach to. However, one aspect that the various limiting methodologies ignore is
the ability of the testing set up to correctly apply the given inputs and limits. Yet in
reality each shaker and control system will have different resonances, signal noise and
other factors that will affect testing. This is a large part of what Virtual Testing seeks
to take into account. It can be used for both post- [41–43] and pre-test [21, 44, 45]
uses.
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Once setup, a virtual testing environment can be a very powerful tool, however the
initial setup (i.e. modelling of systems) is a complex process. There are three main
sections to model: first, the vibration exciter or actuator; second, the closed-loop control
system; and third, the item under test [46]. The third of these is the the FEM of the
test item, so it is the first two sections that are the main focus of literature on virtual
testing. Modelling the vibration exciter requires a precise understanding of how the
exciter works, as well as its dynamics (i.e. how it interacts with the test item). [47]
and [48] offer an overview of the different models. However, the comprehensive study
of exciter dynamics in [49] provides the basis for many of the published virtual testing
models.
The modelling of the control system is the most complex part, as it involves the most
separate parts - from computer with the controller to the power amplifier to the sensors
on the test item. It can be broken down in various ways and is most often modelled
and the simulation run in Simulink [42, 46, 50]. However to model the actual controller
requires the corporation of the controller manufacturer to provide the model [51].
2.5 Input Envelope
The second key cause of overtesting is the test specifications themselves - specifically
the way they are created. The testing specifications are derived from response data
collected either during launch or higher level testing - i.e. the coupled system - at
the interface between the test item and the rest of the structure; this data is then
averaged from multiple tests and enveloped. It follows that the final test specification
input covers the peaks but usually eliminates the valleys, as shown in Figure 2.6. This
smoothing over the peaks and valleys is done to both simplify the testing specification
and to include a safety margin [36].
The elimination of these dips becomes a major issue when the anti-resonance frequencies
of the coupled system coincides with a resonance of the load system. The smoothing
of valleys can lead to overtesting by 10dB to 20dB [52, 53], thus the enveloping of data
and removal of valley in the input compounds the disparity in boundary conditions.
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Figure 2.6: Example Test Envelope Synthesis from [36]
An alternative to the example given by Gatscher and Kawiecki [36] in Figure 2.6,
is NASA’s Finite Element Modelling Continuous Improvement (FEMCI) [54]who offer
good guidelines on the creation of envelopes and is shown in Figure 2.7. These guidelines
are very much practical considerations such as ensuring frequency steps are at least
10 Hz and that slopes should be ± 25 dB; both of these are considerations as to what
the shaker is capable of achieving during a test. The guidelines state that the envelope
should drop into the large valleys, and that sharp high peaks can be cut off at half
their height; both of these are attempting to ensure the envelope is not massively over
testing as is the guideline that states the overall RMS of the envelope should not be
more than 125% of the original response curve.
These guidelines are not always followed, as can be seen in Figure 2.6 which according
to FEMIC [54] could cut down the peaks. Even when these guidelines are followed the
issues previously mentioned, particularly regarding the smoothing of valleys, are key
issues for overtesting. Figure 2.8 demonstrates this issue; this was taken from a simple
2D example as used in Section 3.2. The envelope was created following the FEMCI
guidelines. Figure 2.8 now shows the response data from the two systems: blue curve
shows the coupled system response for a specific node, red curve shows the isolated
system response with ideal (i.e. exactly what was at the interface) input and finally
the green curve shows the isolated system response with the enveloped input.
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Figure 2.7: Alternative Example Test Envelope Synthesis from [54]
Figure 2.8: Simple Demonstration of the effect of Envelope on test responses
This example is for a relatively simple 2D system, yet the difference in curves and RMS
values is significant. When dealing with actual spacecraft and pieces of equipment the
dynamics are far more complicated and this becomes a significant issue that must be
limited to prevent massive overtesting. A key way to limit the overtesting caused by
these simplified envelopes is to adjust the envelope itself by reducing it a key locations:
this is called notching.
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2.6 Notching
Overtesting will occur when an item is tested under the traditional procedure. It is
important to reduce the amount of overtesting, so that the payload is not needlessly
broken or over designed. There are many methods that can be employed to reduce
the overtesting, although none can guarantee the elimination of all overtesting. The
primary method is to alter the testing specification by lowering or limiting the shaker
input levels, usually around the resonant frequencies - i.e. it puts a ‘notch’ into the
input [22, 55].
There are two main branches of notching methodologies. The first, called Response
Limiting, directly notches and monitors the acceleration input. The second, notches
the force input and this is called Force Limiting.
There are numerous notching methods and whilst some are some more prevalent than
others, crucially there is no universally accepted notching method for random vibration
testing [24]. Choosing the method for determining the notch is a key step in structuring
a test campaign, as it is important to ensure an accurate and representative input,
minimising overtesting while also avoiding undertesting. Additionally both the payload
manufacturer and the launch vehicle or higher assembly authority have to agree upon
the notching. The manufacturer obviously wants to limit the overtesting as much as
possible, so that their payload does not needlessly get damaged, however the high level
authority does not want the payload to be unable to withstand the loads produced
during launch and therefore they set a testing specification they feel ensures this.
Response Limiting is the first main type of notching that will be discussed, followed
by an overview of a Force Limiting. Force limiting is the primary methodology used in
current testing, as such there are numerous methods to determine what the force limits
should be. These are discussed in Section 2.7.
2.6.1 Response Limiting
Response Limiting attempts to limit the acceleration response of certain key points
on the test article, to that which would be expected in the flight configuration. This
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requires analytical prediction, usually using Coupled Load Analysis (CLA) of critical
locations’ in-flight response and continued monitoring of these points to ensure they do
not exceed the predicted levels [34]. CLA is a key part of the design and verification
process for spacecraft. It is the modelling and prediction of the dynamics when the test
item is attached to the launch vehicle and experiencing launch. CLA is a complex but
important step, and due to its complexity there are a variety of methods and processes
associated with it [56].
Since the 1990s, the use of Response Limiting seems to have greatly reduced, with
most of the literature focused on force limiting. However, there are methods that
seek to alter the acceleration input in other ways than attempting to predict in-flight
responses. These methods are based around using response spectra, primarily the
Random Response Spectrum (RRS), to synthesise a smoothed input envelope for the
specific test item from previous higher level testing data [26, 27]. The advantage of
creating a new input envelope rather than defining limits, is that the responsibility of
the control system during the test is reduced to simply keeping the test in line with the
prescribed input. With Response Limiting the control system has to do that as well
as monitoring response and reducing base excitation as needed, which with random
vibrations can be problematic.
2.6.2 Force Limiting
Force Limiting seeks to limit the forces at the interface between test article and the
shaker [34], which corresponds to the interface between the test item and the larger
structure. This technique was developed at the Jet Propulsion Lab in the 1990s, while
the basic concept and theory had been in existence since the early days of testing [5]. It
was not until the 1990s that the necessary sensor technology caught up with the theory
allowing Force Limiting to become a practicality [33]. The concept is to set a Force
Limiting specification which is fed to the vibration test controller; the controller will
then adjust the inputs to keep the measured force below the limits. Figure 2.9 shows
the Force Limiting specification and the measured Force Spectral Density (FSD) from
the vertical random vibration test of Deep Space 1 [57]. The measured force reaches
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the specified limit twice (exceeding it once) and on both occasions the force drops off
rapidly, indicating the test controller reduced the input.
Figure 2.9: Total vertical force measured during Deep Space 1 random vibration test
from [57]
Force Limiting is based on the basic equation of motion (i.e. force = mass ×
acceleration), as regardless of the differences between the two different configurations
(flight and testing) this relationship remains the same. Thus by ensuring the force
during test does not exceed that which will be experienced during flight (including
safety margin), the acceleration and force responses throughout the structure should
be in line with in-flight levels. For random vibration testing, the input acceleration and
output force are each defined as a PSD, and are related together by the apparent mass
of the test item, thus this relationship becomes:
SFF (f) = |M(f)|2 · SAA(f) (2.1)
Where:
SFF is the interface force PSD
M is the apparent mass
SAA is the interface acceleration PSD
Of the three terms only SAA is known, as this is usually the testing specification. The
goal is to determine SFF but it requires knowing the apparent mass of the test item
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as part of the coupled system. The apparent mass (M(f)) of an item is defined as
a Frequency Response Function (FRF)that is the ratio of reaction force to the input
acceleration in the testing axis [33, 53]; all of these terms are dependant upon frequency.
If the test item were a simple box, the apparent mass would be easy to calculate;
however the structures of space vehicles are extremely complex [35]. It follows that the
methods to determine the force limits are most concerned with this mass term.
The basic concept behind having force limits is the same as in Response Limiting,
which is to use the limits as part of the control loop as the test is being performed.
However real time monitoring of the forces is not always feasible, either because the
force measurement devices fail to provide adequate stiffness for the shaker control [58]
or because the control system does not support the necessary ‘dual control’ (so called
as it must control the interface acceleration and force) [27].
Note: in Force Limiting Testing, there are numerous mass terms in addition to ‘apparent
mass’ there is ‘effective mass’, ‘modal mass’ (also called ‘effective modal mass’), ‘residual
mass’ and ‘asymptotic mass’. Apparent mass, also sometimes termed ‘mechanical
impedance’, is the most important term as it describes how the mass of the structure
is acting during the vibration environment. Effective mass concept breaks the physical
mass of the structure into modal components by representing each as uncoupled single
degree of freedom (SDOF) systems - one for each mode.[59] Residual mass is the sum
of effective masses of those modes with resonances outside (usually above) of frequency
range of interest. [53] Then the modal masses are those effective masses of those modes
within the frequency range of interest. The sum of the modal masses equals the total
mass of the structure. [22] The last mass term is as asymptotic mass, which is defined
as the smoothed apparent mass function. [53].
2.7 Force Limiting Methods
The key to calculating the Force Limited PSD is the estimation of the apparent mass.
The two main methods for doing so are the Two Degrees of Freedom System Method
(TDFS) and the Semi-Empirical Method. The TDFS method (Section 2.7.1) seeks to
estimate the apparent mass term, by simplifying the complex coupled system down
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into a 2DoF system. The Semi-Empirical method (Section 2.7.2) shifts the focus from
determining the apparent mass to determining a constant that is multiplied by the
original mass of the system. Then within each method there are multiple approaches
to determining the force limits.
2.7.1 Two Degrees of Freedom System Method
The TDFS method focuses on attempting to estimate the apparent mass of the test
item and thus be able to use Equation 2.1 to calculate the force limits. The method
is so named as it is based on simplifying the complex coupled system of test item and
the supporting structure down to a simple two degree of freedom system as seen in
Figure 2.10. This simplification is based on the understanding of the dynamic absorber
effect and how ignoring it and the different boundary conditions leads to overtesting.
In Figure 2.10 the middle mass, m1, represents the supporting structure (i.e. launch
vehicle) thus m2 represents the item under test (i.e. payload). The labels of ‘source’
and ‘load’ are in accordance with current force limiting literature [33], as was discussed
in Section 2.4.1.
Figure 2.10: Simple two degree of freedom system
There are two approaches within this method - the Simple and Complex. They have
the same theoretical basis and both work to calculate the force limits by estimating the
apparent mass. The difference is in the level of complexity that is given to the simple
2 DoF system used to represent the coupled in-flight structure.
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Simple TDFS
The Simple Two Degree of Freedom System method [STDFS] idealises the entire mass
and dynamics of the source and load into two single point masses. The STDFS estimates
the force limits for the maximum load response and thus maximum interface force - i.e.
the worse case scenario. This is done to ensure no undertesting and to find the most
conservative interface force envelope within the limited scope of the simple model [35].
This worse case scenario occurs when the uncoupled resonance frequencies of the source
and load equal one another (ω0), and in this case the system’s characteristic equation
is that of a classic vibration absorber [33]. This is shown in Equation 2.2:
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(2.2)
Adapting Equation 2.1 results in Equation 2.3 for the force limit, which has been
normalised by the input PSD and the square of the load mass, given in terms of resonant
frequencies of the couple system (ωs) and uncoupled systems, as well as the quality
factor of the load (Q2)[33]:
SFF
SAAm22
=
1 + (
ω/ω0)
2
Q22
1− (ω/ω0)2 + (ω/ω0)
2
Q22
(2.3)
The normalised force limit is calculated for the lower of the two coupled system
resonances, as this results in a higher force PSD value, that is then used to ensure
conservatism in the force limits. Figure 2.11 shows how the limits found using
Equation 2.3 change depending on the value of Q2 and the ratio between the load
and source masses. It also shows the dynamic absorber effect and the need for defined
values of the two masses in order to determine the force limits. These masses, which
vary with frequency, can be found by examining the properties of the two systems. Once
again the method for determining the masses is dictated by conservatism. Scharton [33]
recommends using the relevant residual masses rather than effective or modal masses,
as doing so results in higher force limit estimation.
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Figure 2.11: Normalised force limits from STDFS vs mass ratio for range of Q2 values
from [35]
Complex TDFS
The Complex Two Degree of System [CTDFS] method only differs from the simple
in the estimation of the source and load masses. Instead of assuming the source and
load are single masses and using the relevant residual mass values, the complex method
unsimplifies the system slightly and splits each of the masses in two, separating each
into residual and effective masses. The advantage of this method is that the force
contribution of resonant and non-resonant structural modes are both taken into account
- STDFS only takes into account the resonant modes [34]. Figure 2.12a illustrates this
separation when the excitation frequency is near the resonance frequency of the nth
mode; mn representing effective mass of the n
th mode and Mn the residual mass - this
term is the sum of all the effective masses with resonant frequencies above the current
excitation frequency [35].
The two mass model is defined for both the source and the load and then combined as
shown in Figure 2.12b to make up the ‘complex’ two degree of freedom model. The full
mathematical development of this model and the subsequent estimation of the force
limits is much more complex than the STDFS and as such the normalised force limits
are usually found by referring to the tables found in Scharton [33]. A more in depth
explanation of this method can be found in [22, 33, 60]. It is interesting to note that
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(a) Residual and effective mass model of
a structure as used in CTDFS from [35]
(b) CTDFS model using residual and effective masses
from [35]
Figure 2.12: The Complex Two Degree of Freedom model
the increase in complexity does not necessarily mean that the complex method is better
than the simple methods as [35] ran fifteen case studies comparing the two methods
and the CTFDS method consistently resulted in more overtesting than STFDS.
2.7.2 Semi-Empirical Method
The Semi-Empirical method for determining force limits, approaches the issue of the
unknown apparent mass differently to the TDFS methods, by effectively ignoring it.
This method replaces apparent mass term with the total mass of the test item multiplied
by a constant. The Semi-Empirical method is, as the name implies, less analytical than
the TDFS methods and requires a certain amount of engineering judgement to select
the value of the constant C2 to be used in the method, as seen in Equation 2.4. Its
advantage over the TDFS methods is that it requires less data and because of this
advantage it is the most commonly used method for defining force limits [35].
The equations that define the method are:
SFF = C
2M2oSAA(f) f < fo
SFF = C
2M2oSAA(f)
(
fo
f
)n
f ≥ fo
(2.4)
Where:
Mo is the total mass of the test item
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C2 is a dimensionless constant that is configuration dependent
fo is the fundamental frequency
n is the roll-off ratio
The fundamental frequency and roll-off ratio can be found during finite element analysis
and then finalised during initial low level sine or random runs before full level vibration
testing [53].
Figure 2.13: Random vibration force limits showing the effect of changing C2 value from [61]
Much of the current work on the Semi-Empirical method and, as this is the primary
force limiting methodology, notching literature in general is focused on how to choose
the correct C2 value. There are various methods ranging from looking at previous test
schemes of similar structures and using the data to extrapolate C2 [11, 61, 62] to the
highly complex and analytical Coupled Systems Modal Approach [52, 63, 64] which
relies on good FEM of both ‘load’ and ‘source’.
Other methods can be used as limits, or ‘reality checks’, on a chosen C2 value such
as checking the Quasi-Static Load limits [11, 62] and the coupled system interface
force [61, 62]. Oddly while the Semi-Empirical method is viewed as the best method
for determining force limits, the TDFS methods are sometimes used to determine the
C2 value [35, 62]. In these cases the level of detail in modelling the coupled system
is less than when using the TDFS methods to determine the actual force limits. The
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Figure 2.14: Random vibration test acceleration inputs showing the effect of changing C2
value from [61]
value chosen for C2 does not affect the shape of the resultant force limiting specification
but rather scales it. This can be seen in Figure 2.13 which shows three different force
limits created by changing the C2 value. Figure 2.14 shows the effect these force limits
have on the acceleration input - i.e. Figure 2.14 shows how the value of C2 determines
the depth of the notches in the acceleration input.
2.8 Alternative Testing Methodology: 6-DoF Transient
While the traditional method of testing (i.e. sequential single axis testing on a
shaker table) is firmly set as the primary form, there are other possibilities. Two
of the most interesting are multi-axial testing. It has clear theoretical advantages
over the traditional method, however there are numerous practical issues that limit its
widespread usage.
A key concern with traditional testing is that the launch environment sees vibration
along all axes at once, rather than simply one direction at a time as is seen in testing.
There are a few facilities set up to vibrate spacecraft in multiple directions, the primary
ones being NASA’s Mechanical Vibration Faculty [13] and ESTEC’s HYDRA [65–67],
both of which have relatively new control systems. In addition to the sparsity of
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facilities set up to perform multi-axial testing, the capability and reliability of the
control systems is a limiting factor of why multi-axial testing is not commonly used
for spacecraft testing. Another limiting factor is that despite the numerous discussions
and experiments seen in the literature, there is no standard methodology for multi-axis
testing. An attempt to create a standard exists in [68] but it admits it is simply an
initial start and calls for feedback to improve the standard.
Multi-axial testing has been attempted in many ways since the early days of vibration
testing, with one early example being of 3-DoF testing in 1958 at the White Sands
Proving Grounds in New Mexico, to simulate missile flight environments [69]. The
system worked well at low frequencies but due in part to the over-actuation of the
system as well as other considerations, when the testing motion exceeded 1g the
vibration plates would detach from the test item. Over-actuated refers to the situation
where the test system has more actuators than desired rigid body degree of freedoms,
which can lead to bending of the test platform, however the use of properly defined
control transformations allows for over-actuation while avoiding any bending [69].
Advances in control algorithms and technology has increased the ability of the control
systems but has also increased their complexity.
It is the complexity of the control systems that has held back multi-axial testing.
The most use control techniques in multi-axis testing are called Multiple-Input/
Multiple-Output (MIMO), as opposed to Multiple-Input/ Single-Output (MISO) or
Single-Input/ Single-Output (SISO) that are used in single-axis testing [70]. MIMO
refers to the fact there are multiple exciters (outputs) and multiple control points
(inputs). Various algorithms have been developed for the use in controlling multi-axis
vibration control. However, there have been attempts to control multi-axis shakers with
a SISO control system [71], but MIMO remains the preferred method for the majority
of test facilities [72].
The early control algorithms were based around ‘square control’, which meant the
number of control accelerometers equalled the number of actuators. The accuracy of
these control systems has increased with the use of ‘rectangular control’, which means
there is a greater number of control accelerometers than actuators [73]. This has
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increased the complexity of the algorithms used in the testing control, as the needed
matrix transforms that relate the control vectors with the drive vectors require the
inverse of a matrix. Thus due to the matrices no longer being square, as well as to
avoid the possibility that the matrix to be inversed might be singular, the pseudo-inverse
of this matrix is actually found [70].
A key part of control is keeping the error to a minimum, however there is disagreement
on how to define the error of a multi-axis test [74]. In traditional single axis tests with
one input, the error is simply the difference between the specified input and actual levels
seen during test. However with multi-exciters which can cause cross-axis excitation,
the concept of a single error is harder to determine. One solution is to determine the
‘global error’ of the multi-axis test that can be determined by various algorithms [68,
74].
Despite the many issues, there have been various studies into multi-axis testing,
primarily investigating the differences between it and traditional sequential single axis
testing. [75, 76] compared single axis to multi-axis and found that the responses were
very different, with different values and location of the maximum Von Mises stress.
However, there does not seem to be a clear explanation of the correlation between the
single axis and multi-axis inputs used, nor how the final results of each were compared.
In light of the issues researchers had when attempting to test in only one axis on the
multi-axis experiment set up the CUBETM [77], the single axis results in [75] appear
even more unreliable. Despite the issues both [75] and [77] had with comparing single
axis tests with multi-axis test, both detail successful multi-axial random axis testing
with [77] even including some overtesting limiting strategies.
Not withstanding the issues of controlling the multi-axis tests, other investigations
have shown the weakness of using sequential single axis testing opposed to multi-axis
testing. [78, 79] compared the different fatigue effects and mechanisms seen in single
axis testing versus triaxial testing. The experiments were performed on aluminium
beams 9.5 mm in diameter and 250 mm in length with a 2.35 mm radius notch, under
going random vibration at low frequencies [78]. The crack initiation was much more
rapid on the samples under triaxial testing, compared to those under the sequential
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single axis testing [79]. [80] investigated the difference in crack propagations between
sequential single axis testing versus triaxial testing on 19 inch long aluminium 0.25
inch square beams each with two notches up on adjacent sides, as since in Figure 2.15.
The results from the sequential single axis tests and the multi-axis tests were markedly
different resulting not only in different failure times but also different failure modes and
distributions [80].
Figure 2.15: Test specimens used in [80]
While these investigations focus on crack propagation and fatigue damage, which due
to the relatively short time span on launch might not be as relevant on spacecraft as
on others, the difference in the responses shows more investigation into multi-axial
testing over sequential single axis testing is needed. Most of these investigations
seem to indicate that the sequential single axis testing is in fact less harsh than
multi-axis testing. However, using a new free-free MIMO vibration testing setup, [81]
found the opposite to be true. A missile dummy was suspended and excited with a
distributed random excitation via 44 piezoelectric patches to mimic flight conditions,
and acceleration PSDs were calculated for all response measurements. From this data
two spectra for traditional vibration test on a shaker in the longitudinal direction were
developed - the first (Test A) matched what was experienced during the ‘pseudo-flight’
while the second (Test B) was an imitation of an enveloped input. The MIMO test
target spectra were derived using the psuedo-flight data using ten locations/directions
on the missile as control points. The MIMO test was run with the missile suspended
with three orthogonal shakers.
Figure 2.16 shows the comparison of the accelerations PSD of each of the three tests
along with the target response. It shows clearly that the free-free MIMO strategy used
by [81] achieves much more realistic responses in comparison to in-flight levels, and
traditional methods that result in over testing. However, this experiment benefited
from having the response data from all the various target points, something that might
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Figure 2.16: Force PSDs from all vibration tests performed in [81]
not be as easy to obtain in other situations. In addition it requires the capability to
suspend the item under test whilst exciting it with shakers, which couldlead to complex
control problems although the authors cite this as an advantage over the need for large
shakers.
2.9 Optimisation Algorithms
The final section of this chapter looks at multi-objective optimisation. This is not
usually a subject within spacecraft testing, however played a key role in the development
of the Angle Optimisation Method (Chapter 3). There are, broadly speaking, three
groups of optimisation problems: single objective, multi-objective and many-objective.
Single Objective Optimisation
A single-objective problem (SOPs) is an optimisation problem a single objective and
is the basic type of optimisation problems. Equation 2.5 shows this in equation form;
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where the decision vector is x = (x1, x2, ...xn) within the decision space, Ω, and the
problem is F(x) with m objectives.
minimise f(x)
subject to x ∈ Ω
(2.5)
Multi-Objective Optimisation
The traditional definition of a multi-objective problem (MOPs) is an optimisation
problem with at least two conflicting objectives [82, 83]. Equation 2.6 shows this
in equation form; where the decision vector is x = (x1, x2, ...xn) within the decision
space, Ω, and the problem is F(x) with m objectives.
minimise F(x) = (f1(x), f2(x), ...fm(x))
subject to x ∈ Ω
(2.6)
Multi-optimisation algorithms are largely heuristic, and the algorithms are inspired by
nature; these are broadly split into four categories: social culture inspired, geography
inspired, physics inspired, and biology inspired [84]. Biology inspired algorithms make
up a large percentage of the optimisation algorithms, and in part due to the quantity,
are further split into Evolutionary based algorithms and Swarm based algorithms.
There are various sub-categories of algorithms within each group, here the focus is
on Evolution based algorithms or EA (Evolutionary algorithms).
This is because these are particularly suited to multi-objective optimisation problems
due to how their population approach seeks to cover the entire optimal Pareto front
uniformly [85]. The Parento front is the front along which all optimal solutions are
found; for a problem with two objectives it would be a curve between the solution that
minimised the first objective to the solution that minimised second objective. This
can be seen in Figure 2.17, although there is no curve connecting the blue (Pareto)
points, they make up the Pareto front. Solutions on the Pareto front are all optimal
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for different weightings of the various objectives. It is for this reason that the Pareto
optimal points are so critical and there is such a focus on algorithms quickly finding
these points [86].
Another commonly used branch of optimisation algorithms are the gradient based
algorithms.
Figure 2.17: Example of Pareto Front of a multi-optimisation problem [87]
A key group of EA are Genetic algorithms (GA) which are inspired by evolutionist
theory of origin of species [88]. The key aspect that separates GAs from other EAs are
the two operations by which new solutions are generated from existing ones: crossover
and mutation. Crossover involves two solution sets, or chromosomes, here called
parents, that are combined to create a new solution set, called offspring. As in nature,
the offspring is expected to inherit the good genes, thus a better overall solution set.
Mutation introduces random changes into the attributes of the solution set; this ensures
‘genetic diversity’ among the full range of solution sets thereby helping the search avoid
getting stalled in local optima. A key advantage of most multi-optimisation GA is that
there is no requirement to scale, weigh or prioritise objectives [89].
The generic procedure of a GA is relatively simple, depending on how far down it is
broken. Venter [90] breaks it down into four basic steps, as shown in Figure 2.18, while
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Konak, Coit, and Smith [89] breaks it down into six steps: Create initial population,
Crossover, Mutation, Fitness Assignment, Selection, Check and repeat from step 2. The
primary differences between these two descriptions are due to the nature of the papers
themselves: Venter [90] is a good but broad overview of all optimisation techniques,
while Konak, Coit, and Smith [89] is focused on genetic algorithms. However, both
focus on the fitness assignment and crossover steps (this is mention in the text as how
the parents are created by Venter [90]) as these are the key aspects that differentiates
most multi-objective GA algorithms.
Figure 2.18: Overview of a generic Genetic Algorithm from [90]
When multi-objective algorithms are developed their performance is tested using test
functions. [98] developed a set varied of six two-objective problems that is called the
ZDT test function set. These have become one of the most frequently used test problems
due to the fact their Pareto fronts are known [84]. Another commonly used set of
functions is DTLZ; this set of problems was created to allow for objective functions and
decision variables to extend in any dimension [95]. These problems are what the various
papers use to compare the various algorithms, thus what informs the information in
Table 2.3.
Since it was first proposed the Fast Non-dominated Sorting Genetic Algorithm II
(NSGA-II) was first proposed by [99] it has remained a benchmark by which other
algorithms are tested. Both [96] and [97] in publishing algorithms subsequent to
NSGA-II admit that while in some cases the newer algorithms can out perform NSGA-II
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Table 2.3: Overview table of selection of multi-objective genetic algorithms - adapted from
[89]
Algorithm Advantages Disadvantages
MOGA [91]
Simple extension of single
objective GA
Often slow convergence,
and problems due to niche
size parameter
NSGA [92] Fast convergence
Problems due to niche size
parameter
SPEA [93]
Efficient guiding to
Parento-optimal front
Outperformed by NSGA
PESA [94] Relatively fast and robust
Can lose boundary
solutions
NSGA-II [95]
Efficient and well tested;
Performs well with worse
case complexity
Crowding distance works
only in objective space
SPEA-2 [96]
Fast convergence; can out
perform NSGA-II in
higher dimensions space
Less breadth in solutions
to NSGA-II
NCGA [97] Wide spread of solutions
Potential lost of diversity,
and fall into local optima
in the majority of situations NSGA-II is at worst equal if not still the better algorithm.
2.10 Conclusions
The primary way (and most accepted) for satellite vibration testing is the sequential
single axis testing on a shaker and slip table, however this method often results
in overtesting of the test item. There are different methods that seek to limit
the overtesting, with force limiting the primary method, and specifically using the
semi-empirical method to determine the force limitsHowever, the traditional method
of testing is focused on sequential single axis testing, with the testing direction based
on the body axes of the test item. The concept of testing at an offset angle has largely
been ignored. The research around testing on single axis shakers is largely confined to
improving the approximation of the apparent mass term or equivalent depending on
the Force Limiting method being used. The research in this field is ultimately focused
on a very narrow area. The work in this thesis attempts to look at the problems around
testing on single axis shakers from a much broader perspective.
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There are alternative testing options in the form of virtual testing and multi-axis
testing. Virtual testing allows various simulation tests to be run ahead of actual testing
to ensure the correct parameters are selected, it can also help ensure the minimum
overtesting. However, this still assumes the traditional testing sequence - i.e. the
sequential single axis testing. Multi-axis testing produces an environment much closer
to launch than sequential single axis testing. The challenge is that there are limited
facilities that can accommodate testing along more than one axis at a time, as most test
houses for spacecraft and equipment testing have single axis shakers. Another challenge
is that the control strategy needed to accurately recreate a vibration profile is extremely
complex. Further more, because it is in its relative infancy, there is no true standard
for performing the tests, determining the test error, or significantly determining the
input profile.
Chapter 3
Angle Optimisation Method
3.1 Introduction
The investigation into the state of the art of random vibration testing showed that a
key cause of overtesting was the vastly different vibration environments between testing
and launch. This encompassed both the boundary conditions as well as the different
directions of the vibrations (i.e. simultaneous 3D during launch vs 1D during test).
The boundary conditions are very different during launch versus testing also due to the
dynamic absorber effect that is found in launch conditions (i.e. a coupled system - see
Section 2.4.1).
Additionally the coordinate frames of the two systems are not always in line with
each other: i.e. a piece of equipment is mounted to an angled wall as in Figure 3.1.
Figure 3.1 shows the two coordinate frames; they are similar but not perfectly in line
and this difference if not taken into consideration when producing the equipment testing
levels can result in incorrect testing levels.
The current state of the art appears to take for granted that testing must be along the
three orthogonal body axes of the test item. Only in extreme cases are other testing
directions considered, such as was the case for the testing of CFESAT (explained below)
which was a motivator for this research. Another key aspect of the motivation behind
this entire thesis was to look at testing as a whole rather than focusing on one aspect,
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as the state of the art has largely been focused on for decades. The specific research
in this chapter looks at how testing at an offset angle could solve the issue around
mismatch of system coordinate systems, as well as how to produce testing that better
represented the 3D environment while still using the usual single axis shakers.
Satellite
Equipment Ys
Xs
Xe
Ye
Figure 3.1: Example of Satellite and Equipment coordinate system mismatch
The Angle Optimisation method produces a set of testing inputs at different offset
angles that result in equipment system responses matching as close as possible the
coupled system responses. The responses are over all three orthogonal axes and can
be different quantities (i.e. acceleration, force and stress). The methodology can be
applied looking at an arbitrary number of parameters (e.g acceleration or stress at
specific locations), ensuring all of these parameters are kept within specified limits
during the testing campaign.
By increasing the number of parameters the problem increases in complexity as
the problem’s objectives come into conflict, however by looking at more than a
single point and single quantity the resulting equipment system tests are more
representative of the overall coupled system tests. Ultimately this method becomes
a multi-objective problem to determine the best testing configuration that meets the
specified requirements.
Previous industrial applications of testing off axis have been fairly limited in their
scope and restricted to quasi-static testing. One example is CEFSat (Figure 3.2) that
was launched attached to an EELV Secondary Payload Adapter (ESPA), for which
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Figure 3.2: Quasi-Static testing of CFESat [courtesy of SSTL]
the mechanical requirements were given as quasi-static loads of 10.6g simultaneously
applied axially and laterally. When the satellite is mounted on the shaker/slip table
using standard practice it was not possible to excite both directions simultaneously.
Figure 3.3 shows that two separate inputs of 21g would be required to ensure the
combined test level was achieved. However, a single test at a level of 15g with the
satellite mounted at 45◦, as shown in Figure 3.2, covered the simultaneous axial and
lateral loading requirements. This novel testing of CFESat resulted with a single
test that was 70% of what would have been needed with two separate tests, and was
successful at meeting the launch authority’s requirements. Thus showing the potential
of testing at an offset angle.
Figure 3.3: Diagram of potential testing inputs for CFESat
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This chapter details the Angle Optimisation Method, starting with a brief introduction,
followed by early two dimensional research followed by work in 3D. The final section
will detail the final three dimensional methodology.
3.2 Two Dimensional Problem
The first stage of understanding the potential benefits as well as practicalities of testing
at offset angle was to examine the concept in two dimensions. By starting in 2D and
focusing on a single input direction at a time simplified the problem. Most of the
various testing techniques are based on simplified models of the testing problem before
applying the solution to the actual 3D reality [101]. The 2D model for this work is
shown in Figure 3.4.
Equipment
(Load)
Spacecraft
(Source)
k1 k2
k3
k4 k5
k6
Y
X
Figure 3.4: Coupled System Model used in early 2D Angle Optimisation investigation
The model is made up of two parts: the smaller square plate represents a piece of
equipment, while the larger ‘L’ shaped plate represents the larger spacecraft structure.
When these two are together the model is referred here as the coupled system. The
‘L’ shape was chosen to ensure the enforced vibration at the base of the spacecraft
was not transferred exactly on the same axis to the payload. For the same reason the
equipment plate was created with different thicknesses to ensure the centre of mass was
not in the centre of the plate. It was important to ensure the vibrations seen by the
equipment due to vibration at the base of the spacecraft were not all in one axis, as
doing so allowed for the possibility of testing at an offset angle.
The starting point of all the 2D angled input investigations was coupled system response
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data. This was obtained by inputting a flat unit load PSD over the full frequency
spectrum (20Hz to 1000Hz) at the base of the system - the base being connected to
all three coupled system springs (k1 to k3), as seen in Figure 3.4. This was performed
in both the Y and X directions separately. The simulations for this, and the rest of
those presented in this thesis, were performed using MSC Nastran [102].
Equipment
(Load)
k4 k5
k6
Y
X
Figure 3.5: Equipment Model used in early 2D Angle Optimisation investigation
Figure 3.5 shows the equipment system in isolation. The responses for this were
obtained by inputting an enveloped input into the ‘base’ - in this system it was
connected to all three equipment system springs (k4 to k6), as shown in Figure 3.5.
The two envelopes were used (one for X and another for Y coupled tests) and were
created from the interface responses from the appropriate coupled system tests.
3.2.1 Parameters and Problem Setup
Once the models and inputs had been specified, next was to setup the optimisation
problem, which meant defining the variables and objectives of the optimisation problem.
Equation 3.1 gives the basic optimisation problem in equation form. Here f(x) is the
objective function which is to be minimised, subject to a condition to constrain the
problem. The final definitions of both these are explained later in this section.
minimise
x
f(x) = ErrRMS
subject to fi(x) ≥ 0
(3.1)
Defining the objective function was complex as the chosen function needed to easily
compare the two system responses. The ideal choice would have been the PSD response
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curves as random vibration testing revolves around PSDs, both for responses (outputs)
and inputs. However, comparing two entire curves to see how altering the problem
variables improved the equipment testing was not feasible. Direct comparison of PSD
curves would require the comparison of the PSD levels at all frequency points in the
frequency range. To do this while changing angles would have vastly complicated
an already complex optimisation. For example a certain input angle could lead to an
improvement at low frequencies but deterioration at higher frequencies. The problem is
how to rate this input angle? Any rating system would require reducing the comparison
of the two system response PSDs into a single value. Thus the decision was made to
instead compare a single value rather than the PSDs themselves. This single value
needed to able to give as much information as possible on the PSD responses: thus the
RMS value was chosen. In addition to being the value under the PSD curve, the RMS
value is commonly used as a severity indicator of a given PSD [24], thus while it would
not contain information on any specific frequency value or peak it was the ideal value
to use.
ErrRMS = RMScoupled −RMSequip (3.2)
Optimisation problems focus on minimising a given value, so to find the configuration
with RMS value closest to the coupled system the optimisation problem was set to
minimise the error between these two values. Equation 3.2 shows this minimisation
equation which defines f(x) from Equation 3.1, Equation 3.3 shows the equation used
to calculate the RMS for a given PSD, and finally Equation 3.4 shows the equation
used to calculate the PSD for the first investigation. The MATLAB function fmincon
from the built in Optimisation Toolbox was used to run the 2D optimisations; this
function used the Quasi-Newton algorithm [103].
RMS =
√
1
fmax
(PSD(f1) + PSD(f2) · · ·+ PSD(fmax)) (3.3)
PSDequip = [A ∗ (accx cosα+ accy sinα)]2 (3.4)
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where: A is the Input Magnitude factor, α is the 2D Optimum input angle, accx and
accy are the acceleration responses in X and Y directions respectively. The imaginary
component of the acceleration comes from the critical damping that is present in the
NASTRAN simulations.
The two problem variables were the angle (α) and input magnitude factor (A). This
angle was defined as the angle between the X and Y axes, thus the range was set to
[0, 90◦]. The input magnitude factor was a single value that enabled the entire input
PSD to be adjusted either up or down, initially the range was set between [0.1, 2]. The
reasons behind inclusion of the magnitude factor were two fold: first it allowed for easy
manipulation of the base input PSD and second it introduced another variable to the
problem thus theoretically making it more likely to find the optimum solution.
The basic process of the optimisation was to run NASTRAN and obtain the FE results
for problem in the orthogonal directions. This data was then inputted into MATLAB,
which was able to mimic altering the input angle of the vibration testing without having
to repeat the FEA.
3.2.2 Optimisation Investigations
There were two sets of 2D angle optimisation investigations, which were run using
MATLAB. The first started off focusing on a single acceleration node near the centre
of mass from a single coupled input (in the Y direction). This meant the solver was
looking for a single angled input using the Equations 3.2 and 3.4 as given. The problem
was fairly easy to program as it was comprised of two variables (A and α) and one
unknown (ErrRMS).
The second setup was more complex as the problem was expanded to include the total
force seen at all interface attachment points (referred to subsequently as the sum of
interface forces), in addition to acceleration near centre of mass, and it was to match
RMS values from both X and Y coupled inputs. This meant the problem went from
two variables and one unknown to four variables (AX , αX , AY and αY ) and four
unknowns (Erracc−X−RMS , Errforce−X−RMS , Erracc−Y−RMS and Errforce−Y−RMS ,).
However at this stage the two directions were considered separately so the problem was
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actually two sets of two variables with two unknowns. Due to having two unknowns
this became a multi-objective problem, which required the use of a different part of
MATLAB’s Optimisation Toolbox.
The multi-objective algorithms built into MATLAB’s Optimisation Toolbox were
heavily dependent on the initial starting point, the importance of which would mean
the difference between the final solution being a local rather than global minima. Often
with multi-objective problems, it is possible to make an educated guess on where the
final answer will lie, and use this information to choose a good starting point. However,
due to the complexity of the problem presented here it was not possible to easily predict
where the solution would lie, thus a random starting point had to be used as there was
no information to inform a good choice for a starting location. This became a more
serious issue when the complexity of the optimisation problem increased, as it became
clear the optimiser was finding local rather than global minima, thus potentially not
finding the overall optimal solution. A more sophisticated optimisation algorithm was
needed to look at the full range of solutions and cope with having multiple objectives.
There were more sophisticated algorithms built into MATLAB’s Optimisation Toolbox,
which were moderately successful with the more complex 2D problem, but with the vast
jump in problem complexity that was seen with the change to 3D a new computation
solution was required.
3.3 Three dimensional Problem
Once the concept of optimising the angle in 2D was fully understood the next set was
to implement the concept in 3D. This occurred with the change from using MATLAB’s
Optimisation Toolbox to using Isight workflow software [104]. The Isight workflow
software was chosen because it allows the most flexibility in setting up the entire
problem. Isight included built in optimisation tools that were able to handle both single
and multi-objective problems. As workflow software, Isight enabled the whole process
from running the FEA to examination of results to be set out and expanded upon in
one place. Isight had built in interface capabilities with NASTRAN and MATLAB
allowing both of these to be run from with in Isight. This integration meant that Isight
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determined the value of a variable in accordance with the chosen optimisation algorithm
and fed this to MATLAB which handled the calculations needed to find the error value.
Then these error values were returned to Isight to inform the next optimisation step.
In addition to changing from 2D to 3D an other complication was added to the problem:
stress, specifically Von Mises stress. The Von Mises stress is calculated by taking the
normal X (Snx) and normal Y (Sny) stress values and shear stress (Sxy) that are
outputted by NASTRAN when the Von Mises stress is asked for. These are then used
in Equation 3.5 to calculate the Von Mises stress FRF for the frequency range.
S(f) = S2nx(f)− Snx · Sny + S2ny(f) + 3S2xy(f) (3.5)
Now, being in 3D, the problem was looking at three inputs along three different
orthogonal directions to minimise the difference between the equipment and coupled
level tests in acceleration, force and Von Mises stress. In the case of acceleration and
Von Mises stress specific locations are chosen, while force is the sum of interface forces.
Overall, the problem consisted of three sets of three variables (Ai, α1−i and α2−i) and
three unknowns (Erracc−RMS , Errforce−RMS , and Errstress−RMS). The equation used
to calculate the new angled PSD, previously given by Equation 3.4 for 2D, now becomes
Equation 3.6.
PSDequip = [A
2 ∗ (accx cosα1 + accy sinα1) ∗ cosα2 +A ∗ accz sinα2]2 (3.6)
As previously done in the 2D work, each set corresponded to each test direction and
was looking exclusively at the RMS value in that specific direction from that direction’s
coupled test(e.g. the X equipment optimisation focused on the RMS values in the X
direction from the X coupled test.)
This was based on the assumption that the maximum RMS for any given value (i.e.
point of acceleration or stress, or sum of forces) in a given direction would be obtained
during that direction’s test. This assumption is often made during traditional testing.
However, this is not always the case due to the dynamics of the coupled system; such
as in the case study presented in Chapter 5 where the maximum RMS value for sum of
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forces over all three directions were all obtained during the X coupled test. So the ‘goal’
values of the optimisation were changed from corresponding test coupled RMS values to
the maximum RMS values in the corresponding axis. This change ensured that there
was no undertesting along any of the test axes. The working method continued to
examine the coupled responses separately, which is effectively the current practice and,
as with current practice, even the angled inputs resulted in unnecessary overtesting.
This was due to the fact that the angled tests would overlap in covering all the coupled
RMS values.
The goal of this method was to produce a test campaign that had more representative
testing with reduced overtesting over all axes. Therefore, the testing responses for all
axes were considered together, rather than separately. This was done by taking the
maximum RMS along a given axis from across all higher level tests. Then instead of
trying to optimise a single axis test one after the other, all test axes were optimised
together to find the best combination of angled tests that together cover the higher
level testing.
This significantly complicated the problem, which changed from two set of
Equations 3.2 and 3.4 (one for each direction) to comparing the maximum RMS values
for both systems for all inputs. This meant calculating RMS at centre of mass in both X
and Y directions for both X and Y coupled inputs and then take the larger value for each
response direction, and do the same for sum of interfaces forces as well as equipment
tests. Now the problem became one of still four variables four variables (AX ,αX , AY
and αY ) but now to two unknowns (ErrX−max−RMS and ErrY−max−RMS).
Section 2.9 reviewed the current state of the art in optimisation algorithms. From this
research NSGA-II (Fast Non-dominated Sorting Genetic Algorithm) [95] was chosen
to be used in this method. It was selected for the problem as it is a well known and
documented algorithm for use in multi-objective optimisations. The starting seed value
makes a difference to what optimal configuration is outputted; Isight has the capability
to use a given seed value or produce a random seed. This link to the seed value is partly
due to the presence of local as well as global minima (as was the case in Section 3.2.2),
it is also due to the fact that with such a complex problem having so many unknowns
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to minimise there is no single best answer.
3.4 Angle Optimisation Method
This portion of the thesis details the final Angle Optimisation Method that was
developed during this study. It is presented here as broad method with two case studies
demonstrating and proving the validity of this testing method presented in Chapter 5
and Chapter 6. The method is split into three parts, as can be see in Figure 3.6.
The first is the setup for the method, as detailed in Section 3.4.1, second is the first
optimisation run, and the final part is the second optimisation run, both of these are
detailed in Section 3.4.2.
Start
Choose parameters
and constraints
Initialise FEA
and variables
First
Optimistation Run
Input Envelopes
Adjustment
Run checks
to determine if to run
second optimisation
Finish using
first optimal
configuration
Run second
optimistaion
with new setup
NoYes
Figure 3.6: Overview Flow Diagram for the Angle Optimisation Method
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3.4.1 Problem Setup
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Collate required coupled
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Figure 3.7: Flow chart detailing the setup of the Angle Optimisation
Figure 3.7 shows the initialisation process for the optimisation problem. The
parameters of the problem are defined by three matrices; one for acceleration
(Equation 3.7), one for force (Equation 3.8), one for Stress (Equation 3.9). Each matrix
is comprised of all the chosen parameters of that specific type, where n, m, p are the
number of acceleration, force and stress locations respectively.
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A = [A1...An] (3.7)
F = [F1...Fm] (3.8)
S = [S1...Sp] (3.9)
There is no minimum or maximum number of locations of any type that must be
used. Consideration should be taken however as each additional parameter increases
the complexity of the overall problem. By applying this method at the key location(s)
(which would be known by the time this method would be applied) there will be a
reduction in overtesting in comparison to the traditional method. This is especially true
for acceleration and force, since for each parameter there are in fact three objectives
added to the optimisation problem as the responses along all three axes (X, Y and Z)
are considered together. For each stress parameter chosen a single objective is added
to the optimisation problem, as the stress type under consideration is the Von Mises
stress.
Note on terminology: ‘parameters’ are the chosen quantities that are significant for
the testing to be optimised - e.g. acceleration; ‘objectives’, in line with optimisation
terminology, are the specific quantities to be minimised within the optimisation problem
- e.g. RMS of acceleration in X. These are directly linked to the parameters.
RMS of the various parameters was chosen as the best way to compare each iteration’s
equipment system responses with the coupled system responses because it is a global
indicator of the severity of the corresponding PSD [24]. Additionally, it is commonly
used in vibration testing and, finally, as a single value, it allowed the comparison of the
responses over the frequency spectrum as a whole. As the goal is to find the optimal
solution that minimises the objectives (i.e. finds the objective value(s) closest to zero),
the optimisation problem is setup to minimise the relative error between the RMS
values of the two systems. While the primary focus was on the RMS values, attention
was still paid to the PSDs to ensure the frequency content was realistic.
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The next step in the initialisation is to choose constraints. The first option is ‘No
Undertesting’ which ensures that there is no undertesting by rejecting all configurations
where the equipment system RMS of any parameter is less than the corresponding
RMS from the coupled system. The other constraints are maximum thresholds for
acceleration (Na), force (Nf ) or stress (Ns). These constraints ensure the responses
values of each type of parameter stay below the respective pre-defined threshold value.
X
Y
Z
α1
α2
Figure 3.8: Input Angles of the Optimisation Configuration
With numerous RMS values to try to match with the coupled system values,
determining the best angle is a complex many-objective optimisation problem. Firstly,
there are three key ‘decision’ variables: an input magnitude factor and two angles which
describe the testing direction in 3D. The input magnitude factor is a value that the
full acceleration PSD input is multiplied by, and thus allows for some adjustment of
the input levels. The two testing angles are first (α1) represents the angle on the
X-Y plane, sometimes called the azimuth angle, and second (α2) represents the angle
on the X-Z plane, sometimes called the elevation angle. These two angles are shown
in Figure 3.8. With these two angles any testing direction can be achinved with the
shaker. Ultimately, the number of decision variables is three times the number of inputs
used (as each input needs a set of three detailed above), thus it can range from three
to nine variables.
The final step of the initialisation is the collation of the necessary FEA data. There
are three sets of FEA data from the equipment system - one for a flat input run in
each direction separately. The coupled system data can be either existing FEA data of
how the system acts or existing test data; this is dependent on what is available when
running this method.
The optimisation considers all inputs and directions together. This is because the goal
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is to find the best set of testing configurations that cover, with the least amount of
overtesting, the coupled system responses in all axes. Usually the maximum PSD
response, and thus RMS value, in a direction is obtained from the corresponding
direction test, however this is not always the case, as at times cross axes responses
can be higher than those in the direction of excitation. Testing at an angle increases
the likelihood that multiple axes will be excited at the same time, thus the maximum
RMS values for all axes must be considered together to find the optimum testing
configurations.
3.4.2 Procedure
Once the parameters and constraints have been chosen and the initialisation is
completed (as shown in Figure 3.7) the first of two sequential optimisations is
performed. This first run uses three inputs with given input envelopes, thus has nine
decision variables to use to reduce the error between the two systems. It starts with
the traditional assumption that three inputs are needed to cover all the responses along
the three axes. However, due to testing at an angle three tests may not be needed.
Figure 3.9 shows the input envelope adjustment process. Once the first optimisation
run is complete and the first optimal configuration is found, the next step is adjusting
the input envelope. The input envelope is altered in an attempt to further decrease the
gap between the equipment test responses and the original coupled system responses.
The acceleration input is adjusted in 20 Hz sections based on the comparison between
the coupled system and equipment system acceleration responses. This process only
uses the acceleration responses to determine if and how the input should be altered.
The comparison looks at the geometric mean of the three direction responses, rather
than X, Y and Z separately.
In each frequency band, the input is altered by a single value that is the geometric
mean of the ratio between the coupled system response and the averaged equipment
response. The input is only altered if there is a substantial change. Then, the RMS
values are recalculated with the new input to verify that altering the input has resulted
in lowering the error between the equipment and couple system RMS values. A check
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Figure 3.9: Input Envelope Adjustment Process for Angle Optimisation
is also performed to ensure the altered input does result in lower overall error, if it does
not then the original input envelope is used.
Before proceeding to the second optimisation run, some checks are performed to ensure
a second optimisation is necessary. Figure 3.10 shows the final portion of the Angle
Optimisation method with these checks and the second optimisation run. The first
check asks if any of the input envelopes have been altered; if so then this triggers
the second optimisation. If not, a second check is performed. This asks if all three
directions were used to cover the coupled system responses. If all were then the process
stops and the final solution is the first optimal configuration. However, if only one or
two inputs were required to cover the coupled system responses a second optimisation
is run.
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Figure 3.10: Second Optimisation Check Process for Angle Optimisation
Either the changing of any input envelopes or the removal of an input direction changes
the problem enough to warrant a second optimisation run with the new set up. The
altering of the inputs is a prominent change, while the removal of an input - with no
input change - might not seem as significant. However, the removal of an input direction
reduces the number of input variables the problem has to alter to achieve the objectives.
This both simplifies and complicates the problem. On one side, with less variables there
are less potential solutions. However, having less potential solutions causes the risk of
not being able to find the best solution that minimises nicely whilst not breaking the
constraints. The likelihood of this happening is mitigated by the fact that an input
direction is only removed as an option if it was not used in the first optimal solution.
Thus depending on the testing configurations this method can produce a testing setup
with one, two or (as is traditional) three tests. Regardless of the number of tests, the
final testing setup will cover the coupled system responses.
3.5. Summary 56
3.5 Summary
By starting the angle optimisation research in two dimensions a number of lessons were
learnt that made the research into this process in 3D much easier. By starting in 2D it
made the overall problem simpler thus any issues were more obvious and easier to solve
than if working in 3D. The key lessons learnt were that while powerful, MATLAB’s built
in Optimisation Toolbox was not enough for the complex multi-objective problem that
the Angle Optimisation Method was becoming. To this end, Isight workflow software
was utilised, which allowed the whole problem to organised more logically as well as
being much better suited to run multi-objective optimisation problems. .
In this section the Angle Optimisation Method has been detailed. The methodology
has three parts, as shown in Figure 3.6, which gives a broad overview. The first part is
the setup; here the key points of interest for acceleration, force and stress are chosen,
as are the constraints of the optimisation. These, along with the necessary FEA data,
are fed into the optimisation software. The second part takes place after initialisation,
and is the first optimisation run which is looking for the optimal testing configuration
using three test inputs. Then taking this optimal configuration the input envelopes
are examined and adjusted slightly to improve the correlation between the equipment
and coupled system responses. The final stage starts by running checks to see if any of
the inputs have been modified and/or if any input directions are unnecessary to cover
the coupled system responses. If either, or both, have occurred then the problem has
changed enough to warrant the second optimisation run. Once all of this has been
completed the optimal test campaign, made up of between one and three angled test
inputs, will have been determined.
Chapter 4
Dual Input Method
4.1 Introduction
The Angle Optimisation method focused on minimising the overtesting that occurs
during testing, however reducing overtesting does not necessarily produce a more
representative testing environment. A key goal of this research was to reduced the
disparity between the ground testing and the launch environment (or higher level
testing), currently the testing responses are still very different. A key difference between
these two environments is the number of dimensions of the vibration environment. Most
tests houses use single axis shakers to perform the necessary qualification tests ahead
of launch. Using this equipment, regardless of the angle a test piece is positioned, the
input vibration is still one dimensional; this is in contrast to the launch environment
with 3D vibrations. To better reproduce this 3D environment another vibration source
can be added to the traditional single axis shaker testing setup. This is what the Dual
Input Method seeks to do.
The key problem of adding a second vibration source is: where to apply it? In
attempting to answer this question the goal of making the testing more representative
was critical. This changed the question to: where is best to apply the second vibration
source such that the isolated test is as similar to the coupled test as possible? To achieve
this it became important to compare the entire test structure over the full frequency
range in both testing scenarios, rather than certain key points, as was done in the Angle
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Optimisation Method. This is what the Dual Input Method does: it compares the entire
test item structure by examining the Operational Deflecting Shapes (ODS) [105, 106],
then, based on these comparisons, it locates the best input location and input level that
produces the most representative testing. The concept behind this is that by adding a
second input at a key location, the ODS of the test item achieved in coupled system
testing can be reproduced in isolated testing. The addition of only one extra input was
considered, rather than multiple, to balance the benefits of increasing the 3D nature of
the testing with the complexity of controlling multiple vibration inputs. This method
focuses on the second input, as the Angle Optimisation Method, presented in Chapter 3
focused on improving the base input.
4.1.1 Dual Input Method Foundation
Figure 4.1 displays the basis of this concept. All of these are a representation of the
acceleration responses at a specific frequency of a test item and were obtained by
running a random vibration test FEA in NASTRAN, with the exception of Figure 4.1a
which shows the CAD model of the test item undeformed. Figure 4.1b shows the ODS
of the test item when it has been tested as part of the coupled system. This is the
‘goal’ shape - i.e. by adding a second vibration source at a key location it is hoped the
ODS of the test item when tested in isolation will appear similar to this. Figure 4.1c
is the ODS of the test item when tested in isolation with just a single base input. This
is what would traditionally be done, and as can be seen by comparing Figure 4.1b and
Figure 4.1c the correlation between these two testing conditions is low.
By looking at the differences between Figure 4.1b and Figure 4.1c an estimation was
made as to the where to place the second vibration source to improve the correlation.
Figure 4.1d shows the test item ODS with the dual inputs applied. By adding a
second vibration source here transformed the ODS of the test item from Figure 4.1c to
Figure 4.1d which is much closer to Figure 4.1b. This shows how the addition of the
second vibration source improved the testing, for this frequency.
This basic idea required refinement and crucially automation, as is it would not be
feasible to attempt to visually compare a pair of ODSs for each frequency step and
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(a) Test item CAD shown in isolation, and
undeformed
(b) Test item ODS from Coupled System
Test
(c) Test item ODS from Single Input Isolated
Test
(d) Test item ODS from Dual Input Isolated
Test
Figure 4.1: Comparison of Operational Deflective Shapes of Example Structure
locate the best location to apply the second vibration source. Then there is the fact
that a single second input needs to be chosen from the list of potential options that
were each a best option for the specific frequency value. It is this that the Dual Input
Method achieves with the goal to ensure more representative testing.
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4.2 Method
The Dual Input Method, like the Angle Optimisation Method, follows three distinct
stages. First is the Initialisation stage (Section 4.2.1) which sets up the problem
ahead of the optimisation. The second stage is Finding Potential Input locations
(Section 4.2.2); this is the bulk of the processing work as the responses are examined to
find the best location to apply a second input at every frequency step. The third, and
final, stage is Determining the Overall Best Input (Section 4.2.3); here the full list of
‘best’ inputs are compared and the input that leads to the greatest improvement over
the full frequency range is chosen as the best.
4.2.1 Initialisation
The Initialisation stage of the Dual Input method has three steps that set the stage
for the main optimisation of the method. Figure 4.2 shows the three steps; here they
are shown as sequential steps to aid the explanation, but they can be performed in any
order; it is fundamental, though, that they are all completed before moving on to the
next stage.
Run full FEA
for both systems
Split test item
in to sections
Define unusable
input locations
(‘no go’ locations)
Figure 4.2: Flow chart detailing the Initialisation Phase of the Dual Input Method
Running the full FEA for both systems is the first step means obtaining acceleration
responses from all nodes of the test item from both coupled and isolated system test
for the full frequency range. The base inputs for both systems should be the same as
would be used in normal testing. This is done because it offers the best comparison
between the two systems as this method does not alter the base input.
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Dividing the test item into sections is the next step. These sections should be related
to the physical structure (e.g. each panel of the test item could be a section) and are
required to ensure that the chosen location gives the greatest improvement to testing.
The importance of splitting the FEM into sections will be explained in the next section.
The final step is to define the list of those locations (i.e. nodes) that are not viable
potential secondary input locations. There are two types of non-viable locations. The
first are those dictated by physical constraints; those locations that would be impossible
to attach a second vibration source - e.g. an internal plate. The second are those
dictated by the FEM; those nodes that are fixed due to being part of a rigid body
element or similar conditions. This list of non-viable locations is key as it ensures
that the method ignores these location when finding the best one. In the case of
those locations that are physically impossible, if the method returned such a location
it would not be helpful in designing a test campaign. In the case of those locations
that are dictated by the FEM, attempting to run NASTRAN with a secondary input
at such a location will cause an error and lead to the premature end of the method.
4.2.2 Finding Potential Inputs
Upon completion of the Initialisation the main part of the method can commence. This
section is comprised of two loops, with the second occurring inside the first. Figure 4.3
shows the flow of this section, with the green blocks comprising the internal loop, and
the blue blocks the external loop. The blue loop takes place for each frequency step;
while the green for each section the test item has been broken up into.
The first step is to establish a ‘baseline’ comparison point, which is the comparison
of the single input equipment test versus the coupled system test. This is done to
eventually qualify how the addition of a second input changes the testing and to ensure
that this leads to an improvement in testing. As discussed in the Section 4.1, this
method looks to compare the shape of the test item. While these shapes are the ODS a
numerical value to the shape comparison is needed to automate the comparison process.
This is where the Response Vector Assurance Criterion (RVAC) comes in use [107]. The
RVAC, given in Equation 4.1, compares the full set of responses for two systems for
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Figure 4.3: Flow chart detailing the Primary Loop Phase of the Dual Input Method
a specific frequency. The value of RVAC ranges from 0, meaning no similarity or
correlation, to 1, meaning exact similarity or full correlation. Effectively, the RVAC is
to ODS what the MAC (Modal Assurance Criterion) is to mode shapes [108], in short
it reduces the comparison of two ODS to a single value.
RVAC(f) =
|Ψc(f)Ψ∗e(f)|2
[Ψc(f)Ψ∗c(f)] [Ψe(f)Ψ∗e(f)]
(4.1)
Ψ is the vector of magnitude response value of all nodes at frequency f for either the
coupled (Ψc) or equipment only (Ψe) system, and Ψ
∗ is the conjugate transpose of Ψ.
Once the RVAC for the single input has been calculated for the given frequency, the
next part of the process is determining the ‘best’ second input for this given frequency.
This is also the start of the internal (or green) loop, which is the same process repeated
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for each section. The process of determining the ‘best’ location for each section is
to compare the coupled and isolated test responses of all nodes within that section
(excluding the non-viable locations). The node with the greatest magnitude disparity
is recorded as the ‘best’ for that section. The magnitude is used for the comparison
rather than signed value as the key issue here is shape and size of shape, and a convex
and a concave plate are both curves opposed to a flat plate .
During the Initialisation (in Section 4.2.1) the FEM of the test item was split into
different sections, the importance of which will now be explained. If this part of the
procedure is ignored the user runs the risk of finding what are effectively ‘local’ minima
where due to structural peculiarities the location with the overall greatest difference
in system responses might not result in a great improvement in the RVAC if a second
input is placed there. An example of such a situation is a test item with a very flexible
panel or support structure; in this case it is likely that there will be a high difference
in the two system responses on such a section, however if a second input is placed on it
the overall difference to the testing of the whole item is unlikely to be greatly affected.
Once the ‘best’ input location for a given section is found, a simulation is run in
NASTRAN placing a second input at the chosen location. The resultant FEA is then
used to calculate the RVAC, which is then compared to the original (single input) RVAC
value. This input (both location and magnitude) are recorded along with the value of
improvement (or occasionally reduction) in RVAC. This process then loops for all the
sections the test item has been split into.
Once all the sections have been considered and a ‘best’ option has been gathered from
each, these ‘best’ options are compared to determine the best one for this frequency.
This is done by choosing the one that produced the greatest improvement in the RVAC.
The best second input for the given frequency is recorded (again along with the change
in RVAC) before moving on to the next frequency.
The final outcome of this part of the method is a list of potential ‘best’ input locations,
magnitudes, the change in RVAC and the corresponding frequency. Each of these are
the best option for a specific frequency and represent a potential overall best.
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4.2.3 Determining Best Overall Input
The final part of the Dual Input method is to determine the best overall second input
location. This is done by examining the list of potential ‘best’ locations found during
the second stage of the method. Figure 4.4 gives the process flow of this final phase of
the method. The first step in comparing the potential locations is to give each option a
weighting value based on the improvement of the RVAC. Table 4.1 gives the weighting
values for the different brackets of RVAC improvement. Not all of the ‘best’ options
result in RVAC improvement, and depending on the degree to which they result in
worse testing than single input, these options are given a negative weighting.
Compile List of
Potential Inputs
Assign each a weighting value
based on RVAC improvement
Combine those
options with the
same ‘location’
Create Input Envelope
Figure 4.4: Flow chart detailing the Final Phase of the Dual Input Method
Once all of the potential options have been given a weighting value, the next step is to
combine those options with the same ‘location’. This combination involves summing
all of the weighting values for a given ‘location’ and reordering the list based on highest
weighting value giving the best input location as the top of this list. The final weighting
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RVAC
Improvement
Weighting
Value
≤ -0.2 -1.0
(-0.2, 0] 0.0
(0, 0.1] 0.5
(0.1, 0.2] 1.0
(0.2, 0.3] 1.5
(0.3, 0.4] 2.0
(0.4, 0.5] 2.5
(0.5, 0.6] 3.0
(0.6, 0.7] 3.5
(0.7, 0.8] 4.0
(0.8, 0.9] 4.5
(0.9, 1] 5.0
Table 4.1: Table of Weighting values based on RVAC improvement
value is based on number of repetitions and RVAC improvement. This meant that, for
example, a node which increased the RVAC by an average of 0.5 for fifteen frequency
steps is preferable over a node with an average RVAC improvement of 0.7 but only for
three frequency steps.
There are two options that allow this step to be tuned to find the optimal location
based on how the ‘location’ is defined: by node or by area.The first option is to list
all of the nodes that have been selected by step one as potential input locations,
including the number of times each node was selected in step one and a weighting
value. Alternatively instead of looking specifically at nodes the best location can be
chosen based on proximity. This consists of combining the weighting of nodes that are
clustered together. The size of theses clusters is determined by a grid tolerance value
(e.g. 1mm) which allows for the combination of nodes if they all fall within a specified
distance of each other.
In addition to the input location another key information needed to apply a second
vibration source to a test item is the level of vibration, as during the combination of
the input locations the input values were averaged together to get a sole input. These
input levels go through the optimisation process, which also provides the direction and
angle the second vibration source should be applied.
The final step is to run NASTRAN using the chosen second input for the full frequency
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range, then compare the RVAC values at all frequencies. The frequencies where the
RVAC value does not improve with the second input are recorded, and for them the
second input is set to 0, while for the frequencies that see an improvement to the RVAC
value, the inputs are set to the values obtained during the implementation of Dual Input
Method.
4.3 Summary
The Dual Input Method is an alternative testing method whereby a second vibration
source providing a point load can be added at a key location to a test item while this
is tested on a single axis shaker. This work focused on the use of a single axis shaker
at the base since this is what is found in most testing facilities, in contrast to a true
multi-axial shaker. The Dual Input Method seeks the best location to attach a second
input source, along with the best input level, that improves the overall ODS correlation
between the isolated test and the coupled test; this comparison is done using the RVAC.
The Dual Input Method has three stages: Initialisation, Finding Potential Input loop,
and Determining Best Overall Input. Each of these stages has been detailed. Chapter 5
gives a computational case study for this method.
Multi-axis vibration testing is a growing area of research looking to improve the current
testing state of the art. However, the vast majority of test houses do not have multi-axis
shakers and are unlikely to for a considerable amount of time. Vibration testing for
space applications has changed very little since the very early days of satellite launches,
as an industry it can be very slow to adopt new ideas - as if these new ideas go wrong it
can cost millions of pounds. This method seeks to fill this gap, by adding a measure of
multi-axis testing to a single axis vibration test. It seeks to bridge the gap between the
emergent multi-axis vibration testing research and the traditional single axis testing.
Chapter 5
Computational Validation
5.1 Introduction
During the development of both the Angle Optimisation and the Dual Input testing
methods finite element analysis (FEA) was used to validate various stages and processes
of the methods. Once these were completed however a more systematic approach
to using FEA was required to validate them, and this is presented here. This case
study is both a validation and a demonstration of both methods, as it will show
both how the methods are applied but also highlight the benefits of these methods
over the ‘traditional’ method. The combination of both as a unified method is also
demonstrated.
The decision to focus on computational versus experimental validation was due to ease
of setup and ability to quickly change parameters. These methods were devised in
such a manner that there is no difference in how the method is applied if working with
experimental or computational test data. A second case study is presented in Chapter 6
that is an experimental validation of the the Angle Optimisation Method.
In this chapter, Section 5.2 discusses the finite element model (FEM) and determining
the required inputs and choice of parameters. Then Section 5.3 and Section 5.4 detail
the implementation of the Angle Optimisation and Dual Input methods, respectively.
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5.2 Setup
5.2.1 Model Setup
(a) Equipment CAD model (b) Equipment Finite Element Model
Figure 5.1: Piece of Equipment Box Model
Two separate finite element models were built, functioning as satellite and piece of
equipment, and together forming the coupled system. Figure 5.1 shows the CAD
(Fig. 5.1a) and FEM (Fig. 5.1b) of the equipment; the design was inspired by that
found in [35]. The cross-braces were additions to the basic design found in [35] as these
were needed to stiffen the structure and avoid parallelograming. This design was used
for the piece of equipment due the ability to easily modify the modal properties of the
structure. This could be done by moving the internal shelf vertically as well as the
addition of extra masses at any one of numerous attachment point on the side walls or
top plate. The Equipment box measures 210× 210× 198 mm and has mass of 4.2 kg.
The satellite FEM used was essentially by the core structure of SSTL 300 and can be
seen in Figure 5.2. It measured approximately 1400×845×700 mm with mass of 283 kg.
This structure was chosen as it is a actual satellite making this case study as realistic
as possible. SSTL 300 has been the base structure for a number of missions, one of the
most significant being the DMC3/Triplesat Constellation [109]. The irregular shape of
the satellite was also a factor when choosing the structure. This irregular shape enables
the demonstration of the coordinate system mismatch issue mentioned in Section 3.1.
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Figure 5.2: Satellite Finite Element Model
The piece of equipment was attached to the angled side panel of the satellite, as
highlighted in Figure 5.3b. Together these two structures made up the coupled system.
The satellite model is made up of 121286 nodes and 81786 elements. The first three
modes of the Coupled FEM take place at 2.4Hz, 2.5Hz, and 14Hz. It is an irregular
heptagon, although symmetrical about the shorter of the two lateral axes. It has a hole
tube at the centre and numerous internal plates to add structural rigidity.
The equipment model is made up of 35518 nodes and 33797 elements. Figure 5.4 shows
the first three modes of the Equipment FEM, which take place at 298Hz, 448Hz,
and 449Hz. Care was taken to ensure there would be minimal coupling between the
resonances modes of the two models.
Both models are built of CQUAD4 and CTRIA3 elements, using shells to form the
walls of the structures.
5.2.2 Inputs Setup
Once both systems FEM had been created, the next stage was to obtain the necessary
response data that both methods need. For the Angle Optimisation method this meant
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(a) Coupled System Finite Element
Model (Front Side View)
(b) Coupled System Finite Element
Model (Top View)
Figure 5.3: Views of the Coupled System FEM
the acceleration and stress responses at the desired locations along with sum of interface
forces (see Section 3.4.1). For the Dual Input method this meant the acceleration
response for all nodes. For the Angle Optimisation method the response data was
found at every frequency from 20Hz to 1000Hz, while for the Dual Input the same
range was used but response data was collected in steps of 5Hz.
To produce the response data required by both testing methods, tests of both the
coupled and isolated equipment systems were needed. Both systems were tested along
the three orthogonal directions: X, Y and Z. The random acceleration input for the
coupled system was a flat PSD that was applied to the base. A flat input PSD, at
1 g2/Hz, was used rather than an enveloped PSD as in this case study the focus was
on the isolated equipment testing, and the coupled system tests were performed to get
the data required to design the isolated equipment inputs and provide an aim for both
methods to try and reach. Thus the response data from the coupled system tests was
used to create two sets of equipment level inputs as well as containing the goal RMS
values for the Angle Optimisation Method and goal RVAC value used in the Dual Input
Method.
The two sets of equipment level inputs were obtained using the responses from the
coupled system FEA at the interface between the satellite and the equipment. Both
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(a) First Mode of Equipment FEM (b) Second Mode of Equipment FEM
(c) Second Mode of Equipment FEM
Figure 5.4: First three modes of Equipment FEM
sets were made up of three inputs - one for each test direction. The first set was
comprised of the maximum value of all responses in that direction from all three tests
in 10 Hz increments. This is shown for the Y direction in Figure 5.5. The maximum
input was chosen because even with adjusting the magnitude as well as the input angle,
the worst case responses for reach direction would still be included. This input set was
used in the Angle Optimisation method.
The second one was the ‘traditional’ envelope inputs which were created in
accordance with NASA’s Finite Element Modelling Continuous Improvement (FEMCI)
guidelines [54] (as discussed in Section 2.5). Figure 5.6 shows this envelope for the Y
input direction. This second set of inputs was created to give another benchmark
with which to compare the results of both methods against - the first being the coupled
system responses. While the coupled system responses provide the values both methods
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Figure 5.5: Minimum and maximum acceleration responses of all interface points along Y
axis for all three Coupled System inputs with the Maximum Envelope
attempt to recreate in the isolated tests, these traditional isolated tests provide a
counterpoint to show how these methods may not always be able to recreate the same
responses as in the coupled system tests; however they are an improvement upon current
methods of testing.
5.3 Angle Optimisation Case Study
The Angle Optimisation Method, as mentioned in Section 3.4.1, is a procedure that
requires the choosing of target parameters. Here three target parameters were chosen.
The acceleration parameter (A14) is the node of acceleration closest to the centre of
mass. The force parameter (Fm) is the sum of all twelve of the interface points between
the piece of equipment and satellite. Finally the stress parameter (S2) is an element
near a fastening point that exhibited high stress levels.
One parameter for each quantity was chosen to demonstrate this method’s ability to
accommodate looking at all three quantities simultaneously, without overcomplicating
the problem by including too many objectives. Even with a single focus for each
quantity as acceleration and force are along all three orthogonal directions this problem
had seven objective functions. Finally, the only constraint used in this study was the
prevention of any undertesting. With this setup the method took approximately 30
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Figure 5.6: Minimum and maximum acceleration responses of all interface points in Y
direction with the Traditional Envelope
minutes to run, not including the required FEA which a number of hours but was
only required to be performed a single time. In Section 5.3.1 the results of this case
study are presented followed by the discussion of these results in Section 5.3.2 including
comparison with traditional testing methodology.
5.3.1 Results
The results of the Angle Optimisation method are all based around the coupled system
responses as the goal was to match these values. As an additional point of comparison
a more traditional testing methodology was applied to the same system. Due to this all
graphs have response curves from the coupled system, the isolated equipment system
with traditional input and the isolated equipment system with angle optimised input.
In addition to graphs, tables of the average relative error values are presented here.
These are the relative errors between the isolated equipment RMS and coupled system
RMS, as shown in Equation 5.1.
%Errrel =
RMSE −RMSC
RMSC
× 100 (5.1)
Table 5.1 gives the error values for the traditional input. The overall error value was
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Table 5.1: Relative Error Values for Traditional Method
X Y Z Average
Acceleration 15.2% 53.7% 175% 81.2%
Force 29.1% 56.3% 193% 92.7%
Stress 12.9%
62.3% overtesting; in comparison the overall error from the first run of the Angle
Optimisation method was 25.2%, Table 5.2 shows the error values from this run. After
running the method for all configurations of the coupled systems (x, y and z), it was
found that only two test setups would be needed to cover those coupled responses. This
shows the convince of applying this method which reduces overtesting and reduces the
number of tests required. The optimum testing setup determined after the first run
was to have two tests: the first test, starting from the Y direction with input factor of
0.45, and moving with a α1 value of 61
◦ and a α2 value of 8◦, and second test starting
from the Z direction with input factor of 0.73, and moving with a α1 value of −33◦ and
a α2 value of 66
◦.
Figure 5.7 shows the response curves for the acceleration Node 14 after the first run of
the Angle Optimisation Method. As this was only after the first run, the input used to
produce Figure 5.7 was that of the Maximum Envelope, as shown in Figure 5.5.
Table 5.2: Relative Error Values for Angle Optimisation Method: Run 1
X Y Z Average
Acceleration 30.9% 21.6% 19.3% 23.9%
Force 51.1% 47.3% 28.6% 42.4%
Stress 9.31%
As the first run of the Angle Optimisation Method only used two of the three testing
inputs to cover the coupled system RMS values, the methodology moved to the second
run. Table 5.3 gives the relative error values for this run; the overall error value was
17.2%. The testing configuration was made up of a single testing input, starting from
the Y direction with input factor of 0.43, and moving with a α1 value of −64◦ and a
α2 value of 19
◦. Figure 5.8 shows the response curves for the sum of interface forces in
the Z direction.
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Figure 5.7: Response Curves for Acceleration in Y axis after Angle Optimisation Run 1
Table 5.3: Relative Error Values for Angle Optimisation Method: Run 2
X Y Z Average
Acceleration 3.18% 8.81% 23.3% 11.8%
Force 19.1% 32.0% 48.9% 33.3%
Stress 6.55%
5.3.2 Discussion
This case study highlighted both of the key benefits of the Angle Optimisation Method
- the reduction of overtesting and reduction in required number of tests. Here both
the first and second optimisation runs resulted in testing configurations that require
less than the traditional three tests. This is due to the fact the Angle Optimisation
Method considers the test campaign as a whole, rather than the traditional approach
that looks at one direction at a time. Additionally both produced more representative
response curves and much lower error values than the traditional testing method.
Comparing the error values of the Angle Optimisation Method to the traditional testing
method after just the first run of the optimisation, a clear improvement was made
over the traditional method in all except acceleration and force in the X axis. There
was a significant improvement in the Z axis, where the traditional method has massive
amounts of overtesting. While the results for the X axis were worse than the traditional,
the three error values are all much closer together for acceleration and force respectively
than in the traditional method. This shows a more even testing of all axes rather than
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Figure 5.8: Response Curves for Sum of Interface Forces in Z axis after Angle Optimisation
Run 2
sacrificing one axis for another. By contrast the traditional method always focuses on
one axis at a time, which is why the three error axes error values can be vastly different.
Once the second run of the Angle Optimisation method completed, the final optimum
testing configuration for this case study that was given shows the clear advantage of
using this methodology over the traditional method of testing. The final optimum
testing configuration is in fact a single angled test input which covered the coupled
system RMS values. This is in contrast to the three separate tests that are traditionally
required. The advantage of this is offset by the need for an angled testing plate,
which does add a complex step into the testing procedure. But it is possible, as
the experimental case study in Chapter 6 shows, and a platform which is adjustable
according ot the needs can be produced and used for all test cases.
All of the error values are lower for this input when compared to the traditional inputs.
In comparison to the first run, the error values have increased in the Z axis but countered
by sizeable reductions along the X axis and reasonable reductions in the error on Y axis
along with the stress. Figure 5.8 shows how the response from the second run attempts
to improve upon the response from the first run. Below roughly 100Hz the first run
response is closer to the coupled system responses, however after this the equipment
system responses are closer - which results in more representative testing.
While a good example of the benefits of this method, Figure 5.8 also shows the
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limitations of the method. After approximately 400Hz, there is quite sizeable
understesting from all of the equipment level tests. The second run attempts to fix
this but only manages to briefly peak around 550Hz. As this understesting is across
all of the equipment level testing it is can be assumed this has been caused by the
inherent differences in the dynamics of the two systems. Ultimately the dynamics of
the coupled and equipment system are very different and there is a limit on how much
of the coupled system responses can be reproduced in the equipment system. The key
is ensuring that the RMS values are covered by the equipment testing. This is what the
Angle Optimisation Method focuses on rather and seeks to alter its boundary conditions
(i.e. that between it and the shaker) to produce tests that are more representative of
the coupled system.
5.4 Dual Input Case Study
5.4.1 Introduction
The second part of this case study was to apply the Dual Input method. The FEM was
exactly the same as was used previously with the Angle Optimisation Method. There
are two sets of results presented here: the first uses the same initial base input as
the Angle Optimisation Method (see Figure 5.5) - which is labelled ‘unoptimised’; the
second uses the optimised angle base input as determined by the Angle Optimisation
method. Both sets of results show how applying the Dual Input method can improve
equipment level testing, however the second set shows how by using both methods
together the equipment level testing becomes much more representative of the coupled
testing.
Regarding the presentation of results, Figure 5.9 shows the full spectrum of RVAC
values for the single input case. The key section is the diagonal as those values are
those where the frequencies of both system match. Ideally the diagonal would be red
while the rest would be blue; however, opposed to other assurance criteria, having
low cross diagonal correlation pales in importance when compared to high diagonal
correlation. Due to the importance of the diagonal values, these are what the results
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Figure 5.9: Plot of all RVAC values comparing Coupled system and single input equipment
system over full frequency
will be focused on looking at.
5.4.2 Results
The first set of results are shown in Figures 5.10 and 5.11, these are, respectively,
first the diagonal RVAC values for the dual input versus the single input then the full
frequency spectrum of RVAC values. The second input required to obtain these results
was applied to the top of the piece of equipment. The input direction was largely along
the Y direction (downward) also with significant X and Z components. The input
vector is 120g which would not be a feasible input for a second shaker to appyly.
These results show how the addition of a second input improves the RVAC value and
thus the correlation between the coupled and equipment systems when starting with
unoptimised base input. Figure 5.11 was made using the same input as the yellow
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graph in Figure 5.10. This is the ‘best’ second input, which has the second vibration
source acting on the piece of equipment for all but two brief frequency ranges. These
are the sections that the red graph can be seen separate from the yellow dotted graph.
At these points the original (single input) RVAC value was better than the one from the
dual input. Thus when applying this at these frequencies the second vibration source
would be turned off. The average RVAC value increased to 0.685 with this ‘best’ dual
input from 0.343 when single input.
Figure 5.10: Graph of diagonal RVAC values for Single and Dual Input Equipment tests
with Unoptimised base input
The second set of results was obtained using the optimised base input from the Angle
Optimisation case study as detailed in Section 5.3. Figure 5.13 shows the 3D graph of
all the RVAC values for the ‘best’ dual input option. Figure 5.12 shows the comparison
of the base input (blue), ideal second input (red), and the ‘best’ input (yellow). As
before, for those frequencies where the base only system has a better RVAC value,
the second vibration source is ‘turned off’ to give the best overall testing input. The
average RVAC value increased to 0.738 with this ‘best’ dual input from 0.513 when
single input. The second input required to obtain these results was attached to the
side panel on the left hand side of the images shown in Figure 5.1. The direction of
the input was similar to the unoptimised case. It should be noted that the direction of
the second input is in the same coordinate system as the shaker not the angled piece of
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Figure 5.11: Plot of all RVAC values comparing Coupled system with Dual Input
Equipment system with Unoptimised base input for the full frequency
equipment. The input vector is 7.4g which would be very feasible for a small secondary
shaker, or stinger, to apply to the piece of equipment.
5.4.3 Discussion
The diagonal RVAC graphs show the significant improvement the addition of a second
input made to both cases. Neither case sees a consistently improved correlation over
the full frequency spectrum, but this would be a much more complex task and involve
changing the boundary conditions of the test article. However, there are large portions
of substantial improvement.
For the Unoptimised case, the key sections that saw improvement were between 100Hz
to 400Hz and 550Hz to 700Hz (see Figure 5.12). While for the Optimised case the larger
improvements were between 550Hz and 850 Hz, except around 750Hz (see Figure 5.12).
These improvements can be seen in the 3D RVAC graphs as well. When examining the
3D graph with single unoptimised base input, Figure 5.9, the majority of it has low
correlation as shown in blue. In comparison, Figure 5.11 and Figure 5.13 show much
higher values, particularly along the crucial centre diagonal. All of these show that the
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Figure 5.12: Graph of diagonal RVAC values for Single and Dual Input Equipment tests
with Optimised base input
correlation between the two testing configurations, that of the coupled system test and
that of the Dual Input equipment test, has been greatly improved for both optimised
and unoptimised base input. This in turn shows the equipment tests will be much more
representative of the coupled system tests.
While the results themselves are very promising as mentioned in the results the input
required to obtain them for the unoptimised case is not feasible. This does highlight an
issue with the current method as the magnitude of the input is not examined during the
process it is only outputted. Including checks on the size of the inputs required would
ensure that the final results outputted at the end of the process are actually feasible.
For the optimsed case the input value required was much lower, and thus achievable.
Another interesting note is that the base only average RVAC value with optimised base
was higher, at 0.513, than with the unoptimised base, at 0.343. This shows that the
Angle Optimisation method can help improve the correlation even though it focuses
on the RMS not RVAC. However, the Dual Input method still manages to improve the
correlation up to 0.738.
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Figure 5.13: Plot of all RVAC values comparing Coupled system with Dual Input
Equipment system with Optimised base input for the full frequency
5.5 Summary
In this chapter a computational case study was presented that involved running both
the Angle Optimisation and Dual Input methods. First the models for the satellite and
piece of equipment were presented along with the two sets of base inputs that were used
for the equipment system tests. Then the Angle Optimisation method was setup and
run, followed by results and discussion of the advantages of the method. In addition
the Dual Input method was setup and run, followed by the results and discussion of the
method that used both flat base input and the optimised base input from the Angle
Optimisation method.
Both methods show good results. Both methods came close to achieving their ideal
aim - i.e. equalling the coupled RMS values for Angle Optimisation method and
perfect correlation over full frequency range for the Dual Input method. The Angle
Optimisation method was compared to results from a more traditional testing method,
with a final average error 45% less than the traditional (17.2% versus 62.3%). The Dual
Input was compared to single vibration source testing, and lead to an increase in average
5.5. Summary 83
RVAC of 0.3342 and 0.224 for the unoptimised and optimised system respectively. Thus
the results of this case study shows how the application of one or even both of the
methods would significantly improve equipment level testing.
Chapter 6
Experimental Validation
6.1 Introduction
The basic underlying methods developed during this research are valid in fully
computational simulations as well as in experimental applications. A second case
study was undertaken here to experimentally test the Angle Optimisation Method
(Chapter 3). An interface plate was built purposely for this application, but if needed
an adjustable interface plate could be produced that would be adjustable to all test
cases.
The actual process of determining the best testing angle remained the same the key
difference was that the FEM used needed to be correlated to the test structure and an
actual angled interface plate had to be designed and manufactured.
For this experimental case study two structures were designed and manufactured that
would enable this application of the Angle Optimisation testing method. The structures
were based off those used in the previous analytical simulation work. Once these had
been designed, taking the various practicals considerations into account, the structures
were tested to obtain the ‘coupled’ testing data. This data was used to ensure correct
correlation between the physical structures and the FEMs built to represent them, thus
validating the FEA and Angle Optimisation results - which used the FEA. The final
step was to have a base plate manufactured that allowed the smaller structure to be
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tested at the optimum angle.
6.2 Model Design
Two structures were needed, as previously in the simulations, a large structure playing
the part of a satellite and a small box playing the part of a piece of equipment. These
structures are based off the models used previously (see Section 5.2.1 and Figures 5.3a
and 5.1). This was done in part to give some continuity to the two case studies.
Additionally the key reasons for the overall shape/construction of the two structures
remained the same. For the ‘satellite’ structure, this was the irregular shape; for the
piece of equipment, this was simplicity of construction and adaptability.
Figure 6.1: Image of the BOX
The smaller structure that played the part of the piece of equipment was named the
‘BOX’ due to its shape, which can be seen in Figure 6.1. While the previous piece
of equipment structure (see Figure 5.1) used in the simulation work was the basis
for the BOX, certain design changes had to be made due to ensure the feasibility of
the experimental testing. One of the major changes was the removal of the internal
plate and the closing of the sides (which were previously open with cross braces).
Both of these were due to the size of the BOX. Where the previous design had been
210 × 210 × 198 mm (excluding baseplate from width and depth), this design was
70 × 120 × 113 mm (again excluding the base plate from width and depth); with this
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size including the internal plate was not required as the structure already had a high
stiffness. Replacing the cross braces with full walls was done to increment the overall
stiffness. The last major change was for the BOX to be more rectangular rather than
square as previously; this was done to enable it to fit on the larger structure easily.
Figure 6.2: Image of PseudoSAT
The larger structure that played the role of satellite was named PseudoSAT, and can
be seen in Figure ??. This structure was based on the SSTL-300 that had been used in
the previous case study (see Figure 5.3a); as with the BOX there were various changes
made due to the differing testing conditions. The overall shape, that of a heptagon,
was kept as this was a key reason in using the SSTL-300. However, in this case study
PseudoSAT’s role was that of a dummy satellite and thus did not need to be a complex
structure. So the internal composition of the structure was greatly simplified from the
SSTL-300 model. The internals consisted of a single central plate and two supporting
rings one quarter and three quarters of the way up the structure. The plates mimicked
the plates that had existed in the previous model; while the rings helped stiffen the
entire structure and prevent the need to manufacture special brackets to connect the
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panels to each other.
Regarding the panels themselves there were two types of panels designed: interface and
access panels, these have been identified by arrows on Figure 6.2. The access panels had
large holes that allowed access to the internal space and enabled the whole structure
to be assembled. The interface panels allowed the BOX to be attached to PseudoSAT.
The panel types were alternated in such a way that kept the overall structure stiff
enough (a factor due to the holes in the access panels) as well as giving all possible
options as to placement of the BOX. However, the BOX was attached to ‘Panel 4’ to
mimic the computational study, this is shown in Figure 6.3.
Figure 6.3: Image of PseudoSAT from the top with the BOX attached on Panel 4 of
PseudoSAT
The dimensions of the PseudoSAT were 300× 250× 500 mm, excluding the base plate
from width and depth - the base plate was a octagon with 340 mm diameter. For full
engineering drawings of these parts see Appendix B and C.
6.3 Coupled Testing
The first round of testing consisted of fourteen tests over two testing configurations
in all three directions. The full testing procedure can be found in Appendix E. The
two testing configurations were the PseudoSAT only and Coupled PseudoSAT with
BOX attached to Panel 4. For both configurations a sine sweep and a random test was
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performed in all three directions, with an extra sine sweep for the X direction to check
for linearity of the structure; thus making a total of fourteen tests.
Figure 6.4: Image showing the PseudoSAT on shaker with arrows pointing to accelerometers
The random tests were kept as similar to the simulations as possible. The random
testing profile was a flat input at 0.0316g2/Hz from 10Hz to 1000Hz. For the
testing sine sweeps were preformed in addition to the random tests. All the testing
configurations included a low level sine sweep at 0.5g over the range of 10Hz−1000Hz.
The X direction tests also included a higher level sine sweep at 1g, to enable the linearity
of the structure’s dynamics to be verified.
For the PseudoSAT only tests single axis accelerometers were placed in locations
approximately in line with each of the three orthogonal directions. Figure 6.4 shows
the placement of these; these were in line with the PseudoSAT’s own coordinate system
which was in line with the testing coordinate system. Together these give an idea of how
PseudoSAT was moving in all three directions during the tests. A triaxial accelerometer
was placed on Panel 4 in the middle of where the BOX would be attached. This
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accelerometer data measured what was occurring at the interface location.
When the BOX was attached to PseudoSAT the single axis accelerometers were placed
on the BOX, again in line with the body coordinate system. A fourth single axis
accelerometer was placed on PseudoSAT in line with the testing axis - i.e. for the Z
test it was placed on the top panel. The triaxial accelerometer was kept in the same
location with the BOX being placed over it. The combination of keeping the triaxial
accelerometer and a single accelerometer on PseudoSAT allowed for the comparison of
how the BOX affected the dynamics of PseudoSAT.
All of the tests were performed for specific reasons. The higher level sine tests in the
X axis were used to verify the linearity of the structure. The low level sine tests were
performed to examine the modes and were used to correlate the two FEMs that were
used in the Angle Optimisation. Some of the random vibration tests were also used
in the correlation process, as well as seeing how the two structures acted during tests.
The responses from the triaxial accelerometer were used to create the input envelope
for the isolated BOX tests that were fed into the Angle Optimisation method.
6.4 FEM
Figure 6.5 shows the FEM for the BOX structure. It was made up of 4030 of nodes
and 3639 of elements. The elements used where CQUAD4 and CTRIA3 that formed
shells, using PSHELL, to model the walls of the structure. The screws were modelled
using CBUSH elements, and the fixture points were modelled with RBE2 elements.
Figure 6.6a shows the FEM for PseudoSAT, and Figure 6.6b shows the FEM for
the coupled system of the BOX attached to PseudoSAT. The PseudoSAT FEM was
comprised of 25151 of nodes and 22859 of elements. As with the BOX, the elements
used where CQUAD4 and CTRIA3 that formed shells, using PSHELL, to model the
walls of the structure. The screws were modelled using CBUSH elements, and the
fixture points were modelled with RBE2 elements.
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Figure 6.5: Finite Element Model for the BOX
6.5 Correlation
The correlation process is key to this process as there has to be good correlation between
the physical structure and FEM for the Angle Optimisation result to be accurate. The
correlation process involves tweaking various parts and parameters of the FEM so that
the FEA matches (as closely as possible) the test data. This was done by focusing on
the lower frequency peaks, which are the fundamental frequencies, from the sine tests
and ensuring the FEA matched them.
The major change to the FEMs of both structures that occurred during the correlation
process was the removal of the brackets. Initially the brackets that connected the
walls together were included in the FEM along with both sets of bolts (in the FEM
two sets of CBUSH elements) that connected first the wall panel to the bracket and
then the bracket to the vertical plate. However, during the correlation it was found
that modelling these connections directly (i.e. from wall panel to vertical plate) with
a single set of CBUSH elements led to better correlation with the physical structure.
The stiffness of the CBUSH elements was also adjusted to improve the correlation.
As can be seen in Figure 6.7 this was achieved with a fair degree of success (Fig. 6.7a,
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(a) Finite Element Model for
PseudoSAT
(b) Finite Element Model for the
coupled system of PseudoSAT and BOX
Figure 6.6: Finite Element Models of PseudoSAT
Fig. 6.7b and Fig. 6.7c, each shows this in the X, Y and Z directions respectively).
Figure 6.7c shows the best correlation with both the test and simulation responses
following each other closely and sharing the major peak around 450Hz. Figure 6.7a
also shows good correlation over much of the frequency range including with both sets
of responses peaking around 45Hz, although the test response does not reach the same
amplitude as the simulation. Figure 6.7b shows the least correlation of the three. The
overall shape of both sets of responses are very similar, the problem however is that
these are offset in the frequency domain. Despite some issues, overall these graphs show
good correlation.
6.6 Input Creation
The final task to be performed using the initial testing data was the creation of the input
envelopes for the Angle Optimisation. Unlike in the previous case study (Section ??)
for this a simpler and more traditional style enveloped input had to be used. Previously
a more complex input could be used as it was an entirely computer based case study.
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(a) Correlation in X (b) Correlation in Y
(c) Correlation in Z
Figure 6.7: Graphs showing the correlation of the FEM; with both test and FEA response
data
However, when running tests most shaker and controller systems either require or work
best with a simpler input envelope. The three input envelopes were created using the
data from the triaxial accelerometer data.
Each direction’s responses were plotted together so that the maximum values could
be seen. This involved looking at each of the three directional tests and combining
the responses of a specific axis from all three onto a graph. The maximum values
for each frequency were taken and used to calculate the maximum RMS value. Once
together the envelopes were created, once again following the FEMCI [54] guidelines,
using the calculated average RMS value as the goal RMS value to achieve (within 125%
maximum). Figure 6.8 shows the envelope and interface response data for Y direction
from all of the three separate tests. The process was repeated for all three directions
(the input envelopes for X and Z directions can be found in Appendix A).
6.7. Angle Optimisation Results 93
Figure 6.8: Graph showing the responses in Y along with the created input envelope
6.7 Angle Optimisation Results
Once the input envelopes had been created, these along with the correlated FEA were
loaded into the Angle Optimisation Method, which was run in accordance with the
method outlined in Chapter 3. The parameters for this case study were an acceleration
node in the centre of the top plate, stress element near bolt hole near lower connector
on side wall along with the sum of interface forces.
Node 4478 was chosen as, with no internal plate, the centre of the top plate was the
closest location to the centre of mass. Element 2713 was chosen as location of high
stress due to being close to a bolt hole of a lower connector; additionally by being
towards the lower and back of a side wall it was separated by a reasonable distance
from Node 4478. Once again the only constraint given to the optimiser was that the
RMS of the equipment level tests had to be equal or greater than the coupled RMS
values - i.e. no undertesting.
Once the Angle Optimisation had been run the best testing configuration was
determined to be: a single test in the Y direction with input magnitude factor of
0.32, α1 = 35
◦, and α2 = 20◦.
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6.7.1 Interface Plate Design
Once the optimum testing angle had been determined the next step was to design
the interface plate that the BOX would attach to while being tested to achieve the
calculated optimum angle. As the optimum testing configuration only called for a
single angled test input this meant only a single input plate had to be designed.
The angled input is made up of two angles. It was determined the best way to translate
these into reality was to make an angled interface plate at α2 = 20
◦ and have this
attach to the main interface plate (PseudoSAT’s base plate - which attached directly
to the shaker and slip table) at an angle equal to α1 = 35
◦. Figure 6.9a shows the
BOX attached to the angled interface plate can be seen in Figure 6.9a, and again in
Figure 6.9b where it is attached to the main interface plate.
(a) Side Image of BOX on Angled Plate
(b) Image of BOX on Angled Plate and
showing Interface Plate
Figure 6.9: Angled Interface Plate for BOX used in final testing
Figure 6.9b also shows how testing at α1 was achieved, as the Angled Interface plate
is itself bolted at on at an angle on the main interface plate. The difference is while
α2 is an angle up, α1 is an angle round; effectively these two angles are azimuth (α1)
and altitude (α2). As had been said, it was deemed more practical to apply α1 via the
main interface plate.
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6.8 Final Testing
The final testing was comprised of a single test in the Z direction, as detailed in
Section 6.7. Three single axes accelerometers were used to get response data in each
direction. The test data was compared to the FEA, as can be seen in Figure 6.10 the
two data sets match quite closely, Figure 6.10a gives the acceleration responses in the
X direction, while those responses in the Z direction are given in Figure 6.10b. From
this it can be assumed that the FEA is correct and so too are the Angle Optimisation
Method results. The results shown are given in the global coordinate system, which is
that of the base shaker.
(a) Acceleration in the X direction (b) Acceleration in the Z direction
Figure 6.10: Graphs comparing the Experimental and Computational Results for the BOX
tests
Figure 6.11, Figure 6.12 and Figure 6.13 show the acceleration responses in Z, sum of
force responses in X, and Von Mises Stress for the second run of the Angle Optimisation
Method. This is the testing level the BOX undertook. Here the ‘traditional’ method is
the same base input but testing flat in the usual three orthogonal axes. As these both
used the same base input, both isolated testing results massively over test in the higher
frequencies.
These results still result in significant overtesting, unlike the computational results.
It has also highlighted an issue that was present in the computational results but is
much worse here - that is the disparity between the equipment and coupled tests at
high frequencies. That this continues to be an issue shows that further work needs to
examine the cause and try to incorporate a feature into the Angle Optimisation method
to tackle the issue. The most likely cause is the disparity of the interface of the test
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Figure 6.11: Acceleration response in Z comparison for Angled Input Second Run
Figure 6.12: Sum of Forces response in X comparison for Angled Input First Run
Figure 6.13: Von Mises Stress response comparison for Angled Input Second Run
item between the two testing setup. In the meantime, a potential solution to reduce the
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overtesting at the frequencies would be to employ an existing method and to reduce,
or notch, the inputs at these frequencies.
However despite the issues, there is still marked improvement on the traditional testing.
Both in the levels of over testing, as well as the responses themselves - Figure 6.12 shows
how the Angle Optimisation method resulted in RMS values closer to the coupled
system responses. Additionally these results were produced after a single test, rather
than the three which would have been required by the traditional method.
6.9 Summary
In this chapter an experimental case study was presented for the Angle Optimisation
method. First the models for PseudoSAT and the BOX were presented. Then the
testing of PseudoSAT with and without BOX attached was presented. From this the
FEMs were presented and a description of how these were correlated with results of
the testing was given. Then using the test results inputs for the testing of the BOX
were created, which were used in the running of the Angle Optimisation method. The
results of this were briefly discussed followed by description of the interface plate design
that came from these results. Finally came the results of the testing and full results of
the Angle Optimisation method.
The results for this study were not as good as those from the computational study. This
could have been due to the structures themselves. However, this is not likely to be the
primary issue. One major difference between the two studies was the input envelope
used by the Angle Optimisation Method. In the computational study the envelope was
created in 10Hz steps, this was done at the time to make as harsh a testing input as
possible since it would not cut off any peaks that might occur in ‘traditional’ creation of
a testing input. This mean that the results from the method followed the shape of the
coupled responses much closer. For the experimental study this was not possible, due
to the testing equipment available the envelope used had to have much larger frequency
steps. Additionally, this case study also highlighted the issue this method has at higher
frequencies.
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However, the results of the case study were still an improvement over the traditional
method both when comparing RMS values and that a single test was required to cover
all the coupled system responses. The creation of an angled interface plate was not a
complicated process once it had been designed. The same base plate was used for both
the flat and angled BOX tests. While the creation of an adjustable plate to elevate the
test item to the correct α2 angle that is still stiff enough to not cause coupling issues
while testing is an considerable engineering problem. The creation of an adjustable base
plate would be possible. One option would be to have a plate such that it is possible to
attach the elevation plate to it in set increments - this would require a change to the
method to set the steps for α1 be to in increments, such as 5
◦ or 10◦.
The performance of this case study has shown some weaknesses of the Angle
Optimisation method. It has also shown that this method is feasible to perform
outside of computational situation. It has also shown that despite its weaknesses the
Angle Optimisation method is an improvement upon the traditional method of random
vibration equipment testing.
Chapter 7
Conclusions and Future Work
7.1 Conclusions
The fact that there are issues with equipment tests not producing the same vibration
environments that will be seen during launch is not in question. The extensive literature
review in Chapter 2 proved it discussing the issues around vibration testing. Random
vibration testing of spacecraft has not changed significantly regarding the setup since
spacecraft testing first started in the 1960s. The major advances in the world of testing
have been focused on changing the vibration inputs for the test, rather than questioning
the basic setup. Despite there being no testing standard, the standard practice is to
take a 3D vibration environment and break it down into three sequential orthogonal
1D tests.
The current practices often lead to testing that is not only not representative of the
higher level conditions it is meant to be mimicking but also tests the piece of equipment
at much higher levels that are necessary. This can result in over designing of the
piece of equipment as it must survive the excessively harsh testing environment. To
better reproduce a 3D vibration environment the practice of testing one axis at at time
sequentially needed to be questioned.
There is a growing interest in multi-axis vibration testing that attempts to produce
a complete 3D vibration environment. This is what spacecraft testing should be as
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the environment it will see during launch is 3D. However, there are still many issues
to overcome before multi-axis testing becomes the norm. Additionally the majority of
test houses only have single axis testing facilities. This research attempts to bridge this
gap by looking at the testing environment as a whole and trying to reproduce it while
still using a single axis shaker at the base.
Rarely will vibrations be transferred through a satellite to a piece of equipment along
a single axis or any orthogonal axis. Often the resultant vibrations are along multiple
axes at once, additionally the body axes of the piece of equipment may not line up with
the body axes of the satellite. Both of these conditions make it problematic to reduce
the 3D launch environment down into three orthogonal single axis tests for the piece of
equipment. Chapter 3 has detailed a potential solution to this: the Angle Optimisation
Method.
The Angle Optimisation method seeks to find the best angle to test a piece of equipment
that is closer to the coupled testing responses. The aim of this method was to reduce
the overtesting that is often seen in equipment level tests. It looks at the test campaign
as a whole rather than breaking down and focusing on each axis separately. This means
that it can produce test campaigns ranging from one to three angled input tests.
While considering the angle that the vibrations are transferred between the satellite
structure and the pieces of equipment is key to improving the equipment level tests
it does not entirely examine the issue of changing from a 3D vibration environment
to a 1D. Looking at this issue is the Dual Input method, as detailed in Chapter 4;
this method looks at adding in a second vibration source to improve the correlation
between the equipment test and coupled system tests. This correlation is defined by the
Operational Deflected Shapes (ODS) and Response Vector Assurance Criteria (RVAC).
Both methods were successfully applied computationally to a piece of equipment in the
shape of a box on the SSTL-300 in Chapter 5. The outcomes of methods were examined
and compared to more traditional methods. This comparison allowed the discussion of
the benefits of applying these methods as opposed to keeping the traditional sequential
single axis testing. This computational case study was able to clearly show the potential
benefits of using both of these methodologies to improve the current state of the art
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for random vibration testing.
An experimental application of the Angle Optimisation method was performed as well
as the computational application; this is presented in Chapter 6. Similarly to the
computational application, the process of applying the method was discussed along
with the results. Due to the experimental nature of this application this necessitated
the creation of an angled testing plate. The successful application of this method
experimentally rather than just computationally was a major achievement in this
research as it showed clearly the benefits in applying the Angle Optimisation method
to equipment random vibration testing.
The review of the literature showed a gap in spacecraft testing as the focus was almost
entirely on sequential single orthogonal testing. Much research has gone into trying
to improve this way of testing, but rarely does any research look at alternative testing
directions or adding other vibration sources. Both of these concepts were examined and
two testing methods were developed using the ideas developed during that examination.
It is hoped these methods will help fill the gap in knowledge and spurn further work
into alternative testing with the aim to make equipment testing more representative of
the higher level testing.
The goal at the start of this research was to produce one or more methods to not
only reduce the amount of overtesting seen by pieces of equipment when subjected
to random vibrations, but to also ensure the testing was more representative of the
coupled system vibration which these pieces of equipment would actually be subjected
to during operation. This research was able to develop two new testing methods. Both
are able to reduce the over testing and create more representative testing. Although
the Angle Optimisation method is stronger on reduction of overtesting, while the Dual
Input is stronger on creating more representative testing.
In addition to the development of two new methods, during this research both were
tested computationally allowing the benefits of both to be shown. Additionally the
Angle Optimisation method was tested experimentally where it continued to show it’s
potential.
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7.2 Future Work
It would be arrogant to believe this thesis is the sum of all research that can be done
into alternative testing directions for equipment testing. Further work can and should
be done along these lines from refinement of the concepts and methods presented in
this thesis to new methods that are also attempting to produce more representative
testing on single axis shakers.
There has been some interesting research into ‘many-objective’ algorithms in recent
years. These algorithms are more suited to handle problems with more than three
objectives, as opposed to ‘multi-objective’ algorithms. It would be potentially beneficial
to include a many-objective rather than a multi-objective algorithm as part of the Angle
Objective method. [110–112]
As the only case study using the Dual Input method was computational it would
be highly beneficial to perform an experimental case study. While the basic method
will not change, there will be various extra considerations when introducing a second
vibration source - key among them will be control. Some research was done seeing how
alternating second inputs would affect the ODS, however it appeared to reduce the
average RVAC values. Further work should be done looking at using multiple inputs
into the method.
The methods in this thesis are not the only potential testing methods nor the best for
all situations. However they are a good step into moving away from the entrenched
belief that vibration testing must be sequential single axis tests.
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Appendix A
Supplementary Graphs
Figure A.1: Graph showing the responses in X along with the created input envelope
Figure A.2: Graph showing the responses in Z along with the created input envelope
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E.1. General Procedure 134
E.1 General Procedure
No
Action Check Succes Critera
1 Verify both units are ready. All bolts are tight
2
Place accelerometers in accordance with
Section E.3.1
3 Install SAT on to shaker in X direction
4 Bare X Sine Survey First Mode
5 Bare X Random Test results look good?
6 Attach Equipment box to Panel 4
7 Coupled X Sine Survey First Mode
8 Coupled X Random Test results look good?
9
Rotate Coupled structure into Y
direction
10 Coupled Y Sine Survey First Mode
11 Coupled Y Random Test results look good?
12 Remove Equipment box to Panel 4
13 Bare Y Sine Survey First Mode
14 Bare Y Random Test results look good?
15
Rotate shaker and install Bare structure
for testing in Z direction
16 Bare Z Sine Survey First Mode
17 Bare Z Random Test results look good?
18 Attach Equipment box to Panel 4
19 Coupled Z Sine Survey First Mode
20 Coupled Z Random Test results look good?
21 Post testing inspection
All structures are
undamaged
E.2 Axis Definition
E.3. Accelerometer Positions 135
Figure E.1: Top down view of PseudoSAT with X and Y Axis directions marked
Figure E.2: Front view of PseudoSAT with Z Axis directions marked
X Axis and Y Axis
E.3 Accelerometer Positions
These are marked on the structures.
E.3.1 Positions for Bare PseudoSAT tests
Three single axis accelerometers are one each in central positions for
appropriate axis. The Z axis accelerometer is in the centre of the top plate,
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the X is centre of Panel 1 (this is -X but simpler than on the edge of two
panels for+X). Y axis is near the edge of Panel 6. CORRECT THIS The
triaxial accelerometer is placed in the centre of where the BOX will be attached on
Panel 4.
E.3.2 Positions for Coupled PseudoSAT only tests
Three single axis accelerometers are one each in central positions for appropriate axis
on the BOX. The triaxial accelerometer will remain in the same positron -
centre of interface. CORRECT THIS
A fourth single axis accelerometer will be placed on the PseudoSAT in the direction of
test.
E.4 Test Setup and Procedures
E.4.1 Bare PseudoSAT X Axis Setup and Test Sequence
Pre test Check list
No Action
Check
1 Check and clean mating surfaces
2 Check correct test direction is X
3
Check accelerometers are correctly positioned
and attached (as in Sec:E.3.1)
4 M8 bolts attached and torqued to 20Nm
X Axis Low Level Sine Test
Test Check List
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No Action
Check
1
Verify test input levels, test range and sweep
rate are as per Table E.1
2 Run test
3 Ensure successful data capture
4 Verify first mode is just above 20Hz
Frequency
Range [Hz]
Test Level
10-1000 0.5g
Sweep Rate
2 Oct /
min
Table E.1: Sine Survey Levels
X Axis High Level Sine Test
Test Check List
No Action
Check
1
Verify test input levels, test range and sweep
rate are as per Table E.2
2 Run test
3 Ensure successful data capture
Frequency
Range [Hz]
Test Level
10-1000 1g
Sweep Rate
2 Oct /
min
Table E.2: Sine Test Levels
X Axis Random Vibration Tests
Test Check List
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No Action
Check
1
Verify test input levels, test range and sweep
rate are as per Table E.3
2 Run test
3 Ensure successful data capture
Frequency
Range [Hz]
PSD
[g2/Hz]
10 3.16× 10−3
20 0.0316
1000 0.0316
2000 3.16× 10−3
GRMS 9.9g
Table E.3: Random Test Levels
E.4.2 Coupled PseudoSAT X Axis Setup and Test Sequence
Pre test Check List
No Action
Check
1 Check and clean mating surfaces
2
Check accelerometers are correctly positioned
and attached (as in Sec:E.3.2)
3 M5 bolts attached and torqued to ###
X Axis Low Level Sine Test
Run as described in Section E.4.1
X Axis High Level Sine Test
Run as described in Section E.4.1
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X Axis Random Vibration Tests
Run as described in Section E.4.1
E.4.3 Coupled PseudoSAT Y Axis Setup and Test Sequence
Pre test Check List
No Action
Check
1 Check and clean mating surfaces
2 Check correct test direction is Y
3
Check accelerometers are correctly positioned
and attached (as in Sec:E.3.2)
4 M8 bolts attached and torqued to ###
Y Axis Low Level Sine Test
Run as described in Section E.4.1
Y Axis Random Vibration Tests
Run as described in Section E.4.1
E.4.4 Bare PseudoSAT Y Axis Setup and Test Sequence
Pre test Check List
No Action
Check
1 Remove BOX from PseudoSAT
2
Check accelerometers are correctly positioned
and attached (as in Sec:E.3.1)
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Y Axis Low Level Sine Test
Run as described in Section E.4.1
Y Axis Random Vibration Tests
Run as described in Section E.4.1
E.4.5 Bare PseudoSAT Z Axis Setup and Test Sequence
Pre test Check List
No Action
Check
1 Check and clean mating surfaces
2 Check correct test direction is X
3
Check accelerometers are correctly positioned
and attached (as in Sec:E.3.1)
4 M8 bolts attached and torqued to ###
Z Axis Low Level Sine Test
Run as described in Section E.4.1
Z Axis Random Vibration Tests
Run as described in Section E.4.1
E.4.6 Coupled PseudoSAT Z Axis Setup and Test Sequence
Pre test Check List
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No Action
Check
1 Check and clean mating surfaces
2
Check accelerometers are correctly positioned
and attached (as in Sec:E.3.2)
3 M5 bolts attached and torqued to ###
Z Axis Low Level Sine Test
Run as described in Section E.4.1
Z Axis Random Vibration Tests
Run as described in Section E.4.1
