We derive an analytical solution of the comparator theory of associative learning, as formalized by Stout, S. C. and Miller, R. R. (2007) . The solution enables us to calculate exactly the predicted responding to stimuli in any experimental design, and for any choice of model parameters. We illustrate its utility by calculating the predictions of comparator theory in some paradigmatic designs: acquisition of conditioned responses, compound conditioning, blocking, unovershadowing, and backward blocking. We consider several versions of the theory: first-order comparator theory (close to the original ideas of Miller, R. R., and Matzel, L. D., 1988), second-order comparator theory (Denniston, J. C., Savastano, H. I., and Miller, R. R., 2001), and SOCR (Miller, R. R. and Stout S. C., 2007) . We show that all versions of comparator theory make a number of surprising predictions, some of which appear hard to reconcile with empirical data. Our solution paves the way for a fuller understanding of the theory, and for its empirical evaluation.
Students of learning and memory have long sought to disentangle information processing that occurs when information is first acquired from subsequent processing that occurs when information is retrieved from memory (Hardt, Wang, & Nader, 2009; Holland, 1999; Kendrick, Rilling, & Denny, 1986; San-Galli, Marchand, Decorte, & Di Scala, 2011) . In the field of associative learning, most theories have traditionally assumed that retrieval is relatively uncomplicated, and that most phenomena of interest depend on how information is processed at the time of acquisition. In the Rescorla and Wagner (1972) model, for instance, retrieval amounts to simply reading from memory the associative strength of the conditioned stimulus (CS) that is being presented, without any furCorrespondence should be addressed to Stefano Ghirlanda, Department of Psychology, Brooklyn College, 2900 Bedford Ave., Brooklyn, NY 10021. Email: drghirlanda@gmail.com. We thank Peter R. Killeen and two anonymous reviewers for insightful and thorough comments of earlier drafts. This article may not replicate the final version published by the APA journal. It is not the copy of record. c American Psychological Association. ther processing. What is learned about a CS at the time of acquisition, however, depends on many factors. For example, presenting CSs A and B together, followed by an unconditioned stimulus (US), may result in either CS losing or gaining associative strength, or undergoing no change, depending on the current associative strength of both stimuli and on the magnitude of the US.
Like Rescorla and Wagner, many have assumed that learning about one CS depends on what the animal knows about other CSs (Le Pelley, 2004; Mackintosh, 1975; McLaren & Mackintosh, 2000; Pearce, 1987 Pearce, , 1994 Pearce & Hall, 1980) . Comparator theory stands out in positing that learning is relatively uncomplicated, and that information processing at the time of retrieval generates most phenomena of interest (Denniston, Savastano, & Miller, 2001; Miller & Matzel, 1988; Stout & Miller, 2007) . According to this model, the strength of association between a CS and a US merely reflects the probability that the US closely follows the CS, independent of whether or not other CSs are also present. Responding to a CS, however, depends not only on its association with the US, but also on its associations with other CSs, and on the associations of the latter with the US, as detailed below.
The strengths and weaknesses of acquisition-and retrieval-centered models are the subject of enduring debate (Esber, Pearce, & Haselgrove, 2009; Stout & Miller, 2007) , partly because the implications of many theories have not been fully worked out. Here we present an analytical solution of comparator theory that can greatly aid researchers in its evaluation. We derive exact formulae for the expected course of learning under any experimental design, as well as simple expressions for the asymptotic associative strengths of stimuli, for all values of model parameters. We use these formulae to show that the actual predictions of comparator theory can deviate significantly from what intuition suggests, and from what empirical data seem to show.
Before proceeding, we should note that comparator theory has undergone several revisions. In its initial formulation (Miller & Matzel, 1988) , responding to a CS was determined by comparing its associative strength with that of a single comparator stimulus, defined as the stimulus most strongly associated with the CS itself. Denniston et al. (2001) introduced two developments. First, they assumed that a CS's associative strength is compared to that of all other stimuli that have an association with the CS, rather than only to the one with the strongest association. We call this theory, formalized in equations 3A, 3B, and 4 of Stout and Miller (2007) , the first-order comparator theory. Denniston et al. (2001) also introduced second-order comparator stimuli that can decrease the effectiveness of first-order ones. This notion was formalized by Stout and Miller (2007) , equation 7 and surrounding text. Lastly, Stout and Miller also introduced the SOCR model (SOmetimes Competing Retrieval), which retains identical first-and second-order comparator processes but allows them to sometimes have an effect opposite to that postulated earlier.
Below we first present a solution of first-order comparator theory, then we show how it applies to the second-order theory and SOCR. There are several reasons to start with the first-order theory, even if it has been superseded by later versions. Notably, all versions employ the same learning equation, which we can solve in the simpler setting of the first-order theory. Additionally, the secondorder comparator process is implemented as a modification of the first-order process. Thus understanding the unique contribution of second-order comparisons requires a preliminary understanding of what would happen in their absence, i.e., of what the first-order theory predicts. Lastly, in important cases, such as the acquisition of conditioned responding to a single CS, the second-order theory and SOCR reduce to the first-order theory.
First-order comparator theory
Comparator theory uses the same learning equation to describe changes in associations between two CSs and between a CS and a US. A directional association from stimulus X to stimulus Y is assumed to strengthen whenever the stimuli are experienced together, and to weaken whenever X is experienced in the absence of Y . Writing as V X¨Y (t) the strength of the X¨Y association on trial t, we have:
(1) where α X and α Y represent the salience of stimuli X and Y , respectively, and κ is a parameter that determines how quickly V X¨Y decreases when X is experienced in the absence of Y . Salience is assumed to reflect a stimulus' physical intensity and biological significance. The word "present" in the top row of equation (1) is interpreted as X and Y being actually present at the same time (as it usually happens if they are both CSs) or as Y closely following X (typical when X is a CS and Y a US). Note that only V X¨Y is increased when Y follows X; V Y¨X is not. When X and Y are present at the same time, on the other hand, both V X¨Y and V Y¨X are updated.
Associative strengths determine responding to CS X, written R X , as follows:
The first term is the association between X and the US, which, as in acquisition-centered models, contributes positively to responding. The unique element of comparator theory lies in the second term. It is called the comparator term because responding to X arises from a comparison (subtraction) between the associative strength of X with this term. Its effect is to decrease responding according to a joint function of the associations between X and other CSs, and of the associations between the latter and the US. The function f constrains its argument to a maximum value of one, so that the term subtracted from V X¨US ranges between zero and γ , which in turn can range between zero and one. The stimuli entering the calculation of the comparator term are called the comparator stimuli. Because V X¨Y is null unless X and Y have been presented together, only stimuli that have co-occurred with X can be effective comparator stimuli for X. Equation (2) formalizes the idea that CSs compete at the time of retrieval rather than at the time of acquisition. Presentation of a CS is assumed to retrieve from memory the representation of other CSs it has been associated with. The latter representations can retrieve, in turn, a representation of the US which is assumed to detract from the US representation retrieved directly by the presented CS. While this way of computing responding is more complex than in acquisition-centered models, the learning equation, equation (1), is simpler because each associative strength changes independently of all others. This enables us to track the course of learning and to calculate the asymptotic value of associations as follows.
Solution of the learning equation
Our solution proceeds in two steps. We first reduce the three parts of equation (1) to a single equation, under the assumption that trials are intermixed randomly within each experimental phase, a "phase" being defined as a portion of experiment with constant CS-CS and CS-US contingencies. We then solve the resulting equation, which provides us with an explicit expression for V X¨Y that describes the course of learning and the eventual associative strength attained (here Y covers all CSs different from X as well as the US). Once V X¨Y is known for all X and Y , the response to every stimulus can be calculated through equation (2), and the model is solved.
The reduction of the three parts of equation (1) to a single equation proceeds as follows. Let p X be the probability that X appears on a conditioning trial, and p Y |X be the probability that Y appears given that X appears (conditional probability). For example, if X is presented on 50% of trials and Y is presented on 30% of those trials we have p X = 0.5 and p Y |X = 0.3. The upper portion of equation (1) applies on trials in which X and Y are both present. Across the totality of trials, the probability of this event is p X p Y |X . We call these trials "increase" trials because on these trials V X¨Y increases. We have: 
X¨Y is an increasing function of both β Y and p Y |X .
We don't need to take into account the center portion of equation (1) because it results in no change to V X¨Y . The lower portion of equation (1) applies when X is presented but Y is not. The probability of this event is p X 1 − p Y |X . We call these "decrease" trials because on these trials V X¨Y decreases. We have:
decrease amount = − α X κV X¨Y
We can now calculate the change in V X¨Y that is expected on any given trial. This is given by the probability that the trial is an increase trial, times the increase amount, plus the probability that the trial is a decrease trial, times the decrease amount:
Substituting the expressions in equations (3) and (4):
This equation can be rewritten as
which, despite apparent complexity, is as simple as
equation (8) is formally identical to the linear operator theory of associative learning (Bush & Mosteller, 1951 , 1955 , from which Stout and Miller (2007) derived their learning equation. It has a known solution (e.g., Goldberg, 1958 ) that provides us with the expected value of the associative strength at trial t, V X¨Y (t) as a function of the initial associative strength V X¨Y (0) and model parameters:
As in linear operator theory and other models, V X¨Y (t) traces a negatively accelerated curve that approaches an asymptote ( Fig. 1, top) . 1 Particular realizations of the learning process, e.g., computer simulations using the same parameters but differing in the exact sequence of trials, will typically hover around the value given by equation (10), as shown in Fig. 1 , top. If the sequence of trials is not well-mixed, however, the course of learning may not be approximated accurately by equation (10). With "well-mixed" we mean that trials in which both X and Y appear (XY trials) should be interspersed approximately evenly with trials in which only X appears (X trials). It would be an incorrect application of equation (10) (10) becomes a poor approximation of the actual learning course are statistically rare. We end this section by noting that equation (10) simplifies when p Y |X = 1, which leads to a = b = α Y α X p X and thus to
This simplification is welcome as p Y |X = 1 models two common occurrences: the case of two CSs X and Y that, in a given experimental phase, are always presented together, and the case of a CS X that is always followed by a US Y (full reinforcement).
Approach to asymptote
While associations always reach asymptote following the simple trajectory in Fig. 1 , responding to CSs may approach asymptote non-monotonically, for two reasons. First, comparator terms typically develop more slowly than CS-US associations because they are products of two associative strengths, each of which is smaller than one (Stout & Miller, 2007) . This implies that the balance between CS-US associations and comparator terms may shift in the course of learning. Second, the rate of approach to asymptote may differ across associations because of differences in salience and frequency of presentation, both of which influence the learning rate a (equation 9). This means that the timing of the shifts in balance between CS-US associations and comparator terms depends on the salience of all stimuli involved. As a result, in some cases comparator theory makes qualitatively different predictions depending on whether learning is close to or far from asymptote. In these cases we can test the theory only if we can reasonably infer whether empirical data are best described by the assumption of asymptotic vs. pre-asymptotic learning. The most powerful way to resolve the issue is to fit the theory to empirical data, as we will demonstrate below in a section on the acquisition of conditioned responses. Fitting, however, is not possible if learning data are not available, and it may fail if some aspects of the data cannot be reproduced by the theory. When fitting is not possible, we take the approach of assessing whether a data set is asymptotic or pre-asymptotic based on the length of training and the stability of observed responses. We also discuss potential pitfalls in making such an assessment, chiefly the possibility that ceiling effects prevent changes in behavior even when significant learning is still occurring. In all cases, we urge readers to examine our arguments critically.
Asymptotic associative strengths
In this section we discuss some properties of asymptotic associative strengths that will be relevant in the following. Given a learning rate a < 1 (see footnote 1), the term (1 − a) t in equation (10) becomes progressively smaller as t increases, and eventually becomes negligible. Thus the asymptotic value of V X¨Y (t) is simply b/a. Writing b/a in terms of model parameters (equation 9) we get:
where the superscript ∞ signifies asymptote. Dividing numerator and denominator by κ we see that the above expression does not depend on α Y and κ separately, but only on their ratio:
It will be useful to write α Y /κ = β Y and define We will see below that many challenges to both firstand second-order comparator theory stem from how the saliences of CSs and USs affect associative strengths. It is thus important to understand how V ∞ X¨Y depends on the salience of X and Y . According to equation (14) 
The analysis of two-CS experiments
In the following sections we use our solution to investigate both general properties of first-order comparator theory and its ability to fit specific data sets. By "general properties" we mean how predictions vary as a function of model parameters in given experimental designs, for example, how responding to a CS is predicted to change as a function of its salience or that of the US. We will consider experimental designs in which two CSs are presented under various CS-CS and CS-US contingencies. In this case, each CS has only one possible comparator stimulus, namely the other CS (we will consider the experimental context in a later section). The sum in equation (2) contains then only one term, and cannot exceed a value of one. Thus we can disregard the function f and write:
To calculate R A and R B we need then to compute the four associative strengths V A¨US , V B¨US , V A¨B , and V B¨A . Their asymptotic values are calculated easily using equation (14) . To obtain pre-asymptotic values we will use the full solution in equation (10) or, when possible, the simpler equation (11).
In analyzing model predictions it is important to distinguish free parameters from "design" parameters. The free parameters of comparator theory are stimulus saliences and parameters κ and γ in equations (1) and (2). The theory specifies no a priori value for these parameters, and we may choose them as needed to fit data. By design parameters we mean the probabilities that describe CS-CS and CS-US contingencies. These cannot be chosen freely, but must reflect actual experimental designs. For example, if all experimental trials take place in the same context, say Cx, we must assume p Cx = 1. Any other value would imply, incorrectly, that the context is sometimes absent. Likewise, the value of p US|A must reflect the probability that A is reinforced, such as p US|A = 1 under full reinforcement.
Compound conditioning
Compound conditioning refers to reinforcing A and B together, and then testing each stimulus alone. In customary shorthand, this simple experimental design is written as AB + , where AB denotes the compound of stimuli A and B, and + denotes reinforcement. Compound conditioning has been studied extensively since early experimental psychology, yielding two classical findings (Baker, 1968; Pavlov, 1927; Razran, 1965) . The first is "overshadowing," i.e., conditioning with AB yields less responding to A and B than is obtained when A and B are conditioned separately. The second finding is that overshadowing is asymmetrical: animals often respond more to one of the two stimuli, although they are reinforced equally. The more effective stimulus is typically the more intense and/or more biologically significant one (Garcia & Koelling, 1966; Hollis, 1997; Mackintosh, 1976) . We refer to this finding as the "relative salience" effect. In this section we show that first-order comparator theory does not readily account for these findings. (10) with the parameters in Table 1 and α B = 0.25. To model compound conditioning we assumed p A|B = p B|A = 1 (A and B always presented together), p US|A = p US|B = 1 (full reinforcement), and p A = p B = 0.5 (the inter-trial interval consists of one presentation of the context alone). Assuming smaller values in the last two cases slows down the approach to asymptote but does not change the shape of the learning curves. REMAKE THIS FIGURE WITH CORRECT p A AND p A Figure 2 shows predicted responding to A and B as a function of the number of compound conditioning trials. Stimulus A is the more salient of the two, and the figure also shows how conditioning would proceed to this stimulus alone. With few training trials, first-order comparator theory predicts both overshadowing and the relative salience effect. As learning approaches asymptote, however, responding to A and B equalizes and drops considerably. By necessity, the curves in Fig. 2 refer to specific parameter values, but we can show that the predictions hold in general as follows.
We first note that the CS-CS associations V A¨B and V B¨A follow exactly the same time course. The reason is that A and B always co-occur (p A|B = p B|A = 1), so that all parameters in equation (10) are the same for V A¨B and V B¨A . Thus differences in responding to A and B can arise only from differences in V A¨US and V B¨US . If A is more salient than B, V A¨US increases faster than V B¨US , and with relatively few training trials the difference can be significant, as shown in Fig. 2 . If training continues, however, responding to A and B eventually equalizes because V A¨US and V B¨US approach the same asymptotic value. The latter holds because A and B are subject to the same CS-US contingency, and because the asymptotic value of a CS-US association does not depend on the salience of the CS (see equation 13). That asymptotic responding to A and B eventually weakens can be seen by writing the asymptotic values of CS-CS and CS-US associative strengths, according to equation (14):
where p is the probability of reinforcement. Substituted in equation (15), these values yield
while single-stimulus training yields
If, for example, γ = 0.9 as assumed by Stout and Miller (2007) , asymptotic responding to either CS is predicted to be a mere 10% of the value attained through singlestimulus training, even if one CS is much more salient than the other (Fig. 2) . In summary, observations of overshadowing and salience effects in compound conditioning are compatible with first-order comparator theory only when learning can be assumed in its early stages. Good examples are, for example, the eight training trials in Matzel, Schachtman, and Miller (1985) and Kasprow, Cacheiro, Balaz, and Miller (1982) . When learning can be assumed close to asymptote, however, overshadowing and salience effects are a serious challenge to the theory. For example, Wickens, Nield, Tuber, and Wickens (1970) reported ∼40% stronger responding to one stimulus than to the other, when responding to both the compound and the single stimuli had been stable for the last 360 of 720 trials. Similarly, Thein, Westbrook, and Harris (2008) reported a ∼40% response difference in the last 100 of 288 trials, and San-Galli et al. (2011) a ∼50% difference in the last 72 of 216 trials. In all three studies, moreover, responding to the most effective stimulus remained at ∼70% of responding to the compound rather than dropping to a low level.
A potential difficulty in inferring near-asymptotic learning is that ceiling and floor effects may prevent behavioral variables from changing even when significant learning is still taking place. For example, if obtaining and consuming a food reward takes 5 s there cannot be more than 12 responses per minute. When this rate is reached, however, the underlying associative strengths may still have room to increase. We can cnfidently exclude ceiling and floor effects, however, if we know that response rates above or below what is observed are easily established. In the case of compound conditioning, for example, it would be difficut to argue that stable responding to A and B is compatible with any of the underlying associative strengths still changing significantly, because responding to the compoud AB has been observed to grow in a straightforward fashion from zero to a value that is higher than responding to A and B. If significant learning were still taking place, there would be no floor or ceiling effect that could enforce constant responding to A and B.
The prediction that responding to A and B may decline over the course of training (Fig. 2 ) receives some support from frequent observations of this phenomenon (Baker, 1968 (Baker, , 1969 Bellingham & Gillette, 1981; Razran, 1965) . The difficulty in interpreting these observations as evidence for the comparator process is that responding to AB does not decline. Strictly speaking, this finding does not contradict the theory, because the theory does not make predictions about compound stimuli. There are, however, at least two ways in which both stable responding to AB and declining responding to A and B can be accounted for in terms of widely accepted principles of learning, without appealing to the comparator process. Razran (1965) suggested that perceptual learning may lead A and B to be perceived as less and less similar to AB as training proceeds, in which case learning about AB would generalize less and less to A and B (see also Bellingham & Gillette, 1981) . Additionally, Mackintosh (1974) noted that responding to A and B is frequently monitored through unreinforced probe trials, which may inadvertently train a discrimination between AB, reinforced, and A and B, unreinforced.
Blocking
The classical blocking experiment trains two groups of animals-experimental and control-in two phases. In the first phase, the experimental group receives reinforced presentations of stimulus A. The control groups receives no training. In the second phase, both groups undergo compound conditioning with A and a second stimulus B. The typical outcome of this procedure is that experimental animals respond much less to B alone than controls (Kamin, 1968 (Kamin, , 1969 . Acquisition based theories assume that the growth of V A¨US in phase one "blocks" the development of V B¨US association in phase two (Bouton, 2007; Pearce, 2008) . In comparator theory, on the other hand, V B¨US grows undisturbed by the fact that V A¨US already has a high value. Blocking arises because the growth of V B¨A in phase two enables V A¨US , which had grown during phase one, to detract from V B¨US through the comparator process. Here we show that this view of blocking is problematic for at least three reasons:
1. According to first-order comparator theory, blocking should occur only if phase two is far from asymptote, but available asymptotic data show robust blocking.
2. First-order comparator theory predicts that more salient stimuli should be blocked as easily (at asymptote) or more easily (pre-asymptote) than less salient stimuli, but available data show less blocking of more salient stimuli.
3. In first-order comparator theory responding to A drops during phase two, and at asymptote equals responding to B, but available data show increased responding to A after phase two.
To establish these conclusions we start by noting that, while responding to B depends on associative strengths V B¨US , V B¨A , and V A¨US (equation 15), only the last one differs between the experimental and control groups. V B¨US and V B¨A , in fact, grow only during phase two in both groups, while V A¨US grows during both phases in the experimental group but only during phase two in the control group. Using V Ex A¨US and V Co A¨US to denote the value of V A¨US in the experimental and control groups, respectively, we can write responding to B at the end of phase two as
where, as just noted, the values of V B¨US and V B¨A are the same in the two groups. The implications of equations (20) and (21) are best understood by taking their difference:
This expression predicts blocking because V Ex A¨US grows for more trials, and is thus larger than V Co A¨US , implying larger responding to B in the control than in the experimental group. Blocking, however, is also predicted to vanish quickly if phase two is long enough that V A¨US approaches Blocking deficit is defined as in equation (22), and is calculated using equation (11). Given that phase one reaches asymptote and that phase two has n trials, the result is
A pre-asymptotic phase one yields a smaller blocking deficit, without otherwise altering predictions. Parameter values as in Table 1 , except for α A = 0.25, and α B set to α A , 2.5 α A , or 5 α A .
asymptote, as shown in Fig. 3 . The reason is that V Ex
A¨US
and V Co A¨US have the same asymptotic value, because both groups are subject to identical A-US contingencies. Thus near asymptote V Ex A¨US V Co A¨US and the difference between the two groups vanishes. In other words, first-order comparator theory predicts little or no difference between compound conditioning and blocking, provided phase two is not too short. This prediction is contradicted by reports of robust blocking at asymptote, or close to asymptote. For instance, Allen, Padilla, and Gluck (2002) reported complete blocking (no responding to B) after responding to AB in phase two had been stable for 300 out of 500 trials (Fig. 4) . Similar results are in Burns, Burgos, and Donahoe (2011); Esber et al. (2009); Feldman (1975) . Lastly, Azorlosa and Cicala (1986) found no decrease in blocking after 10 phase two trials, compared to only one trial .
Figure 3 also illustrates the second of the above predictions, that responding to more salient stimuli should be impaired as much (at asymptote) or more (pre-asymptote) than responding to less salient stimuli. The reason for the latter prediction is that a more salient B enables V B¨A to grow more quickly in phase two, which according to equation (22) magnifies between-group differences in V A¨US . Available data, in contrast, show that blocking decreases decidedly with the salience of the blocked stimulus (Burns et al., 2011; Feldman, 1975) . The third prediction, that responding to A should drop between phases one and two, is apparent from writing down the expressions for R A after phases one and two:
where I and II indicate values at the end of each phase. It is clear that R II A is predicted to be smaller than R I A , because V A¨B and V B¨US grow substantially during phase two, while V A¨US cannot grow much unless very little learning had occurred in phase one. Esber et al. (2009) derived this prediction through verbal arguments and computer simulation, and tested it in an experiment on classically conditioned magazine approach in rat. They found the opposite result: an increase in responding to A between phases one and two.
Retrospective revaluation
A major source of interest into comparator theory is the possibility of accounting for "retrospective revaluation," i.e., for changes in responding to a CS caused by experiences with other CSs with whom the first had been associated. While these phenomena are often hard to account for in acquisition-based theories (Aitken, Larkin, and Dickinson 2001; Wasserman and Berglan 1998, but see Connor, LoLordo, and Trappenberg 2014; Ghirlanda 2005) , comparator theory provides a clear mechanism for revaluation because responding to a CS can change when any of the associative strengths in equation (2) changes. Here we use our solution to derive the predictions of first-order comparator theory in the paradigmatic designs of unovershaodwing and backward blocking, described below. We show that the theory may have a more limited ability to account for revaluation data than currently thought.
In unovershadowing, a first phase of compound conditioning with AB is followed by a second phase in which A is presented in extinction (an AB + | A 0 design). Retrospective revaluation occurs if the second phase results in increased responding to B. The first phase of backward blocking is also compound conditioning with AB, but the second phase consists in further conditioning with A alone (an AB + | A + design). Revaluation occurs if responding to B decreases between phases. In both designs, revaluation is measured by the difference in responding to B between phases, or R II B − R I B in our notation. According to the response equation, equation (2), R I B and R II B are given by
where we have used the fact that V B¨US and V B¨A do not change between the two phases. The amount of revaluation is thus:
This expression follows the same logic as equation (22), but now we are comparing responding across phases rather than across groups. Significant revaluation is predicted when V I B¨A is large and V A¨US changes considerably between phases one and two. Figure 5 displays the predictions that are obtained from equation (27) when associative strengths are calculated using our solution (see legend). The figure assumes that phase two is at asymptote-complete extinction of A in unovershadowing and asymptotic conditioning with A in backward blocking. If phase two is not asymptotic, revaluation is smaller but the pattern of results is the same. Fig. 5 shows that unovershadowing should increase with the length of phase one, and that backward blocking should occur only if the length of phase one is within a restricted range. These results can be understood by substituting the asymptotic values of V A¨US in equation (27) . In the case of unovershadowing we have V II A¨US = 0, so that:
Clearly, a longer phase one strengthens both V I B¨A and V I A¨US and thus increases revaluation of B. In the case of backward blocking, on the other hand, we have V II A¨US = 1, leading to:
A long phase one results in V I A¨US being close to one, so that little revaluation can occur. This follows directly from the fact that revaluation of B requires a change in V A¨US . If this association is already strong at the end of phase one, there is no room for further growth. According to equation (29), moreover, if phase one is too short the CS-CS association V I B¨A is small and cannot effectively mediate revaluation. Thus backward blocking requires phase one to be long enough for V B¨A to grow, but not so long that V A¨US cannot further increase.
The main difficulty in evaluating these predictions is that the learning data necessary to assess whether learning was asymptotic or not are rarely reported. For example, findings of backward blocking after a short phase one, e.g., 16 trials in Urushihara and Miller (2010) , in rats, or eight trials in Blaser, Couvillon, and Bitterman (2004) , in bees, appear consistent with the theory. Few trials, however, do not guarantee that learning was far from asymptote, and studies with the same preparations have reported near-asymptotic learning with a similar number Figure 5 . Predictions of first-order comparator theory about the revaluation of responding to stimulus B in unovershadowing (AB + | A 0 ) and backward blocking (AB + | A + ). These predictions are derived from equation (27) using equation (11) to calculate associative strengths, under the assumption of full reinforcement. Writing for brevity c = 1 − α A α US and d = 1 − α A α B , the amount of revaluation in unovershadowing is calculated as γ (1 − d t 1 )(1 − c t 1 )(1 − c t 2 ), while in backward blocking it is −γ (1 − d t 1 )(c t 1 +t 2 − c t 1 ), where t 1 and t 2 are the trials in phases one and two, respectively. The figure assumes an asymptotic phase two. A pre-asymptotic phase two results in less revaluation of B without changing the pattern of results. Parameter values as in Table 1 , with the more salient stimulus having α = 0.5 and the least salient one α = 0.25. of trials (Blaser et al., 2004; Giurfa & Sandoz, 2012; Hall, Prados, & Sansa, 2005) . The only revaluation study we are aware of that reports sufficient learning data is San-Galli et al. (2011) . These authors ran unovershadowing and backward blocking experiments with rats, using a light (L) and a tone (T ) as stimuli. In phase one, all animals received compound conditioning (LT + ) to asymptote (stable responding in the last 72 of 216 trials). In phase two, four experimental groups received either continued conditioning or extinction with either the light or the tone (T + , T 0 , L + , or L 0 ). Two control groups received no additional training. Experimental groups where then tested with the stimulus they had not experienced in phase two; one control group was tested with the light and the other with the tone. The results are shown in Fig. 4 , bottom, and can be summarized as follows:
• At test, the T + group responded less to L than controls (Figure 4 , bottom left). This demonstration of backward blocking is not compatible with first-order comparator theory because phase one was asymptotic. In-deed, responding to the tone did not increase in phase two (V I A¨US = V II A¨US ), so that equation (27) predicts no revaluation of B.
• The T 0 group responded to L as much as controls. This failure to observe unovershadowing is counter to predictions because phase two decreased responding to the tone substantially, which according to equation (27) should have led to increased responding to the light.
• There was no significant revaluation of T in the L + and L 0 groups. This is compatible with predictions to the extent that responding to the L changed little, hence little revaluation of T was expected. Note that, had learning data not been available, one could have claimed stronger support for the theory by assuming pre-asymptotic learning, in which case strong backward blocking and weak unovershadowing are expected ( These results are as expected from comparator theory (Fig. 5) , although their full evaluation is prevented by the fact that changes in responding to the stimulus presented in phase two were not reported. Lastly, it is worth noting that both San-Galli et al. (2011) and Liljeholm and Balleine (2006) found revaluation of the less salient of the two stimuli, but not of the more salient, while firstorder comparator theory predicts no asymptotic effect of stimulus salience.
The acquisition of conditioned responses
In this section we consider the fundamental phenomenon of associative learning, namely the acquisition of a conditioned response (CR) to a stimulus (Bouton, 2007; Pearce, 2008) . Our goal is to show that our solution can be used to fit comparator theory to specific data sets, which enables us to further characterize strengths and weaknesses of the theory.
The acquisition of a CR is generally construed as a discrimination in which the animal learns to respond to the CS, A, and to ignore the compound stimulus ACx formed by the CS and the context, Cx. The next equation, which is simply a rewriting of equation (15) with an explicit dependence on trial number, gives responding to A and (30), with associative strengths given by equation (10). We assumed all associations to start at zero, and we set α US = 1. See text and Table 2 for further details.
Cx at trial t:
The learning curves arising from these equations vary considerably with parameter values, and it is nearly impossible to ascertain whether a particular data set can be reproduced accurately without a quantitative analysis. Urcelay et al. (2012) and Witnauer and Miller (2011) have developed viable approaches to fitting comparator theory by simulating the model repeatedly varying parameter values, and retaining the values that yield the better fit. Our solution enables us to use a simpler method that does not require programming a simulation. In the case of acquisition, for example, we first write computer code that uses equation (10) to evaluate equation (30) with given parameter values, then we use standard model fitting software to look for best-fitting parameter values. Figure 6 shows the result of this procedure with four data sets. Sample code for the R statistical environment (Team, 2013) is provided in . Table 2 gives the best-fitting parameter values as well as the values of design parameters, which were not fitted but set to mirror the CS-CS and CS-US contingencies in each experiment (see Table legend ).
Overall, comparator theory provides an excellent fit to acquisition data, accounting for 90-96% of the variance in CR strength over trials, including the extinction data from Miller et al. (1981) . While we cannot draw definitive conclusions based on only four data sets, the examples show how model fitting can help evaluate the theory. Importantly, through fitting we can assess whether, according to the model, learning has reached asymptote. As seen above, being able to make this assessment is often important to evaluate the theory. Among our examples, the assumption that acquisition had reached asymptote is appropriate for Esber et al.'s (2009) and Miller et al.'s (1981) data, but not for Kehoe et al.'s (2013) and Zelikowsky and Fanselow's (2010) .
Fitting also enables us to determine whether specific findings can be reproduced by the theory. Miller et al.'s (1981) Table 2 Model parameters for the acquisition and extinction curves in Fig. 6 . Parameters α A , α Cx , κ, and γ have been found by model fitting as described in the text. Parameter p A was set to the ratio of trial duration over the sum of trial duration and inter-trial interval (ITI), as prescribed by Stout and Miller (2007) . In Esber et al. (2009) around session five. Comparator theory can produce such peaks, which has been used to contrast it with acquisitionbased theories (Stout & Miller, 2007; Urcelay et al., 2012) . The model's fit to these specific data, however, shows no peak. Thus either the model is correct, and the peak represents measurement error, or the peak is genuine and the model cannot reproduce it. In Zelikowsky and Fanselow's (2010) data, on the other hand, both the fitted model and the data show a peak, providing better support for comparator theory than Miller et al.'s (1981) data. Lastly, fitting data on responding to the CS enables us to make predictions about responding to the context, because the associative strengths in R A and R Cx (equation 30) depend on the same parameters. Figure 6 shows that, in order to reproduce accurately responding to the CS, the model must adopt parameter values that make unexpected predictions about the context: in Esber et al.'s (2009) case the context should have elicited almost as much responding as the CS, while in Miller et al.'s (1981) and Zelikowsky and Fanselow's (2010) cases the context should have become strongly inhibitory.
The US intensity paradox
In this section we present an analytical treatment of acquisition that complements the model fitting approach of the preceding section. Our goal is to show that comparator theory makes surprising predictions about the effect of US intensity on conditioning. Empirically, CR strength is most often found to increase monotonically with US intensity (Annau & Kamin, 1961; Boren, Sidman, & Herrnstein, 1959; Morris & Bouton, 2006; Passey, 1948) . Witnauer and Miller (2013) note, however, that CR strength has also been found to decrease past a given US intensity (Davis & Astrachan, 1978; Leaton & Borszcz, 1985) , a finding which we may refer to as the "US intensity paradox." Witnauer and Miller (2013) replicated this effect, and showed that it can be reproduced by Stout and Miller's (2007) SOCR model (in the case of acquisition, SOCR is equivalent to the original comparator theory, see below). Witnauer and Miller, however, investigated the phenomenon far from asymptote. Our solution shows that the asymptotic prediction can be strikingly different. Modeling acquisition as an ACx + vs. Cx 0 discrimination (see preceding section), we have the following asymptotic values for the associations in equation (30): 
Horizontal axis units are relative to β A . The peak in the top panel, for example, corresponds to a US salience that is about half of CS salience.
where we have used a generic reinforcement probability, p US|A , because we want to study the difference between partial and full reinforcement. Note that in the second equation the reinforcement probability of the context is p US|Cx = p A p US|A because the context is reinforced only when A is presented and it is reinforced. Using the above expressions in equation (30) we can study how the asymptotic value R ∞ A varies with US salience (recall that β US = α US /κ). Figure 7 shows that the results agree with Witnauer and Miller's (2013) pre-asymptotic analysis only for partial reinforcement. For full reinforcement, in contrast, we have the striking prediction that CR strength should decrease monotonically with US salience, which has never been observed to our knowledge. This result is relevant because full reinforcement is the most common reinforcement schedule in classical conditioning, used for instance in many studies of the US intensity paradox.
To understand this prediction, set p US|A = 1 in equation (31) and recall that v(β US , 1) = 1 (equation 14). Then equation (30) yields:
It is then clear that R ∞ A decreases with β US , because v(β US , p A ) increases with β US (Fig. 1) . These equations lead us to a further remarkable prediction: that increasing US intensity should increase responding to the context. In fact, the first term is R ∞ Cx increases with US salience, while the second is constant. Figure 7 shows that this effect also appears under partial reinforcement, and that under both partial and full reinforcement it can be so strong as to lead to more responding to the context than to the CS. Thus comparator theory predicts that increasing US intensity should make it more difficult to discriminate which stimuli signal the US vs. its absence.
The role of context as a comparator stimulus
While context can be an important comparator stimulus, as we just saw in our analysis of CR acquisition, we show in this section that taking into account CS-context and context-US associations does little to ameliorate the difficulties of first-order comparator theory identified earlier in compound conditioning, blocking, and retrospective revaluation. Considering the context in addition to CSs A and B amounts to modifying equation (15) as follows:
In compound conditioning, we concluded that first-order comparator theory predicts R ∞ A = R ∞ B even if A is assumed more salient than B. Taking into account the context does not modify this conclusion. Because A and B are always presented together, V ∞ A¨Cx = V ∞ B¨Cx = 1, so that the context comparator term contributes equally to R ∞ A and R ∞ B . Moreover, before asymptote V A¨Cx is larger than V B¨Cx , so including the context predicts even less responding to the more salient stimulus than neglecting the context.
In blocking, we obtained our results contrasting R B in the experimental and control groups, as expressed by equation (22). Including the context modifies this equation as follows:
where we have used the fact that V B¨Cx is equal in the two groups (we neglected, for simplicity, the function f ). The added term, on the second line of the equation, is either positive or null, because V Co Cx¨US ≤ V Ex Cx¨US given that the control group is exposed to the context-US contingency for a shorter time (the equality obtains if this shorter time is nevertheless sufficient for asymptotic learning). Thus including the context either has no effect, or it further decreases the amount of blocking predicted.
A similar argument holds for unovershadowing and backward blocking. The formula for the revaluation of B, equation (27), is modified as follows by the addition of the context comparator term:
where we have exploited the fact that V B¨Cx does not change in phase two because B is not presented. To evaluate whether the predictions of this equation differ significantly from those of equation (27), we need to understand how V Cx¨US changes across phases one and two. In unovershadowing, V Cx¨US decreases in phase two, the more so the longer this phase. Thus we confirm the result that a longer phase two is predicted to increase unovershadowing. In backward blocking, the context-US contingency is the same in phases one and two. If phase one is not too short, V Cx¨US will not change appreciably in phase two and the context will make no contribution to revaluation of B. If phase one is short, however, V Cx¨US will increase in phase two, leading to a negative contribution of the context comparator terms. This means that including the context makes it even harder to observe backward blocking.
Second-order comparator theory
In this section we show how our solution can be used to understand the effects of second-order comparator stimuli, as proposed by Denniston et al. (2001) and later formalized by Stout and Miller (2007) . While first-order comparator stimuli can reduce responding, second-order comparator stimuli can reduce the effect of first-order comparator stimuli and thus enhance responding. We analyze the same experimental designs considered above, concluding that second-order comparisons are unlikely to resolve the challenges these designs pose to first-order comparator theory. We omit blocking in the interest of brevity, as the effect of second-order comparisons in this design has been elucidated by Esber et al. (2009) .
Formally, second-order comparator theory modifies equation (2) by replacing the associative strengths in that equation with functions that compute the outcome of the second-order comparator process. These functions are, in turn, defined in analogy to the first-order process in equation (2). Concretely, equation (2) is replaced by:
where the 2 in R 2,X indicates that we are now considering the second-order theory. The functions r 1 and r 2 compute the outcome of second-order comparator processes applied to CS-CS and CS-US associations, respectively. As mentioned above, r 1 and r 2 are defined in analogy with equation (2), as follows: 3
where µ is the strength of the second-order comparator process. Stout and Miller (2007, p. 766 ) assume for µ a value slightly smaller than for γ , the strength of the first-order comparator process. Here we assume µ = 0.8 3 Stout and Miller (2007) write r for both r 1 and r 2 , but we use different symbols to highlight a difference between calculations of CS-CS and CS-US second-order effects (Denniston et al., 2001, p. 84-85) . For example, given stimuli A, B, and C, the CS-US associative strength V A¨US appears in two different computations, namely in second-order comparisons that affect responding to B and in those that affect responding to C:
In Stout and Miller (2007) , these expressions are both written r(V A¨US ) and are disambiguated based on context. The CS-CS associative strength V A¨B , on the other hand, appears only in the calculation of the second-order comparisons for A so the notation r(V A¨B ) has only one possible interpretation, referred to here as r 1 (V A¨B ). Table 3 Formulae to calculate responding to stimuli A and B and context Cx in second-order comparator theory. The formulae are obtained by expanding equations (36) (37) (38) (39) (40) . The function f is omitted when it has only one argument, in which case it has no effect. The value of associative strengths is given by equation (10). If V = 0, it is assumed that r 1 (V ) = 0 and r 2 (X,V ) = 0.
in examples, and γ = 0.9 as above. Note that, while not explicit in the notation, r 1 and r 2 are assumed to be 0 if the associative strength argument is zero.
Second-order comparisons make a full analysis of the theory significantly harder. For example, to take into account all potentially relevant effects in an experiment with stimuli A and B, and context Cx, we need the 15 equations in Table 3 . When expanded, the equations for responding to A, B, and Cx contain products of CS-CS and CS-US associative strengths of degree up to four, including such terms as γ µV A¨B V B¨Cx V Cx¨US and −γ µ 2 V A¨Cx V B¨Cx V 2 Cx¨US . While a direct analysis of the equations is challenging, in many cases we can evaluate second-order comparator theory in a principled way by building on our analysis of the first-order theory and on the logic of equations (36) (37) (38) (39) (40) . Notably, second-order comparator theory continues to use equation (1) for learning. Thus all associative strengths can still be calculated using our solution, equation (10).
The acquisition of conditioned responses
When considering the acquisition of a conditioned response to a single CS, second-order comparator theory is identical to first-order comparator theory. The reason is that we are considering only two stimuli, the CS and the context, hence there is no CS that can serve as secondorder comparator stimulus. Thus all results derived above in the sections on acquisition and the US intensity paradox continue to hold.
Separate conditioning of two stimuli
To gain insight into second-order comparator theory, we consider first an experiment in which the equations simplify considerably. If, in fact, stimuli A and B are conditioned in the same context, but are never presented together, we have V A¨B = V B¨A = 0. In this case, the expressions for R 2,A and R 2,B in Table 3 reduce to:
Let us consider asymptotic predictions first. We assume that A is more salient than B and that both are fully reinforced (partial reinforcement would yield the same conclusions). Under these circumstances V A¨US and V B¨US will have an asymptotic value of one. The asymptotic value of V B¨Cx and V A¨Cx is also one because the context is always present. Thus at asymptote responding to A and B is:
The first two terms, identical in the two expressions, are the result from first-order comparator theory, which predicts no difference in responding to A and B despite possible salience differences. The last term is the contribution of the second-order comparator process. Intriguingly, this term boosts responding to the least salient stimulus more, because if A is more salient than B we have V ∞ Cx¨A > V ∞ Cx¨B . Thus second-order comparator theory predicts that, of two stimuli conditioned separately in the same context, the least salient should elicit more responding. Figure 8 shows how this prediction emerges during the course of learning, in the case of spaced or massed trials. The effect is most significant, and has an earlier onset, with massed training, in which case CS-context and context-US associations are stronger and second-order comparisons more important.
To our knowledge, the prediction just discussed is novel, and can be tested relatively simply. One could, for example, train three groups of subjects with CSs A and B of presumably different salience (say, a loud tone and a dim light). Group 1 would be trained with A only, Group 2 with B only, and Group 3 with both A and B (separately). Second-order comparator theory predicts that the stimulus that conditions more quickly in Groups 1 and 2 should receive weaker responding by Group 3. To maximize the chance of observing the effect, massed trials should be used. First-order comparator theory, on the other hand, predicts equal responding to the CSs in Group 3 as in Groups 1 and 2.
Compound conditioning
We showed above that first-order comparator theory predicts little asymptotic responding to stimuli A and B, presented each on its own, when conditioning their compound AB-a prediction that we found hard to reconcile with empirical data. Here we show that second-order comparator theory overcomes this problem and predicts sustained responding to A and B. Our analysis, however, also reveals two unlikely predictions: that the more salient of A and B should eventually receive less responding, and that the context should elicit as much responding as the CSs.
To derive these predictions, we first note that in compound conditioning we have V ∞ A¨B = V ∞ B¨A = 1 and
If we assume, for simplicity, full reinforcement of the AB compound we also have
The asymptotic values of associative strengths V Cx¨A , V Cx¨B , and V Cx¨US , on the other hand, are less than one and depend on the saliences of A and B and on how often A and B are presented. Let us write, for brevity:
With these values of associative strengths, the equations for the r 1 and r 2 functions in Table 3 become:
After some algebra, we obtain the following expressions for the asymptotic responding to A, B, and Cx:
To establish that R ∞ 2,A and R ∞ 2,B are not small, we notice that second-order comparisons counter first-order comparisons almost exactly given Stout and Miller's (2007) assumption that µ is close in magnitude to γ , which in turn is close to 1. Thus, unless c is very small, both 1 − cµ and 1 − µ are small and the total effect of first-and second-order comparator terms is also small. To establish that the most salient stimulus is predicted to eventually receive less responding, note that R ∞ 2,A and R ∞ 2,B differ only in the last term and that, if A is more salient than B, then a > b. The latter implies that the term c − µa, which detracts from responding to B is smaller than the term c − µb which detracts from responding to A. Lastly, to establish that responding to the context is predicted to be strong, we note that the combined effect of first-and second-order comparator processes is, ultimately, to detract very little from V ∞ Cx¨US . If µ is close to one, in fact, the quantity (1 − µ) 2 is small and responding to Cx is close to the full associative strength V ∞ C¨US = c (for example, µ = 0.8 gives (1 − µ) 2 = 0.04). Figure 8 shows how responding to A, B, and Cx develops throughout learning in the case of massed and spaced trials, under the assumption that A is more salient than B and that Cx has low salience (computations with a high salience Cx, not shown, yielded simular results).
Retrospective revaluation
Analyzing backward blocking and unovershadowing in second-order comparator theory requires the full equations in Table 3 . Their complexity, and the number of parameters that can be varied, renders a formal analysis challenging. Nevertheless, our solution enables us to conclude with relative ease that second-order comparator cannot account for backward blocking, while unovershadowing may lie within its reach (the reader may recall that we reached a similar conclusion for the first-order theory). To reach these conclusions, we explored the theory's parameter space systematically varying the salience of A, B, and Cx, and the length of phases one and two as indicated in Table 4 , for a total of 48,126 parameter combinations. For each such combination, we used our solution and the equations in Table 3 to calculate responding to the target CS, B, in backward blocking and unovershadowing. We then quantified revaluation as the change in responding to B across phases one and two. While this exercise is not as conclusive as fitting the theory to specific data sets, or as a complete (and necessarily lengthy) formal analysis, it enables us to explore whether backward blocking and unovershadowing are easy or hard to observe in second- order comparator theory. The results are summarized in Fig. 9 . We found backward blocking in only about 2.5% of parameter combinations. Even in these cases, the revaluation effect is tiny, the maximum being less than 0.05. About 97.5% of parameter combinations yielded increased responding to B, i.e., revaluation in the opposite direction of backward blocking. Unovershadowing, on the other hand, was observed for about 45% of parameter combinations, although it was rarely large.
Sometimes competing retrieval (SOCR)
Stout and Table 4 Parameter space explored in computations of backward blocking and unovershadowing in second-order comparator theory. Fixed parameters not listed here were as in Table 1 , plus µ = 0.8 for the strenght of the second-order comparator process. The parameter p CS is the probability of CS trials, as opposed to context-only trials. The parameter space so defined includes the values suggested by Stout and Miller (2007) , as well as asymptotic and pre-asymptotic regimes. To increase the plausbility of the theoretical scenarios, we constrained the context to be at most as salient as the least salient of A and B.
times competing retrieval," or SOCR, because, by virtue of the switching operator, comparator stimuli can increase responding as well as detract from it. Formally, Stout and Miller (2007) introduced new dynamical variables O X,Y,US , called "switching operators," that modulate the effect on associative strength V X¨US of the comparator term arising from associative strengths V X¨Y and V Y¨US . Let us, for simplicity, introduce this variable in first-order comparator theory. Equation (2) is modified to read
It is assumed that, initially, O X,Y,US = −1 so as to turn comparator terms from inhibitory to excitatory. The inhibitory effect of comparator terms is recovered through experiences, in either of two ways. First, if V X¨US becomes greater than zero, then O X,Y,US switches abruptly to a value of one, thereby restoring the full inhibitory effect of the corresponding comparator term. Second, if V X¨Y and V Y¨US become greater than zero, O X,Y,Z progresses toward a value of one according to the equation
where ρ is a new, positive parameter. This equation describes approach to an asymptotic value of O X,Y,US = 1 at an instantaneous rate of α X µV X¨Y V Y¨US . We refer to Stout and Miller (2007) for an extended discussion of the effects of switching operators. Here we limit ourselves to the following observation: switching operators, by definition, only play a role when stimuli are presented without reinforcement at a time when they have null associative strength. In all designs lacking this feature the switching operator has no effect. This remains true when second-order comparisons are introduced, which do not modify how the switching operator works. Thus in all cases discussed above the full SOCR model makes the same prediction as second-order comparator theory.
Discussion
We have provided an analytical solution of comparator theory and applied it to some paradigmatic experimental designs to derive both asymptotic and pre-asymptotic predictions, and to fit the theory to specific data sets. We have thus been able to pinpoint several difficulties with the theory in such phenomena as CR acquisition, compound conditioning, and blocking. These are phenomena which many acquisition-based theories handle, overall, satisfactorily (Blough, 1975; Ghirlanda, 2005; Pearce, 1987 Pearce, , 1994 Rescorla & Wagner, 1972; Wagner, 2008) . We also studied two retrospective revaluation scenarios-backward blocking and unovershadowing-which pose significant challenges to most acquisition-based theories (Aitken et al., 2001; Connor et al., 2014; Ghirlanda, 2005; Wasserman & Berglan, 1998) . We showed that comparator theory predicts revaluation under much more restricted circumstances than might be concluded from verbal arguments, and that it remains unclear whether these circumstances actually match the experiments in which revaluation has been observed.
Although these results suggest that comparator theory offers few advantages over acquisition-based theories, especially considering the added complexity, we do not claim to have evaluated the theory fully. Neither we claim to have rejected its core ideas, that stimulus-stimulus associations are important determinants of behavior and that significant information processing occurs at retrieval (Hall, 1991; Kendrick et al., 1986; Underwood, 1957) . Our results show, however, that at least two aspects of comparator theory should be revised for the theory to remain viable. The first is the treatment of stimulus salience. In its current formalization, the theory appears to make unsatisfactory predictions about the influence of US and CS salience on responding, such as that a more salient US is predicted to result in weaker conditioning (given full reinforcement). Additionally, in first-order comparator theory there is no effect of CS salience at asymptote on any of the phenomena considered above, while in the second-order theory the effect of salience appears sometimes paradoxical, leading to stronger responding to the least salient of two stimuli.
A second aspect of the theory that is likely to need revision is its explicit rejection of global error correction (Stout & Miller, 2007) , an important consequence of which is the theory's inability to solve discriminations that animals appear to master easily. In many of the experimental designs discussed above, for example, responding to the experimental context is often predicted to be as high as responding to CSs, or higher. While responding to the context may not be adequately assessed in all studies, this prediction appears striking as it implies that animals would not learn the differential value of stimuli, an ability that is considered a cornerstone of associative learning.
We would like to conclude by noting that, owing to the lack of learning data, we have at times been unable to adjudicate whether specific experimental results agree or disagree with comparator theory. Learning data are necessary whenever the theory makes qualitatively different predictions far from or close to asymptote, such as in compound conditioning. Learning data are also necessary to fit the theory-a powerful way to assess it (Urcelay et al., 2012; Witnauer & Miller, 2011 , 2013 .
We suggest that learning data should always be made available, whether in publication or in permanent data stores.
