We present a class of continuous random processes with non-local memory. As a starting point, we use the markovian gaussian Ornstein-Uhlenbeck random process and introduce an integral memory term depending on the past of the process into expression for the transition probability function. An equation connecting the memory function (the kernel of integral term) and the two-point correlation function is obtained. A condition for stationarity of the process is established. We suggest the method to generate stationary continuous stochastic processes with prescribed pair correlation function. As illustration, some examples of numerical simulation of the processes with non-local memory are presented.
Introduction. Nature offers us a large number of examples of random processes. They occur in the science just so often as deterministic ones. A systematic understanding of these processes is necessary to describe a vast range of complex phenomena. However, no such general construction currently exists. The Markov processes are the simplest and the most popular examples for describing the random phenomena (see, e.g., [1] [2] [3] [4] ). The two gaussian Markov processes, Brownian motion and Ornstein-Uhlenbeck (OU) process [5] , have been used extensively in various applications from financial mathematics to natural sciences [6] [7] [8] . It is important to note that these processes use the local memory of the past known event in their history. Indeed, in the OrnsteinUhlenbeck model, the transition probability density ρ for the random variable X to take on the value x at the moment t + τ of time depends on the last known point X(t) = x 1 only, ρ X(t + τ ) = x|X(t) = x 1 = ν πσ 2 (1 − e −2ντ ) exp − (x − x 1 e −ντ ) 2 σ 2 (1 − e −2ντ )/ν .
Here ν and σ are two independent parameters of the model. For any ν > 0, the conditional probability distribution function (CPDF) (1) provides the stationarity of the OU process with the gaussian one-point distribution function ρ 1 (X(t) = x) = (1/ πσ 2 /ν) exp(−νx 2 /σ 2 ). The limiting case ν = 0 corresponds to the non-stationary Brownian motion. The correlation function of the OU process is proportional to exp(−ντ ), C(τ ) = X(t + τ )X(t) = σ 2 2ν exp (−ντ ),
where the symbol ... denotes a statistical averaging. Equation (1) defines the markovian process because it contains the local "memory" of its past at only one temporal point t.
The Ornstein-Uhlenbeck process can be described by the Langevin equation or, more correctly from the mathematical point, by the stochastic differential equation (SDE) [6] ,
Here dW (t) is the standard white noise, i.e., W (t) is the continuous centered Wiener process with independent increments with variances (
The term −νX(t)dt in Eq. (3) describes a local one-point feature of the process. The positive value of the constant ν provides an anti-persistent character of the process with attraction of X(t) to the point X = 0. As seen from Eq. (3), the Ornstein-Uhlenbeck process simulates the Brownian motion of a microscopic particle in a liquid viscous suspension subjected to a random force with intensity σ.
According to the Doob theorem (see, e.g., Ref. [7] and references therein), the OU process is the unique continuous markovian stationary gaussian process.
The classical books on probability and stochastics hardly mention the non-Markov processes despite they are most general in nature. A lot of systems in the real world are more complex than the markovian ones, they have non-markovian character of the memory (see, e.g., [9] [10] [11] [12] [13] ). Therefore, it is necessary to go beyond the simple Markovian model based on Brownian motion and Ornstein-Uhlenbeck process. Note that, in recent years, a lot of attention has been paid to the study of non-Markov processes due to their role in decoherence phenomena in open quantum systems (see, e.g., Refs [10, 14, 15] . Namely, non-markovianity can serve as a source for suppressing the exponential decay of coherence in the interaction of a quantum system with a classical thermal bath [16] [17] [18] .
As was shown in Refs. [19, 20] , the replacement of the exponential function exp (−ντ ) in Eq. (1) by any other function ξ(t) leads to the non-stationarity of the process. A particular class of strong non-markovian stochastic processes with long-range correlated noise appearing in the corresponding SDE was studied in Refs. [21, 22] . McCauley [23] considered the non-stationary non-markovian processes with 1-state memory where the SDE takes into account the value of X at fixed temporal point t 0 in the past.
As has been mentioned by many authors (see, e.g., Refs. [7, 24, 25] ), all non-markovian processes are "history"-dependent. In this paper, we take into account this history in the explicit form introducing an integral non-local memory term into Eqs. (1) and (3):
Here µ(t) is the so-called memory function; the case µ > 0 corresponds to the anti-persistent correlations while µ < 0 is suitable for describing the persistent ones. Contrary to the OU process where the transition probability, Eq. (1), is valid for arbitrary time interval τ > 0, we use Eq. (4) for small values of τ , smaller than any characteristic temporal scale of the process. For the OU process, CPDF (1) describes the transition from the last known point of the past to the current time whereas transition probability (4) takes into account the whole past history of the process. Therefore, Eq. (5) becomes the stochastic integro-differential equation (SIDE), and the process with memory µ(t) is non-markovian by definition.
Note that the descriptions of the process by Eqs. (4) and (5) are equivalent. Indeed, at small τ , the exponential factor in Eq. (4) represents a smeared delta function with the characteristic width σ √ τ . This gaussian delta function shows that the displacement of X, dX = X(t + dt) − X(t), occurring during time τ = dt, consists of two terms, deterministic and stochastic ones. The deterministic history dependent term is
′ dt that coincides with the first two terms in the right hand side of Eq. (5) whereas the stochastic term is described by σdW (t).
There exists a direct analogy between the processes considered here and well-known discrete high-order autoregressive sequences (see, e.g., Ref. [26] [27] [28] ). Such sequences are also characterized by non-local memory. We pay a special attention to the existence of important relation between the memory function and two-point correlation function, which is valid for auto-regressive sequences [26, 27] . Below we derive the similar relation for the continuous-time process, Eqs. (4) and (5), with non-local memory. This relation allows one to construct a continuous gaussian process with any prescribed twopoint correlation function. We demonstrate this ability by numerical simulations using two simple model examples of the memory functions presenting different kinds of correlations. In conclusion we discuss some possible generalizations of our construction.
Correlation function. In this section, we show that the process (4), (5) can be considered as a continuoustime interpolation of the known discrete-time higherorder auto-regressive (AR) sequence with similar statistical properties. The transition to continuous regime will allow us to generalize the Yule-Walker relation between the correlation and memory functions valid for AR sequences to the case of continuous processes with non-local memory.
The auto-regressive N -th order model, describing a random discrete-time sequence X n with the memory extended to N previously realized terms, is
where f r is the discrete memory function, ∆W n (τ ) = W n (τ ) − W n−1 (τ ) is the discrete white noise with nindependent variances (W n (τ ) − W n−1 (τ )) 2 = τ . It is suitable to put the sequence (6) onto the temporal axis with the time interval τ between n-th and (n − 1)-th events, i.e., X n = X(t n ) = X(nτ ). Then we present the local and non-local memory terms, f 1 and f r (r 2), in the form
The memory coefficients f r for the auto-regressive sequences are closely related to the correlation function C n by the Yule-Walker equation [26, 27] ,
The continuous Yule-Walker relation, following from Eqs. (7) and (8), is
This equation can be obtained not only by the limiting transition τ → 0, but also by means of SIDE (5). Multiplying Eq. (5) by X(t −t ), (t > 0) and averaging it over the statistical ensemble, we have
(10) Dividing this equation by dt, we get Eq. (9).
The continuous Yule-Walker equation defines the correlation function up to unknown normalization factor C(0). The normalization condition can be derived with the use of the time-independence of the one-point variance X 2 (t) = C(0). Taking into account this condition in the form X 2 (t + dt) = X 2 (t) with X(t + dt) ≈ X(t) + dX(t), neglecting the terms proportional to (dt) 2 in X 2 (t+dt) and using Eqs. (5) and (9), after some simple algebraic operations, we get the following relation:
Here the argument 0 + denotes taking the derivative at positive t close to zero. Note that this equation is valid to describe not only processes with non-local memory, but also with the local one, see Eq. (2). Two equations, (9) and (11), represent a very useful tool for studying the statistical properties of random processes with non-local memory. These properties are governed by the constants ν and σ and the memory function µ(t). To avoid some complications, we will suppose that this function, µ(t), has good properties at t → ∞. More exactly, we assume that the function µ(t) has either a finite characteristic scale T of decrease, or it abruptly decreases to zero at t > T , µ(t > T ) = 0.
Equations (9) and (11) enable one to solve two kinds of problems. First, for given ν, σ, and µ(t), solving integrodifferential equation (9) with respect to C(t), one can find the correlation function of the process, even without numerical construction of the process. The inverse problem of finding ν, σ, and µ(t) for given C(t) is much more important and interesting. We are able to construct a continuous gaussian process with any prescribed twopoint correlation function, satisfying natural restrictions C(t) < C(0), C(t → ∞) → 0. Using Eq. (9), we can find numerically the parameters ν, σ and the memory function µ(t) that provide the desired correlator C(t). This means that we can determine these characteristics for any natural continuous non-markovian process.
Stationarity. The Ornstein-Uhlenbeck process is stationary if its starting time is t 0 = −∞ and the parameter ν is positive [the OU process with finite starting point t 0 is asymptotically stationary at (t − t 0 ) ≫ 1/ν]. In this section, we analyze the conditions imposed on ν and function µ(t) necessary for stationarity of the considered here process with non-local memory.
The condition of the stationarity can be examined by an analysis of asymptotical properties of the correlation function. We carry out this analysis for processes with finite depth T of the memory function, when µ(t > T ) = 0. In this case, the correlation function has an exponential behavior,
for t ≫ T . Equation (9) yields the following algebraic equation for the complex damping coefficient z:
For the process to be stationarity, all roots of this equation should obviously have real positive parts, ℜ z > 0. Consider Eq. (13) for ν = 0. In this case, the stationarity of the process can be provided by the anti-persistent character of the memory function, µ > 0. However, contrary to the local memory in the OU process, where any ν > 0 provides the stationarity, the non-local anti-persistent memory cannot always do this. To demonstrate this, we consider two simple models of the memory functions. First example is the local, but remote from the instant time moment t, memory function,
where δ denotes Dirac's delta. In this case, and at ν = 0, Eq. (13) gives
We are interested in the root of this equation with the lowest real part (ℜ z) min because the exponential function in Eq. (12) with this exponent defines behavior of the correlation function at t → ∞.
In the interval 0 < µ 0 < µ c = 1/e, there exists an infinite set of the pairs of complex-conjugated roots of Eq. (15) . In addition, there exist two real positive roots, one of which is less than the real parts of all other roots. This means that the asymptotic behavior of the correlation function in Eq. (12) is exponential. Within the interval 1/e < µ 0 < µ crit = 2/π, the real roots do not exist, i.e., all roots have nonzero imaginary parts. Therefore, the exponential decrease of the correlation function is accompanied by oscillations. At last, for high enough values of µ 0 , at µ 0 > µ crit , the roots of Eq. (15) with negative real parts appear. This means that the process becomes non-stationary for strongly anti-persistent memory functions.
The second example is the step-wise memory function [29, 30] ,
where θ(x) is the Heaviside theta-function. In this case, Eq. (13) gives
For 0 < µ 0 < µ c ≈ 0.648, the root of Eq. (17) with minimal real part does not have imaginary part, that corresponds to exponential decay of the correlation function. In the interval µ c < µ 0 < µ crit = π 2 /2, all roots of Eq. (17) are complex with positive real parts and nonzero imaginary parts, i.e., the damping of the correlation function is accompanied by oscillations. At µ 0 > µ crit , the roots of Eq. (17) with negative real parts appear. This means that the process with the step-wise memory function becomes also non-stationary at high values of µ 0 .
Thus, we have come to a quite unexpected result. Contrary to the OU process with local memory, where the only one limiting point ν = 0 separates the stationary and non-stationary regimes, there exist two separating values of µ 0 for the process with non-local memory. This means that the stationary regime can be realized for µ 0 within some finite interval 0 < µ 0 < µ crit of the memory amplitude. At bottom limiting point, µ 0 = 0, we transit to the case of trivial Brownian motion while at upper limiting point, µ 0 = µ crit , we have the correlated Brownian motion with an oscillating correlation function. Numerical simulations. In this section, we demonstrate our ability to numerically generate the random process with given parameters ν, σ and memory function µ(t), and to solve the direct problem of finding the correlation function. We can also solve the inverse problem of generating the random process with prescribed correlation function C(t). Solving the inverse problem implies finding the parameters ν, σ and memory function µ(t) for generation of this process.
When generating the process numerically, one can arbitrarily specify the values X(t) of the initial part of sequence, at 0 < t < T , since a stationary process after a sufficiently long time t ≫ T becomes independent of them.
Note that the stationarity of the process together with a decay of correlations, i.e. C(t → ∞) = 0, leads, according to Slutsky's sufficient conditions [31] , to the meanergodicity. This property is very useful for numerical calculations since the averaging procedure can be done over the time of the process, and the ensemble averaging can be avoided. Therefore, we always apply averaging over t in our numerical calculations.
In the numerical solution of the direct and inverse problems, we always deal with discrete time. The time step τ is chosen to be much smaller than all other characteristic time scales of the model, i.e., ντ ≪ 1, µτ T ≪ 1. After selection of the parameters ν, σ and function µ(t), the Yule-Walker set of linear equations (8) for the correlation function C n (the direct problem) is solved by numerical methods. Similarly, knowing the prescribed correlation function, we can solve set of linear equations (8) for the parameters ν, f r , σ (the inverse problem). The transition to the continuous representation is made using the expressions C n = C t/τ = C(t) and (7). In Fig. 1 , we present the results of numerical generation of the process with given parameters ν, σ and memory function µ(t) and the correlation function for the constructed process. We choose the step-wise memory function in Eq. (16) with µ 0 = 0.1 and µ 0 = 4.0. The first value of µ 0 is chosen within the interval 0 < µ 0 < µ c ≈ 0.648 where the correlation function has the exponential asymptotics C ∝ exp(−zt/T ) with positive z = 0.1, see the dashed curve. The second value of µ 0 is within the interval µ c < µ 0 < µ crit = π 2 /2 where the damping of C(t) is accompanied by the oscillations, C ∝ exp(−zt/T ) with complex z = 0.16 + i * 2.94, see the solid curve.
In Fig. 2 , we demonstrate our ability to solve the in-verse problem. The solid line in the main panel shows the prescribed correlation function C(t) = (1 − t) exp(−1.1t). The inset (a) presents the calculated memory function µ(t) which is close to the exponential function 0.64 exp(−0.34t), and the inset (b) is the fragment of the generated process with this µ(t) and ν = 1.9. At last, the dotted line in the main panel shows the numerically calculated correlation function for the generated process. Conclusion. Using the markovian OU random process as the starting point and introducing an integral memory term depending on the past of the process into the expression for the transition probability function and stochastic differential equation, we construct a class of continuous random processes with non-local memory. We show that these processes can be considered as continuous-time interpolations of discrete-time higherorder auto-regressive sequences. An equation, analogous to the Yule-Walker one, connecting the memory function (the kernel of integral term) and the two-point correlation function is obtained. This equation enables one to solve two kinds of problems -the direct and inverse ones. We demonstrate our ability to numerically generate the random process with given parameters ν, σ and memory function µ(t). We also examine the inverse problem of generating the random process with prescribed correlation function C(t). Solving this problem implies finding the parameters ν, σ and memory function µ(t) for generation of this process. A condition for stationarity of the process is established. This condition is examined by an analysis of asymptotical properties of the correlation function. We give two examples of numerical simulation of the processes with non-local memory demonstrating our ability to solve the direct and inverse problems of generating the random processes.
We see several ways for generalization of the considered here model of processes with non-local memory: (i) to consider the processes with non-Gaussian (e.g., Levy-like) noise and/or with multiplicative noise; (ii) to study the processes with nonlinear and/or non-additive memory functions; (iii) to investigate the non-stationary Brownian motion with non-local memory; (iv) to consider the discontinuous processes (of the telegraph-like kind) with non-local memory. The particular attention should be paid to the application of the considered model for studying the non-local in time interaction of quantum systems with a heat bath (see, e.g., Ref. [32] ).
