PERTS is a prototyping environment for real-time systems. It contains schedulers and resource access protocols for time-critical applications, together with a comprehensive set of tools for the analysis, validation, and evaluation of real-time systems built on the scheduling paradigms supported by these building blocks. This paper describes the underlying models of real-time systems supported by PERTS, as well as its capabilities and intended use. A key component is the schedulability analyzer. The basic version of this system of tools supports the validation and evaluation of real-time systems built on the framework of the periodic-task model. This system of tools is now available.
INTRODUCTION
Recent advances in software engineering technology have made available design and prototyping tools that support the entire software development life cycle. Unfortunately, these tools are often ineffective for realtime applications, because they do not effectively deal with the problems of meeting timing constraints. Traditionally, real-time systems are built by first insuring that the application system meets its functional requirements, and then validating timing constraints in an ad-hoc and exhaustive manner. This approach is time consuming and the resultant system is difficult to maintain and extend. PERTS (Prototyping Environment for RealTime Systems) is a system of software modules and tools designed to offer an alternative to this approach. By providing a comprehensive system of design, analysis, measurement and simulation tools, PERTS supports the systematic and rigorous evaluation of new designs, experimentation with alternative scheduling and resource management strategies, and the analysis and validation of the resultant prototype system. PERTS is similar to many other real-time systems design and analysis tools. The advanced algorithms and rigorous tools available in PERTS distinguish it from other systems. For example, the PERTS schedulability analysis system has the capability of Scheduler 1-2-3 [I] but is more versatile and powerful. The PERTS testbed can be configured to simulate a wide range of operating systems, hardware platforms. and scheduling hierarchies. PERTS is not a stand-alone prototyping environment. Rather, it intends to provide tools and system building blocks that are not available in most prototyping environments (e.g., CAP [21).
Following this introduction, Section 2 describes the components, capabilities, and intended usages of PERTS. Section 3 describes the reference model used by PERTS to characterize real-time systems and capture their timing constraints and resource requirements. A key component is the schedulability analyzer. The problems in schedulability analysis have been solved to a great extent for systems based on the periodic-task model [3-91. The basic version of the PERTS schedulability analyzer makes use of these available results. This basic system of tools is now available and is described in Section 4. Section 5 discusses our future plans. Figure 1 shows a block diagram of PERTS. All PERTS tools and software modules are implemented in the C t e programming language and run under the X Window System. Currently, PERTS contains an extendable library of reusable software modules and a comprehensive set of analysis, evaluation and validation tools. The software modules implement commonly-used and new scheduling algorithms, communication protocols and resource access control protocols. The user can select and use a subset of them, together with an operating system kernel that allows external schedulers and resource managers, to assemble an effective run-time support system. PERTS tools provide worst-case bounds and performance predictions of systems based on different workload models and scheduling paradigms. These tools allow the user to validate the timing constraints of the prototype system and provide feedback on its performance throughout the prototyping process.
CAPABILITIES AND COMPONENTS
Specifically, the PERTS schedulability analyzer is an interactive design tool. It can be used for many purposes: to determine whether the budgeted amounts of resources are sufficient to achieve the required degree of responsiveness: to select computational algorithms from the available choices; and to suggest values of design parameters, such as the periods of the periodic tasks, the sizes of servers for handling aperiodic jobs, and alternative dependency relationships. It can also provide similar support in the later phases of prototyping, to identify and choose scheduling algorithms and resource access control protocols, for example. For this purpose, the schedulabilility analyzer will produce sample task assignments, schedules, memory layouts, etc. as feedback to support the iterative prototyping process. This system of tools also supports the hierarchical approach to building large and complex real-time software on distributed and parallel hardware platforms. Examples of algorithms and tools for this purpose include modules for scheduling and validating jobs with end-to-end deadlines and for assignment of jobs to processors.
When it is completed, PERTS will also contain timing analysis and measuremnt tools and a simulation environment. In the later stages of development, when some of the source code of the target system becomes available, the timing tools can be used to extract from the annotated code their processing time and resource requirements, control and data dependencies, and timing constraints. The PERTS simulation environment will allow the experimental evaluation of alternatives in scheduling and resource management and the performance profiling of the overall system. PERTS can also be used to ease the process of upgrading and re-engineering existing systems. The PERTS schedulability analysis and simulation tools can be used to identify where changes in software or hardware are likely to cause timing constraints to be violated, and to predict system performance for the changes proposed by the designer. By making it easier to acertain the timing impact of modifications, PERTS can help to reduce reengineering costs.
REFERENCE MODEL
For the purpose of validating its timing constraints and evaluating its performance, a real-time system is described in PERTS by a task graph, a resource graph and a set of scheduling algorithms and resource access control protocols. Figure 2 illustrates this reference model. The task graph describes the application system, called the task system. The resource graph describes the physical and logical resources available to the task system. The scheduling and resource access control algorithms characterize the part of the operating system that allocates resources to the task system.
Task and Resource Graphs
A PERTS task graph is an extended precedence graph; the model represented by the graph is an integration of three real-time workload models: the periodic-task model, the complex-job model and the imprecise computation model [lo] . Each vertex in the graph represents a job, a basic unit of work to be scheduled. Edges in a task graph are directed; they specify data, temporal and control dependencies among jobs. There is an edge from J to K if the corresponding job K depends on the job J in some way. Some attributes of a job are specified by both its own parameters and the parameters of the resource(s) it requires. An example is execution time, the actual amount of time that the job executes before it completes. This time is a function of both the processing time of the job and the processing rate(s) of the prmssor(s) it requires. The former is a job parameter and is the execution time of the job when the processing rate of the processor on which it executes is 1. Hence the execution time is reduced by the factor 1/x when the processing rate is increased from 1 to x . Another example is preemptability. We view a "nonpreemptable" value of the preemptability parameter of a job as an extemal constraint that the user wants imposed on the way the job is scheduled. Often. there is no intrinsic reason for a job to be nonpreemptable, but preemption may be costly. In this case, the user may say that the job is preemptable and rely on PERTS tools to determine when preemptive scheduling strategies are too costly and should not be used. On the other hand, whether a resource is preemptable is typically a functional property of the resource. For example, write locks and valid sequence numbers in a sliding window protocol are resources that must be used serially and, hence, are not preemptable. When a job requires a nonpreemptable resoure, it is nonpreemptable on that resource.
Scheduling Hierarchy
As shown in Figure 2 , the third element of the PERTS reference model is the set of algorithms and protocols used to map the task graph onto the resource graph. PERTS contains the C++ source code of a large variety of algorithms and protocols, including the wellknown algorithms for scheduling periodic tasks, servers for handling aperiodic jobs, on-line and off-line algorithms for scheduling imprecise computations and many other recently developed algorithms.
Some resources, such as memory, are physical entities. Other resources, such as database locks and system calls, are logical entities. Logical resources are implemented by system software and, therefore, must be scheduled to execute on physical resources. The scheduling and resource access control algorithms for this purpose are typically different from the ones used for the application system. Also, a job may be divided into subjobs, and the resources allocated to the job by the operating system are in turn allocated to the subjobs. Figure 2 shows such a scheduling hierarchy. The PERTS simulation environment and tools are based on this view of the overall system. Using them to study the interaction between scheduling strategies used in the different levels of the scheduling hierarchy will be convenient.
SCHEDULABILITY ANALYZER
The PERTS schedulability analyzer uses, as much as possible, analytical techniques that are based firmly on scheduling theory. These techniques have an advantage over simulation and testing in terms of reliability and cost. It is often difficult and complex to determine whether all jobs meet their timing constraints by simulation and testing because of scheduling anomalies, the unexpected behavior exhibited by scheduling algorithms that are priority-driven. All algorithms that never leave resources idle intentionally belong to this class, which includes almost all commonly used algorithms such as FIFO, earlist-deadline-first, and rate-monotonic algorithms. Graham has shown that the completion time of a set of jobs can be later when more processors are used to execute them and when jobs have shorter execution times and fewer dependencies [ll] . When jobs have arbitrary release times and share nonpreemptable resources, scheduling anomalies can occur even when there is only one processor and the jobs are preemptable.
Scheduling anomalies make ensuring full coverage in simulation difficult whenever there are variations in job execution time and resource requirements or jitters in job release times. Given an arbitrary scheduling algorithm, there is no efficient way to find the worst-case completion time of each job. Exhaustive methods have run-time exponential in the length of the schedule. Because of difficulties in validation arid certification, priority-driven scheduling algorithms have not been used in safety-critical real-time systems until recently, and then only in systems characterizable by workload models that support rigorous analytical methods. distributed random variables. An important feature that makes validation of this class of systems tractable is that tasks are statically bound to processors. Existing schedulability conditions for many well-known scheduling algorithms and resource access control protocols allow us to determine reliably whether a set of tasks will always complete in time. They constitute the theoretical basis for the basic PERTS schedulability analyzer.
Specifically, the version [lo] that is currently available supports arbitrary static priority-driven algorithms, including the rate-monotonic and deadlinemonotonic algorithms [3,4], and the earlist-deadline-first algorithm. The supported resource access control protocols include the non-preemptive critical section approach [5], the pnorityceiling protocol [8], and the stack-based protocol [9]. The priority-ceiling protocol has been extended to handle multiple units of resources. Aperiodic tasks can be scheduled according to a variety of approaches, including pure or persistant polling, and sporadic server [6].
Each part of the interaction between the user and the schedulability analyzer is called a dialogue. The three dialogues supported are System Analysis, Node Analysis, and End-to-End Analysis. Sysfem Analysis is the main dialogue. Schedulability analysis of a multiprocessor system begins here. Its objectives are (1) to help the user to assign tasks to nodes and to partition resources among nodes and (2) to show the schedulability results of the complete system. The user may initiate a No& Analysis dialogue to analyze the tasks and resources assigned to a selected node.
The term node refers to a computer. During Node Analysis, the analyzer proposes a server for each aperiodic task on the node, displays a short summary of schedulability results on all tasks that are bound to the node, and allows the user to initiate new dialogues. During these dialogues, the user can obtain detailed information about processor time usage, resource contentions and average response times. For example, the user may want to tune the average response time of some aperiodic tasks. This adjustment can be made in several ways, including changing the types of the servers and modifying the sizes of the servers. While choosing the Now there are rigorous analytical methods and types and parameters of the servers, the user may want efficient algorithms for finding the worst-case completion more accurate estimations of the average response times. times of jobs in systems based on the periodic-task model
The Aperiodic Tasks dialogue allows the user to design a [3-91. Such a system contains periodic tasks, each of simulation experiment and start a simulation process in the which is a periodic sequence of identical jobs, and background. Upon its completion, the user can visualize aperiodic tasks, each of which is a stream of randomly the simulation result, and after viewing the results, set the arriving jobs whose temporal parameters are identically server's parameters to those used in the experiment. As another example, in the Time Demand dialogue, the analyzer presents the schedulability results graphically to help the user gain insight into why the task system is schedulable or not schedulable, how much slack time the tasks have, etc. If the task system is not schedulable, the user can ask the analyzer to propose changes to the job and resource parameters in order to make it schedulable.
Both Node-Analysis and System-Analysis dialogues offer a node-oriented view of the system under consideration. The user looks primarily at nodes and sees the tasks that are assigned to them. In contrast, a taskoriented view provides the user with a picture of the tasks in the system, together with the information about the node to which each task is assigned. In some cases a task-oriented view of the system is required. This is especialIy m e in the analysis of multiprocessor and distributed systems in which tasks execute in turn on different nodes. In PERTS, the task-oriented view of the system is provided in the End-to-End Analysis dialogue. The End-ro-End Analysis dialogue provides information on whether each job will always meet its end-to-end deadlines, and gives its worst-case completion time on each processor on which the job executes. The user can choose to provide the immediate release time and deadline on each of the processor. Alternatively, only the end-toend release times and deadlines are given; the analyzer is left to assign the individual intermediate release times and deadlines.
FUTURE WORK
We are implementing the components of PERTS incrementally in the C++ programming language. Again, the basic schedulability analyzer, together with graphical editors needed to enter task and resource graphs, is now available. We plan to complete the PERTS simulation environment in the coming year. We also have been evaluating different approaches and methods for automatic extraction of information on processing time and resource usage of software modules written in annotated C++.
We are developing rigorous conditions and performance bounds needed to validate systems that do not conveniently fit in the framework of the periodic-task model. An example is a multiprocessor system in which each ready job is placed in a common queue and can be dispatched and scheduled on any available processor. Future enhancement of the schedulability analyzer to predict the timing properties of general systems will be built on these conditions. Some usable theoretical results do exist. For example, a well-known result is the worstcase bound of 2-l h on the response time of a set of jobs with identical release times when the jobs are dynamically scheduled on m processors [ 111. This bound can be used as a sufficient schedulability condition in a way analogous to the worst-case schedulable bounds based on the periodic-task model. Unfortunately, when the prooessofs in the system are heterogeneous and when there are many resources, the general worst-case bounds found in literature are often too pessimistic to be of practical use.
