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1 Introduction
1.1 Background
To say that modern-day technology would be different without our knowledge on
semiconductors, semi-insulators and insulators would be an understatement. In
the last half century tremendous effort has been put into research on the charge
transport in a large variety of these materials. At the beginning of this period the
applicability of semiconductors was generally restricted to crystalline materials,
due to their superior electrical performance in comparison with their amorphous
counterparts. Already then the impact of a large quantity of defects in the amor-
phous network on the electrical performance was acknowledged.
Not until 1975, after the recognition of the role of hydrogen in the amorphous
network [1,2], an enormous expansion of research in the field of amorphous semi-
conductors is observed. Due to the ability of hydrogen to passivate coordination
defects, viz. dangling bonds, the incorporation of hydrogen in the amorphous
network proved to be successful in reducing the negative impact of defects on
the electronic charge transport in semiconductors. The research on hydrogenated
amorphous semiconductors continued to further reduce the influence of defects
on the electrical properties.
In the field of insulators a similar trend is observed. Although silicon dioxides
(SiO2) fabricated at a high temperatures proved to be an adequate and stable in-
sulating compound, the high process temperature appeared not very appealing for
industrial applications. Hydrogenated amorphous silicon nitrides, a-SiNx:H, were
acknowledged as a suitable alternative, again with hydrogen incorporated into the
material to minimize the effect of defect states on the electrical properties.
In both fields of research, semiconductors and insulators, a lot of effort has
been put into methods to circumvent or minimize the impact of defects on the
electrical performance. But do we understand the mechanism of charge transport
through defect states itself? For one thing, these states appear to obstruct the
charge transport in semiconductors, but prove to be beneficial for conduction in
insulators. But what are the important factors in the conduction mechanisms, and
how do they relate to the macro- and microscopic structure of the material? These
are the issues we like to address in this thesis.
9
10 CHAPTER 1. INTRODUCTION
These are rather fundamental questions. However, our research also serves a
more practical use. Whereas historically most research focused on the minimiza-
tion of the influence of defects on the electrical conduction, this role has not been
completely eliminated. The ongoing downscaling of electronic circuits puts an
increasingly higher demand on the insulating properties of increasingly thinner
insulators. Consequently, the leakage current through defect states becomes more
and more important, and the contribution of the more defective interfacial regions
becomes increasingly more dominant. In semiconductors defect states still appear
to play a crucial role in issues concerning the stability of the electrical perfor-
mance, as the Staebler-Wronski effect in solar cells and the degradation of thin
film transistors (TFT’s) upon electronic stressing.
Furthermore, whereas device quality materials often require a high deposition
temperature, the application of such a process temperature can be hampered by
limitations on the endurance of the device. The increasingly growing market of
applications on light-weight and flexible (plastic) substrates, such as flexible solar
cells and liquid crystal displays (LCD’s), puts a limit to the preferred deposition
temperature of semiconducting and insulating layers in these devices. This can
lead to the unwanted incorporation of defects in the material and a deficient per-
formance of the device. On the other hand, charge transport through defect states
might prove beneficial in certain applications, once it is well controlled.
1.2 Silicon Suboxides: SiOx
In this thesis the structure and charge transport in silicon suboxides, SiOx, are
addressed. Not only are the limiting cases of this group of compounds, silicon
(x=0) and silicon-dioxide (x=2), probably the most widely used semiconductor
and insulator materials, respectively, the monotonic increase in resistivity with in-
creasing x provides an excellent tool to investigate the charge transport in both
semi-conducting and (semi-) insulating materials. This is illustrated by figure 1.1,
showing the room temperature conductivity of SiOx films with different x. The
conductivity of the film with oxygen/silicon ratio x≈1.3 appears ∼1010 times
lower than the conductivity in the x≈0 film; varying the oxygen/silicon ratio x
allows us to tune the conductivity between the levels of semiconducting and insu-
lating compounds.
Although already in the 1980’s silicon suboxides have been used as wide
bandgap materials in opto-electronic devices [3–5], their applicability is gener-
ally limited by their relatively inferior electrical properties. Almost simultane-
ously the material gained scientific and industrial interest due to the observed
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Figure 1.1: Electrical conductivity of SiOx at room temperature, as a function of
oxygen/silicon ratio x. The room temperature conduction of the a- SiO x layers
with x > 1.3 appeared to be lower than the detection limit (10−12 Ω−1cm−1)
of the measuring set-up.
occurrence of a thin layer of SiOx at the interface region between silicon and its
thermally grown oxide [6–9]. As is indicated above, the relative contribution of
this interface region, which extends over a few monolayers [8,9], increases signif-
icantly with decreasing thickness of the insulating SiO2 layer. Consequently, the
ongoing downscaling of devices raises the interest in the charge transport through
this interfacial SiOx layer. Furthermore, the observation of photo-luminescence in
bulk SiOx [10,11] opened up a new range of possible applications and led to new
investigations on the structure and electronic transport in these materials [12–16].
The tuneability of the resistivity of SiOx has led to the application of SiOx
films in the image developing units of printing systems [17]. In these systems the
image is developed on a rotating drum with a thin surface layer of SiOx. Magne-
tizable conductive toner particles are either rejected from the drum in a magnetic
field or attracted to the drum by an electric force, due to an electric field applied
between the toner particles and electrodes beneath the SiOx layer. In order to
manipulate the residence time of the toner particles on the drum the time scale of
discharge of the SiOx layer needs to be well controlled. Consequently, a good un-
derstanding of the charge transport in the SiOx compounds is essential. The image
developing process is referred to as ‘Direct Inductive Printing’ and is described in
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Figure 1.2: Hopping conduction in SiOx. Left: a 2- dimensional impression of
the SiOx network containing a large density of dangling bonds. Right: schematic
Density Of States (DOS) model, with a large density of localized states. Process
a. Hopping charge transport, b. Charge carriers activated to delocalized states.
detail in an international patent held by Oce´ Technologies [18].
The materials studied in this thesis are deposited as thin films by an rf mag-
netron reactive sputtering technique. This sputter deposition technique is one of
the most widely used methods of deposition, especially in the field of insulators,
since it provides a relatively easy, cheap and reproducible method of depositing
semiconducting and insulating compounds at a relative high deposition rate, even
at low process temperatures. Also the applicability of the deposition process on
structured or curved surfaces has proven to be appealing for industrial applica-
tions. In this thesis both the deposition on flat surfaces and the deposition on
curved surfaces are addressed.
The deposited silicon suboxides discussed in this thesis contain a large amount
of defects. Electron Spin Resonance (ESR) measurements reveal a density of
paramagnetic, predominantly silicon, dangling bonds in the order of 1020 up to
1021 cm−3, which is into the percentage range of the total atomic density. Not
surprisingly, the dominant charge transport mechanism occurs through a hopping
process between localized defect states, even up to room temperature. This hop-
ping process is envisaged in figure 1.2. Instead of a dominant conduction mech-
anism of charge carriers activated to delocalized states (process b) the charge
transport is dominated by thermally assisted tunneling events (‘hops’) between
the abundant localized defect states (process a).
On the other hand, the chemical composition and structure of the host network
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prove to be rather homogeneous. The combination of these structural and electri-
cal characteristics provides an excellent vehicle to investigate the hopping charge
transport mechanism and its dependence on the chemical and structural properties
of the material.
1.3 Objectives and Outline
Generally, this thesis deals with the properties of thin layers of silicon suboxides,
in particular with the relation between charge transport through localized states
and the chemical and morphological structure of the surrounding material on a
macroscopic to nano-sized scale. More specifically, the following questions are
addressed:
• What is the dominant mechanism of charge transport in the deposited defect-
rich silicon suboxides?
• What are the important parameters controlling this charge transport?
• What are the relations between these parameters and the structure of the
SiOx layers, on a macroscopic to nano-sized scale?
• Can we derive information on the structure of the material from the electri-
cal conduction?
To answer these questions we examined the structure of the deposited layers
and the electrical conduction through these layers in detail using several differ-
ent characterization techniques. The technical information on these techniques is
given in chapter 2, together with a description of the deposition process.
In chapter 3 the chemical and morphological structure of the deposited lay-
ers is discussed. The chapter is ordered according to descending scale of the
investigated structures. In the first part the atomic majority contribution of the
compounds is discussed, starting with the chemical composition and morphology
of the deposited layer. In the second part of this section the local atomic surround-
ings of the majority atoms, silicon and oxygen, are considered and the concept of
phase separation is addressed. The chapter continues with a section on the mi-
nority sites contribution to the material, viz. hydrogen and defect (dangling bond)
sites. Again, the local chemical surroundings of these sites are reviewed. The
chapter ends with an interpretation of optical measurements in terms of an elec-
tronic Density Of States (DOS) model. In this model both the atomic majority
and minority sites appear to play an important role.
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At the beginning of chapter 4 electrical measurements on the SiOx layers are
presented, revealing a dominant variable range hopping (vrh) conduction mecha-
nism. The chapter is devoted to the theoretical modeling of this charge transport
mechanism through localized states. The chapter is divided into two parts. The
first part deals with an analytical description based on the model proposed by
Mott in 1968 [19,20] and introduces the important parameters of this conduction
mechanism. In the second part a more quantitative description based on percola-
tion theory is introduced, revealing the quantitative relation between the important
parameters in the conduction process.
In chapter 5 the qualitative and quantitative results of chapter 4 are compared
with measurements on the conduction in our SiOx compounds. Both the conduc-
tion in the ‘as deposited’ compounds and after anneal treatments are discussed
in terms of the model presented in chapter 4. The quantitative analysis of the
measurements reveals the origin of similarities and differences in the electrical
conduction in SiOx with different x, in terms of the density and localization of the
hopping sites.
Chapter 6 concludes this thesis and discusses the questions stated on page 13.
The results of the analysis on the conduction experiments presented in chapter 5
are interpreted in terms of the structure of the material, as discussed in chapter 3.
A percolation type of conduction is suggested, similar to the variable range hop-
ping model proposed in the second part of chapter 4.
2 Experimental Techniques
2.1 Deposition
The films described in this thesis are deposited by a reactive rf magnetron sput-
tering technique. This deposition technique is characterized by the sputtering of
a metallic or semiconductive target in a reactive environment. The sputter depo-
sition system is composed of a pair of electrodes, a cathode and an anode. The
front surface of the cathode is covered with the target material to be deposited.
The substrate is placed on the grounded anode. The sputtering chamber is filled
with sputtering gas, typically argon. By supplying a high voltage to the cathode
a discharge of the sputtering gas (‘plasma’) between the cathode and anode is ob-
tained. When depositing insulating compounds the applied voltage needs to be rf
in order to prevent build-up of surface charge at either the cathode or anode. The
rf field between cathode and anode results in an effective DC field between the
plasma and the cathode. This field accelerates the positively charged ions present
at the edge of the plasma, resulting in the sputtering of the target. The sputtered
particles are deposited on all surfaces facing the target, such as the substrate.
In magnetron sputtering a magnetic field is superposed on the cathode and
plasma, parallel to the cathode surface. The magnetic field is oriented such that
the drift paths for electrons form a closed loop. This electron trapping effect
increases the collision rate between the electrons and the sputter gas molecules,
effectively increasing the plasma density. This leads to a higher sputtering rate at
the target.
Additionally, reactive species, such as O2, can be introduced in the sputter
chamber. Reactions between the target material and the reactive species can take
place at both the target and the substrate; reactions in the gas phase are generally
neglected, since these generally require a collision of three particles to preserve
both energy and momentum in the reaction. Sub-stoichiometric compounds are
commonly deposited at low partial pressures of the reactive gasses, resulting in a
dominance of the reaction at the substrate.
The rf magnetron sputtering technique is a commonly used deposition tech-
nique and is described in detail in several handbooks on deposition technologies
[21,22].
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Figure 2.1: Schematic top view of the used sputter deposition systems. The
distances are denoted in mm.
Two deposition systems have been used to deposit the films discussed in this
thesis. Both deposition systems are based on the rf magnetron sputtering tech-
nique described above, and are referred to as system A and B. The systems use
a poly-crystalline silicon target (purity 99.999%) and argon as the primary sput-
tering gas. Optionally, O2 is added to the sputtering gas. To facilitate a homo-
geneous plasma over the sputter volume the sputtering gas is introduced in the
sputter chamber by small inlets near the sputtering target. In both systems the
target was ‘clean-sputtered’ before deposition using an Ar plasma for at least one
minute to remove any native oxide layer on the target. The films were deposited
simultaneously on both crystalline silicon (100) and Corning 1737 substrates. The
substrate temperature was found to increase slowly during deposition, from room
temperature to maximally 90oC.
Figure 2.1 shows a schematic top view of both systems A and B. In system A
the distance between cathode and anode is 6 cm. The system uses a round target
of diameter d= 100 mm. Oxygen is introduced in the sputtering chamber by an
additional inlet away from the target. The system uses an rf power of 140 W at
a frequency of 13.56 MHz. The base pressure of the sputtering chamber is less
than 5 10−7 mbar. During deposition the pressure in the chamber was found to
be ∼5.5 10−3 mbar. The (DC) target voltage appeared between -70 and -80 V,
with the more negative values corresponding to the depositions with a higher O2
content in the chamber.
System B is larger than system A, using a rectangular target of size 120 x
400 mm and a sputterpower of 2000 W. The base pressure of the system is less
than 1 10−6 mbar. The pressure in the chamber during deposition is around
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1 10−3 mbar. Argon and oxygen are introduced into the system as a mixed gas
via the inlet near the sputtering target. The anode consists of a cylindrical drum
of diameter 100.5 mm, which rotates at a speed of 10 rotation/min around its axis
parallel to the target surface. The distance between target and the outer surface
of the cylindrical drum is 9.5 cm. Practical samples were obtained by attaching
flat substrates of crystalline silicon (typical size 2 x 3 cm) and Corning 1737 glass
(typical size 2 x 7.5 cm) to the outer surface of the drums. During deposition
target voltages around -600 V were measured.
2.2 Chemical Structure
2.2.1 Ion Beam Techniques
Both Rutherford Backscattering Spectroscopy (RBS) and Elastic Recoil Detection
(ERD) measurements were used to derive information on the chemical composi-
tion of the deposited films. The argon concentrations presented in this thesis were
derived using RBS measurements; hydrogen concentrations were obtained using
ERD measurements. Either RBS or ERD measurements were used to obtain infor-
mation on the concentration of silicon and oxygen in the investigated compounds.
Both techniques use a high-energy (MeV) ion beam incident on the sample
in vacuum (<10−6 mbar). In case of the RBS technique this ion beam generally
consists of H or He ions. These ions can scatter elastically on the nuclei in the
material by Coulomb repulsion. The energy of the ions that are backscattered in
the particular direction of a detector is measured. The geometry of the system
and the energy of the backscattered atom identify the mass and charge of the
atom at which the ion was scattered, using the laws of conservation of energy
and momentum. Furthermore, due to inelastic interactions with the electrons in
the sample, the particles experience an energy-loss on their trajectory through the
material. This energy loss is used to derive information on the depth at which
the collision took place. By fitting the obtained RBS spectra to a simulation the
concentration and depth profiles of the individual chemical elements in the films
are derived.
In our study we used an incident 2 MeV He+ beam, provided by a 3 MeV
single-ended Van de Graaff accelerator. The backscattered particles were mea-
sured at various angles with a silicon surface-barrier detector. The analysis of
composition and thickness was done using the computer code ‘RUMP’ [23] with
stopping tables from Ziegler [24].
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Whereas the RBS technique is increasingly more sensitive to heavier elements
in the films, ERD measurements are used to obtain information on light elements.
The technique is complementary to RBS. In ERD, not the backscattered primary
particle is detected, but the recoiled particle from the measured material. To this
purpose the incident beam consists of heavy energetic ions incident on the sample
under a small angle. Atoms that are lighter than the primary ions of the incident
beam are detected after being recoiled in the direction of a detector. To deter-
mine both the energy and the nature of the recoiled secondary particles a δE-E
telescope has been used [25]. In this telescope the energy loss of the particle in
both a transmission and a stopping detector is measured. The atomic number of
the recoiled particle is derived from the energy loss in the transmission detector,
consisting of a thin (5-9 µm) surface-barrier detector. Again, the energy losses
of both the incoming primary particle and the recoiled secondary particle in their
trajectory through the investigated compound are used to derive information on
the depth of the collision in the material.
In our ERD experiments we used different primary ion beams from a 6 MeV
tandem Van de Graaff accelerator, i.e. 50 or 60 MeV Cu9+, 66 MeV Cu10+,
72 MeV Cu11+, or 66 MeV Ag10+ ions. The incoming beam was projected onto
the samples at an angle of 25o with the sample surface. The recoils were detected
at a forward angle of 35o with the incoming beam. The computer code ‘I2P’ was
used to convert the measured ERD spectra to depth profiles [26]. The depth pro-
files were scaled to the measured spectra of reference samples, using the signal
of backscattered particles from a chopper wing in the incident beam as a mea-
sure of the primary ion dose. Absolute silicon and oxygen concentrations were
derived by scaling to the spectra of a thermal oxide SiO2 reference sample. The
observed hydrogen concentrations were found to decrease during measuring. Ini-
tial concentrations were recovered by extrapolating the detected concentrations
to the beginning of the measurements. Absolute hydrogen concentrations were
obtained by scaling to the observed concentration in a SiNx:H reference sample
with known composition.
For a more detailed description of both ion beam techniques RBS and ERD
we refer to literature [25,27,28].
2.2.2 X-ray Photoelectron Spectroscopy
The X-ray Photoelectron Spectroscopy (XPS) technique was used to analyze the
chemical structure and composition in the first few nanometers at the surface of
the SiOx films. The technique is based on the emission of photoelectrons from
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core levels of the present atoms by the absorption of X-ray photons with a well-
defined energy. Using an incident Mg-Kα X-ray beam the measured energies of
the photoelectrons typically range between 20 and 1200 eV. The mean free path
of these photoelectrons is between 5 and 30 A˚, depending on the photoelectron
energy [29]. By measuring the energies of the photoelectrons the binding ener-
gies of the corresponding core level electrons were retrieved, taking into account
the spectrometer work function obtained by a standard method proposed by the
American Society of Testing and Materials [30,31]. Thin SiOx films of thick-
ness ranging between 10 and 20 nm were used to minimize the effect of sample
charging during measuring.
We used a Vacuum Generators XR2E2 Twin Anode X-ray Source employing
a standard Mg-Kα source operating at 120 W. The photoelectrons were analyzed
using a CLAM-2 hemispherical sector analyzer, operating with a pass energy of
20 eV. The resolution of the system allowed us to distinguish between differences
in binding energies of ∼0.2 eV. The samples were measured in situ after deposi-
tion, without any intervening exposure to open air. More details on the set-up are
found in ref.[30].
Peak intensities were obtained by integrating the XPS yield after a correction
for the spectrometer transmission function [30] and the subtraction of a linear
background signal, attributed to inelastically scattered electrons. The (average)
composition of these films is derived from the relative O:2s and Si:2p peak in-
tensities scaled to the corresponding peak intensities of a sputter deposited SiO2
reference sample: x = 2(IO:2s/ISi:2p)/(IO:2s/ISi:2p)x=2. The stoichiometric
composition of the reference sample (x=2) was verified by ion beam experiments.
Additionally, to investigate the effect of an anneal treatment on the position
of the (electro-) chemical potential in the compounds the films were partially cov-
ered with an evaporated Au layer. Both Au:4f binding energies and the binding
energies of the Si and O core electrons were retrieved. Changes in the binding en-
ergies of the Au:4f electrons were interpreted in terms of changes in the chemical
potential.
2.2.3 Infrared Absorption Spectroscopy
Infrared (IR) absorption measurements were performed to examine the vibrational
modes of non-symmetric bonding configurations. The resonance frequencies in
the obtained spectra indicate the presence of specific bonding configurations. Mi-
nor shifts in the resonance frequencies reveal the different chemical surroundings
of these bonding configurations. Although the intensity of the absorption peaks
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is proportional to the number of associated bonding configurations present in the
material, we omitted a quantitative analyses due to the lack of a well-defined
proportionality constant. However, we did consider the relative contributions of
different chemical surroundings of a single bonding configuration, assuming an
equal proportionality constant of the vibrational mode in the different surround-
ings.
We used a Digilab FTS-40 spectrometer equipped with a liquid-nitrogen-
cooled HgCdTe detector to obtain the IR absorption spectra. The spectrometer is
based on the principle of a Michelson interferometer, in which two beams from an
infrared source are reflected at either a fixed or a vibrating mirror. The absorption
spectrum is derived from the Fourier transformed interference of the beams after
passing the examined compound. Data were collected within the wave number
range of 400-4000 cm−1, with a resolution of 2 cm−1. The measurements were
performed on SiOx films (∼0.5 µm) deposited on a c-Si wafer. Additional mea-
surements on a similar but bare c-Si wafer were performed to correct for absorp-
tion in the substrate. Furthermore, we applied corrections for multiple reflections
in the substrate [32] and coherent reflections within the layer [33]. Absorption
peaks were obtained after subtracting a background signal, fitted to a third order
polynomial function.
2.2.4 Raman Spectroscopy
Raman spectroscopy measurements were used to gain information on the struc-
tural order in our compounds. The measurements were carried out using the
514.5 nm line of a Spectra Physics Ar+ laser, a Spex triple-grating monochro-
mator and an EG&G CCD detector. We recorded the Stokes scattering in the
wave number region 0-1000 cm−1. Both the position and width of the transverse
optics (TO) mode of a-Si (around 480 cm−1) were used as a measure of disorder
in the (x≈0) compounds [34]. The probing depth of the Raman experiments in
the x≈0 compounds is estimated at 60 nm.
2.2.5 Optical Measurements and Analysis
Optical Transmission and Reflection
We recorded the transmission and reflection of light in the wavelength regime
480-1000 nm on SiOx films deposited on Corning 1737 substrates. Values of the
material properties refractive index n(E), absorption coefficient α(E) and film
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thickness d were derived from the recorded spectroscopic reflection and trans-
mission values using the program code ’Optics’ [35]. Some reflection and trans-
mission measurements on samples deposited in system B (see section 2.1) were
performed at Oce´ Technologies in Venlo. The corresponding values of n(E) and
α(E) were then derived using the program code ‘Scout’ [36]. Values of the static
refractive index n(0) were obtained by extrapolating the spectroscopic values of
the refractive index n(E) in a 1/(n2 − 1) plot to zero photon energy.
Photothermal Deflection Spectroscopy
The optical transmission and reflection measurements allow us to obtain informa-
tion on the absorption in our 0.5 µm thick films down to absorption coefficient
values α ∼ 102 cm−1. Using the Photothermal Deflection Spectroscopy (PDS)
technique we were able to measure α values down to 10−3 cm−1 in the same films.
The PDS technique is based on the dissipation of absorbed energy into heat. The
sample under consideration is immersed in a thermally conductive and optical
transparent liquid. By periodically illuminating the sample by a monochromatic
pump beam part of the energy of the light is absorbed in the sample and dissipated
into heat in the surrounding liquid. This induces a change in the refractive index
of the liquid near the sample surface. This change is probed by the deflection of
a (laser) probe beam. Calculations show that the deflection of the probe beam is
proportional to the absorbance in the material, defined as A = IA/I0, with IA the
absorbed power per unit area and I0 the intensity of the pump beam, as long as
A  1, i.e. when αd < 1 [37]. With αd > 1 nearly all light is absorbed in the
film and the deflection of the probe is insensitive to any changes in α.
The measurements were performed on 0.5 µm thick films of SiOx, deposited
on Corning 1737 substrates. Bare substrates showed no detectable absorbance,
except for a small absorption peak around photon energies of 0.9 eV, related to
O-H stretching vibrations in the substrate. The PDS technique does not yield
absolute values of absorbance. To obtain absolute spectra the data were scaled
to either the saturated A = 1 regime or to the overlapping α(E) data obtained
from optical transmission reflection measurements. To this purpose the values of
absorbance, A, as measured by PDS, are converted into ‘pseudo-α’ values using
α′ = −1/d ln(1−A), with d the thickness of the film. This definition effectively
neglects the influence of (coherent) reflections.
For a more detailed description of the PDS technique we refer to literature
[37]. The used experimental set-up is described in more detail in ref.[38].
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2.2.6 Electron Spin Resonance
Electron Spin Resonance (ESR) measurements were performed to identify and
quantify paramagnetic centers (‘spins’) in the compounds. The technique is based
on the Zeeman splitting of the degenerate energy levels of an electron in the pres-
ence of a magnetic field. The paramagnetic centers are probed by the absorption
of an additionally applied microwave field, as a result of stimulated transitions
between the splitted energy levels of the electron.
The ESR spectra were recorded on a modified Bruker ESP300 spectrometer
operating near 9.4 GHz. The samples consist of narrow slices (size 20 x 2 mm)
of 0.5 µm thick SiOx films deposited on Corning 1737 substrates. The samples
were placed inside a quartz sample tube (inner diameter 2.8 mm), which showed
no detectable ESR signal above the detection limit of ∼1014 spins. The samples
were aligned with the cavity axis of a Bruker ST1 cavity, i.e. parallel to the mag-
netic component of the microwave field. It was verified that the orientation of
the samples with respect to the electric component of the microwave field was
irrelevant. The magnetic field strength was centered around 3400 G, with a field
sweep of 100 G. The magnetic field was modulated with a frequency of 100 kHz
and an amplitude of 0.5 G. The spectra were verified to be unaffected by the
presence of ambient light. Generally, we used a microwave power of 2.0 mW,
which is below the level of microwave saturation of the principal absorption fea-
ture (see figure 3.21 on page 58). Obtained resonance conditions were compared
with the measured resonance conditions in a strong pitch sample with known g
value (g = 2.0027). Absolute spin densities were obtained by comparing the dou-
bly integrated ESR spectra of the SiOx samples with a doubly integrated signal of
a simultaneously measured MnO standard. The intensity of this MnO peak, more
specifically the fourth peak of the hyperfine splitting of the MnO signal, was cal-
ibrated externally to a sample with known spin density. Errors in the procedure
were minimized by first fitting the data to one or a superposition of two or three
Lorentzian curves before integrating. The number of individual Lorentzian com-
ponents was chosen in such a way to obtain fitting results well within the statistical
noise of the data. We estimate the relative error in the derived spin densities be-
tween different measurements to be 5%, whereas the absolute error is given by
the uncertainty in the spin density of the MnO reference sample, which is 30%.
2.3 Electrical Conduction
Electrical measurements were performed in a wide temperature range (30-380 K)
and using a wide range of field strengths (between 1 V/cm and 2 MV/cm). All
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measurements were performed in vacuum (< 10−6 mbar) and in the dark. The
samples were pressed on top of a copper sample holder, which is placed on top of a
cold head. The cold head is connected to an Edwards closed cycle helium refriger-
ator. Temperature ramping is controlled by a LakeShore DRC-93CA Temperature
Controller, using a heating rod and a Pt-100 sensor inside of the sample holder.
An additional Si-diode attached directly to the surface of the sample is used to
accurately determine the temperature of the sample (accuracy within 0.5 K at
T<100 K, 1 K at 100 K< T < 305 K). The used experimental set-up is described
in more detail in ref.[39].
Before measuring the samples were heated for one hour to maximally 100oC
to reduce the conduction by adsorbed water molecules. The conductivity of the
SiOx films was examined by measuring the current through the film at a constant
field strength, using a Keithley 617 electrometer. The detection limit of this elec-
trometer is 10−14A. The temperature dependence of the conductivity was probed
by measuring the current through the SiOx films at a constant field strength at
intervals of 20 s, with a negative temperature gradient of maximally 1 K/min. I-V
characteristics were obtained by measuring the current after applying a specific
voltage over the sample. The time between voltage application and current mea-
surement was generally set at 30 s, allowing the current to reach equilibrium. At
high field strengths (> 1 MV/cm) the time between voltage application and cur-
rent measurements was reduced to 3 s, since the current in this high field regime
was found to increase rapidly with time. We attribute this increase in the current
to an irreversible increase in hopping sites, as a result of current stressing during
measurements (see section 5.2.1). Two measurement configurations were used to
derive the temperature and field dependence of the conductivity, i.e. a coplanar
and a sandwich configuration.
2.3.1 Coplanar Configuration
Films of thickness 0.5 µm were deposited on Corning 1737 substrates. Addition-
ally, two rectangular aluminum electrodes were evaporated on top of the films, of
length 20 mm and with an inter-spacing of 0.5 mm. The applied voltage varied
between 0.05 and 100 V, corresponding with field strengths between 1 V/cm and
2 kV/cm. All measurements at room temperature showed an Ohmic behaviour
down to the lowest field strengths of 1 V/cm. Furthermore, no significant differ-
ences were observed when reversing the polarity of the applied voltage. Conse-
quently, we assumed Ohmic contacts with an insignificant contact potential at the
contact-surface interfaces.
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2.3.2 Sandwich Configuration
To allow measurements at higher field strengths we applied contacts in a sand-
wich configuration. To this purpose glass substrates were covered with an evap-
orated chromium layer. Additionally, SiOx films of different thickness (generally
0.5 µm) were deposited on top of the chromium layer. Applying an evaporated
top contact to the films appeared to result in a rapid short-circuiting of the films,
which we attributed to the diffusion of the evaporated metallic atoms through the
film. To omit this problem we used mechanically attached indium top contacts of
cross sectional area ∼1 mm2. Since the exact contact area between the film and
the top contact remained unknown no absolute values of the conductivity were
derived from the measurements in the sandwich configuration. However, by ap-
plying voltage differences up to 100 V over the films we were able to measure I-V
characteristics up to average field strengths of 2 MV/cm.
3 Physical and Chemical Structure
3.1 Introduction
Although the application of silicon suboxides in devices is commonly restricted
to their (opto-) electrical properties, the interpretation of these properties in terms
of an electronic structure requires essential knowledge on the chemical and mor-
phological structure of the material. Since it is common knowledge that minority
sites like impurities and defects generally dominate the electrical characteristics
of a semiconductor and insulators, the analysis needs to focus on both majority
and minority sites and structures.
In this chapter topics are treated in a general arrangement according to de-
scending size. The next section deals with the majority atoms in the material,
discussing the chemical composition of the sputtered a-SiOxlayers and its general
dependence on the sputtering process. Furthermore, the morphology of the mate-
rial is considered in terms of porosity of the layers and on atomic scale in terms of
bond angle disorder. A description of the local chemical surrounding of the ma-
jority atoms is presented on the bases of both InfraRed (IR) absorption and X-ray
Photoelectron Spectroscopy (XPS) analyses. The section ends with a description
of the effects of an anneal treatment.
In the third section the minority sites are discussed. Ion beam analyses reveal
the presence of a few atomic percent of argon and hydrogen as impurity atoms in
the layers. This section addresses the hydrogen-related bonding configurations in
the majority structure. More importantly, Electron Spin Resonance (ESR) mea-
surements reveal a large concentration of paramagnetic dangling bonds in the ma-
terial. Since these defect sites appear to dominate the mechanism of electrical
conduction (chapters 4 and 5), the characteristics of these defect sites are dis-
cussed in more detail. Changes in the defect concentration upon annealing appear
significant.
In the final part of this chapter optical and opto-electronic measurements
are presented and interpreted in terms of an electronic Density Of States (DOS)
model, based on the findings of the preceding sections. A comparison of this DOS
model with other empirical and theoretical studies concludes the chapter.
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Figure 3.1: Relation between the fraction of oxygen in the system during depo-
sition and the relative amount of oxygen incorporated in the deposited layer. A
and B refer to deposition systems A and B. Note the different horizontal scales.
3.2 Majority Sites
3.2.1 Deposition and Composition
Although the emphasis of this study is not on the deposition technique and the
parameters in the deposition influencing the material, some features of the depo-
sition appear essential in describing the important properties of the material.
The thin films of silicon suboxides described in this study were all deposited
using an rf magnetron sputtering technique [22]. Although different set-ups were
used, described in more detail in section 2.1, the deposition is generally charac-
terized by the sputtering of a silicon target in a mixture of argon and oxygen.
By controlling the oxygen flow through the deposition chamber SiOx-layers with
different oxygen/silicon ratios x were obtained.
The ion beam techniques Rutherford Backscattering Spectroscopy (RBS) and
Elastic Recoil Detection (ERD) were used to determine the depth profiles of oxy-
gen and silicon in the deposited layer and its thickness (in at./cm2). The atomic
concentrations were found constant over the depth of the layer (± 3 at.%) and
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Figure 3.2: The number of atoms deposited per second. Both the total number
of atoms and silicon atoms only are indicated.
well reproducible by a similar deposition (within 3 at.%). In figure 3.1 the rela-
tion between the oxygen/silicon ratio (x) in the deposited layer and the relative
flow of oxygen in the deposition system is plotted, for both systems A and B. The
strong reactivity of oxygen with silicon is apparent from the effect of only a small
fraction of oxygen in the system; an oxygen/argon flow ratio of 0.01 (system A)
or 0.37 (system B) already results in the deposition of (near-) stoichiometric SiO2.
The differences in the absolute oxygen/argon flow ratios are explained in terms of
differences in the geometry of the systems.
Figure 3.2 shows the number of atoms deposited per second, in both system
A and B. Note that the deposition time in system B is defined by the total duration
of the sputtering process, although the actual time that the substrate is facing the
plasma and target is at least a factor of two less, due to the rotation of the substrate
(see section 2.1). As a result, only the values in system A can be regarded as actual
deposition rates, the values in system B correspond with an average deposition
rate over the rotation cycle of the substrate. In system A the deposition rates
vary from 0.4 to 1.3 1015 at./cm2s with x increasing from 0 to 2. In system B
the corresponding average deposition rates vary from 2.4 to 5.2 1015 at./cm2s. A
deposition rate of 1015 at./cm2s roughly corresponds with 10 nm/min.
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In the same figure also the number of silicon atoms deposited per second is
depicted, showing a rather constant deposition rate of silicon atoms with changing
oxygen fraction in the system, at least up to the (low) fraction already resulting in
the deposition of SiO2. The increase in deposition rate with increasing x appears
completely accounted for by the incorporation of oxygen atoms in the compound.
When sputtering a material in a reactive environment, the reaction between
target atoms and reactant can take place both at the cathode surface and at the
growing layer. Reactions in the gas phase are generally neglected because of the
necessity of a three-body collision in order to obey the laws of conservation of
energy and momentum. Whether the reactant is incorporated in the growing layer
by either reaction at the cathode surface or at the substrate depends on the balance
between sputtering rate, deposition rate and the rate of the reaction [40,41]. In
the deposition process presented here, this means that the deposition occurs either
by sputtering of a (partly) oxidized silicon target or by the (partial) oxidation of
a deposited silicon layer. In the first case a correlation between deposited silicon
and oxygen is expected, and both the target voltage and the sputter rate, and with it
the deposition rate, are presumed to depend on the level of oxidation of the target
[21,40,41]. In the second case the oxidation of the growing layer is expected to be
much more independent from the deposition of silicon atoms, as long as enough
silicon atoms are available for oxidation, that is as long as the stoichiometric ratio
between oxygen and silicon (x= 2) has not been reached in the growing film [21].
Clearly, the observation of an x-independent silicon deposition rate (figure 3.2)
suggests the latter mechanism of deposition, in which silicon atoms are sputtered
from the target and oxidation occurs on the growing film at the substrate. This
is confirmed by the observation of a rather constant target voltage with changing
oxygen concentration in the system (section 2.1), and a study on the deposition
through an aperture, in which a clear differentiation between the deposition of
silicon and oxygen atoms is revealed [42].
Besides the deposition of silicon atoms and the oxidation of these atoms, a
third process appears important in the deposition process, viz. the bombardment
of the deposited/oxidized layer by energetic ions and atoms from the plasma.
Whereas these three processes occur simultaneously and continuously during the
deposition in system A, the rotation of the substrate holder in system B gives
rise to a discontinuous process. During the time in which the growing layer is
facing the plasma the three processes occur simultaneously as in system A, but
when facing the opposite direction the growing layer experiences no deposition
of silicon atoms or bombardment of the layer. Only the oxidation of the layer
continues, since oxygen is present in the whole deposition system. As a result
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of this discontinuous deposition process a non-uniform depth profile of compo-
sition of the layer might be expected. It will be demonstrated, however, that this
non-uniformity seems unlikely.
From figure 3.2 an average silicon deposition rate in system B of (2.3 ±
0.1) 1015 at./cm2s is deduced. Since the period of rotation of the substrate in
this system is 6 seconds, the amount of silicon deposited in one cycle equals
(1.38 ± 0.06) 1016 at./cm2, which corresponds to approximately ten monolay-
ers of pure silicon. This deposition needs to occur during the part of the cycle in
which the substrate is facing the plasma and target (the ‘plasma period’); oxida-
tion of the deposited layer can occur during the whole cycle. However, with no
additional supply of silicon outside of the ‘plasma period’ and taking into account
the low temperature of deposition and the low partial pressure of O2 in the system
(max. 5 10−5 mbar), the thickness of the oxide formed during the short ‘shadow
period’ (3 seconds, when the layer is not facing the target and plasma) is not likely
to exceed one or two monolayers. This is in the order of the expected thickness
of the interfacial SiOx layer between Si and its native oxide [43,44]. Clearly, this
oxidation needs to be accompanied by an oxidation during the ‘plasma period’ in
order to obtain compounds with an average x ranging up to 2.
Furthermore, it is conceivable to assume some intermixing of the oxide layer
possibly grown during the ‘shadow period’ and the underlying and additionally
deposited material, due to the bombardment by energetic ions and neutrals from
the plasma in the ‘plasma period’ of the deposition. Assuming a typical plasma
potential of 10 V above the potential of the substrate [45], the effect of this in-
termixing is estimated to extend over a depth of 10 A˚, corresponding with the
reported average penetration depth of 15 eV argon ions in silicon [46]. Since this
intermixing region is in the order of the thickness of the layer deposited during
one complete cycle of the substrate holder, the rotation of the substrate holder is
expected not to result in any significant periodic non-uniformity in the composi-
tion of the deposited material. This conclusion is supported by measurements on
layers deposited with different rotation velocities of the substrate holder, which
showed no significant changes in composition, IR response (section 3.2.3), defect
characteristics (section 3.3.2) or optical behavior (section 3.4.1).
Besides the concentrations of oxygen and silicon atoms, the ion beam analyses
revealed the presence of a few atomic percent of both argon and hydrogen atoms
in the deposited films. In figure 3.3 these measured concentrations are plotted
versus the oxygen/silicon ratio in the films. The thicknesses of these films range
between 0.2 and 1 µm.
Although most ion beam analyses were performed after exposing the de-
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Figure 3.3: Atomic concentration of hydrogen (top) and argon (bottom) versus
oxygen/silicon ratio in different films. The thickness of the films ranges between
0.2 and 1 µm.
posited material to air, no significantly different results were obtained when mea-
suring the concentrations in situ immediately after deposition. This indicates that
the hydrogen incorporation in the film occurs during deposition, as opposed to the
adsorption of hydrogen or water after exposing the material to air. Using a Resid-
ual Gas Analyzer (RGA), positioned near the vacuum pump of deposition system
B, partial hydrogen and water vapor pressures before and during deposition were
measured. With a continuous argon flow of 112 sccm, resulting in a working pres-
sure of 3 10−3 mbar, partial pressures before deposition were found to be below
3 10−8 mbar for H2 and between 2-3 10−6 mbar for H2O. When starting the depo-
sition the H2 partial pressure immediately rose to 0.2-1 10−5 mbar, while the H2O
partial pressure changed to values between 5 10−7 and 6 10−6 mbar. Although
no clear correlation between partial pressures and hydrogen concentration in the
films is observed it is assumed that the incorporation of hydrogen in the films
originates from the background pressures of hydrogen and water in the deposition
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systems. The concentration of both argon and hydrogen in the deposited films
do not vary significantly with depth, and no significantly different concentrations
between samples with different thicknesses were observed. This shows a rather
continuous incorporation of argon and hydrogen during the deposition of the film.
Furthermore, from figure 3.3 no clear relation between the concentrations of
incorporated hydrogen and oxygen in films with x < 1 is deduced, in contrast
to the clear positive correlation found by Lucovsky et al. in low-oxygenated glow
discharge films [47], but in correspondence with the only weak dependence ob-
served by Zacharias et al. in DC sputtered a-SiOx:H alloys [14] and Rossi et al.
in rf glow discharged films with low hydrogen concentrations (< 10 at.%) [48].
The decrease in hydrogen concentration with increasing oxygen concentration ob-
served in films with x > 1.2 is in general agreement with most other studies on
the subject [48–50] and is attributed to the predominance of O atoms over H atoms
bonding to Si atoms, due to the higher Si-O bond energy (8.4 eV) compared to the
Si-H bond energy (∼ 3 eV) [49,50].
The incorporation of argon in the films is presumably caused by a complex
combination of implantation, ‘burying’ and re-sputtering of and by ions and neu-
trals, and is beyond the scope of this thesis. It is however observed that in all
our deposited compounds an argon fraction of about 2 to 5 at.% is present, with
possibly a slight maximum for incorporation in samples with x around 0.5 (see
figure 3.3).
3.2.2 Morphology
Taking the sum of silicon and oxygen atoms per unit area, obtained from ion beam
analyses, and the thickness of the SiOxlayers, derived from optical transmission-
reflection (TR) and/or profilometry measurements, a combined density of silicon
and oxygen atoms per unit volume is derived. This density is plotted in figure 3.4,
as a function of x. For comparison also the atomic densities of crystalline silicon
and thermally grown a-SiO2 [51] are plotted.
Although the accumulation of inaccuracies in both physical and atomic thick-
nesses results in a rather large error in the derived densities, we conclude that these
densities appear only slightly lower than the hypothesized densities interpolated
between the compact structures a-Si and a-SiO2. For x < 1.2 the derived com-
bined densities of Si and O in our layers appear on average only 4 % lower than
the assumed densities of the compact material, which is very close to the percent-
age of argon incorporated in our layers. For 1.2 < x < 2 this difference in density
tends to rise to 10 %, although it should be noted that also ‘voids-free’ compounds
of pure SiO2 with densities around 6.6 1022 at./cm3 have been reported [52]. En-
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Figure 3.4: Combined density of silicon and oxygen atoms per unit volume
(cm3), as a function of x. The dotted line marks the interpolation of the density
between crystalline silicon and thermally grown SiO2, as reported by Sze [51].
visaging a rather compact Si/O:H network in which all vacancies are occupied by
argon atoms, these measured densities point towards a rather dense structure, in
contrast to the open structures often observed in materials deposited at low tem-
peratures [53–57].
This conclusion is supported by other measurements. In figure 3.5 the static
refractive index, n0, is plotted versus x. Details on the experimental procedure to
derive values of the refractive index, n, and the extrapolation of n to zero photon
energy are discussed in section 2.2.5. The measured data are compared with val-
ues reported by different groups [58–60] on rf glow discharge SiOx, deposited at
elevated temperatures (substrate temperature 200-250oC), which are supposed to
be compact. Although the refractive index is generally believed to depend on both
the atomic density and the electronic band structure in a material, the observa-
tion of even slightly higher values measured in our material then those of rf glow
discharge material do not suggest a large void fraction in our layers.
Furthermore, we performed several measurements in which the adsorption of
different tracers to inner surfaces of the material was tested. Large molecules as
zinc porphyrins (flat discs of diameter 1.5 nm) as well as small molecules such
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Figure 3.5: Static refractive index n0 versus x. Together with our measured data
the values for rf glow discharged SiOx reported by Umezu et al.[58] (deposition
temperature 250oC) and Das et al.[59,60] (deposition temperature 200 oC) are
depicted.
as ammonia, which were both reported to adsorb at room temperature onto the
(inner) surfaces of glasses [61,62], were used as tracers. In both cases no adsorbed
tracers were detected by ion beam analyses in the layers above the detection limit
of 0.5 at.% in case of zinc porphyrins, and 0.1 at.% in case of ammonia. Although
the measurements were performed in vacuum (<10−6 mbar) the clear observation
of tracers at the outer surface of the films indicates a sufficient sticking of the
tracers in the experimental conditions.
In addition, some measurements on the possible adsorption of D2O were per-
formed on a 0.1 µm thick SiO0.5 layer with incorporated hydrogen content of
2 at.%. By removing the native oxide layer in a sputtering process and anneal-
ing the sample in vacuum for 15 minutes at a temperature of 400oC, adsorbed
hydrogen or water molecules at the surface of interconnected pores are expected
to desorb from the film. Indeed, the H content of the film was found to decrease
by ∼30 at.%. However, after the subsequent exposure of the film for 5 min-
utes to a 20 mbar D2O environment, Elastic Recoil Detection (ERD) measure-
ments showed no deuterium in the film above the detection limit of 1·10−3 at.%,
whereas these measurements did show the adsorption of deuterium atoms at the
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Figure 3.6: Raman spectrum of a 0.5 µm thick a-Si:O,H layer deposited in sys-
tem B, with oxygen and hydrogen concentrations of 0.5 and 1 at.%, respectively.
The spectrum is fitted with peaks around 300, 420, 480 and 620 cm −1, asso-
ciated with the longitudinal acoustic (LA), longitudinal optics (LO), transverse
optics (TO) and a hydrogen-associated modes, respectively.
outer surface of the layer. Again, these measurements point towards the absence
of (interconnected) voids in our deposited material.
Finally, it is worth mentioning that also incidental positron annihilation exper-
iments on our sputtered SiOx samples revealed no detectable void fraction in the
compounds.
To conclude this section the issue of strain in the structure is addressed. In
studies on a-Si the width and position of the Raman active transverse optics (TO)
phonon mode in a-Si is associated with the bond angle distribution in the material
[34]. Comparing the Raman spectra of our x≈0 material, as plotted in figure 3.6,
with a reference spectrum of a well-relaxed glow discharge a-Si sample, it is ob-
served that: a. the TO mode is positioned at lower wavenumber (473.0 cm−1 in
our sample compared to 478.8 cm−1 in the reference sample), and b. the TO fea-
ture in the spectra is much broader (full width-half maximum (FWHM) 82.6 cm−1
in our material versus 67.7 cm−1 in the reference sample). Both effects point to-
wards a rather strained structure; at least in the x≈0 samples. With increasing
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oxygen content up to x = 0.5 the a-Si TO phonon mode remains clearly visible
in the Raman spectra, shifting to even lower wavenumber (down to 469 cm−1)
and increasing even further in width (FWHM up to 110 cm−1). However, the
lack of any structurally relaxed SiOx reference sample obstructs a more profound
analysis of these data.
The assumption of a rather strained structure in our samples is supported by
Electron Spin Resonance (ESR) measurements, showing a very large density of
paramagnetic defects in all our films (∼1021 cm−3). The measurements and the
corresponding analyses are discussed in section 3.3.2; for now it is instructive to
notice that a large defect density is often related to the presence of strain in the
structure [60,63].
3.2.3 Building Blocks
The sub-stoichiometric mixture of the fourfold coordinated silicon atoms with the
twofold coordinated oxygen atoms in silicon suboxides has led to many questions
concerning the atomic structure of the material. In the last decades studies on the
morphology of the SiOx network resulted in two different models [64]:
• The random bonding (RB) model, characterized by randomly distributed
silicon and oxygen atoms [65]. Bonding between these atoms occurs through
Si-Si and Si-O bonds; O-O bridges appear effectively absent [66].
• The random mixture (RM) model, in which a chemical phase separation is
considered [67]. Although in theory the different chemical phases can con-
sist of any cluster of bonding configuration of silicon and oxygen, generally
a phase separation between a-Si and a-SiO2 is considered. Consequently,
depending on x-value the material is envisaged by clusters of SiO2 in a
silicon environment or vice versa.
In both cases all oxygen atoms are positioned between two silicon atoms,
forming a Si-O-Si bridge, but the local surroundings of these Si atoms are char-
acteristically different in the two models. Whereas in the RB model a complete
distribution of Si(Si4−nOn) (n = 0, ..., 4) clusters is present, in the RM model
only Si(Si4) and Si(O4) building blocks are expected, neglecting the contribution
of atoms at the boundaries of the phase separation. The theoretical statistical dis-
tribution of building blocks as a function of x is given by [64,68]
Pn =
4!
(4− n)!n! (x/2)
n(1− x/2)4−n (3.1)
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Figure 3.7: Statistically expected distribution of the n Si(Si4−nOn) building
blocks as a function of x, for both the random bonding (RB, solid lines) and
random mixing (RM) model (dashed lines).
in the RB model, and
Pa−Si = P0 = 1− x/2 Pa−SiO2 = P4 = x/2 (3.2)
in the RM model. Both distributions are depicted in figure 3.7.
In the following paragraphs the vibrational properties of the Si-O-Si bond-
ing group, examined using infrared (IR) absorption measurements, are compared
with the expected spectra in the RB and RM models. More quantitatively, in situ
X-ray photoelectron spectroscopy (XPS) measurements of the binding energy of
the Si:2p core electrons are used to investigate the distribution of Si(Si4−nOn)
building blocks in the compounds. The section concludes with a brief study on
the effects of an anneal treatment.
Vibrational Properties of the Si-O-Si Bonding Group
The infrared (IR) absorption in silicon oxides has been studied extensively in
the last decades, revealing a vibrational rocking (350-500 cm−1), bending (650-
820 cm−1) and asymmetrical stretching (950-1300 cm−1) mode of the Si-O-Si
bonding group [15,47,49,50,69–75]. The exact characteristics of these modes ap-
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pear strongly dependent on the physical, chemical and morphological properties
of the compound under investigation. Because the Si-O stretching mode is by
far the strongest resonator of the three vibrational modes the analysis of IR ab-
sorption of the Si-O-Si bonding group generally focuses on this stretching mode.
This is enhanced by the fact that the deliberate or unintended incorporation of
hydrogen in the compound gives rise to overlapping Si-H bending modes (600-
1000 cm−1) in the spectra, which obstructs a clear analysis of the Si-O bending
mode [47,69,72,74]. For similar reasons we restrict ourselves in this work to the
analyses of the Si-O stretching mode.
In figure 3.8 the infrared absorption between 750 and 1350 cm−1 in 0.5 µm
thick films of SiOx is plotted, with x ranging between 0.26 and 1.88. Details on
the infrared experimental set-up and analyses are reported in section 2.2.3. The
remaining of this section focuses on three effects that can be observed in these
spectra:
1. An increase in absorption with increasing x.
2. A shift of the principal peak position towards higher wavenumbers k with
increasing x.
3. The appearance of a rather flat shoulder at the high-wavenumber side of the
principal peak (1100-1300 cm−1) as x > 1.5.
The increase in absorption with increasing oxygen content in the film con-
firms the oxygen-related nature of the absorption. Assuming a unique value of the
cross section of the Si-O-Si vibrational stretching mode for all x, a linear relation
between integrated peak intensity and amount of oxygen in the material is often
adopted:
NSiO = ASiOISiOb ISiOb =
∫
α(k)
k
dk, (3.3)
with NSiO the density of Si-O-Si units in the film and ASiO corresponding with
the inverse cross section of the Si-O-Si vibrational stretching mode. Dividing
both sides of equation 3.3 by the density of silicon atoms, NSi, and assuming all
oxygen atoms connected to silicon atoms, equation 3.3 is written as
x = ASiO
ISiOb
NSi
. (3.4)
In figure 3.9 the relation between ISiOb/NSi and x is plotted. In this
procedure the density of silicon atoms is approximated by the relation
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Figure 3.8: Spectra of the infrared absorption coefficient in a-SiO x with different
x. The depicted range is associated with absorption due to the asymmetric Si-O-
Si stretching vibration. The spectra are plotted with different offsets and labeled
with the corresponding x-values. Vertical tic marks designate the wavenumber
with maximum absorption.
NSi= (5 + 0.9x)/(1 + x) 1022 at./cm3, assuming a linear scaling of the den-
sity with x between the atomic densities of a-Si (5 1022 at./cm3) and a-SiO2
(6.8 1022 at./cm3) [51]. Although a clear increase in peak intensity with increas-
ing x is observed, the assumed linear relation (equations 3.3 and 3.4) could not be
confirmed. The expected relation between x and peak intensity, using the often
cited values for ASiO = 9.5 1018 cm−2 [47] or 1.5 1019 cm−2 [49,74], are indi-
cated in figure 3.9 by the dotted and dashed line, respectively. It should be noted
that the value by Lucovsky et al.[47] is obtained from glow-discharge deposited
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Figure 3.9: Ratio ISiOb/NSi of the integrated intensity of the Si-O-Si stretching
absorption to the density of Si atoms in a-SiOx films as a function of x. The dot-
ted line represents a linear relation corresponding with an inverse cross section
of the Si-O-Si bending mode ASiO = 1.5 1019 cm−2 [49,74]. The dashed line
corresponds with ASiO = 9.5 1018 cm−2 [47].
films with small oxygen incorporation ([O]< 30 at.%), whereas the values ob-
tained by Zacharias et al.[49] and He et al.[74] are derived from measurements
on glow-discharge deposited films with x ranging up to 2. The discrepancy be-
tween these two values suggests a different (higher) cross section of the Si-O-Si
stretching mode in the films with small oxygen content compared to the more oxy-
genated films. We therefore attribute the observed higher ratio between integrated
absorption and x at lower values of x (figure 3.9) to a higher cross section of the
vibrational mode. The observation that our measured values of the integrated ab-
sorption are lower than predicted by the studies mentioned above is explained by
the fact that in the cited studies the IR absorption spectra were not corrected for
coherent multiple reflections in the film [33].
Furthermore, it is observed that besides the increase in intensity also the shape
and position of the Si-O-Si stretching absorption peak changes with increasing x.
The change in peak position has inspired several authors to propose an empirically
derived linear relation between peak position and [O] [15] or peak position and x
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[73], even though the linearity of neither of these relations is based on any phys-
ical model. It is, however, generally believed that the shift in peak position with
changing x originates from different electro-negativities of the atoms backbonded
to the Si atoms in the bridging Si-O-Si structure [47,60,74,76]. A quantitative
model on the change in peak position with changing oxygen content in the film is
discussed at the end of this section.
The shoulder appearing at the high-frequency side of the principal peak in
the more oxygenated samples (figure 3.8, x= 1.68 and 1.88) is a well-known fea-
ture of the IR absorption spectrum of amorphous and crystalline SiO2 [75,77,78],
and has been reported in many studies on a-SiOx only at near-stoichiometric lev-
els of oxygen incorporation [47,49,60,74,79]. Different publications reveal its
origin as a combination of transverse-optical (TO) and longitudinal-optical (LO)
modes [77,80] of the Si-O-Si stretching vibration with an in-phase (AS1) or out-
of-phase (AS2) motion of adjacent oxygen atoms [71,78]. The resulting com-
bination of four peaks in the Si-O-Si stretching regime (the principal peak AS1
(TO) at 1076 cm−1 and satellites AS1 (LO): 1256 cm−1 and AS2 (TO-LO): 1200-
1160 cm−1 [78]) is in excellent agreement with observations on the initial ox-
idation of Si crystals [75], and clarifies the rather flat absorption profile in the
wavenumber regime between 1120 and 1240 cm−1 in the spectra of the near-
stroichiometric SiOx films depicted in figure 3.8. Its appearance is associated
with a long-range coupling of vibrational Si-O-Si modes and is only expected in
a structure with a substantial interconnected volume of Si(O4) building blocks.
Both observations, the shift in peak position with changing x and the appear-
ance of the high-frequency shoulder only in samples with x ≥ 1.5, indicate a
falsification of a pure RM model. Since in this model the Si-O-Si structure is only
present in the SiO2 phase, no different surroundings with changing x are expected
if the contribution of modes at the boundaries of the phase separation is neglected.
As a result no significant change in peak position is expected. Furthermore, al-
though it might be argued that the SiO2 clusters in low-oxidized SiOx are too
small to show the characteristic SiO2 shoulder in the IR spectra, in samples with
x > 1 the material is assumed to consist of silicon clusters in a general SiO2 en-
vironment. In those samples most certainly the high-energy shoulder is expected,
albeit less intense with smaller x. In fact, percolation theory shows that even at
a volume fraction of only 15% individual Si(O4) building blocks start forming an
interconnected volume [81]. This fraction corresponds with x = 0.3 in the RM
model and x = 1.2 in the RB model (equations 3.2 and 3.1, figure 3.7). Clearly,
observation of a distinct shoulder in the IR spectra of samples only with x > 1.5
(figure 3.8) is more in agreement with the value expected in the RB model and
effectively rejects a pure RM model.
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Finally, the shift in the IR peak position around 1000 cm−1 is analyzed more
quantitatively assuming a RB model. Following a procedure proposed by He et
al.[74], the shift in peak frequency of the Si-O-Si stretching mode is related to
a change in Si-O-Si bond angle, which in turn is related to the additional charge
on the Si-O-Si bond via the Coulomb repulsion between the positively charged Si
atoms and a changing hybridization of the oxygen atom [82]. As a result, the peak
frequency is related to the additional charge on the Si-O-Si bond according to the
relation [74]:
ln νSiO = ln ν0 + CνδδSiO(x), (3.5)
with δSiO(x) the additional charge on the Si-O-Si bond due to backbonded O-
atoms. Both ν0, denoting the peak position in a silicon environment, and Cνδ are
constants independent of δSiO.
Table 3.1: Calculated partial charge on the Si and O atoms and the resulting
additional charge on the Si-O-Si bond with different configurations of atoms
backbonded to the Si atoms, denoted by the different building blocks [83]. The
charges are denoted in units of elementary charge e.
n building block δsi(n) δO(n) δSiO(n)
0 Si(Si4) 0 - -
1 Si(Si3O) +0.182 -0.365 0
2 Si(Si2O2) +0.287 -0.287 0.287
3 Si(SiO3) +0.356 -0.237 0.475
4 Si(O4) +0.404 -0.201 0.607
In table 3.1 values of the partial charge on the Si and O atoms and the re-
sulting additional charge on the Si-O-Si bond with respect to the Si-O-Si bond
in a silicon environment are plotted for all Si(Si4−nOn) (n = 1, ..., 4) building
blocks, as reported by Hasegawa et al.[83] using the Sanderson model of molec-
ular electronegativity [84]. Assuming a random distribution of building blocks
as predicted by the RB model (equation 3.1), a statistically averaged additional
charge on the Si-O-Si bond as a function of x is obtained by
δSiO(x) =
∑4
n=1 nPn δSiO(n)∑4
n=1 nPn
. (3.6)
Applying this calculation to the series of samples investigated in this IR anal-
yses results in additional charges on the Si-O-Si bond between 0.1e and 0.6e,
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Figure 3.10: Peak position of the Si-O-Si stretching mode versus calculated
additional charge on the bond, assuming a random bonding (RB) model in the
compounds. The peak positions are plotted on a logarithmic scale. The solid line
is a linear fit through the data; the dotted line corresponds with the dependence
reported by He et al.[74].
depending on x. In figure 3.10 the principal peak position of the Si-O-Si stretch-
ing mode is plotted on a logarithmic scale versus this average additional charge
on the bond, assuming a RB model in the compounds, with x ranging between 0.2
and 2. According to equation 3.5 a linear relation is expected. The observed trend
in figure 3.10 is in general agreement with the model, although some systematic
deviations from linearity are present. These deviations can be attributed to either
a deficiency in the model leading to equation 3.5 [74] or a deviation in the oc-
currence of building blocks from the statistically expected distribution in the RB
model (equation 3.1). This is discussed in more detail in the next section, using a
quantitative analysis on the XPS Si:2p spectra.
Fitting the data in figure 3.10 with a linear relation results in values of ν0 =
987.7 ± 1.1 cm−1 and Cνδ = 0.135 ± 0.004. The more extensive study by He
et al. on rf glow discharge SiOx results in values ν0 = 980.4 and Cνδ = 0.155,
represented by the dotted line shown in figure 3.10. Also in their data a systematic
deviation to higher peak positions is observed in samples with x between 0.2 and
0.6, which they attributed to an inhomogeneous incorporation of O atoms in this
narrow range of x values.
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Binding Energies of the Si:2p Electrons
Implications of the electronic charge transfer from Si to O in the formation of a
Si-O bond have been observed in many studies on SiOx. The effect of this charge
transfer on the binding energy of the Si:2p core electrons appears one of the most
distinct and is therefore extensively discussed [83,85–87]. Due to the additional
(positive) charge on the silicon atom the binding energy of the Si:2p electrons
is expected to increase with an increase in oxygen surroundings. This has been
confirmed by measurements on a-Si and a-SiO2, showing a difference of ∼4 eV
in the binding energy of the Si:2p electrons (99.15 in a-Si, 103.4 in a-SiO2 [88]).
Figure 3.11 shows the results of in situ X-ray Photoelectron Spectroscopy (XPS)
measurements on our sputtered SiOx films. Details on the experimental procedure
are described in section 2.2.2. Indeed, with x increasing between 0 and 2 a clear
shift towards higher binding energies is observed, between the values 98.4 and
102.3 eV. This gradual shift is clearly different from a simple superposition of
the observed peaks in the x≈0 and x=2 samples. Therefore, we interpreted the
observed spectra in terms of a distribution of building blocks, in correspondence
with a random bonding (RB) model (figure 3.7). Again, the observations suggest
a justification of a RB model in the compounds, although it must be noted that the
XPS measurements only probe the top monolayers of the material, which might
not be completely representative for the bulk material.
Several models have been proposed to extract information on the local chemi-
cal surroundings of the Si atoms in the compounds from the shift and asymmetric
broadening of the Si:2p peak [83,85,86]. Although quantitative information on
the distribution of building blocks can be derived from the measurements using
a curve-fitting procedure, the results might be strongly related to the parameters
used in the fitting routine. We will show the results of a fitting routine applied to
our XPS measurements in the second part of this section. Firstly, the shift of the
weighted average of the Si:2p peak with increasing x is discussed, using a model
similar to the one used in the analysis of the shift in infrared Si-O-Si stretching
mode frequency.
Assuming a linear shift of Si:2p binding energy with the additional charge on
the silicon atom, it is possible to express the weighted average peak position in
terms of the weighted average additional charge on the silicon atom [83]
E¯B = EB(0) + CEδ δ¯Si(x), (3.7)
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Figure 3.11: XPS Si:2p core-level spectra in SiOx, with different oxygen/silicon
ratio x. The spectra are plotted with different offsets and labeled with the cor-
responding x-values. Vertical tick marks designate the center of gravity in the
spectra, defined as E¯B ≡
∫
E IXPS(E) dE/
∫
IXPS(E) dE.
with
δ¯Si(x) =
4∑
n=1
Pn δSi(n) (3.8)
the weighted average additional charge on the Si atom in a SiOx environment,
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Figure 3.12: Center of gravity of the binding energy of the Si:2p core electrons
versus calculated additional charge on the Si atom, assuming a random bonding
(RB) model in the compounds. The solid line represents a slope as derived by
Hasegawa et al. on the basis of a more extensive study on SiOx and SiNx [83].
and EB(0) and CEδ constants independent of δSi. Note the similarities between
equations 3.7, 3.8 and 3.5, 3.6.
Taking the values of δSi(n) listed in table 3.1 and assuming a RB model (equa-
tion 3.1), the weighted average additional charge on the Si atom is expressed
as a function of x. In figure 3.12 the center of gravity of the Si:2p peak, de-
fined as E¯B ≡
∫
E IXPS(E) dE/
∫
IXPS(E) dE and denoted by the vertical tick
marks in figure 3.11, is plotted versus the calculated additional charge on the
silicon atom δ¯Si. The solid line represents the slope of the relation derived by
Hasegawa et al., CEδ= 10.2 V, on the basis of a more extensive study on SiOx
and SiNx [83]. Clearly, the experimental results agree well with the proposed
model. Again, these measurements and analyses comply with a random bonding
model in our compounds. However, the model used in the analyses presumes a
statistical distribution of building blocks according to the RB model and appears
not sensitive for small deviations of the actual distribution of building blocks from
the statistical averages given in equation 3.1.
Although the individual contribution of the Si(Si4−nOn) (n = 0, ..., 4) build-
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ing blocks do not emerge resolved in the XPS Si:2p spectra, the asymmetric
broadening appears distinct enough to enable a deconvolution of the spectra using
a curve-fitting routine. However, when assuming a superposition of five peaks
(n = 0, ..., 4) a model needs to be adopted to limit the number of fitting param-
eters. Although the positions of the n=0 peak in a-Si and the n=4 peak in SiO2
are well defined, the positioning of the intermediate states in SiOx appears rather
uncertain. Two effects have to be considered: 1. The additional charge on a Si
atom does not increase linearly with increasing number of bonded O atoms, as can
be seen from table 3.1 [83,84]. Consequently, an equal line spacing between the
n individual components of the spectra is not a priori expected, in contrast to the
assumption of equal line spacing in the often quoted model proposed by Bell and
Ley [85,89]. This is confirmed by XPS measurements on the Si:2p states at the
Si/SiO2 interface, showing a clear non-uniform spacing between the five resolved
individual components [43,44]. 2. Due to the incorporation of electronegative
atomic species, such as oxygen, in the host matrix, charge is effectively trans-
ferred from a bonding unit to the surrounding medium. This is known as the
chemical-induction effect [79] and gives rise to higher binding energies of the
Si:2p electrons in the n individual building blocks when positioned in a host ma-
trix with higher x [83–87].
In the present study we fitted the Si:2p spectra to a superposition of five Gaus-
sian lines. The energy positions of the different peaks have been fixed at 1.0, 1.7,
2.5 and 3.9 eV above the n = 0 component of the Si:2p peak, corresponding with
the often quoted values reported in the studies on the Si/SiO2 interface [43,90–
92]. By using the peak position of the n = 0 component as a fitting parameter the
induction effects of the surroundings has been taken into account. The width of
the individual Gaussian components were considered equal within one spectrum,
but were allowed to vary between spectra in order to incorporate any effects of
charging of the sample during measuring, which could affect the resolution of the
measurements. Using a least-squares fitting routine, the fits depicted in figure 3.13
were obtained.
The average deviation of the fit from the measurement is in all fitted spectra
within the statistical noise of the measurement. The individual Gaussian com-
ponents show a monotonic broadening with increasing x, FWHM values being
between 1.8 and 2.5 eV, in correspondence with the trends observed in similar
studies [85,87,91]. The position of the n=0 peak was found to increase monoton-
ically from EB,n=0 = 98.4 eV to 98.9 eV, with x increasing from 0 to 2. This
indicates a positive induction effect on the binding energy. Although the Sander-
son model predicts a much larger shift (3.9 eV [84]), the observed tendency is in
agreement with the model and in correspondence with the shift (∼1 eV) observed
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Figure 3.13: XPS spectra of the Si:2p core electrons, fitted with a superposition
of five Gaussian lines, as described in the text. Open circles mark the data points;
the thick solid lines represent the least-squares fits, which are a superposition of
the individual components, indicated by the thin solid lines. The spectra are
labeled with the oxygen/silicon ratio x derived from the intensities of the O:1s
and Si:2p peaks (see section 2.2.2).
by Bell and Ley, using the fitting routine with uniform line-spacing [85].
The resulting relative peak areas of the individual components, In, are plotted
versus x in figure 3.14. Although the observed trends in contributions of the
individual building blocks are similar to the ones expected in a RB model, clearly
some significant differences between the empirically derived and the statistically
expected distributions are apparent:
• The Si(Si4) (n=0) and Si(O4) (n=4) components are emphasized at all oxy-
gen concentrations.
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Figure 3.14: Distribution of the n Si(Si4−nOn) building blocks as a function of
x, as derived from fitting the XPS Si:2p spectra. Plotted are the relative inten-
sities of the n components in the XPS spectra (data points), and the statistically
expected distribution in a RB model (equation 3.1, solid lines).
• The Si(Si3O) (n=1) and, especially, the Si(Si2O2) (n=2) components are
suppressed at all oxygen concentrations.
• Up to x≈1.2 the Si(SiO3) (n=3) component is emphasized in all spectra.
The relative large contributions of the n=0 and n=4 peaks seem to indicate a par-
tial phase separation in the system. However, whereas other XPS studies report
on the clean sputtering of materials to remove the native oxide layer [87,91], we
performed our analyses in situ on the outer surface of the compounds after depo-
sition, without any intervening exposure to air. Although this procedure prevents
an alteration of the structure during clean sputtering, the structure of the outer sur-
face might be different from the bulk material simply because of the termination of
the deposition process. In the present work the depositions were stopped by first
shutting down the rf power, immediately followed by the pumping down of the
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Figure 3.15: Comparison between the oxygen/silicon ratio xSi:2p derived from
deconvoluting the Si:2p spectra, using equation 3.9, and the value xO:1s/Si:2p
obtained from the ratio between the O:1s and Si:2p intensities, scaled to the
intensities of the x = 2 spectrum.
sputter gasses. Consequently, a small effect of post-oxidation cannot be excluded.
A comparison with other studies on sputtered and glow discharged SiOx shows
an excellent agreement in the derived distributions of building blocks, even when
using different fitting routines and parameters, except for the increased Si(O4)
component [85,87,91]. We therefore attribute this observed increase to a post-
oxidation effect of the material, immediately after deposition, when oxygen is
still present in the system but the rf power has been shut down.
The predominance of the n=0 and n=3 components over the n=1 and n=2
components has been observed in many studies on a-SiOx [85,87,91]. Interest-
ingly, recent calculations on the energetics of silicon suboxides show an energetic
gain of ∼0.3 eV when converting two Si(Si2O2) (n=2) building blocks into a
Si(Si3O) (n=1) and Si(SiO3) (n=3) building block [93]. Although this is in agree-
ment with the observation of a strong suppression of the n=2 peak at all oxygen
concentrations (figure 3.14), the simultaneous suppression of the n=1 contribution
suggests a more complicated picture.
Finally, a consistency check on the fitting routine is performed, conform the
procedure introduced by Bell and Ley [85]. Since all oxygen is supposed to be
bonded to two silicon atoms the oxygen/silicon ratio in the surface of the samples
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can be derived from the Si:2p peak deconvolution according to
xSi:2p =
1
2
∑
nnIn∑
nIn
. (3.9)
Comparing the so obtained x-values with the values derived from the relative
peak intensities of the O:1s and Si:2p peaks results in figure 3.15. Although the
values obtained by deconvoluting the Si:2p peaks appear slightly higher than ex-
pected from the relative peak intensities, indicating a possible underestimation of
the line-spacing used in the fitting procedure, the general agreement confirms the
reliability of the fitting routine.
Taking into account all considerations in the analyses of the infrared Si-O-Si
asymmetric stretching mode and the binding energy of the Si:2p core electrons,
it is concluded that the suboxides under investigation in this study are structured
according to a general random bonding model. However, deviations from the
theoretical statistical distribution of building blocks do occur, with a tendency to
preferential Si(Si4), Si(SiO3) and possibly Si(O4) building blocks at the expense
of the Si(Si3O) and, particularly, the Si(Si2O2) bonding unit.
3.2.4 Changes upon Annealing
Samples of different thickness and composition have been subjected to successive
anneal treatments for two hours in vacuum (≤10−6mbar) at increasingly higher
‘anneal temperatures’ Tann= 50-600oC. No significant changes in oxygen/silicon
ratio x, thickness, static refractive index n0 and infrared Si-O-Si stretching ab-
sorption have been observed.
Moreover, X-ray Photoelectron Spectroscopy (XPS) measurements show no
significant changes in the shape and position of the Si:2p binding energy peak.
This indicates a rather constant Si4−nOn building block distribution in the com-
pounds and, more explicitly, rejects a thermally induced phase separation into sili-
con and oxygen rich regions in the material up to anneal temperatures Tann= 600oC.
Indeed, several studies on different a-SiOx indicate a higher minimum anneal tem-
perature required for this process Tphase−sep≈ 900oC [94]. Moreover, Raman
measurements on the x≈0 film before and after annealing reveal only a small de-
crease in the width of the transverse optics (TO) phonon mode, from 81.6 cm−1
in the ‘as deposited’ sample (figure 3.6) to 80.8 cm−1 after annealing at 600oC.
Again, this is in agreement with the assumption of no large-scale relaxation of the
majority site network in the anneal treatments up to 600oC.
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Finally, we point out that not only the Si:2p peak position, but also the O:1s
and O:2s peak positions and the Au:4f signal of an additionally evaporated layer of
gold (see section 2.2.2) do not change significantly upon annealing. This suggests
that the position of the chemical potential remains unaltered upon annealing, at
least within the accuracy of 0.2 eV of the XPS measurements.
3.3 Minority Sites
3.3.1 Hydrogen
Ion beam analyses on the silicon suboxides under investigation in this study re-
vealed the unwanted incorporation of two atomic species in the compounds, i.e.
hydrogen and argon (section 3.2.1). Since we believe that argon, as a noble gas
atom, does not have a significant effect on the electronic Density Of States (DOS)
or the electronic properties of the compounds, we restrict ourselves in this section
to an investigation on the incorporation of hydrogen.
The important influence of hydrogen on the electrical properties of amorphous
semiconductors has been recognized for many years. Both its ability to relieve
bond angle distortions [60,95] and that to passivate dangling bond defects [96]
have been acknowledged by many authors. Since in the presented study the elec-
trical properties of the SiOx compounds appear to be dominated by the presence
of a large concentration of dangling bonds (see section 3.3.2 and chapter 5), spe-
cial attention needs to be given to the presence and bonding of hydrogen. More
specifically, we focus on the distribution of Si-H configurations in differently oxy-
genated environments.
In section 3.2.1 the incorporation of hydrogen in the compounds was attributed
to the presence of hydrogen and water in the deposition system during sputtering.
A study on the vibrational properties of hydrogen related modes using InfraRed
spectroscopy (IR) reveals the clear presence of absorption between wavenumbers
of 1900 and 2400 cm−1, indicative for Si-H bonding units [69,79]. From the lack
of absorption around 3400-3600 cm−1, the position of the Si-OH stretching vibra-
tion band in silicon suboxides [97], it is concluded that no silicon hydroxyl groups
are present in the material. This is in agreement with studies on a-SiOx:H with
low concentrations of hydrogen, showing the strong preference of Si-H bonding
over Si-OH [15,47,69,74].
Although the integrated peak intensity of the Si-H stretching absorption is
generally higher in films with higher hydrogen content, for our samples no clear
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Figure 3.16: Spectra of the infrared absorption coefficient in a-SiO x with dif-
ferent x and hydrogen contents around 4 at.%. The depicted range is associated
with Si-H stretching modes. The spectra are plotted with different offsets and la-
beled with the corresponding x-values. Vertical tick marks designate the center
of gravity in the spectra.
linear relation between the integrated IR peak intensity and the hydrogen con-
centration, as detected by Elastic Recoil Detection (ERD) experiments, could be
derived. This could indicate that not all hydrogen in the film is bonded to silicon.
Since no evidence of Si-OH bonding groups in our material was found this might
suggest the presence of molecular hydrogen or water. However, in section 3.2.2 it
is concluded that no significant amount of voids is present in the material, which
makes the inclusion of molecular species highly improbable. As a result we at-
tribute the discrepancy between the Si-H peak intensity and hydrogen content to
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Figure 3.17: Results of the fitting routine, described in the text, on the IR spec-
tra over the 1900-2400 cm−1 range. Open circles mark the data points; the thick
solid lines represent the least-squares fits, which are a superposition of the in-
dividual components, indicated by the thin solid lines. The spectra are labeled
with the oxygen/silicon ratio x of the measured films.
a variation in the Si-H oscillator strength. This conclusion is also drawn by other
authors, who suggest a strong influence of back-bonded oxygen atoms on the os-
cillator strength [60,74,83].
In figure 3.16 the infrared spectra associated with the Si-H stretching absorp-
tion in 0.5 µm thick films of SiOx are plotted, with hydrogen content around
4 at.% and x ranging between 0.01 and 1.50. The observed shift and asym-
metric broadening of the absorption peak with increasing x is well described
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Figure 3.18: The peak positions in wavenumbers of the individual H-
Si(Si3−nOn) components of the IR Si-H stretching absorption, as derived from
the fitting routine described in the text. The data points are labeled with values
of n, corresponding with the number of back-bonded oxygen atoms.
in literature and attributed to the electronegativity of backbonded oxygen atoms
[15,47,50,69,79,98]. The effect is very similar to the observed shift in the IR Si-
O-Si stretching frequency and the shift and divergence of the Si:2p core electron
binding energies discussed in section 3.2.3.
In order to acquire a reliable deconvolution of the Si-H stretching absorption
peak into separate components with different numbers of backbonded O atoms,
it is necessary to limit the number of fitting parameters. Firstly, although both
mono-hydrides (Si-H) and di-hydrides (Si-H2) show vibrational stretching modes
in the 2000-2400 cm−1 regime [79,98,99], we excluded absorption due to di-
hydrides, since the measurements on our samples show neither the corresponding
bending mode around 880 cm−1 for isolated Si-H2 units nor a doublet around
845-890 cm−1 for (SiH2)n chain-like structures [100,101]. Secondly, assuming
a deconvolution into 4 components, H-Si(Si3−nOn) (n = 0, ..., 3), we adopted
a Gaussian lineshape for all components, in agreement with the observations on
the n=0 peak in the x<0.1 samples and the partially resolved n=4 peak in the
x>1 samples (see figure 3.16). Full width-half maximum (FWHM) widths were
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Figure 3.19: Relative peak intensities of the individual H-Si(Si3−nOn) com-
ponents to the IR Si-H stretching absorption, as derived from the fitting routine
described in the text. The solid lines represent a calculated distribution, assuming
a statistically random bonding distribution of building blocks with equal proba-
bility of bonding to hydrogen (equation 3.10) [69]. The total hydrogen content
of the examined films varied between 1 and 5 at.%.
allowed to vary within a small range (±10 cm−1) around the chosen values of
90 cm−1 for the n=1-3 peaks and 70 cm−1 for the n=4 peak. These values are in
agreement with the observed widths of the above mentioned n=0 and n=4 peaks.
The peak positions of the individual components were allowed to vary around
the values reported in literature, i.e. 2000, 2100, 2190 and 2260 cm−1 for n =
0, ..., 3, respectively [50,79,98,99], in order to incorporate any effects of chemical
induction [79] (see also section 3.2.3). Results of the plotting routine are depicted
in figure 3.17.
The fitted spectra show an average deviation between fit and measurement
within the statistical noise of the measurement. The optimal peak positions are
plotted in figure 3.18 and appear in excellent agreement with the positions ob-
tained by He et al. in a study on high temperature deposited SiOx:H [98]. A clear
positive induction effect is observed in the x=0-1 range, especially for the n=0
and n=1 peaks.
In figure 3.19 the relative peak intensities of the individual H-Si(Si3−nOn)
components are compared with a calculated distribution of Si-H sites [69], as-
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suming an equal bonding probability of hydrogen to the statistically distributed
building blocks in a random bonding model (equation 3.1):
P ∗n =
3!
(3− n)!n! (x/2)
n(1− x/2)3−n. (3.10)
The differences between the measured data and the statistical distribution in fig-
ure 3.19 needs to be compared with the observed majority site distribution, de-
picted in figure 3.14. A striking difference is observed: whereas both the Si(Si3O)
and Si(Si2O2) majority building blocks appear suppressed in all samples, the con-
gruent hydrogenated configuration, H-Si(Si2O), appears somewhat over-
represented, even when (falsely) assuming the statistical distribution of the ma-
jority building blocks. This discrepancy clearly indicates a strong preferential
binding of hydrogen and oxygen to the same silicon atom, in agreement with ob-
servations on glow discharge SiOx [74,98]. A similar conclusion was drawn in a
study on the oxygen bonding environments in Si:H films, with [H] up to 15 at.%
and only a few percent of oxygen [47].
3.3.2 Defects
Using Electron Spin Resonance (ESR) measurements information on the char-
acteristics and density of paramagnetic defects in the compounds is obtained.
Measurements were performed on 20 × 2 mm sized slices of 0.5 µm thick SiOx
layers deposited on Corning 1737 glass. ESR measurements on a pristine sub-
strate, which has not been exposed to the conditions inside the deposition cham-
ber, showed no detectable ESR signal above the detection limit of ∼1014 spins.
Together with the SiOx samples a calibrated MnO sample containing a known
amount of ESR active spins was measured to quantify the intensity of the detected
spectra. The derived g-values were calibrated by comparing the relevant magnetic
field strengths, H0, with the position of resonance in the spectrum of a strong
pitch sample with known g = 2.0027. More details on the experimental set-up
and procedure are described in section 2.2.6.
Figure 3.20 shows the first-derivative ESR spectra measured at room temper-
ature on different SiOx samples. The spectra are plotted with different vertical
offsets and scaled to the intensity of the MnO feature depicted around g = 1.98.
In all spectra a clear signal around 2.005 is observed, attributed to the SiOx sam-
ples. Additionally, at lower microwave power a weak and narrow signal around
g = 2.001 can be distinguished. This signal clearly saturates at the applied mi-
crowave power of 2 mW, in contrast to the signal around g = 2.005. This is
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Figure 3.20: First-derivative ESR spectra of 0.5 µm thick SiOx films with dif-
ferent x, indicated by the labels, measured at room temperature and using a mi-
crowave power of 2.0 mW. The spectra are plotted with different vertical offsets
and scaled to the intensity of the MnO related feature depicted around g=1.98.
The g-values are derived from the applied magnetic field strengths and calibrated
using a strong pitch standard. The g = 2.0055 value is associated with silicon
dangling bonds in a silicon environment [102].
demonstrated by figure 3.21, showing two spectra measured on a single x≈0-
sample at room temperature using a different microwave power. In this figure
the spectrum obtained at the 1000 times smaller microwave power P = 2 µW is
magnified by a factor
√
1000, corresponding to the decrease in microwave field
strength. Clearly, the intensity of the g=2.005 feature scales with the microwave
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Figure 3.21: ESR spectrum of an x=0.01 sample measured at room tempera-
ture using different microwave powers. The spectrum measured at Pµ−wave =
2.0 µW is plotted magnified by a factor
√
1000.
field strength, revealing its unsaturated state at room temperature and powers be-
low 2 mW. The shape and position of the observed saturated g≈2.001 feature
corresponds with the well-known E’ center, frequently observed in irradiated SiO2
and associated with an electron in a half occupied sp3-orbital of a silicon atom (in
short: a silicon dangling bond) in a SiO2 environment: •Si≡O3 [103,104]. In our
samples no systematic changes in intensity or shape of this E’ feature is observed
with changing thickness or composition (x≤1.82) of the investigated SiOx layers.
Therefore we attribute this signal to •Si≡O3 defect states in either the Corning
glass, caused by the UV radiation and/or atomic bombardment of the substrate
during sputter-deposition, or in the native oxide surface of the SiOx layer. Since
the E’ center appears not to be related to the bulk SiOx material, in the follow-
ing we restrict ourselves to the analysis of the broad feature around g = 2.005,
which remains unsaturated at room temperature and microwave power of 2 mW.
Due to the, in these experimental conditions, saturated state of the E’ centers the
contribution of these centers to the total ESR signal appears negligible.
In figure 3.22 the spectra obtained from the SiOx samples (see figure 3.20)
are plotted with normalized intensity. The spectra obtained from samples with
x≤0.30 appear to be well fitted with a first-derivative Lorentzian lineshape. The
peak-to-peak widths, ∆Hpp, of these spectra decrease significantly with increas-
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Figure 3.22: Normalized first-derivative ESR spectra of the different SiOx
samples. The spectra correspond with the spectra depicted in figure 3.20 and
are labeled with the corresponding x value of the measured sample. Top:
x = 0.01 − 0.30. The spectra are fitted with a first-derivative of a Lorentzian
peak. Bottom: x = 0.30− 1.82.
ing x, especially between x= 0.01 and x= 0.14, from ∆Hpp= 8.9 to 4.6 G. The
Lorentzian lineshape and isotropic g-value of ∼2.005 reliably attributes this reso-
nance to silicon dangling bonds (DBs), as commonly observed in a-Si [102,105].
The decrease in g-value with increasing x is discussed later in this section.
Upon further oxygen incorporation the line becomes more asymmetric and
non-Lorentzian, with a peak-to-peak linewidth increasing towards ∆Hpp= 10.9 G
in the x=1.82-sample. In figure 3.23 (bottom figure) the peak-to-peak linewidth
observed in our sputtered SiOx films is plotted versus x. In the ‘as deposited’
compounds a minimum in the linewidth is observed around x≈0.3, with ∆Hpp =
4.5 G. At this point it is instructive to note the differences between homoge-
neously and inhomogeneously broadened ESR lines. A homogeneously broad-
ened line is characterized by a Lorentzian lineshape. The width of this line cor-
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Figure 3.23: The position of resonance, g¯, and linewidth, ∆Hpp, in the ESR
spectra of SiOx, as deposited and after an anneal treatment at Tann= 600oC. The
g¯ and ∆Hpp values correspond with, respectively, the zero-crossing g values and
the peak-to-peak magnetic field difference in the first-derivative ESR spectra.
All measurements were performed at room temperature, except for the () data
point (∆Hpp, x=0.01, as deposited), which was derived from a measurement at
180 K. Measurements at 180 K on the x≥0.3 ‘as deposited’ samples showed no
significant changes in linewidth.
responds with the reciprocal of a so-called phase memory time, and is represen-
tative for the (dephasing) relaxation processes resulting in the loss of spin coher-
ence. Additionally, the presence of different paramagnetic centers with different
or anisotropic g-values may result in an inhomogeneous broadening of the ob-
served ESR line. Generally, these lines deviate from Lorentzian lineshapes.
Although several processes may contribute to the (Lorentzian) linewidth of a
homogeneously broadened line, we like to point out that in a system with a high
concentration of dangling bonds (DBs) the hopping process of electrons between
neighboring DBs is likely to contribute significantly to the decay of spin coher-
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ence. These hopping processes are envisaged by the following transitions
D0 + D0 → D+ + D−
D0 + D+ → D+ + D0,
where D0 is the neutral paramagnetic dangling bond and D+, D− the diamagnetic
charged states of the same bond. Assuming that the spin phase of an electron
is destroyed upon hopping to a different state, both transitions described above
contribute to the decay of spin coherence. Consequently, when assuming that
a hopping process dominates the dephasing relaxation, the linewidth of the ESR
signal represents the average hopping frequency, fhop, of the transitions described
above. Anticipating on results derived in the next chapter we write
Γhop ∼ fhop = νph 〈P 〉, (3.11)
with Γhop the linewidth of the homogeneously broadened line, fhop the hopping
frequency, νph a certain ‘attempt-frequency’ and 〈P 〉 the average probability of
a successful hop in such an ‘attempt’ (see section 4.2). In the next chapter it
is demonstrated that the hopping probability increases with increasing tempera-
ture or hopping site density, but decreases with an increased ‘localization’ of the
hopping sites. Consequently, in a system in which hopping processes dominate
the decay of spin coherence the homogeneous ESR linewidth ∆Hpp ∼ Γhop is
expected to decrease with decreasing temperature or spin density.
Examining the linewidth of the Lorentzian peaks in the x≤0.3 samples at dif-
ferent temperatures a remarkable difference is observed. Whereas the shape of
the x=0.14 and x=0.30 spectra do not show any significantly changes when mea-
sured at lower temperatures (down to 77 K), the linewidth of the x=0.01 spectrum
is found to decrease by more than a factor 2 when measured at 180 K, with re-
spect to the measurement at room temperature (see figure 3.24). Consequently,
already at 180 K the width of the x=0.01 spectrum was found to be fractionally
smaller than the width observed in the x=0.3-sample. Decreasing the tempera-
ture even further to 77 K appeared not to result in any further significant changes
in the lineshape of the measured spectra. The observed strong temperature de-
pendence of the homogeneous linewidth broadening in the x=0.01 spectrum is in
good agreement with the strong temperature dependence expected in a system in
which hopping processes dominate the decay of spin coherence.
Additionally, the suggested contribution of hopping processes to the ESR
linewidth broadening in the x=0.01 sample is confirmed by measurements on an-
nealed samples. The anneal treatments and their effect on the ESR signal in all
samples are discussed in more detail later in this section. For now we like to em-
phasize the observed similarity between the decrease in linewidth of the x=0.01
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Figure 3.24: Normalized ESR spectra of the x=0.01-sample measured at differ-
ent temperatures, as indicated by the labels.
spectrum when measured at low temperatures or after reducing the density of
dangling bonds in an anneal treatment. In figure 3.27 (top figure) the normalized
spectra obtained from the x=0.01 sample after different anneal treatments is de-
picted. Although the density of paramagnetic centers was found to decrease only
by 30%, already after the anneal treatment at 300oC the linewidth of the x=0.01
spectrum appeared reduced to the linewidth observed in the ‘as deposited’ state
of the same sample measured at 180 K. The observation of a similar decrease
in the linewidth when measured after the anneal treatment or at low temperatures
is in good agreement with the suggested linewidth broadening due to hopping
processes in the x=0.01 sample at room temperature.
As a result we conclude the following: a. The homogeneously broadened
line observed in the ‘as deposited’ state of the x=0.01 sample measured at room
temperature originates from a reduced spin residence time, which is due to hop-
ping transport of electrons between neighboring DBs. b. At low temperatures
(≤180 K) or after reducing the density of DBs the hopping process does not
contribute significantly anymore to the loss of spin coherence, as a result of a
strong decrease in the hopping frequency. The origin of the resulting line broad-
ening, which is similar to the broadening of the Lorentzian lines in the x=0.14
and x=0.30 spectra, remains unknown. Furthermore, it is noted that the lack of
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an observed temperature dependent linewidth broadening in the x>0.01 samples,
suggesting no significant contribution of hopping processes to the loss of spin
coherence in these samples, is in agreement with results derived in chapter 5,
showing a rapid decrease in the hopping frequency with increasing x.
The asymmetric broadening of the ESR line at higher x-values (x>0.3) clearly
indicates an inhomogeneous broadening of the line and suggests a superposition of
different lines with different individual g-values. Holzenka¨mpfer et al.[106] have
fitted their ESR data on evaporated and bombarded SiOx layers with a superposi-
tion of four lines, and attributed these lines to silicon dangling bonds (DBs) with
the silicon atom backbonded to 0-3 oxygen atoms, i.e. •Si-(Si3−nOn), n=0,...,3.
The effect is analogous to the observed peak broadening of the infrared Si-O-Si
and Si-H stretching absorption modes and the variations in Si:2p electron binding
energies observed in XPS measurements. In this model the n=0 and n=3 features
correspond with the •Si≡Si3 signal observed in a-Si around g= 2.0055 and the
narrow •Si≡O3 E’ center (g‖= 2.0018, g⊥= 2.0003 [104]) observed in a-SiO2, re-
spectively. Due to the unresolved nature of the ESR-spectra, Holzenka¨mpfer et al.
did not specify the g-values of the intermediate n=1,2 peaks, but merely suggested
a monotonic decrease of g with increasing n. More recently, this monotonic de-
crease of g was confirmed by molecular orbital calculations [107] and observed
in highly resolved ESR spectra of plasma deposited near-stoichiometric silicon
suboxides [108]. In the latter study g values of 2.0055± 0.0008, 2.0039± 0.0001
and 2.0018 ± 0.0003 were obtained and attributed to the n=0,...,2 components,
respectively.
In figure 3.25 the spectrum obtained from our sputtered SiO1.82 sample is
depicted, together with a least-squares fit of a superposition of three Lorentzian
lines. The small and narrow contribution of the saturated E’ center (n=3, around
g=2.001) has been neglected in the fitting routine. The g values of the individ-
ual components were allowed to vary within a range of 0.001 around the ini-
tial position of 2.005, 2.004 and 2.002. This resulted in the fitting parameters
g= 2.0057 ± 0.0001, 2.0041 ± 0.0002 and 2.0017 ± 0.0002, which appears in
excellent agreement with the expected values for the gn=0−2 components [108].
Although the 2.0017 component is positioned close to the expected g‖= 2.0018
position of the E’ (n=3) center, we reliably attribute the observed component at
g=2.0017 to an n=2 feature, due to the observed broad line and unsaturated state
of the feature at a microwave power of 2 mW.
Moreover, the fitting procedure shows that in all samples but the x=1.82 sam-
ple the ESR spectrum is dominated by the component around g=2.005 (•Si-Si3,
n=0). Only at the highest level of oxygen incorporation, x≥1.82, the g=2.0017
64 CHAPTER 3. PHYSICAL AND CHEMICAL STRUCTURE
1.99 2.00 2.01 2.02
g
 
 
ES
R 
in
te
ns
ity
 (a
rb.
u.)
x=1.8210 G
Figure 3.25: Result of a least squares fitting routine on the spectrum ob-
tained from the x=1.82 sample. The dotted lines indicate the three individual
Lorentzian components around g=2.0057, 2.0041 and 2.0017. The solid line is
the resulting superposition of the three components.
contribution (n=2) is found to be larger than the n=0 component. This is in agree-
ment with the studies on plasma deposited SiOx [107,108], taking into account
the accuracy of the determined x value. Furthermore, the study by Inokuna et
al.[107] shows that up to x=1.8 the contribution of the n=3 E’ center in the bulk
material can be neglected, in correspondence with our attribution of the observed
E’ signal to defect states in the irradiated substrate or native oxide.
As in our study on the XPS Si:2p peak (section 3.2.3) and infrared Si-H
stretching mode (section 3.3.1), the spectra of the individual n components are
not expected to be invariable upon changing electro-negativity of the surrounding
network, as described by the induction effect [79]. The small decrease in reso-
nant g-value observed in samples with small oxygen content (figure 3.22, x<0.3)
possibly originates from an induction effect on the •Si≡Si resonance, although
a superposition with n=1-2 lines, even at this low oxygen content, cannot unam-
biguously be excluded. We did not perform a systematic study on the individual
contributions of the n=0-3 components in all spectra, since these spectra appear
too unresolved and a fitting routine would require too many unknown fitting pa-
rameters to extract any reliable information from it. In figure 3.23 the effects of
the composition (x) on the ESR linewidth and position are summarized by the ‘as
deposited’ data points; the ‘annealed’ spectra are discussed later in this section.
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Figure 3.26: The density of spins observed by ESR measurements at room tem-
perature on 0.5 µm thick films of SiOx with different x. Measurements were
performed on the films in the ‘as deposited’ state and after successive anneal
treatments at increasingly higher temperatures. The data points are labeled with
the highest anneal temperature. Relative errors in N s are smaller than the symbol
size, the absolute error is 30%.
The zero-crossing g¯ values depicted in this plot are defined as the g values corre-
sponding to the field strength at maximum absorption, i.e. the g values at which
the observed first derivative spectra pass zero.
In figure 3.26 the derived spin densities, Ns, of the SiOx films in the as
deposited state and after successive anneal treatments for 2 hours in vacuum
(≤ 10−6mbar) at increasingly higher temperatures are plotted. All films exhibit a
large density of spins; in the as deposited state up to 3.1± 1.0 1021 cm−3. More-
over, the incorporation of oxygen during deposition with a sub-stoichiometric
oxygen/silicon ratio x < 2 appears to result in a general increase of detectable
spins, possibly with a minimum in films with x ≈ 0.3. The assumption of such
minimum is supported by studies on pure and contaminated a-Si(:O) samples,
showing a clear decrease in Ns with the incorporation of oxygen in the silicon
films [109,105]. Complementary to these data, measurements on our sputter de-
posited SiO2 films showed no detectable ESR signal besides a small saturated E’
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Figure 3.27: Normalized ESR spectra of the x=0.01 (top) and x=1.82 (bottom)
films. The spectra are obtained at room temperature on ‘as deposited’ material
and after different anneal treatments. The spectra are labeled with the maximum
anneal temperature before measurement.
signal. Both the observed increase in Ns upon oxygen incorporation with x > 0.3
and the rapid decrease of Ns in films with x ≈ 2 are in agreement with reports on
glow discharge SiOx and SiO2 [107,108], although the detected densities in these
films are generally in the 1017-1019 cm−3 range.
From figure 3.26 it is clear that annealing the samples results in a monotonic
decrease of the observed spin densities, especially at anneal temperatures well
above the deposition temperature Tann > 100oC. After the complete anneal treat-
ment at successively higher temperatures up to Tann= 600oC the total amount
of detected spins in the samples is decreased by a factor ranging between 5.1
(x= 0.14) and 40 (x= 0.84). This decrease in Ns is accompanied by a change in
the lineshape of the measured spectra. Two examples of this change are indicated
in figure 3.27, showing the normalized spectra after successive anneal steps of
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samples x=0.01 and x=1.82.
In the x=0.01 sample a clear decrease of the peak-to-peak linewidth is ob-
served, without a simultaneous decrease in the zero-crossing g-value. As is demon-
strated above we attribute the line broadening in the ‘as deposited’ x=0.01 sample
to the contribution of a hopping process to the loss of spin coherence. This effect is
only observed in the x=0.01 sample. Consequently, in this sample the decrease in
ESR linewidth upon annealing is attributed to a decrease in the hopping frequency,
in agreement with theoretical results derived in chapter 4. The observations are
in agreement with the reported decrease in ESR linewidth with decreasing spin
density in a study on a-Si [105].
The decrease in linewidth observed in the x=1.82 sample, on the other hand,
is accompanied by an increase of the zero-crossing g value. These trends oc-
cur more gradual with increasing anneal temperature, resulting in an observed
lineshape in the x=1.82 sample after the anneal at 500oC very similar to the as-
deposited line of an x≈1 sample; g¯=2.0043 and ∆Hpp=6.8 G. We attribute this
change in lineshape to a preferential annihilation of the spins with lower g val-
ues, i.e. the spins associated with neutral silicon DBs backbonded to one or more
oxygen atoms. Whether this annihilation originates from a reconstruction of the
network surrounding these bonds, or this annihilation merely reflects a prefer-
ential charging of the neutral states to the diamagnetic negatively or positively
charged states remains unknown. The subject is addressed in more detail in sec-
tion 3.4.2. The effect appears more pronounced in samples with higher x, since in
the ‘as deposited’ state of these compounds the contribution of DBs in the more
oxygenated environments is higher.
The results of the anneal treatments on the ESR lineshape are summarized in
figure 3.23, showing the different increases in g¯ value and decreases in peak-to-
peak linewidth of the different samples upon annealing. It is interesting to note
that the changes upon annealing, depicted in figure 3.23, are in excellent agree-
ment with the changes observed by Holzenka¨mpfer et al. upon bombarding their
plasma deposited SiOx with 250 keV He+ ions [106]. Whereas the ‘as deposited’
samples in their study contain much less defects than our sputtered compounds,
in the order of 1019 cm−3, this density is increased to values comparable with
the densities observed in our ‘as deposited’ layers upon bombardment. Simulta-
neously, they observe a decrease in g¯ values and increase in ∆Hpp values, very
similar but reversed to the trends observed in our study upon annealing, as plotted
in figure 3.23. The changes observed by Holzenka¨mpfer et al. are explained by the
preferential existence of Si DBs in silicon-rich environments (•Si≡Si, n=0) in the
‘as deposited’ samples containing a low spin density, which is overshadowed by
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the non-preferential creation of many new defects during the ionic bombardment.
Essentially, the combined results suggest a correlation between a high density of
Si DBs and the coexistence of these DBs, not only in the preferential silicon-rich
environments, but also in the more oxygenated configurations.
3.4 Electronic Structure
3.4.1 Optical Absorption
Both Transmission-Reflection (TR) and Photothermal Deflection Spectroscopy
(PDS) measurements were performed to obtain information on the optical ab-
sorption of the SiOx films. The TR measurements were used to derive absolute
values of the absorption coefficient α(E) in the photon energy range E between
1.1 and 3.1 eV; the PDS technique reveals the relative changes in the absorbance
A, defined in section 2.2.5, at energies between 0.48 and 2.5 eV and is sensitive
for values of A down to 10−3. In section 2.2.5 the experimental procedures and
techniques are described in more detail.
In figure 3.28 the absorption coefficient, α, is plotted versus energy of the
absorbed light. The data is derived from TR measurements on five 0.7 µm thick
SiOx films with different x. From this figure it is clear that the absorption de-
creases with increasing x, attributed to an increase of the optical bandgap. Since
the empirically derived relations between α and E show no clear square or cubic
root dependence valid for all SiOx with different x, an unambiguous extrapolation
to Tauc or Cubic gap values could not be obtained. This observation is supported
by XPS measurements discussed in section 3.4.2, revealing a non-uniform shape
of the valence band in SiOx with different x. As a result, the photon energy at
which α(E)= 104 cm−1, E04, is often used as an indication of the bandgap en-
ergy, although the limit of 10−4 cm−1 is rather arbitrary. Moreover, the physical
interpretation of the E04 values is less clear, since the absorption at the photon
energy E04 might be associated with absorption due to localized band-tail states
[110]. In figure 3.29 the E04 values derived from TR measurements on our sput-
tered compounds are plotted as a function of x. The values are found to increase
monotonically with increasing x, from 1.38 to 2.7 eV with x ranging between 0
and 1.5, qualitatively in agreement with numerous observations on different SiOx
[53,58,59,66,106,111,112]. Quantitatively, the values observed in our study are
slightly lower than the energies reported in literature, as is demonstrated by a com-
parison with studies on evaporated a-SiOx [106] and on hydrogenated sputtered
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Figure 3.28: Absorption coefficient α as a function of photon energy. The data
is derived from Transmission-Reflection (TR) measurements on 0.7 µm thick
films of SiOx. The data points are labeled with the corresponding x value of the
measured film.
a-SiOx:Hy films [66]. However, in these compounds the defect densities were
found (∼1019 cm−3 [106]) or expected [66] to be much smaller than the high
densities observed in our films (see section 3.3.2). Consequently, we attribute this
effect to a strong sub-bandgap absorption in our compounds, which is in agree-
ment with the rather shallow decrease of α with decreasing energy observed in
figure 3.28.
To investigate this sub-bandgap absorption in more detail Photothermal De-
flection Spectroscopy (PDS) measurements were performed. The measurements
reveal the absorbance of light A, defined in section 2.2.5, as a function of photon
energy. The results of these measurements are depicted in figure 3.30. The spec-
tra obtained from the x=0-0.54 samples are scaled to the maximum absorbance
at high energies A>2.2 eV= 1; the spectra of samples x=0.75 and 1.50 are scaled
to the overlapping TR data on the same samples. Values of absorbance derived
from PDS measurements are compared with α values using the ‘pseudo-α’ value
defined in section 2.2.5: α′ = −1/d ln(1−A), with d the thickness of the film.
In contrast to observations in hydrogenated amorphous silicon [113] we can-
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Figure 3.29: Values of the photon energy at which α(E)= 10 4 cm−1, indicative
for the bandgap energy, versus x. The values are obtained from TR measure-
ments on SiOx samples with different x, deposited in either system A or B. The
curve is taken from a report on evaporated a- SiOx by Holzenka¨mpfer et al.[106].
A similar curve has been observed by Singh et al. on sputtered hydrogenated a-
SiOx:Hy [66].
not distinguish the absorption dominated by strained bonds in band-tail states from
that attributed to dangling bonds. Therefore, we cannot conclude whether the
substantial sub-bandgap absorption originates from an abundance of band-tail or
dangling bond states. Both origins of absorption are supported by additional mea-
surements, as the Raman measurements show a broad TO peak (see section 3.2.2),
indicative for strained bonds in large band-tails, and ESR measurements reveal a
large concentration of dangling bond states (section 3.3.2).
Annealing the compounds for two hours at 600oC in vacuum (≤10−6mbar)
results in a significant decrease of absorption at energies below the E04 gap val-
ues. A clear example of this is plotted in figure 3.31, showing the PDS spectra
of a 0.5 µm thick SiO0.84 film in both the as deposited state and after the an-
neal treatment. The observed decrease in absorption in this sample corresponds
with a decrease of α′-values over more than two orders of magnitude, even up
to three orders of magnitude around photon energies of ≈1.5 eV. This decrease
must correspond with a strong decrease in the density of sub-bandgap states. The
strong decrease in defect density observed by ESR measurements upon anneal-
ing (figure 3.26), in contrast to the rather invariant TO peak-width in the Raman
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Figure 3.30: PDS spectra of the absorption A in different 0.7 µm thick SiO x
layers, as a function of photon energy E. The spectra are labeled with the corre-
sponding x value of the measured sample. The x=0.01-0.75 spectra are scaled to
the saturated signal A=1; the x=1.50 spectrum is scaled vertically to the TR data
on the sample in the overlapping energy range. Pseudo-α values, α ′, are derived
according to α′ = −1/d ln(1 −A), with d the thickness of the film.
spectrum of the x≈0 sample (see section 3.2.4), supports the assumption of a sig-
nificant contribution of dangling bonds to the sub-bandgap absorption in the ‘as
deposited’ compounds.
Furthermore, figure 3.31 shows that an additional and prolonged anneal treat-
ment for four hours at the same conditions does not result in a significant further
decrease of the absorption, indicating that maximally after two hours of annealing
a quasi steady state has been reached.
3.4.2 Density Of States Model
The experimentally observed differences in the optical absorption of SiOx with
different x (figures 3.28 and 3.29) appear in excellent agreement with theoretical
calculations on the electronic Density Of States (DOS) in a-SiOx, as reported by
Martinez and Yndura´in [68], Ordejo´n and Yndura´in [76] and Ching [114]. The
model is based on a continuous random network and assumes complete hybridiza-
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Figure 3.31: PDS spectra of a 0.5 µm thick SiO0.84 film in the as deposited
state, after an anneal treatment for two hours in vacuum at 600 oC and after a
successive and prolonged treatment at the same conditions for four hours.
tion of the Si:3p,3s electrons. It is characterized by the following features (note:
all energies are considered with respect to the energy level of the atomic Si:sp3
hybrid state):
• The conduction band consists of both Si-Si and Si-O antibonding states,
since these are positioned at more or less the same energy. This results
from the electro-negative character of oxygen, leading to a strong ionic
O:2p character of the Si-O bonding states and a strong ionic Si:sp3 hybrid
character of the Si-O antibonding states. Consequently, with increasing
x the position of the conduction band remains practically unaltered, even
though the Si-Si antibonding states gradually get replaced by Si-O anti-
bonding states.
• The valence band edge of SiOx (x<∼1.5) consists of Si- Si bonding states.
However, with increasing x these states get more and more annihilated by
the incorporated O atoms, forming Si-O bonding states positioned deep
within the valence band (∼-12 eV). Although Si-Si bonding states remain
present in all compounds with x<2, with increasing x these states get more
and more localized due to the abundance of Si-O bonds. This results in
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an effective decrease of the valence band edge with x increasing from 0 to
∼1.5.
• The Si-Si bonding states near the top of the valence band represent delo-
calized states as long as interconnected chains of approximately ten Si-Si
bonds remain present in the compounds. Calculations show that, assum-
ing a random bonding model (see section 3.2.3), this criterion is met in
compounds with x < 1.5. At higher x-values the Si-Si bonding states are
too isolated to appear delocalized and the valence band edge drops to the
energy level of the O:2p lone pair electrons (∼- 8 eV). Still, up to x=2, Si-
Si bonding states remain present as localized states in the mobility gap of
SiOx.
This model suggests that the changes in the optical and electronic mobility
gap predominantly originate from changes at the valence band side of the gap
[114]. To confirm the applicability of this model to our sputtered SiOx com-
pounds we performed X-ray Photoelectron Spectroscopy (XPS) measurements on
the binding energies of the electrons in the valence band. These measurements
were performed in situ on a series of samples with small thickness (10-20 nm), in
order to minimize the effects of charging during measuring. More experimental
details are discussed in section 2.2.2.
In figure 3.32 six XPS spectra in the binding energy range below 35 eV are
plotted, for samples with x values ranging between 0.04 and 2, as derived from
the O:1s/Si:2p XPS peak intensity ratio. The measurements correspond with ob-
servations reported in previous photoemission studies on SiOx [66,85]. The ob-
served peaks are labeled with the indices I-IV and appear in good agreement with
the theoretical studies discussed above [68,76,114]. Following these studies we
attribute the different peaks to: I. Si:3p or hybridized Si:sp3 states in a Si-Si bond-
ing configuration; II. Si-Si bonding states; III. O:2p nonbonding states occupied
by a single pair of electrons, referred to as the O:2p lone-pair; IV. O:2p - Si(3p,3s)
bonding states, and V. O:2s states. The observation of a gradually receding con-
tribution of Si-Si bonding states at the valence band edge, resulting in the opening
up of the bandgap at the valence band side towards the binding energy level of
the O:2p lone pair electrons in the x=2 sample, is in excellent agreement with the
model described above. Consequently, the observation of a gradual increase in
optical bandgap with x=0→1.5 (figures 3.28 and 3.29), in contrast to the much
larger bandgap observed in SiO2, is successfully explained by a gradual increased
localization of the Si-Si bonding states at the valence band edge in an increasingly
more oxygenated environment.
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Figure 3.32: XPS spectra of six thin (10-20 nm) SiOx samples, in the binding
energy range up to 35 eV. The spectra are labeled with the x value of the mea-
sured sample and plotted with different vertical offsets. Roman indices mark the
observed peaks, attributed in the text to the following electronic states: I-II. Si-Si
bonding, III. O:2p lone pair, IV. O:2p- Si(3p,3s) bonding, V. O:2s.
Although the model discussed above does include the concepts of disorder
associated with statistical distortions of bond lengths and angles [114], the effect
of impurities and defect states like dangling bonds (DBs) have not been included.
However, in our study these states appear to have a strong impact on the sub-
bandgap absorption (figures 3.30-3.31) and, as will be demonstrated in chapter 5,
on the electrical conduction. Therefore, we feel that, at least qualitatively, the
incorporation of DBs into the DOS model described above is essential for the
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analyses of these phenomena.
In studies on the characteristics of sub-bandgap states in a-Si often a ‘defect-
pool’ model is adopted [115,116]. According to this model the defect DOS dis-
tribution consists of three partially overlapping peaks, denoted by Dn, Di and
Dp, which are associated with defects formed in a negatively, neutrally or posi-
tively charged state, respectively. In a ‘one electron’ DOS [116] these states are
filled with electrons up to approximately the position of the chemical potential
µ, according to the Fermi-Dirac distribution (see equation 4.2 on page 84). In
a-Si this potential is expected around mid-gap near the level of the atomic Si:sp3
hybrid orbital. The actual filling of the electronic states results in a different (in-
creased) energetic position of these states. The amount of increase is denoted by
the correlation energy U and is dependent on the specific filled state. Generally,
in a-Si U values are expected to range between 0.1-0.5 eV [13,57]. Effectively,
this results in two important observations:
• The three Dn, Di and Dp peaks are effectively doubled by three additionally
shifted peaks, corresponding to the same but filled states. As a result, the
six peaks in the bandgap merge together and form a more or less flat DOS
within the bandgap.
• Since the charging of a neutral DB needs to be accompanied by a certain
amount of energy (assuming a positive correlation energy U ), the energy
range of neutral DBs is not limited to the narrow kBT range around the
position of the chemical potential, but is extended to a broader band of
width ∼ U [117]
With x increasing from 0 to 2 the incorporation of oxygen in the network
is expected to give rise to an additional differentiation of DB states. Although
the isolated oxygen DBs are expected to resemble the O:2p lone pair states, and
consequently are expected inside the valance band, the position of Si DBs is ex-
pected to vary with a varying number of electro-negative O-atoms backbonded
to the Si atom. This energetic shift is analogous to the observed shifts in the vi-
brational properties of the Si-H complex with different chemical surroundings,
as discussed in section 3.3.1. We roughly estimate the magnitude of these shifts
proportional to the additional charge on the Si atom caused by the backbonded
O-atoms, as depicted in table 3.1 on page 41. These numbers suggest a gradual
decrease of the energy of the Dn,i,p states towards the valence band with increas-
ing number of backbonded O-atoms, up to ∼0.4 eV in the •Si-O3 configuration
(see table 3.1). This appears in general agreement with the expected decrease
reported by Holzenka¨mpfer et al.[106] in their ESR study on a-SiOx.
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The exact influence of the backbonded O-atoms on the correlation energy of
the Si DBs is not known. However, with the increased initial spread in energies of
the (empty) Dn,i,p states resulting from the different local chemical surroundings,
the estimated band-width of singly occupied DB states is certainly not expected
to be smaller in a-SiOx than in a-Si.
This model does give rise to an additional interpretation of the ESR data. In
the x≈0 sample the large amount of neutral Si DBs suggests a positioning of
the chemical potential µ around the position expected in a-Si, around midgap
∼0.7 eV below the position of the conduction band edge. Although with increas-
ing x the ESR spectra start to show additional •Si-Si3−nOn contributions, related
to Si DBs in more oxygenated environments, the general •Si-Si3 character re-
mains preserved, at least up to x≈1.2. This suggests that also in these compounds
the chemical potential is positioned around the position of the •Si-Si3 states, still
around 0.7 eV below the position of the conduction band edge.
On the other hand, anneal treatments show a preferential annihilation of para-
magnetic spins correlated to Si DB states in the more oxygenated environments.
Whether this is caused by a charging of these neutral DB states, or by an actual
annihilation of the DB states in a structural rearrangement, remains uncertain.
Whereas the first mechanism is attributed to a change in the chemical potential
µ, the latter mechanism can give rise to such change in µ. Still, the XPS mea-
surements discussed in section 3.2.4 indicate that the absolute shift of µ upon
annealing does not exceed 0.2 eV. As a result we conclude that the chemical po-
tential is more or less ‘pinned’ by the large concentration of •Si-Si3 sites, in all ‘as
deposited’ and annealed compounds, at least with x up to ∼1.2. The position of
these states is expected to resemble the energy level of the atomic Si:sp3 orbital,
around 0.7 eV below the conduction band edge. In chapter 5 this assumption is
confirmed by measurements on the activation energy of the electrical conduction
in annealed samples.
3.5 Conclusions
In this chapter the chemical, morphological and electronic structure of the sput-
tered a-SiOx films is discussed. By varying the Ar/O2 ratio in the sputter gas
we were able to deposit SiOx with x ranging between 0.0 and 2.0, at deposition
rates in the order of 1015 at./cm2s. Besides silicon and oxygen we observed an
incorporation of several atomic percent of argon (∼2-5 at.%) and hydrogen (∼1-
5 at.%). Taking into account an estimated volume fraction of argon proportional
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to the atomic fraction, the films appear rather dense, with a density corresponding
with the interpolated density between a-Si and a-SiO2, at least within the error of
the measurements. Different adsorption experiments did not reveal a detectable
void-fraction in the compounds. However, Raman measurements indicate that,
at least in the x≈0 sample, the structure is rather strained with a large statistical
disorder in the average bond angle.
Both infrared measurements on the Si-O-Si stretching vibrational mode and
X-ray Photoelectron Spectroscopy measurements on the Si:2p electron binding
energies indicate that the silicon and oxygen atoms are distributed rather homo-
geneously over the material, with the O atoms bonded to two Si atoms and the Si
atoms bonded to both Si and O atoms. This is in general agreement with the Ran-
dom Bonding (RB) model [65], although deviations from the statistically expected
distribution of Si-Si4−nOn building blocks do occur. Annealing the material up
to temperatures Tann= 600oC does not result in any significant changes in the
chemical structure of the majority (Si,O) network.
The hydrogen in the material appears bonded to silicon atoms. These bonds
appear present in all H-Si(Si3−nOn) (n=0-3) configurations, with a preferential
bonding of hydrogen in a H-Si(Si2O) complex. More importantly, Electron Spin
Resonance (ESR) measurements reveal a large density of paramagnetic defects
in the films, in the order of 1021 cm−3. These defects are associated with sili-
con dangling bonds (Si DBs), which appear in the neutral state primarily present
in silicon-rich environments, •Si-Si3. Only in films with x>∼1 a contribution of
neutral Si DBs in more oxygenated environments, •Si-Si2O and •Si-SiO2, is ob-
served. Annealing the films at temperatures up to 600oC results in a clear de-
crease of the paramagnetic spin (neutral DB) density by a factor 5 to 40. More-
over, the changes in the lineshape of the ESR spectrum upon annealing reveal
a non-uniform annihilation of the paramagnetic defects: dangling bonds in the
more oxygenated environments appear preferentially annihilated. The observed
decrease in the linewidth of the ESR spectrum of the x≈0 material upon anneal-
ing or when measured at low temperatures suggests a significant hopping rate of
electrons between localized (DB) states.
Measurements on the optical absorption of the SiOx compounds comply with
the Density Of States (DOS) model derived by Ching [114]. This model pre-
dicts a gradual delocalization of Si-Si bonding states near the valence band edge,
resulting in a gradual increase of the bandgap with x increasing between 0 and
∼1.5. This gradual increase is followed by a sharp increase of the bandgap around
x≈1.5, when the concentration of Si-Si bonds drops below the criterion for delo-
calization. Additionally, a significant absorption at sub-bandgap energies is ob-
served, attributed to a large concentration of defect (DB) states and/or a large
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density of localized states in the band-tails, associated with strained bonds. The
application of a ‘defect-pool’ model to the theoretical density of defect states in
the bandgap [115,116], combined with the observations of a strong sub-bandgap
absorption and a strong ESR signal, suggests that the chemical potential, µ, is
pinned by the high defect density and does not depend strongly on x, providing
x < 2. Moreover, the detected large concentration of neutral •Si-Si3 states (ESR)
in all samples indicates a similar position of µ around the energy level of the
•Si-Si3 states, ∼0.7 eV below the conduction band edge, in all samples.
4 Variable Range Hopping Conduction
4.1 Introduction
4.1.1 Room Temperature Conduction in Silicon Suboxides
In the last decade several studies on non-stoichiometric amorphous silicon oxides
showed a monotonic decrease of the electrical conductivity at room temperature
with increasing oxygen content, over several orders of magnitude, from the level
of the semiconductor (unhydrogenated) amorphous silicon (σ ∼ 10−4 Ω−1cm−1)
to the level of the electrical insulator silicon dioxide (σ ∼ 10−15 Ω−1cm−1)
[49,53,111].
In the sputtered amorphous silicon suboxides (a-SiOx) under investigation in
this study, again a strong dependence of the electrical conductance on oxygen
concentration is observed. In figure 1.1 on page 11 the dc conductivity of thin
layers (0.5 µm) of a-SiOx, measured at room temperature in the co-planar config-
uration discussed in section 2.3.2, is plotted as a function of oxygen/silicon ratio
(x). Indeed, the conductivity of these layers drops monotonically over more than
ten orders of magnitude with the oxygen/silicon ratio x rising from 0 to 1.3.
4.1.2 Conduction by Free Carriers
Generally, together with an increase in (room temperature) resistivity, in silicon
suboxides also a widening of the optical bandgap is observed, from approximately
1.8 eV in a-Si up to 8.9 eV in a-SiO2 [53,58,59,66,106,111,112]. In section 3.4
the observed increase in the optical bandgap is explained by theoretical calcula-
tions on the band structure of SiOx [114]. Consequently, the simplest model used
to explain the decrease in conductivity adopts a conduction mechanism based on
the activation of carriers to free delocalized states beyond the bandgap (‘band con-
duction’), directly linking the conductivity with the size of the bandgap. However,
we will demonstrate that this model does not apply to our material.
Theories on non-defective non-doped semiconductors show that the Fermi
level is positioned around mid-gap to obey the condition of charge neutrality in
the material [118]. In the case of band conduction in SiOx this would lead to an
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increase in activation energy with increasing x, from around 0.9 eV in a-Si up
to around 1.5 eV for suboxides with x ≈ 1.5. Indeed, an increase in activation
energy has been observed in several studies on the conduction of different silicon
suboxides [49,53,111]. In these studies the x dependence of the (room temper-
ature) resistivity of SiOx is easily explained in terms of an increased activation
energy within a band conduction model.
Although this theory has proven to explain and predict the electrical char-
acteristics of several silicon suboxides studied in the past [49,53,111], there is
serious reason to doubt the application of this theory to our sputtered material.
All Electron Spin Resonance (ESR) measurements, presented in section 3.3.2,
show a strong signal of the paramagnetic electron of the neutral silicon dangling
bond (Si:DB). Because of the neutral appearance of these Si:DB states, it is con-
cluded that in the a-SiOx under investigation the chemical potential µ is positioned
around the energy level of these neutral states. This energy level, equivalent to the
Fermi level at T= 0 K, is expected to resemble the level of the atomic Si:sp3
hybrid orbital, because of the unbonded nature of the dangling bond electrons. In
section 3.4.2 it is suggested that this energy level, which is located around mid-
gap in a-Si, remains at a more or less fixed position with respect to the conduction
band edge of a-SiOx with x < 2. This position of the chemical potential, which
is closer to the conduction band than to the valence band in all compounds but
x = 0, suggests a prevalence of n-type band conduction over p-type band conduc-
tion. Moreover, due to the observed high concentration of neutral silicon dangling
bonds and the assumed more or less fixed position of the Si:DB states with respect
to the conduction band edge, the activation energy of this assumed n-type band
conduction process is not expected to increase with increasing x. As a result, we
do not expect a band conduction mechanism with an activation energy depending
on x. Therefore, the model explaining the conduction in SiOxin terms of different
activation energy with different x is not applicable to the compounds discussed
here. Indeed, measurements on the temperature dependence of the conductivity
indicate a different mechanism of conduction.
4.1.3 Temperature Dependence of Conduction
In figure 4.1 the dc conductivity of 0.5 µm thick layers of SiOx, measured in
the co-planar configuration, is plotted as a function of temperature (30 K≤ T ≤
300 K) in an Arrhenius plot. Whereas a band conduction model predicts an Ar-
rhenius temperature dependence of the conductivity, the deviating temperature
dependence observed in our samples clearly reveals a different conduction mech-
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Figure 4.1: Conduction of a-SiOx versus temperature, plotted in an Arrhenius
plot, for samples with different of oxygen/silicon ratio x: (a) x = 0.01, (b) x =
0.14, (c) x = 0.35, (d) x = 0.84, (e) x = 1.17, (f) x = 1.82.
anism, at least at low temperatures up to room temperature.
Taking the slopes in the Arrhenius plots of figure 4.1 as activation energies
results in values at room temperature increasing from 0.12 ± 0.01 eV to 0.35 ±
0.02 eV with x increasing from 0 to 1.3. Although these values indeed rise with
increasing x, they do not resemble 0.7 eV, as expected according to the hypothesis
of a pinned chemical potential around the Si:DB states, as discussed in the last part
of the previous section.
The measured values are much smaller and suggest that the electronic pro-
cesses that are dominant in the conduction, at least up to room temperature, occur
in a much narrower energy band around the level of the chemical potential. Be-
cause the electronic states in semiconductors around this level within the gap are
localized, the transport of charge requires a conduction mechanism through local-
ized states. This mechanism, which is known as hopping conduction, is observed
in two well-known varieties, i.e. nearest neighbor hopping and variable range
hopping. The latter conduction mechanism is distinguishable from other conduc-
tion mechanisms by its different temperature dependence: log σ ∼ T−1/4 (see
section 4.3.1, equation 4.23). In figure 4.2 the data of figure 4.1 is represented in
a log σ versus T−1/4 plot, clearly showing this temperature dependence over the
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Figure 4.2: Conduction of a-SiOx with different x versus temperature, showing
a log σ ∼ T−1/4 dependence, indicative for a variable range hopping conduction
mechanism. (a) x = 0.01, (b) x = 0.14, (c) x = 0.35, (d) x = 0.84, (e) x =
1.17, (f) x = 1.82.
entire temperature range.
A log σ ∼ T−1/4 behavior does not necessarily imply a variable range hop-
ping (vrh) conduction mechanism. According to calculations, also other conduc-
tion mechanisms, albeit using sometimes very specific presumptions, can show a
temperature dependence similar to the T−1/4 dependence [119–121]. However,
theories on the vrh conduction, described in more detail in the next section, indi-
cate a strong relation between the level of hopping conductance and the concen-
tration of localized states around the chemical potential µ. Since the SiOx layers
under investigation in this work possess a large concentration of these states, as
observed by ESR measurements, the dominance of vrh conduction in these mate-
rials seems plausible. Although this conduction mechanism is often observed in
studies on semiconductors at lower temperatures (in fact, theory shows that the
dominance of the vrh conduction mechanism is always expected at sufficiently
low temperatures [20]), the clear observation of a log σ ∼ T−1/4 dependence
in our compounds at all temperatures up to room temperature provides an excel-
lent tool to examine the mechanism of hopping conduction, and in particular the
variable range hopping conduction.
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4.1.4 Outline
In 1968 Mott introduced the concept of a type of hopping conduction called vari-
able range hopping (vrh) [19]. Although Mott’s original manuscript successfully
described the empirically observed log σ ∼ T−1/4 dependence, the derivation of
this relation proved rather unsatisfactory from a statistical point of view. Follow-
ing Mott’s publication several different and more thorough approaches, each based
on different mathematical techniques and assumptions, were used to describe the
vrh mechanism [122–128]. Nevertheless, they all resulted in very similar expres-
sions of temperature dependence. Since Mott’s formalism reveals a clear insight
in the processes involved in the vrh conduction, an analytical description based
on this formalism is presented here. Both the derivation of the log σ ∼ T−1/4
relation, valid at low electric field strengths (the ‘Ohmic’ regime), as well as an
extension of the original model to the regimes of higher field strengths is presented
in section 4.3. A discussion on the validity of the ‘Mott model’ and a comparison
with other analytical studies concludes this section.
The essential difficulty of describing the effective hopping conduction in a
system with randomly distributed localized states is precisely its randomness,
which cannot be dealt with analytically without questionable methods of aver-
aging. Whereas the analytical averaging is hindered by the large spread in the
individual site-to-site hopping probabilities, percolation theory [81,129,130] on
the other hand has proven to be very successful in dealing with these large differ-
ences. This led to the publication of several studies, in which the vrh process is
expressed in terms of a percolation problem [131–139]. As in Mott’s analytical
description, these publications put emphasis on the qualitative relations between
the important parameters in the system, by applying ‘ready-made’ analytical so-
lutions of general percolation problems [81] to the vrh process. Although this
approach has proven to be successful in describing the vrh process in the Ohmic
low-field regime [131–136], the convolution of the hopping process to a standard
percolation problem appears less straightforward in the medium-field [137–139]
and, in particular, the high-field regime [139].
In this study no attempts have been made to express the vrh process in terms
of a standard percolation solution. Instead, a purely numerical description of the
process is obtained by repeatedly solving the percolation problem in a system of
randomly distributed localized states. Quantification of the relations between the
important parameters in the vrh process is achieved by statistically averaging over
the individual percolation solutions in different distributions of localized states.
In section 4.4 this procedure is elucidated, and its results are checked for con-
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sistency with the existing models in the low field regime. In the second part of this
section an extension of the model to the high field regime is presented, revealing
a clear quantified description of the relation between current and field strength in
this regime.
Section 4.5 discusses the assumptions made in both the analytical and numer-
ical descriptions of the vrh process, and the applicability of these models to the
case of vrh conduction in the a-SiOxfilms under investigation.
4.2 Hopping Probabilities
Assuming no correlations between the occupation probability of different local-
ized states the net electron flow between these states is simply given by
Iij = fi(1− fj)wij − fj(1− fi)wji, (4.1)
with fi denoting the occupation probability of state i and wij the electron transition
rate of the hopping process between the occupied state i to the empty state j.
Defining the chemical potential µi as the chemical potential at the position of state
i, the occupation probability is given by the Fermi-Dirac distribution function
fi = {exp [(Ei − µi)/kBT ] + 1}−1 . (4.2)
The transition rate is related to a hopping probability by
wij = γPij, (4.3)
with Pij the probability of success in a hopping attempt between states i and j and
γ an unknown parameter related to a certain ‘attempt-frequency’. This ‘attempt
frequency’ is discussed in more detail in section 4.3.
Since the hopping process originates from tunneling events the hopping tran-
sition rate is derived from the tunneling probability:
Ptunnel i→j = exp (−2α|Rij|) (4.4)
with R the physical distance separating the two localized states, and α the lo-
calization parameter of these states. In a mathematically simple one-dimensional
system the α parameter corresponds with the exponential decay of a wavefunction
in a potential barrier and is directly related to the height of the potential barrier. In
systems of higher dimensions this relation is less obvious, and the α parameter is
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characterized by an integration of all possible tunneling paths between two sites,
viz. the α parameter reflects the ‘potential landscape’ surrounding the hopping
sites.
From thermodynamic considerations and assuming detailed balance in hop-
ping between two localized states, the transition rate of a carrier hopping from site
i with energy Ei to site j with energy Ej ≥ Ei is often described by [138,139]:
wij = γ exp (−2α|Rij|) {exp [−(Ei − Ej)/kBT ]− 1}−1 , (4.5)
with γ depending on the phonon spectrum, the electron-phonon coupling strength
and the energy difference between the two sites in order to keep wij from diverging
as |Ei − Ej| → 0 [139].
Applying equations 4.2 and 4.5 to expression 4.1 results in the relation be-
tween the current and the potential difference (∆µ ≡ µj − µi) between two hop-
ping sites [139]:
Iij ∼ γ exp(−2α|Rij|) sinh
[
µj − µi
2kBT
]
×
{
cosh
[
Ei − µi
2kBT
]
cosh
[
Ej − µj
2kBT
]
sinh
[ |Ej − Ei|
2kBT
]}−1
(4.6)
In all theories leading to an analytical description of the vrh process [19,20,122–
124,131,139] equation 4.6 is simplified by assuming all energy differences in
the expression larger than or comparable to kBT . In case of low electric field
strengths, resulting in a small voltage drop over a single hopping distance (∆µ 
kBT ), this gives
σij ≡ Iij∆µ ∼ γ exp−
[
2α|Rij|+ |Ei−µ|+|Ej−µ|+|Ei−Ej|2kBT
]
, (4.7)
with µ ≈ µi ≈ µj. This expression was introduced in 1960 by Miller and Abra-
hams [140] and is often referred to as the ‘Miller-Abrahams’ conductance.
In the limit of high electric field strengths, leading to a voltage drop over
a single hopping distance in the order of or higher than kBT , expression 4.6 is
simplified by
Iij∼γ exp−
[
2α|Rij|+ |Ei−µi|+|Ej−µj|+|Ei−Ej|−(µi−µj)2kBT
]
. (4.8)
This situation is discussed in more detail in section 4.4.2.
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4.3 Mott’s Formalism
In the formalism developed by Mott [19,20] the hopping process is even more
simplified by assuming that the dominant contribution to the hopping current is
through states within kBT of the chemical potential µ, thereby eliminating the
exact occupation probabilities of the states in the description. In this case the
hopping probabilities are derived directly from equation 4.5, giving the probability
of a carrier tunneling from a localized state i with energy Ei to an empty state j
with energy Ej:
Pij ≈
{
exp
(
−2αRij − Ej−EikBT
)
if Ej > Ei
exp (−2αRij) if Ej ≤ Ei
(4.9)
In this description again the approximation |Ei−Ej| ≥ kBT is used, although the
validity of this approximation is questionable. The implications of this assumption
and results of a more thorough approach are discussed in section 4.3.5. It is noted
that the ‘Miller-Abrahams’ conductance (equation 4.7) is restored by the product
fi(1− fj)Pij.
Since the hopping probability depends on both the spatial and energetic sep-
aration of the hopping sites it is natural to describe the hopping processes in a
four-dimensional hopping space [122,123], with three spatial coordinates and one
energy coordinate. In this hopping space a range R is defined as
Rij = − log Pij (4.10)
This range, given by the magnitude of the exponent in equation 4.9, represents a
distance in four-dimensional hopping space, indicating the hopping probability.
In a system in which localized states are randomly distributed in both posi-
tion and energy, the probability distribution function of all hops originating from
one site is generally dominated by the hop to the nearest neighboring site in the
four-dimensional hopping space, due to the exponential character of the hopping
probabilities (equation 4.9). This site at closest range corresponds only with the
spatially nearest neighbor if the first term on the right hand site of equation 4.9 is
dominant. This is true if αR0  1, with R0 the average spatial distance to the
nearest neighboring empty localized state, that is in cases of strong localization
and/or low concentration of localized states. The hopping distance R is limited
to the spatial nearest neighboring hopping site at average distance R0, and the
conduction mechanism is called nearest neighbor hopping. However, if αR0 is
in the order or less than unity, or in all cases at sufficiently low temperatures, the
second term on the right hand site of equation 4.9 contributes significantly to the
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hopping probability and hops to sites that are further away in space but closer
in energy might be preferable. This is the variable range hopping (vrh) process,
which concept was introduced by Mott in 1968 [19].
It will be demonstrated that the hopping range in the vrh process depends on
the material parameters α and Nµ, and on the external parameters temperature T
and electric field F . It is convenient to seclude the effect of the electric field, by
writing the energy term of Rij as
Ej − Ei
kBT
=
E′j −E′i − (−e)Rij · F
kBT
=
Wij + eRij · F
kBT
(4.11)
with E′i the energy of state i compared to the chemical potential µ at position i,
and Wij ≡ E′j−E′i the energy difference between the hopping sites in the absence
of an electric field. Here hopping by electrons (charge -e) is considered; hopping
by holes, however, is represented by the same expression.
Following equations 4.9 and 4.10 the hopping range is then expressed as
Rij =
{
2αRij +
Wij+e Rij·F
kBT
= R′ij + e
Rij·F
kBT
if Wij > −eRij · F
2αRij if Wij ≤ −eRij · F
(4.12)
with R′ij the hopping range in the absence of an electric field.
Since the probability distribution function of all hops originating from one
site is dominated by the hop to the site at closest range, the average hopping
probability from this site i is approximated by Pi ≈ exp(−Ri,nn), with Ri,nn
the range between state i and its nearest neighboring state in the four-dimensional
hopping space (the ‘site at closest range’), i.e.
Ri,nn = min (Rij) . (4.13)
The drift of carriers under the influence of an electric field determines the
conductivity. Because transport consists of a series of hops, the net conductiv-
ity depends on an average of the probabilities of sequential hops. As sequential
probabilities multiply, the appropriate average is the geometric mean, i.e. [123]
σ ∼ 〈P 〉 = lim
n→∞
[
n∏
i
Pi
]1/n
= exp
[
lim
n→∞
1
n
n∑
i
lnPi
]
≡ exp (−R¯nn) .
(4.14)
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Although Ri,nn depends on the randomly distributed sites around state i, it is
possible to imagine an average nearest neighboring hopping rangeR¯nn. Assum-
ing now that all individual hops are of rangeR¯nn in the 4D hopping space, in real
space these hops will be in random directions. However, for hops to sites with the
same energy difference in the absence of an electric field (same Wij), greater real
distances will be hopped in the downfield direction than upfield (equation 4.12).
So summing over all final states from initial state i results in an average real for-
ward distance hopped, R¯F.
Omitting now the direct use of equation 4.6, but following the simplified for-
malism used by Mott (equation 4.9), the effective current density in a vrh process
in the presence of an electric field can be written as the product of the following
factors:
• The number of charge carriers involved in the hopping process. This num-
ber is approximated by 2NµkBT , with Nµ the density of localized states in
volume and energy around µ.
• The charge of the carriers: −e for electrons.
• An attempt frequency νph, depending on the extent of electron- phonon in-
teraction. In the following analytical description this frequency is supposed
to be independent of temperature and hopping distance. The implications
of this assumption are discussed at the end of the section.
• The average forward distance traveled per hop, R¯F.
• The average hopping probability P¯ = 〈P 〉 ≡ exp (R¯nn), optimized to the
closest hopping range for all individual hops (equation 4.13) and averaged
over all hopping states.
Hence, the current density is approximated in Mott’s formalism by
j ∼ 〈eRij · jˆNµkBTνph exp (−Rij)〉 ≈ eR¯FNµkBTνph exp
(−R¯nn) .
(4.15)
The critical factor in this equation is the determination of the average nearest
hopping range R¯nn since it has an exponential effect on the current. The de-
scription of this average nearest hopping range depends on the magnitude of the
applied electric field.
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4.3.1 Low Electric Field Regime
If the contribution of the electric field e R·FkBT to the hopping range R is small,
that is if |eR¯F |  kBT , the effect of the electric field on the hopping current
can be approximated by the difference in probability of hopping in or against the
direction of the field. Using equations 4.12 and 4.15 to describe both the current
in and against the direction of the field, this yields
j ∼ 2eR¯′NµkBTνph exp
(−R¯′nn) sinh
(
eR¯′F
kBT
)
, (4.16)
with R¯′ the average hopping distance in the absence of an electric field, and as-
suming R¯F ∝ R¯′.
The average nearest hopping range in the absence of an electric field,R¯′nn,
is estimated using the following reasoning: Suppose that at temperature T the
carrier hops to a site within a sphere of radius r(T ). Statistically, this site is
located on average at a distance R¯ = 34r from the original site. Furthermore,
since we assume no correlation between position and energy of the site in the
absence of an electric field, the energetically closest site within this sphere will on
average have an energy difference with the original site
W¯ =
3
4πr3Nµ
=
34
44πR¯3Nµ
, (4.17)
assuming a constant density of states around µ. Thus, the average rangeR¯′ of this
site is given by
R¯′ = 2αR¯ + W¯
kBT
= 2αR¯ +
34
44πR¯3NµkBT
. (4.18)
Minimizing this equation with respect to R¯ results in an optimal average hopping
distance
R¯′ =
3
4
(
3
2παNµkBT
)1/4
. (4.19)
This expression is characteristic for the vrh mechanism, indicating an increasing
hopping distance with decreasing temperature. The probability of this hop taking
place, in terms of the average nearest hopping range in the absence of an electric
field, is given by
R¯′nn =
(
T0
T
)1/4
, (4.20)
90 CHAPTER 4. VARIABLE RANGE HOPPING CONDUCTION
with
T0 = CT
α3
kBNµ
(4.21)
and the proportionality constant CT given in this formalism by
CT =
24
π
. (4.22)
Combining equations 4.16, 4.19 and 4.20, and using sinh
(
eR¯′F
kBT
)
≈ eR¯′FkBT since
|eR¯′F |  kBT , results in the expression
σ =
j
F
= σ0 exp
(
−T0
T
) 1
4
, (4.23)
with T0 given by equation 4.21 and σ0 defined in this formalism by
σ0 ∼ νph
(
Nµ
παkBT
)1
2
. (4.24)
Consequently, in the low electric field regime the vrh process is characterized
by an Ohmic conduction behavior. The conductivity is dominated by the exponent
in equation 4.23, resulting in a log σ ∼ T−1/4 temperature dependence. The
condition for this low electric field regime is given by
|eR¯F |
kBT
 1 =⇒ F  4
3e
(
2παNµ
3
) 1
4
(kBT )
5
4 , (4.25)
indicating that this regime extends to higher field strengths with higher tempera-
ture.
4.3.2 Medium Electric Field Regime
With increasing field strength the effect of the field on the current becomes more
complicated. As long as |eR¯F |  kBT the effect of the field on the average hop-
ping distance can be neglected, and the process is described by only considering
the difference in hopping probability when hopping the average hopping distance
in or against the direction of the field. In other words, the effect of the field is
considered as a first order deviation from the optimized average hopping range
R¯′nn in the absence of an electric field.
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When |eR¯F |  kBT , that is if the electric field is much larger than the ex-
pression on the right hand side of equation 4.25, this approximation no longer
holds and the effect of the field on Rij has to be considered before optimizing the
average hopping range. Although the original Mott model does not include any
field effects outside the Ohmic regime, we adopt its formalism here to reveal the
important processes in the higher field regimes.
Assuming |eR¯F | < W and following equation 4.12, the probability of a hop
taking place is written as
Pij = exp
(
−R′ij −
eR · F
kBT
)
. (4.26)
If |eRF |  kBT the probability of hops in the direction of the electric force (for
electrons opposite to the direction of the field) is much larger than the probability
of hops against this force. Consequently, the nearest hopping range is almost
certainly associated with a hop in the direction of the electric force. Hence, the
nearest hopping range is approximated by
Rnn ≈ min
(
2αR +
W − eRF
kBT
)
. (4.27)
In this equation W again describes the energy difference between two sites in
the absence of a field. Using equation 4.17 in minimizing equation 4.27 effec-
tively the preferential direction of R¯ in the direction of the field is neglected in
the minimization routine, and only the effect of F on the magnitude of the aver-
age hopping distance is considered. Still, in first order approximation an average
hopping distance can be deduced
R¯ ∼
(
3
πNµ(2αkBT − eF )
) 1
4
(4.28)
and a corresponding optimized average hopping range
R¯nn ∼
(
2α− eF
kBT
)
R¯ +
(
C
NµkBT
)
R¯−3, (4.29)
with C some numerical constant in the order of 1, depending on the shape of the
volume considered in minimizing equation 4.27.
According to equations 4.15 the vrh current density in the electric field regime
kBT  |eRF | < W can now be written as
j ∼ R¯ exp (−R¯nn) , (4.30)
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with R¯ given by equation 4.28 and R¯nn by equation 4.29.
The upper-limit of the medium-field regime is obtained from equations 4.28
and 4.17:
|eR¯F | < W¯ =⇒ F < αkB
2e
T. (4.31)
4.3.3 High Electric Field Regime
At even higher field strengths, where |eRF | ≥ W , a negative energy difference
between initial and final hopping state is obtained. From equation 4.12 it is clear
that the corresponding hopping probability is then defined by the spatial term of
the hopping range only: R = 2αR. Physically this means that the initial energy
difference between the hopping states is completely compensated by the energy
gain of the charge carrier hopping in the direction of the electric force. Hopping
any further in the direction of this force results in a net surplus of energy, which
does not increase the hopping probability. Therefore, the site at closest hopping
range is expected to satisfy the condition |eR¯F | = W¯ . Using equations 4.17 to
describe W¯ in terms of R¯, this results in an expression for the average hopping
distance:
R¯ =
3
4
(πeNµF )
− 1
4 . (4.32)
Again following equation 4.15, the current density is then approximated by
j ∼ exp
(
−F0
F
) 1
4
, (4.33)
with
F0 = CF
α4
eNµ
(4.34)
and the proportionality constant CF denoted in this formalism by
CF =
81
16π
. (4.35)
Since the energy needed in the hopping process is provided by the electric
field, no thermal activation is required anymore and a field induced tunneling cur-
rent is expected. Indeed, equation 4.33 shows no temperature dependence (besides
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from a linear effect of the number of carriers participating in the hopping process,
equation 4.15), yet an exponential dependence of the current on field strength.
So far, the influence of the electric field on the analytical description of the vrh
current has been categorized in terms of the magnitude of this electric field. How-
ever, not the electric field but, more specific, the energy transfer of the electric field
to the hopping carrier determines the influence of the field. This energy transfer is
given by the product eR · F . Since according to equations 4.19 and 4.28 the aver-
age hopping distance increases with decreasing temperature, this energy transfer
also increases with decreasing temperature. Consequently, the low, medium and
high electric field regimes are equally described as high, medium and low temper-
ature regimes. The transition from the medium-field to the high-field temperature
independent regime (equation 4.31) is given in terms of a transition temperature
T→Tindep =
2e
αkB
F, (4.36)
which is, in contrast to most parameters in the vrh process, a function of α only,
instead of a combination of α and Nµ.
4.3.4 Numerical Evaluation
The analytical description of the vrh processes discussed so far is based on equa-
tion 4.15, describing the vrh current in terms ofR¯nn and R¯. Although the deriva-
tion of the analytical expressions for these parameters requires the classification
in different field strength and/or temperature regimes, numerical values for these
parameters are readily obtained by expressing R¯ as a function of R, F and T ,
using equations 4.12 and 4.17, and minimizing this expression with respect to R
numerically. Using these numerically obtained values for R¯nn and R¯ a quasi-
analytical vrh current can be calculated as a function of α, Nµ, νph, T and F ,
without any additional classification in field strength or temperature.
Results of these calculations are plotted in figures 4.3 and 4.4, showing the
net vrh current, that is the difference of the current in and against the direction of
the field, through localized states with localization parameter α = 107 cm−1 and
density Nµ = 1018 cm−3eV−1 at different field strengths and temperatures. In
these calculations νph is supposed to be 1 THz, independent of temperature.
Clearly, the Ohmic regime with linear j−F characteristics and log σ ∼ T−1/4
temperature dependence can be distinguished at low field strengths and high tem-
perature. Furthermore, the field induced tunneling regime, characterized by a
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Figure 4.3: Calculated vrh current density through localized states with
α = 107 cm−1 and Nµ = 1018 cm−3eV−1 , as a function of electric field
strength and at different temperatures. (↑) indicates the field limit to the Ohmic
regime according to equation 4.25, (↓) shows the onset of the field induced tun-
neling regime according to equation 4.36.
log j ∼ F−1/4 field dependence and very weak temperature dependence, is ob-
served at high field strengths and low temperatures. In the plots the limits of the
Ohmic regime to the field strength and temperature, given by equation 4.25, are
indicated by the arrows pointing up. The arrows pointing down represent the crit-
ical field strengths and temperatures given by equation 4.36, indicating the onset
of the field induced tunneling regime.
Comparing figures 4.3 and 4.4 with the measured data plotted in figures 5.1
and 5.2 (section 5.2.1), it is clear that at least qualitatively the analytical model
agrees with measurements. However, it is necessary to make some critical remarks
regarding this analytical description.
4.3.5 Discussion
Most criticism on Mott’s derivation of the log σ ∼ −(T0/T )1/4 relation focuses
on the simplifying assumption of proportionality between mean hopping energy
4.3. MOTT’S FORMALISM 95
0.20 0.25 0.30 0.35 0.40 0.45 0.50
T-1/4 (K-1/4)
-18
-16
-14
-12
-10
-8
-6
-4
lo
g 
j/(A
 cm
-
2 )
60
8
1
Figure 4.4: Calculated vrh current density through localized states with
α = 107 cm−1 and Nµ = 1018 cm−3eV−1 , as a function of temperature and
at different field strengths. The curves are labeled with the field strengths in
kV/cm. (↑) indicates the temperature limit to the Ohmic regime according to
equation 4.25, (↓) shows the onset of the field induced tunneling regime accord-
ing to equation 4.36.
and the inverse cube of the hopping distance (equation 4.17). Indeed, especially at
higher field strengths, the spherical symmetry that is implicitly assumed in deduc-
ing equation 4.17 is certainly questionable. In addition, only the hopping proba-
bilities of carriers at the level of the chemical potential µ are taken into account,
thereby neglecting the presence and occupation probabilities of states above and
below this level. A more thorough mathematical analysis on the four-dimensional
quantity range [122–124], omitting the direct use of equation 4.17 and including
states around µ occupied according to a Fermi-Dirac distribution, however, results
in similar expressions of temperature and field dependence. With µ positioned in
a constant DOS and at low electric field strength, again Ohmic conduction and
a dominant log σ ∼ −(T0/T )1/4 temperature dependence of conduction is de-
rived, with proportionality constant T0 identical to the definition in equation 4.21.
Furthermore, at high field strength a conduction mechanism independent of tem-
perature and with field dependence log σ ∼ −(F0/F )1/4 is derived, with F0 only
differing from equation 4.34 in the dimensionless constant CF (according to this
description CF = 64/π). At medium field strengths a log σ ∼ F2 is predicted.
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Only slightly different results are obtained following another approach, in
which the conductivity is expressed in terms of a Green function correspond-
ing to the linearized rate equation (4.1) [125–128]. In this description the ex-
act temperature and field dependencies appear to be related with possible direc-
tional constraints on the hopping current path. In the case of isotropic random
motion of the hopping carrier in a constant DOS at low field strengths, again the
log σ ∼ −(T0/T )1/4 relation is derived, with T0 only differing from equation 4.21
in its proportionality constant CT (here, CT = 12/π). At medium field strengths
again a log σ ∼ F2 is predicted. However, if the electric field is assumed to
be strong enough to direct the motion of the carriers in a general forward direc-
tion (‘directed’ motion), the conduction in the Ohmic regime is found identical to
equations 4.23 and 4.21. In this case a weaker field dependence in the medium
field regime is expected, i.e. log σ ∼ F . The controversy between isotropic and
directed hopping will be discussed in more detail in the following section using
concepts of percolation theory.
4.4 Formalism Based on Percolation Theory
In modeling the vrh conduction mechanism, generally a set of sites is supposed to
form a random resistors network, with impedances connecting all individual sites
given by the inverse of the corresponding hopping probabilities (equation 4.9):
Zij ∝ exp (Rij) . (4.37)
The basic difficulty in quantitatively describing the overall impedance of this net-
work in an analytical expression arises from the wide exponential spread in magni-
tude of the site-to-site resistors between randomly chosen hopping sites. Whereas
this wide spread is obstructing the use of analytical averaging, it has proven to be
beneficial when dealing with the problem using a numerical approach based on
percolation theory. Following this theory [81,130] the network is characterized
by a sub-set of interconnected sites, spanning the entire volume, with two-site
connections Zij ≤ Z˜t. In this formalism the threshold impedance Zt is defined
as the minimum impedance Z˜t needed to ensure an infinitely large cluster of in-
terconnected sites within an infinitely large network. Essentially, the percolation
threshold describes the highest impedance of the most conducting percolation path
through the system. The actual sub-set of sites participating in the conduction is
expected to be slightly bigger than the most conducting percolation path, includ-
ing more parallel paths with slightly higher resistance. The overall impedance of
the system is described by an optimization between the most conductive percola-
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tion path with threshold impedance Zt and a slightly larger sub-set of sites with
occasionally a slightly larger site-to-site impedance.
Seager and Pike [132] demonstrated that this optimization is increasingly
more dominated by the threshold impedance Zt with increased spread in the site-
to-site impedances. By comparing the derived threshold impedance with the cal-
culated resistance of in an array of 1000 sites, they showed that the threshold
impedance accurately describes the overall resistance of the system if the aver-
age variation in the 5-6 smallest impedances originating from each site exceeds
∼7 orders of magnitude. We explicitly verified whether this criterion was met
in the simulations presented here, and found that only at the highest tempera-
tures (500oC) in the most dense system considered (Nµ= 1020 eV−1cm−3 with
α= 106 cm−1) the average spread in the 6 smallest impedances originating from
each site is in the order of 107. In the ‘typical’ system with Nµ= 1020 eV−1cm−3,
α= 107 cm−1 and T=300 K this spread already exceeds 11 orders of magnitude,
and runs up to 128 orders of magnitude in the most ‘diluted’ system at 16 K.
Consequently, in our percolation description of the vrh process simply the thresh-
old impedance is sufficient to accurately describe the impedance of the entire
network. Physically this means that the impedance of the network is described
as if the current through the system is completely characterized by the current
carrying backbone of the percolation path, which in turn is characterized by its
highest impedance. Although in reality the current will be carried by a larger
cluster of sites with slightly higher maximum site-to-site impedance, the large
spread in Zij allows us to effectively neglect these contributions in determining
the conductivity of the system.
4.4.1 Analytical Solutions of the Percolation Problem
In general percolation theory the criterion of percolation is often expressed in
terms of an expected number of connections to a single site needed to ensure a
percolating cluster through the system [81,130]. The application of this descrip-
tion to the vrh process with site-to-site connections given by equation 4.37 has
led to several publications in which the dependence of Zt on α, Nµ, T and F
is derived [131–139]. As in the analytical descriptions, these studies primarily
focussed on the qualitative relations between the parameters in the system.
Although this more analytical approach has proven to be successful in describ-
ing the vrh process in the Ohmic low-field regime [131–136], the convolution of
the hopping process into a standard percolation problem appears less straight-
forward in the medium-field [137–139] and, in particular, the high-field regime
[139]. The differences between ‘standard’ percolation solutions and the hopping
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process appear to concentrate on two issues, often referred to as the concepts of
‘directional constraints’ and ‘correlation between consecutive hops’.
• Directional constraints. Whereas a percolation problem is by definition
characterized by a single threshold impedance independent of the size of
the system, empirically the vrh resistance is found to vary linearly with the
dimensions of the measured sample (R = ρLA , with A the cross sectional
area and L the distance between the electrodes). This discrepancy has led
to the introduction of the concept of ‘directional constraints’, restricting all
individual hops in the current carrying path to the general forward direction
[133,137–139]. Its concept is extraneous to the percolation problem, and
comprises the view that the important conducting paths are not necessarily
identical with the critical percolation paths. Essentially, it reflects the idea
that the mere presence of an electric field might impose a straighter opti-
mal path between the electrodes than the critical percolation path, which
possibly meanders aimlessly through the material.
• Correlation between consecutive hops. By adopting a formalism, in which
the percolation problem is defined in terms of an expected number of con-
nections to a single site needed to ensure a percolating cluster, the individ-
ual connections are generally supposed to be uncorrelated. However, the
actual site-to-site hopping events are most certainly correlated. Especially
when the occupation probabilities of the sites are included, the energy of
the common site between two consecutive hops strongly correlates the two
events, since it determines the occupation probability of both the final site
of the first hop and the initial site of the consecutive hop. A large perco-
lating current is consequently less easily achieved, since optimal occupa-
tion requires a high probability of a vacancy in the first case, but a high
probability of occupation in the latter case. Although this concept has suc-
cessfully been included in some descriptions of the low-field Ohmic vrh
conduction [133,135,136], with increasing field strength a possible field-
induced rearrangement of charge along a current carrying path [120,139]
appears to complicate the description significantly [133,137–139]. As a re-
sult, no quantitatively clear description of the vrh process in the high field
regime has yet been reported.
4.4.2 Numerical Solutions of the Percolation Problem
In this study no attempts have been made to express the vrh process in terms of
standard (analytical) percolation solutions. Instead, a purely numerical descrip-
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tion is obtained by repeatedly solving the percolation problem in an actual finite
sized system of randomly distributed localized states. Percolation in such a sys-
tem is defined as a closed path between two opposite sides of the system. Quan-
tification of the relations between the important parameters in the vrh process
is achieved by statistically averaging over the individual percolation solutions in
different distributions of localized states. Although this procedure does not give a
clear insight in the processes involved in the hopping process, the circumvention
of standard percolation solutions does yield some significant advantages.
Firstly, the use of a finite system size allows us to reject any extraneous ‘di-
rectional constraints’ in the percolation problem. The finite system size inevitably
constrains the current to flow inside a macroscopically small channel. The cri-
terion of percolation as a closed path between two opposite sides of this channel
restrains the current carrying path from meandering aimlessly through the system,
without restricting all individual hopping events to a forward direction. As a re-
sult the macroscopic current can be envisaged to flow through numerous of these
parallel and in series positioned small channels, resulting in a size dependent con-
ductivity of the entire (macroscopic) system. Essentially, these channels represent
the density of individual threshold impedances that carry the macroscopic current.
Still, the changes in the overall resistance of a macroscopic sample are presumed
to be adequately described by the threshold impedance of a single channel alone,
as long as these channels are large enough to contain a threshold impedance sim-
ilar to the threshold impedance defined in the infinite system. Since we restrict
ourselves in this numerical study to the changes in the vrh conduction at different
temperatures and field strengths, only the effects on the threshold impedance need
to be examined.
Furthermore, the procedure of prescribing an actual percolation path in a sys-
tem automatically comprises the concept of correlation between the connecting
site-to-site hopping events. Due to these correlations the site energies in the per-
colation path appear confined to a band around the chemical potential µ, in order
to preserve a finite probability of both entering and leaving the site. The impli-
cations of these correlations in the low-field Ohmic regime are discussed in more
detail later in this section. Also, the effects of charge rearrangements along a cur-
rent carrying path in the high field regime are discussed at the end of this section.
Primary objective of this percolation study is a quantitative refinement of the
analytically derived relations, more specifically the log σ ∼ −(T0/T )1/4 relation
at low electric field strengths and the log I ∼ (F0/F )1/4 relation at high field
strengths. Although several authors have reported on a percolation description
100 CHAPTER 4. VARIABLE RANGE HOPPING CONDUCTION
of the vrh conduction in the Ohmic and medium-field regime [131–136], only
few of them reveal a quantified description of the proportionality constant CT
in a system in which both concepts of ‘directional constraints’ and ‘correlation
between consecutive hops’ are incorporated [135,136]. We will show that our
results are in excellent agreement with these studies, confirming the consistency
of our model with the existing description.
The high-field regime on the other hand appears much less documented. Al-
though Pollak et al.[139] did report on extending their model in the Ohmic regime
[133] to the medium- and high-field regimes, no emphasis was put on the ex-
act quantification of the derived relations. Moreover, their high field description
does not include any effects of a field induced charge rearrangements along the
current carrying path, whereas later studies do reveal a possible significance of
these rearrangements [141]. Consequently, no consensus on the proportionality
constant CF has been obtained. In the second part of this section we present
a purely numerical percolation description of the vrh process in the high field
regime, focussing on a quantification of the proportionality constant CF in a sys-
tem in which the field induced charge rearrangements along the current carrying
path are included.
The numerical results discussed here are all obtained using a constant system
size of 104 hopping sites, randomly distributed in energy and position. The en-
ergies are distributed within a band of specified bandwidth (∆E, generally 1 eV)
around the chemical potential; the positions are randomly assigned within a cube
of volume L3, with L satisfying the specified density of states Nµ = 104/∆EL3.
The electric field is supposed in the xˆ-direction, perpendicular to two opposite
sides of the cube, x = 0 and x = L. Percolation is established when at least one
site in a cluster of interconnected sites is connected to the x = 0 plane and at least
one site is connected to the x = L plane, with site-to-site and site-to-plane con-
nections Zij ≤ Z˜t. The percolation threshold Zt is defined as the minimum value
of Z˜t needed to ensure percolation over the cube in the direction of the electric
field. To test the validity and reproducibility of the obtained threshold impedances
several measurements on systems containing 105 hopping sites were performed.
Although these calculations resulted in marginally smaller threshold impedances,
compared to the results in the systems of 104 sites, the relative differences in
threshold impedances with changing α, Nµ, T and/or F appeared completely un-
affected by the change in system size between 104 and 105 hopping sites. This
indicates that the system of 104 hopping sites is large enough to represent an infi-
nite system, as required by the definition of a percolation threshold.
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Figure 4.5: Numerically derived threshold impedance in a network of
localized states versus temperature (16 - 625 K), using different values
of localization and density of states. Solid lines are fits within a set
of equal localization and density. (a) α= 106 cm−1, Nµ= 1018 cm−3eV−1,
(b) α= 107 cm−1, Nµ= 1020 cm−3eV−1,(c) α= 107 cm−1, Nµ= 1019 cm−3eV−1,
(d) α= 108 cm−1, Nµ= 1021 cm−3eV−1,(e) α= 108 cm−1, Nµ= 1020 cm−3eV−1.
Low Electric Field Regime
In section 4.2 it is demonstrated that in the low electric field limit ∆µ ≡ µj−µi →
0 the two-site hopping current is linearly proportional to the applied potential
difference ∆µ, i.e. the sinh µj−µi2kBT term in equation 4.6 can be approximated by its
argument. In the low field limit a two-site hopping impedance is then defined by
Zij ∼ cosh
[
Ei − µ
2kBT
]
cosh
[
Ej − µ
2kBT
]
exp
[
2α|Rij|+ |Ei − Ej|2kBT
]
,
(4.38)
again using the assumption that the energy differences are larger than 2kBT , i.e.
sinh |Ei−Ej|2kBT ≈
|Ei−Ej|
2kBT
. The validity of this assumption is discussed in section 4.5.
In a network of sites linked by impedances Zij and assuming a constant den-
sity of states around the chemical potential µ, the overall impedance is deter-
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mined by three parameters: the density of sites, the localization of the sites and
the temperature of the system. Using the percolation model described above, this
impedance is approximated by the threshold impedance Zt and is calculated nu-
merically for various values of the parameters Nµ (1017 - 1021 cm−3eV−1 ), α
(106 - 108 cm−1) and T (16 - 625 K). In figure 4.5 some results of these calcula-
tion are plotted, showing the temperature dependence of the threshold impedance
in a network of sites with different density and localization. Each data-point is
the resulting average of ten calculations with different randomly distributed hop-
ping sites. The errors correspond to the root-mean-square deviations within these
ten calculations. The sets of data points corresponding with a specific combina-
tion of localization and density of states are fitted with a − log Zt ∼ −(T0/T )1/4
temperature dependence, represented in figure 4.5 by the solid lines.
Clearly, the expected log σ ∼ − log Zt ∼ −(T0/T )1/4 dependence is ob-
served, with different T0 for different α and/or Nµ. Only in curve (e), correspond-
ing with the conduction in a system with α= 108 cm−1 and Nµ= 1020 cm−3eV−1,
a deviation from this dependence is observed at high temperatures. The deviat-
ing data points appear to coincide with hopping through states with energies near
the edge of the considered energy band of 1 eV. Physically these points mark the
transition to the nearest neighbor hopping regime. In practice the energy band will
often be smaller than 1 eV and either the transition to nearest neighbor conduction
or the dominance of a band conduction mechanism will be observed at even lower
temperatures.
Considering the analytically expected dependence of T0 on α and Nµ (equa-
tion 4.21), the input parameters were scaled to the single parameter α3/NµkBT
and plotted versus the calculated threshold impedance. Figure 4.6 shows the re-
sulting scaling plot using all calculated data. Indeed, within the margin of error
all calculations with different α and Nµ collapse onto a single line, indicating the
T0 = CTα3/kBNµ dependence predicted by equation 4.21.
Comparing the slope of the points in the scaling plot, CT,num = 18.5 ± 0.2,
with the analytically derived proportionality constant CT,ana = 24/π ≈ 7.6
(equation 4.22), it is clear that the numerically derived temperature dependence
is stronger than analytically expected. However, the percolation description pre-
sented here differs on two points from Mott’s description: 1. In the Mott model
the occupation probabilities of the hopping states are neglected in the exponen-
tial term of the hopping current and only incorporated as a pre-exponential factor
considering the number of hopping carriers proportional to kBT (equation 4.15).
2. In the Mott model the individual hops are considered uncorrelated, whereas in
our model consecutive hops are most certainly correlated due to the energy of the
common site, determining the occupation probability of both the final site of a first
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Figure 4.6: Scaling plot showing the relation between the calculated threshold
impedance and the value (T0/T )1/4, with T0 given by equation 4.21. The thresh-
old impedance is calculated using sets of localized states with α= 106 - 108 cm−1
with Nµ= 1020 cm−3eV−1, and Nµ= 1017 - 1021 cm−3eV−1 with α= 107 cm−1,
T= 16 - 625 K. A linear fit through the data, corresponding with C T = 18.5, is
indicated by the solid line.
hop and the initial site of the consecutive hop. Since the more thorough analytical
analyses [122–128] in which the occupation of states around µ are included still
result in a proportionality constant CT,ana = 24/π, equivalent to Mott’s descrip-
tion, the effect of correlations seems to be the dominant one.
For comparison between the analytical expressions derived by Mott and our
numerical calculations it is instructive to carry out the calculations without in-
corporating the occupation probabilities of the individual sites, that is with two-
site impedances Zij given by the inverse of the hopping probability Pij (equa-
tion 4.9) only. Consequently, the correlation between consecutive hops due to the
energy of the common site is effectively removed. Following a similar procedure
as described above, leading to the derivation of the numerical CT,num = 18.5,
these calculations result in the scaling plot depicted in figure 4.7. Again the
log σ ∼ −(T0/T )1/4 relation with T0 = CTα3/kBNµ is observed, but with the
proportionality constant CT,num∗ = 6.45 ± 0.06 more in correspondence with
the analytically derived value of 7.6. Apparently, the simplifying assumptions
in Mott’s calculations, neglecting the influence of the occupation probabilities of
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Figure 4.7: Scaling plot showing the relation between (T0/T )1/4 and the thresh-
old impedance calculated when omitting the occupation probabilities of the hop-
ping sites. The line shows the least-squares fit with proportionality constant
CT,num∗= 6.45.
hopping states above and below the level of the chemical potential and assuming
no correlation between consecutive hops, retain the essential characteristics of the
vrh process. Yet an accurate quantitative description requires the inclusion of the
correlation between consecutive hops due to the energy of the common site. This
apparently results in a stronger temperature dependence of the vrh conduction,
illustrated by the value CT = 18.5 ± 0.2.
Qualitatively, all analytical percolation studies on the vrh process in the Ohmic
regime show a similar result, corresponding with the analytical log σ∼−(T0/T )1/4
relation derived by Mott (equation 4.23). Furthermore, although the analytical
percolation studies show a wide spread in the proportionality constant CT , roughly
ranging from 10 to 27 [131–136], only two of these studies present a quantification
of this constant with consideration of both concepts of ‘directional constraints’
and ’correlation between consecutive hops’. The values of CT derived in these
studies, i.e. 17.8 [135] and 19 [136], appear in excellent agreement with the value
18.5 ± 0.2 derived in our study, thereby confirming the consistency of our purely
numerical procedure and the analytically derived expressions.
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High Electric Field Regime
With increasing field strength the voltage drop over a single hopping distance
increases. If this voltage drop is in the order of kBT or larger, the ‘Miller-
Abrahams’ approximation of the general two-site current-voltage characteristics
of equation 4.6 no longer holds. Both the expansion of the sinh(∆µ/2kBT ) term
to only its linear component and the use of a single chemical potential in the
cosh(E−µ/2kBT ) terms are no longer acceptable. As a result the current be-
tween two hopping sites depends on the chemical potential of both sites, which in
turn depend on the strength and direction of the applied electric field. Therefore,
a percolation model based on site-to-site hopping currents instead of (Ohmic)
impedances needs to be adopted.
Furthermore, whereas in a homogeneously conducting material the poten-
tial is supposed to drop linearly with the physical distance from the contacts, in
an inhomogeneously conduction material the potential is supposed to drop more
strongly over regions with higher resistance than in the more conducting regions.
Since the conductivity in a percolation path is by definition extremely inhomoge-
neous, the arrangement of site potentials in a percolation model is not straight-
forward. Especially taking into account the fact that in the higher field regimes
the two-site impedances itself are considered field dependent, the determination
of the site potentials seems rather complicated. In the medium-field region this
problem has been approached by Pollak and Riess [139], resulting in a dominant
log I ∼ T−1/4 temperature dependence and log I ∼ eF/kBT field dependence.
More recently however, a study on the redistribution of charge on the hopping
sites due to a steady-state current [141] suggests a different site occupation in the
medium-field region. The effect of this on the medium-field conduction has not
been made quantitative yet.
Fortunately, in the high electric field regime some simplifying assumptions
can be made. Since this regime corresponds with the low temperature regime, the
expression of the site-to-site hopping current in the low T limit, equation 4.8, can
be used. Furthermore, the presumption of temperature independence implies that
the energy part of the hopping process is completely compensated by potential
differences over the hopping sites. As a result only hops downward in energy
need to be considered, i.e. Ei ≥ Ej and consequently |Ei − Ej| in equation 4.8
can be written as Ei − Ej. An effective two-site hopping current is then defined
as
Iij = exp−
[
2α|Rij|+ |Ei−µi|+(Ei−µi)+ |Ej−µj|−(Ej−µj)2kBT
]
. (4.39)
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The current appears to be characterized by the relative energies of the indi-
vidual hopping sites compared to their site potentials, and not depending on the
absolute potential or energy differences between the sites, which are functions of
the electric field strength. Thus, the two-site current is solely determined by the
spatial component and the occupation probabilities that are controlled by the site
potentials. The only requirement on the electric field is given by the condition that
all hops are in the energetically downward direction. Hops to, in the absence of an
electric field, energetically higher states need to be accompanied by an equivalent
voltage drop, in order to have the required energy supplied by the electric field
instead of by phonons. The average field strength needed to accomplish this is
characterized by the total voltage difference over the system, which is equivalent
to the total drop in chemical potential over the current carrying path.
By imagining a network of sites connected with impedances proportional to
Iij
−1
, with Iij given by equation 4.39, a percolation problem can be set up to find
an imaginary ‘threshold current’ It in the system. However, solving this prob-
lem seems not feasible due to the lack of knowledge on the site potentials. On
the other hand, according to general percolation theory the critically percolat-
ing cluster of sites would comprise a current carrying backbone with at least one
site-to-site current equal to the threshold value. But since a steady-state situation
would prescribe a constant current throughout the whole current carrying back-
bone, all site-to-site currents in it need to be equal. In order to achieve this, charge
will redistribute itself along the path, thereby changing the chemical site poten-
tials. From equation 4.39 it is clear that this rearrangement can never increase the
current between two sites above the value dictated by the tunneling probability,
Iij ≤ exp−2α|Rij|. Optimization of the current is therefore obtained when the
site potentials are altered in such a way that the single hopping event with small-
est tunneling probability is optimized, leaving only the tunneling probability in
its two-site current expression. As a result the threshold current in the high field
regime is identical to the threshold current in a system of sites with all connections
given by
Z ′ij ≡ I ′ij−1 = exp 2α|Rij|. (4.40)
Due to the lack of an energy parameter the percolation in such a system is often
referred to as R-percolation [137], in contrast to the R-ε percolation [138] in the
four-dimensional hopping space discussed so far.
In this procedure the implicit assumption is made, that both the backbone of
the percolating cluster and the threshold current do not alter upon rearranging the
site potentials. Potentially, the redistribution of charge could cause another two-
4.4. FORMALISM BASED ON PERCOLATION THEORY 107
0 10 20 30 40 50
x (nm)
0
10
20
30
40
50
y 
(nm
)
Figure 4.8: Position of sites in a cluster interconnected to the x = 0 plane
with connections Z ′ij ≤ Z ′t, projected to the x-y plane. Used parameters are:
α= 107 cm−1, Nµ= 1020 cm−3eV−1, T=16 K and a voltage difference of−5.4 V
in the xˆ direction. The solid line represents the most conductive current carrying
path over the system.
site current along the backbone to drop below the smallest tunneling current, but
due to the large spread in Iij this effect seems negligible.
In the following calculations a network of sites is constructed, randomly dis-
tributed within a cube of certain dimensions and within a specific energy range.
This energy range is assumed much larger than the energetic band used in the
low field regime, to allow for any possible variation in the site energies with re-
spect to the ground potential caused by an arbitrary inhomogeneous electric field.
Eventually, the actual voltage drop over the sites will restrict the number of ac-
tual hopping states to within a specific (smaller) bandwidth around the chemical
potential.
All sites are imaginary connected with impedances given by Mott’s simplified
expression of hopping probabilities, equation 4.9. This expression both reflects
the assumed impedances to energetically lower states (equation 4.40) and limits
the hops to energetically higher states by the exponential energetic term. Assum-
ing a ground potential at the x = 0 side of the cube, an interconnected cluster of
sites connected to this plane and with all internal connections Z′ij ≤ Z ′t can be
108 CHAPTER 4. VARIABLE RANGE HOPPING CONDUCTION
0 10 20 30 40 50
x (nm)
-5
-4
-3
-2
-1
0
E 
(eV
)
Figure 4.9: Site energies of the cluster depicted in figure 4.8 versus x position.
The solid line connects the site energies of the most conductive path over the
system.
identified. An example of such a cluster is plotted in figures 4.8 and 4.9, show-
ing the projected y-position and the energy, respectively, of the sites in the cluster
as a function of distance from the x = 0 plane. In this example α= 107 cm−1,
T= 16 K and the dimensions of the cube and energy range match a site density
Nµ= 1018 cm−3eV−1. Percolation in the xˆ direction is dominated by a back-
bone of the cluster, defined by the most conducting percolating path. This path is
depicted in figures 4.8 and 4.9 by the solid line.
From both figures it is clear that a. the important current carrying hops in
the backbone of the cluster are all in the forward direction, as expected in the
high field limit even more than in the low- and medium field regimes, and b. all
consecutive hops are to energetically lower sites, due to the low temperature and
its strong influence on the hopping probabilities (equation 4.9). Consequently, the
sequence of hops in the current carrying backbone does not require any thermal
activation and is therefore independent of temperature, in accordance with the
high field description of the vrh process.
By allocating a value for the chemical potential to each site in the backbone of
the cluster, the occupation probabilities of these sites can be expressed in terms of
the Fermi-Dirac distribution function (equation 4.2), which can be incorporated
in the expression on the two-site impedances according to equation 4.1. This
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Figure 4.10: Deviations of the site energies from the local chemical potential of
the sites in the current carrying backbone indicated by the solid line in figures 4.8
and 4.9. The site potentials were derived by assuming a maximum uniform cur-
rent through the path. The dotted line represents the hopping event with smallest
tunneling probability (equation 4.40).
results in the effective two-site currents predicted by equation 4.39. Assuming no
contact potentials at the electrodes at both ends of the path, i.e. Ex=0,L = µx=0,L,
the condition of maximum uniform current through the isolated backbone now
uniquely defines all chemical potentials in the backbone.
Figure 4.10 shows the deviation of the site energy from the potentials of the
sites in the current carrying backbone depicted in figures 4.8 and 4.9, as derived
by the routine described above. Not surprisingly, the site potentials more or less
resemble the site energies, due to the fact that the potential dictates both the oc-
cupation probability of a final state in the hop entering the site and the occupation
probability of the initial state in the consecutive hop. The mean deviation of the
energy of the sites in the backbone of figure 4.9 from their corresponding local
chemical potential appears to be ∼ 3kBT , corresponding with only 4 meV.
Apparently, the local chemical potential of the sites in the current carrying
path is determined by the current path itself, rather than vice versa. Charge is
distributed along the path in such a way that the chemical potentials of all sites
in the path closely resemble the site energies in order to obtain an optimal charge
transport through the system. As a result, the voltage drops more or less gradually
110 CHAPTER 4. VARIABLE RANGE HOPPING CONDUCTION
over the percolation path, without large fluctuations in the voltage differences
between consecutive hopping sites, in contrast to what was put forward in the
beginning of this section. From the fact that in the high field regime all hops are
in an energetically downward direction this might already have been expected,
since hopping to an energetically lower state essentially is a pure tunneling event,
which is supposed independent of voltage differences. Physically this means that
a gradually dropping potential is favorable over sharp voltage drops, since the
gain in hopping probability over these sharp voltage drops would be insignificant
compared to the decrease in hopping probabilities in the remaining regions with
weaker electric field.
In figure 4.10 the hop spanning the longest spatial distance in the current car-
rying path, corresponding with the critical impedance in the R-percolation system,
is accentuated by the dotted line. Note that in this figure only one spatial coordi-
nate is depicted, whereas the total hopping distance is in 3D space. The energies
of the sites preceding this critical hop all appear lower than the corresponding
site potentials, whereas the sites following this hop are positioned energetically
slightly above their potentials. Physically, this effect arises from the fact that the
critical link in the percolation path constitutes a bottleneck for the current, with
the current filling the states preceding this link in analogy to the formation of lakes
ahead of a dam, while the occupation probabilities at the downcurrent site of this
link decrease [139].
Furthermore, because the initial site of the critical hop is positioned energeti-
cally below and the final site above their respective site potentials, these potentials
do not contribute to the probability of the hop, leaving only the tunneling proba-
bility in the two-site current expression in this particular part of the path. Since the
current is prescribed uniform throughout the whole path, this specific two-site tun-
neling probability characterizes the overall current in the path, and with it in the
entire finite sized system of which the path is the current carrying backbone. Con-
sequently, these calculations support the hypothesis that the maximum current in
the high field regime corresponds with the critical impedance in the R-percolation
problem with connections given by equation 4.40.
The corresponding average field strength is found by the quotient of the po-
tential drop over the percolating path and the length of the path in the direction
of the electric field. The first is accurately described by the drop in site energies,
because the sites at both ends of the path correspond to metallic states of the elec-
trodes; the latter is given by the system size used in the percolation problem. In
the system described by figures 4.8 to 4.10 the voltage drop was assumed 5.4 V,
corresponding to an average electric field strength of 1 MV/cm in the negative xˆ
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Figure 4.11: Numerically derived threshold currents in a network of local-
ized states in the high field regime as a function of average electric field
strength (105 - 107 V/cm, T= 16 K), using different values of localization
and density of states. Solid lines are fits within a set of equal localization
and density in the high field limit. (a) α= 106 cm−1, Nµ= 1018 cm−3eV−1,
(b) α= 107 cm−1, Nµ= 1020 cm−3eV−1,(c) α= 107 cm−1, Nµ= 1019 cm−3eV−1,
(d) α= 108 cm−1, Nµ= 1021 cm−3eV−1,(e) α= 108 cm−1, Nµ= 1020 cm−3eV−1.
direction. By assuming a smaller voltage drop over the system, the current carry-
ing path would be restricted to hops with less loss of energy, which would limit
the R-percolation and consequently the maximum current through the system, as
expected. Therefore, varying the limit on the voltage drop over the system results
in an I-F characteristic in the high field regime. The results of these calculations
with various combination of localization and density of states are plotted in fig-
ure 4.11.
To provide an equal system size at all field strengths, and since the site poten-
tials in the current carrying backbone were found to drop rather gradually over the
system, a limited range (typically 4 eV) of the energy of states around the level
of a linearly dropping potential was included in these calculations. It should be
noted that this range does not correspond with any physical bandwidth of sites
involved in the hopping process; it merely reflects the fact that the voltage drop
over the system is expected not to deviate more than 2 eV from the level of linearly
dropping potential.
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Figure 4.12: Scaling plot showing the relation between the calculated threshold
current in the high field regime and the value (F0/F )1/4, with F0 given by equa-
tion 4.34. A linear fit through the data, corresponding with CF = 9.6, is indicated
by the solid line.
In figure 4.11 each data point again represents the average of ten independent
calculations, with the error marking the root-mean-square deviation within these
ten calculations. The sets of data points corresponding with a specific combination
of localization and density of states are fitted with a log I′t ∼ −(F0/F )1/4 field
dependence, represented in figure 4.11 by the solid lines.
Clearly, the expected log I ∼ −(F0/F )1/4 dependence is observed, with F0
depending on α and Nµ. The deviations at low field strengths in the bottom two
sets of data seem to correspond with the transition to the medium-field regime.
Indeed, an analysis on the corresponding percolation paths show individual hop-
ping events to energetically higher states, indicating a temperature dependence in
the conduction.
Considering the analytical description of F0 (equation 4.34), again a scaling
plot is constructed with the input parameters converted into a single parameter
α4/eNµF . The result is plotted in figure 4.12, showing calculations on the thresh-
old current with different values of the parameters Nµ (1017 - 1021 cm−3eV−1 ), α
(106 - 108 cm−1) and F (105 - 107 V/cm). The calculated threshold currents were
found to be independent of the temperature used in the simulations, providing that
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the criterion on the temperature in the high field regime was met (equation 4.36).
In these calculations a temperature of 16 K was used, which appeared sufficiently
low to secure a temperature independent current in all calculations.
Within the margin of error all calculations with different α and Nµ converge
to a single line, supporting the expected F0 = CFα4/eNµ dependence. Fitting
the data with this dependence results in the quantification of the proportionality
constant CF,num = 9.6± 0.2.
Analytically, this proportionality constant is quantified in equation 4.35 by
81/16π ≈ 1.6, assuming Mott’s simplified expression on site energies (equa-
tion 4.17), and in the mathematically more thorough analyses [122–124] by 64/π
≈ 20.4. Both numbers are derived without taking into account the correlation
between successive hops and therefore cannot be considered exact. Their incon-
sistency reflects the uncertainty in the exact value of CF .
Numerically, the quantification of this proportionality constant has been stud-
ied only rarely. A quasi-numerical study based on percolation theory shows a
value of 61 [139], but in this case the site potentials were supposed to drop linearly
over the system, without quantifying the effect of deviations from this behavior.
Another often quoted study [142] reports on the relation between T0 and F0:
F0 = akBαT0/e, (4.41)
with a some undefined constant in the order of unity. Indeed, combining equa-
tions 4.21 and 4.34 shows the validity of this relation, with a = CF/CT . Using
the values of CF and CT obtained from our percolation study we are able to define
the value of a as a = 0.520 ± 0.013.
4.5 Discussion
Regarding the theoretical assumptions made in Mott’s description on the vrh pro-
cess, most criticism focuses on the likelihood of a constant density of states around
the chemical potential µ. Although at sufficiently low temperatures the energy
width of the band of states involved in the hopping process might become suffi-
ciently narrow to assume a more or less constant DOS, at higher temperatures this
band width, estimated by the average hopping energy, can be up to several tenths
of an eV. When considering vrh through states in (exponential) band tails, surely
the approximation of constant Nµ over this energy range is not valid, but also
in the case of vrh conduction through localized states around mid-gap, the energy
range of supposed constant density of states seems rather large. On the other hand,
114 CHAPTER 4. VARIABLE RANGE HOPPING CONDUCTION
the high average hopping energies do justify the assumed sinh |Ei−Ej|2kBT ≈
|Ei−Ej|
2kBT
relation underlying equations 4.7 and 4.8.
In this study on a-SiOx the energy band of states involved in the hopping pro-
cess is estimated using figure 4.1. Since the optimization of the hopping distance,
characteristic for the vrh process, tends to decrease the temperature dependence
of the conduction, the slopes of the conductivity plotted in an Arrhenius plot can
be considered as lower-limits of the average hopping energy. This results in a
minimum bandwidth of the localized states involved in the vrh process at room
temperature of 0.12 ± 0.01 eV in the a-Si sample up to 0.35 ± 0.02 eV when
x = 1.3. Indeed, these bandwidths seem rather large for a constant Nµ, neverthe-
less a clear log σ ∼ T−1/4 dependence is observed.
Assuming a non-uniform DOS around µ, N(E) = NµEn, several studies
using different techniques (Green function formalism [125,126], numerical ap-
proach [133,143,144]) show a general
log σ ∼ − (TnT )ν , ν = n+1n+4 (4.42)
temperature dependence of the conduction in the Ohmic regime, retaining the
T−1/4 dependence in a constant DOS (n = 0). However, the application of these
non-uniform DOS’s, with such a strong dip around E = µ, is often limited to
the case of strong electron-electron interactions, resulting in a parabolic Coulomb
gap around the position of the chemical potential. The resulting process will be
addressed shortly at the end of this section.
The use of a single value of α in calculations on hopping processes in disor-
dered materials seems questionable due to similar arguments. The α parameter,
which describes the attenuation length of the wave function of an electron in the
localized state, is characterized by the nature and surroundings of the localized
state. With a spread in energy of the involved localized states of several tenths
of an eV it is likely to assume that these hopping sites are composed of by dif-
ferent types of localized states or at least by states with different surroundings.
Therefore, a similar localization parameter for all these states does not seem fea-
sible. Considering the strong influence of α on T0 and F0, which characterizes the
temperature and field dependence of the conduction, it is clear that even a small
spread in α cannot be neglected easily.
An analytical description of the effect of such a spread is not readily obtained,
but the effect of a spread in α can be calculated numerically using the percolation
model described in the previous section. By adding a different localization param-
eter to the characteristics of every single site in the system, the effective tunneling
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Figure 4.13: Calculated threshold resistance in the low field limit in a system
with different site localization, as a function of temperature (16 - 625 K). (a)
corresponds with a non-uniform flat distribution of the localization parameter
α	[5 106; 1.5 107] cm−1. (b), (c) and (d) correspond with a system with uniform
localization parameter α= 5 106, 1 107 and 1.5 107 cm−1, respectively. The
density of states in all calculations equals Nµ= 1020 cm−3eV−1.
probability is altered according to
Ptunnel i→j = exp [−(αi + αj)|Rij|] . (4.43)
Consequently, the 2α|Rij| terms in the connecting impedances of the percolation
description (equation 4.38 in the low field limit and equations 4.39 and 4.40 in the
high field regime) need to be altered to (αi + αj)|Rij|. Using these impedances
the threshold values in both high and low field regimes are easily obtained, assum-
ing a specific distribution of the localization parameter. In figures 4.13 and 4.14
the calculated σ-T and I-F characteristics of a network of sites with density
Nµ= 1020 cm−3eV−1 are plotted. The localization parameters αi of the individual
sites in these calculations were chosen randomly within a band of 1.0 107 cm−1
around the average localization parameter α¯ = 1.0 107 cm−1. For compari-
son, also the characteristics of the system with uniform localization parameter
α= 5 106, 1 107 and 1.5 107 cm−1 are depicted.
The calculations with non-uniform localization parameter again show the ex-
pected T−1/4 and F−1/4 dependencies. The corresponding proportionality con-
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Figure 4.14: Calculated threshold current in the high field regime in a system
with different site localization, as a function of electric field strength (F= 10 5 -
107 V/cm). (a) corresponds with a non-uniform flat distribution of the localiza-
tion parameter α 	 [5 106; 1.5 107] cm−1. (b), (c) and (d) correspond with a
system with uniform localization parameter α= 5 106, 1 107 and 1.5 107 cm−1,
respectively. Nµ= 1020 cm−3eV−1 and T= 16 K.
stants T0 and F0 coincide with the calculated values in a system with a uniform
localization parameter α= 8.4 106 and 8.9 106 cm−1, respectively. These val-
ues are slightly below the average localization parameter in the non-uniform case,
α= 1 107 cm−1, which shows that the effect of the more extended states overcom-
pensates the effect of the more localized sites.
To conclude this section some additional remarks need to be mentioned. In
the theoretical studies on the vrh process discussed so far, charge is supposed to
be transported via a single-phonon-induced tunneling process, assuming hω0 
kBT , with ω0 the mean phonon frequency. The interaction of the phonons in
the solid with the hopping electrons are taken into account using grand-canonical
statistics in the hopping probabilities and a so-called attempt frequency (νph in
equation 4.15 or γ in equation 4.3) in the pre-exponential factor. This frequency,
which is supposed to be independent of temperature and hopping distance and
energy, is however strongly related to the electron-phonon coupling strength and
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the phonon density of states. Nevertheless, in most studies the use of a constant
attempt frequency is justified [131] by assuming that the temperature and field
effects on this frequency are much smaller than the exponential factors shown
explicitly, resulting in the log σ ∼ T−1/4 and ∼ F−1/4 dependencies. On the
other hand, especially in hopping events that need to be accompanied by a large
exchange of energy, as in the case of carriers hopping in the direction of a very
high field, this interaction could strongly limit the hopping probability. This could
result in a lower current at high field strengths than theoretically expected.
More generally, the legitimacy of the hω0  kBT assumption, and with it
the application in most practical hopping cases of the Miller-Abrahams conduc-
tance (equation 4.8), has been questioned [120,145]. This has led to a description
of a multiphonon assisted tunneling process [120]. Taking into account the de-
formation of the surroundings induced by the carriers, this description has been
extended to a low T single phonon and a high T multiphonon assisted small po-
laron hopping conduction [135]. Although this description is not postulated on the
Miller-Abrahams two-site hopping rates (equation 4.8), still the resulting general
temperature dependence in the Ohmic regime is consistent with equations 4.42
and 4.21, in both the single phonon and multiphonon hopping case.
Moreover, the effect of electron-electron interactions on the vrh conduction
has been subject to several studies. Most of these studies consider the effects of
a Coulomb gap in the DOS of localized electronic states [144,146]. Basically,
the results of these studies are consistent with equation 4.42 assuming a parabolic
Coulomb gap, showing a log σ ∼ T− 2+12+4 = T−1/2 temperature dependence of
conduction. The relevance of the electronic interactions on the vrh conduction
appears to increase with decreasing temperature, depending on the relative mag-
nitude of the hopping energy and Coulomb gap.
The effects of the occupation of surrounding sites on the hopping process,
considering the fluctuating effects on the site energies [147] or the possibility of
a simultaneous and correlated motion of carriers [148], are supposed to be only
relevant at even lower temperatures. Calculations show that in most common
semiconductors (a-Si, a-Ge) the effect of electronic interactions can be neglected
down to T ≈ 10 K [131], in which temperature region indeed a log σ ∼ T−1/2
temperature dependence has been observed [149,150]. Since in this study on SiOx
no measurements were performed below 30 K and, more specifically, the log σ ∼
T−1/2 dependence does not fit our data, the effects of these interactions were
neglected.
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4.6 Conclusions
The temperature dependence of the conductivity observed in the investigated SiOx
films, log σ ∼ T−1/4, suggests a dominant variable range hopping (vrh) conduc-
tion mechanism in these films. In this chapter the vrh conduction mechanism is
modeled in terms of the following parameters: Nµ, the density of localized states
around the chemical potential µ, α, a parameter indicative for the localization of
these states, T , the temperature of the phonon spectrum and F , the electrical field.
In the first part of this chapter the qualitative relations between these param-
eters were demonstrated, following the simplified but transparent formalism in-
troduced by Mott [19]. At low field strengths and/or relatively high temperatures
this model predicts an Ohmic conduction mechanism with a log σ ∼ −(T0/T )1/4
temperature dependence of the conductivity. On the other hand, at high field
strengths and/or low temperatures a temperature independent conduction mech-
anism is expected, with a characteristic log I ∼ −(F0/F )1/4 current-field depen-
dence. Both parameters T0 and F0 appear functions of the material properties Nµ
and α: T0 ∼ α3kBNµ and F0 ∼ α
4
eNµ
.
In the second part of this section a purely numerical model based on perco-
lation theory is presented. In the low field regime the validity of the model is
confirmed by a comparison with the above mentioned log σ ∼ −(T0/T )1/4 re-
lation, with T0 = CT α
3
kBNµ
. The derived value of the proportionality constant
CT = 18.5± 0.2 is in good agreement with values reported in analytical percola-
tion studies on the same subject [135,136]. Next, the model is adapted to the high
field regime, in which the log I ∼ −(F0/F )1/4 relation is confirmed. We use this
model to estimate the proportionality constant CF in the F0 = CF α
4
eNµ
relation
by CF = 9.6 ± 0.2. Due to the complex nature of the vrh process in the high
field regime and the significant differences of this process with analytical percola-
tion systems, we feel that the numerical study presented in this chapter comprises
a more reliable quantified description of the process than the reported quantita-
tively different analytical results [123,139]. It is noted that, using the quantified
expression of T0 and F0, values of Nµ and α can be derived unambiguously from
the observed temperature and field dependencies of the conductivity in a system.
Finally, the numerical models in both the low field and high field regimes
are adapted to a more realistic system of sites with a diverse localization. It is
observed that in such a system the conductivity is dominated by the contribution
of states with small localization parameter, i.e. the more delocalized states.
5 Variable Range Hopping Conduction in
Silicon Suboxides
5.1 Introduction
In this chapter the theoretical description of the variable range hopping (vrh) con-
duction, discussed in chapter 4, is examined on the basis of experimental findings
on the conductivity in silicon suboxides (SiOx). In section 4.1.3 it was demon-
strates that the temperature dependence of the conduction in our SiOx films com-
plies with the log σ ∼ T−1/4 relation expected in the vrh conduction. Although
this does not necessarily imply a vrh conduction mechanism, the simultaneous
observation of a very high concentration of defects in the material, discussed in
section 3.3.2, strongly strengthens the likelihood of such a conduction mechanism.
In section 5.2 the vrh mechanism is illustrated by observations on the conduc-
tivity of SiOx with x = 0.3. Although this analysis will appear similar in SiOx
with different x (0<x<2), the convenient level of conduction of SiO0.3 within
the detection limits of our set-ups at most experimental conditions enables a clear
quantitative analysis of the conduction mechanism. The measured temperature
and field dependence of conduction are compared with the theoretically derived
relations, and are used to derive quantitative information on the electronic states in
the material. The section concludes with a study of the consequences of an anneal
treatment, taking into account the observed decrease in neutral defects discussed
in section 3.3.2.
In section 5.3 the scope is extended to silicon suboxides with 0<x<2. By per-
forming an analysis similar to the one discussed in section 5.2 on all samples with
different x, the origin of the increasing resistivity with increasing x in the con-
text of a vrh conduction mechanism is revealed. Measurements on the annealed
samples, showing a clear relation between conductivity and the defect density
measured using the ESR technique, again emphasize the strong similarity of the
vrh conduction in all SiOx with different x.
The chapter concludes with a short recapitulation of the obtained results.
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5.2 An Example: SiO0.3
In this section measurements on SiO0.3 are presented and discussed. It is noted
that not all measurements have been performed on a single sample, but on mul-
tiple similar samples, with x ranging between 0.28 and 0.33. Furthermore, when
measuring in the sandwich configuration the area of the top electrode is not well
defined and ill-reproducible (see section 2.3.2), resulting in a different magnitude
of the current through the compound. However, since only trends in log I or log σ
are considered, this does not affect the results derived in the presented study.
5.2.1 As Deposited
Temperature Dependence
In figure 4.2 on page 82 a log σ ∼ T−1/4 temperature dependence of conduc-
tion is observed in all SiOx, attributed to a dominant vrh conduction mechanism.
The plotted data are derived from current measurements in the coplanar configu-
ration with an applied voltage over the electrodes of 100 V, corresponding with an
(average) electric field strength in the layer of 2 103 V/cm.
Similar σ-T characteristics were obtained by applying a much smaller voltage
difference over the layer with electrodes in a sandwich configuration. In figure 5.1
this is illustrated by the clear log σ ∼ −(T0/T )1/4 dependence observed when ap-
plying a voltage difference of 2 V over a 0.5 µm thick SiO0.3 layer, corresponding
with an electric field strength of 4 104 V/cm. The observed slope of the depen-
dence, specified by the parameter T0=(4.2 ± 0.2) 108 K, is in good agreement
with the slope derived from coplanar measurements. However, with increasing
field strength the temperature dependence appears to fade at lower temperatures,
resulting in an almost temperature independent conduction at low temperatures
and high field strengths. This more or less temperature independent regime is ex-
tended to increasingly higher temperatures with increasing field strengths. Qual-
itatively these observed trends are well understood by comparing the empirically
obtained data in figure 5.1 with the theoretically derived temperature dependen-
cies plotted in figure 4.4 on page 95 (chapter 4). Both the existence of a more or
less temperature independent regime at low temperatures and the extension of this
regime to increasingly higher temperatures with increasing field strengths appear
in agreement with the theoretical conduction model, in which a vrh mechanism is
assumed to be dominant.
At this point it is useful to focus again on the σ-T data plotted in figure 4.2 on
page 82. At the lowest temperatures an upward deviation from the log σ ∼ T−1/4
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Figure 5.1: Temperature dependence of the current through a 0.5 µm thick layer
SiO0.3, as a result of different electric field strengths. The lines are labeled with
the applied field strengths in V/cm.
curves is observed in the x=0.01 and x=0.14 data. This upward deviation has been
observed in several other studies on vrh conduction in some a-Si and a-Ge films
[54,151–153], and has been attributed to different effects [54,151]. In view of
the data depicted in figure 5.1, we suggest that the upward deviation in figure 4.2
corresponds with the onset of the less temperature dependent vrh conduction in
the medium- and high-field regime, considering the low temperature and the field
strength of 2 103 V/cm.
Field Dependence
In sections 4.3.3 and 4.4.2 we showed that in the region of temperature-indepen-
dent tunneling the current is expected to comply with a log I ∼ F−1/4 field de-
pendence. To test this dependence we performed I-V measurements on the 0.5 µm
thick SiO0.3 layer at a constant temperature of 32 K with electrodes in the sand-
wich configuration. The results are plotted in figure 5.2.
At field strengths below 1 105 V/cm the slope in the log I-log F plot equals
0.999 ± 0.003, indicating a clear Ohmic conduction mechanism. However, with
increasingly higher field strength the current appears to increase more than linear
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Figure 5.2: I-V characteristic of the 0.5 µm thick SiO0.3 layer at a constant
temperature of 32K. The dotted lines indicate an Ohmic dependence at low field
strengths and a log I ∼ F−1/4 dependence at high field strengths. In the inset
the same data is plotted in a log I-F−1/4 plot, with the solid line representing
the high field relation.
with the field. Since in the high field limit a log I ∼ F−1/4 dependence is ex-
pected, the data is plotted in a corresponding plot in the inset of figure 5.2. The
solid line in this inset represents a least-squares fit of the data in the high field
regime with F0= (5.1 ± 0.7) 1011 V/cm, simultaneously indicated in the log I-
log F plot by the dotted line at high field strengths. At field strengths above
∼1 MV/cm the measured currents show a significant deviation from the expected
dependence towards higher values. The measurements in these conditions, how-
ever, show a rapid increasing current with time. Since the current in the high
field regime is found almost independent of temperature (figure 5.1), we do not
expect a large influence of sample heating during the measurements on the con-
duction, even though the simultaneously measured sample temperature appeared
to increase at the highest field strengths with a rate of ∼1 K per minute. More
importantly, several studies show a clear irreversible increase in the density of
defect states upon current stressing [154,155]. Since the vrh current is expected
to depend strongly on the density of hopping sites (equations 4.33 and 4.34), we
expect that the observed increasing current at field strengths above ∼1 MV/cm
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Figure 5.3: The current through a SiO0.3 layer with different thicknesses (0.5
and 2.0 µm), as a function of applied electric field strength. The lines are labeled
with the thickness of the layer in µm.
can be attributed to an irreversible increase in hopping sites, as a result of current
stressing during the measurements. Although we tried to minimize the conse-
quences by measuring the current shortly after applying the electric field (2-5 sec,
see section 2.3.2), still a significant effect could not be eliminated. Eventually, in
this sample the current stressing resulted in a short-circuiting of the layer at a field
strength of 1.3 MV/cm.
To test the validity of the assumed field induced tunneling model (sections 4.3.3
and 4.4.2) similar measurements were performed on a 2 µm thick SiO0.3 layer. In
the vrh model no different I-F characteristics are expected with different layer
thicknesses as opposed to other models, e.g. the Space Charge Limited Current
(SCLC) model [156,157], in which the electric field is supposed to be inhomoge-
neous over the layer, resulting in a non-linear relation between applied voltage and
layer thickness. The measured data is plotted in figure 5.3, together with data on
the 0.5 µm thick film depicted in the inset of figure 5.2. Fitting the data in the high
field regime of the 2.0 µm thick film results in a slope F0= (4.3± 0.5) 1011 V/cm,
in good agreement with the observations in the 0.5 µm thick film, taking into
account the error in reproducing the material in the different depositions. We
conclude that these measurements are well described by our model of the high
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field vrh conduction.
Discussion
In chapter 4 the conduction in a vrh process is expressed in terms of the two ma-
terial parameters, Nµ and α, corresponding with the density and localization pa-
rameter of hopping sites, and the external parameters temperature, T , and electric
field strength, F . Reversely, it is possible to extract information on the material
properties from the experimentally obtained I(T, F ) data.
Equation 4.36 shows that the relation between field strength and temperature
marking the transition to the high field regime is uniquely defined by the local-
ization parameter. However, the absence of a sharp transition temperature in the
curves of figure 5.1 makes this procedure inaccurate. Instead the combination of
slopes of the σ-T dependence in the low field regime and I-F dependence in the
high-field/low-temperature regime has been used to uniquely define both α and
Nµ, using equation 4.41 and the values CT = 18.5 ± 0.2 and CF = 9.6 ± 0.2
derived from our numerical percolation study:
α =
e
kB
CT
CF
F0
T0
= 2.23 · 104 5.1 · 10
11
4.2 · 108 = (2.7± 0.4) 10
7 cm−1.
This value corresponds with an ‘extent’ of the localized states α−1 = 3.7±0.6 A˚.
Combined with either equation 4.21 or equation 4.34 the density of hopping sites
is derived following
Nµ = CT
α3
kBT0
= (1.1± 0.5) 1019 eV−1cm−3.
Although no unambiguous values of the localization parameter of hopping
sites in SiOx have been reported, comparison with values in a-Si(:H) and a-SiO2
shows that the extent α−1 ≈ 3−4 A˚ derived in our analyses is clearly in the gener-
ally accepted order of magnitude, albeit slightly smaller than expected. Generally,
in a-Si(:H) α−1 is estimated at ∼10 A˚, with experimentally derived values using
2D hopping conduction data ranging between 3 and 6A˚ [158,159] and ac conduc-
tivity measurements showing values between 6 and 17A˚[160–162]. In a study on
hopping in SiO2 the value α−1 = 4 A˚ is reported [163].
The density of hopping sites is often related to the density of paramagnetic
centers detected by Electron Spin Resonance (ESR) measurements. In the SiOx
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investigated in this section this density Ns was found to be (4.2±1.4) 1020 cm−3.
Although it is commonly accepted that the dangling bonds (DBs) play an impor-
tant role in the hopping conduction, the density derived from ESR measurements
does not necessarily correspond with the density of localized states participating
in the hopping process. Whereas the ESR technique detects only the paramag-
netic spins, and consequently only the neutral DBs, charge transport can occur
through all localized states, as long as their energy position lies within the range
of accessible states. Since both the energy distribution of the states participating
in the hopping process and the energetic distribution of neutral ESR active sites
are not well-known, a comparison of both densities is not straightforward. As-
suming an energy width of neutral DBs of several tenths of eV [117], the density
of DBs (in cm−3) is generally expected to underestimate the density of localized
states (in eV−1cm−3) participating in the hopping process. On the other hand, if
a large portion of the neutral DBs is energetically positioned outside the range of
active hopping sites the ESR measurements possibly overestimate the density of
hopping sites. A similar overestimation can occur in an inhomogeneous material,
in which the charge transport is physically separated from defective regions [54].
Moreover, our calculations on the vrh conduction in a system with a non-
uniform distribution of the localization of hopping sites (section 4.5) show that in
such a system the current is mainly carried by a sub-set of the states, i.e. by the
more extended states (small α). Consequently, the density of hopping sites derived
from our conductivity experiments does not necessarily comprise all neutral DBs
measured with ESR, since some of these states might be associated with strongly
localized states inactive in the hopping process.
As a result we can only state that the density of hopping sites derived from
our conductivity experiments, Nµ= (1.1 ± 0.5) 1019 eV−1cm−3, is clearly within
the range of physically realistic values. This number estimates the density of hop-
ping sites actively involved in the charge transport. The total defect density may
be considerably higher, as is indicated by the very high density of paramagnetic
defects observed with ESR.
5.2.2 After Annealing
In section 3.3.2 it is demonstrated that the density of neutral DBs decreases mono-
tonically after successive anneal treatments in vacuum for two hours at increas-
ingly higher temperatures (Tann= 100-600oC). Since the probability of the hop-
ping events is strongly related to the density of localized states (equation 4.23), of
which the neutral DBs presumably form a major constituent, the vrh conductivity
is expected to decrease correspondingly. In figure 5.4 the conductivity and its tem-
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Figure 5.4: Temperature dependence of the conduction in SiO 0.3 in a log σ-
T−1/4 plot, after successive anneal treatments at increasingly higher tempera-
tures: (a) 50oC, (b) 100oC, (c) 200oC, (d) 300oC, (e) 400oC, (f) 500oC, (g)
600oC.
perature dependence of the SiO0.3 compound after consecutive anneal treatments
are plotted. Indeed a clear decrease in conductivity is observed, especially after
anneal treatments in which the defect density is found to decrease significantly
(Tann > 100oC).
We first focus on the rather parallel decrease of log σ-T−1/4 curves, over the
entire temperature range (50-373 K) after the anneal treatments with Tann< 400oC
and over the low-temperature range (T< 250 K) after the anneal treatments at tem-
peratures Tann= 400-600oC. The temperature dependence in these data suggests
a dominant vrh conduction mechanism. In chapter 4 it is demonstrated that both
the prefactor σ0 and the exponential factor T0 depend on the density of localized
states (equations 4.23, 4.21 and 4.24). However, due to the exponential depen-
dence of the conductivity on T0, the effect of a changing Nµ is expected to be
more pronounced in the slope of the log σ-T−1/4 curve than in the prefactor, in
contrast to the observations in figure 5.4.
Experimentally, values of T0 were derived from figure 5.4 by fitting the data
in the Tann ≤ 400oC series with a log σ ∼ −(T0/T )1/4 dependence. These
5.2. AN EXAMPLE: SIO0.3 127
fits show an increase in T0 from (4.2 ± 0.2) 108 K in the as-deposited sample to
(8.8 ± 0.6) 108 K in the Tann = 400oC situation (see figure 5.12, x= 0.3). On
the other hand, the ESR measurements on SiO0.3 show a fivefold reduction of the
density of neutral DBs (spins) upon annealing to 400oC (figure 3.26 on page 65).
According to equation 4.21, the rather small increase in T0 compared to the larger
decrease in Ns can be interpreted as a simultaneous decrease of the localization
of the hopping sites participating in the conduction. Calculations show that a de-
crease in α of 25% after the anneal treatment at 400oC is sufficient to explain
the observed rather parallel shifts of the log σ-T−1/4 curves. However, this inter-
pretation assumes that the decrease in paramagnetic spins is representative for the
decrease in the density of localized states participating in the charge transport, Nµ.
Conversely, the observed change in the lineshape of the ESR signal upon anneal-
ing clearly indicates a non-uniform annihilation of the paramagnetic defects upon
annealing. Therefore, the suggested proportionality between Nµ and Ns does not
seem likely and the observed weak dependence of T0 on Ns presumably needs to
be interpreted in terms of the preferential annihilation of defects upon annealing.
The subject is discussed in more detail in section 5.3.2.
In figure 5.4 a clear change in slope of the measured log σ-T−1/4 curves is ob-
served in the samples annealed at Tann > 400oC. Although the high-temperature
(T> 300oC) conduction mechanism in these samples is equally well described
by a log σ ∼ T−1/4 and a log σ ∼ 1/T dependence, the corresponding slopes
in these plots suggest a charge transport mechanism dominated by thermally ac-
tivated carriers. In figure 5.5 the conduction after the anneal treatments at tem-
peratures Tann ≥ 400oC is re-plotted in an Arrhenius plot. Fitting the data of
the Tann=500oC curve in the high-temperature regime with a log σ ∼ Ea/kBT
dependence reveals an activation energy of the conduction: Ea= 0.69 ± 0.02 eV.
This activation energy appears insensitive within the error of the fitting routine to
the additional anneal at Tann= 600oC.
The obtained value of the activation energy confirms our assumption on the
positioning of the chemical potential µ in the compounds. Adopting the model
outlined in section 3.4.2, in which the chemical potential is ‘pinned’ to the energy
level of the silicon dangling bonds, the observed activation energy is in excellent
agreement with the energy difference between µ and the conduction band edge
consisting of Si-Si and/or Si-O antibonding states. Consequently, we attribute
the high-temperature conduction to electrons that are activated either to the delo-
calized states of the conduction band or to the dense concentration of localized
states in the conduction band tail near the mobility edge. In the latter case the
conduction still occurs through a hopping process, however with a temperature
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Figure 5.5: Arrhenius representation of the data plotted in figure 5.4. Depicted
are the data on the conduction in SiO0.3 after consecutive anneal treatments at
increasingly higher temperatures: (e) 400oC, (f) 500oC, (g) 600oC. The data
of curves (e) and (f) at temperatures T > 300 K are fitted with an Arrhenius
dependence log σ ∼ Ea/kBT .
dependence dominated by the concentration of activated carriers rather than by
the temperature dependence of the hopping process itself [164].
5.3 SiOx, 0 < x < 2
5.3.1 Changes in Conductivity
Experimental Results
In figure 5.6 the temperature dependence of the conductivity in different SiOx
compounds is depicted with fitted log σ ∼ −(T0/T )1/4 dependence extrapolated
to T →∞. The plot is similar to figure 4.2 on page 82. The extrapolations appear
to convergence to a single point at T≈2250 K. This convergence corresponds
with a linear dependence between the prefactor log σ0 and the slope T01/4 in the
plot. Such dependence is commonly associated with the Meyer-Neldel rule [165]
and confirms the suggested similar mechanism of conduction in all samples.
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Figure 5.6: The temperature dependence of the conduction in SiO x, with 0 <
x < 2. The measurements were performed on 0.5 µm thick films in the co-
planar configuration. The curves are fitted with a σ = σ0 exp
[−(T0/T )1/4]
dependence. (a) x = 0.01, (b) x = 0.14, (c) x = 0.35, (d) x = 0.84, (e) x =
1.17, (f) x = 1.82. In the inset the clear linear relation between prefactor log σ 0
and slope T01/4 of the fits is depicted.
Both the analytical description of the vrh process (equation 4.21, page 90) and
the numerical percolation model (figure 4.6, page 103) indicate a T0 ∼ α3/Nµ
relation. The linear relation between log σ0 and T0, observed in the inset of fig-
ure 5.6, therefore implies an exponential dependence of σ0 on α and Nµ, in con-
trast to the much weaker dependence predicted by the Mott model (equation 4.24
on page 90).
Measurements on the conductivity of annealed samples suggest a more com-
plicated picture. After consecutive anneal treatments in vacuum for two hours at
increasingly higher temperatures, Tann = 50, ..., 600oC, the conductivity of all
samples is found to decrease monotonically with increasing anneal temperature.
Two examples of this decrease are depicted in figure 5.7, showing the temperature
dependence of the conduction in two samples, of thickness 0.5 µm and x = 0.01
and x = 0.84. The data are obtained from measurements in the coplanar con-
figuration, at an electric field strength of 2 · 103 V/cm. All measurements show
a similar behavior as discussed in section 5.2.2 on the x=0.3 sample: with in-
creasing anneal temperature a strong decrease in the prefactor σ0 is observed,
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Figure 5.7: Temperature dependence of the conduction in two samples of SiO x,
with x = 0.01 and x = 0.84, after successive anneal treatments at increasingly
higher temperatures: (a) 50oC, (b) 100oC, (c) 200oC, (d) 300oC, (e) 400oC, (f)
500oC, (g) 600oC.
accompanied by only a small increase in T0 (see figure 5.4).
These observations do not correspond with the observed ‘Meyer-Neldel’ re-
lation depicted in figure 5.6, however, they do comply with the presumed expo-
nential dependence of σ0 on Nµ. This exponential dependence is supported by a
comparison between the decrease in conductivity depicted in figures 5.7 and 5.4
and the decrease in the density of spins detected with ESR plotted in figure 3.26
on page 65. Both decreases show a remarkable similarity, suggesting a relation
between the decrease in σ0 and the decrease in Ns. This is illustrated by figure 5.8,
showing the decrease in room temperature conductivity of all samples after differ-
ent anneal treatments on a logarithmic scale versus the fraction of detected spins.
Both the changes in the conductivity and the detected spin density are taken with
respect to the as-deposited state of the samples. The data on the conductivity
are taken at room temperature to exclude any errors in extrapolating the curves
to T → ∞. Although the measured σ-T curves do not shift completely parallel
upon annealing (which is discussed in more detail in section 5.3.2), we estimate
the differences between the decrease in σRT and the decrease in σ0 to be smaller
than the error made by extrapolating the data to T → ∞. The observation of a
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Figure 5.8: The decrease in room temperature conduction, ∆log σ, after anneal-
ing versus the fraction of detected spins with respect to the conductivity and spin
density in the as-deposited sample. The data are labeled with the corresponding
x values of the investigated samples. The solid line represents a linear fit through
the data.
general increase in T0 with increasing Tann (see figure 5.12 on page 137), how-
ever, does imply a systematic overestimation of ∆σ0 by ∆σRT, but this appears
to affect only a quantitative analysis.
The data is fitted with a linear relation, depicted in figure 5.8 by the solid line
and corresponding with
∆ log σRT ≡ log σRT − log σasdep.RT = C
[
Ns
Nasdeps
− 1
]
,
with C = 5.0. There is considerable scatter in the data, but we must keep in mind
that they are collected from many differently deposited samples. Moreover, we
showed before that Ns can only be taken as a very rough measure of the density
of sites involved in the hopping process. Although this is only a purely empirical
relation the observed relation clearly indicates two things:
1. The room temperature conduction changes exponentially with changes in
the density of dangling bonds, as a result of an exponential dependence of
the prefactor σ0 on, presumably, Nµ.
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2. The observed ‘master’ behavior in figure 5.8 again confirms the assumption
of a similar conduction mechanism in all samples with different x, even
though the magnitude of the conductivity varies over more than ten orders
of magnitude.
Discussion
As was indicated in chapter 4 (section 4.4, page 96) the percolation model on
the vrh conduction yields information on changes in the vrh conductivity. More
specifically, we applied this model to derive information on the parameters de-
termining the temperature and field dependence of the conduction, T0 and F0,
respectively. The absolute magnitude of conductivity is additionally described by
a prefactor, σ0, which has not been treated by any percolation study. However, as
was indicated in chapter 4, the finite system size used in our simulations allows
us to envisage the vrh current in a macroscopic sample to flow inside numerous
parallel and in series positioned channels of microscopic size, each with a thresh-
old impedance corresponding to the threshold impedance of the entire system.
Whereas the size of these channels is insignificant in the determination of thresh-
old impedance, as long as the individual channels are large enough to represent an
infinite system on the scale of the site-to-site connections, the overall resistance of
a macroscopic system is strongly related to the size of the microscopic channel.
In a well-defined macroscopic system of microscopic channels each individual
channel represents exactly one current carrying threshold impedance.
Effectively, the prefactor of the conduction, σ0, needs to be interpreted as
a density of threshold impedances. Therefore, we attribute the changes in σ0,
described in the previous section, to changes in this density of current carrying
threshold impedances. Upon annealing, the expected decrease in hopping sites
appears to have a larger impact on the density of current carrying threshold resis-
tances than on the actual value of the threshold resistance itself, resulting in the
strong decrease of σ0 with only minor effect of T0. We attribute this behavior to
a non-uniform annihilation of hopping sites with different localization. The ob-
served non-uniform decrease of the different paramagnetic neutral dangling bonds
upon annealing (see section 3.3.2) clearly supports this explanation.
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Figure 5.9: I-F characteristics of the conduction over 0.5 µm thick films of
SiOx, with x ranging between 0.04 and 1.5. The measurements were per-
formed at a temperature of 32 K in the sandwich configuration (section 2.3.2).
The curves are labeled with the corresponding x-value and fitted at high field
strengths with a log I ∼ −(F0/F )1/4 dependence.
5.3.2 Temperature and Field Dependence
As Deposited
In figure 5.6 on page 129 a clear increase in temperature dependence is observed
with x increasing from 0.01 to 1.82. By fitting the data with a log σ ∼ −(T0/T )1/4
dependence, values of T0(x) were obtained, showing a monotonic increase be-
tween (6.3 ± 1.1) 107 and (6.0 ± 1.3) 109 K with increasing x.
Correspondingly, a similar change in the electric field dependence of the vrh
current in the high-field regime is observed. In figure 5.9 the field dependence
of the current in 0.5 µm thick films of SiOx is depicted, with x ranging be-
tween 0.04 and 1.5. In the high-field regimes the data were fitted with a log I ∼
−(F0/F )1/4 dependence, showing a monotonic increase in the fitting parameter
F0, from (3.7± 0.8) 1010 V/cm in the x=0.04 sample to (3.1± 0.7) 1013 V/cm in
the x=1.5 compound.
The results of the fitting routine in the high-temperature/low-field regime,
T0(x), and in the low-temperature/high-field regime, F0(x), are summarized in
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Figure 5.10: Results of the fitting routine on the temperature dependence of
conduction in the low-field Ohmic regime, T0, and on the electric field depen-
dence of the current in the high-field regime, F0, in samples SiOx with different
x. T0 parameters are derived from both measurements in the co-planar () and
sandwich (◦) configuration (section 2.3). F0 parameters are derived from I-F
measurements in the sandwich configuration, with sample thicknesses of 0.5 (•),
2.0 ( ) or 0.2 () µm. The differences in the logarithmic F 0 and T0 data points
are indicative for the magnitude of the localization parameter α (equation 4.41).
figure 5.10. Both parameters appear to increase monotonically with increasing x,
however, the increase in F0 appears to be stronger than the increase in T0. From
equations 4.21 and 4.34 it is clear that both increases in T0 and F0 are explained
by an increase in α and/or a decrease in Nµ. Following the procedure outlined in
section 5.2.1, however, we can discriminate between these two origins, by evalu-
ating the quotient of F0 and T0. Equation 4.41 shows that the value of α is linearly
dependent on the quotient F0/T0, which is depicted in the logarithmic plot of fig-
ure 5.10 by the difference logF0 − log T0 in the data points. From this plot it is
clear that this difference generally increases with increasing x, pointing towards
an increase in the localization parameter α with increasing oxygen content in the
compounds.
In the following quantitative analyses we restrict ourselves, for a single value
of x, to the σ-T and I-V characteristics obtained from a single sample, or at
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Table 5.1: Values of the fitting parameters T0 and F0 in the temperature and
field dependence of the conduction in SiOx, with ranging x. The corresponding
localization parameter α and density of localized hopping states Nµ were derived
from these values, following a procedure outlined in the text.
x 0.04 0.30 0.47 0.56 1.3 1.5
T0 (108 K) 0.63 4.2 8.4 13 37 46
F0 (1012 V/cm) .037 0.51 1.2 2.3 13 31
α−1 (A˚) 7.5 3.7 3.1 2.5 1.2 0.66
Nµ (1019 eV−1cm−3) 0.8 1.1 0.9 1.1 3 16
least from samples deposited in a single run, in order to exclude any possible
errors in reproducing the material. Fitting the temperature and field dependence
of the conduction in these compounds with log σ ∼ −(T0/T )1/4 and log I ∼
−(F0/F )1/4 relations, respectively, results in the fitting parameters T0 and F0
depicted in table 5.1.
Following equation 4.41 and the values CT = 18.5± 0.2 and CF = 9.6± 0.2
derived from our percolation study, values of the localization parameter α and
consequently, using equation 4.21, the density of hopping sites Nµ in the different
SiOx were obtained. The procedure is the same as outlined in section 5.2.1 on the
x=0.3 sample. The obtained values correspond with a monotonically decreasing
extension of the localized states α−1 between 7.5 ± 1.6 and 0.66 ± 0.17 A˚ and
a general increase in hopping site density Nµ between (8 ± 5) 1018 and (1.6 ±
1.2) 1020 eV−1cm−3, with x increasing from 0.04 to 1.5. The values are depicted
in table 5.1 and plotted versus x in figure 5.11.
Although the reliability of the derived exact values of the localization parame-
ter α can be questioned, especially the sub-atomic extent of the electronic states in
the SiO1.5 compound seems questionable, we believe that the trend of increasing
localization of the hopping sites with increasing oxygen content in the material is
real. Furthermore, the derived densities of hopping sites Nµ are clearly within the
range of physically realistic values, and the observed trend of increasing density
of hopping sites with x increasing between 0.5 and 2 is in general agreement with
the increase in neutral DBs observed in figure 3.26 on page 65. By arguments
similar to the ones stated in section 5.2.1 on the x=0.3 sample, we omit a direct
comparison between the density of states involved in the conduction process and
detected with the ESR technique, since these densities do not necessarily com-
prise the exact same set of sites. It is clear that the densities of hopping sites,
as derived from our conductivity experiments, are generally lower than expected
from the ESR data, which shows that not all ESR active spins participate in the
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Figure 5.11: Values of the extent of the localized states, α−1, and the density
of these states, Nµ, in samples SiOx with different x. The values are derived
from measurements on the temperature and field dependence of the electrical
conduction.
hopping process.
Both the spin density measured with ESR and the density of hopping sites Nµ
derived from our conduction experiments show a general increase with increasing
x. Thus, these observations disagree with the model that describes the increase
in resistivity of SiOx with higher x in terms of a decrease in the density of the
hopping sites. As a result, we believe that this increase in resistivity, which in a
vrh model cannot be explained by an increase in the electronic bandgap, originates
from the observed increase in the localization of the hopping sites.
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Figure 5.12: Values of T0 resulting from a least-squares fitting routine of a
log σ ∼ −(T0/T )1/4 dependence on the measured conduction in SiOx with
different x. The obtained T0 parameters are plotted versus the density of neutral
DBs, detected by ESR measurements. The solid lines are guides to the eye. The
dashed line indicates a T0 ∼ 1/Ns dependence, expected from equation 4.21
when assuming a constant α and Nµ ∝ Ns.
After Annealing
From figure 3.26 on page 65 it is clear that the density of spins, detected by ESR
measurements and corresponding with neutral DBs, decreases in all samples with
increasing anneal temperature, especially with Tann > 100oC. Although in the
previous section we argued that the density of spins does not exactly correspond
with the density of hopping sites involved in the charge transport, the changes
in hopping site density are likely to resemble the changes in the observed spin
density, i.e. Nµ ∝ Ns. Consequently, if we assume no changes upon annealing
in the localization of the hopping sites dominating the charge transport, an as-
sumption that is discussed below, equation 4.21 predicts a T0 ∼ 1/Ns relation.
Although the corresponding σ-T curves seem almost parallel after different an-
neal treatments, we do observe a small but significant increase in the slope of the
log σ ∼ T−1/4 curves with increasing Tann. This results in a significant increase
in T0, since this parameter relates to the slope of the curves by a power 4. In
figure 5.12 the derived values of T0 are plotted versus the density of spins Ns de-
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tected by ESR measurements. The dashed line represents the slope corresponding
to a T0 ∼ 1/Ns dependence.
Indeed, a general increase of T0 with decreasing Ns is observed. However,
except for the data corresponding with low temperature anneals (high Ns) in the
x=0.14 and x=0.30 samples, the relation between T0 and Ns appears weaker than
expected. Several explanations can be proposed to justify this weaker depen-
dence. Within the model it is clear that T0 not only depends on Ns, but also on
the localization parameter of the hopping sites α (equation 4.21). Therefore, a
simultaneous change in α with a decrease in Ns can account for the observed
deviation from the T0 ∼ 1/Ns dependence. However, since we assumed no sig-
nificant changes in both the morphology of the material and the position of the
chemical potential upon annealing at temperatures Tann ≤ 600oC (section 3.2.4),
this change in localization of the hopping sites does not seem likely. On the other
hand, calculations show, using equation 4.21, that a decrease of only 25% in α is
sufficient to fully account for the observed differences.
We believe that a more likely explanation for the observed deviations from the
T0 ∼ 1/Ns dependence revolves around the falsification of the Nµ ∝ Ns relation.
In section 5.3.2 we showed that the density of hopping sites derived from our con-
ductivity analysis is significantly lower than the density of spins obtained from
ESR measurements. One of the explanations of this discrepancy was found by a
comparison with the theoretical study on the vrh conduction in a system with a
non-uniform distribution of the localization of the hopping sites (section 4.5). Cal-
culations showed that in such a system the current is mainly carried by a sub-set
of the states, i.e. by the more extended states (small α). By assuming that a signif-
icant portion of the ESR active spins is associated with strongly localized states,
which appear inactive in the hopping process, the difference between Ns and Nµ
is easily understood. Within this model the relative invariance of T0 to changes in
Ns (figure 5.12) is interpreted as an increase of the fraction of the spins that act as
hopping sites in the conduction upon annealing. This interpretation is supported
by the spectroscopic observations on the ESR signal discussed in section 3.3.2,
suggesting a preferential annihilation of DBs in the more oxygenated local envi-
ronments. Since the generally more localized nature of the hopping sites in the
more oxygenated compounds suggest a relation between the localization and the
chemical surroundings of the sites (section 5.3.2), the fraction of spins associated
with more extended electronic states is expected to be larger in the annealed sam-
ples than in the as-deposited samples. This is in agreement with the observed
small changes in T0 upon annealing, as indicated in figure 5.12.
After the anneal treatments at the highest temperatures, Tann ≥ 500oC, in
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Table 5.2: Values of activation energy, obtained from measurements on the con-
duction in SiOx with different x, above room temperature and after anneal treat-
ments at temperatures Tann ≥ 500oC.
x 0.30 0.84 0.98 1.17 1.82
Ea (eV) 0.69±.02 0.67±.05 0.71±.02 0.73±.06 0.75±.05
all samples with x ≥ 0.3 a deviation from the log σ ∼ T−1/4 dependence is
observed at temperatures T > 300K, corresponding with a transition to a dom-
inant Arrhenius conduction mechanism. By fitting the data in this regime to a
log σ ∼ −Ea/kBT dependence, the values of the activation energy Ea of this
conduction mechanism are derived and depicted in table 5.3.2. All values of Ea
appear in good agreement with the assumed energy difference of ∼ 0.7 eV be-
tween the position of the chemical potential, pinned by the energy level of silicon
DBs, and the conduction band edge, consisting of Si-Si and/or Si-O antibonding
states, as expected from the DOS model outlined in section 3.4.2. Therefore we
conclude that these measurements confirm the validity of the model; the data in
table 5.3.2 suggest only a very small drop of the chemical potential with respect to
the conduction band edge with x increasing between 0.3 and 1.82. As discussed
in section 5.2.2 on the x=0.3 sample, we attribute this conduction mechanism to
either a charge transport by activated electrons in the delocalized states of the
conduction band or to a hopping transport of electrons activated to the dense con-
centration of localized states in the conduction band tail near the mobility edge
[164].
5.4 Conclusions
In this chapter the electrical conduction in the investigated SiOx films is discussed.
We show that a variable range hopping (vrh) process dominates the charge trans-
port. The observed temperature and field dependence of the conduction appears,
qualitatively, in excellent agreement with the theoretical relations derived in chap-
ter 4. The results of the percolation study, described in section 4.4, have been
used to derive quantitative information on the localization parameter α and den-
sity of hopping sites Nµ. Generally, the derived quantities are within the range
of physically realistic values. Moreover, this quantitative analysis shows that the
strong decrease in conductivity with increasing oxygen content in the film origi-
nates from an increase in the localization of the hopping sites with increasing x.
A comparison of the derived density of hopping sites with the density of spins
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detected by Electron Spin Resonance (ESR) measurements shows that maximally
only a small fraction of the number of neutral dangling bonds (DBs) participate in
the hopping conduction. Upon annealing, the preferentially annihilated paramag-
netic dangling bonds in the more oxygenated environments appear to correspond
with the more localized hopping states in the system, which are expected to be of
minor significance in the macroscopic charge transport.
Whereas the observed exponential temperature and field dependencies appear
in good agreement with the theoretically derived relations, the prefactor of the
conduction appears stronger related to the material properties than expected from
Mott’s theoretical description (section 4.3). Both the localization parameter and
the density of localized states appear to have an exponential influence on the pref-
actor σ0. As a result, a linear relation between the slope and prefactor in the tem-
perature dependence of the conduction is observed, similar to the Meyer-Neldel
rule, in all ‘as deposited’ samples with different x. Secondly, a clear similar rela-
tion between the decrease in conductivity and the decrease in spin density in all
samples upon annealing emphasize the similarity of the conduction mechanism
in all our SiOx with different x, even though the magnitude of the conductivity
varies over more than ten orders of magnitude. Within the percolation model on
the vrh conduction the changes in the prefactor are described in terms of a chang-
ing density of current carrying threshold impedances in a macroscopic system.
Annealing the samples at temperatures Tann > 500oC reveals a transition to a
dominant mechanism of charge transport by activated carriers. The derived activa-
tion energy of this conduction was found nearly constant in all samples at∼0.7 eV,
in correspondence with the expected energy difference between the chemical po-
tential and the conduction band edge, as discussed in section 3.4.
6 Summary
6.1 The Material
Using an rf magnetron reactive sputtering technique thin films (<∼ 1 µm) of amor-
phous silicon suboxides (a-SiOx, 0 < x < 2) have been deposited. The substrate
temperature during deposition remained below 100oC. The films appear rather ho-
mogenous in composition (O/Si ratio), with an incorporated fraction of hydrogen
and argon atoms of about 2-5 at.%. Taking into account the incorporated argon
atoms no large (empty) void fraction has been detected. The films appear com-
posed of Si-Si4−nOn (n= 0,...,4) building blocks, with an occurrence of the five
individual building blocks in the different compounds generally in agreement with
the statistical distribution of randomly dispersed O atoms in a bridging configu-
ration between Si atoms. Furthermore, a large density of neutral paramagnetic
defects (∼ 1021 cm) has been observed. These defects are predominantly asso-
ciated with silicon dangling bonds (DBs) in a silicon rich environment (•Si-Si3),
although in the as deposited compounds with higher O/Si ratio x also Si DBs in
more oxygenated environments (•Si-Si2O, •Si-SiO2) are observed.
Simultaneously, the electrical conductivity of the films indicates a dominant
variable range hopping (vrh) mechanism in the compounds, at least up to room
temperature. This conduction mechanism is described by a charge transport via
thermally assisted tunneling events through localized (defect) states. Since the
host network of the defect states in our SiOx films appears rather homogeneous on
both macroscopic (µm) and microscopic (nm) scale the localized hopping states
are expected to be more or less randomly distributed throughout the material. The
energy distribution of the corresponding hopping sites is expected to extend over
several tenths of an eV, as indicated by measurements on the conductivity around
room temperature and supported by a theoretical Density Of States (DOS) model
based on a defect-poole model.
6.2 The Model
As a result the vrh conduction process in these SiOx films is adequately described
by a system of randomly distributed localized states. This distribution needs to
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occur in both space and energy. According to the theoretical formalism derived
by Mott [19,20] the vrh conduction in such a system is described by the material
properties Nµ, the density of localized states around the position of the chemical
potential µ, and α, a parameter describing the localization of these states. This
parameter is defined by the tunneling probability between two localized states,
Ptunnel i→j = exp (−2α|Rij|), and reflects the ‘potential landscape’ surrounding
the hopping sites. In addition, the conductivity depends on the external parameters
temperature (T ) and electric field (F ). Two extreme regimes are distinguished:
a. At low field strengths and/or high temperatures an Ohmic conduction mech-
anism is observed, with a temperature dependence characterized by:
σ = σ0 exp
(
−[T0/T ]1/4
)
. (6.1)
b. At high field strengths and/or low temperatures the current through the sys-
tem is expected to be temperature independent and exponentially dependent
on the field strength:
I = I0 exp
(
−[F0/F ]1/4
)
. (6.2)
Although this analytical formalism provides a clear qualitative description of these
relations, a quantitative comparison with empirically observed relations does re-
quire a more thorough analysis.
We have performed numerical calculations on the vrh conductivity in a fi-
nite sized system of randomly distributed localized hopping sites. The system
generally consists of 10000 sites. The conductivity is estimated by the percola-
tion threshold of conduction, defined as the minimum site-to-site impedance Zt
needed to allocate a percolation path through the system with connecting site-to-
site impedances Z ≤ Zt. Percolation studies show that this percolation threshold
provides an accurate description of the total conductivity if the spread in individ-
ual site-to-site impedances is large enough [132]. In the systems under investiga-
tion in this thesis this criterion is generally amply met.
Consequently, the percolation thresholds derived in our numerical simulations
accurately describes the (exponential) dependence of the conductivity on the ex-
ternal parameters T and F . We used our simulations to quantify the dependence
of T0 and F0 (see equations 6.1 and 6.2) on Nµ and α. It is demonstrated that the
values of Nµ and α uniquely define both the temperature and field dependence
of the conduction. Furthermore, a numerical study on the vrh conduction in a
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system of non-uniform localized states shows that the conductivity is effectively
dominated by the charge transport through a subset of more weakly localized
states (corresponding with lower α value).
6.3 The Results
Using the numerically derived expressions we were able to extract quantitative
information on the material properties of the sputtered SiOx films. Two observa-
tions appear significant:
• The monotonic increase of the resistivity of SiOx films with increasing x is
attributed to an increased localization of the hopping sites participating in
the hopping charge transport in the more oxygenated compounds.
• The density of hopping sites participating in the conduction is smaller than
the density of detected neutral paramagnetic dangling bonds, i.e. not all
neutral defects participate significantly in the macroscopic charge transport.
The first observation suggests that the hopping sites in more oxygenated en-
vironments are stronger localized. Consequently, since the numerical simulations
show that the conduction is dominated by charge transport through more weakly
localized states, these states need to be associated with sites in a more silicon-rich
environment. Still, the second observation shows that, even though the Si DBs
are predominantly present in the silicon-rich •Si-Si3 configuration, only a small
fraction of these sites participate significantly in the conduction. Apparently, the
majority of the neutral Si DBs corresponds to sites that are either energetically
unfavorable in the hopping process or spatially too localized to participate signifi-
cantly. The first explanation, however, is not very likely, considering the estimated
average hopping energies (up to 0.4 eV in the x=1.2 compounds, see section 4.5)
and the neutral status of the sites. The second explanation indicates that the local-
ization of the sites is not only determined by the nearest neighboring atoms, since
these appear all Si atoms in a •Si-Si3 configuration, but also by the more remote
surroundings of the sites. This is in agreement with the above stated description of
the localization parameter in terms of the total ‘potential landscape’ surrounding
and separating the individual hopping sites.
Annealing the samples up to temperatures Tann= 600oC results in a decrease
of the detected paramagnetic defects by a factor 5 to 40, depending on the oxygen
concentration in the films. This decrease originates from a predominant annihi-
lation of Si DBs in the more oxygen-rich configurations •Si-Si2O and •Si-SiO2.
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Whether this preferential annihilation needs to be attributed to a relaxation of the
lattice surrounding the defects or to charging of the sites, resulting from a change
in the chemical potential, remains unknown. The decrease in dangling bond con-
centration is accompanied by a decrease in electrical conductivity. However, the
corresponding increase in the temperature dependence of the conductivity, T0, is
smaller than expected from the theoretical calculations. This confirms the sug-
gested relatively small contribution of the annihilated DBs in the O-rich environ-
ments to the initial conductivity. The observations are consistent with the pre-
sumed higher localization of the hopping sites in more oxygenated compounds,
as derived from the measurements on the ‘as deposited’ films.
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Samenvatting
Het feit dat de term ‘halfgeleider industrie’ geen nadere uitleg meer behoeft bij
het NOS journaal zegt genoeg over de vergaande implementatie van halfgelei-
dende materialen in onze samenleving. Door de zichzelf steeds maar weer verster-
kende vooruitgang in de halfgeleider industrie worden niet alleen de eisen waaraan
de halfgeleiders (en isolatoren) moeten voldoen, maar ook de randvoorwaarden
waarbinnen aan deze eisen moet worden voldaan, steeds stringenter. Een goed
voorbeeld hiervan is de vraag naar zonnecellen en LCD schermen op een goed-
kope en flexibele (plastic) ondergrond, die een hoge depositietemperatuur van de
verschillenden halfgeleidende en isolerende lagen in de weg staat. Daar waar het
oude ‘schoolboek voorbeeld’ nog spreekt van perfecte (kristallijne) halfgeleiders
en isolatoren, wordt de toepassing van deze materialen inmiddels voorbijgestreefd
door dunne films van de veel goedkopere, maar structureel meer complexe amorfe
tegenhangers. Deze materialen kenmerken zich door een gebrek aan ordening op
een schaal van enkele atoomafstanden. Door deze wanorde is er ook meer plaats
voor gelokaliseerde elektronische toestanden in het materiaal, dat wil zeggen, toe-
standen, die corresponderen met een energieniveau rond een specifiek atoom in
het materiaal. Deze toestanden kunnen voortkomen uit verwrongen covalente
bindingen en niet-gebonden valentie-elektronen (defecten) in het materiaal. De
elektrische eigenschappen van halfgeleiders en isolatoren blijken in hoge mate te
worden beı¨nvloed door deze gelokaliseerde toestanden, ondanks dat zij slechts
een klein percentage van alle elektronische toestanden in de meeste amorfe mate-
rialen vertegenwoordigen. Dit heeft er toe geleid dat het onderzoek op het gebied
van halfgeleiders en isolatoren zich steeds meer heeft gericht op het controleren
van enerzijds de hoeveelheid defecten en anderzijds de invloed van deze defecten
op de geleiding. Toch is het mechanisme van elektrische geleiding door defecten
een niet volkomen begrepen proces. Dit proefschrift probeert meer duidelijkheid
te verschaffen in het verband tussen elektrische geleiding door defect toestanden
en de chemische en morfologische structuur die deze defect toestanden omringt.
Het onderzoek beschreven in dit proefschrift is verricht aan dunne films van
amorfe silicium suboxides (a-SiOx, 0<x<2). Deze materialen vormen de gelei-
delijke chemische overgang van de halfgeleider amorf silicium (a-Si) naar het
isolerende a-SiO2. Hierbij neemt ook de soortelijke weerstand van het materiaal
sterk toe met toenemende zuurstofconcentratie. Dit maakt het mogelijk om binnen
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e´e´n groep van materialen zowel de geleiding in halfgeleiders als in isolatoren te
onderzoeken. Bovendien maakt deze ‘instelbaarheid’ van de soortelijke weerstand
het materiaal ook van industrieel belang. Dit belang wordt nog versterkt door de
aanwezigheid van enkele atomaire monolagen SiOx op het industrieel belangrijke
grensvlak van a-Si en a-SiO2. Voor een directe toepassing van het SiOx materiaal
kan verwezen worden naar het ‘Direct Inductive Printing’ proce´de´, toegepast in
copiers en printers, waarbij een instelbare en hanteerbare geleiding van een dunne
SiOx laag van groot belang blijkt te zijn [17,18].
De dunne SiOx films (dikte ongeveer een halve micrometer), die zijn beschre-
ven in dit proefschrift, zijn gedeponeerd op een substraat door middel van een
rf magnetron sputtering techniek, waarbij een silicium ’target’ wordt gesputterd
in een gemengde Ar/O2 omgeving. Door de zuurstofbijdrage in deze omge-
ving te varie¨ren blijkt het mogelijk te zijn om SiOx films te maken met x tussen 0
en 2. De temperatuur van het substraat blijft hierbij onder de 100oC. Naast de aan-
wezigheid van Si en O blijkt ook waterstof (tussen 1 en 5 atoom procent) en argon
(tussen 2 en 5 atoom procent) te worden ingebouwd in het materiaal. Verschil-
lende metingen laten zien dat het gedeponeerde materiaal vrij compact is. De films
blijken homogeen in samenstelling, dat wil zeggen, x varieert niet significant over
de diepte van de film. Ook op atomaire schaal blijkt de verdeling van silicium- en
zuurstofatomen vrij homogeen. Hierbij vormt elk zuurstofatoom een verbind-
ing tussen twee siliciumatomen (Si-O-Si) en is de overgrote meerderheid van
siliciumatomen covalent gebonden met vier andere silicium- en/of zuurstofatomen.
Als gevolg hiervan is het materiaal goed te beschrijven als opgebouwd uit Si-
Si4−nOn bouwstenen, met n varie¨rend tussen 0 en 4. De aanwezigheid van de n
verschillende componenten in het materiaal is afhankelijk van de totale zuurstof-
concentratie en blijkt redelijk goed overeen te komen met een willekeurige verde-
ling van silicium- en zuurstofatomen door het materiaal. Het aanwezige waterstof
in het materiaal lijkt voornamelijk gebonden aan siliciumatomen, waarbij zich
een sterke voorkeur voor H-Si(Si2O) configuraties aftekent. Argon, als edelgas
element, wordt verondersteld niet covalent gebonden ingebouwd te zijn in het
materiaal.
Naast deze meerderheidsstructuur blijkt het materiaal een grote hoeveelheid
defecten te herbergen. Deze defecten worden beschreven als ‘dangling bonds’
(DBs) en bestaan voornamelijk uit drievoudig gebonden siliciumatomen. Sili-
cium’s vierde valantie-elektron blijft hierbij ongebonden. De gedetecteerde neu-
trale variant van deze defecten blijkt in grote mate aanwezig, in dichtheden in
de orde van 1020 tot 1021 cm−3, wat overeenkomt met enkele procenten van de
totale atoomdichtheid. De gemeten homogeniteit en compactheid van het amorfe
netwerk suggereren een gelijkmatige verdeling van de defecten over het materiaal.
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De neutrale defecten manifesteren zich echter wel voornamelijk in siliciumrijke
omringingen, aangeduid als •Si-Si3. Alleen in de zuurstofrijkere x>1 materialen
blijken ook neutrale defecten in •Si-Si2O en •Si-SiO2 configuraties aanwezig te
zijn, maar tot x ≈ 1.5 blijft de •Si-Si3 configuratie in de meerderheid. Dit duidt
op het ‘pinnen’ van de chemische potentiaal, µ, rond het energieniveau van de
atomaire Si:sp3 orbitaal. Verhitten van de films tot 600oC resulteert in een vijf-
tot veertigvoudige verlaging van de hoeveelheid neutrale defecten in de materi-
alen. De annihilatie van deze defecten is niet uniform; neutrale defecten in de
meer zuurstofrijke omgevingen blijken preferentieel geannihileerd te worden.
Metingen van de elektrische geleiding in dezelfde materialen laten een log σ ∼
T−1/4 temperatuursafhankelijkheid zien. Dit wordt algemeen geassocieerd met
een zogenaamd ‘variable range hopping’ (vrh) geleidingsmechanisme. Dit ge-
leidingsmechanisme kenmerkt zich door ladingstransport via thermisch geassi-
steerde tunneling processen (de zogenaamde ’hops’) van elektronen tussen
gelokaliseerde toestanden. Hierbij wordt de waarschijnlijkheid van een hop be-
paald door de combinatie van een tunnel-waarschijnlijkheid, afhankelijk van
zowel de gelokaliseerdheid van en de afstand tussen de toestanden, en een
energetisch factor, die de waarschijnlijkheid van een bijkomende energie-
overdracht bepaalt. De dominantie van dit ladingstransport in de SiOx films is
in goede overeenstemming met de gemeten hoge concentratie van (neutrale) de-
fecten.
De gesuggereerde gelijkmatige verdeling van de defecten over het materiaal
maakt dat de geleiding in deze films zich goed laat beschrijven door een mo-
delsysteem van willekeurig geplaatste gelokaliseerde toestanden (‘hopping sites’),
met willekeurige energieniveaus. Dit proefschrift behandelt zowel een analyti-
sche als een numerieke beschrijving van de vrh geleiding in zo’n systeem. De
analytische beschrijving is gebaseerd op het door Mott ingevoerde formalisme
[19,20]. Hierbij wordt uitgegaan van een optimalisatie van de hop-afstand, welke
afhankelijk blijkt te zijn van temperatuur en elektrische veldsterkte. Hoewel deze
beschrijving een inzichtelijk beeld geeft van de processen die van belang zijn in
het vrh ladingstransport, blijkt de analytische middeling van sterk verschillende
hopping processen niet geschikt voor een eenduidige kwantitatieve representatie.
Dit is wel het geval in de besproken zuiver numerieke benadering. Hierin wordt
een systeem voorgesteld, waarin alle willekeurig geplaatste hopping sites e´e´n op
e´e´n verbonden zijn met alle andere sites via impedanties, gelijk aan de bijbe-
horende hopping waarschijnlijkheden. Uitgaande van percolatie theorie wordt de
totale weerstand van het systeem berekend door het vinden van een zo geleidend
mogelijke percolatiepad door het systeem. Kwalitatief blijken de numerieke en
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analytische beschrijvingen goed overeen te komen. Het numerieke model is ge-
bruikt om een kwantitatieve beschrijving te verkrijgen van de geleiding in twee
afzonderlijke regimes: 1. de temperatuursafhankelijkheid van de geleiding bij
een lage veldsterkte en/of hoge temperatuur en 2. de veldafhankelijkheid van de
stroom bij hoge veldsterktes en/of een lage temperatuur. Verder blijkt de gelei-
ding in een systeem, waarin de hopping sites verschillend sterk gelokaliseerd zijn,
gedomineerd te worden door de invloed van de meer gedelokaliseerde toestanden.
De elektrische geleidingsmetingen aan de SiOx films blijken kwalitatief goed
overeen te komen met de genoemde vrh modellen. Wat belangrijker is; de kwan-
titatieve beschrijving van het geleidingsproces maakt het mogelijk om specifieke
informatie te verkrijgen over de elektronische toestanden, die het ladingstrans-
port karakteriseren, uit de elektrische metingen. Hieruit blijkt dat de verschillen
in soortelijke weerstand in de onderzochte SiOx films volledig toe te schrijven
zijn aan een sterkere lokalisatie van de hopping sites in meer zuurstofrijke omge-
vingen. Verder blijkt dat slechts een klein deel van de gemeten neutrale de-
fecten significant bijdraagt aan het macroscopische ladingstransport. Metingen
aan de geleiding van uitgestookte materialen bevestigen dit beeld. Waar de to-
tale (neutrale) defectenconcentratie sterk af blijkt te nemen, neemt de tempera-
tuursafhankelijkheid van de geleiding niet overeenkomstig toe. Dit blijkt goed
te verklaren door de genoemde preferentie¨le annihilatie van defecten in zuurstof-
rijke omgevingen, daar waar het macroscopische ladingstransport gedomineerd
lijkt te worden door de meer gedelokaliseerde defect-toestanden in de silicium-
rijke omgevingen.
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