We previously introduced a new Bayesian predictive classification (BPC) approach to robust speech recognition and showed that BPC is capable of coping with many types of distortions. We also learned that the efficacy of the BPC algorithm is inflEenced by the appropriateness of the prior distribution for the mismatch being compensated. If the prior distribution fails to characterize the variability reflected in the model parameters, then the BPC will not help much. In this paper, we show how the knowledge and/or experience of the interaction between speech signal and the possible mismatch guide us to obtain a better prior distribution which improves the performance of the BPC approach.
IIVTRODUCTION
Most of the current itutomatic speech recognition (ASR) systems are using the following plug-in M A P (maximum a postercore), or PI-MA P decision rule in recognition:
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where X is the observed feature vector sequence to be recognized, pn(XlW) is the acoustic model with parameters A, Pr(W) is the language model with parameters I?, and W is the recognized symbol (usually word) sequence of interest embedded in the observation sequence X. This decision rule is known to achieve an ezpected minimum symbol sequence recognition error rate only if the assumed models and the estimated parameters were correct [6] . In practice this is never true though, and its performance will depend on the following conditions:
if the assumed parametric models are accurate and W flexible enough to appropriately model the highly complex and variable speech signals;
e if the assumed models and the related parameter estimation methods are computationally efficient and robust enough t o take care of the possible distortions between models and training samples which might be caused by wrong model assumptions, dependence and/or correlations of training samples, misclassification and/or outliers in training samples, etc.; e if the training data are sufficient and representative enough to guarantee good parameter estimation and generalizability ;
e if the distortions between trained models and actual testing data are small enough to avoid the breakdown of the whole approach.
In reality, we always have to make some assumptions which are often violated for real observed data. Furthermore, in many real applications, there always exists some form of mismatch between training and testing conditions. But an accurate knowledge of the mismatch mechanism is unknown, and the only available information is the test data along with a set of pre-trained speech models and the decision parameters. To achieve the robust ASR in this context, it is thus desirable to develop a general approach that is cable of handling any mismatches which might encounter in real applications.
In the past few years, we have been adopting a Bayesian paradigm to address and formulate the above problem. By directly modifying the above PI-MAP decision rule, we've been studying and developing a new robust decision strategy called Bayesian predictive classification (BPC) approach in which part of the above-mentioned mismatch can be compensated and the decision performance can be improved 111. The principle behind the BPC approach is rather straightforward: because we assume no knowledge about the possible mismatch, we thus rely on a quite general prior pdf (probability density function) p ( h l p ) to characterize the variability of the model parameters caused by the possible modeling/estimation errors and/or mismatches between training and testing conditions. We try to average out this variability while making decision and such a BPC rule operates as follows: where P(XlW) = J P ( X l 4 w)P(AlP., W)dA (3) R is called the predictive pdfof the observation X given the symbol sequence W . The BPC decision rule is known to achieve a minimum overall symbol sequence error rate averaged over both the sampling variation of the expected test data and the parameter uncertainty described by the prior distribution [6] .
One of the factors which greatly influences the efficacy and performance of BPC is the appropriateness of the prior pdf for the mismatch we are compensating for. On the one hand, the BPC procedure does not make rigid assumptions about the possible distortions. Consequently, by using a very simple prior pdf specification method, we have shown in [l] that BPC helps with many types of distortions. Furthermore, if we have access to some testing data, by combining BPC with the data-driven on-line Bayesian adaptation techniques [3] , we can make the prior pdf more appropriate and thus the robustness of the ASR system can be further enhanced as shown in [a] . On the other hand, if the prior pdf fails to characterize the variability reflected in the model parameters, then BPC will not help much. In this case, the knowledge and/or experience of the interaction between speech signal and the possible mismatch will be very helpful to guide us to obtain a better prior pdf which can improve the BPC performance. It is this approach that this paper focuses on.
More specifically, the knowledge to be exploited is a very rough one which is based on the observation (experience) and/or assumption (modeling intuition) that the effects of many different sources of acoustic variation can be reflected as a displacement of the locations of the poles (and zeros, if used in speech modeling) of the speech signal represented in the z-plane. As a first step, the knowledge applied is the kind of boundary knowledge. There is little internal structural knowledge involved. We will show in the following sections how this partial knowledge can be effectively incorporated into the currently successful but usually labeled by speech scientist as ignorant speech modeling framework, via a well-defined mathematical tool (BPC approach), to improve the speech recognition performance.
APPROXIMATE BPC A P P R O A C H
In this study, it is assumed that the language model is known and only acoustic models are adjusted. For the simplicity of the discussion, we consider the isolated word recognition case where each word is modeled by an N-state continuous density hidden Markov model (CDHMM) whose parameters are denoted as X = ( x , A , e), where x is the initial state distribution, A is the transition matrix, and 6' is the parameter vector composed of mixture parameters 
SENSITIVITY OF PRIORS

P r i o r Specification
As discussed above, the prior should be carefully specified to make it work for robust speech recognition. Because we have already assumed a specific parametric form for the prior pdf, this turns out to be a hyperparameter specification/estimation problem. If the training data set X is rich and big enough to cover the interested Variability of speech signal which possibly occurs in the testing conditions, then the method of moment algorithm presented in [4] can be used to automatically estimate the hyperparameters from the training data X . Otherwise we have to use some ad hoc method for hyperparameter estimation. One of such methods is described originally in [3] and also adopted here for BPC-based recognition. In the special case of only considering the mean uncertainty, the related hyperparameters are derived in the last iteration of seed CDHMM's training is a weighting coefficient to control the degree of the uncertainty of the prior distribution. In this study, the weighting coefficient €1 was chosen to be l / W with W being the number of training tokens corresponding to each HMM. Thus, roughly speaking, the prior distribution contains the same BS fOllOWS: p;kd = m i k d , Tikd = €1 * r t < t ( i r k ) , where €1 > 0 information as would on average, a single observation contain. This seems to be a reasonable representation of the common situation where there is a little, but not much, prior information. It ,dso makes the contributions from the prior and a single testing token comparable and thus distincts BPC from the conventional plug-in MAP decoding.
Once the prior pdf's are specified for each CDHMM, the QBPC-based speech recognition can be carried out as described in the previous sections. To be more flexible, we can further introduce a refreshing coefficient "~f)) for the hyperparameters to control the degree of the uncertainty of the CDHMM parameters, where rf = 1 means no change, Tf > 1 means to decrease the uncertainty of the BMM parameters (i.e., to tnust more the current estimate of the HMM parameters), arid ~f < 1 means to increase the uncertainty of the HMM parameters. Accordingly, the updating formulas in Eqs. (6) and (7) are now modified as follovvs:
The above prior specification method was shown in 11, 21 to work well in compensating for several types of mismatch such as the general cross-condition mismatches in genders, speakers, speaking styles, recording environments, transducers. etc.
Better Prior From Knowledge and Experience
In the problem we are coping with, we assume we do not have enough knowledge about the possible mismatches and/or distortions. So, we use a "semi-blind" compensation type of technique, like BPC, to exploit the information provided by testing data and the existing models themselves to achieve some robustness. A better understanding on how the speech signal is distorted and/or varied in different acoustic conditions will be helpful to design a better prior pdf in BPC and/or develop a better hyperparameter estimation method. We give an example here for additive white Gaussian noise (AWGN) compensation to show how knowledge and ezperience help.
In [5] , the power spectral density (PSD) of a block of speech signal (one speech frame of short-time spectral analysis), S(w), is assumed to be represented by a rational function of e3w. where the hyperparameters C and p are used to control respectively the possible mismatch size and shape, and { i r : , Upj, m f k d , x : k ) denote the pre-trained model parameters. This constrained uniform distribution is shown in [5] to work well in a minimax-based recognition of isolated digits for compensating for the AWGN-caused distortion as well as the cross-condition mismatch between two different databases.
In this study, we try to exploit the above knowledge and the experience in [5] to get a better hyperparameter estimation for BPC-based recognition. Because we are using a Gaussian pdf N ( m , k d l & U ) to serve as the prior, we set the mean and variance of this Gaussian distribution to be the mean and variance of the above uniform distribution reis known to be the best normal upprozimation to the above uniform distribution to minimize the Kullback-Leibler directed divergence of any normal pdf from the above uniform distribution. Its effectiveness will be examined in the following experimental section. 
EXPERIMENTS AND RESULTS
Experimental Setup
A series of speech recognition experiments are designed to examine the viability of the proposed techniques. The task is multi-speaker (8 female and 8 male speakers) isolated word recognition of 20 English words which include 10 digits and 10 commands namely enter, erase, go, help, no, rubout, repeat, stop, start, yes. The 20-word subset (TI20) of the TI46 corpus is used. For each speaker and each word, about 10 training utterances and 16 testing utterances are used. The type of mismatch to be examined is caused by additive white Gaussian noise. While training is performed on the original clean data, in the testing phase, machinegenerated, zero-mean, white Gaussian noise, with various levels of intensity, is added to the original waveform prior to the preprocessing to get the desired global (utterance level) signal-to-noise ratio (SNR).
Throughout the following experiments, each word is modeled by a left-to-right 5-state whole word CDHMM with arbitrary state skipping. Each state has 4 Gaussian mixture components with each component having a diagonal covariance matrix. The speech data are down-sampled to 8
KHz. Each feature vector consists of 12 bandpass-liftered LPC-derived cepstral coefficients with a 30ms frame length traction (CMS) is applied for acoustic normalization both in training and testing. In the plug-in MAP recognition, the decision rule determines the recognized word as the one which attains the highest forward-backward probability. Table 1 compares, the average recognition accuracy over 16 speakers of the standard plug-in MAP decision rule to that of the QBPC method at seven different SNR levels. Here SNR = 00 means that no noise is added to the test utterances. One EM iteration is performed for QBPC and the refreshing coefficient "rf" is set to be 1.0. "QBPC-I" corresponds to the case of that the hyperparameters of the prior pdf are estimated with the method described in Subsection 3.1. It is observed that QBPC degrades the performance. This suggests that the current prior pdf is not appropriate for compensating for the AWGN caused mismatch. By using the improved hyperparameter specification method described in Subsection 3.2, the column "QBPC-11" shows the recognition accuracy of the QBPC approach for the best mismatch neighborhood parameter values: C in the range [1, 20] , and p in the range [0,1]. As can be seen, the QBPC method introduces considerable improvement, especially at low SNR values.
Strictly speaking, the performance of QBPC depends on the appropriate choice of p and C , which in turn depends on the unknown nature and the amount of mismatch. As an example, we list the recognition performance as a function of the neighborhood parameters C and p for QBPC a t SNR=15dB in Table 2 . It is observed that the recognition performance tends to be relatively insensitive to these control parameters in a reasonably wide range for QBPC. A similar behavior was observed for other SNR values as well. This suggests that exact knowledge of p and C is not crucial to achieve improvement. However, in order to achieve the maximal performance improvement, it will be important to develop a simple on-line adjusting procedure to tune the neighborhood parameters based on only very few training/adaptation data which remains a topic for future research.
DISCUSSION AND CONCLUSION
We have shown in a case study that the knowledge and experience on how the speech signal is distorted and/or varied under mismatched conditions are helpful to give a better hyperparameter estimation which in turn improves the BPC Table 2 : Recognition accuracy (in %) as a function of neighborhood parameters C and p for QBPC at SNR=15 dB (1 EM iteration; rf = 1.0; PI-MAP attains 64.4% correct rate) performance. Although the experiments are for the compensation of AWGN-caused mismatch, we expect that the same formulation will also work for compensating for other type of mismatches whose effects can be characterized by poles' and zeros' perturbation. Furthermore, we expect that a better understanding and more experience of the type under different acoustic conditions will also be helpful to design a better parametric form and the related hyperparameter estimation of the prior pdf's in BPC, and/or a better structural model in structure-based compensation. It will also be crucial for efficient adaptation and compensation to formulate and develop appropriate mathematical tools for discovering a good intrinsic structural model of speech in the acoustic, phonetic and linguistic aspects.
