Abstract-Geosynchronous Circular Synthetic Aperture Radar (GeoCSAR) has the Circular SAR configuration and undergoes a nearellipse geosynchronous track rather a "8"-like track of conventional GeoSAR. It could produce three dimensional (3-D) images of extended Earth scenes. GeoCSAR raw data simulator is of vital for predicting system performance, developing suitable data processing algorithms, etc.. It should include degrading conditions such as motion instability, angular deviations and orbit perturbations in order to approach the real situation. The common generation algorithm of raw data in time domain is precise but time-consuming for extended 3-D scene. In this paper, a novel raw data simulation algorithm based on inverse Improved Polar Format Algorithm (IPFA) for GeoCSAR was proposed, which possessed both the advantages of precision of time domain simulator and efficiency of frequency domain simulator. Implementation details were presented, and several simulation results were provided and analyzed to validate the algorithm.
INTRODUCTION
Geosynchronous Synthetic Aperture Radar (GeoSAR) has received more and more attention since it possesses many advantages compared to the low-Earth orbit SAR. Conventional GeoSAR usually undergoes a "8"-like track, and the whole track is not fully utilized [1, 2] .
Geosynchronous Circular Synthetic Aperture Radar (GeoCSAR) is a novel Circular SAR configuration which undergoes a near-ellipse geosynchronous track relative to the illuminated area [3] . It can achieve additional benefits like 3-D imaging, continuous monitoring, large size of antenna-beam footprint, etc.. SAR raw data simulator for GeoCSAR is particularly useful for software architecture and imaging algorithm designing, system verification and mission planning.
GeoCSAR raw data simulation is faced with several problems: (1) The synthetic aperture of GeoCSAR is a near-ellipse track which could not be approximated by lines or a perfect circle; (2) The factor of perturbations makes the real track far from being ideal [3] ; (3) Due to the long slant range, the illumination area is very large and could not be regarded as a flat plain.
Time-domain simulator could generate raw data precisely via calculating and adding the reflected pulse from each point scatterer for all sensor trajectory positions. However, this approach is restricted to a scene composed of a limited number of discrete scatterers on a nonbackscattering background for its computational inefficiency [4] [5] [6] [7] . Efficient raw data simulators for extended scenes operating in the frequency domain are discussed in [8] [9] [10] . However, these methods concentrate on the traditional linear aperture and thus cannot be applied to the two dimensional irregular apertures. Besides, the existing frequency-domain imaging methods based on wavefront reconstruction theory for Circular SAR [11] [12] [13] could only be applied to ideal circular geometry without any arbitrary deviation. Thus, the corresponding inverse process could not be used for GeoCSAR raw data simulation.
In this paper, an efficient frequency-domain raw data simulator based on an inverse improved PFA algorithm [3] for GeoCSAR is proposed. The Projection Slice Theorem (PST) is firstly applied in the simulation procedure with the assumption of planar wavefronts around a central reference point. Then, the conversion of planar wavefronts to spherical wavefronts is realized by a 1-D resampling operation so that the size of simulated scene is no longer limited by the range curvature phase error. The operation enables the simulator to use Fast Fourier transform (FFT) in the first step and generates raw data for non-ideal sensor trajectories precisely in the second step.
Section 2 presents the GeoCSAR signal model in both time and frequency domain. Section 3 describes the GeoCSAR simulation algorithm in detail. Section 4 exhibits the simulating results to verify the algorithm. Figure 1 shows GeoCSAR imaging geometry in Earth-rotating coordinate system. The Y -Z plane is equatorial plane of Earth. Let satellite position vector be r S = (r S , α S , θ S ) and target position be r T = (r T , α T , θ T ) in spherical coordinates. The effect of orbital perturbations and stationkeeping on geosynchronous orbit has been discussed in [3] .
GEOCSAR SIGNAL MODEL
Assume that the transmitted signal is a chirp with the following form:
where t is the fast time, T is the pulse duration, b r is the chirp rate, and B is the bandwidth of the chirp. The raw data of the scene can be described as:
where σ(r T ) is the terrain reflectivity at (x T , y T , z T ) in Cartesian coordinates, c is the speed of light, G a (r S , r T ) is the antenna beam pattern, ρ = t · c/2 is range spatial domain, λ and f c are carrier wavelength and frequency of the transmitted signal, respectively. Assume that the scene is illuminated by the main antenna beam at all times, so G a (r S , r T ) is neglected thereinafter. Targets are illuminated in all orientations so that all targets are assumed to be isotropic, which is different from linear SAR [14, 15] . Via range FFT, the SAR raw data in range frequency domain (i.e., wavenumber domain) is [9] 
where k = 4πf /c is the wavenumber, and f is the temporal frequency. E(k, r S ) is the signal after range compression, i.e.,
is the SAR imaging system's shift-varying impulse response function:
R p is the range from satellite to target T , i.e.,
where β is the angle between position vectors r S and r T
The efficient GeoCSAR raw data simulator operates in the spatial frequency domain. However, the signal is collected in polar format (the slow time is the aspect angle θ S ), so that FFT cannot be applied directly. To accomplish this transform, the instantaneous wavenumber with respect to x, y, z direction is obtained through the first partial derivatives of Φ:
From Equation (5) and Equation (6), the GeoCSAR system transfer function g r S depends on the 3-D coordinate of ground point, so does the corresponding frequency support ψ(k x , k y , k z ) which can be achieved through Equation (8) .
As shown in Figure 2 (a), the data surface observed in the spatial frequency space is approximately a leaning truncated cone. The leaning angle and shape are both spatially variant. Thus, the point spread functions (PSF) and the resolutions in the focused GeoCSAR 3-D image are spatially variant. The time-domain simulator requires a reflectivity map as input, but the inverse image formation process requires an image as input to be as close as possible to a real system. It is useful to mention that the reflectivity map can be considered as an ideal image without band limiting or frequency support [8] . The reflectivity map can be converted to image by using the following operation:
where Γ(k x , k y , k z ) is the 3-D FT of the reflectivity map, and
An equivalent process is to convolve the reflectivity map in three dimensions with the processed image using 3-D FT. However, when assuming spherical wavefronts, PSFs in the processed image are spatially variant according to the discussion above. Thus, it is unable to realize the process efficiently. In [8] , the reflectivity map was convolved with a reference point (in the middle of the scene). In [10] , a large f P RF (larger than the total Doppler bandwidth of the whole scenario) was used firstly. Then, the redundant synthetic time was truncated in the slow time domain. The requirement of computational complexity is fulfilled by the above two methods while the spatial variance of points in image is not fully achieved.
RAW DATA SIMULATION

Theory of the Algorithm
Traditional PFA applies PST with the assumption of planar wavefronts around a central reference point in the imaged scene [16, 17] . However, the presence of range curvature phase error limits effective scene size. Range curvature phase error is a spatially variant effect and increases with the distance between target and scene center. It is worth noticing that with the assumption of planar wavefronts, the frequency support is invariant for all points in the extended 3-D image, so that the operation in Equation (9) could be realized easily and efficiently. We apply the assumption of planar wavefronts in the first step so as to use FFT for efficiency. Then the conversion of planar wavefronts to spherical wavefronts is realized by a 1-D resampling operation. Figure 3 is the sketch map of range 1-D resampling. Scatterers distribute on different spherical surfaces R 1 , R 2 , . . . , R N . At a given R i , the contour of a constant range ρ is a circle lies in a plane orthogonal to the SAR position vector. Let r i be the perpendicular distance from the origin to such a plane for a given SAR location, then
Let E(r i , r S ) be the range compressed SAR raw data with the assumption of planar wavefronts. After projecting ρ to r i , we can get
where k is the wavenumber of E(r i , r S ) and
Via range FFT,
is the SAR imaging system's shift-varying impulse response function after resampling:
From Equation (7), we can get
Let (k x , k y , k z ) be the instantaneous wavenumber and they relate to (k , α S , θ S ) via
From Equation (15), g *
Via interpolation, the polar samples of E(r i , r S ) could be converted to 3-D frequency format:
where
is calculated by Equation (17), and the corresponding frequency support ψ (k x , k y , k z ) is determined by k and the sensor trajectories. Figure 2(b) shows the 3-D data surface in the spatial frequency space after resampling. It is obvious that the frequency support is invariant with target position. Figure 4 shows the major processing steps. N r and N a represent the number of fast-time samples and the number of slow-time samples, respectively. N 3 T is the image size and M ker is the 1-D interpolator length.
Implementation of the Simulation
Step 1) Convert the reflectivity map to image. Assuming planar wavefronts and using a time-domain simulator, raw data of a single point in the scene with arbitrary position is generated and then processed by the back-projection (BP) algorithm to obtain F sup (k x , k y , k z ). Assume that all scatterers distribute in N different spherical surfaces. The 3-D reflectivity pattern is divided into N groups according to surfaces. Convolve every group of 3-D reflectivity map with the processed point using 3-
According to Equation (13) N a N r N ) .
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Step 3) Range IFFT to transform E(k , r S ) to E(r i , r S ). The computational complexity of this step is O (N a N r log N r N ) .
Step 4) Map r i to ρ via 1-D resampling. Resampling process is operated for every E(r i , r S ) according to Equation (11) . Multiply exp{jϕ i } to the resampled signal, where ϕ i = k c r i − k c ρ. Then, all the outputs are added to achieve E(ρ, r S ). The computational complexity is O (M ker N a N r N ) .
Step 5) Range FFT to transform E(ρ, r S ) to E(k, r S ). The phase of the transmitted chirp is multiplied. Then, a range IFFT is done to generate the GeoCSAR raw data. The computational complexity is O (N a N r log N r + N a N r ) .
SIMULATION RESULTS
First, raw data of discrete targets are simulated both by the proposed method and time-domain method. Results are compared both in amplitude and in phase. Second, a real SAR image is utilized as a reflectivity pattern.
The main system parameters are listed in Table 1 . The locations of six discrete scattering targets are shown in Table 2 . Target No. 1 is on the scene center. Target Nos. 2-3 are near target No. 1. Target Nos. 5-6 are near the border of the scene. Figure 5 shows the simulated raw data by the proposed method and time-domain method.
The disturbance added on orbit is exaggerated to show the feasibility of the proposed method in generating raw data for arbitrary trajectories. Figure 6 shows the amplitudes of the range and azimuth signals at some range and azimuth lines, respectively. It can be seen that the amplitudes match ideal amplitudes quite well. Both range amplitude and azimuth amplitude vary with ideal amplitudes slightly due to: (1) the variation of amplitude function q(r − r P )in range direction introduced by the nonlinear 1-D resampling process; (2) the Fresnel undulation caused by adding a chirp signal in the frequency domain; (3) the big coupling between the range and azimuth. The differences of the raw data phase with respect to the time-domain simulated data are shown in Figure 7 . The absolute value of the phase error is always less than π/60, thus leading to negligible effects.
The detailed target No. 5 and No. 6 are shown in Figure 8 and Figure 9 . The GeoCSAR 2-D resolution function is approximated as Bessel function. From Figure 8 and Figure 9 , the sidelobes of Bessel functions of target No. 5 and No. 6 is asymmetric, which is due to the inclination of the PSFs. It can be seen that the spatial variance of targets is precisely performed. Table 2 . Locations of the discrete points. The quality metric of imaging results from the raw data generated by time-domain method and the proposed method are listed in Table 3 , including 3 dB impulse response width (IRW), peak sidelobe ratio (PSLR) and integrated sidelobe ratio (ISLR). From Table 3 , it can be concluded that the proposed method has a comparable performance to time-domain method, but works more efficiently.
In order to further demonstrate the efficiency of the proposed method, a real high resolution CSAR image after processing 360 • of the circular aperture [11] is utilized as the reflectivity pattern (see Figure 10(a) ). The image size is 8192×8192 pixels. Assume N = 1 due to the fact that the reflectivity pattern is a 2-D one. The imaging result is shown in Figure 10(b) . The rectangular region marked by the red rectangle in Figure 10 (a) and Figure 10 (b) is displayed separately in Figure 11 . On the assumption that all of the targets in the reflectivity pattern are isotropic, the simulated scene shows obvious high sidelobes (a) (b) Figure 11 . Zoom out figure of the marked area in Figure 10 . due to the GeoCSAR configuration. Figure 12 gives the processed image with wrong reference heights of 4 m and 8 m. The target appears focused at its true height and as the height is increased or decreased the defocusing phenomena appears. The tomographic results show that by using the proposed method, the achieved raw data could be used for 3- D reconstruction of targets in GeoCSAR configuration. The raw data simulation cost about 27 minutes on an Intel Core2 E7200 2.53 GHz PC. It would require several weeks if using time-domain simulator on the same PC. Table 4 gives the comparison of existing methods. From Table 4 , it is obvious that when the size of scene increases, the proposed method has more advantage in computational complexity.
CONCLUSIONS
An efficient GeoCSAR raw data simulator has been presented, which is an inverse process of the improved PFA. The method enables the simulator to use Fast Fourier transform for efficiency and employs a conversion of planar wavefronts to spherical wavefronts 1-D resampling operation to generate raw data for non-ideal sensor trajectories precisely. Validated numerically, the method has a close accuracy compared with time-domain simulator but performs more efficiently.
