К вопросу о сходимости метода интегральной идентификации by Захаров, В. В. et al.
ИЗВЕСТИЯ
ТОМСКОГО О РДЕН А  ОКТЯБРЬСКОЙ РЕВОЛЮ ЦИИ  
И О РДЕН А  ТРУДОВОГО КРАСНОГО ЗНАМ ЕНИ  
ПОЛИТЕХНИЧЕСКОГО ИНСТИТУТА ИМ. С. М. КИРОВА
Том 277 1977
К В О П Р О С У  О С Х О Д И М О С Т И  М Е Т О Д А  И Н Т Е Г Р А Л Ь Н О Й
И Д Е Н Т И Ф И К А Ц И И
В. В. ЗАХАРОВ, В. И. НАПЛЕКОВ, В. Т. П РЕСЛЕР
(Представлена научным семинаром лаборатории вычислительной техники 
и автоматизации НИИ ЯФ и А при ТПИ)
В работе [1] на основе интегрального сглаживания получена следу­
ющая итерационная схема идентификации линейной формы F( x )  =
=  VCTS Vх ; •
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Множество j lk содержит N lk элементов, множество Z2ft- M 2k элемен­
тов, причем n
(
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В формулах (I) — (3) обозначено:
rk =  t - ô k, ,
t + 1
Схему (I) — (3) можно записать в матричном виде
~Вт=В°+~в Вт~І , (5)
158
где B °= (b i  , .. . tb°n У  , (Т — символ транспонирования), а элементы 
матрицы е определяются следующим образом:
£*/Г=1— —  ( —  X U *  - S x A*] . +  N 2kLk J
eife=   ( +  2 х / - + 2 ù Q > i= h ~ n \ (6)
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Величины x s.k и x r.k определены соотношениями (4) и в совокупности
образуют матрицу наблюдений Х = \ \ х {  ||, / = 1 ,  я; /  =  1, N.
Практический интерес представляет:
1) доказательство сходимости процесса;
2) получение вероятностных характеристик вектора коэффициен­
тов В ;
3) оценка количества вычислений N 9 достаточного для сходимости 
процесса в условиях помех.
1. Сходимость процесса итераций
Пусть на функцию F( x)  аддитивно наложена помеха г] — случай­
ная величина с нулевым математическим ожиданием и дисперсией о \ .  
Функция F( x )  с учетом воздействия помехи rj в точке Xj равна
F ( x ' ) = b 0 + 2 Ь + і+ гц  , ( 7)
Z = I »
->
где Tjy -— реализация помехи ц в момент вычисление F( x ) .
Рассмотрим выражение (3) для коэффициента b l .  Учитывая (7), 
будем иметь
b l =  - 2 ^ ( + X x ? - + 2 x u ) + '  \ . ( 8 )
0z= i \N2k sk N l k rk )
0  I N 2k s k N xk Tk )
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Или в матричном виде
B0= B - T b +¾, ■ (9)
где г ) =  (г)ь г |„)г и Л 1[г]]=0  ( — символ математического ожида­
ния).
Из [5] следует
1 —> т —>►—>
 ^ В"г =  % г « В ° .  (10)
Q=O
Подставляя (9) в (10), получим итерационную схему в условиях 
помех:
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B m= B  TOem+1 В  2  + к -  ( 11 )
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Известно [2], что ряд типа (И )  сходится при е°°= 0 , и в этом 
случае
. —р  —р °° —*  A. -F —р-
1ітпМ[Ят ] = Я +  V  ет M [ Y1 \ + М [ г і ] = В ,
т ~ *  оо q .^ i
-P
(ибо М [г |]—-0 по предположению).
Таким образом, сходимость итераций (1) — (3) к истинным коэф­
фициентам линейной формы F(X) в условиях помех доказана.
В качества следствия из (10) и используя формулу сходящегося 
матричного ряда [2], получим выражение для коэффициентов b L через
ь і
- P  _> OO _>_> _> -P  .->
B = I i m B m= ] ?  г ^ В ° = ( Е -  г + 1 B 0. (12)
tn -УЬо
Подставляя в (12) выражение (9) для B0, найдем, что
IimВ ,п= В + - ( Е — г ) - 1 г і . (13)
т -г-ос
Отсюда видно, что если число наблюдений N  достаточно велико, а рас-—>
пределение случайной величины rj симметрично, то обратная матрица
в (13) близка к единичной, дисперсия составляющих bf/ вектора коэф- 
— * 2
фициентов B m близка к а -  и имеет порядок (при допущении
• /
w )
Нетрудно видеть, что порядок оценки (14) тот же, что и в линей­
ном ортогональном планировании [3]. Таким образом, очевидна пер­
спективность методики интегральной идентификации в задачах пла­
нирования экспериментов и оптимизации в условиях пассивного экспе­
римента.
2. Статистический анализ соотношений метода 
интегральной идентификации
Представляет интерес получение более точных выражений для дис­
персий o2(bk) и ковариаций cov (bt b j ) ,  отличных от нуля вследствие 
статистической зависимости между коэффициентами1 bk.
Введем аналогично тому, как это делается в [4], матрицу ковариа­
ций.
160
G — диагональная матрица с диагональным элементом
1 / 1  1 \
S u = - T
>
L  I Nu N 2k j
>
При т ->оо матрица ковариаций коэффициентов Ctn-^C
C = ( E - l ) - xG [ ( è - t ) - x]\
Если принять во внимание и свободный член bS , то матрица ко­
вариаций Cm дополнится еще одной строкой и столбцом.
где
M [[Ь6 - M  (bS)\IB n - M ( B m) ] ] = - O rC mO1,
- >  /  I  N I N \ т
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—> >
 \- а С т
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3. Об оценке количества наблюдений
• -• •’ 1
Сходимость процесса итераций в п. 2 получена в предположении->
Soo=O . Это, в свою очередь, выполняется, если любая из норм мат-
рицы е меньше 1. Выберем в качестве нормы матрицы 8 совокупность>
собственных чисел матрицы 8. Для собственных чисел Zi произвольной 
действительной неособой матрицы е порядка справедлива оценка
[ 5 ] :
* Ѵ -  1 ' ■ N.
шах Х2< ш , w = s — (sn—nd2( n — \ ) n- 1,
/==1,А/
где
- ’ • П 2 "
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d — определитель матрицы е.
Найдем функцию распределения случайной величины w. Будем 
считать, что Zi независимы и имеют одну и ту же симметричную, функ­
цию распределения. Можно, тогда показать, что е і;- иекоррелйрованы, 
а при больших п почти в(?е они независимы: именно независимы те
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£і,л и ZiJ,у которых (il # і 2) A ( /1=+/2 ) A ( i l 2) Л  (i2+ / i ) — таких
£{/ п (п2— l)/2 + 2 w 3+ w 2+w  из всего количества пар п2(п2— 1)/2.
Количество независимых пар гц  к количеству зависимых отно­
сится приблизительно, как /г/4.
Из (6) видно, что г ік имеет распределение, близкое к нормально-
? 4му, с нулевым математическим ожиданием и дисперсией ае~-0"л7
т /V
I п 2(а2 — дисперсия случайной величины x j ) .  Величина s 1 =  —  У  £н в
/,/=1
силу независимости е і; имеет х2-РаспРеДеление и> следовательно, ве­
личина S =  O2 s i имеет плотность распределения:
»  <|5)
2 2 T l  —
Определитель d есть сумма /г! независимых нормально распределенных 
с дисперсией CT12= ^ -—а2 j  слагаемых и, следовательно, d распреде-
. . / 2 а \ 2,глен нормально с дисперсией /г! —  | и нулевым математическим
ожиданием, а величина z = n d 2(n— I) " -1 имеет плотность распределе­
ния:
Гг
1 2 п і ( ± , ) 2"
 X,  g \  • (16)
I —  а I j/*2~/г(/г— 1),г-1/г!г
j_
Функция распределения величины ^  =  S— (5 " —г) л определяется но 
формуле (6):
F w(w )= f$ f ( s , z )d sd z .  (17)
S - ( S n- Z )  п = W .
Считая S U Z  независимыми и подставляя (15) и (16) в (17), будем 
иметь после несложных преобразований:
T - 1
І + -Ф, V , .  (18)
I 2 й ( л —I)"“ 1« ! +
Задавая  /г, распределение х  и вероятность P y с которой должна схо­
диться процедура (1),  получим из (18) трансцедентное уравнение для 
оценки количества наблюдений N.
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