Abstract-Recognition of three dimensional (3D) objects is a challenging problem, especially in cluttered or occluded scenes. Many existing methods focus on a specific type of object or scene, or require prior segmentation. We describe a robust and efficient general purpose 3D object recognition method that combines machine learning procedures with 3D local features, without a requirement for a priori object segmentation. Experiments validate our method on various object types from engineering and street data scans.
I. INTRODUCTION
3D object recognition, especially in cluttered scenes, is a challenging problem for several reasons. First, 3D scanners only sample objects at discrete points so small scale details are aliased or completely lost. Second, scans may contain significant noise or gaps, degrading recognition performance. Third, many object types are similar in both shape and size or contain repeating patterns. Finally, in cluttered scenes, nearby objects may occlude surfaces or otherwise interfere with the recognition process.
Various methods tackle the 3D object recognition problem, though many only focus on a specific type of object, e.g. cars, trees, or rooftops. Among those methods that handle multiple types of 3D objects, many require segmented input data. For example, 3D object recognition on street LiDAR data [4] requires the scene be pre-processed based on ground estimation, so that candidate objects are segmented before applying recognition algorithms. Since many methods use global description of the target object, segmentation is necessary. A few methods [4] - [6] utilize machine learning to select the best description for a specific type of 3D object, so they can be recognized efficiently and repeatedly in a large scene. These focus on street data, neglecting other applications such as engineering parts recognition [17] , [26] , where objects are often more densely arranged and segmentation is much harder or impossible.
Our 3D object recognition method is applicable to both sparse street scenes and dense engineering scenes, as shown in fig. 1 . We use a machine learning Adaboost training procedure [23] . Segmentation is not required and we use local features instead of global features to describe the objects. Our local feature is a 3D Haar-like feature [24] and a 3D summed area table [28] is used for efficient computation. The 3D point cloud is resampled into a 3D image, for 3D feature and summed area table calculation. Our method is demonstrated on both dense engineering data and sparse street data containing several different types of objects.
Our main contributions include:
• Combining Adaboost training procedures and local features for 3D object recognition.
• Scanning search without a priori segmentation to deal with cluttered object scenes.
• Converting point cloud into volume data (3D image) as basis for feature computation.
II. RELATED WORK

A. Training-based Methods
As a common object class that has variations within a generally similar size and shape, cars are a typical target for training-based methods. Often a set of car objects is defined first to train either a set of local features [1] , [2] or a bag of word [3] . Golovinskiy et al. [4] extend the targets to over twenty types of street objects, using classifiers trained with global features. The most similar to our method is Laga et al. [6] , which introduces the Adaboost training framework to select a combination of weighted weak classifiers based on Light Field Descriptors [7] . Training-based methods are also seen in other applications like shape retrieval [5] , segmentation [10] or scene analysis [8] , [9] .
B. Volumetric Methods
3D volumetric data is useful for feature extraction and description, though commonly applied in only 3D shape models or medical applications. Gelfand et al. [11] compute an integral volume descriptor for each surface point and pick those with unique descriptors. Mian et al. [12] describe partial surfaces and 3D models by defining three dimensional grids over a surface and computing surface area that passes through each grid. Knopp et al. [13] extend the 2D SURF descriptor to 3D shape classification by converting meshes into volumetric data. Features based on volumetric data are also used in medical applications such as the 3D SIFT [14] for CT scan volumes and MSV (3D MSER) [15] for MRIs. Yu et al. [16] provides an evaluation for several interest points on 3D scalar volumetric data.
C. 3D Descriptors
Many local and global 3D shape descriptors have been proposed. Most popular are spin images (SI) [17] and extended Gaussian images [18] , followed by various others like spherical spin images [19] , regional point descriptors [20] , angular spin images [21] and FPFH [22] . However, existing 3D Descriptors are usually designed for mesh models, hard to be adapted to raw point clouds with noisy points and cluttered objects.
III. ALGORITHM INTRODUCTION
A. Detector Training and Detection
To detect objects in 3D point clouds, our algorithm is divided into two modules, a training module and a detection module. We train a detector for each class of object, using the Adaboost training procedure [23] with training samples generated from a pre-labeled object library. The detector exhaustively scans and evaluates the point cloud, returning the maximum positive responses as detected object locations. Figure 2 shows an overall flow diagram of our algorithm.
The object detector consists of N (default N = 30) weak classifiers c i (sec.III-C), each with a weight α i . Each weak classifier evaluates a subset of the candidate region, and returns a binary decision. The object detector, or strong classifier, is a combination of all weighted weak classifiers Σ i α i c i , which is compared to a predetermined threshold t (= 0.5Σ i α i by default) to determine whether the candidate region is a positive match. The difference Σ i α i c i − t is also used to estimate a detection confidence.
The object detector is trained using an Adaboost training procedure [23] . Positive training samples are obtained from pre-labeled library objects by random sampling with optional additional noise and occlusions (synthesized by selecting a random region where all points are removed). Negative input samples are produced from negative point cloud regions (region without the target object) by randomly sampling a subset with the size of the target object.
The input of the detection module is a region of 3D point cloud, which is pre-processed (sec.III-B) into a 3D summed area table for efficient computation. A 3D detection window is moved to search across the 3D image, evaluating the match between each point cloud cluster within the detection window and the target object with the detector trained during the training phase. After the scanning window exhaustively evaluates the input point cloud, all detected positive match instances are further processed by non-maximum suppression to identify the target object with the best match and confidence above a threshold.
B. Pre-Processing
The raw point cloud data often contains too much unnecessary detail information for object detection. A points distribution is usually enough for the task. Therefore, we perform a voxelization process, in which we convert the point cloud into volumetric data, or a 3D image. Each voxel in the 3D image corresponds to a grid subset of the original point cloud. However, only the number of points within each [24] and 3D Haar-like features. Feature value is the normalized difference between the sum of pixels (voxels) in the bright area and the sum of pixels (voxels) in the shaded area. grid is stored at each voxel. All the coordinate information of points are discarded. To smooth the sampling effect during grid conversion, each point contributes to more than one voxel through linear interpolation. In our tests, the size of a grid region is set to about 1/100 of the average object size.
Feature computation based on the 3D image is accelerated with a 3D version of summed area table [25] , [28] , which efficiently computes rectangular features in constant time (e.g. the 3D haar-like feature in sec.III-C). The 3D summed area table element at x, y, z has the sum of all elements with coordinates no more than x, y, z:
where ii(x, y, z) is the 3D summed area table and i(x, y, z) is the original 3D image. Using the recursive equations:
ii(x, y, z) can be computed from i(x, y, z) in one pass in linear time. (s(x, y, z) and ss(x, y, z) are cumulative sums,
Any 3D rectangular sum is obtained with eight array references (see fig.3(a) ). 3D Haar-like features (sec.III-C) require twelve array references for the two neighboring rectangular regions.
C. Features
Each weak classifier is based on a feature computed from the 3D image. The 3D Haar feature closely resembles its 2D version proposed in [24] . The feature value is the sum of voxels in half the region minus the sum in the other half, with possible orientations aligned to either the x, y or z-axis. Essentially, this feature extracts the boundary of the object, since that's where the two blocks are most distinctive. Figure 3(b) illustrates the computation of 2D Haar-like feature [24] and its 3D counterpart. The feature may vary in both location and size, randomly generated in the weak classifier pool and optimally selected for the best error rate by the Adaboost training procedure (sec.III-A). Figure 4 shows the first 5 features selected for the Tjunction and oil tank object. We can see that the features are located on the object surface, thus capturing the object boundary, and the Adaboost training procedure can select the most distinctive regions of an object as its features.
One key point of our method is a framework combining the Adaboost training procedure with local features. In this sense, any local feature can be used as long as it can support a weak classifier. As illustration, we implemented another local feature based on binary occupancy, in addition to the 3D Haar-like feature already introduced. The occupancy feature is computed by converting the 3D image (sec.III-B) into a binary 3D image through simple thresholding, then use the target object as a template to test the percentage of overlapping grids w.r.t. the matching candidates. Binary AND operation is used to speed-up the computation, while a dilate operation is used to make the matching more resistant to noise. Figure 5 illustrate a simple version of the binary feature. Table I provides a performance comparison between the two features. The 3D Haar-like feature performs better, so we use it for the remainder of experiments. Nevertheless, the binary occupancy feature illustrates that other local feature may be used in our framework to pursue improved classification performance.
IV. ANALYSIS
A. False Alarm Reduction
The negative training samples described in sec.III-A are randomly cropped, which means they are usually very different from the target object, so the features selected during training are not very discriminative. As a result, the detector often produces a large number of false positive detections.
To reduce the number of false detections, or to better train the detector for more discriminative power, the idea is to use false detections (relatively "hard" samples) as additional negative training samples to re-train the detector. The false detections used for re-training are detected purely from other negative scenes that we know don't contain the target object. The re-training process can be repeated several times to further reduce false detections. Figure 6 shows a scene in which we want to detect a valve (as shown in the top-left corner). Table II shows the change in performance as more negative samples are added. We can see that the number of false detections is gradually reduced, and their max confidence is also reduced. One of the detected valves is the same as the reference object, which is always positively identified and keeps a high confidence. The other "positive" valve actually is a bit different from the reference object, since it has a different shaped base and handle, with a ball attached to it. We can see it gets lower and lower confidence as more negative samples are added, until finally identified as negative. This shows that the detector is more precise and restrictive after re-training. Clearly, as hard negatives are filtered, the assumed "positive" is also filtered, which is understandable.
B. Speed-Up Processing Time
The exhaustive scanning search method has brought significant amount of computation in the object detection phase. Without any optimization, the original processing speed is about 400 detection windows per second. Two ideas are employed to speed-up the process. Firstly, when a detection window has too few number of points, we skip its evaluation since it won't contain the target object. Equivalently, this means deciding whether the sum of 3D image voxels within a detection window is smaller than a threshold, thus we can use the 3D summed area table (sec.III-B) to obtain the sum efficiently. This helps raise the processing speed to about 100000 detection windows per second, because in a real scene most area in the point cloud is actually blank.
Moreover, detection window evaluation occupies many processing time, which involves computing features and applying weak classifiers. As introduced in sec.III-B, each 3D Haar-like feature requires only twelve array reference with the help of 3D summed area table. As a result, the final optimized processing time is about 3000000 windows per second, nearly 10000 times or 4 orders of magnitude speed-up from the original.
C. Rotation and Scale
Scale changes are accommodated by resizing the object detector and searching at different scales. Evaluating varying scales uses the same 3D summed area table to speed-up the computation, so the extra time introduced by multiple scale searches is linear. For rotation changes, we constrain our tests to perpendicular rotations (90 or 180 degrees along x, y, z-axes) in most of our experiments, so the same 3D summed area table can be used. The assumption (that rotations are usually 90 or 180 degrees) actually holds true for many engineering and street applications. To cope with arbitrary rotations, a principle direction detector using PCA can be applied at each window position before matching evaluation, as shown in fig.7 . The detected direction is used to align the candidate object to the same orientation as the library object. However, this will render the 3D summed area table ineffective, thus these cases increase processing time.
V. EXPERIMENTS
To demonstrate the range and performance of our method, we choose data from several intrinsically different sources, including engineering data, street data, and a public 3D object recognition dataset [12] containing 3D models of cluttered objects with high occlusion.
A. Engineering Data
Engineering applications often focus on objects with simple shapes such as T-junctions, valves, etc. The challenge in detecting such objects is that they usually appear connected to or nearby other objects of similar shape, making it challenging for segmentation algorithms to isolate them and extract global features. Figure 8 provides some object detection results in engineering scenes for six types of objects. We observe that the chosen objects are all simple structures and positioned in areas cluttered with other objects. The detector manages to identify all of them successfully. Table III lists statistical results for nine categories of objects from the engineering dataset, including the number of instances for each type of objects, the number of total detections, and number of correct detections (true positives) and wrong detections (false alarms), and recall / precision rate based on the numbers. We see that the detector finds most of the instances, achieving a combined recall rate of 83.8%. Most false alarms are from the "T-Junction" and "Warning Board" categories that have a very generic shape, which is easily confused with similar structures, as shown in fig.10 . False alarms usually have a detection confidence much lower than the true positives, making it possible to filter them out by ranking or adjusting the threshold. Moreover, since we are running detectors for different objects in parallel, low-confidence false alarm of one object overlapping with true positive of another object will automatically be ignored.
B. Street Data
Street data applications often focus on a specific class of objects, such as trees or cars. Such objects are relatively easily segmented from the ground, so many detection methods recognize the whole cluster using global features. Experiments show that our method recognizes different types of street objects without the prerequisite of segmentation. Figure 9 provides some object detection results in street scenes. Table IV lists statistical results for five kinds of street objects. All detections are achieved by a scanning search without a segmentation process. Our method locates almost all the street objects, with a combined recall rate of 94.1%, even though the point density is very low and the samples are highly biased to one side. However, as in the previous experiments, generically shaped objects and sparsely sampled data result in several false alarms. Some examples are shown in fig.10 . As in the engineering data, most of the false alarms have a confidence much lower than the true positives, and thus can possibly be filtered out.
C. Public Data
The last experiment uses a public dataset [12] for 3D object recognition in cluttered scenes. The dataset has 50 scenes, each containing 4-5 3D models of randomly placed Figure 11 . Left: Object recognition in cluttered scene with high occlusion. Right: Recognition rate vs. Occlusion compared to spin image [17] , tensor matching [12] and keypoint matching [27] . objects. Since the objects are placed together, and the scene is captured only by a single-sided scan, high occlusion and partial data are common. We convert the 3D models surfaces into point clouds with a virtual scanner, then apply our detector.
We can compare our results to several state-of-the-art algorithms, including spin image [17] , tensor matching [12] and keypoint matching [27] . Figure 11 provides recognition results of our algorithm. A recognition rate vs. occlusion graph is plotted as in [27] . Even though our detector is global, the ensemble of locally trained weak classifiers achieves comparable performance to local descriptor matching methods for these highly occluded scenes with very limited partial views.
D. Run-Time Statistics
The optimized object detector can efficiently process large-size point cloud data. For example, in the first scene of fig.8 , to detect a T-junction (with 39917 points, size of 36 × 33 × 38 after voxelization) in an engineering scene (with 557528 points, size of 500 × 482 × 445 after voxelization), 107245000 detection windows are scanned, with 98543382 of them skipped due to too few number of points. This leaves 8701618 windows to be evaluated, leading to 261048540 features and weak classifiers to be computed and evaluated, which cost 17.544 seconds. The pre-processing of 3D summed area table itself takes only 1.852 seconds. The total detection time is 36.315 seconds. Our complete engineering dataset contains a middle-size industry scene with about 14 millions of points, which can take less than half an hour to process.
In another example, the first scene of fig.9 , 5.406 seconds are spent to detect a car (2590 points) in a street scene (213920 points), with 3.968 seconds on feature computation and 0.143 seconds on pre-processing.
VI. CONCLUSION
We describe a general purpose 3D object recognition method that detects 3D objects in various 3D point cloud scenes, including street scenes and engineering scenes. An Adaboost training procedure is introduced to train detectors with 3D Haar-like features, whose computation receives significant speed-up from 3D summed area table. The framework can support other feature types, as illustrated by our implementation of a 3D Haar-like feature and a binary occupancy feature. Our method doesn't require prior object segmentation and experiments show good performance on various object types from engineering data, street data, and mesh model data.
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