Abstract-The emergence of concepts, policies and applications like smart grid, energy communities, carbon footprint reduction, energy-efficient consumption, demand response, demand side management enables the development and implementation of algorithms and procedures dedicated to the analysis of domestic energy consumption. In this paper a method of modelling and forecasting is presented and an optimization of electric energy consumption using machine learning and a cost function based on local peaks identified in load curves is proposed. This approach supports the effort of balancing the difference between generation and consumption curves by enabling the DSO to identify peak intervals and routes towards optimization.
INTRODUCTION
Global electric energy consumption has increased significantly and continuously since 1960s in all energy sectors, including residential usage ( Fig. 1) , [1] . In 2014 residential sector amounted to 25% of the overall EU-28 electric energy consumption, while the consumption in all buildings represented about 40% [2] . Domestic consumer has a key role in the energy consumption value chain and energy management approaches are drivers for new technologies and innovation [3] . The focus of these approaches is not only on technical and economical factors, but also on awareness, engagement and identifying the possibilities of incentivizing the Consumer. [1] To some extend the technology society seems to approach its limits and technological progress is no longer selfsufficient in the context of energy efficiency. Proposed solutions include prosumer engagement, demand response, demand side management, building energy management systems and other optimizations [4] .
Consumers may play a significant role in day by day operation of electric (smart) grid by reducing or shifting their electricity usage during peak periods in response to dynamic tariffs or incentives. This can be done by locally producing part of the necessary energy (prosumers), installing local storage or engaging in demand response. Demand response is a demand-side resource that enables consumption optimization based on prior agreements between energy market actors (DSOs, supplier, aggregators, end-consumers). The core of dedicated DR applications is based on concepts like cloud computing, machine learning, artificial intelligence and big data.
The paper describes one of these demand response algorithms including data storage, peak detection and possible mitigation plus a forecasting approach both from Customer and DSO point of view. The main difference between the two perspectives is related to the point of measurement and level of aggregation, since for the DSO the information is stored for all consumers/customers. The intervals for the time aggregation are the same for consumers and DSO (15' or less, one hour, one day, one week, one month and one year).
The approach described in this paper is based on a supervised, model-based Machine Learning system that uses Linear Regression Algorithm based on spline curves and is able to learn batch volumes of data including online data incrementally stored. The system is used to detect peak values, to propose optimized behaviour and forecasting and to run what-if scenarios. The input information consists in metering data collected for at least two years.
The study is based on a H2020 project that demonstrates a number of demand response activities including one in Ploiesti, Romania. As part o this activity consumption patterns are identified and optimization tasks are proposed based on forecasting data and applied criteria. The rest of the paper is structured in four main sections. Section two describes the general principles of machine learning that are implemented in this research. Sections three and four describe the optimization and forecasting proposed algorithms accompanied by numerical simulation results in section five.
II. MACHINE LEARNING
Machine learning is an artificial intelligence application which uses available computers' power to implement learning mechanisms. Machine learning algorithms are broadly classified into three types: i) supervised learning; ii) unsupervised learning; and iii) reinforcement learning [5] .
The evolution of machine learning is comparable to that of data mining, i.e. both consider or explore from end to end data to search for patterns. On the other hand, while data mining applications extract information for human knowledge, machine learning generally uses the data to identify patterns and fine-tune program actions.
Machine learning [6] offers great opportunity for systems meeting at least one of the following characteristics:
• the problem has many parameters or rules;
• large amounts of data is available and needs analysis;
• the problems are complex and there is no general solution;
• the environments are fluctuating, and the solution needs to be adapted.
Previous information matched Ploiesti Pilot with all of these four characteristics mentioned above. Thus, for implementing demand response optimization an approach using machine learning was proposed and when choosing the type of machine learning system some facts were considered based on the particularities of the pilot case:
• the system should be trained with human supervision;
• the system can be trained both in batch mode and incrementally during operation;
• the system should detect patterns in the training data and build predictive models.
Consequently, a supervised learning system using a linear regression algorithm [7] able to learn data in batch volumes and also incrementally was selected. A model-based learning approach is used considering that the system should detect patterns and based on the type of available data. The preferred models are a polynomial model for short time intervals and splines based on cube polynomials (natural cubic splines) for longer time intervals (months, years). The formulae used depending on the situation are cubic polynomials of the form:
while the polynomial for a specific time interval, considered between two peaks is:
where i is the number of the peak (>1).
The border of the spline is defined by the peak values detected using conditions first and second derivative.
III. OPTIMIZATION

A. Teoretical approach
The optimization algorithm proposed in this study is based on peak values and its goal is to maintain the consumption level without affecting the comfort level of the customer while decreasing the consumption during peak times and respectively increasing it in periods with low consumption. To implement this gradient descent [8] optimization algorithm with a cost function based on mean square error is used.
Since the correlation between elements of multidimensional values is usually very low the computations were initiated based on "distance correlation" [9] . For instance, the correlation between active power and down time is low (near 0). Consequently, instead of working with one time series and multidimensional (n dimensional) values, n time series with one dimensional data are treated separately.
It was observed that the histogram of data registered for many customers, for a specific period of time, follows a distribution governed by Kumaraswamy's [10] , double bounded distribution. The probability density function of the Kumaraswamy distribution is
where x [0,1 ] and a, b are non-negative shape parameters.
The histogram contains on the x axis a value range and on the y axis the number of customers with the value of the studied parameters in the specified range.
For the distribution form and the parameters the following formula was implemented:
The tool is calibrated using the values a in interval a [3, 4] , and b on interval b [4, 5] . The calibration was performed by analyzing input data using clustering algorithms and the values were placed in (4).
B. Training, Testing and Validation
The training, testing and validation were done following data domains presented below:
• Data registered in a day cumulated at hour level
• Data registered in a week cumulated at day level
• Data registered in a month cumulated at day level
• Data registered in an year cumulated at month level
• The data considered is divided in:
• Data for consumers
• Data for DSO For each detailed level the data registered in two years related to power consumption were considered and divided in three parts:
• 80% of data was training data
• 10% of data was testing data
• 10% of data was validation data.
The performance measure of the system is Root Mean Square Error RMSE(X,h) = The objectives of the proposed optimization algorithm include:
• detection of the peak time intervals and the peak values;
• optimizing the power consumption and providing suggestions to DSO and customers;
• proposing optimizations for demand response system;
• forecasting with or without disturbances;
• simulation of what-if scenarios.
Two types of peak values are considered:
Positive peak -a value where there is a change in the time series gradient from positive to negative. The peak is considered only if before the change of gradient from positive to negative there were at least n positive gradients and n negative gradients (n>1, usually n=4);
Negative peak -a value where there is a change in the time series gradient from negative to positive. The peak is considered only if before the change of gradient from negative to positive there were at least n negative gradients and n positive gradients (n>1, usually n=4).
Peak detection is performed on all data stored from smart meters, but peaks are identified inside dedicated time intervals as local peaks (e.g. peak hours per day) and not as global peaks.
Peak time values are identified considering:
• maximum or minimum values registered in a specified time-period;
• gradient of consumption changes in a period of time.
It is worth mentioning that the number of retrieved peaks can be preset at the begging of the process. Fig. 2 presents a test case where the number of peaks is n=2. The principles of optimizations used by the system are:
• the positive peaks are decreased with a value dependant on the gradient before and after the peak;
• the negative peaks are increased with a value dependant on the gradient before and after the peak;
• the sum of the values for the data domain selected remain the same.
The chart presents an optimized time series based on the peak registered values highlighting the load curve before and after optimization. This procedure is implemented as part of demand response applications based on forecasted data.
IV. CONSUMPTION FORECASTING
A. Forecasting without external perturbations
An important part of implementing demand response algorithms is the generation of suggestions for end-consumers. For this different scenarios need to be simulated. These scenarios are based on prior consumption behaviour, energy generation provisions, other constraints and forecasted consumption and generation curves based on these data.
Monte Carlo simulation and a specific statistical distribution are usually used for forecasting [11] , [12] . To improve the accuracy in this study machine learning principles are applied due to the big set of historical data available.
In this study forecasting is performed on all data stored from smart meters and uses machine learning systems to get the regression line. For this purpose supervised learning with batch data collected for last two years is considered. The resulting regression line is adjusted by online learning of currently available data [13] .
The algorithm also optimizes the predicted consumption and the output is a polynomial regression curve.
The regression model proposed is based on polynomials (cube polynomials) and spline functions. Forecasted data is calculated for a reference dataset.
Based on the input reference date a similar period of time is found and similar periods of time are selected depending on the data model.
To forecast quantities aggregated at one hour level for one specific day (in the future) similar day(s) in the dataset is selected based on different criteria. For instance, if the reference date is 10th of October 2019, then the similar period is 11th of October 2018 because
• the system is trained with data from 2018;
• October is the month to be forecasted;
• 10th October 2019 is Thursday and 11th October 2018 is the closest Thursday.
Similar rules apply to day, week and month cumulated data. The forecasting algorithm is described in Fig.3 .
B. Forecasting with disturbances
In this study what-if scenarios are defined as forecasting with disturbances. The same element used in forecasting applies to what-if scenarios, but the algorithm is different. This forecasting uses the same machine learning algorithm like the previous one (no external perturbations). But after applying the model trained for forecasting, the points which are defining the regression line will be changed according with values manually registered as perturbations. What-if scenario algorithm is also described in Fig.3 and the impact of disturbances is highlighted in red. The process is repeated starting with step 2 (disturbance parameters are read) until all requested scenarios are simulated.
V. NUMERICAL SIMULATION
For the data collected in last two years different time intervals to analyze data were used: one hour, one day, one week, one month, and one year. Based on these time intervals it was possible to create data models for the evolution of consumption parameters at different detail level. Averages and standard deviations are calculated and represented in Based on the two year dataset and the samples presented in Fig. 4 and 5 a sensitive analysis was performed with the following outcomes:
• In one day the evolution is dependent on hours. There are peak values, and the study of data is very important to understand the system, and next to optimize it or to create forecasts.
• In one week there are different values in working days than in weekend. It is important to study the evolution of data for one week, to be able to propose recommendations and to make forecasts.
• In one month the evolution is following the weekly evolution. There are no important differences between working days in different period of month, but there are differences between working and not working days.
• In one year there is an evolution on monthly basis. In some month the consumption is bigger than in others.
Even though there is a global trend, for monthly evolution the standard deviation is bigger than for other period of time.
In Fig. 6 day by day forecast for electrical energy consumption is presented: blue represents the real consumption and red represents the forecasted optimum line. Similarly, forecasting is performed for weeks, months, years. In Fig. 7 day by day forecast with disturbances for electrical energy consumption is presented. In this case the points marked in red can be forced to take other values based on weather conditions, or other external events.
VI. CONCLUSIONS
Classical methods of matching the demand for power with the supply rely on adjusting the supply (by turning on and off different generators). On the other hand demand response engages the consumers in adapting their own consumption behaviour and aims at changing their habits on long term. This can be done sending suggestions to consumers to improve their load curve.
Suggestions sent by the DSO are issued by applications using smart algorithms that implement machine learning optimization techniques.
In this paper a method of modelling and forecasting is presented and an optimization of electric energy consumption using machine learning and a cost function based on local peaks identified in load curves is proposed. The optimization algorithm presented was chosen considering the amount of available data, real-time response interval and the mathematical models that may describe the consumption pattern for a large number of different consumers. While more mathematically elaborate algorithms could provide a better optimization for particular cases they need more resources (processing power and expertise) and tend to provide bespoke solutions that might not be suitable for large scale applications with uncorrelated inputs. Moreover, the deployment of such an application relies on suggestions for long term improvement and continuous adjustments based on previous data and don't aim at an absolute mathematical optimum.
All the algorithms discussed in this document are applied to the time intervals presented and will be implemented and further validated in Ploiesti pilot site involving both DSO and real consumers.
