We study the extensions of the Bogner-Fox-Schmit element to the whole family of Q k continuously differentiable finite elements on rectangular grids, for all k≥3, in 2D and 3D. We show that the newly defined C 1 spaces are maximal in the sense that they contain all C 1 -Q k functions of piecewise polynomials. We give examples of other extensions of C 1 -Q k elements. The result is consistent with the Strang's conjecture (restricted to the quadrilateral grids in 2D and 3D). Some numerical results are provided on the family of C 1 elements solving the biharmonic equation.
Introduction
It is relatively difficult to construct continuously-differentiable finite elements in two and three space dimensions. Most such C 1 elements were designed in 1970s and earlier (cf. Ciarlet [10] ). Most C 1 elements were constructed on triangles and tetrahedra with piecewise polynomials P k . As usual, P k and Q k stand for polynomials of total degree and separate degree k or less, respectively. For example, we have the Argyris P 5 -triangle (1968), the Bell reduced P 5 -triangle (1969), the Morgan-Scott P ktriangles (k≥5) (1975), the Hsieh-Clough-Tocher P 3 -macrotriangles (1965), the reduced Hsieh-Clough-Tocher P 3 -macrotriangles (1976), the Douglass-Dupont-Percell-Scott P ktriangles (1979), the Powell-Sabin P 2 -triangles (1977), the Fraeijs de Veubeke-Sander P 3 quadrilateral and its reduced version (1964), cf. [2, 4, 10-12, 14, 15, 22, 25, 27, 28, 37] . The last two elements carry the term quadrilateral in the name, but they are P k macrotriangle elements too. It seems that the Bogner-Fox-Schmit rectangle (1965) is the only C 1 element on rectangular grids, cf. [9, 10] . Nevertheless, there are still quite some work on this one of the oldest elements, mainly due to its simplicity and effectiveness in computation, cf. [1, 20, 24, 26] .
In this paper, we study the Bogner-Fox-Schmit element extended to higher order Q k elements in 2D and 3D, k≥3. Such extensions were done also in [8, 13, 21] . There might not be much interest in application to use high order elements, though they provide usually a better accuracy with less number of unknowns. For example, as shown in our numerical tests, the Q 4 element performs better than its Q 3 cousin, the Bogner-Fox-Schmit element. However, our main interest in studying C 1 -Q k elements is to understand the structure and approximation property of C 0 -Q k−1 element under the divergence-free or the nearly-incompressible constraint, cf. two subsequent researches [38, 39] . The approach is standard. Morgan and Scott [22] modified Argyris P 5 -triangles to cover all C 1 -P 5 functions on triangular grids, and extended it to C 1 -P k for all k≥5. Scott and Vogelius [29, 30] showed that C 0 -P k elements for all k≥4 provide the optimal-order approximation property on general triangular grids under the incompressibility constraint, for fluids and elasticity. The generalization of Scott and Vogelius work to Q k polynomials is not accomplished yet. There are some work on Q k elements under the incompressibility constraint and the element is shown suboptimal, cf. [3, 32] .
The construction of high-order C 1 finite elements is relatively easy, compared with that of low-order elements. Such a construction consists of two parts, the local uniqueness and polynomial preserving, and the global inter-element coupling. We note that Gopalacharyulu made an extension to the Bogner-Fox-Schmit element in [17] . The extension is not a higher order element, but an element which includes some higher order polynomial terms so that the element may work better for plates. Our work here extends the element of Gopalacharyulu, so that the higher order approximation can be guaranteed. In fact, it was pointed out by Watkins that the construction of Gopalacharyulu missed some lower order terms while adding higher order terms to the Bogner-Fox-Schmit element, cf. [36] . To correct it, Gopalacharyulu added some more terms into the element, however, without showing the extension is conforming (C 1 ), neither complete, in [18] . For the extensions studied in this paper, we show their completeness (the optimal order of approximation), fullness (including all C 1 -Q k polynomials), and conformity. This is mainly the work further that of [8, 13, 21] .
For C 1 piecewise polynomials on triangular grids, Strang gave a conjecture on the dimension based on the inter-element constraint, cf. [5, 23, 33, 34] . The conditions and validity of the Strang's conjecture are open problems, cf. [23] . But we will show the conjecture holds on rectangular grids, both in 2D and 3D.
The paper has three additional sections. In Section 2, 2D C 1 -Q k elements are constructed for all k≥3. In Section 3, 3D C 1 -Q k elements are constructed for all k≥3. In Section 4, a simple numerical test on the biharmonic equation is performed with the Bogner-Fox-Schmit element and higher order C 1 -Q k elements.
Families of C 1 -Q k elements on rectangular grids
In this section, we will review the construction of the Bogner-Fox-Schmit element, and its basis functions. We will extend it to finite elements of higher degree polynomials. We will show the finite element space is full that it includes all C 1 -Q k piecewise polynomials. Some examples of partial coverage will be given. Also an example of natural extension, which contradicts the Strang's conjecture, will be shown to fail to produce C 1 elements.
Let Ω be a polygonal domain in 2D and 3D which can be discretized into rectangles and cuboids (rectangular boxes) parallel to the coordinate planes, denoted by Ω h . For simplicity, we may let Ω be the unit square or the unit cube with the uniform grid of size h (=1/N):
where
As usual, polynomial spaces are denoted by (similarly in 2D too)
For example
The C 1 -Q k finite element spaces on Ω h are defined by
We introduce the space of Bogner-Fox-Schmit rectangles, V
3 . On each rectangle, the Q 3 polynomials are determined by 16 nodal degrees of freedom, depicted in the first diagram in Fig. 1 . To be precise, the Bogner-Fox-Schmit rectangle is defined in [10] by the triple (Q, Σ, Q 3 ): where a i are the four vertices ofQ. Note that
Letφ l be the 16 nodal basis functions onQ. Then
where F is the affine reference mapping for the rectangle Ω ij , and l ′ is the corresponding local index for the global index l. It is shown in [10] , i.e.,
It will be shown that V
To define one type of extension of the Bogner-Fox-Schmit Q 3 element, we study the element as a tensor product of the cubic Hermit splines. Let the 4 cubic spline basis functions on [0, 1] bê
It can be shown (cf. [20] ) that on each rectangle
where the basis functions (after the reference mapping) are
Here (x i , y j ) is the lower-left corner of rectangle Ω ij . Similarly, let {φ i (x)} be the (k + 1) basis functions for the
andφ l is zero when evaluated by the other k functionals. For example, the basis functions for k=3 and k=4 are listed in (2.3) and (4.3), respectively. The first family of C 1 -Q k finite elements are defined by
At this moment, the relation between V k and V
To study this inclusion, we find an equivalent definition of (2.5).
Theorem 2.1. The finite element space V
(1) k of (2.5) is equivalently defined by the finite element triple:
where Σ (1) is defined by (see Fig. 1 )
and the reference elementQ is the unit square.
Proof. It is straightforward to verify the tensor product basis defined in (2.4) and (2.5) is the dual basis for the space of functionals Σ (1) onQ.
Remark 2.1. The definition of finite element space here by the triple (Q, Σ (1) , Q k ) needs some additional arguments, as Σ (1) is defined on a subset of H 2 (Ω) because the mixed second derivatives at vertices are used. We require that the nodal value interpolation operator associated with Σ (1) preserve functions in V (1) k . We may define the interpolation operator as a boundary averaging operator similar to that defined in Scott-Zhang [31] , which is identical to the nodal interpolation operator when restricted to Q k . We refer to Ciarlet [10] for more discussions on how to define C 1 finite element spaces by high order nodal derivatives.
Theorem 2.2. The functional set
for all (k + 1) 2 functionals f l ∈Σ (1) . Let L j (x)=0 be a vertical line passing through some of the (k + 1) 2 interpolation points, i.e.,
When restricted on
and q x (x, y) is zero at the two end points, q(x, y) is identically zero on the line segment, i.e.,
and q xy (x, y) is zero at the two end points, we can factor out another factor
By symmetry,
For 1≤j ≤k − 3, L j (y)=0 is a line passing through (k − 3) internal interpolation points (see Fig. 1 ). Since q has (k − 3) internal zeros, two boundary zeros, and two tangential derivative (normal to x=0, 1) zeros at the two ends, on L j (y)=0, we conclude that we can factor out L j (y) from q, i.e.,
thus, q(x, y) is a product of a Q k+1 polynomial with another polynomial q 5 (x, y). This leads the conclusion q 5 (x, y) is a polynomial of degree negative one. So
the proof is completed.
One of our goals is to find out the structure, or a basis for V k . Before we show
we would try another extension of the Bogner-Fox-Schmit Q 3 element, where we can get more global degrees of freedom. But the finite element spaces are no longer C 1 . Again, let Ω h be defined in (2.1). We count the dimension V
where V, E and K denote the number of vertices, of edges, and of squares, respectively, in Ω h (of N × N rectangles). Noting that each nodal degree of freedom at a vertex is shared by 4 elements, while that inside an edge is shared by 2. One would expect more total degrees of freedom, if moving some functionals at vertex to interior-edge points. We may replace the mixed 2nd-order derivative at each vertex by two normal derivatives at internal points on edges. To ensure the C 1 continuity on each edge, we would have two additional normal derivatives specified inside each edge, based on Σ (1) . This would lead to
This cannot be done for Q 3 and Q 4 because their dimensions are less than the number of functionals in Σ
3 and Σ
4 , respectively, as shown in the first two diagrams in Fig. 2 . Can we define Σ (2) 5 in (2.8c) for Q 5 as depicted in Fig. 2 ? Can we define such a Σ (2) for Q k for all k≥5? The answer is no. First, such a Σ (2) would not define a global C 1 space. Second, such a Σ (2) does not even resolve a Q 5 polynomial, as we have too many constraints on the boundary. Let us try the opposite direction, moving some nodal freedoms from interior-edge points to the vertices. For k≥5, this can be done. Let Σ (3) k be shown in Fig. 3, i. e.,
Then, the finite element space defined by (Q,
Here V Proof. The proof is nearly identical to that for Theorem 2.2. Let q(x, y) ∈ Q k and f l (q) = 0, for all (k + 1) 2 functionals of Σ (3) . As in Theorem 2.2, we have
is a horizontal line passing through (k − 3) internal interpolation points (see Fig. 3 ). Different from Theorem 2.2, there is no nodal freedom at the two end points of line segment L j (y)=0. But we show above q has zero values and zero normal derivatives at the two ends, i.e., when x=0, 1. We conclude that we can still factor out L j (y) from q. Therefore,
As q 5 (x, y) is a polynomial of degree negative one, q(x, y) ≡ 0, so the proof is completed.
Similar to (2.7), we count the dimension V
Compared with dim V (1) k , the dimension of the new family of element is reduced by 4(N 2 − 1). Strang gave a conjecture on the dimension of piecewise C 1 polynomials V h , based on the inter-element constraint, cf. [5, 23, 33, 34] , that 12) where V K is the space of V h restricted on one element, K the number of elements, E 0 the number of internal edges, V 0 the number of internal vertices, C e the number of constraints for continuity on each edge, C v the number of freedoms at each vertex, and σ is the number of singular vertices. A vertex is singular if all edges meeting at the vertex fall into two cross lines (cf. Fig. 6 ). Though Strang made the conjecture for triangular grids, we apply it to our
Here
to match the (k + 1) function values and (k + 1) normal derivatives on two sides of an edge of a piecewise Q k function, and C v =3 for the function value and two first derivatives to be the same at a vertex for a piecewise Q k function. We note that the conjectured dim V k is equal to dim V
k , see (2.7). If the Strang's conjecture is correct, we would immediately conclude that
Nevertheless, the conditions for the Strang's conjecture are not yet fully discovered, cf. [23] . Therefore, we have to prove V (1) k =V k directly. By this proof, we verify the Strang's conjecture on the rectangular grids. 
Proof. We prove V
is a piecewise Q k polynomial, we need to show then V (1) k ⊂C 1 (Ω). For a function q∈V (1) k , we can write it as a linear combination of monomials on each element. In particular, for the four elements of Ω mn meeting at the vertex (x m , y n ), we denote Figure 4 : The monomial ordering at (0, 0) and the coefficients, cf. (2.14).
Here l=0, 1, 2, 3 (cf. Fig. 4 .) We depict the terms in Fig. 4 for k=4, shifting the vertex (x m , y n ) to the origin (0, 0).
by the definition of Σ (1) , q is uniquely defined on (both sides of) the line segment, and that (see Fig. 4 )
Next, as q y is uniquely determined by the functionals of Σ (1) , it follows
On the other direction, as q and q x are determined by the nodal freedoms on the line x=x m , we have also
In particular, the four coefficients at the center (see Fig. 4 ) are the same
Hence q is C 1 on the four rectangles
n+s
) .
As (x m , y n ) is a generic vertex of Ω h , we conclude that q ∈ C 1 (Ω).
Next we prove V (1) k ⊃V k . Let q∈V k . We expand q again as a combination of monomials on each rectangle Ω mn . Consider q on the four rectangles Ω m+t,n+s again. Since q∈C 1 , the two rows of coefficients of q above the horizontal line (see Fig. 4 ) and those below the horizontal line would match the nodal freedoms defined by Σ (1) . Similarly for the two columns of coefficients of q on the two sides of the vertical grid line. Thus, at the intersection point, we have 1, 2, 3 . Therefore, we have
is the global nodal interpolation operator associated with Σ (1) and Ω h (see [10] for the standard definition). Hence
The proof for V (3) k ⊂V k is similar. To show V (3) k ̸ ⊃V k , we can simply use the dimension counts (2.7) and (2.11) to get
or we may prove this directly. Let
k , be such that (cf. Fig. 4 and (2.15) ) the four values q (2.7) , which matches the dimension of C 1 polynomial spaces predicted by the Strang's conjecture in (2.13).
C 1 -Q k finite elements on 3D rectangular grids
In this section, we extend the 2D Bogner-Fox-Schmit rectangles to 3D C 1 -Q 3 cuboids, and further to a whole family of C 1 -Q k finite elements.
When extending the Bogner-Fox-Schmit element to 2D C 1 -Q k elements, we gave two equivalent definitions, (2.5) and (2.6), by the tensor products of 1D splines {φ i } and by the nodal value functionals Σ (1) . We do the same for the 3D extension.
In this section, we denote the unit cube, the 3D reference element, again byQ, i.e.,
We define the finite element triple (Q, Σ (4) , Q k ), where Q k is the space of 3D polynomials of separate degree k or less, and
We plot the nodal freedoms of Σ (4) for k=3 in Fig. 5 . We note that we start to have normal derivative at interior points of face rectangles when k>3. Similar to the proof for Σ (1) , we can show Σ (4) is uni-solvent. Then we can find the dual basis of Σ (4) and obtain the global nodal basis of piecewise Q k functions via
It is then standard to define the finite element space V (4) k by the span of all nodal basis functions:
where Ω h is defined in (2.1). Next, we give an equivalent definition of V (4) k by the tensor products of 1D splines. Let {φ i } be defined in (2.4) , the splines on [0, 1],
We note that the tensor products of 1D splines in (3.2) are the (dual) nodal basis functions for the Σ (4) in (3.1). 
k .
That is, every C 1 -Q k function is a linear combination of nodal basis functions in (3.3).
Proof. The technique is the same as that used in Theorem 2.4. As each tensor product basis function is C 1 , by the definition, V (4) k ⊂V k . We write a piecewise Q k function q in V k as a combination of monomial basis {x i y j z l } on each cube of Ω h , similar to the 2D case shown in Fig. 4 and (2.15) . The coefficients of q under such a basis are exactly the nodal values used in Σ (4) . We note that to be C 1 on an interface square, the coefficients of x i y j z l on the two sides must be the same. This would conclude V k ⊂V (4) k . Let Ω=(0, 1) 3 and Ω h be a uniform rectangular grid of size h=1/N. In Ω h , there are (N + 1) 3 vertices, 3N(N + 1) 2 edges, 3N 2 (N + 1) rectangles, and N 3 cuboids. By counting the global freedoms of V We give a generalization of the Strang's conjecture to 3D C 1 finite elements. Let V h be a C 1 space of piecewise polynomials on a polygonal subdivision of Ω. Then the Strang's conjecture in 3D is Fig. 6 ).
In the case of piecewise Q k polynomials on every element, (3.5) becomes
Further, if Ω=(0, 1) 3 is subdivided into N 3 uniform cubes, (3.5) is simplified to
Proof. By Theorem 3.1, V
is calculated in (3.4), which matches the dimension of C 1 polynomial spaces obtained by the generalized Strang's conjecture in (3.7).
We remark that the generalized conjecture (3.5) needs some refinements. For example, we need to revise it by including fractional-singular vertices, by which we mean, for example, the vertex (1/2, 1/2, 1/2) of a uniform grid on domain (0, 1) 3 \ (1/2, 1) 3 . In fact, the refinement or the conditions for the Strang's conjecture is far from complete, even in 2D, cf. [23] .
Numerical tests
In this section, we perform some simple numerical tests on the 2D C 1 -Q k family of elements.
We solve the following biharmonic equation by the C 1 -Q k elements:
The finite element problem in the variational form for (4.1) is: find u h ∈V k,0 (see (2.2b)), such that
The following theorem on the convergence is standard. 
here s is the elliptic regularity order, cf. [6, 19] .
Proof. We have shown that the finite element spaces are C 1 . Therefore the discrete solution is the Galerkin projection on the subspace. By Céa's Lemma (cf. [10] ),
where I h is the nodal interpolation operator. In case u is not smooth enough that the nodal second or third derivatives are not well defined, we can let I h be an averaging interpolation operator similar to the ones defined in [31] and [16] . Because V k,0 is constructed with full Q k locally and the interpolation operator I h preserves Q k polynomial locally, I h u approximates u at the optimal order, cf. [7, 10] .
The domain for computation is simply the unit square Ω=(0, 1)×(0, 1). We choose the exact solution (see Fig. 7 for its numerical approximation) u(x, y) = sin 6 (πx) sin 6 (πy). The initial grid is the square, the domain itself. We refine the higher level grids by subdividing each square into 4. The grid size on the n-th grid is 2 −n+1 . We first solve the problem by the C 1 -Q 3 element, i.e., the Bogner-Fox-Schmit element. The nodal error on the 8 × 8 grid is plotted in the first diagram of Fig. 8 .
In Table 1 , we list the nodal errors in the maximum norm, and in the energy norm. The maximal-norm errors converge to 0 at the right order but the energy norm, i.e., the semi-H 2 norm, errors converge at two orders higher than the general theory predicts, see Theorem 4.1. Such a superconvergence property was studied in [20] .
We test the new C 1 -Q 4 element defined by (2.5). We note that, as shown in Section 2, the basis functions for C 1 -Q 4 can be generated by the tensor product of the following 1D P 4 spline functions: The new C 1 -Q 4 element also performs better than that predicted by the theory, see Theorem 4.1. We listed the error in the energy norm, and in the maximum norm (for nodal errors), in Table 2 . The energy-norm convergence seems to be one order higher than that of typical finite elements of degree 4 polynomials (cf. [10] ). Here we should have a superconvergence too in function nodal values. This is known, summarized by Wahlbin for locally symmetric grids in [35] . When compared with the C 1 -Q 3 element, as expected, the C 1 -Q 4 solution can provide a better accuracy with less unknowns on coarse grids. Finally, we list the numerical results for further higher order C 1 -Q k elements in Table 3 . However, the computer accuracy in Matlab is not high enough for our imple- 
