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Abstract
Proper orthogonal decomposition methods for model reduction utilize information about the solution
at certain time and parameter points to generate a reduced space basis. In this paper, we compare
two proper orthogonal decomposition methods for reducing large systems of ODEs. The first method is
based on collecting snapshots from the solutions only; the second method uses snapshots from both the
solutions and their time derivatives. To compare the methods, we derive new bounds for the 2-norm of
the approximation error induced by the each of the methods. The bounds are represented as a sum of two
terms: the first depends on the size of the first neglected singular value while the second depends only on
the spacings between the snapshots. We performed numerical experiments to compare the errors from the
two model reduction methods applied to the semidiscretized FitzHugh-Nagumo system and investigated
the relation between the behavior of the numerically observed error and the error bounds. We find that
the error bounds, though not tight, provide insights and justification for using time derivative snapshots
in POD model reduction for dynamical systems.
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1 Introduction
In many areas of science and technology, complex multi-physics time-dependent problems are modeled by
large systems of differential equations. Their analysis often poses huge computational challenges as it requires
multiple, prohibitively expensive simulations, in terms of time and memory. As known from the theory of
dynamical systems, seemingly complex high-dimensional dynamical systems can have low - dimensional
global attractors, or low-dimensional invariant manifolds containing the physically relevant solutions of the
system [8, 19, 7]. In these cases, reduced order models (ROMs) exploiting the attractor or center manifold
structure can dramatically reduce the time and memory needed to execute the corresponding full-order model
(FOM).
One of the most studied approaches to building reduced order models is based on Proper Orthogonal
Decomposition (POD) [25, 1]. Normally, POD uses the (vector) solution of the FOM at selected time, space
and parameter values, typically called ”snapshots” [25, 3], to calculate a set of singular (orthonormal) vectors
spanning the full space. In the context of POD, if the dimension of the FOM is n (a large number), for
a given l < n, the span of the l vectors corresponding to the l largest singular values defines the reduced
basis space (RBS). The ROM is defined and solved in the RBS and the prolongation of its solution back
in n-dimensional space serves as an approximation to the solution of the FOM. The ultimate goal is to
find an optimal (ideally small) l so that the approximate solution is sufficiently close to the solution of
the FOM. Two typical problems are important for POD ROMs: (a) given a fixed error tolerance, find the
the snapshots generating the smallest basis satisfying that tolerance; (b) given a fixed basis size, find the
snapshots generating a basis that minimizes some error indicator. The specific choice of snapshots used
affects greatly the size of the ROM basis and the ROM solution error.
The availability of a priori error estimates or error bounds that include characteristics of the RBS (e.g.,
dimension, exact locations of the snapshots, type of snapshots, etc.) is important for understanding the
origin of the approximation error and controlling it. A priori estimates could be used directly to determine
the optimal reduced dimension of the model or to develop a posteriori error estimators to approximate it
computationally. Although several papers deriving error bounds for POD ROMs have been published, e.g.
[9, 11, 15, 16, 18] the bounds rarely contain information about the spacing between snapshots and none
explicitly includes the exact locations of the snapshots. Including the latter information can be potentially
useful for for informing snapshot selection and lower the computational resource requirements of POD.
Notably, Kunisch and Volkwein [15] developed error bounds for POD ROMs for linear parabolic problems
which are in the form of a sum of two terms: one depending on the singular values corresponding to
the orthogonal to the RBS basis vectors and the other depending on the (uniform) distance between the
time points where the snapshots were taken. This result was generalized and applied to other problems in
subsequent publications, e.g. [16, 9]. In the latter two publications the authors used a POD ROM based
on two types of snapshots: a) collected from the solution and b) difference quotients (DQs) calculated from
these snapshots. Although the DQs are in the span of the solution snapshots, their use was justified by a
need to avoid the appearance of a blow-up term in the derivation of the error bound.
A few other authors have used DQs or values of the time derivative as snapshots. In a variant of
POD ROM, the Discrete Empirical Interpolation Method, applied to reduce nonlinear dynamical systems,
Chaturantabut and Sorensen [5, 6] used (time-derivative) snapshots from the nonlinear part of the system.
The incentive for using derivative snapshots in their method was to reduce the computational complexity of
the POD ROM. However, so far, there is no clear answer whether using DQs or time derivative snapshots
provides an advantage in terms of accuracy of approximation of the FOM solution. In a recent paper, Iliescu
and Wang [11] posed the question whether there is advantage (and if so, what) to include the DQs in the
POD calculation. The question was prompted by results of two groups of authors [4, 23] who developed
convergence analysis for POD ROMS that did not use DQs (i.e. providing evidence that using DQs is not
necessary for avoiding blow-up of the POD error), as well as by conflicting numerical results on the benefit
of using DQs in POD ROM formulations [11]. Iliescu and Wang defined a POD optimality criterion and
explored the optimality, in several norms, of two POD methods - the first utilizing only solution snapshots,
and the second - utilizing both solution and DQ snapshots. They found that the method with DQ snapshots
was optimal in all norms while the one using only solution snapshots was optimal only in some of the norms.
In this paper, we compare two POD methods for reducing large systems of ODEs. The first POD ROM
method is based on snapshots from the solutions only; the second method uses snapshots from both the
solutions and their time derivatives. The time derivative snapshots in general do not belong to the span of
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the solution snapshots, therefore the number of singular vectors corresponding to non-zero singular values is
normally twice larger (2l) in the second case compared to the first (l). The additional computational cost
to calculate the time derivative snapshots is negligible and thus, this is a cheap way to augment an existing
basis; yet using derivative snapshots brings in additional information about the dynamics of the solutions.
Thus, a method utilizing derivative information could produce more accurate ROM approximations which
would be valuable when l is relatively small. These arguments provide an incentive for comparing these two
methods.
Our initial incentive, however, came from the expression for the error (3.7), where we noticed that if the
vector f(x, t) was a snapshot, it would be in the span of the reduced basis vectors and the second term in
the right-hand side of (3.7) would be zero. Intuitively, this property could make the error smaller compared
to the case when this term is not zero. We explore this conjecture by deriving error bounds for the two
methods. We have derived bounds in a form consisting of two terms: one depending on the largest neglected
singular value and one depending on the distance between snapshots but not on the singular value. Assuming
that the largest neglected singular value is small, we show that the bound of the 2-norm of the error has a
second-order dependence on the length of the time intervals between snapshots when only solution snapshots
are used, and a fourth order dependence on same length when also time derivative snapshots are used.
To the best of our knowledge, this paper introduces two main new results. The first one is the actual form
of the error bound which involves the time moments of the snapshots (via the time intervals between the
snapshots) and the largest neglected singular value (instead of all neglected singular values). Error bounds
and error estimates involving the time moments of the snapshots contain information which is potentially
significant for rational snapshot selection.
The second, and more significant, innovation is that the bounds allow for comparison between the two
POD ROM methods (with and without derivative snapshots) and specifically suggest that if the first ne-
glected singular value is sufficiently small, the method with time derivative information could be more
accurate. Thus, these bounds give insights that we test numerically. Interestingly, we find that the behav-
ior of the errors in numerical experiments with cases of the discretized FitzHugh-Nagumo system can be
explained by the form of the bounds, although these bounds are not tight.
The paper is organized as follows. Section 2 includes preliminary information and derivations. Section 3
includes derivations of the error bounds for the two methods. Section 4 includes three numerical experiments
illustrating the the validity of the insights obtained from the error bounds.
2 Notations and relevant background
Throughout the paper we will indicate vector- and matrix- valued variables by bold upper- and lower-case
letters and scalar values by normal typesetting. We consider a dynamical system of the form
x˙ = f(x(t), t),x(0) = x0, t ∈ [0, T ], (2.1)
where, respectively, boldface letters denote vectors, x(t) = (x1(t), ..., xn(t))
T ∈ Rn, f : Rn+1 → Rn.
Assumption 1. It is assumed that ∂fi∂xj ∈ C(R
n) and ∂fi∂t ∈ C(0, T ). Further smoothness assumption on f
will be imposed in Proposition 2.
Let y(t) be a solution of (2.1). In the following theoretical treatment it is assumed that snapshots of the
solution and its derivatives are collected at certain time points from y(t). We will explore the approximation
error incurred by using a reduced order model (ROM) constructed from a POD basis using combinations of
these snapshots. We first introduce some definitions and derive useful relationships.
2.1 Using only y(ti) as snapshots.
For the sake of self-consistency and setting up notations, we will revisit some well known definitions and
results related to POD.
We consider a set of time points, not necessarily equispaced, ti ∈ [0, T ], i = 1, ...,m ≤ n where the latter
inequality has been set mostly for clarity of presentation. We consider the matrix Y =
[
y(t1)
......
...y(tm)
]
∈
R
n×m, with rank(Y) = mY . Then,
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(i) YYT is n× n matrix, YTY is an m ×m matrix and rank(YYT ) = rank(YTY) = mY ≤ m. The
squares of the m largest singular values of Y, (σYi )
2, i = 1, ...,m, are the eigenvalues of YTY, while the rest
are equal to zero.
(ii) Let uYi = (u
Y
1i, u
Y
2i, ..., u
Y
ni)
T ∈ Rn and vYj = (v
Y
1j , v
Y
2j , ..., v
Y
mj)
T ∈ Rm be orthonormal sets of eigen-
vectors of YYT and YTY. The vectors uYi ∈ R
n and vYj ∈ R
m are called left and right singular vectors
of Y, respectively. Let UY and VY be the matrices whose columns consist of these eigenvectors, i.e.
UY (UY )T = In,V
Y (VY )T = Im. It is known that
YTuYi = σ
Y
i v
Y
i (2.2)
and
YvYi = σ
Y
i u
Y
i , i = 1, ...,m, (2.3)
where σYi ≥ 0.
Thus, YVY = UYΣY where ΣY is n × m matrix with diagonal entries σYi > 0, i = 1, ...,m
Y and 0s
otherwise, and it is assumed that σY1 ≥ σ
Y
2 ≥ ... ≥ σ
Y
mY . This leads to the well known singular decomposition
of Y (e.g. [1] ):
Y = UYΣY (VY )T , (2.4)
and the elementwise dyadic decomposition
y(ti) =
mY∑
k=1
σYk v
Y
iku
Y
k . (2.5)
(iii) In practice, oncem snapshots are calculated, from them l ≤ mY ≤ m left singular vectors correspond-
ing to the l greatest singular values of Y are used to construct the basis for the ROM. The rationale is based
on the Schmidt-Eckart-Young-Mirsky theorem [1] which asserts that the truncated dyadic decomposition
X =
l∑
i=1
σiuivi
minimizes ||Y −X||2 over all X such that rankX = l. The value of l is typically chosen so that either the
reduced basis approximates the snapshots with sufficient accuracy, or to satisfy constraints on the ROM
(memory usage and computational time are both related to l). From (2.5) the following 2-norm bound of
the difference between the snapshot y(ti) and its l-truncated representation is derived:
||y(ti)−
l∑
k=1
σYk v
Y
iku
Y
k ||2 = ||
mY∑
k=l+1
σYk v
Y
iku
Y
k ||2
=
√√√√〈
mY∑
k=l+1
σYk v
Y
iku
Y
k ,
mY∑
k=l+1
σYk v
Y
iku
Y
k 〉 =
√√√√ mY∑
k=l+1
(σYk v
Y
iku
Y
k )
2
=
√√√√ mY∑
k=l+1
(σYk v
Y
ik)
2 ≤ σYl+1
√√√√ mY∑
k=l+1
(vYik)
2 ≤ σYl+1,
(2.6)
where 〈, 〉 denotes the Euclidean dot product.
In the sections that follow, we will use the following partitionings and notations. Given a matrix Y =
UYΣY (VY )T , we partition the columns of UY as follows.
UY =
[
U˜Y
...U˘Y
...U¯Y
]
(2.7)
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where U˜Y = [u1
......
...ul] is the reduced basis matrix , U˘
Y = [ul+1
......
...umY ] contains the truncated basis
vectors with non-zero singular values and U¯Y = [umY +1
......
...un] is the YY
T null space matrix: span(U¯Y ) =
ker(YYT ). Note that U˘Y and U¯Y may be empty matrices.
Respectively, uYi , i = 1, ..., l ≤ m
Y are denoted as u˜Yi ; if l < m
Y , ul+1, ...,u
Y
mY are denoted as u˘
Y
i , i =
1, ...,mY − l; if mY < n, uYmY +1, ...,u
Y
n are denoted as u¯
Y
i , i = 1, ..., n−m
Y .
Since rank(YYT ) = mY ,YYT U¯ = 0n×(n−mY ) (the null n× (n−m
Y ) matrix). Further, from (2.5) and
the orthonormality of UY it follows YT U¯Y = 0m×(n−m).
2.2 Using both y(ti) and f(y(ti), ti) as snapshots.
Consider a collection of 2m snapshots from both y(ti) and f(y(ti), ti), i = 1, ...,m with 2m ≤ n. (Again, the
latter inequality is not a necessary condition, but rather imposed for clarity of exposition.) Let Z be the
matrix made of these vectors.
Z = [y(t1)
... ...
...y(tm)
... f(y(t1), t0)
... ...
... f(y(tm), tm)] ∈ R
n×2m. (2.8)
ZZT ∈ Rn×n and ZTZ ∈ R2m×2m.
Let uZi ∈ R
n, i = 1, ..., n and vZi ∈ R
2m, i = 1, ..., 2m be the orthonormal left and right column singular
vectors of Z correspondingly, let UZ =
[
uZ1
... ...
...uZn
]
,VZ =
[
vZ1
... ...
...vZ2m
]
and ΣZ ∈ Rn×2m be the matrix
of singular values σ1 ≥ ...σ2m.
Then as in (2.4),
Z = UZΣZ(VZ )T , with rank(Z) = mZ (2.9)
and for l ≤ mZ , as in (2.6),
||y(ti)−
l∑
k=1
σZk v
Z
iku
Z
k ||2 ≤ σ
Z
l+1 and ||f(y(ti), ti)−
l∑
k=1
σZk v
Z
i+mku
Z
k ||2 ≤ σ
Z
l+1. (2.10)
Similarly to the previous section, we denote by U˜Z , U˘Z , U¯Z the matrices corresponding to the eigen-
vectors associated with the first l singular values, the l + 1, ...,mZ singular values and the nullspace of
ZZT .
2.3 Projection estimates
Let the column vectors uk ∈ R
n, k = 1, ..., n be an orthonormal basis in Rn consisting of the singular vectors
of a snapshot matrix. In light of the above considerations, let l ≤ m ≤ n be given integers and let us define
the matrices U˜ = [u˜i] = [ui], for i = 1, ..., l; U˘ = [u˘i] = [ui], for i = l + 1, ...,m; U¯ = [u¯i] = [ui], for i =
m+ 1, ..., n (one or both of the latter may be empty).
Let us consider the n× n matrices (again, one or both of the latter may be empty)
P˜ = U˜U˜T , P˘ = U˘U˘T , P¯ = U¯U¯T .
P˜ is the projection onto span{u˜i} and P˘ and P¯ are projection matrices onto span{u˘j} and span{u¯i}.
We will be using of several occasions the following result which is easy to prove
Proposition 2.1. P˜+ P˘+ P¯ = In and ||P˜||2 = ||P˘||2 = ||P¯||2 = 1.
Let us consider the specific projection matrices derived fromY and Z, P˜Y = U˜Y (U˜Y )T , P˘Y = U˘Y (U˘Y )T , P¯Y =
U¯Y (U¯Y )T . The following estimates of the projections of the snapshots in Section 2.1 are derived as in (2.6).
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||P˜Y y(ti)||2 = ||
l∑
k=1
σYk v
Y
iku˜
Y
k ||2 =
√√√√ l∑
k=1
(σYk v
Y
ik)
2 ≤ σY1 ;
||P˘Y y(ti)||2 = ||
mY −l∑
k=1
σYk+lv
Y
i k+lu˘
Y
k ||2 =
√√√√mY−l∑
k=1
(σYk+lv
Y
i k+l)
2 ≤ σYl+1
(2.11)
and,
||P¯Y y(ti)||2 = 0. (2.12)
Similarly, if P˜Z = U˜Z(U˜Z )T , P˘Z = U˘Z(U˘Z)T , P¯Z = U¯Z(U¯Z)T , the following estimates of the projec-
tions of the snapshots from the solution and its time derivatives in Section 2 are derived as in (2.6).
||P˜Zy(ti)||2 ≤ σ
Z
1 ;
||P˜Z f(y(ti))||2 ≤ σ
Z
1 ;
||P˘Zy(ti)||2 ≤ σ
Z
l+1;
||P˘Z f(y(ti))||2 ≤ σ
Z
l+1;
||P¯Zy(ti)||2 = 0;
||P¯Z f(y(ti))||2 = 0,
(2.13)
Having derived these estimates, in what follows, we will denote
P˘+ P¯ = P˜⊥ = In − P˜. (2.14)
Therefore,
||(P˜X)⊥y(ti)||2 = ||(P˘
X + P¯X)y(ti)||2 = ||P˘
Xy(ti)||2 ≤ σ
X
l+1, for X = Y, Z, (2.15)
and
||(P˜Z)⊥f(y(ti))||2 = ||(P˘
Z + P¯Z)f(y(ti))||2 = ||P˘
Z f(y(ti))||2 ≤ σ
Z
l+1. (2.16)
3 Error bounds for the two ROM methods
3.1 Derivation of an upper bound in the general case
Let x(t) be any solution of (2.1) for some parameter set and initial conditions possibly different from those
of y. Suppose that a number m of snapshots from the solution y have been calculated as described in the
previous sections and a POD basis ui ∈ R
n, i = 1, ..., n has been constructed. Since ui is a basis in R
n, x(t)
can be decomposed as:
x(t) = U˜x˜(t) + U˘x˘(t) + U¯x¯(t), (3.1)
where
x˜ = U˜Tx ∈ span{u˜i} ∈ R
l, x˘ = U˘Tx ∈ span{u˘i} ∈ R
m−l, x¯ = U¯Tx ∈ span{u¯i} ∈ R
n−m (3.2)
are solutions of the dynamical system
˙˜x = U˜T f(U˜ x˜(t) + U˘x˘(t) + U¯x¯(t), t), x˜(0) = U˜Tx(0)
˙˘x = U˘T f(U˜ x˜(t) + U˘x˘(t) + U¯x¯(t), t), x˘(0) = U˘Tx(0)
˙¯x = U¯T f(U˜ x˜(t) + U˘x˘(t) + U¯x¯(t), t), x¯(0) = U¯Tx(0).
(3.3)
In the POD ROM approach the large n-dimensional ODE system (3.3) is replaced with an l-dimensional
ODE system of the form
z˙ = U˜T f(U˜z(t), t), z(0) = U˜Tx(0), (3.4)
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The prolongation of z in Rn, xP˜ = U˜z is the POD approximation of the solution x of the full system and
satisfies the equation (as also stated in [22]):
x˙P˜(t) = P˜f(xP˜, t)
xP˜(0) = P˜x(0),
(3.5)
while the exact solution of the full system satisfies
x˙ = (P˜+ P˜⊥)f(x, t),
x(0) = (P˜+ P˜⊥)x(0), .
(3.6)
Subtracting (3.5) from (3.6), the equation for the error e(t) = x(t) − xP˜(t) is
e˙ = P˜
[
f(x, t) − f(xP˜, t)
]
+ P˜⊥f(x, t)
e(0) = P˜⊥x(0).
(3.7)
We use the latter system to evaluate the error. As f is assumed to be continuously differentiable,
f(x, t)− f(xP˜, t) =
∂f
∂x (x∗(t), t)e(t), where for each t, x∗(t) is a value defined by Taylor’s theorem such that
x∗,i(t) is in the open interval with ends xi(t) and xP˜,i(t). We denote
A∗
P˜
(t) = P˜
∂f
∂x
(x∗(t), t)
and note that it is dependent on the projection P˜ also via xP˜ through x∗(t).
We note that A∗
P¯
(t) is bounded on [0, T ] and thus its 2-norm is bounded. Let ΛP˜, be a Lipschitz constant
such that
||A∗
P˜
(t)||2 ≤ ΛP˜, ∀t ∈ [0, T ]. (3.8)
We next proceed to integrate system (3.7) (the integrals exist because of the boundedness):
e(t) = P˜⊥x(0) +
∫ t
0
P˜⊥f(x, s)ds +
∫ t
0
A∗(s)e(s)ds. (3.9)
Since
∫ t
0
P˜⊥f(x, s)ds =
∫ t
0
P˜⊥x˙(s)ds = P˜⊥(x(t)− x(0)), it is easily established that
e(t) = P˜⊥x(t) +
∫ t
0
P˜A∗(s)e(s)ds. (3.10)
Applying 2-norms to both sides of (3.10) and the triangle inequality and noting that ||
∫ b
a
φ(s)ds||2 ≤∫ b
a ||φ(s)||2ds ([21]) we obtain
||e(t)||2 ≤ ||P˜
⊥x(t)||2 +
∫ t
0
||A∗(s)e(s)||2ds (3.11)
Taking into consideration Proposition 2.1 and (3.8), the latter results finally in
||e(t)||2 ≤ ||P˜
⊥x(t)||2 + ΛP˜
∫ t
0
||e(s)||2ds (3.12)
We will use this last inequality and a formulation of a Gronwall-type theorem from [2], Theorem 1.5.1,
stating the following.
Theorem 3.1. If g,A ≥ 0 are real-valued continuous functions on [0, T ] and if the continuous function η
satisfies η(t) ≤ g(t) +
∫ t
0
A(s)η(s)ds, t ∈ [0, T ], then
η(t) ≤ g(t) +
∫ t
0
A(s)g(s) exp
(∫ t
s
A(u) du
)
ds, ∀t ∈ [0, T ].
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Let
g(t) = ||P˜⊥x(t)||2.
Clearly g(t) is continuous. Applying Gronwall’s inequality, we get the estimate
||e(t)||2 ≤ g(t) +
∫ t
0
ΛP˜ e
ΛP˜ (t−s)g(s)ds ≤ eΛP˜ t max
t∈[0,T ]
g(t). (3.13)
The above is a bound for the difference between a solution of system (2.1) and a solution of the modified
system (3.5). In deriving this bound, we have not used so far how the projection matrix P˜ was constructed.
Obviously, the error will be zero if the solution x(t) is orthogonal to P˜⊥, i.e. if x(t) is in the span of the
basis vectors comprising U˜. Clearly, if the snapshots used to define P˜ are chosen so that x(t) is P˜⊥x(t) ≈ 0
over the whole interval [0, T ] (e.g. the solution snapshots are sufficiently dense and the solution does not
change rapidly in time) it is obvious that the error will be small. It also makes sense to consider snapshots
from the time derivatives, or, possibly, other characteristics of the solution that contribute to reducing the
term g(t). We explore this idea in the next sections.
3.2 Error bounds for the approximation of the solution from which the snap-
shots were collected.
One could use the reduced basis derived from a particular solution of the FOM (2.1). It is important to
derive error bounds in these cases; however, here we start with deriving an a priori bound of the error made
when approximating the solution y from which the snapshots were collected. We will derive error bounds
for the two ROMs: a) when only snapshots from y are used; b) when snapshots from both f and y are used.
To this end, we need to make an estimate for g(t) in (3.13).
Let ti, i = 1, ...,m ≤ n, t1 = 0, tm = T be the time points at which the 2m snapshots y(ti) and f(y(ti), ti)
were calculated. Denote ∆i = ti+1 − ti.
3.2.1 Method 1 - Using only solution snapshots
Let the snapshot matrix be Y = [y(t1)
... ...
...y(tm)], which, given l ≤ m, generates the projection matrix P˜
Y
and let the solution of (3.5) be yP˜Y (t).
Let us take some value of t ∈ [0, T ] and let it belong to the interval [ti, ti+1] for some i. Applying Lagrange
interpolation, we get
y(t) = y(ti)
(t− ti+1)
(ti − ti+1)
+ y(ti+1)
(t− ti)
(ti+1 − ti)
+R(y(t)), where
R(y(t)) =
(t− ti)(t− ti+1)
2
d2y
dt2
(t)|t=ζ =
(t− ti)(t− ti+1)
2
df(t)
dt
|t=ζ
(3.14)
where ζ ∈ (ti, ti+1) and where it is assumed that f has first derivatives in all variables [24]. Because of
Assumption 1, ||df(y(t),t)dt ||2 is bounded on [ti, ti+1], i.e. there exists a constant Ψi, such that
||
df(y(t), t)
dt
||2 ≤ Ψi, t ∈ [ti, ti+1]. (3.15)
Multiplying the above expression for y(t) by (P˜Y )⊥, we get
(P˜Y )⊥y(t) = (P˜Y )⊥y(ti)
t− ti+1
ti − ti+1
+ (P˜Y )⊥y(ti+1)
t− ti
ti+1 − ti
+ (P˜Y )⊥
(t− ti)(t− ti+1)
2
df(t)
dt
|t=ζ (3.16)
Since maxt∈[ti,ti+1] |(t− ti)(t− ti+1)| =
∆i
4 , it follows
||(P˜Y )⊥y(t)||2 ≤ ||(P˜
Y )⊥y(ti)||2 + ||(P˜
Y )⊥y(ti+1)||2 +
∆21
8
||(P˜Y )⊥
df(t)
dt
|t=ζ ||2 (3.17)
Using (2.15) we get from (3.17):
g(t) = ||(P˜Y )⊥y(t)||2 ≤ 2σ
Y
l+1 + ||(P˜
Y )⊥||2
∆2i
8
Ψi. (3.18)
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Using (3.13) we get:
||eY (t)||2 = ||y(t) − yP˜Y (t)||2 ≤
[
2σYl+1 +Ψi
∆2i
8
]
eΛP˜Y t, (3.19)
where σYl+1 is the (l + 1)-th singular value of the snapshot matrix Y and Ψi and ΛP˜Y are defined via (3.15)
and (3.8) (with P˜ = P˜Y ).
Thus, we obtain the following
Proposition 3.2. Let f satisfy Assumption 1 and let y(t) be a solution of (2.1). Let tj , j = 1, ...,m ≤ n
be a set of points in [0,T] and let Y be a matrix of solution snapshots, Y = [y(t1)
... ...
...y(tm)]. Let U˜
Y
be the matrix of the truncated set of the first l ≤ m singular vectors uYk , k = 1, ..., l of Y and P˜
Y be the
corresponding projection matrix; P˜Y = U˜Y (U˜Y )T . Let yP˜Y (t) be a vector function whose projection in
span{uYk , k = 1, ..., l} solves the ROM (3.4). Then the 2-norm of the error e
Y (t) = y(t) − yP˜Y (t) satisfies
the bound (3.19), where ∆i = ti+1 − ti and t ∈ [ti, ti+1].
3.2.2 Method 2 - Using snapshots of the solution and the time derivatives
We use similar logic to the one in the previous section.
Let the snapshot matrix be Z = [y(t0)
... ...
...y(tm)
... f(y(t0), t0),
... ...
... f(y(tm), tm)], which, given l, generates
the projection matrix P˜Z and let the solution of (3.5) be yP˜Z (t).
Let t ∈ [0, T ] belong to the interval [ti, ti+1] for some i. We now apply Hermite interpolation to define a
vector polynomial pi(t) such that pi(tk) = y(tk),
dpi
dt |t=tk = f(y(tk), tk), k = i, i+ 1.
pi(t) =y(ti)
[
1 +
2(t− ti)
(ti+1 − ti)
] (t− ti+1)2
(ti − ti+1)2
+ y(ti+1)
[
1 +
2(t− ti+1)
(ti − ti+1)
] (t− ti)2
(ti − ti+1)2
+
f(y(ti), ti)
(t− ti)(t− ti+1)
2
(ti − ti+1)2
+ f(y(ti+1), ti+1)
(t− ti)
2(t− ti+1)
(ti − ti+1)2
(3.20)
and
y(t) = pi(t) +
1
24
(t− ti)
2(t− ti+1)
2 d
3f(y(t), t)
dt3
|t=θ (3.21)
where θ ∈ (ti, ti+1) and where it is assumed that f is three times differentiable in y and in t on [0,T].
Assumption 2. We further assume that ||d
3f(t)
dt3 ||2 is continuous and thus, bounded on [0, T ].
Thus, for each interval [ti, ti+1], there exists a constant Φi, such that
||
d3f(t)
dt3
||2 ≤ Φi, t ∈ [0, T ] (3.22)
We apply the following bounds
max
t∈[ti,ti+1]
|2(t− ti)(t− ti+1)
2| = max
t∈[ti,ti+1]
|2(t− ti)
2(t− ti+1)| =
8
27
∆3i ;
max
t∈[ti,ti+1]
(t− ti)
2 = max
t∈[ti,ti+1]
(t− ti+1)
2 =
∆2i
4
,
max
t∈[ti,ti+1]
|(t− ti)
2(t− ti+1)
2| =
∆4i
16
(3.23)
and (2.15-2.16) in (3.20) and (3.21) to get the bound
g(t) =||(P˜Z)⊥y(t)||2 ≤ [2σ
Z
l+1(
1
4
+
8
27
+
4
27
∆i) +
∆4i
16 · 24
Φi]; (3.24)
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Using this upper bound, we obtain from (3.13):
||eZ(t)||2 = ||y(t) − yP˜Z (t)||2 ≤
[
σZl+1(
59
54
+
4
27
∆i) +
∆4i
384
Φi
]
eΛP˜Z t, (3.25)
where σZl+1 is the l+1-th g of the snapshot matrix Z and Φi and ΛP˜Z are defined via (3.22) and (3.8). ΛP˜Z
is the bound for the Jacobian as defined in section 3.1 and depending on the specific projection PZ .
Thus, we obtain the following
Proposition 3.3. Let f satisfy Assumptions 1, 2 and let y(t) be a solution of (2.1). Let tj , j = 0, ...,m ≤ n
be a set of points in [0,T] and let Z = [y(t0)
... ...
...y(tm)
... f(y(t0), t0),
... ...
... f(y(tm), tm)], i.e., Z is a matrix of
solution and time derivative snapshots. Let U˜Z be the matrix of the truncated set of the first l ≤ 2m singular
vectors uZk , k = 1, ..., l of Z and P˜
Z be the corresponding projection matrix; P˜Z = U˜Z(U˜Z)T . Let yP˜Z (t) be
a vector function whose projection in span{uYk , k = 1, ..., l} solves the ROM (3.4). Then the 2-norm of the
error eZ(t) = y(t)− yP˜Z (t) satisfies the bound (3.25), where ∆i = ti+1 − ti and t ∈ [ti, ti+1].
3.3 Remarks on the error bounds
(a) To the best of our knowledge, the bounds (3.19) and (3.25) are the first derived bounds that include the
time points at which the snapshots were taken. So far published bounds [9, 5, 11, 15, 16, 22], if including
time information at all, assume equidistant snapshots and include the time step. Our bounds do not assume
any specific distribution of the snapshot times. For equidistant snapshots ∆i = ∆, these bounds also contain
local information by including derivative bounds in the intervals [ti, ti+1]. Including local information may
be helpful for rational snapshot selection via error estimates.
(b) We note that the derived bounds are still far from being exact or being fully informative. For a linear
system x˙ = Ax,
e(t) = eP˜At
[
P˜⊥y(0) +
∫ t
0
e−P˜AP˜⊥AeAsP˜⊥y(0)ds
]
(3.26)
i.e. the error depends on the eigenvalues of P˜A, which is neither reflected in the bounds derived, nor, in fact
in any bounds or estimates published. Yet, the derived bounds are valuable because they provide insight
about the relationship between the basis truncation and the location of snapshots.
(c) For linear systems of the form x˙ = Ax+b, an explicit bound, not depending on P˜, can be found. Indeed:
||A∗
P˜
(t)||2 = ||P˜A||2 = σ1(P˜A) ≤ ||A||2 = σ1(A), (3.27)
where σ1(A) is the largest singular value of A, i.e. we can assume that ΛP˜ = σ1(A). Also, let θi =
maxt∈[ti,ti+1] ||y(t)||2. Then
Ψi = max
t∈[ti,ti+1]
||Ay(t)||2 ≤ ||A||2θi = σ1(A)θi,
Φi = max
t∈[ti,ti+1]
||A3y(t)||2 ≤ ||A||
3
2θi = (σ1(A))
3θi
(3.28)
and from (3.19) and (3.25):
||eY (t)||2 ≤
[
2σYl+1 + σ1(A)
∆2i
8
θi
]
eσ1(A)t (3.29)
and
||eZ(t)||2 ≤
[
σZl+1(
118
108
+
4
27
∆i) + (σ1(A))
3 ∆
4
i
384
θi
]
eσ1(A)t. (3.30)
We next try to compare the bounds for the two ROMs considered. Above, the only quantities that
depend on the method used are σYl+1 and σ
Z
l+1. Obviously, if the dimension of the RBS is taken to be equal
to the number of snapshots used (i.e. l = m in the first case and l = 2m in the second case and then
σYl+1 = σ
Z
l+1 = 0), the reduced model by Method 2 will have twice larger dimension than from Method 1,
but, for small ∆i, its error might be much smaller (possibly with two orders in ∆i as predicted by the error
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bounds). Thus, for small σl+1 and ∆i, Method 2 may lead to a significantly smaller error. Note that the
terms ”possibly” and ”may” are used because these are upper bounds and not exact estimates. We check
these predictions in the next section.
In the case where σl+1 is not sufficiently small, using both solution and derivative snapshots yields an
error bound that is first order in ∆i, whereas using solution snapshots only yields an error bound that is
zero-th order in ∆i. So improvements in the error for the solution snapshot - only case come primarily from
increasing the dimension of the RBS, whereas the error in the the time derivative and solution snapshot case
decreases when snapshots are sampled more frequently.
These derivations demonstrate the trade-off between error and dimension of the RBS for the two methods
and call for investigating the comparison between the distributions of the singular values for the two methods.
For example, for a fixed l and equidistant snapshots, when ∆i = ∆ is decreased, σ
Y
l+1 and σ
Z
l+1 may increase
(since adding more snapshots means adding more singular values). Therefore, there may exist an optimal
value of ∆ such that further decrease of the distance between snapshots would not decrease the error as it
will be dominated by the error caused by the truncation of the snapshot-generated basis. We demonstrate
this phenomenon in the next section.
Now let us look at the case when the dimension l of the RBS is fixed for both methods at l = m. Then
σYl+1 = 0 but σ
Z
l+1 > 0. However, σ
Y
l+1 may be insignificant compared to the rest of the error. If the bounds
were good estimates of the error, the error of Method 2 would be smaller than the error of Method 1 in such
cases. This possibility is explored and demonstrated on examples presented in the next section.
Arguments similar to the ones presented above for linear systems hold also for nonlinear systems for
which the existence of a constant Λ not dependent on P˜ , such that Λ ≥ ΛP˜ can be proved.
(d) As pointed above, investigating the distribution of the singular values and how it changes with
decreasing ∆ is important. It is not clear how dependent on the particular problem this distribution is. For
the purpose of comparing methods using snapshots containing additional information about the problem
(such as derivatives), it is important to understand how adding this information may change the distribution
of singular values. Some examples demonstrating these differences are considered in the next section.
4 Numerical experiments
To validate the above bounds and to compare numerically the error from the two methods, we performed
numerical experiments with systems of ODEs derived from a method-of-lines discretization of the FitzHugh-
Nagumo system with diffusion (FHND) [13]. This system has been used as test problem in various studies
of model reduction methods, e.g. [5]. To provide some background, the FHND system is an approximation
of the Hodgkin-Huxley system of equations, designed to describe the propagation and dynamics of an action
potential (difference in external and intracellular voltage) generated along the nerve axon. Since the dynamic
behavior of the solutions to the FHN system is very sensitive to changes in some of the parameter values
[14], and the solutions are characterized by a combination of fast and slow dynamics, it is often used as a
test case for the accuracy of numerical methods. In the FHND system, V (x, t) is the membrane potential,
i.e., the difference between the extracellular and intracellular potentials and w(t) is a ”recovery variable”.
Different texts (e.g., [17], [20] , [13]) consider different forms of FHND. In general, the 1D version of the
system is a system of two reaction-diffusion equations
vt = D1vxx + f1(v, w)
wt = D2wxx + f2(v, w)
(4.1)
where x ∈ [0, X ], representing a one dimensional axon with length X . In most texts, f1 is cubic in v and
linear in w: f1 = λ
[
v(1− v)(v − a)− w
]
and f2 = cv − bw.
The initial conditions are set up so that initially the nerve membrane is at equilibrium:
v(x, 0) = 0;w(x, 0) = 0. (4.2)
Different boundary conditions (BC), depending on the problem, can be considered as outlined in [13].
The Neumann BCs vx(0, t) = −I0(t), vx(X, t) = 0 correspond to applying current I0 at the ”left” (at 0) end
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of the axon (where r is a constant, depending on the internal and external resistances) and ”sealing” the
axon at the other end (no current).
In this paper, we solve numerically equations (4.1) together with the following boundary conditions for
w(x, t):
w(0, t) = w0(t)
w(X,T ) = wX(t),
(4.3)
and the BC for v(x, t):
vx(0, t) = −I0(t)
vx(X, t) = −IX(t).
(4.4)
Above, w0(t), wX(t), I0(t), IX (t) are input functions.
Equations (4.1 – 4.3 – 4.4) were semidiscretized using the method of lines with finite differences. We
denote: n = 2(L+ 1);∆x = X/L;xj = j∆x, j = 0, ..., L; vj(t) = v(xj , t), j = 0, ..., L
Using the approximations
vxx(0, t) ≈
v2(t)− v1(t)
∆x
− vx(0, t)
∆x
; vxx(xj , t) ≈
vj−1 + vj+1 − 2vj
(∆x)2
, j > 0;
vxx ≈
vx(X, t)−
vL − vL−1
∆x
∆x
,
(4.5)
we derive discretizations by the method of lines for the equations (4.1) - (4.3, 4.4) as follows.
dv0
dt
=
D1
(∆x)2
[v2 − v1 +∆xI0(t)] + f1(v0, w0),
dvj
dt
=
D1
(∆x)2
[vj+1 − 2vj + vj−1] + f1(vj , wj), j = 1, ..., L− 1
dvL
dt
=
D1
(∆x)2
[vL−2 − vL−1 −∆xI1(t)] + f1(vL, wL)
dwj
dt
=
D2
(∆x)2
[wj+1 − 2wj + wj−1] + f2(vj , wj), j = 1, ..., L− 1
(4.6)
where the initial conditions are vi(0) = 0, wi(0) = 0 and w0, wL are defined in (4.3).
4.1 Experiments
The two POD ROM methods described above were implemented in a Matlab code. Specifically, we solved
equations (4.3), (4.4), (4.6) and selected m equally spaced on the time interval [0, T ] snapshots from the
solution. The ODE solutions were obtained numerically using Matlab’s routine odes15s, where the absolute
and relative tolerances were sufficiently small (usually equal to 10−12, 10−14) to ensure stable performance
of the integrator. The right hand side of (4.6) was calculated using the selected snapshot vectors to obtain
the time derivative snapshots. The snapshot matrices Y and Z were formed and their SVD calculated using
Matlab’s svd routine. The dimension l of the ROM was either predefined or chosen so that σl+1 < ε ≤ σl
for a predefined ε. After determining the value of l, the respective projection matrices for the two methods,
P˜Y and P˜Z were calculated as described. The solutions of (3.5) with P˜ = P˜Y and P˜ = P˜Z were calculated
respectively for the two models. The distribution of the singular values in the two methods for different
snapshot selections was also calculated.
To be more specific, let us denote by yY = (vY ,wY ) the solution obtained by using only solution
snapshots and by yZ = (vZ ,wZ) the solution obtained by using both solution and derivative snapshots. We
calculate ||eY (t)||2 = ||y(t) − y
Y (t)||2 and ||e
Z(t)||2 = ||y(t) − y
Z(t)||2.
All experiments were done with X = 10, w0 = wl = 0.
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4.1.1 Experiment A
The two ROM methods were explored for a linear homogeneous system, obtained from (4.6) with λ = 0, of
402 (i.e., L = 200) equations with constant coefficients ∆x = 0.05, D1 = 15, D2 = 10, µ = 10, γ = 5 and
I0(t) = 1, I1(t) = 5. ODE solutions were computed in Matlab using ode15s with both absolute and relative
tolerances set to 10−14. The dynamics of the system can be predicted theoretically. It has no equilibria, the
eigenvalues are nonpositive and there are 2 zero eigenvalues. Due to the zero initial conditions, the solutions
vj , wj behave asymptotically like te
−gt, where g > 0 is a constant, so the solutions eventually converge to 0.
The system was solved on the time interval [0, 0.5]. The calculated FOM solution is shown on Figure S1
(Supplement).
For both methods, three sets of equidistant snapshots were collected, with ∆ = 0.01 (50 snapshots),
0.005 (100 snapshots), 0.0025 (200 snapshots) and the errors ||eY (t)||2, ||e
Z(t)||2 were calculated. The plots
in Figure 1 demonstrate the size of these errors when ∆ is reduced while keeping the first neglected singular
value σl+1 constant, to compare with the predicted behavior of ||e
Y (t)||2 and ||e
Z(t)||2.
The top two plots in Figure 1 correspond to σl+1 ≤ 10
−15. If the bounds (3.19) and (3.25) were
exact predictors of the error, the distances between the curves for these cases would be roughly equal to
log10 ||e
Y
∆(t)||2 − log10 ||e
Y
∆/2(t)||2 = log10
||eY∆(t)||2
||eY
∆/2
(t)||
≈ log10
∆2
(∆/2)2 = log10(2
2) ≈ 0.602 and log10 ||e
Z
∆(t)||2 −
log10 ||e
Z
∆/2(t)||2 ≈ log10(2
4) ≈ 1.204, respectively (in the latter the sub-index ∆ was added to denote the
value of the spacing between snapshots used in the calculations). The actual distances appear to be twice
as big, indicating that the error is probably of higher order in ∆ than the error bounds.
For larger σl+1 the distances between the curves decrease below these values (0.602 and 1.204). This
behavior would be expected if the bounds were exact estimates of the error. Indeed, if this was the case
log10 ||e
Y
∆(t)||2− log10 ||e
Y
∆/2(t)||2 = log10
||eY∆(t)||2
||eY
∆/2
(t)||
≈ log10
2σl+1+Ψi∆
2
2σl+1+Ψi∆2/4
which is decreasing function of σl+1.
This behavior is demonstrated on the middle two (σl+1 ≤ ε = 10
−9) and bottom two (σl+1 ≤ ε = 10
−1)
plots. Increasing the value of σl+1 in general decreases the distance between the curves corresponding to
different decreasing values ∆ and increases the error in all three cases since it is dominated by the value of
σl+1. Note that the error corresponding to smaller ∆ is not always smaller (middle and bottom right plots)
when the value of σl+1 is significant.
Often in practice, the dimension of the ROM is predefined. Therefore, it is interesting to compare the
performance of the two methods with fixed ROM basis dimension. We present the results of an experiment
with the same linear system where we compare the error from the two methods with the three different time
steps and with a fixed dimension of the RBS in Figure 2. For the 402-variable FOM, equidistant snapshots in
time of both the FOM solution and its time derivative were collected at spacings of ∆ = 0.01, 0.0025, 0.005.
After calculating the respective singular vectors, the first l = 5, 10, ..., 50 vectors were used to calculate the
ROM solution. Presented are 6 of the calculations, with ROM basis dimensions 5, 10, 15, 20, 35, 50 to
illustrate the observed tendency (Figure S2). The plots in red in Figure 2 correspond to the three ROMs
via Method 1 and the plots in blue correspond correspond to ROMs calculated by Method 2.
To get understanding of the plots presented on Figure 2, we investigate the distributions of the base-10
logarithm of the singular values in the two ROMs (Figure S3).
For l = 5, all three types of snapshot spacings in Method 2 produce extremely large error (> 102), while
the error produced by Method 1 is of size (10−1) comparable with the amplitude of the solution (0 − 0.5).
Concomitantly, the first neglected singular value, σY6 , for all 3 snapshot selections in Method 1 is less than
than 1, while σZ6 , for all 3 snapshot selections in Method 2 is at least 10 times larger (Figure S2). In this
case, for both methods, decreasing the distance between snapshots has insignificant effect on the value of
the error, which is evidently dominated by the neglected singular value.
When the ROM basis dimension is increased to l = 10, ||eY (t)||2 and ||e
Z(t)||2 are comparable. For
l ≥ 15, the error produced by Method 2 is considerably smaller than from Method 1. Having in mind the
derived bounds, we explain this behavior with the steep decrease of σYl+1 and σ
Z
l+1 and consequent dominance
of the O(∆2) and O(∆4) in Methods 1 and 2, respectively. At l = 15 the neglected singular value is less than
10−1, at l = 25 it is less than 10−5, and at l = 35 it is less than 10−10 for all between-snapshot distances
for both Method 1 and Method 2 (Figure S2). For this problem, for ROM dimension higher than 15, the
error is mostly due to the terms that do not depend on the truncation of the basis, but depend on the
error contributed by the spacing of the snapshots; therefore the method with higher order (O(∆4)) produces
smaller error.
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Figure 1: Experiment A. Error from the two methods at three different values of ∆ = 0.01, 0.0025, 0.005 and
different cutoff (ε) values. The x-axis is time t and the y-axis is log10(||e
Y (t)||2) (left) and log10(||e
Z(t)||2)
(right). Circles correspond to ∆t = 0.01, dots - to ∆t = 0.005, and crosses to ∆t = 0.0025. The plots on the
right correspond to error from Method 2 (solution and derivative snapshots) and plots on the left correspond
to error from Method 1 (no derivative snapshots).
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Figure 2: Experiment A. Error from the two methods at three different values of ∆ = 0.01, 0.0025, 0.005 and
different fixed RBS dimensions (l = 5, 10, 35, 50). The x-axis is time t and the y-axis is log10(||e
Y (t)||2) (left)
and log10(||e
Z(t)||2) (right). Circles correspond to ∆ = 0.01, dots - to ∆ = 0.005 and crosses to ∆ = 0.0025.
Red - Method 2, blue - Method 1. The y-axis is the decimal logarithm of the error.
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We note again that we have only derived upper bounds and not exact estimates of the error. The phe-
nomenon demonstrated above may not necessarily be valid in all cases. However, Experiment A demonstrates
the potential for achieving better accuracy of approximation when using Method 2 instead of Method 1 for
relatively low-dimensional ROMs.
4.1.2 Experiment B
In this experiment, the two ROM methods were explored for the nonlinear system (4.6) with λ = 2, of 402
(i.e. L = 200) equations with constant coefficients ∆x = 0.05, D1 = 5, D2 = 1, µ = 1, γ = 5, a = 0.1 and
I0(t) = 1.5(sin t)
2, I1(t) = 0.5(sin t)
2. Again, ODE solutions were computed in Matlab using ode15s with
both absolute and relative tolerances set to 10−14.
For the convenience of the reader, some of the text is identical with the previous section.
The system was solved on the time interval [0, 2]. The calculated FOM solution is shown on Figure S4
(Supplement). The figure shows the plots of the 402 variables yj(t) where time t is on the x-axis.
As in the previous example, for both methods, three sets of equidistant snapshots were collected, with
∆ = 0.04, 0.02, 0.01 and the errors from Method 1 and Method 2, ||eY (t)||2, ||e
Z(t)||2, were calculated. The
plots on Figure 3 demonstrate the size of these errors when ∆ is reduced, while keeping the first neglected
singular value σl+1 below a constant threshold, to compare with the predicted, by the derived bounds,
behavior of ||eY (t)||2 and ||e
Z(t)||2.
The top two plots in Figure 3 correspond to σl+1 ≤ 10
−15. Even though the problem is nonlinear, the
distances between the error curves suggest, similarly to the previous numerical experiment, that the error is
of higher order in ∆ than the error bounds indicate. The error incurred by applying a ROM with derivative
snapshots is again at least one order smaller than the error incurred by Method 1.
The middle and bottom two plots demonstrate the dependence of the error on the size of the largest
neglected singular value (σl+1 ≤ ε = 10
−7 and σl+1 ≤ ε = 10
−4) respectively. Similarly to the previous
numerical experiment (A), increasing the value of σl+1 generally decreases the distance between the curves
corresponding to different decreasing values of ∆ and increases the error in all three cases, since it is dom-
inated by the value of σl+1 which corresponds to the behavior of the error predicted by the error bounds.
This behavior is clearly seen on the bottom plots of Figure 3, where the plots indicate that reducing ∆ has
miniscule (right plot, Method 2) or zero (left plot, method 1) effect on the magnitude of the error. Note
again that the error corresponding to smaller ∆ is not always smaller (middle and bottom right plots) when
the value of σl+1 is significant.
Next we present the results of an experiment with the same nonlinear system where we compare the
error from the two methods with the three different snapshot spacings where the dimension of the RBS is
fixed (Figure 4). For the 402-variable FOM, equidistant snapshots in time of both the FOM solution and
its time derivative were collected at spacings of ∆ = 0.01, 0.02 and 0.04. Dimensions of 5, 10, 15, . . . , 50 were
considered. Presented are 4 of the calculations, with ROM space dimensions =5, 20, 25, 50, to illustrate the
observed tendency. For a very low ROM dimension, e.g. l = 5, Method 1 and Method 2 produce similar
errors (≈ 10−2) and for each method decreasing ∆ does not have any effect on the error (Figure 4). At
l = 5, σ6 ≈ 10
−2 for both methods and all three values of ∆ (Figure S4, Supplement) and the magnitude
of the error is determined by the basis truncation as suggested by our error bounds. We further focus on
the case with ∆ = 0.04 (50 collected snapshots, plots with circles). When the ROM basis has dimension
l = 20 ||eY (t)||2 becomes larger than ||e
Z(t)||2 and remains so for all fixed RBS dimensions 25, . . ., 50.
The same tendency of the error from Method 2 to become smaller than that of Method 1 when increasing
the RBS dimension is observed in the case with ∆ = 0.02 (100 snapshots). More precisely, for the case when
100 solution snapshots were collected, at l = 25, ||eY (t)||2 becomes larger than ||e
Z(t)||2 and remains so for
the larger RBS dimensions 30, 35, . . ., 50 (dotted plots). This tendency is likely true for the third case
∆ = 0.01 (200 snapshots) as well (calculations with RBS dimensions over 50 were not done).
The latter again demonstrates the potential for achieving better accuracy of approximation when using
Method 2 compared to Method 1 for relatively low - dimensional ROMs.
Similarly to the previous example, plotting the distributions of the singular values helps to get insight
about the behavior of the error, observed on Figure 4. The plot of the distributions of the singular values
in the two ROMs is presented on Figure S6 (Supplement). It is observed that for a given ∆, there is a
dimension l such that σl+1 is comparable to the magnitude of the error produced by both methods. Then
Method 2 produces less error than Method 1 for ROM dimensions greater than l.
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Figure 3: Experiment B. Error from the two methods at three different values of ∆t = 0.01, 0.02, 0.04 and
different cutoff (ε) values. The x-axis is time t and the y-axis is log10(||e
Y (t)||2) (left) and log10(||e
Z(t)||2)
(right). Circles correspond to ∆ = 0.04, dots - to ∆ = 0.02 and crosses to ∆ = 0.01. The plots on the right
correspond to error from Method 2 (solution and derivative snapshots) and plots on the left correspond to
error from Method 1 (no derivative snapshots).
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Figure 4: Experiment B. Error from the two methods at three different values of ∆t = 0.04, 0.02, 0.01 and
different fixed RBS dimensions (l = 5, 20, 25, 50 and for the problem in Experiment B. Circles correspond to
∆ = 0.04, dots - to ∆ = 0.02 and crosses to ∆ = 0.01. Blue - Method 1, red - Method 2. The y-axis is the
decimal logarithm of the error.
For ∆ = 0.04 and l ≥ 25, σl+1 < 10
−8 for for both Method 1 and Method 2 ROMs and the maximum of
error is of similar order (10−6.5−10−7.5. As we saw, at l ≥ 20, Method 2 yields more accurate approximation
of the FOM than Method 1. As the bounds we derived suggest, this phenomenon is a trade-off between the
value of σl+1 which at some point (here l = 20) becomes sufficiently small so that the error is dominated by
the terms containing ∆2 and ∆4 in both methods. The latter trade-off leads to Method 2 becoming more
accurate than Method 1, because of its higher order of approximation O(∆4).
4.1.3 Experiment C
In this experiment we explore what happens with the error if the distance between the times at which the
snapshots were collected is not small. We consider the same nonlinear system of equations as in experiment B,
which was, however, solved numerically on the time interval [0,20]. For the ROMs 40, 20 and 10 equidistant
snapshots were collected with ∆ = 0.5, 1, 2 respectively. The solution of the system is shown on Figure S5
(Supplement).
We consider the same type of scenarios as in the previous examples. Having in mind the bounds we
derived, we still expect to see decrease in the error when σl+1 is very small. This is indeed demonstrated
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on Figure 5, top plots (σl+1 < 10
−15). Again, as in the previous examples, the difference between the plots
is larger than expected. Similarly to the previous experiments as well, for larger σl+1, the errors become of
similar magnitude when ∆ is decreased, indicating that the value of σl+1 dominates the error. Interestingly,
when t grows, the error decreases initially and then stabilizes around some value. For this specific problem,
the error produced by Method 1 is larger than the error from Method 2, even for ∆ ≥ 1. The error is
remarkably small given the relatively small number of snapshots taken.
Figure 6 presents the results of an experiment with the same nonlinear system where we compare the
error from the two methods with the three different time steps and where the dimension of the RBS is fixed.
Presented are plots of the error for 8 cases where the RBS dimensions are held fixed at 5, 10, 15, 20, 25, 30,
35 and 40. When the dimension of the RBS is 5 or 10, the magnitude of the error is similar for both methods
and all distances between the snapshots (top two plots on Figure 6) and also comparable to the magnitude
of the first neglected singular value (σ6, σ11 respectively). For larger RBS dimensions, the error produced
by Method 2 becomes smaller than that produced by Method 1. Specifically, since one cannot construct a
POD ROM of higher dimension than the number of snapshots collected, the approximation from Method 2
becomes better than that from Method 1 when increasing the the RBS dimension above 10 (circle symbol
plots).
0 2 4 6 8 10 12 14 16 18 20
−14
−12
−10
−8
−6
−4
−2
0
Decimal log of errors, N1=  40, N2=  20, N3=  10, n= 402 
Periodic BC y0t=−r0*(sin(t))2, y1t=−r1*(sin(t))2,   r0= 1.50   r1= 0.50,  x= 10.000 
eps=  1e−15  a= 0.10  D1= 5.00  D2= 1.00  lambda= 2.00  gamma= 5.00   mu= 1.00  l0=  40,  l0=  20,  l0=  10
0 2 4 6 8 10 12 14 16 18 20
−14
−12
−10
−8
−6
−4
−2
Decimal log of errors, N1=  40, N2=  20, N3=  10, n= 402 
Periodic BC y0t=−r0*(sin(t))2, y1t=−r1*(sin(t))2,   r0= 1.50   r1= 0.50,  x= 10.000 
eps=  1e−15  a= 0.10  D1= 5.00  D2= 1.00  lambda= 2.00  gamma= 5.00   mu= 1.00  l1=  80,  l1=  40,  l1=  20
0 2 4 6 8 10 12 14 16 18 20
−5
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
Decimal log of errors, N1=  40, N2=  20, N3=  10, n= 402 
Periodic BC y0t=−r0*(sin(t))2, y1t=−r1*(sin(t))2,   r0= 1.50   r1= 0.50,  x= 10.000 
eps=  0.0001  a= 0.10  D1= 5.00  D2= 1.00  lambda= 2.00  gamma= 5.00   mu= 1.00  l0=  17,  l0=  13,  l0=  10
0 2 4 6 8 10 12 14 16 18 20
−6
−5.5
−5
−4.5
−4
−3.5
−3
−2.5
−2
Decimal log of errors, N1=  40, N2=  20, N3=  10, n= 402 
Periodic BC y0t=−r0*(sin(t))2, y1t=−r1*(sin(t))2,   r0= 1.50   r1= 0.50,  x= 10.000 
eps=  0.0001  a= 0.10  D1= 5.00  D2= 1.00  lambda= 2.00  gamma= 5.00   mu= 1.00  l1=  20,  l1=  18,  l1=  14
Figure 5: Experiment C. Error from the two methods at three different values of ∆t = 0.5, 1, 2 and different
cutoff (ε) values. Circles correspond to ∆ = 0.5, dots - to ∆ = 1 and crosses to ∆ = 2. Left plot - Method
1; right - Method2.
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Figure 6: Experiment C. Error from the two methods at three different values of ∆ = 0.5, 1, 2 and different
fixed RBS dimensions (l = 5, 10, 15, 20, 25, 30, 35, 40). Circles correspond to ∆ = 0.5, dots - to ∆ = 1 and
crosses to ∆ = 2. Red - method 2, blue - method 1. The y-axis is the decimal logarithm of the error.
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Similarly, the error from Method 1 when using 20 snapshots (blue dots, Figure 6) is larger or equal to
the error from Method 2 (red dots) when the dimension of the RBS is greater than 20 (third row of plots).
In Figure S6 (Supplement) we present the distributions of the singular values in the 6 calculations (Method
1 and Method 2, three valued of ∆).
These results demonstrate the possibility of reducing the error of approximation using ROMs constructed
via Method 2 compared to ROMs via Method 1 while keeping a low dimension of the ROM.
5 Discussion
Time derivatives include important information about the behavior of solutions of time dependent problems.
It is reasonable to expect that POD ROMs including this additional information would approximate more
accurately the solution of the FOM. It can be argued that difference quotients, used by some authors as
discussed in the Introduction, are good approximations of the time-derivatives, which is true when the time
intervals between snapshots are sufficiently small. DQs are not approximations if the solution snapshots are
taken at relatively large intervals. Further, for dynamical systems of the form (2.1) calculating the derivatives
at the times at which solution snapshots were calculated, come at almost no additional computational cost.
Finally, unlike DQs, derivative snapshots do not belong to the reduced space generated by the solution
snapshots. These arguments justify a comparative study of the accuracy of the POD ROM based on two
types of snapshot selection - with and without using time derivatives as snapshots.
We have derived error bounds that suggest that using time derivative snapshots may decrease the ap-
proximation error if the first neglected singular value is not too large. We also demonstrate by numerical
examples that the method with time derivative snapshots can yield significantly smaller (error of approxi-
mation. Specifically, we show that when we take a small number of snapshots and use all of them to define
the ROMs, Method 2 produces considerably smaller approximation error than Method 1.
The general method we use to derive the error bounds in this paper has been used by other authors:
deriving an equation for the error, directly integrating it and applying the Gronwall inequality by using
assumptions for sufficient smoothness of the right-hand side of the system and its solutions and the respective
Lipschitz constants. The innovative part of the method used here is the application of interpolation methods
(Lagrange and Hermite interpolations in the two cases considered). This approach enabled the derivation
of error bounds containing the time intervals ∆i between the snapshots and the orders of approximation
expressed in terms of ∆i.
This analysis of the error is the first emphasizing the relative significance of the two sources of the error
- one coming from the reduced dimension l, via the size of the first neglected singular value of the snapshot
matrix, and the other from the term O(∆α), where α has different values (4 and 2) for the two methods
(with and without time derivative snapshots). We believe that the study presented here contributes to
understanding the error in POD ROMs. It is notable that even though we derive upper bounds for the
error, and not estimates, these bounds are quite informative about these sources of error and the numerical
experiments support what is expected from the bounds.
Based on the numerical experiments performed it seems that the order α of the error may be higher than
predicted by the error bounds we derive. More accurate bounds result from using the logarithmic norm as
in [18] (which would primarily affect the exponential term in the error bounds) or other methods of error
estimation that yet need to be defined. Our further goal is to devise methods using these or improved bounds
for rational selection of the time moments of the snapshots.
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7 Supplement
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V(x,t): MOL with n= 402 eqs
BC y0t=−r0; y1t=−r1,   r0= 1.00   r1= 5.00, 
 a= 0.00  D1= 15.00  D2= 10.00  lambda= 0.00  gamma= 5.00   mu= 10.00
Figure S1: Experiment A. Solution of the full system. x-axis - time, y-axis - space. The plot represents a
set of 201 plots of the calculated solution vi(t), i=0, 200.
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Singular values: method 1 (.) and method 2 (−)
BC y0t=−r0; y1t=−r1,   r0= 1.00   r1= 5.00,  x= 10.000 
 a= 0.00  D1= 15.00  D2= 10.00  lambda= 0.00  gamma= 5.00   mu= 10.00 
Figure S2: Experiment A. Distribution of the singular values for the two ROMs and three different snapshot
spacings. Dots: Method 1; continuous line: Method 2; Red: ∆ = 0.0025; Blue: ∆ = 0.005; Green: ∆ = 0.01.
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V(x,t): MOL with n= 402 eqs
Periodic BC y0t=−r0*(sin(t))2, y1t=−r1*(sin(t))2,   r0= 1.50   r1= 0.50, 
 a= 0.10  D1= 5.00  D2= 1.00  lambda= 2.00  gamma= 5.00   mu= 1.00
Figure S3: Experiment B. Solution of the full system. x-axis - time, y-axis - space. The plot represents a
set of 201 plots of the calculated solution vj(t), i=0, 200.
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Singular values: method 1 (.) and method 2 (−)
Periodic BC y0t=−r0*(sin(t))2, y1t=−r1*(sin(t))2,   r0= 1.50   r1= 0.50,  x= 10.000 
 a= 0.10  D1= 5.00  D2= 1.00  lambda= 2.00  gamma= 5.00   mu= 1.00 
Figure S4: Experiment B. Distribution of the singular values for the two ROMs and three different snapshot
spacings. Dots: Method 1; continuous line: Method 2; Red: ∆ = 0.01; Blue: ∆ = 0.02; Green: ∆ = 0.04.
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V(x,t): MOL with n= 402 eqs
Periodic BC y0t=−r0*(sin(t))2, y1t=−r1*(sin(t))2,   r0= 1.50   r1= 0.50, 
 a= 0.10  D1= 5.00  D2= 1.00  lambda= 2.00  gamma= 5.00   mu= 1.00
Figure S5: Experiment C. Solution of the full system. x-axis - time, y-axis - space. The plot represents a
set of 201 plots of the calculated solution vi(t), i=0, 200.
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Singular values: method 1 (.) and method 2 (−)
Periodic BC y0t=−r0*(sin(t))2, y1t=−r1*(sin(t))2,   r0= 1.50   r1= 0.50,  x= 10.000 
 a= 0.10  D1= 5.00  D2= 1.00  lambda= 2.00  gamma= 5.00   mu= 1.00 
Figure S6: Experiment C. Distribution of the singular values for the two ROMs and three different snapshot
spacings. Dots: Method 1; continuous line: Method 2; Red: ∆ = 0.0025; Blue: ∆ = 0.005; Green: ∆ = 0.01.
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