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a b s t r a c t
The highly accurate block-grid method for solving Laplace’s boundary value problems on
polygons is developed for nonanalytic boundary conditions of the first kind. The quadrature
approximation of the integral representations of the exact solution around each reentrant
corner(‘‘singular’’ part) are combined with the 9-point finite difference equations on the
‘‘nonsingular’’ part. In the integral representations, and in the construction of the sixth
order gluing operator, the boundary conditions are taken into account with the help of
integrals of Poisson type for a half-plane which are computed with ε accuracy. It is proved
that the uniformerror of the approximate solution is of orderO(h6+ε),where h is themesh
step. This estimation is true for the coefficients of singular terms also. The errors of p-order
derivatives (p = 0, 1, . . .) in the ‘‘singular’’ parts are O((h6 + ε)r1/αj−pj ), rj is the distance
from the current point to the vertex in question and αjπ is the value of the interior angle
of the jth vertex. Finally, we give the numerical justifications of the obtained theoretical
results.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
It is well known that the use of classical finite difference or finite element methods for solving the elliptic boundary
value problems with singularities is ineffective. A special construction is usually needed for the numerical scheme near the
singularities to get highly accurate approximate solution as given by Andreev [1], Brenner [2], Li and Lu [3], Dosiyev [4],
Xenophontos et al. [5], Liu [6] and references therein.
In the last decade, to improve the accuracy of the approximate solution a special emphasis has been placed on the
construction of combined methods, in which differential properties of the solution in different parts of the domain are
used (see [7–14]).
In [4,10–12] a new combined difference-analytical method, called the block-grid method (BGM), is given for solving
the Laplace equation on polygons, when the boundary functions on the sides causing the singular vertices are given
as algebraic polynomials of arclength. In BGM, by making an artificial boundary, we reduce the problem to a domain
without singularities (the ‘‘nonsingular’’ part of the polygon). Exact boundary conditions used on the artificial boundary
are the integral representations around singular vertices, on blocks (the ‘‘singular’’ parts of the polygon). Then, on the
‘‘nonsingular’’ part the Laplace equation is approximated by finite difference equations, and on the ‘‘singular’’ part an
exponentially convergent quadrature formula is used. A gluing operator of appropriate order is constructed for gluing
together the grids and blocks. The BGM gives a highly accurate approximation not only for the exact solution, but also
for its derivatives in the ‘‘singular’’ parts, which is problematic for other methods.
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When theboundary functions are nonanalytic, the integral representations contain additionally the Poisson type integrals
for a half plane, which beforehand need an approximationwith some ε > 0 accuracy. Hence to construct a high order BGM a
special construction of the gluing operator near the boundary of the polygon is needed. Furthermore, from the results in [15]
it follows that for the boundary functions from the Hölder classes C6,λ, 0 < λ < 1, the order of maximum error of 9-point
solution in the ‘‘nonsingular’’ part can be O(h6), where h is the mesh step. Therefore, a construction of the sixth order BGM
is reasonable.
In this paper the sixth order block-gridmethod is constructed and justified for solving the Dirichlet problem for Laplace’s
equation on staircase polygons i.e., interior angles αjπ, αj = 1/2, 1, 3/2, 2, with nonanalytic boundary functions from
C6,λ, 0 < λ < 1. To connect the systemof equations obtained from the approximation of the integral representations around
each singular vertex with the 9-point approximation of the Laplace equation on the ‘‘nonsingular’’ part of the polygon, the
sixth order gluing operator given in [4] is developed. In the construction of the gluing operator near the boundaries of the
polygon a special representation of the harmonic function through the integrals of Poisson type for a half plane is used. This
harmonic function also takes part in the integral representation of the exact solution around each singular vertex. It is proved
that the final uniform error is of order O(h6+ε), where h is themesh step for the ‘‘nonsingular’’ part, and ε is the error of the
approximation of the Poisson type integrals. For the errors of p-order derivatives (p = 0, 1, . . . ), the difference between the
approximate and exact solutions in the ‘‘singular’’ parts (block sectors) is of order O((h6+ε)r1/αj−pj ), where rj is the distance
from the current point to the singular vertex in question. Finally, we illustrate the method of finding a highly accurate
solution and its derivatives of the problem in an L-shaped polygon with corner singularity. The error analysis depending on
ε, for a fixed ε depending on the mesh size h, and a number of quadrature nodes n are given. The dependence of the results
on the smoothness of the boundary functions are also demonstrated. Furthermore, a simple and highly accurate formulae
to calculate the coefficients of the singular terms are given.
In [13], the restriction on the boundary functions to be algebraic polynomials on the sides of the polygon causing the
singular vertices is also removed. These polynomials are replaced by the functions from the Hölder classes C2,λ, 0 < λ < 1,
and the second order BGM by using linear interpolation gluing operator, is constructed.
2. Integral representation of a solution
Let G be an open simply connected staircase polygon, γj, j = 1(1)N , be its sides, including the ends, enumerated
counterclockwise. γ = γ1 ∪ · · · ∪ γN be the boundary of G, αjπ, αj ∈ { 12 , 1, 32 , 2}, be the interior angle formed by the
sides γj−1 and γj, (γ0 = γN). Denote by Aj = γj−1 ∩ γj the vertex of the j-th angle, and by rj, θj a polar system of coordinates
with pole in Aj, where the angle θj is taken counterclockwise from the side γj. Let Ck,λ(Ω) be the class of functions that have
continuous k-th derivatives onΩ satisfying the Hölder condition with the exponent λ ∈ (0, 1).
We consider the boundary value problem
1u = 0 on G, u = ϕj(s) on γj, 1 ≤ j ≤ N, (1)
where∆ ≡ ∂2/∂x2 + ∂2/∂y2, ϕj is a given function on γj of arc length s taken along γ , and
ϕj ∈ C6,λ(γj). (2)
At some vertices Aj, (s = sj) for αj = 1/2 the conjugation conditions
ϕ
(2q)
j−1 (sj) = (−1)qϕ(2q)j (sj), q = 0, 1, 2, (3)
are fulfilled. Let E be the set all j, (1 ≤ j ≤ N) for which αj ≠ 1/2 or αj = 1/2 but (3) is not fulfilled, and let
Tj(r) = {(rj, θj) : 0 < rj < r, 0 < θj < αjπ}, j ∈ E. In the neighborhood of Aj, j ∈ E we construct two fixed block-
sectors T ij = Tj(rji) ⊂ G, i = 1, 2, where 0 < rj2 < rj1 < min{sj+1 − sj, sj − sj−1}.
Let (see [16])
ϕj0(r) = ϕj(sj + r)− ϕj(sj), ϕj1(r) = ϕj−1(sj − r)− ϕj−1(sj),
Qj(rj, θj) = ϕj(sj)+ (ϕj−1(sj)− ϕj(sj))θj/αjπ + 1
π
1
k=0
 σjk
0
yjϕjk(rαj)dr
(r − (−1)kxj)2 +y2j , (4)
where
xj = r1/αjj cos(θj/αj), yj = r1/αjj sin(θj/αj), (5)
σjk =
sj+1−k − sj−k1/αj , j ∈ E. (6)
The function Qj(rj, θj) has the following properties:
(i) Qj(rj, θj) is harmonic and bounded in the infinite angle 0 < rj <∞, 0 < θj < αjπ ;
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Fig. 1. Illustration of the BGM for the L-shaped domain.
(ii) Qj(rj, θj) satisfies the boundary conditions in (1) on γj−1 ∩ T 1j and γj ∩ T 1j , j ∈ E, except for the point Aj (the vertex of the
sector) when ϕj−1(sj) ≠ ϕj(sj), and except at the endpoints of γj−1 and γj located at the other vertices.
Remark 2.1. We formally set the value of Qj(rj, θj) and the solution u of problem (1) at the vertex Aj equal to (ϕj−1(sj) +
ϕj(sj))/2, j ∈ E.
Lemma 2.1 (Volkov [17]). The solution u of the boundary value problem (1) can be represented on T 2j \ Vj, j ∈ E in the form
u(rj, θj) = Qj(rj, θj)+
 αjπ
0
Rj(rj, θj, η)(u(rj2, η)− Qj(rj2, η))dη, (7)
where Vj is the curvilinear part of the boundary of T 2j ,
Rj(r, θ, η) = 1
αj
1
k=0
(−1)kR

r
rj2
 1
αj
,
θ
αj
, (−1)k η
αj

, j ∈ E, (8)
R(r, θ, η) = 1− r
2
2π(1− 2r cos(θ − η)+ r2) . (9)
3. Construction of the algebraic problem
We cover the polygon G by a finite number of overlapping sectors and rectangles, as in [11].
In the neighborhood of each vertex Aj, j ∈ E of the polygon G we construct two more sectors T τj = T (rjτ ), τ = 3, 4,
where 0 < rj4 < rj3 < rj2, rj3 = (rj2 + rj4)/2, T 3k ∩ T 3l = ∅, k ≠ l, k, l ∈ E, and T 1j and T 2j are the sectors given in Section 2.
Denote by GT = G r
∪j∈E T 4j .
LetΠk ⊂ GT , k = 1(1)M, (M <∞) be certain fixed open rectangles with arbitrary orientation, generally speaking, with
sides a1k and a2k, where a1k/a2k is a rational number, and G = (∪Mk=1Πk)∪ (∪j∈E T 3j ). Let ηk be the boundary of the rectangle
Πk and Vj be the curvilinear part of the boundary of the sector T 2j , and tj = (∪1≤k≤M ηk) ∩ T 3j . We call GNS = G ∩
∪Mk=1Πk
the ‘‘nonsingular’’, and GS = G r GNS the ‘‘singular’’ part of the polygon G. In Fig. 1 as an illustration, the L-shaped domain
( j = 1) is covered by four rectanglesΠk, k = 1, 2, 3, 4, and by one sector T 31 . The ‘‘singular’’ part is the polygon A1abcdeA1,
and t1 is the polygonal line abcde.
The following general requirement is imposed on the arrangement of the rectanglesΠk, k = 1(1)M and sectors T 2j , j ∈ E:
any point P lying on ηk0 = ηk ∩ GT , 1 ≤ k ≤ M , or located on Vj ∩ G, j ∈ E, falls inside at least one of the rectangles
Πk(P), 1 ≤ k(P) ≤ M , depending on P , and the distance from P to GT  ηk(p) is not less than some constant ~0 > 0
independent of P . The quantity ~0 is called the depth of gluing of the figuresΠk, k = 1(1)M and T 2j , j ∈ E.
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We introduce the parameter h ∈ (0, ~0/4] and define a square grid on Πk, k = 1(1)M , with maximal possible step
hk ≤ min{h,min{a1k, a2k}/6} such that the boundary ηk lies entirely on the grid lines. Let Πhk be the set of grid nodes on
Πk, let ηhk be the set of nodes on ηk, and let Π
h
k = Πhk ∪ ηhk . We denote the set of nodes on ηk0, and on tj by ηhk0, and by
thj respectively, and the set of remaining nodes on ηk by η
h
k1. We also introduce the natural number n and the quantities
n( j) = max{4, [αjn]}, βj = αjπ/n( j), and θmj = (m − 1/2)βj, j ∈ E, 1 ≤ m ≤ n( j). On the arc Vj we choose the points
(rj2, θmj ), 1 ≤ m ≤ n( j), and denote the set of these points by V nj .
Let
ωh,n = ∪Mk=1 ηhk0 ∪ (∪j∈E V nj ), Gh,n = ωh,n ∪ (∪Mk=1Πhk).
Let ϕ = ϕjNj=1, where ϕj is the given function in (1). We introduce a matching operator S6 at the points of the set
ωh,n = ∪Mk=1 ηhk0 ∪ (∪j∈E V nj ). The value of S6(uh, ϕ) at the point P ∈ ωh,n is expressed linearly in terms of the values of uh
at some nodes Pτ of the grid constructed onΠk(P) ∋ P and in terms of the boundary values of ϕ at a fixed number of points.
If there is more than one rectangle containing P , we choose Πk(P) such that part of the boundary ηk(P),0 is the maximum
distance away from P . The pattern of the operator S6 is located in a neighborhood O(h) of the point P , and in a uniform
metric for ϕ ≡ 0 its norm is not greater than one. Moreover, u− S6(uh, ϕ) = O(h6) uniformly on ωh,n.
Let ωh,nI be the set of P ∈ ωh,n such that the distance from the sides of the chosen rectangle is not less than 2h, and let
ω
h,n
D = ωh,n \ ωh,nI . Denote by ωh,nD,τ the set of P ∈ ωh,nD such that the distance from the side γτ , 1 ≤ τ ≤ N , of the polygon G
is less than 2h. It is obvious that ωh,nD = ∪1≤τ≤N ωh,nD,τ .
For each point P ∈ ωh,nI , we use the operator S6 constructed in [11], which S6(uh, ϕ) has the representation
S6(uh, ϕ) ≡ S6uh =
30
µ=0
ξµuh,µ, ξµ ≥ 0,
30
µ=0
ξµ = 1, (10)
where uh,µ = uh(Pµ), ξµ, µ = 0, 1, . . . , 30 are real numbers.
Let xτ , yτ be a rectangular system of coordinates with origin at the vertex Aτ and with positive semi-axis xτ directed
along the side γτ , 1 ≤ τ ≤ N , and let
Q0τ (xτ , yτ ) = 1
π
 sτ+1
sτ
yτϕτ (s)ds
(s− sτ − xτ )2 + y2τ
. (11)
The function (11) is the Poisson integral for the half-plane yτ > 0, which is harmonic there, and
lim
yτ→0
yτ >0
Q0τ (xτ , yτ ) = ϕτ (sτ + xτ ), (12)
for each fixed xτ ∈ (0, sτ+1− sτ ) [18]. On the basis of (1), (11) and (12), it follows that the function u−Q0τ is harmonic and
vanishes on the open part of γτ . Then the function u− Q0τ is extendable as an odd function across γτ . Thus, the expression
S6 (uh − Q0τ ) for each point P ∈ ωh,nD can be constructed by the formula (10), and we define S6(uh, ϕ) as
S6(uh, ϕ) = S6 (uh − Q0τ )+ (Q0τ )|P . (13)
We denote for each (rj, θj) ∈ thj ,
R(q)jh (rj, θj) =
Rj(rj, θj, θ
q
j )
max

1, βj
n( j)
q=1
Rj(rj, θj, θ
q
j )
 , (14)
where Rj(rj, θj, η) is the kernel defined by (8). It is obvious that
0 ≤ R(q)jh (rj, θj) ≤ Rj(rj, θj, θ qj ), j ∈ E, 1 ≤ q ≤ n( j), (15)
and from Lemma 2.5 in [19] it follows that
βj
n( j)
q=1

Rj(rj, θj, θ
q
j )− R(q)jh (rj, θj)

≤ c0j exp
−d0j n , (16)
where c0j and d
0
j are positive constants independent on n. Moreover, from the estimation (2.29) in [19] the existence of the
positive constants n0 and σ follows such that, for n ≥ n0,
max
(rj,θj)∈T3j
βj
n( j)
q=1
Rj(rj, θj, θ
q
j ) ≤ σ < 1. (17)
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We put
Qjh = Qj(rj, θj), (rj, θj) ∈ thj , Q qj2 = Qj(rj2, θ qj ), and Q0τ = Q0τ (xτ , yτ ). (18)
The quantities Qjh,Q
q
j2, and Q0τ are given by (4)–(6) and (11) which contain integrals that have not been computed exactly in
the general case. Assume that approximate values Q εjh,Q
qε
j2 , and Q
ε
0τ of the quantities in (18) are knownwith accuracy ε > 0,
i.e., Q εjh − Qjh ≤ c1ε, Q qεj2 − Q qj2 ≤ c1ε, Q ε0τ − Q0τ  ≤ c1ε (19)
where j ∈ E, 1 ≤ q ≤ n( j), 1 ≤ τ ≤ N , and c1 is a constant independent of ε.
Consider the system of linear algebraic equations
uεh = Buεh onΠhk , (20)
uεh = ϕm on ηhk1 ∩ γm, (21)
uεh(rj, θj) = Q εjh + βj
n( j)
q=1
(uεh(rj2, θ
q
j )− Q qεj2 )Rqj (rj, θj) on (rj, θj) ∈ thj , (22)
uεh = S6(uεh, ϕ) on ωh,n = ωh,nI ∪ ωh,nD , (23)
where 1 ≤ k ≤ M, 1 ≤ m ≤ N, j ∈ E;
Bu(x, y) ≡ (u(x+ h, y)+ u(x, y+ h)+ u(x− h, y)+ u(x, y− h))/5+ (u(x+ h, y+ h)+ u(x− h, y+ h)
+ u(x− h, y− h)+ u(x+ h, y− h))/20,
S6(uεh, ϕ) is defined by (10) and (13).
Theorem 3.1. There is a natural number n0 such that, for all n ≥ n0 and for any ε > 0, the system (20)–(23) has a unique
solution.
Proof. The proof of Theorem 3.1 follows from Lemma 2 in [11] by taking (10), (13), (15) and (17) into account and by the
maximum principle. 
Definition 3.1. The solution of the system (20)–(23) is called a numerical solution of the problem (1) on the
‘‘nonsingular’’ part GNS of G.
Definition 3.2. We consider the sector T ∗j = Tj(r∗j ), where r∗j = (rj2 + rj3)/2, j ∈ E. Let uεh(rj2, θ qj ), 1 ≤ q ≤ n( j), j ∈ E, be
the solution values of the system (20)–(23) on V hj (at the quadrature nodes). The function
Uεh (rj, θj) = Qj(rj, θj)+ βj
n( j)
q=1
Rj(rj, θj, θ
q
j )(u
ε
h(rj2, θ
q
j )− Q qεj2 ), (24)
defined on T ∗j , is called an approximate solution of the problem (1) on the ‘‘singular’’ part on T
3
j , j ∈ E.
Remark 3.1. From the Definitions 3.1 and 3.2 it follows that, if we solve the system of finite difference equations (20)–(23)
on the ‘‘nonsingular’’ part of Gwith a prescribed accuracy, then for any point of the ‘‘singular’’ part on T
3
j , j ∈ E Eq. (24) gives
an explicit formula for the approximate solution.
4. Convergence of the block-grid equations
Let
ξ εh = uεh − u, (25)
where uεh is a solution of the system (20)–(23), and u is the trace on G
h,n
T of the solution of (1). On the basis of (1), (20)–(23)
and (25) the error ξ εh satisfies the system of difference equations
ξ εh = Bξ εh + r1h onΠhk ,
ξ εh = 0 on ηhk1,
ξ εh (rj, θj) = βj
n( j)
q=1
ξ εh (rj2, θ
q
j )R
q
j (rj, θj)+ r2jh, (rj, θj) ∈ thj , (26)
ξ εh = S6ξ εh + r3h on ωh,n,
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where 1 ≤ k ≤ M, j ∈ E,
r1h = Bu− u on ∪Mk=1Πhk , (27)
r2jh = βj
n( j)
q=1
(u(rj2, θ
q
j )− Q qεj2 )Rqj (rj, θj)− (u− Q εj ) on (∪j∈E thj ), (28)
r3h =

S6u− u on ωh,nI ,
S6(u− Q ε0τ )− (u− Q ε0τ )P , P ∈ ωh,nD,τ , 1 ≤ τ ≤ N.
(29)
In what follows and for simplicity, we will denote constants which are independent of h and ε by c .
Lemma 4.1. For any ε > 0,
max
ωh,n
r3h  ≤ c(h6 + ε). (30)
Proof. The set of pointsωh,n are located from the vertices of the polygon G at the distance exceeding some positive quantity
independent of h. Then, on the basis of (2) and (3), the estimation (4.64) in [20], and from (29) for the set ωh,nI , we obtain
max
ω
h,n
I
r3h  ≤ ch6. (31)
For any point P ∈ ωh,nD,τ , 1 ≤ τ ≤ N we have
r3h = S6(u− Q0τ )− (u− Q0τ )|P + S6(Q0τ − Q ε0τ )− (Q0τ − Q ε0τ )

P . (32)
The functions u and Q0τ are harmonic, they take the same value ϕτ ∈ C6,λ on γτ , hence there exists a real h0 such that for
all h ≤ h0, all sixth order derivatives are bounded on a closed domain containing all of the points used for the expression
S6(u− Q0τ ). This gives
max
ω
h,n
D
S6(u− Q0τ )− (u− Q0τ )|P  ≤ ch6. (33)
By virtue of (10) and (19) we have
max
1≤τ≤N
S6(Q0τ − Q ε0τ ) ≤ c1ε, max1≤τ≤N  (Q0τ − Q ε0τ )P  ≤ c1ε. (34)
Hence by (29)–(34), we obtain
max
ω
h,n
D
r3h  ≤ c(h6 + ε). (35)
From (31) and (35) the inequality (30) follows. 
Lemma 4.2. There exists a natural number n0 such that, for all n = max{n0, [ln1+~ h−1] + 1}, where ~ > 0 is a fixed number,
and for any ε > 0,
max
j∈E
r2jh ≤ c(h6 + ε). (36)
Proof. On the basis of (28), Lemma 2.1, (16), (17) and (19), the proof of Lemma 4.2 is carried out analogously by the proof
of Lemma 6.2 in [4]. 
Theorem 4.3. There exists a natural number n0 such that, for
n ≥ max n0, ln1+~ h−1+ 1 ,
where ~ > 0 is a fixed number, and for any ε > 0,
max
Gh,nT
uεh − u ≤ c(h6 + ε). (37)
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Proof. Let vεh be a solution of the system (26) when the functions r
1
h , r
2
jh, and r
3
h in some rectangular gridΠ
h
k∗ are the same
as in (27)–(29), but are zero in G
h,n
T \Πhk∗ . Let thk∗j = Πhk∗ ∩ thj , and let thk∗j ≠ ∅. It is obvious that
W = max
Gh,nT
vεh = max
Π
h
k∗
vεh . (38)
We represent the function vh on G
h,n
T in the form
vεh =
4
µ=1
vεh,µ, (39)
where the functions vεh,µ, µ = 2, 3, 4 are defined onΠhk∗ as a solution of the system of equations
vεh,2 = Bvεh,2 onΠhk∗ , vεh,2 = 0 on ηhk∗1,
vεh,2(rj, θj) = r2jh, (rj, θj) ∈ thk∗j, vεh,2 = 0 on ωh,n; (40)
vεh,3 = Bvεh,3 onΠhk∗ , vεh,3 = 0 on ηhk∗1,
vεh,3(rj, θj) = 0, (rj, θj) ∈ thk∗j, vεh,3 = r3h on ωh,n; (41)
vεh,4 = Bvεh,4 + r1h onΠhk∗ , vεh,4 = 0 on ηhk∗1,
vεh,4(rj, θj) = 0, (rj, θj) ∈ thk∗j, vεh,4 = 0 on ωh,n, (42)
with
vεh,µ = 0, µ = 2, 3, 4 on Gh,nT \Πhk∗ . (43)
On the basis of Lemmas 4.1 and 4.2, the principle of maximum and (43), (40) and (41), we obtain
W2 = max
Gh,nT
vεh,2 ≤ c(h6 + ε), (44)
W3 = max
Gh,nT
vεh,3 ≤ c(h6 + ε). (45)
The function vεh,4 being a solution of the system (42) with (43) as the error of the finite difference solution, with step
hk∗ ≤ h, of the Dirichlet problem
1w = 0 onΠk∗ , w = ψk∗ on ηk∗ , (46)
where
ψk∗ =

ϕl on ηk∗1 ∩ γl,
u on ηk∗0,
, (47)
u is a solution of the problem (1), 1 ≤ l ≤ N . It is obvious that a solution of the problem (46) is unique, and w ≡ u onΠ k∗ .
Since the boundary of Πk∗ is located from the vertices Aj, j ∈ E of the polygon G at the distance exceeding some positive
quantity independent of h, ψk∗ ∈ C6,λ(ηk∗), 0 < λ < 1, and by the virtue of (43) and Theorem 12 from [15], we obtain
W4 = max
Gh,nT
vεh,4 = max
Π
h
k∗
vεh,4 ≤ ch6. (48)
On the basis of (39)–(43), (10), (13), (17) and by principle of maximum there exists a real number λ∗, 0 < λ∗ < 1,
independent of h, such that for n ≥ max n0, ln1+~ h−1+ 1 and for ε > 0, as is shown in [11], we have
W1 = max
Gh,nT
vεh,1 ≤ λ∗W + 4
i=2
max
Gh,nT
vεh,i . (49)
From (38), (39), (44), (45), (48) and (49), we obtain
W = max
Gh,nT
vεh ≤ c(h6 + ε). (50)
In the case, when thk∗j ≡ ∅ the function v2h ≡ 0 on Gh,nT and the inequality (50) holds true.
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Since the number of grid rectangles in G
h,n
T is finite, for the solution of (26), we have
max
Gh,nT
ξ εh  ≤ c(h6 + ε). 
Theorem 4.4. There is a natural number n0, such that for n ≥ max{n0, [ln1+~ h−1] + 1}, ~ > 0 is a fixed number, and for any
ε > 0 the following inequalities are valid: ∂p∂xp−q∂yq (Uεh (rj, θj)− u(rj, θj))
 ≤ cp(h6 + ε) on T 3j , (51)
for integer 1/αj when p ≥ 1/αj; ∂p∂xp−q∂yq (Uεh (rj, θj)− u(rj, θj))
 ≤ cp(h6 + ε)/rp−1/αj on T 3j , (52)
for any 1/αj, if 0 ≤ p < 1/αj; ∂p∂xp−q∂yq (Uεh (rj, θj)− u(rj, θj))
 ≤ cp(h6 + ε)/rp−1/αj on T 3j \ Aj, (53)
for noninteger 1/αj, when p > 1/αj. Everywhere 0 ≤ q ≤ p, u is the exact solution of the problem (1), Uεh (rj, θj) is defined by
the formula (24).
Proof. On the basis of (24) and Lemma 2.1 on the closed block T ∗j , j ∈ E, we have
Uεh (rj, θj)− u(rj, θj) = βj
n( j)
q=1
Rj(rj, θj, θ
q
j )(u(rj2, θ
q
j )− Qj(rj2, θ qj ))
−
 αjπ
0
Rj(rj, θj, η)(u(rj2, η)− Qj(rj2, η))dη
+βj
n( j)
q=1
Rj(rj, θj, θ
q
j )(u
ε
h(rj2, θ
q
j )− u(rj2, θ qj ))
+βj
n( j)
q=1
Rj(rj, θj, θ
q
j )(Qj(rj2, θ
q
j )− Q qεj2 ). (54)
Since r∗j = (rj2 + rj3)/2, by Lemma 6.11 from [19] for n ≥ max

n0,

ln1+~ h−1
+ 1 , ~ > 0 is a fixed number, we haveβj n( j)
q=1
Rj(rj, θj, θ
q
j )(u(rj2, θ
q
j )− Qj(rj, θ qj ))−
 αjπ
0
Rj(rj, θj, η)(u(rj2, η)− Qj(rj2, η))dη

≤ ch6 on T ∗j , j ∈ E. (55)
Furthermore, on the basis of (17) and (19), and Theorem 4.3 for n ≥ max n0, ln1+~ h−1+ 1, we obtainβj n( j)
q=1
Rj(rj, θj, θ
q
j )(u
ε
h(rj2, θ
q
j )− u(rj2, θ qj ))
+
βj n( j)
q=1
Rj(rj, θj, θ
q
j )(Qj(rj2, θ
q
j )− Q qεj2 )

≤ c(h6 + ε). (56)
From (54)–(56) for all n ≥ max n0, ln1+~ h−1+ 1we haveUεh (rj, θj)− u(rj, θj) ≤ c(h6 + ε) on T ∗j , j ∈ E. (57)
Let
ζ εh (rj, θj) = Uεh (rj, θj)− u(rj, θj) on T ∗j , j ∈ E. (58)
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From (24) and (58), and Remark 2.1 it follows that the function ζ εh (rj, θj) is continuous on T
∗
j , and is a solution of the
boundary value problem
1ζ εh = 0 on T ∗j ,
ζ εh = 0 on γm ∩ T ∗j , m = j− 1, j, (59)
ζ εh (r
∗
j , θj) = Uεh (r∗j , θj)− u(r∗j , θj), 0 ≤ θj ≤ αjπ.
Since T 3j ⊂ T ∗j , j ∈ E, from (57) it follows that
max
0≤θj≤αjπ
ζ εh (r∗j , θj) ≤ c(h6 + ε). (60)
On the basis of (60), and taking into account that ζ εh (r
∗
j , 0) = ζ εh (r∗j , αjπ) = 0, j ∈ E from (58) and (59) by Lemma 9.1 in [21]
all inequalities of Theorem 4.4 follow. 
Remark 4.1. From the error estimation formula (52) of Theorem 4.4 it follows that the error of approximate solution on the
block sectors decreases as r
1/αj
j (h
6 + ε), which gives an additional accuracy of the BGM near the singular points.
Remark 4.2. For n = max n0, ln1+~ h−1+ 1 the system (20)–(23) can be solved as in [11] by Schwarz’s alternating
method with any accuracy ϵ > 0 in a uniform metric with the number of iterations O(ln ϵ−1), independent of h, n, and ε.
5. Computation of flux intensity factors
It is known that in problem (1) only having the condition ϕτ ∈ Ck,λ(γτ ), k ≥ 2, τ = j − 1, j for the boundary functions
on the sides of the re-entrant angle at Aj does not guarantee the exact solution to be in Ck,λ(T
3
j ) (see [20,22]). Therefore, the
exact solution in each T 3j , when αj > 1, contains the following term
[kαj]
l=1
B( j)l r
l
αj
j sin
lθj
αj
, (61)
where the coefficients B( j)l , according to [23] are called the generalized flux intensity factors (GFIFs).
Theorem 5.1. Assume that the boundary functions of the problem (1) on the sides causing the singular vertex Aj, αj > 1, satisfy
the conditions
ϕτ ∈ Ck,λ(γτ ), (62)
ϕτ (sj) = 0, |ϕτ | ≤ c0rkj , (63)
where τ = j− 1, j, c0 is a constant independent on rj. Then there exists a natural number n0 such that, for
n ≥ max n0, ln1+~ h−1+ 1 ,
where ~ > 0 is a fixed number, and for any ε > 0, the GFIFs can be approximated by the formula
B( j)nl =
1
π
 σj0
0
ϕj(sj + tαj)dt
t l+1
− (−1)l
 σj1
0
ϕj−1(sj − tαj)
t l+1

+ 2
nr
l
αj
j2
n
q=1
(uεh(rj2, θ
q
j )− Q qεj2 ) sin
lηq
αj
, l = 1, 2, . . . , [αjk], (64)
and for k = 6 in (62)–(64)
max
j:αj>1
B( j)l − B( j)nl  ≤ c(h6 + ε), (65)
where [ ] is the integer part, σjµ =
sj+1+µ − sj−µ 1αj , µ = 0, 1, and uεh is the solution of the system (20)–(23).
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Proof. On the basis of conditions (63) the improper integrals in (64) are convergent for all l = 1, 2, . . . , [αjk].
From (8) and (9), we have
Rj(rj, θj, η) = 1
αj

R

rj
rj2
 1
αj
,
θj
αj
,
η
αj

− R

rj
rj2
 1
αj
,
θj
αj
,− η
αj

=
2

1−

rj
rj2
 2
αj

rj
rj2
 1
αj sin θj
αj
sin η
αj
αjπ

1− 2

rj
rj2
 1
αj cos θj−η
αj
+

rj
rj2
 2
αj
 ×

rj
rj2
 1
αj sin θj
αj
sin η
αj
1− 2

rj
rj2
 1
αj cos θj+η
αj
+

rj
rj2
 2
αj
 . (66)
Using (4), (5), (24) and (66), we obtain
B( j)n1 = limrj→0
Uεh (rj, θj)
r
1
αj
j

θj=
αjπ
2
= 1
π
 σj0
0
ϕj(sj + tαj)dt
t2
+
 σj1
0
ϕj−1(sj − tαj)
t2

+ 2
nr
1
αj
j2
n
q=1
(uεh(rj2, θ
q
j )− Q qεj2 ) sin
ηq
αj
. (67)
On the basis of (24), (61) and (67), we define
B( j)n2 = limrj→0
1
r
2
αj
j

Uεh (rj, θj)− B( j)n1 r
1
αj
j sin
θj
αj

θj=
αjπ
4
= 1
π
 σj0
0
ϕj(sj + tαj)dt
t3
−
 σj1
0
ϕj−1(sj − tαj)
t3

+ 2
nr
2
αj
j2
n
q=1
(uεh(rj2, θ
q
j )− Q qεj2 ) sin
2ηq
αj
.
By defining for any l, 3 ≤ l ≤ [αjk] as
B( j)nl = limrj→0
1
r
l
αj
j

Uεh (rj, θj)−
l−1
µ=1
B( j)nµ r
µ
αj
j sin
µθj
αj

θj=
αjπ
2l
,
we obtain the formula (64).
By analogy with the formula (64), using the integral representation (7) of the solution on T
3
j , we obtain the exact
representation of B( j)l as
B( j)l =
1
π
 σj0
0
ϕj(sj + tαj)dt
t l+1
− (−1)l
 σj1
0
ϕj−1(sj − tαj)
t l+1

+ 2
αjπr
l
αj
j2
 αjπ
0
(u(rj2, η)− Q (rj2, η)) sin lηq
αj
, l = 1, 2, . . . , [αjk]. (68)
On the basis of (64), (68), (19), Theorem 4.3, and Lemma 4.2 the estimation (65) is proved. 
Remark 5.1. If the boundary functions do not satisfy the conditions (63), then the harmonic functions defined (2.26) and
(2.27) in [20] should be subtracted from the solution beforehand.
6. Numerical results
To test the theoretical results obtained, we solve three problems with known exact solutions on L-shaped polygon. The
exact solution for the problems has the corner singularity at the vertex A1 of the interior angle α1π = 3π/2 (see Fig. 2).
Let
G = {(x, y) : −1 < x < 1, − 1 < y < 1} \Ω,
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Fig. 2. Domain in all examples with a re-entrant corner.
whereΩ = {(x, y) : 0 ≤ x ≤ 1, − 1 ≤ y ≤ 0}, and γ is the boundary of G. We choose a ‘‘singular’’ part of G as
GS = {(x, y) : −0.5 ≤ x ≤ 0.5, − 0.5 ≤ y ≤ 0.5} ∩ G,
andGNS = G\GS is a ‘‘nonsingular’’ part ofG. The given domainG is covered by four overlapping rectanglesΠk, k = 1, . . . , 4,
and by the block sector T 21 . For the boundary of G
S on G, i.e., as t1, the polygonal line abcde is taken. The radius r12 of sector
T 21 is taken as 0.93.
Example 1.
1u = 0 in G,
u = v(1)(r, θ) on γ ,
where v(1)(r, θ) = 0.000174r 203 cos  203 θ+ 52 r 23 sin  23θ−√2r 83 sin( 83θ)+ 0.000001(r2 − 2r sin θ + 1) 6+λ2 cos6+ λ
arctan
 r cos θ
1−r sin θ

.
It is obvious that the boundary function belongs to C6,λ(γ ), 0 < λ < 1, and we take λ = 0.75.
Q1(r, θ) = 1
π
 1
0
yϕ10(t 32 )dt
(t −x)2 +y2 +
 1
0
yϕ11(t 32 )dt
(t +x)2 +y2

+ 0.000001, (69)
wherex = r 23 cos(2θ/3),y = r 23 sin(2θ/3),
ϕ10(t) = 0.000001

1+ t2 6+λ2 cos [(6+ λ) arctan (t)]− 1+ 0.000174t 203
ϕ11(t) = 0.000001

(1+ t)6+λ − 1+ 0.000174t 203 .
We calculate the values Q ε1 (r12, θ
q), and Q ε1 (r, θ), on the grids t
h
1 , with an accuracy of ε = 10−15 using the quadrature
formulae proposed in [16]. Taking the zero approximation uε(0)h = 0, we request the maximum successive error on the sides
of overlapping rectangles on G to be reduced by a factor of 5× 10−15 as a convergence test for the Schwarz procedure, and
all the computations are carried out in double precision. Tables 1 and 2, represent the order of convergence
ℜmGNS =
max
GNS
uε2−m − u
max
GNS
uε2−(m+1) − u , (70)
in the ‘‘nonsingular’’, and the order of convergence
ℜmGS =
max
GS
Uε2−m − u
max
GS
Uε2−(m+1) − u (71)
in the ‘‘singular’’ part ofG, respectively. Note thatO(h6) order of convergence corresponds to≍26 of the quantities defined by
(70) and (71). These results justify that the order of convergence in the ‘‘singular’’ part is higher than the order of convergence
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Table 1
Example 1: The order of convergence in the ‘‘nonsingular’’ part.
(h, n)
ζ εh GNS ℜmGNS
2−4, 50

2.4592× 10−8
2−5, 70

3.8834× 10−10 63.3249
2−4, 60

3.5635× 10−9
2−5, 100

5.5725× 10−11 63.9473
2−5, 60

1.1522× 10−9
2−6, 100

1.6033× 10−11 71.8618
2−6, 100

1.6033× 10−11
2−7, 140

2.2326× 10−13 71.8115
2−6, 110

6.8075× 10−12
2−7, 150

8.2045× 10−14 82.9729
Table 2
Example 1: The order of convergence in the ‘‘singular’’ part.
(h, n)
ζ εh GS ℜmGS
2−4, 50

6.04127× 10−8
2−5, 70

4.4473× 10−10 135.840
2−4, 60

1.6092× 10−9
2−5, 100

2.4216× 10−11 66.454
2−5, 60

1.4642× 10−9
2−6, 100

1.7287× 10−11 84.6971
2−6, 100

1.7287× 10−11
2−7, 140

2.2926× 10−13 75.4048
2−6, 110

7.2745× 10−12
2−7, 150

8.1157× 10−14 89.6347
Table 3
Example 1: The maximum errors, and the iteration numbers for the minimal values of h−1
and nwhen ε = 10−15 .
(h−1, n)
ζ εh GNS ζ εh GS Iteration
(16, 50) 2.4592× 10−8 6.0413× 10−8 27
(32, 70) 3.8835× 10−10 4.4473× 10−10 28
(64, 100) 1.6033× 10−11 1.7287× 10−11 29
(128, 140) 2.2326× 10−13 2.2926× 10−13 30
Table 4
Example 1: Themaximumerrors of the derivatives of the approximate solution over the pairs
(h−1, n)when ε = 10−15 .
(h−1, n) maxGS∩{r≥0.2} r
1
3
 ∂Uεh∂x − ∂u∂x  maxGS∩{r≥0.2} r 13  ∂Uεh∂y − ∂u∂y 
(16, 50) 2.6829× 10−8 1.9232× 10−8
(32, 70) 3.7482× 10−9 2.7033× 10−9
(64, 100) 2.0608× 10−10 1.4907× 10−10
(128, 140) 1.4332× 10−10 1.0764× 10−10
in the ‘‘nonsingular’’ part, as stated in Theorem 4.4 (see Remark 4.1). In Table 3, the maximum errors of the approximate
solution, and the iteration numbers are given for the minimal values of h−1 and n, when ε = 10−15. The maximum errors
for the first order derivatives of the approximate solution for the same pairs

h−1, n

are presented in Table 4, when ∂Q1
∂x
and ∂Q1
∂y are approximated by fourth order central difference formula on G
S . It looks like some kind of mesh-independent
convergence behavior [24] for the given pairs of

h−1, n

. For r < 0.2 the maximum errors increase up to ≍10−7, which
are not presented in Table 4. This happens because the integrands in (69) are not sufficiently smooth for the fourth order
differentiation formula near the singular point. The order of accuracy for the derivatives for r < 0.2 can be increased if we
use similar quadrature rules for the derivatives of the integrands.
Fig. 3 illustrates the exponential convergence of BGMwith respect to the number of quadrature nodes for different mesh
steps h. Figs. 4 and 5 represent the maximum error of the approximate solution depending on ε for h = 2−4, 2−5 and
h = 2−6, 2−7 respectively. These figures show that for the fixed number of quadrature nodes n themaximumerror decreases
depending on ε up to ε ≍ h6. The shape of the error function of this problemwhen the function Q1(r, θ) in (69) is calculated
with an accuracy of ε = 10−15 is demonstrated in Fig. 6. This figure shows that the absolute value of the error function
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Fig. 3. Example 1: Maximum error depending on the number of quadrature nodes n, for ε = 10−15 .
Fig. 4. Example 1: Dependence of the maximum error on ε for h = 1/16, 1/32.
ζ εh (r, θ) defined by (58) increases near the vertices b, c , and d of the polygonal line abcde in Fig. 2. This happens because
these vertices are the closest points of the polygonal line to the curveline boundary V1 of the sector T 21 (see Remark 2.3
in [4]) Figs. 7 and 8 show the behavior of the first order partial derivatives of the approximate solution in the ‘‘singular’’ part.
Example 2.
1u = 0 in G,
u = v(2)(r, θ) on γ ,
where v(2)(r, θ) = 0.000174r 203 cos  203 θ + 52 r 23 sin  23θ − √2r 83 sin( 83θ) + 0.0007(r2 − 2r sin θ + 1) 5+λ2 cos5 +
λ

arctan
 r cos θ
1−r sin θ

.
The boundary function belongs to C5,λ on γ1 = {y = 1, − 1 ≤ x ≤ 1} and to C6,λ on γ \ γ1, and λ = 0.75 is taken.
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Fig. 5. Example 1: Dependence of the maximum error on ε for h = 1/64, 1/128.
Fig. 6. Example 1: The error function in the ‘‘singular’’ part when ε = 10−15 .
Fig. 7. Example 1: ∂Uεh /∂x in the ‘‘singular’’ part.
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Fig. 8. ∂Uεh /∂y in the ‘‘singular’’ part.
Fig. 9. The maximum errors for Examples 1 and 2 in the ‘‘singular’’ part.
In Example 2, the smoothness of the boundary function on some sides of boundary of the ‘‘nonsingular’’ part is decreased
from C6,λ to C5,λ. We solve this problem to illustrate the dependence of the maximum errors on the smoothness of the
boundary functions by comparing with the results of Example 1. These comparisons which are demonstrated in Figs. 9 and
10 show that the smoothness of the boundary functions cannot be lowered in Ck,λ (see [15]).
Example 3.
1u = 0 in G, (72)
u = v(3)(r, θ) on γ , (73)
where
v(3)(r, θ) = 0.000174r 203 cos

20
3
θ

+ 5
2
r
2
3 sin

2
3
θ

−√2r 83 sin

8
3
θ

, (74)
is the exact solution.
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Fig. 10. The maximum errors for Examples 1 and 2 in the ‘‘nonsingular’’ part.
Table 5
Example 3: Flux intensity factors for B(1)1 ∼ B(1)9 when h−1 = 16, h−1 = 32 and ε = 10−15 .
l h−1 = 16, B(1)60l h−1 = 32, B(1)70l
1 2.500000000957812 2.500000000144409
2 1.106540644927225E−09 −8.293669469713595E−14
3 1.211335599491189E−09 4.186494152987942E−10
4 −1.414213560500970 −1.414213562373330
5 1.825530312704019E−09 7.274625253549658E−10
6 2.876180719084699E−09 4.557535852740358E−13
7 3.958949176034135E−09 1.100930877407193E−09
8 3.905758774211737E−09 −1.772637255270598E−13
9 4.687231632639682E−09 1.587060325376039E−09
The function v(3)(r, θ) is the exact solution of the problem (72), (73) satisfies the conditions (62) and (63) with k = 6 on
the boundaries causing the singular point A1. From (74) it follows that B
(1)
1 = 2.5, B(1)4 = −
√
2, and the remaining seven
coefficients are equal to zero. The formula (64) for B(1)nl takes the form
B(1)nl =
0.000174
π(10− l) (1− (−1)
l)+ 2
n(0.93)
2l
3
n
q=1
(uεh(0.93, θ
q
1 )− Q qε12 ) sin
2lηq
3
, l = 1, 2, . . . , 9. (75)
Calculating uεh(0.93, θ
q
1 ) by solving the system of Eqs. (20)–(23) on the ‘‘nonsingular’’ part, we determine the GFIFs by
the formula (75). The results are presented in Tables 5 and 6 for different pairs of (h−1, n) when ε = 10−15. These are the
numerical justification of the error estimation (65).
7. Conclusion
The block-grid method (BGM) has been developed in solving Laplace’s boundary value problem on polygons for
nonanalytic boundary conditions from the Hölder classes C6,λ, 0 < λ < 1. We remove the restriction on the boundary
functions to be algebraic polynomials on the sides of the polygon, causing the singular vertices (see [4,10–12]). In the
integral representation around each singular vertex and in the construction of the sixth order gluing operator the boundary
conditions are taken into account with the help of integrals of Poisson type for a half-plane. This method has the following
advantages: (i) the dimension of the problem in the ‘‘singular’’ parts is reduced by one and, consequently the computational
cost becomes lower; (ii) the solution and its derivatives on the ‘‘singular’’ parts are computed explicitly with high accuracy;
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Table 6
Example 3: Flux intensity factors for B(1)1 ∼ B(1)9 when h−1 = 64, h−1 = 128 and ε = 10−15 .
l h−1 = 64, B(1)110l h−1 = 128, B(1)150l
1 2.500000000001626 2.500000000000024
2 1.586702370715628E−13 −1.996067828122515E−16
3 5.095208478901993E−12 7.439265064970550E−14
4 −1.414213562372858 −1.414213562373094
5 9.074181703483614E−12 1.316066701418598E−13
6 1.956038792956379E−13 5.126045205775018E−16
7 1.324444963153159E−11 1.968053676840512E−13
8 5.876639069499788E−14 5.463927260655756E−16
9 1.917737381385270E−11 2.829763062327934E−13
(iii) the generalized flux intensity factors (GFIFs) are calculated with the same accuracy as solution is approximated in the
corresponding singular part.
The obtained theoretical results are justified by solving the problems on L-shaped domain. Moreover, the comparison of
the results for Examples 1 and 2 shows that the smoothness of the boundary functions cannot be essentially lowered in Ck,λ.
The method and results of this paper are valid for multiply connected staircase polygons.
The BGM can be extended for solving the mixed boundary value problems with nonanalytic boundary functions.
The method also can be used to the biharmonic problems by reducing them to two problems for the Laplace and Poisson
equations.
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