This paper studies the low-SNR regime performance of a scalar complex K -user interference channel with the Gaussian noise. The finite bandwidth case is considered, where the low-SNR regime is approached by letting the input power go to zero, while the bandwidth is small and fixed. We show that for all δ > 0, there exists a set of channel coefficients with non-zero measure (probability), in which the wideband slope per user satisfies S 0 < 2/K + δ. This is quite contrary to the large bandwidth case, where a slope of 1 per user is achievable with probability 1. We also develop an interference alignment scheme for the finite bandwidth case that shows some gain in wideband slope.
I. INTRODUCTION
This paper and the companion paper [1] study the bandwidth-power trade-off of a K -user interference channel in the low-SNR (signal-to-noise) regime, where explicitly
Bandwidth B and input power P, two important design parameters, are related by the function R E b N 0 , where E b N 0 is the transmitted energy per bit, and R is the spectral efficiency. The concept of the low-SNR regime was introduced by S. Verdú in the 2002 paper [2] . A system working in this regime is characterized by very small spectral efficiency, so that the R E b N 0 curve can be closely approximated by its first-order approximation, which is determined by two measures: the minimum energy per bit E b N 0 min and the wideband slope S 0 . We can see that when the spectral efficiency is small, R E b N 0 ≈ S 0 10 log 10 2 10 log 10 E b N 0 − 10 log 10 E b N 0 min (4) Further derivations in [2] show that E b N 0 min and S 0 can be determined by the first and second order derivative of R (SNR) at zero SNR:
whereṘ if R (SNR) is differentiable.
The paper [2] considers the low-SNR regime performance of a complex scalar point to point AWGN channel y = Cx + z, (7) and shows that the optimal and achievable minimum energy per bit and wideband slope are
where |C| 2 is the channel gain. It is obvious that a capacity achieving transmission scheme can also achieve the optimal E b N 0 min and S 0 . In the point to point channel case, Gaussian signaling achieves capacity, and therefore also has best performance in the low-SNR regime. However, [2] points out that much simpler signaling methods such as QPSK also achieves optimal E b N 0 min and S 0 , which implies that these transmission schemes have almost optimal performance in the low-SNR 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
regime. To characterize the optimality in low-SNR regime, [2] defines the following two concepts. Definition 1 ([2] ). If a transmission scheme achieves the optimal minimum energy per bit, then it is called first-order optimal. If a transmission scheme is first-order optimal, and achieves the optimal wideband slope, then it is called secondorder optimal.
Notice that in the definition of second-order optimality, first-order optimality serves as a prerequisite. This is because from (4) , it is easy to see that if a transmission scheme is not first-order optimal, i.e., has higher E b N 0 min , then there always exists small enough transmitted energy per bit E b N 0 , such that the performance of this scheme is worse than another transmission scheme that achieves optimal E b N 0 min , even if the scheme with higher E b N 0 min also has higher S 0 value. This observation can be generalized to the following statement: Remark 2 ( [2] ). To make fair comparison between the wideband slopes of two performance bounds, they must have equal minimum energy per bit.
Building on this remark, it is also seen that a bound that has the correct E b N 0 min , i.e., is first order optimal, provides a bound on the wideband slope. Let us consider an outer bound, C(SNR) ≤C(SNR). If the outer bound has the correct E b N 0 min , that means thatĊ(0) =Ċ(0) by (5) . Further, we must have −C(0) ≥ −C(0), and therefore S 0 = − 2(Ċ(0)) 2 C(0)
In this paper, we discuss the low-SNR regime performance of a K -user interference channel. Consider a system with K pairs of transmitters and receivers. Each transmitter only wants to communicate with its corresponding receiver. However, interference link exists between receiver j and non-corresponding transmitter i for all j = 1, · · · , K and i = j , and interferes with the communication between transmitter j and receiver j as a result. We define the channel model as
where y j is the received signal at receiver j , x i is the transmitted signal at transmitter i ; C j i is the channel coefficient between transmitter i and receiver j ; z j is the additive white Gaussian noise at receiver j . Each user satisfies power constraint P j . Further, we assume perfect channel state information at all transmitters and receivers. Before further discussion, we define the term the corresponding interference-free channel of the interference channel (8) for later use.
Definition 3.
Eliminate the interference links C j i in the interference channel defined by (8) . Then the new channel
is called the corresponding interference-free channel of (8).
The low-SNR regime performance of the interference channel defined by (8) is unknown in general. This topic has been discussed in [3] and [1] . [3] shows that the optimal E b N 0 min of an interference channel is equal to that of its corresponding interference-free channel.
The first-order optimality can be achieved by Gaussian signaling and QPSK signaling, using transmission schemes such as TDMA and treating interference as noise. The paper [3] also studies the slope region of a two-user interference channel. For the two-user case, the best known achievable performance is achieved by TDMA and treating interference as noise. The paper [3] proves that the slope region achieved by TDMA is suboptimal.
The paper [1] studies the low-SNR regime performance of the K -user interference channel, K > 2. An important observation made in [1] is that depending on how the low-SNR regime is approached, unlike the point-to-point channel and 2-user interference channel, the K -user interference channel may have distinct performances. Let us first consider a pointto-point AWGN channel with spectral efficiency
The low-SNR results are based on a Taylor series of log(1+x), as also seen by (5) (6) ; therefore as long as SNR = P B N 0 → 0 in any manner, low-SNR results such as minimum energy per bit and wideband slope are unchanged. The key is that the spectral efficiency R → 0, not that B → ∞. Similar observation has also been made by [2] , although they only consider the case where B → ∞ (hence the term "wideband slope").
In the paper [1] we defined two different approaches in which low-SNR regime can reached. In the first approach, let B → ∞ while P is fixed and finite. We call this the large bandwidth regime. In the second approach, let P → 0 while B is fixed and finite. In this case, the rate B R in bits/s must necessarily approach 0 as well, and we therefore call this the low-rate regime.
The key difference between these two approaches is the behavior of the propagation delay. In the large-bandwidth regime, the propagation delay (in symbols) can become arbitrarily large as B → ∞, while in the low-rate regime, the propagation delay is negligible. The paper [1] focused on the large bandwidth regime. It shows that using propagation delay, an interference alignment scheme in the time domain can achieve S 0 = 1 for each user. Recall that in the interference-free channel, the optimal wideband slope is S 0 = 2. Therefore, the interference only deteriorates the performance by a factor of 2, independent from the number of user K . This paper will discuss the low-rate regime. We will see that the results are quite different from the large-bandwidth regime. Following [1] , we will use the single letter variable sum slope as performance measure, which, along with the performance criterion, will be discussed in detail in Section II-B. Namely, the sum slope characterizes the first-order approximation of the overall spectral efficiency of the system as a function of the total transmitted energy per bit of all users.
The sum capacity bound of a discrete time K -user interference channel, which is unknown in general, is one of the central topics of this paper. We briefly review the existing results. The 2-user interference channel has been first studied in [4] and [5] . Their results show that if the interference link gains are greater than the direct link gains, then the capacity region is known and can be achieved by joint decoding. This type of channel is called the strong interference channel. For weak interference channel, the capacity region is unknown. Some of the best capacity outer bounds include [6] and [7] , while the most powerful achievable scheme is the Han-Kobayashi transmission scheme which was developed in [8] and was further discussed in [9] . [7] found a capacity outer bound such that the gap between this outer bound and a simplified version of Han-Kobayashi scheme is within one bit. This result implies that Han-Kobayashi scheme is very powerful for when the SNR is large. Another important result has been obtained separately by [10] , [11] and [12] . Their results show that when the interference link gains and the input powers satisfy certain conditions, treating interference as noise achieves the sum capacity. The paper [12] extends this result into K -user interference channel.
The K -user interference channel with general SNR value is not very well studied. Existing work studies the capacity outer bound of a fully connected AWGN K -user interference channel is [13] . However, this work has only developed capacity outer bound for certain channel realizations, the set of which happens with zero probability. The main difficulty in the low-SNR regime is that we need bounds that are first-order optimal, given Remark 2. Many bounds that work well for moderate to high SNR case are not applicable in the low-SNR regime. For instance, the Han-Kobayashi achievable scheme [8] as used in [7] requires the receivers to partially decode the interference signal to achieve a gain. When the interference link is weaker than the direct link, the Han-Kobayashi scheme needs an E b N 0 min that is higher than the optimal value. Likewise, many important outer bounds such as [7] and [12] are obtained by giving the receivers side information on their desired signals. This method will increase the channel capacity. As a result, the outer bound will have E b N 0 min lower than the optimal value, thus it is not first-order optimal.
In this paper, we develop a new sum capacity outer bound for a set of almost symmetric K -user interference channel in Section III-A, and derive the sum slope bound in Section III-B. To put the results of this paper in context, consider the completely symmetric channel: the channel between receiver pairs (i, j ) is the same for all 1 ≤ i, j ≤ K , both i = j and i = j ; we can assume ∀i, j : C i j = 1 and we denote the set of channel coefficients by 1. The capacity of this channel is fully known: because of the symmetry all receivers must be able to decode all messages, and the capacity is therefore given by the MAC (multiple access channel) bound into one of the nodes. For this channel, FDMA (frequency division multiple access) or TDMA (time division multiple access) is optimum, and the degrees of freedom [14] is 1 (1/K per user) while the wideband slope is 2 (2/K per user). A key question is if this channel is typical. For degrees of freedom the answer is no: the results in [15] and [16] show that the degrees of freedom is K /2 ( 1 2 per user) almost everywhere for a scalar channel. Thus, the degrees of freedom is discontinuous in 1 with respect to the channel coefficients, and in fact almost everywhere. Similarly, [14] shows that for time-varying channels, the degrees of freedom is K /2 with probability one. In [1] we proved analogously that in the large bandwidth regime the wideband slope is K (1 per user) with probability one for a line-of-sight channel. Thus, also the wideband slope is discontinuous in 1 and again in fact discontinuous with probability one.
The main result of this paper is that in the low-rate regime the wideband slope is upper semi-continuous in 1. That is, for any δ > 0 there exists an open setC δ of channels so that 1 ∈ cl(C δ ) (cl means closure) and S 0 ≤ 2 + δ inC δ . While this does not give a complete characterization of the wideband slope as in [1] , it does indicate that interference alignment in the low-rate regime perhaps does not give the same dramatic gain in performance as in the large bandwidth and high SNR regimes. Namely, as opposed to settings where interference alignment is known to work, in the low rate regime the wideband slope is upper semi-continuous in 1, and there exists a set of non-zero probability where TDMA is near-optimum. We still show that interference alignment can outperform TDMA, but in line with the outer bound, not by much. We believe this result can be extended to other degenerate channels, e.g., those satisfying lemma 1 in [17] .
II. SYSTEM MODEL AND PRELIMINARIES
In [1] we derived the following baseband model for the interference channel (in a line-of-sight model):
and
are the symbol and fractional delays, respectively. It was these delays that allowed interference alignment in [1] as B → ∞.
In the present paper we keep B fixed; we will further assume that B is so small that the delays are insignificant, n j i = 0, δ j i ≈ 0, and we therefore arrive at the usual model for the interference channel,
where C j i is a complex scalar and the noise Z j is i.i.d. (independent, identically distributed) circularly symmetric complex random variable with distribution CN (0, B N 0 ); since B does not play any role in the rest of the paper we will put B = 1 2 (and N 0 = 2) and omit it from future formulas. Notice that the model (13) is valid also for a non line-of-sight model, as long as delays along all paths are insignificant.
A. Circularly Asymmetric Signaling
To characterize the Shannon capacity region of the model (13) , most research restricts the inputs to be circularly symmetric, i.e., the real part of the input Re x j and the imaginary part of the input Im x j are i.i.d. However, [18] shows that circularly asymmetric signaling, also called improper Gaussian signaling, achieves higher degree of freedom in the high-SNR regime. Although the specific interference alignment technique they proposed is not applicable to the low-SNR regime, nonetheless the work has inspired our interference alignment for the low-SNR regime. In section IV, we will see that circularly asymmetric signaling indeed benefits system performance.
In circularly asymmetric signaling, the transmitters are allowed to allocate power on real and imaginary dimensions, and the real part of the input Re x j is allowed to be correlated with the imaginary part of the input Im x j , while in circularly symmetric signaling, Re
x j and Im x j are required to be i.i.d.. To characterize such transmission schemes, it is more convenient to consider the scalar complex channel as a two-dimensional vector real channel. Following [18] , we extend (13) into an equivalent two-dimensional real channel,
where
is the rotation matrix with angle φ j i , and the 2 × 1 vector white Gaussian noise is Z j ∼ N 0, N 0 2 I 2×2 . Notice that we let receiver j be phase-synchronized with the received x j so that φ j j = 0 and U j j = I. Without loss of generality, we can assume N 0 = 2 whenever convenient.
The input signal X j is related to the scalar complex model
We assume that an 2 n R j , n code is used at receiver j , for j = 1, · · · , K . At the transmitter j , the input message W j is drawn uniformly randomly from the index set 1, · · · , 2 n R j , and a deterministic function yields the length n transmitted codeword X n j W j . The codebook of user j is composed by the set of codewords X n j (1) , · · · , X n j 2 n R j . We require each user to satisfy power constraint P j/2 B per second per Hz. Recall that we may assume B = 1 2 . Denote the ith entry of X n j by X (i) j . Therefore the input must satisfy the constraint
where Tr V j = P j , j = 1, · · · , K . For any two given matrices A and B, the notation A B means that the matrix B − A is positive semi-definite. Notice that given the assumption B = 1 2 , N 0 = 2, we have
Corresponding to the X n j W j codebook, we also define four Gaussian random variables
B. Performance Criterion and Performance Measures
For more than two users it is too complicated to compare the complete slope region. Following [1] , we will use the single variable sum slope S 0 as performance measure. Namely, the sum slope characterizes the first-order approximation of the overall spectral efficiency of the system as a function of the total transmitted energy per bit of all the K users. The formal definitions are as follows.
Definition 4 (Sum slope). Let
Under the assumption that N 0 B = 1, E b N 0 min and S 0 can be obtained from the first and second order derivatives of R sum (P sum ):
Notice that constraints on P j or R j are required for a well-posed problem; otherwise the best low-SNR performance is achieved by allocating all power to the user with largest direct link gain so that E b N 0 min is minimized. Such a solution is just a single user solution and gives no insight into the interference channel. To fix this insufficiency while keeping our problem relatively simple to analyze, we require the interference channel to work under the equal-power constraint, which is defined as Definition 5. Equal power constraint is the case where the sum rate R sum is maximized under the constraint P 1 = P 2 = · · · = P K .
The results in [3] reveal that the optimal achievable minimum energy per bit E b N 0 min of an interference channel is equal to that of its corresponding interference-free channel. The firstorder optimality criterion under the equal power constraint is stated in the following lemma. Lemma 6. The optimal minimum energy per bit of the interference channel defined by (13) is
under the equal power constraint.
To measure the performance we also use
We can interpret S 0 as the loss in wideband slope due to interference. The quantity S 0,no inteference is the wideband slope of the corresponding interference-free channel. Under the equal power constraint, S 0,no interference can be directly obtained from (5) (6) as
For comparison purposed we also list S 0,T DM A and S 0,T I N , the sum slopes achieved by TDMA and treating interference as noise (TIN) respectively. The R sum (P sum ) achieved by TIN is
which using (5) (6) gives
The R sum (P sum ) achieved by TDMA is
III. GENERALIZED Z-CHANNEL OUTER BOUND
In this section, we develop a new outer bound on the wideband slope for a set of the 2-dimensional vector channels defined by (14) , under the equal power constraint. The outer bound is specific to the low-rate regime.
The outer bound is derived from the sum Shannon capacity of a type of generalized Z-channel, which is constructed by elimination of a subset of the interference links. In Section III-A, we show that for a subset of channels C, the optimal sum capacity of their corresponding Z-channels can be achieved by i.i.d. 2-dimensional vector Gaussian inputs. The proof is based on results in [19] . Further, assuming that channel coefficients C j i is drawn from i.i.d. continuous distribution, the set C has non-zero probability. In Section III-B, the Z-channel outer bound is used to derive an outer bound on the wideband slope.
A. Generalized Z-Channel and Its Sum Capacity
We define the generalized Z-channel corresponding to the interference channel (14) aŝ
Eliminating a subset of interference links will not reduce channel capacity and therefore, the sum capacity outer bound for the generalized Z-channel is also a sum capacity outer bound for the interference channel.
To derive the Z-channel sum capacity, we use a vector genie [20] . The genies provides receiver j , j = 2, · · · , K with side information S n j = S n j 1 , · · · , S n j ( j −1)
. The entries in the length n noise vector W n j p are i.i.d 2 × 1 vector Gaussian noise with the same marginal distribution as Z j . Further, they satisfy the following properties
, · · · , W j 1 are jointly Gaussian random variables, with zero mean and covariance matrix
To guarantee such multivariate Gaussian random variable exists, A j k should be chosen such that for all j = 1, · · · , K K S j 0 (30)
We emphasize the following property of K S j , which will play a key role in the proof of the main result.
, · · · , S n j 1 are equal. The proof of Lemma 8 is almost identical to the proof of Lemma 7 and will therefore be omitted.
Define the average covariance matrix of the input at transmitter asṼ
for any length n input sequence X n j . It must satisfy the power constraint defined in (15) , i.e.,Ṽ j V j . The next lemma states how to choose A j k . Lemma 9. Let A j p , j = 2, · · · , K and p = 1, · · · , j − 1 be
If A j p defined by (31) satisfy K S j 0, then
forms a Markov chain for all j = 2, · · · , K .
Here X j G andŶ j G are defined in section II-A; the proof of Lemma 9 is in Appendix B.
For a channel realization, denote its channel coefficients by C C j i ; i, j = 1, · · · , K . In the following lemma, we state a sufficient condition on C so that K S j 0 if A j p is chosen according to (31).
Lemma 10. For any
then K S j 0 for A j p chosen according to (31) .
Proof of Lemma 10 is in Appendix C Our main result of this section is stated in the following theorem.
Theorem 11. For every interference channel realization C ∈ C = α∈(0,1) C α defined by (33) there exists an α (C) > 0 so that if P j < α (C) the sum capacity of its corresponding Z-channel is given by
Because the sum capacity of the interference channel is outer bounded by the sum capacity of the generalized Z-channel, (35) is an outer bound for the sum capacity of the interference channel.
Proof of Theorem 11 is in Appendix D.
Note that the bound in Theorem 11 is valid for P j < α (C), and it therefore bounds the actual capacity for suitably low SNR. However, we will mainly use it to bound the wideband slope, a weaker result.
B. Sum Slope Outer Bound for the Interference Channel
Given the capacity in Theorem 11, we have following result on the low-rate performance of the interference channel.
Theorem 12. For the interference channel (13) , the sum capacity is outer bounded by (35) for low SNR. Under the equal power constraint, the minimum energy per bit of this upper bound satisfies the requirement imposed by Remark 2, which is
For channel realizations C ∈ C = α∈(0,1) C α defined as (33) it therefore gives the following valid upper bound on the sum slope:
Proof of Theorem 12 is in Appendix E.
Theorem 13. For the symmetric channel where C j j = 1, C j i = α ∈ (0, 1) , the sum slope is bounded by
Proof of Theorem 13 is in Appendix F. As discussed in the introduction, the wideband slope in the point C = 1 is 2 K per user, achievable by TDMA. Theorem 13 shows that the point C = 1 is not exceptional in the low-rate regime: for α close to 1 (from below) the channel with C j j = 1, C j i = α has slope close to 2 K . However, the set of channels C j j = 1, C j i = α still has Lebesgue measure zero, i.e., if the channel coefficients are drawn from a continuous distribution, this set has probability zero. The main result of the paper is the following theorem that shows that the set of channels with slope close to 2 K can be be extended to a set of non-zero measure.
If the magnitude and phase of the channel coefficients are drawn from continuous random distribution, Pr
Because S 0 achieved by TDMA is 1 K , when σ is small, TDMA transmission scheme is almost optimal for channels inC σ .
Proof of Theorem 14 is in Appendix G.
IV. SUM SLOPE ACHIEVABLE SCHEME
In the previous section, we have shown that there exist a set of channels C σ , Pr C σ > 0, for which TDMA is almost optimal. However, we also notice that the probability that a channel realization is not in C σ is likewise greater than zero. Therefore, it is natural to ask the question: for channels not inC σ , can we find achievable schemes better than TDMA or Treating Interference as Noise (TIN)?
In section IV-A, we propose a circularly asymmetric transmission scheme and analyze its theoretical performance. Simulation results are shown in section IV-B. We will also discuss possible improvements of this scheme.
A. One-Dimensional Gaussian Signaling
In this section, we use the complex scalar channel model defined in (13) . We define a one-dimensional Gaussian signaling transmission scheme and analyze its performance. The idea is to align interference as much as possible.
Definition 15. One-dimensional Gaussian signaling transmission scheme
• At transmitter j , let input sequence be x j [n] = w j [n] e j θ j , where w j [n] is drawn from i.i.d real Gaussian random variable with distribution N 0, SNR j , and the phase θ j is a prior chosen design parameter, unchanged for all n during the transmission.
• At receiver j , interference is treated as noise.
We call this one-dimensional because every transmitter only transmits along e j θ j , therefore only one dimension is used out of the two-dimensional signal space.
Our objective is to find the set of phases θ = {θ 1 , · · · , θ K } that maximize the achievable wideband slope S 0 .
The achievable S 0 for any θ is stated in the next lemma. For computational convenience, we return to the equivalent two-dimensional real channel model. In the equivalent 2dimensional real channel model, the input X j has covariance matrix V j = P j cos 2 θ j sin 2θ j 2 sin 2θ j 2 sin 2 θ j , rank V j = 1. We denote the normalized covariance matrix byV j = V j P j . Lemma 16. For the equivalent 2-dimensional real channel model defined by (14) , the sum slope achieved by the one-dimensional Gaussian signaling is
Proof: Treating interference as noise at the receiver, the achievable sum rate 15 is
under the equal power constraint where SNR j = SNR s K . Combining (5) , (6) and (41), we havė
−R s (0) , (39) follows. Given (39), maximizing S 0 is equivalent to finding the set of θ j that minimizes f θ . Denote this optimization problem by P θ , which is defined as
Notice that θ j mod 2π will not affect the value of f θ . Given the definition of the objective function in (40), the constraint θ j ∈ [−π, π] can be discarded. Therefore, P θ can be solved using standard numerical methods for unconstrained optimization problems.
B. Simulation Results and Discussions
In this section, we simulate the performance of the onedimensional signaling scheme in a 10-user interference channel with unit direct link gains and symmetric weak interference link gains, i.e., C j j 2 = 1 and C j i 2 = a < 1 for all i, j = 1, · · · , 10; the phases φ j i is drawn from U [−π, π] in each channel realization. We solve the optimization problem (44) numerically. This performance will be compared with existing achievable schemes: treating interference as noise and TDMA. The simulation results are presented below in Fig. 2 . To help with interpreting the results, consider first the curves for a = 0.5 (gray). Both TDMA and TIN achieve S 0 = 2; their performance never depends on the phases φ j i . On the other hand the performance of interference alignment (INTA) is very dependent on the random phases φ j i . We therefore represent the performance in terms of the cumulative distribution function. Since this is almost entirely to the right of S 0 = 2, the performance of INTA is better than TIN and TDMA with probability close to 1. Next consider the curves for a = 0.2 (green). Here INTA is mostly to the left of TIN; reading from the curves, only for about 5% of phases φ j i is INTA better than TIN. In general, the closer a is to 1 the better INTA becomes compared to TIN. But for a close to 1, both become worse than TDMA.
In Figure 3 , we compare the median value of S 0 achieved by one-dimensional interference alignment scheme with the performance of treating interference as noise and TDMA.
The overall conclusion is that interference alignment can achieve a gain for certain channels, but not much.
V. CONCLUSION
The main result of this paper can be summarized as follows. In the low rate regime, the wideband slope is (upper semi-) continuous in the point 1, the point where all channels are identical, and where the wideband slope (per user) is 2 K . This does not give a full characterization of the wideband slope. However, it is a stark contrast to the large bandwidth regime [1] , where a wideband slope of 1 is achievable almost everywhere, implying discontinuity in the point 1. It is also a contrast to the high SNR regime, where 1 2 DoF per user is achievable almost everywhere [14] - [16] , and where the DoF is discontinuous almost everywhere. The results in [1] and [14] , [15] were obtained by using interference alignment, and the result in this paper implies that interference alignment does not give the dramatic gains in the low rate regime seen elsewhere. Yet, we show that interference alignment can still give some gain.
One implication of the result is that in networks, as opposed to point-to-point channels, it is important how the low SNR regime is approached. This may affect how networks are designed and operates for maximum energy efficiency.
APPENDIX A PROOF OF LEMMA 7
Given (28), we have
. . .
We know that Z j , W j ( j −1) , · · · , W j 1 are jointly Gaussian random variables, with zero mean and covariance matrix K S j equal to: ⎛
where the A i j are defined in (31). It is clear that the covariance matrices of the jointly Gaussian random variables W ( j −1)p , W ( j −1)( p−1) , · · · , W ( j −1)1 and W j p , W j ( p−1) , · · · , W j 1 are the same:
Comparing (45)~(47) and (48)~(50), we can see that distribution of S n
and S n j p S n j (p−1) , · · · , S n j 1 are equal as long
and W n j p W n j (p−1) , · · · , W n j 1 have the same distribution. Recall that W j i is i.i.d. Gaussian random variables which is independent from the input signals X n . Therefore given (51), Lemma 7 is proved.
APPENDIX B PROOF OF LEMMA 9
Lemma 9 is proved using the following lemma from [19] .
Lemma 17 ( [19, Lemma 4, p5037] 
Given Lemma 17 and the fact that cov Ŷ j G is invertible,
Given (27), (28) and the independence of W j p and X i , the left hand side of (52) is
Solving the equation above, we have
First, consider the simple case where |Cpj| 2 |C j j | 2 = α, φ j i = 0 and P j = 0, that is, K x j = 0. For this case, given (31)
we have A j i = B = α 0 0 α for all i, j . It is easy to check that the eigenvalues of
are λ 1 = 1 − α and λ 2 = 1 + ( j − 1) α, with multiplicity 2 ( j − 1) and 2 respectively. Therefore, K S j is positive definite if 0 < α < 1. Now let us consider the case where φ j i and P j are small but non-zero, and |Cpj| 2 |C j j | 2 are not necessarily equal to α. Denote the ( p, q) th element of B by b pq . It is well known that the eigenvalues of symmetric matrix are locally (Lipschitz) continuous [21] with respect to its elements. Therefore, corresponding to every α ∈ (0, 1), for any > 0, there exist some strictly positive real numbers α , α and
The bound on P j may depend C to ensure that the two last terms in (31) are of bounded variation. For any 0 < α < 1 we can always find some > 0 that guarantees λ s > 0, and K S j is positive definite as a result.
APPENDIX D PROOF OF THEOREM 11
First we state a useful result from [19] . Lemma 2] ) Let X n = X 1 , · · · , X n and Y n = Y 1 , · · · , Y n be two sequences of random vectors, and let X G , X G , Y G , and Y G be Gaussian vectors with covariance matrices satisfying cov X
The first part of the proof is to use Lemma 18 to obtain a Gaussian bound
The first steps towards this goal are standard:
is from the expansion of mutual information:
, and the chain rule which
gives I X n j ;Ŷ n j , S j = I X n j ; S j + I X n j ;Ŷ n j S j ..
(c) is from the chain rule, which gives I X n j ; S j = j −1 p=1 I X n j ; S n j p S n j ( p−1) , · · · , S n j 1 . (d) is from the expansion of mutual information. (e) is from the inequality h Ŷ n
h S n ( j −1) p S n ( j −1)( p−1) , · · · , S n ( j −1)1 , X n ( j −1) and h S n j p S n j ( p−1) , · · · , S n j 1 are equal, which gives
where (g) is as follows: given S K p = C pK U pK X K + W K p , the summation in the third line gives
It is also easy to see that S n 21 andŶ
We now combine the second and third term in (56)
(g-1) is from Lemma 8. Given that random variablesŶ
and S n j ( j −1) S n j ( j −2) , · · · , S n j 1 have the same marginal distribution, we have
where (h) is from the chain rule of entropy
and (i) is from Lemma 18.
Part II
The next part of the proof is to express (60) in terms of X j G rather than the side information. First we reorganize terms rhs (60)
and in (k) we just separate out the last term of the last sum. Combining Lemma 9 and Lemma 10, we know that for channels in C α , if the power constraint P j satisfies P j ≤ α , then
forms a Markov chain, and the following equality holds:
So that
We now combine the last two sums in (66),
Finally, we use standard properties of entropy,
We can conclude that the achievable sum capacity of the generalized Z-channel must satisfy
Notice that for Z-channel, this sum capacity outer bound is achievable because the expression above is identical to the sum capacity achieved by treating interference as noise. Since the generalized Z-channel is obtained by eliminating some of the interference links from the interference channel, (68) is an outer bound for the sum capacity of the interference channel. Theorem 11 is proved.
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Define the normalized covariance matrixV j = V j P j , Tr V j ≤ 1, and consider the equal power constraint where P j = P sum/K for all users. We can then write (35) as
We now use (19) (20) , repeated here:
In order to calculate the derivatives, we notice that for an expression of the form log |I + xA| with eigenvalues for A: 0 ≤ λ i (A) < ∞ we have the Taylor series
The second equation uses Taylor's theorem for several variables atλ i (A) = xλ i (A), since when x → 0, xλ i (A) → 0 as well. Therefore, the first derivative is Tr (A) and the second derivative Tr A 2 .Using this we now geṫ
Inserting this in (69) we see that the energy is minimized for Tr(V j ) = 1. This then results in (36). We further geẗ R sum (0)
Now according to Remark 2, the wideband slope has to be evaluated at the minimum energy per bit, that is for Tr(V j ) = 1. Then inserting (72-73) in (70) we get (37).
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To maximize the right hand side of (37), we need to solve the following optimization problem
First, consider a simple case where the channel is strictly symmetric: φ j i = 0, C j j 2 = 1 and
Let the 2 × 2 real positive definite matrixV j bê
Substituting (78) into (76), we construct a non-linear optimization problem from (76) on standard form:
The optimal solution of the problem defined by (79)~(83) is also the optimal solution of the problem defined by (76). Denote the optimization problem defined by (79)~(83) as P k , where k = (k 11 , k 12 , k 13 , · · · , k K 1 , k K 2 , k K 3 ) represents the set of feasible solutions.
Denote the objective function in (79) by f k . Construct the Lagrangian function for problem (79) as
To find a optimal solution for this problem, we use Karush-Kuhn-Tucker (KKT) sufficient condition. It is stated as followed. [22] ) Consider an optimization problem (P) defined as min x f x subject to g k x ≤ 0, k = 1, · · · , m h l x = 0, l = 1, · · · , n, with Lagrangian function
Theorem 19. (KKT Sufficient Condition
Let x be a feasible solution of (P), and suppose x, u, v
Then if f x is a pseudoconvex function, g k x , k = 1, · · · , m are quasiconvex functions, and h l x , l = 1, · · · , n are linear functions, then x is a global optimal solution.
It is clear that the equality constraints (83) are linear and the sets of inequality constraints (80), (81), and (82) are convex. In order to use Theorem 19 we just need to verify that the objective function f k is a convex function -a convex function is a special case of pseudoconvex and quasiconvex. Notice that f k is separate in each set of variables k j 1 , k j 2 , and k j 3 and in each is a quadratic form with an associated symmetric matrix A = I + α11 T (or 2A). The matrix A has eigenvalues 1 − α, 1 + (K − 1)α, and is therefore positive definite for 0 < α < 1 implying convexity of the corresponding quadratic form. Since a sum of convex functions is convex, this implies that f k is convex. Comparing the standard problem (P) in Theorem 19 with our optimization problem (P K ), we can conclude that any feasible k satisfying ∇ k F k, u 1 , u 2 , u 3 , v = 0 u 1 , u 2 and u 3 ≥ 0 u j 1 k j 1 = 0 u j 2 k j 2 = 0 u j 3 k 2 j 3 − k j 1 k j 2 = 0 is a global optimal for P k . Solving ∇ k F k, u 1 , u 2 , u 3 , v we have
It is easy to check that k j 1 = k j 2 = 1 2 , k j 3 = 0 while the Lagrange multipliers u j 1 = u j 2 = u j 3 = 0, and v j = −1 − α (K − 1) satisfy KKT condition. Therefore, k j 1 = k j 2 = 1 2 , k j 3 = 0, i.e.V x j = 1 2 0 0 1 2 is a global optimal solution. Substitute this optimal solution into the formula of sum slope (37), the sum slope has upper bound
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Before proving this result, we state existing results for general parametric optimization problems. A general parametric optimization problem P t depending on parameters t ∈ R r is defined by min f x, t
subject to x ∈ R n g i x, t ≤ 0, i = 1, · · · , s g i x, t = 0, i = s + 1, · · · , m where f and g i are real functions. Denote the parametric feasible region by A t x x ∈ R n ; g i x, t ≤ 0 i f i = 1, · · · , s; g i x, t = 0 i f i = s + 1, · · · , m .
And denote the parametric optimal value function by ν t inf x∈A(t) f x, t . The following theorem gives the sufficient condition under which ν t is a continuous function of t.
Theorem 20 (Theorem 3, p.70, [23] ). Suppose that 1) the function f is continuous on x × t; 2) the correspondence A is continuous on t;
3) the subsets A t are non empty and compact Then the optimal value function ν t is continuous and the correspondence optimal solution set is upper semi-continuous.
Let C correspond to t, and let the k as that defined in Appendix F correspond to x of Theorem 20. It is easy to see that the objective function of (74) is continuous on k × C, while the feasible region A C is non empty, compact, and independent of C. Therefore, all three conditions in Theorem 20 are satisfied and the optimal value function f k, C
is continuous on C. Further, in Theorem 13 we have shown that when C o = C : φ j i = 0, C j j 2 = 1, C j i 2 = α , the optimal value of the objective function of the optimization problem P k C o is
.
Given the continuity of f k, C o provided by Theorem 20, for any σ , there exist σ 1 , σ 2 , σ 3 such that for the channels C ∈C σ , where the setC σ is defined as
the optimal value of the objective function of the optimization problem P k C satisfies f k, C − f k, C o < σ.
Notice that C α is defined in Theorem 11. Because 1 ∈ cl C σ , as α → 1, for any positive σ , there existsC σ , such that for C ∈C σ its sum slope satisfies
If the magnitude and phase of the channel coefficients are drawn from continuous random distribution, Pr 
