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Introduction
La modélisation et la simulation numérique de problèmes de propagation d’ondes sont au
coeur de nombreuses applications industrielles, comme par exemple l’aéronautique ou l’explo-
ration pétrolière. Elles interviennent aussi dans les secteurs militaire (radar aérien) ou médical
(imagerie ultra-sonore). Dans ces différentes applications, le domaine de propagation est le plus
souvent infini dans une direction ou alors très grand par rapport à la longueur d’onde des signaux
que l’on veut reproduire. On est alors confronté au problème de résoudre numériquement un sys-
tème d’équations aux dérivées partielles posé dans un domaine non borné.
Une première approche consiste à considérer les solutions fondamentales de l’équation des ondes
pour en écrire une formulation intégrale définie sur une surface bornée. Cette technique est le plus
souvent utilisée dans le cadre de la diffraction d’onde par un obstacle (sous-marin par exemple).
L’équation intégrale est alors posée sur le bord de l’obstacle qui est donc borné. Cette approche
[29, 33] est très robuste et fournit une solution très précise, en particulier à hautes fréquences. De
plus, se ramener à un domaine borné permet de discrétiser le problème à l’aide d’une méthode
d’éléments finis. L’inconvénient de cette méthode est qu’elle conduit à l’inversion d’une matrice
pleine, ce qui induit des coûts de calcul et donc des temps de calcul considérables.
Une seconde approche consiste à définir une boîte de calcul de dimension finie et dont la taille
est adaptée à la zone qui nous intéresse. Ce procédé s’appuie sur le fait qu’il est suffisant de re-
présenter le champ d’onde dans un voisinage proche de l’origine du phénomène, qui peut être
l’obstacle dans des problèmes de scattering ou la source en imagerie sismique ou médicale. La
boîte de calcul ainsi définie, on peut résoudre numériquement le problème de propagation d’ondes
par des méthodes se basant sur l’approximation de la solution en différents noeuds d’une grille
donnée, comme par exemple les méthodes de différences finies ou d’éléments finis. Les bords
extérieurs de la boîte de calcul étant artificiels pour le problème physique, ils ne doivent pas gé-
nérer des réflexions parasites à l’intérieur du domaine de calcul pour ne pas fausser les résultats
numériques obtenus. Un moyen de modéliser numériquement ces bords artificiels est de les re-
présenter par l’opérateur Dirichlet-to-Neumann (DtN) qui exprime de façon exacte le passage des
ondes au travers d’une interface. Dans le cas des bords artificiels, cet opérateur assure donc le
passage parfait de l’onde de l’intérieur vers l’extérieur de la boîte de calcul sans qu’il n’y ait au-
cune réflexion à l’intérieur du domaine. Cependant, cet opérateur étant global, sa discrétisation va
introduire une matrice pleine et casser ainsi la structure creuse du système. Les coûts de calcul
engendrés par l’utilisation de cet opérateur sont équivalents à ceux obtenus avec la méthode des
équations intégrales. Il faut donc trouver un autre moyen de diminuer les réflexions issues des
bords artificiels tout en préservant la structure creuse des matrices de discrétisation. Pour cela,
deux principales techniques s’offrent à nous : l’utilisation de conditions aux limites absorbantes
(CLA) ou de couches parfaitement adaptées (PML : Perfectly Matched Layers). Dans le cas des
CLA, l’idée est d’imposer une condition aux limites particulière sur les bords extérieurs du do-
maine de calcul permettant d’atténuer les ondes réfléchies. Cette condition est une approximation
de l’opérateur Dirichlet-to-Neumann, construite de façon à préserver la structure creuse des ma-
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trices. Dans le cas des PML, on rajoute une couche au-delà du bord artificiel dans laquelle l’onde
est absorbée grâce à l’introduction d’un terme de dissipation.
Les premiers travaux sur les CLA remontent à 1977. Engquist et Majda [37, 38] ont construit et
analysé une classe de CLA locales d’ordre élevé pour l’équation des ondes acoustiques écrites
pour des bords extérieurs plans. La technique utilisée consiste à construire l’opérateur DtN exact
à partir de la représentation de la solution par superposition d’ondes planes. Ensuite, les CLA sont
obtenues via la microlocalisation de la condition DtN exacte réalisée à l’aide d’approximations de
Taylor. Ces approximations ne sont justifiées que dans le cas des ondes propagatives se propageant
avec une incidence proche de la normale à la frontière artificielle. Dans le même temps, Bayliss,
Guntzbürger et Turkel [19] ont construit des CLA écrites pour l’équation d’Helmholtz dans le cas
où la frontière artificielle est circulaire en 2D ou sphérique en 3D. Cette construction se base sur
un développement à hautes fréquences de la solution. Depuis lors, de nombreux auteurs se sont
consacrés à l’amélioration de ces conditions. On peut par exemple citer les travaux de Higdon
[52] qui a proposé une généralisation des CLA développées par Engquist et Majda en introduisant
des coefficients faisant intervenir des angles d’incidence. Les conditions en résultant sont d’ordre
élevé et ne sont à nouveau justifiées que dans la zone des ondes propagatives. Le fait de ne s’in-
téresser qu’aux ondes propagatives est resté pendant de nombreuses années la principale manière
de construire des conditions car les ondes propagatives sont les ondes qui jouent le plus grand
rôle dans les réflexions. Il faut aussi noter que l’utilisation de CLA d’ordre élevé nécessite nu-
mériquement d’introduire des variables auxiliaires pour pouvoir implémenter les conditions dans
une formulation variationnelle (cf Givoli [46] et sa bibliographie) ce qui entraîne des surcoûts nu-
mériques mais surtout ne conduit pas nécessairement à des schémas stables. D’autres auteurs se
sont, quant à eux, intéressés à d’autres équations. On peut par exemple citer les travaux de Gus-
tafsson [45] et Halpern [51] qui s’intéressent respectivement à des systèmes de type hyperbolique
et parabolique. Pour plus de détails sur le sujet des conditions aux limites absorbantes appliquées
à différents problèmes, on renvoie à l’article de Tsynkov [75] qui donne une revue détaillée sur le
sujet.
Pour diminuer les réflexions à l’intérieur du domaine, on peut aussi utiliser des PML. Cette ap-
proche, proposée par Bérenger [22] en 1994, a révolutionné le domaine. En effet, cette technique
consiste à définir une couche absorbante à l’extérieur de la boîte de calcul de telle sorte que l’onde
passe du domaine à la couche sans se réfléchir au niveau de l’interface. L’onde est ensuite absorbée
dans la couche grâce à un terme de dissipation et elle est quasiment nulle en atteignant le bord de la
couche. Grâce à cela, les réflexions sont fortement diminuées. Cependant, les PML sont difficiles
à mettre en oeuvre quand les bords du domaine de calcul sont courbes. On peut par exemple citer
les travaux de Collino et Monk [32] sur le cas du cercle. De plus, lorsque le milieu est fortement
hétérogène et anisotrope, les PML ne sont plus efficaces et la solution approchée numériquement
peut exploser ( l’amplitude de certaines ondes augmente exponentiellement au lieu de décroître
dans la couche). De nouvelles formulations ont été proposées ces dernières années, comme par
exemple les C-PML ("Convutional Perfectly Matched Layer") [69], afin de pallier les différents
inconvénients que présentent les PML mais ces formulations ne suppriment pas toutes les instabi-
lités et ne sont toujours pas adaptées au cas des frontières courbes.
Pour réduire les coûts de calcul lors des simulations numériques, on peut adapter la taille et la
forme de la boîte de calcul. Par exemple, on peut choisir un bord artificiel ayant la même forme
que l’enveloppe convexe de l’obstacle de diffraction. C’est tout particulièrement intéressant quand
l’obstacle est de forme allongée. Citons par exemple le cas d’un sous-marin qui, le plus souvent,
est entouré par une sphère. La taille du domaine de calcul n’est donc pas optimale. Il serait en effet
préférable de prendre une frontière artificielle de forme sphéroïdale prolate. C’est pourquoi dans
cette thèse, nous nous concentrons sur la question de construire des CLA qui s’appliquent sur des
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surfaces de forme quelconque, pour l’équation des ondes acoustiques et l’équation d’Helmholtz.
Avant de décrire plus en détail comment nous souhaitons procéder, nous allons préciser la métho-
dologie que nous avons retenue pour la mise en oeuvre numérique. Pour résoudre numériquement
l’équation des ondes, nous avons le choix entre plusieurs méthodes. Les codes de calcul indus-
triels utilisent généralement des méthodes de différences finies ou d’éléments finis. Les méthodes
de différences finies, bien que faciles à implémenter, reposent sur le calcul de la solution en dif-
férents noeuds d’une grille régulière, ce qui ne nous permet pas de considérer des géométries
complexes. Ainsi, nous avons décidé d’utiliser des méthodes d’éléments finis qui ne présentent
pas cet inconvénient. Cependant, si l’on utilise une méthode d’éléments finis classique, on obtient
une matrice de masse creuse mais non trivialement inversible. Ces matrices pouvant dans certains
cas pratiques comporter des millions d’entrées, leur inversion peut être un verrou notamment lors-
qu’il s’agit d’applications réelles. Pour pallier ce problème, on pourrait utiliser une méthode de
condensation de masse [30, 54] qui permet de rendre la matrice de masse diagonale. Cependant,
cette technique pénalise l’ordre de convergence du schéma. Nous pourrions à la place utiliser la
méthode des éléments spectraux (cf. [66]) qui permet d’obtenir une matrice de masse diagonale
sans pénaliser l’ordre de convergence du schéma en utilisant des points et poids de quadrature de
Gauss-Lobatto. Le principal inconvénient de cette méthode est qu’elle se base sur des maillages
quadrangulaires à 2D et parallélépipédiques à 3D. Il est donc difficile de mailler des domaines
quelconques comme ceux que nous allons être amenés à considérer dans cette thèse. Dans [31],
une méthode a été proposée dans le but de considérer des maillages en triangles à 2D mais sa
mise en oeuvre pose de nombreuses difficultés. Nous avons donc choisi d’utiliser plutôt une mé-
thode de Galerkine Discontinue (DG) pour discrétiser nos équations. Cette méthode, introduite
par Reed et Hill [68] ne présente pas les inconvénients des méthodes précédentes. En effet, elle
permet l’utilisation de maillages triangulaires à 2D et tétraédriques à 3D et la matrice de masse
est par construction diagonale par blocs, ce qui conduit à une représentation quasi-explicite de
la solution. Parmi les différentes méthodes DG décrites dans la littérature et analysées dans [13],
nous avons décidé de nous intéresser plus particulièrement à la méthode de Galerkine Discontinue
avec Pénalité Intérieure (IPDG) [12] aussi appelée Pénalité Intérieure Symétrique (SIP) [18]. Cette
méthode est connue pour être stable et consistante [13], ce qui garantit l’ordre de convergence du
schéma. Elle a déjà été utilisée pour résoudre l’équation des ondes acoustiques [43, 44] et l’équa-
tion d’Helmholtz [5, 21].
En ce qui concerne le cas de l’équation des ondes acoustiques, de nombreux travaux ont été réalisés
dans le but d’améliorer la performance des CLA. Néanmoins, comme nous l’avons déjà précisé, la
plupart des travaux réalisés ne considèrent que les ondes propagatives pour obtenir des conditions
absorbantes. Or, il existe deux autres types d’ondes : les ondes évanescentes et les ondes rampantes
dont l’importance a longtemps été ignorée dans le processus de construction des CLA. Récem-
ment, Hagstrom et al. [49, 50] ont proposé une CLA d’ordre élevé qui est une généralisation de
la condition développée par Higdon [52] prenant en compte à la fois les ondes propagatives et les
ondes évanescentes. Les simulations montrent que le fait de prendre en compte les ondes évanes-
centes dans le processus de construction des CLA permet de diminuer les réflexions à l’intérieur du
domaine. Dans [49] elles ont été mises en oeuvre à l’aide d’une méthode éléments finis classique
pour la discrétisation en espace et d’un schéma de Newmark pour la discrétisation en temps. Or,
nous avons observé dans un travail préliminaire [16] que les calculs étaient instables lorsqu’elles
était réalisés à l’aide d’une méthode de Galerkine discontinue. De plus, ces nouvelles conditions
sont écrites pour des surfaces planes. Si nous considérons une frontière courbe, nous devons donc
imposer une condition dite "condition de coins" sur chaque extrémité des segments formant le po-
lygone qui approche le bord courbe. Cela augmente donc considérablement le nombre d’équations
à résoudre et, de fait, les coûts de calcul.
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En ce qui concerne l’équation d’Helmholtz, l’influence des ondes rampantes a déjà été étudiée
par Antoine et al. [10, 34] dans un cadre bien particulier, le cadre OSRC ("On Surface Radiation
Condition"). Dans ce cas la frontière artificielle coïncide avec la frontière de l’obstacle de diffrac-
tion qui est supposée circulaire. Les analyses menées dans [10, 34] montrent que le coefficient de
réflexion diminue si l’on prend en compte les ondes rampantes dans le processus de construction.
Ce cadre particulier ne permet pas d’étendre la CLA construite au cas de l’équation des ondes
acoustiques dans la mesure où les conditions de type OSRC sont connues pour ne pas être adap-
tées au régime hautes fréquences, ce qui dans le domaine temporel correspond aux temps courts.
Dans cette thèse, nous allons nous intéresser au développement de CLA écrites pour l’équation des
ondes acoustiques et l’équation d’Helmholtz en prenant en compte les trois types d’ondes. Nous
porterons une attention particulière à l’implémentation numérique de ces conditions et à l’analyse
de leurs performances.
Ce manuscrit s’organise selon le plan suivant.
Dans le premier chapitre, on se concentre sur la construction d’une CLA optimisée pour les ondes
propagatives. Pour cela, on reformule l’équation des ondes comme un système du premier ordre
et on applique la technique de microdiagonalisation de Taylor [74] dans le cône de propagation.
On obtient, en première approximation, une famille de CLA dépendant d’un paramètre γ. Le pro-
blème mixte associé est alors analysé dans un cadre plus général et on démontre qu’il admet une
unique solution. De plus, si la frontière est convexe, on montre l’existence d’une énergie décrois-
sant vers zéro sous réserve que le paramètre γ soit supérieur à κ4 où κ désigne la courbure de la
frontière artificielle. On prouve aussi que dans le cas d’une condition de Dirichlet sur le bord de
l’obstacle, la solution du problème tend bien vers zéro. Dans le cas d’une condition de Neumann,
on montre que la solution converge vers une constante qui est nulle sous une certaine condition
nécessaire liée aux données initiales.
Dans le second chapitre, nous mettons en oeuvre la famille de CLA construite au chapitre 1. Pour
implémenter cette condition dans une formulation variationnelle, on la réécrit en introduisant une
variable auxiliaire définie uniquement sur la frontière artificielle. Le problème aux limites qui dé-
coule de cette nouvelle écriture de la CLA est alors étudié dans le cas où l’on impose une condition
de Dirichlet sur le bord de l’obstacle. On montre ainsi que le problème est bien posé et qu’il existe
une énergie qui décroît vers zéro. On démontre aussi que si on choisit correctement la forme de
la frontière artificielle, l’énergie décroît exponentiellement vers zéro. On peut noter que la formu-
lation considérée dans ce chapitre favorise l’obtention de ce résultat de stabilisation frontière. En
effet, la formulation du chapitre 1 ne permet pas facilement d’établir ce type de comportement
car elle fait intervenir une fonctionnelle d’énergie pour laquelle il n’est pas facile de trouver des
multiplicateurs. On analyse ensuite numériquement les performances de la famille de CLA. Les
tests réalisés indiquent que la valeur optimale du paramètre γ est γ = κ4 . On montre alors que cette
condition est équivalente à la condition de courbure (C-ABC) donnée par ∂nu + ∂tu + κ2 = 0.
On illustre aussi le résultat de stabilisation en considérant le cas où la donnée de bord est une
onde monochromatique. Il est alors remarquable d’observer que l’onde acoustique converge très
rapidement vers la solution de l’équation d’Helmholtz.
Dans le troisième chapitre, on s’intéresse à la construction de CLA pour l’équation des ondes
acoustiques qui prennent en compte à la fois les ondes propagatives et les ondes évanescentes. On
présente tout d’abord un bref résumé des travaux de Hagstrom et al [49, 50] à ce sujet et nous
montrons les limites de leur étude. Ensuite, à l’aide de la technique de microdiagonalisation uti-
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lisée au premier chapitre, nous construisons une CLA prenant en compte les ondes évanescentes.
Nous composons alors cette condition avec la C-ABC pour pouvoir également absorber les ondes
propagatives. Nous montrons que cette nouvelle condition peut être facilement intégrée dans une
formulation variationnelle et nous comparons numériquement ses performances à celles de la C-
ABC. Enfin, comme dans le chapitre 2, nous illustrons le phénomène de stabilisation frontière en
choisissant une onde incidente monochromatique.
Dans le quatrième chapitre, on s’intéresse au cas de l’équation d’Helmholtz posée en domaine
bornée. On réécrit les différentes CLA étudiées dans les chapitres précédents en régime harmo-
nique. On montre que le problème est bien posé à basse fréquence et on obtient deux résultats à
haute fréquence, dans des géométries simples (cercles et ellipses). On analyse ensuite numérique-
ment les performances des diverses conditions en évaluant dans un premier temps le coefficient
de réflexion avant de regarder la solution approchée avec une méthode IPDG. On constate que
lorsque la frontière est proche de l’obstacle, le fait de prendre en compte les ondes évanescentes
améliore fortement l’absorption à basses fréquences. Par contre, à haute fréquence, on ne constate
pas d’amélioration quelle que soit la localisation de la frontière artificielle. Dans le but d’amé-
liorer l’absorption, on a alors pensé à modéliser aussi les ondes rampantes comme dans [10, 34].
Pour cela, on utilise un développement asymptotique et on obtient ainsi une nouvelle CLA en
composant la CLA du chapitre 3 avec l’équation représentant les rampants. Enfin, on teste nu-
mériquement cette CLA en la comparant aux autres conditions proposées dans cette thèse. On
remarque d’abord que prendre en compte les ondes rampantes améliore les résultats à hautes fré-
quences. On peut en particulier noter que la nouvelle condition est nettement plus performante
que la condition proposée par Antoine et al. à basses comme à hautes fréquences. Cette dernière
propriété nous encourage à introduire les ondes rampantes pour améliorer les performances des
CLA en acoustique transitoire, ce qui fait l’objet du chapitre suivant.
Dans le cinquième chapitre, on repasse donc à l’étude de l’équation des ondes acoustiques. Le
passage du régime fréquentiel au régime transitoire fait apparaître une dérivée fractionnaire dans
la condition prenant en compte les ondes rampantes. Pour pouvoir inclure ces conditions dans
une formulation variationnelle, il est nécessaire de les réécrire à l’aide d’une variable auxiliaire.
Il faut également considérer des schémas numériques permettant la discrétisation des opérateurs
de dérivées fractionnaires. On compare alors numériquement les performances de ces nouvelles
conditions à celles de la condition construite au chapitre 3 et à celles de la C-ABC. On constate
que, contrairement à ce que laissait supposer l’étude de l’équation d’Helmholtz, ces nouvelles
CLA n’améliorent pas significativement les performances de la CLA construite au chapitre 3.
Ces résultats pouvant s’expliquer par une discrétisation trop peu précise de l’opérateur de déri-
vée fractionnaire, on s’intéresse à nouveau au phénomène de stabilisation frontière en choisissant
une onde incidente monochromatique. Nous observons qu’avec ces nouvelles CLA, la solution
converge vers la solution de l’équation d’Helmholtz mais moins vite que lorsqu’on utilise la C-
ABC ou la CLA prenant en compte les ondes évanescentes. Il nous semble donc qu’il faudrait
reconsidérer la façon de discrétiser les dérivées fractionnaires pour pouvoir améliorer les perfor-
mances des CLA ainsi que la convergence vers la solution de l’équation d’Helmholtz.
Dans le sixième et dernier chapitre de cette thèse, nous nous intéressons à la mise en oeuvre des
nouvelles CLA dans des configurations plus réalistes. Nous montrons tout d’abord leur efficacité
dans des milieux hétérogènes 2D puis nous discutons de leur extension à 3D.
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Chapitre 1
Construction et étude mathématiques
d’une famille de CLA du second ordre
pour l’équation des ondes acoustiques
1.1 Introduction
La simulation numérique des ondes acoustiques est souvent réalisée après avoir tronqué le
domaine de propagation pour pouvoir se ramener à un problème dans un domaine fini ou borné.
La taille du domaine de calcul est ainsi réduite et l’approximation en espace peut alors être faite
en utilisant des espaces d’éléments finis. Le problème aux limites correspondant est alors défini
en couplant le système d’équation initial avec une condition de bord fixée sur la frontière exté-
rieure limitant le domaine de calcul. Cette condition de bord est utilisée pour fermer le problème
et représente le comportement des ondes au niveau de la frontière extérieure. Une "bonne" condi-
tion devrait être celle pour laquelle les ondes ne sont pas réfléchies par la frontière extérieure. Le
champ approché numériquement correspondrait alors à l’exacte restriction de l’onde se propageant
dans le domaine infini. La construction de "bonnes" conditions, qui sont généralement appelées
Conditions aux Limites Absorbantes (CLA) a déjà été abordée dans de nombreux travaux. En ce
qui concerne les problèmes évolutifs, Engquist and Majda [37] ont montré que la microdiagona-
lisation de l’équation des ondes, et plus généralement de systèmes hyperboliques, est un moyen
intéressant pour construire des CLA sur des surfaces de forme quelconque. Leur travail a été suivi
par de nombreux articles dans lesquels la question de construire des CLA d’ordre élevé afin d’amé-
liorer la précision des solutions numériques a été abordée. Par exemple, Higdon [52] a construit
des CLA d’ordre élevé qui sont formulées comme étant une combinaison de CLA d’ordre peu
élevé Grote et Keller [42] ont proposé des CLA non réfléchissantes qui sont obtenues à partir de
l’approximation de l’opérateur DtN associé à la sphère. Des travaux très intéressants abordant ce
sujet ont été réalisés et on renvoit à l’article de [75] pour une liste exaustive de références.
Dans cette thèse, nous cherchons à construire des CLA enrichies qui peuvent atténuer les réflexions
générées par le champ d’onde complet. Les CLA sont alors déduites de l’approximation de l’opé-
rateur DtN complet qui est défini à la fois dans la région hyperbolique et la région elliptique et qui
peut aussi reproduire le comportement des ondes rampantes.
Dans ce chapitre, on aborde la question de construire et d’analyser une famille de CLA dépendant
d’un paramètre pour l’équation des ondes acoustiques. Notre but est de sélectionner la “meilleu-
re” CLA prenant seulement en compte les ondes propagatives. Nos critères de sélection sont les
suivants :
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1. la CLA peut être appliquée à des frontières de forme quelconque ;
2. la CLA doit être locale et doit comporter des opérateurs différentiels d’ordre peu élevé ;
3. le problème aux limites correspondant (BVP) est bien posé ;
4. le BVP est associé à une fonctionnelle de Lyapunov (une énergie) qui décroît vers zéro, sauf
pour un ensemble fixé de données.
Le premier critère nous permet de considérer des domaines de calculs dont la taille et la forme
peuvent être optimisées en utilisant des frontières extérieures bien adaptées. Par exemple, dans le
cas d’un problème de diffraction, la frontière extérieure peut être choisie de telle sorte qu’elle ait
la même forme que le bord de l’obstacle ou au moins que son enveloppe convexe. Cette propriété
est particulièrement intéressante quand l’obstacle est allongé, comme un sous-marin par exemple.
Le second critère nous assure que le caractère creux des matrices éléments finis est préservé et que
l’on peut facilement incorporer la CLA dans le schéma numérique.
Le troisième critère donne un résultat de stabilité par rapport aux données, qui est essentiel pour
les simulations numériques.
Le dernier critère implique que la solution du BVP est stable en temps long, ce qui n’est pas
forcément le cas pour les CLA existantes.
Dans ce chapitre, nous construisons une famille de CLA d’ordre un pour l’équation des ondes
acoustiques qui satisfait tous les critères 1-4.
1.2 Une nouvelle famille de CLA du second-ordre pour l’équation
des ondes acoustiques
Dans cette partie, nous nous intéressons à la construction d’une nouvelle famille de conditions
aux limites absorbantes en utilisant la méthode de microdiagonalisation développée par M.E. Tay-
lor [74]. On veut que cette condition soit écrite pour tout domaine régulier convexe et qu’elle
ne prenne en compte que les ondes propagatives. Tout d’abord, nous présentons les principales
étapes de la méthode de microdiagonalisation avant de nous intéresser à la construction de nou-
velles conditions. Par souci de simplicité, on suppose que la vitesse c est égale à 1.
1.2.1 La technique de microdiagonalisation appliquée à l’équation des ondes
Dans ce paragraphe, on construit de nouvelles CLA en appliquant le théorème de factorisa-
tion initialement établi par M.E. Taylor [74] pour étudier la propagation de singularités dans des
systèmes strictement hyperboliques. Comme nous voulons construire des conditions d’ordre peu
élevé, on limite notre travail à l’application de la première étape de la factorisation. En effet,
l’analyse mathématique dans [8] montre que les étapes suivantes font intervenir nécessairement
des opérateurs différentiels d’ordre supérieur à deux. Ainsi, on ne s’intéresse qu’à la diagonalisa-
tion du symbole principal de l’équation des ondes.
Les CLA que nous considérons sont dérivées de l’approximation microlocale de l’opérateur Dirichlet-
to-Neumann associé à la surface artificielle Σ. On commence par réécrire l’équation des ondes
acoustiques dans un système de coordonnées locales (r, s) lié à Σ. Le couple (r, s) décrit un point
dans le voisinage de Σ de telle manière que Σ = {r = 0}. On utilise le même système de coor-
données que dans [9] et l’équation des ondes acoustiques s’écrit ainsi de la façon suivante
L˜u := −∂2t u+ ∂2ru+ κr(s)∂ru+ h−1∂s
(
h−1∂su
)
= 0, (1.2.1)
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où κ(s) est la courbure de Σ, h = 1 + rκ(s) et κr = h−1κ(s). Ce changement de variables a
donc pour effet de transformer l’équation des ondes en équation aux dérivées partielles partielles
à coefficients variables.
Ensuite, pour appliquer la méthode de Taylor, on réécrit (1.2.1) comme un système du premier
ordre. Pour cela, on introduit une inconnue auxiliaire v qui est liée à u par la relation ∂tv+∂ru = 0
dans un voisinage de Σ. Le vecteur U = (v, u) est alors solution du système du premier ordre
∂rU = LU,
où L est un opérateur matriciel dont les composantes sont des opérateurs pseudodifférentiels du
premier ordre caractérisé par son symbole σ(L) = L. On peut décomposer L en L = L1 + L0
avec
L1 =
(
0 −h−2ξ2−ω2iω
−iω 0
)
∈ S1 et L0 =
(
−κr(s) −h
−3∂s(h)ξ
ω
0 0
)
∈ S0,
où ξ et ω sont les variables duales associées respectivement à s et t.
Les ondes se propageant à incidence normale sont sélectionnées à partir de la décomposition sui-
vante, fondée sur le théorème de factorisation de Nirenberg [65].
Théorème 1.2.1. Il existe deux opérateurs pseudodifférentiels classiques Λ− et Λ+ d’ordre 1,
dépendant régulièrement de r, tels que
L˜u =
(
∂r + iΛ
−) (∂r + iΛ+)u mod C∞. (1.2.2)
Complétons ce théorème par quelques précisions importantes pour la suite. L’unicité de la
décomposition (1.2.2) est assurée par la caractérisation suivante de Λ+ et Λ−. Soient λ+ et λ−
les symboles respectifs des opérateurs Λ+ et Λ−. D’après la définition des opérateurs pseudodif-
férentiels d’odre 1, les symboles λ+ et λ− appartiennent à la classe des symboles S11,0 (cf e.g.
Chazarain-Piriou [28] pour la définition de cette classe de symboles). Par opérateur pseudodiffé-
rentiel classique, on sous-entend que les symboles λ± admettent le développement asymptotique
suivant
λ± ∼
+∞∑
j=−1
λ±−j , (1.2.3)
où λ±−j sont des fonctions homogènes de degré −j selon la variable duale (ξ, ω). Ce développe-
ment a lieu au sens suivant
∀m ≥ −1, λ± −
+∞∑
j=−1
λ±−j ∈ S−(m+1),
où, comme dans Taylor [74], on note de manière plus concise Sm la classe des symboles Sm1,0.
Afin d’obtenir des écritures plus concises nous posons la
Définition 1.2.2. Soit σP ∈ Sp le symbole d’un opérateur pseudodifférentiel classique P ∈
OPSp d’ordre p. On suppose que le développement asymptotique de σp s’écrit :
σP ∼
+∞∑
j=−1
λP,−j .
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Nous noterons dorénavant τ−m(σP ) le développement asymptotique tronqué du symbole σP défini
par :
τ−m(σP ) =
m∑
j=−1
λP,−j , m ≥ −p..
Ainsi, les opérateurs pseudodifférentiels Λ+ et Λ− sont définis dans OPS1.
L’onde se propageant le long de la direction de la direction normale, l’onde sortante, satisfait
l’équation (
∂r + iΛ
+
)
u = 0,
au sens microlocal du terme (cf. Taylor [74]). Ainsi, nous déduisons de cette dernière équation
l’opérateur Dirichlet-to-Neumann (DtN) comme l’opérateur non local Λ˜+ tel que Λ˜+ := Λ+|r=0.
La condition transparente sur Σ est alors donnée par(
∂r + iΛ
+
)
u|r=0 =
(
∂r + iΛ˜+
)
u = 0.
Ainsi, tout le problème se ramène désormais à la détermination explicite de Λ+. Pour cela, com-
mençons par développer le membre de droite de l’équation (1.2.2)
L˜u = ∂2ru+ iΛ
−∂ru+ i∂rΛ+u− Λ−Λ+u = 0. (1.2.4)
Un calcul direct basé sur la formule de représentation intégrale d’un opérateur pseudodifférentiel
à partir de son symbole (cf. [28, 74]) nous permet d’écrire la suite d’égalités
∂rΛ
+u(r, s, t) = ∂r
∫
ei(ωt+ξ·s)λ+(r, s, t, ξ, ω)û(r, ξ, ω)dωdξ
=
∫
ei(ωt+ξ·s)
(
∂rλ
+û+ λ+∂rû
)
.
(1.2.5)
Introduisons la définition suivante
Définition 1.2.3. Etant donné µ ∈ Sm, on note Op(µ) l’opérateur pseudodifférentiel dont le
symbole est µ.
L’utilisation de cette définition permet d’obtenir la nouvelle expression de l’équation (1.2.5)
∂rΛ
+u(r, s, t) = Op(∂rλ
+)u+ Λ+∂ru,
ce qui entraîne que l’équation (1.2.4) s’écrit de façon équivalente :
L˜u = ∂2ru+ i
(
Λ− + Λ+
)
∂ru+ iOp(∂rλ
+)u− Λ−Λ+u = 0. (1.2.6)
En identifiant les coefficients dans les deux écritures (1.2.1) et (1.2.6) de l’équation des ondes,
nous obtenons le système : Λ
− + Λ+ = −iκr(s),
Λ−Λ+ − iOp(∂rλ+) = ∂2t − h−1∂s
(
h−1∂su
)
.
(1.2.7)
Rappelons que la formule de représentation intégrale d’un opérateur pseudodifférentiel assure que
la connaissance de Λ+ et Λ− est équivalente à la détermination de λ+ et λ−. Utilisant les règles
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de calcul associées aux opérateurs pseudodifférentiels (cf Taylor [74]), on est capable de réécrire
symboliquement le système (1.2.7) et on obtient facilement que
λ−−j + λ
+
−j =
 −iκr(s) si j = 0,0 sinon. (1.2.8)
On voit alors que les relations (1.2.8) rendent possible l’élimination de λ−. En injectant (1.2.8)
dans la forme symbolique du système (1.2.7), on récupère une équation en λ+−j qui va nous per-
mettre pas à pas de déterminer le symbole de Λ+. L’équation permet enfin de calculer l’opérateur
DtN.
Evidemment, le calcul de tous les symboles λ+−j n’est pas envisageable. Mais, n’oublions pas que
notre but réside dans la construction de conditions aux limites absorbantes d’ordre un ce qui ne
nécessite que le calcul des symboles λ+−j , 1 ≤ j ≤ 1.
De plus, suivant un principe fondé sur l’identification des symboles de même degré d’homogé-
néité, on peut établir une formule de récurrence permettant d’exprimer un symbole quelconque
λ+−j à partir du symbole principal λ
+
1 . On a (cf [7])
Théorème 1.2.4. Le symbole principal λ+1 est donné par l’expression
λ+1 =
(
h−2ξ2 − ω2)1/2 .
Notons à présent λ+1 par λ1 . Alors, quand λ1 6= 0, le symbole principal de L admet deux
valeurs propres simples λ1 et −λ1. Quand h−2ξ2−ω2 > 0, λ1 est réel et quand h−2ξ2−ω2 < 0,
λ1 est un imaginaire pur. Comme dans [8, 37], on introduit
V0 = 1√
2
( iω
λ1
1
1 −λ1iω
)
(1.2.9)
de telle sorte que
V0L1V−10 =
(
λ1 0
0 −λ1
)
=M1. (1.2.10)
Posons alors W0 = V0U . On démontre (voir [74, 37, 8]) qu’il existe un opérateur pseudodifféren-
tiel R0 d’ordre 0 tel que
∂rW0 = M1W0 +R0W0
où M1 est l’opérateur pseudodifférentiel d’ordre 1 dont le symbole est la matrice diagonale M1.
L’équation vérifiée par W0 s’obtient en factorisant le symbole principal de L. On peut poursuivre
en considérant maintenant les termes d’ordre 0.
Pour cela, on pose W1 = (I +K−1)W0 où K−1 est un opérateur pseudodifférentiel d’ordre -1 à
déterminer de telle sorte que W1 est solution de :
∂rW1 = (M1 +M0)W1 +R−1W1. (1.2.11)
Dans (1.2.11), R−1 est un opérateur pseudodifférentiel d’ordre -1.
L’opérateurK−1 est déterminé via son symboleK−1 qu’on calcule de la façon suivante. On calcule
∂rW1 grâce à son expression en fonction de W0. Il vient :
∂rW1 = ∂r ((I +K−1)W0)
= ∂rK−1W0 + (I +K−1) ∂rW0
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ce qui donne en utilisant la définition de W1
∂rW1 = ∂rK−1 (I +K−1)−1W1 + (I +K−1) (M1 +R0) (I +K−1)−1W1. (1.2.12)
Au niveau symbolique, on peut fixer les coefficients de K−1 imposant que le symbole de M0 est
diagonal. Pour cela, il faut identifier les termes d’ordre 0 dans (1.2.12). On montre ainsi (voir [74])
que K−1 doit vérifier :
K−1
(
λ1 0
0 −λ1
)
−
(
λ1 0
0 −λ1
)
K−1 =
(
0 −2K−1(1, 2)λ1
2K−1(2, 1)λ1 0
)
. (1.2.13)
La relation (1.2.13) ne permet de fixer que les termes extradiagonaux de K−1. L’opérateur K−1
n’est donc pas unique.
On peut continuer à compléter la diagonalisation en introduisant les inconnues suivantes W2, W3,
..., Wm définies récursivement par Wm = (I +K−m)Wm−1. L’opérateur K−m est un opérateur
pseudodifférentiel d’ordre −m qui est déterminé via son symbole K−m. Les coefficients de K−m
sont calculés pour que Wm soit solution de
∂rWm = (M1 +M0 + ...+M−m+1)Wm +R−mWm
où les opérateurs pseudodifférentiels M1, M0, ..., M−m+1 sont tous diagonaux et R−m est un
opérateur régularisant d’ordre −m. Comme pour K−1, seuls les coefficients extradiagonaux des
matrices K−j , 2 ≤ j ≤ m, sont fixés.
1.2.2 Une condition d’ordre un : la condition avec courbure
Le procédé de diagonalisation que nous venons de décrire fournit alors un moyen rigoureux de
développer des conditions de bord sur la surface Σ. En effet, dans le cas où les valeurs propres λ1
et λ−1 sont imaginaires purs, les champs W0, W1, ..., Wm ont pour composantes deux champs
associés respectivement aux valeurs propres λ1 et λ−1. La première composante correspond alors
à la partie sortante de l’onde tandis que la seconde est une onde rentrante. En imposant que la
seconde composante de
(I +K−m) (I +K−m+1) ... (I +K−1)V0U
soit nulle sur Σ, on élimine la partie rentrante générée par Σ et on obtient ainsi une condition aux
limites artificielle. Cette condition aux limites artificielle correspond à la troncature à l’ordre −m
d’une condition aux limites transparente qui s’écrivait
[(I +K−∞) ... (I +K−m) ... (I +K−1)V0U ]2 = 0 sur Σ
où [w]2 désigne la deuxième composante du vecteur w.
Notre objectif étant de construire des conditions d’ordre peu élevé, limitons nous à une troncature
d’ordre −1. Dans ce cas, une condition aux limites artificielle s’écrit
[(I +K−1)V0U]2 = 0 sur Σ. (1.2.14)
La majorité des travaux qui ont utilisé la méthode de M.E. Taylor retiennent l’expression la plus
simple des matrices K−j , à savoir quand leurs coefficients diagonaux sont nuls. Cette technique
est développée par M.E. Taylor uniquement pour diagonaliser le système. Dans ce cas, quels que
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soient les coefficients diagonaux de K−1, le résultat est le même : les termes de couplage diffèrent
mais la partie digonale est toujours la même.
Dans ce cas, on obtient
K−1 =
 0 − iκ(s)ω34λ41
− iκ(s)ω
4λ2
1
0
 (1.2.15)
et la condition aux limites ainsi obtenue est non locale, en raison de la présence de λ1 et de
puissances successives de son inverse. Une approche classique consiste alors à localiser (pseudo-
localiser) la condition en remplaçant λ1 et les puissances de λ
−1
1 par des approximations de Taylor
(de Padé) sous l’hypothèse haute fréquence ω2 >> h−2ξ2. On obtient alors, en appliquant un
développement de Taylor d’ordre 1 :
∂tu+ ∂nu+
κ(s)
2
u = 0 sur Σ.
La condition fait intervenir des opérateurs différentiels mais on devrait plutôt dire microdifféren-
tiels car elle n’est justifiée que dans le cône de propagation ω2 >> h−2ξ2. Cette condition est
largement utilisée dans le cas de surfaces courbes. Par la suite, on fera référence à cette condition
par le terme C-ABC pour “Curvature ABC”.
A présent, il serait intéressant de voir comment cette condition change en considérant des termes
diagonaux non-nuls pour K−1. On s’intéresse à cette question dans le paragraphe suivant.
1.2.3 Une nouvelle famille de conditions aux limites absorbantes
L’idée qui consiste à utiliser une matrice K−1 dont les coefficients diagonaux sont non nuls
a été appliquée dans [15] pour le système de Maxwell en 2D mais seulement d’un point de vue
théorique. A notre connaissance, ces conditions n’ont jamais été analysées numériquement. Pour
l’équation des ondes acoustiques, on propose de modifier K−1 comme suit
K−1 =
 0 −
iκ(s)ω3
4λ41
− iκ(s)ω
4λ21
γ(s)
λ1
 , (1.2.16)
où γ est un paramètre dépendant seulement de l’abcisse curviligne s. Nous conservons 0 pour le
terme diagonal de la première ligne car il n’intervient pas dans l’écriture de la condition. En effet,
seule nous intéresse la seconde composante de (I +K−1)V0U dans (1.2.14). On obtient ainsi
Théorème 1.2.5. Une famille de conditions aux limites absorbantes du second-ordre dépendant
d’un paramètre est donnée par
∂t (∂nu+ ∂tu) =
(
κ(s)
4
− γ(s)
)
∂nu−
(
κ(s)
4
+ γ(s)
)
∂tu sur Σ. (1.2.17)
Démonstration. On rappelle que la condition de bord du premier ordre est donnée par
[(I +K−1)V0U]2 = 0 sur Σ. (1.2.18)
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Le symbole de l’opérateur correspondant est
σ ((I +K−1)V0) = ((I2 +K−1)V0) +R−2,
où R−2 ∈ S−2. Par conséquent, la troncature de σ ((I +K−1)V0) dans S−1 est donnée par
τ−1 (σ ((I +K−1)V0)) = ((I2 +K−1)V0)
= 1√
2

iω
λ1
− iκ(s)ω
3
4λ41
1 +
κ(s)ω2
4λ31
κ(s)ω2
4λ31
+ 1 +
γ(s)
λ1
− iκ(s)ω
4λ21
− λ1
iω
− γ(s)
iω
 .
(1.2.19)
En utilisant un développement de Taylor du premier ordre noté par ( )1 pour ω >> h−1ξ, on
obtient
(τ−1 (I2 +K−1)V0)1 =
1√
2
 1−
iκ(s)
4ω
1 +
iκ(s)
4ω
1 +
iκ(s)
4ω
+
γ(s)
iω
iκ(s)
4ω
− 1− γ(s)
iω
 . (1.2.20)
Ensuite, sachant que U = (v, u) avec ∂tv + ∂nu = 0 sur Σ, on a
∂t (∂nu+ ∂tu) =
(
κ(s)
4
− γ(s)
)
∂nu−
(
κ(s)
4
+ γ(s)
)
∂tu sur Σ.
On remarque que, quand γ(s) = κ(s)4 , on a
∂t
(
∂nu+ ∂tu+
κ(s)
2
u
)
= 0 sur Σ. (1.2.21)
En reprenant les calculs, on voit qu’on peut se débarasser du premier ∂t dans (1.2.21). En effet,
lorsque γ(s) = κ(s)4 , on a
(τ−1 (I2 +K−1)V0)1 =
1√
2
 1−
iκ(s)
4ω
1 +
iκ(s)
4ω
1
iκ(s)
2ω
− 1

et la condition de bord correspondante s’écrit :
∂nu+ ∂tu+
κ(s)
2
u = 0 sur Σ.
On retrouve donc la C-ABC pour γ(s) = κ(s)4 .
Ainsi, sauf dans le cas où γ(s) = κ(s)4 , on a construit une famille de conditions d’ordre deux.
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Avant de s’intéresser à la propriété (3) définie en introduction, on souhaite revenir sur la mé-
thode de construction que nous avons utilisée. En fait, il aurait semblé plus naturel d’appliquer la
technique de factorisation de Nirenberg [65], en particulier parce qu’elle est bien adaptée aux cas
des équations scalaires comme l’équation des ondes acoustiques. Pourtant, si on se fixe le même
degré d’approximations au niveau des symboles, cette technique n’aboutit qu’à la construction
de la condition C-ABC alors que la technique que nous avons utilisée nous permet d’obtenir une
famille de CLA.
Dans le paragraphe suivant, on s’intéresse à l’analyse mathématique du problème aux limites
∂2t u−△u = 0 dans Ω× (0,+∞) ;
u(0, x) = u0(x), ∂tu(0, x) = u1(x) dans Ω;
u = 0 ou ∂nu = 0 sur Γ× (0,+∞) ;
∂t (∂nu+ ∂tu) =
(
κ(s)
4
− γ(s)
)
∂nu−
(
κ(s)
4
+ γ(s)
)
∂tu sur Σ× (0,+∞) .
(1.2.22)
1.3 Analyse mathématique directe
On considère ici le problème mixte plus général : trouver u solution de
∂2t u−△u = 0 dans Ω× (0,+∞) ;
u(0, x) = u0(x), ∂tu(0, x) = u1(x) dans Ω;
u = 0 ou ∂nu = 0 sur Γ× (0,+∞) ;
∂t (∂nu+ ∂tu) = α(x)∂nu− β(x)∂tu sur Σ× (0,+∞) .
(1.3.1)
Soit Ω un domaine borné de frontière ∂Ω = Γ ∪ Σ régulière, avec Γ ∩ Σ = ∅ (voir Fig. 1.1). Les
paramètres α et β sont de L∞(Σ). On rappelle que dans le cas de la CLA construite à la section
1.2, on a
α(x) =
κ(x)
4
− γ(x), β(x) = κ(x)
4
+ γ(x)
où κ est la courbure sur Σ et γ un paramètre sur Σ qu’on suppose dans L∞(Σ).
On propose d’étudier le problème (1.3.1) en utilisant la théorie de Hille-Yosida sans pour le mo-
ment faire d’hypothèse sur le signe de α et β. C’est pourquoi, nous allons considérer un problème
équivalent que l’on va définir en deux étapes. Tout d’abord, on réécrit (1.3.1) en un système du
premier ordre en temps. On introduit une inconnue auxiliaire v définie par v = ∂tu. Le couple
U = (u, v) est alors solution dans Ω× (0,+∞) de
dU
dt
= AU, A =
(
0 Id
△ 0
)
(1.3.2)
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FIG. 1.1 – Domaine étudié
avec les conditions de bord suivantes
u = 0 ou ∂nu = 0 sur Γ× (0,+∞)
et
∂t (∂nu+ v) = α(x)∂nu− β(x)v sur Σ× (0,+∞) .
Pour contrôler le signe des fonctions α et β, on introduit une inconnue auxiliaire U ♯ définie par
U ♯ = e−δtU et on suppose par la suite que δ vérifie
δ > max(0, max
x∈Σ
α(x), −min
x∈Σ
β(x)). (1.3.3)
On peut voir que U ♯ = (u♯, v♯) est solution de
dU ♯
dt
= AδU
♯ dans Ω× (0,+∞)
u♯ = 0 ou ∂nu
♯ = 0 sur Γ× (0,+∞)
∂t
(
∂nu
♯ + v♯
)
= (α(x)− δ) ∂nu♯ − (β(x) + δ) v♯ sur Σ× (0,+∞) .
(1.3.4)
avec
Aδ = −δ Id+A. (1.3.5)
Sous l’hypothèse (1.3.3), on a toujours sur Σ
α(x)− δ < 0 et β(x) + δ > 0. (1.3.6)
Dans la suite, on se concentre sur le problème (1.3.5) et on s’intéresse à sa solution dans des
espaces de Hilbert convenables.
Comme les cas d’une condition de bord de Dirichlet et d’une condition de bord de Neumann sur
Γ sont assez différents, on aborde les deux cas dans deux sous-sections différentes.
1.3.1 Une condition de bord de Dirichlet sur Γ
Nous nous intéressons ici au cas d’une condition de Dirichlet (u = 0) sur Γ. Introduisons tout
d’abord l’espace produit HD défini par
HD = H1 ×H2
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avec
H1 = {h1 ∈ H1 (Ω) , △h1 ∈ L2 (Ω) , h1 = 0 sur Γ, ∂nh1 ∈ L2 (Σ)}
et
H2 = {h2 ∈ H1 (Ω) , h2 = 0 sur Γ}.
On munit HD de la norme hilbertienne du graphe
‖ (h1, h2) ‖HD =
(
‖h1‖2L2 + ‖∇h1‖2L2 + ‖ △ h1‖2L2 + ‖∂nh1‖2L2(Σ) + ‖h2‖2L2 + ‖∇h2‖2L2
)1/2
.
Soit Vδ l’espace produit défini par
Vδ = {(v1, v2) ∈ HD, Aδ(v1, v2) ∈ HD, ∂nv2 +△v1 = α(x)∂nv1 − β(x)v2 sur Σ}.
L’espace Vδ correspond au domaine de l’opérateurAδ. En imposantAδ(v1, v2) ∈ HD, la condition
sur Σ est bien définie dans L2(Σ). En effet, Aδ(v1, v2) ∈ HD implique, comme Aδ = −δ Id+A,
v2 ∈ H1(Ω) et △v2 ∈ L2(Ω) et △v1 ∈ H1(Ω). On peut donc donner un sens à ∂nv2|Σ dans
L2(Σ) et à △v1|Σ dans H1/2(Σ). De plus comme (v1, v2) ∈ HD et comme α et β sont dans
L∞(Σ), on a α(x)∂nv1 et β(x)v2 dans L2(Σ). Avant de poursuivre, nous rappellons la formule de
Green que nous allons utiliser ([26]) : pour tout (u, v) ∈ H1(Ω) ×H1(Ω) tel que △u ∈ L2(Ω),
on a ∫
Ω
△uv dx = −
∫
Ω
∇u · ∇v dx+ < ∂nu, v >H−1/2(∂Ω),H1/2(∂Ω) . (1.3.7)
On démontre alors le résultat préliminaire suivant :
Lemme 1.3.1. Pour tout h ∈ HD, la quantité
‖h‖δ =
(∫
Ω
(|∇ (h2 − δh1) |2 + | △ h1 − δh2|2) dx
+
∫
Σ
1
2δ − α(x) + β(x) | (α− δ) ∂nh1 − (β + δ)h2|
2 dσ
)1/2
est une norme sur HD équivalente à la norme ‖h‖HD .
Démonstration. Tout d’abord, on remarque que ‖h‖δ ≥ 0 pour tout h dans HD car nous avons
choisi δ de telle sorte que 2δ − α(x) + β(x) > 0 pour tout x sur Σ.
‖ · ‖δ s’écrit comme la somme de semi-normes sur L2(Ω) et L2(Σ). Elle définit donc une semi-
norme sur H .
Pour montrer que ‖ · ‖δ est une norme sur HD, on doit juste montrer que
‖h‖δ = 0 ⇒ h = 0.
Soit h = (h1, h2) ∈ HD tel que ‖h‖δ = 0. Alors h est solution de
∇ (h2 − δh1) = 0 dans Ω
△h1 − δh2 = 0 dans Ω
h1 = 0 et h2 = 0 sur Γ
(α− δ) ∂nh1 − (β + δ)h2 = 0 sur Σ
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Vu que △h1 − δh2 = 0 dans Ω, on en déduit que∫
Ω
(△h1 − δh2)h2 dx = 0.
En utilisant la formule de Green (1.3.7) et le fait que h2 = 0 sur Γ, on obtient
−
∫
Ω
∇h1 · ∇h2 dx+
∫
Σ
∂nh1h2 dσ − δ
∫
Ω
|h2|2 dx = 0.
On sait que ∇ (h2 − δh1) = 0 dans Ω et que (α− δ) ∂nh1 − (β + δ)h2 = 0 sur Σ. On a donc
−δ
∫
Ω
(|∇h1|2 + |h2|2) dx+ ∫
Σ
β + δ
α− δ |h2|
2 dσ = 0.
Comme β + δ > 0 et α − δ < 0, on obtient ∇h1 = 0 dans Ω et h2 = 0 dans Ω. Sachant que
∇h1 = 0 dans Ω on déduit que h1 est constant dans Ω connexe. Comme h1 = 0 sur Γ, on obtient
finalement h1 = 0 dans Ω.
Par conséquent h = 0 dans Ω, ce qui prouve que ‖ · ‖δ est une norme sur HD.
A présent, montrons que ‖ · ‖δ est équivalente à la norme ‖ · ‖HD sur HD.
Comme les fonctions α et β sont régulières, on obtient facilement qu’il existe une constante posi-
tive C1 telle que
∀h ∈ HD, ||h||δ ≤ C1 ||h||HD .
Réciproquement, on doit montrer qu’il existe une constante positive C2 telle que
∀h ∈ HD, ||h||HD ≤ C2 ||h||δ.
Comme h1 = h2 = 0 sur Γ et mes(Γ) 6= 0, on peut utiliser l’inégalité de Poincaré ([26]) qui
stipule
∃C > 0, ||h1||L2 + ||∇h1||L2 ≤ C||∇h1||L2 . (1.3.8)
On obtient finalement qu’il faut montrer l’existence d’une constante positive C2 telle que
∀h ∈ HD,
(
‖∇h1‖2L2 + ‖ △ h1‖2L2 + ‖∂nh1‖2L2(Σ) + ‖h2‖2L2
)1/2 ≤ C2 ||h||δ. (1.3.9)
Supposons que l’inégalité (1.3.9) soit fausse. Alors, il existe une suite (h1,k, h2,k) dans HD telle
que(
‖∇h1,k‖2L2 + ‖ △ h1,k‖2L2 + ‖∂nh1,k‖2L2(Σ) + ‖h2,k‖2L2
)1/2
> k ||(h1,k, h2,k)||δ. (1.3.10)
L’inégalité (1.3.10) implique que
(
‖∇h1,k‖2L2 + ‖ △ h1,k‖2L2 + ‖∂nh1,k‖2L2(Σ) + ‖h2,k‖2L2
)1/2 6=
0 et qu’on peut donc extraire une sous-suite, notée également (h1,k, h2,k), qui converge faiblement
vers (h1, h2) dans HD. De plus, (1.3.10) implique que ||(h1,k, h2,k)||δ →
k→+∞
0.
Ainsi on a 
∇(h2,k − δh1,k)→ 0 dans L2(Ω);
△h1,k − δh2,k → 0 dans L2(Ω);
(α− δ)∂nh1,k |Σ − (β + δ)h2,k |Σ → 0 dans L2(Σ).
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On peut donc en déduire que
∇(h2 − δh1) = 0 dans Ω, △h1 − δh2 = 0 dans Ω et (α− δ)∂nh1|Σ − (β + δ)h2|Σ = 0.
On a donc
h2 − δh1 = cste dans Ω, △h1 = δh2 dans Ω et (α− δ)∂nh1|Σ = (β + δ)h2|Σ .
Or, on sait que h1 = h2 = 0 sur Γ. Ainsi, h2 = δh1.
De plus, d’une part, ∫
Ω
△h1h2 = δ
∫
O
mega△ h1h1
et en utilisant la formule de Green (1.3.7), on obtient∫
Ω
△h1h2 = −δ
∫
O
mega∇h1∇h1 + δ
∫
Σ
∂nh1h1
= −δ‖∇h1‖2L2 +
∫
Σ
β + δ
α− δ |h2|
2
≤ 0,
car sur Σ, α(x)− δ < 0 et β(x) + δ > 0.
D’autre part, ∫
Ω
△h1h2 = δ‖h2‖2L2 ≥ 0.
Ainsi,
∫
Ω△h1h2 = 0 et donc ‖h2‖2L2 = 0 et ‖∇h1‖2L2 = 0. Par conséquent, h2 = 0 dans Ω et h1
est constant dans Ω. Or comme h1 = 0 sur Γ, h1 = 0 dans Ω ce qui contredit (1.3.10) et achève
donc la preuve de l’équivalence de ‖ · ‖δ et ‖ · ‖HD sur HD.
Dans la suite, on notera par ( , )δ le produit scalaire dérivé de la norme ‖ ‖δ.
Lemme 1.3.2. Pour tout v ∈ Vδ, on a
(Aδv, v)δ ≤ 0.
Démonstration. Par définition de Aδ, Aδv = (−δv1 + v2,−δv2 +△v1). On pose{
w1 = v2 − δv1;
w2 = △v1 − δv2.
On obtient alors
(Aδv, v)δ =
∫
Ω
∇ (w2 − δw1) · ∇w1 dx+
∫
Ω
w2 (△w1 − δw2) dx+∫
Σ
1
2δ − α+ β ((α− δ) ∂nw1 − (β + δ)w2) ((α− δ) ∂nv1 − (β + δ) v2) dσ.
On développe et on utilise la formule de Green (1.3.7)
(Aδv, v)δ = −δ
∫
Ω
(|∇w1|2 + |w2|2) dx+ ∫
Ω
∇w1 · ∇w2 dx
−
∫
Ω
∇w1 · ∇w2 dx+
∫
∂Ω
∂nw1w2 dσ
+
∫
Σ
1
2δ − α+ β ((α− δ) ∂nw1 − (β + δ)w2) ((α− δ) ∂nv1 − (β + δ) v2) dσ.
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De plus, dans Vδ, on a v1|Γ = v2|Γ = w1|Γ = w2|Γ = 0, et sur Σ,
(α− δ) ∂nv1 − (β + δ) v2 = α∂nv1 − βv2 − δ∂nv1 − δv2;
= ∂nv2 +△v1 − δ∂nv1 − δv2;
= ∂nw1 + w2.
Ensuite,
(Aδv, v)δ = −δ
∫
Ω
(|∇w1|2 + |w2|2) dx+ ∫
Σ
∂nw1w2 dσ∫
Σ
1
2δ − α+ β ((α− δ) ∂nw1 − (β + δ)w2) (∂nw1 + w2) dσ.
Maintenant, on développe l’intégrale sur Σ
(Aδv, v)δ = −δ
∫
Ω
(|∇w1|2 + |w2|2) dx+ ∫
Σ
∂nw1w2 dσ +
∫
Σ
α− δ
2δ − α+ β |∂nw1|
2 dσ
−
∫
Σ
β + δ
2δ − α+ β |w2|
2 dσ +
∫
Σ
1
2δ − α+ β [(α− δ) ∂nw1w2 − (β + δ) ∂nw1w2] dσ.
Finalement, on obtient que pour tout v dans Vδ,
(Aδv, v)δ = −δ
∫
Ω
(|∇w1|2 + |w2|2) dx+ ∫
Σ
α− δ
2δ − α+ β |∂nw1|
2 dσ −
∫
Σ
β + δ
2δ − α+ β |w2|
2 dσ.
Enfin, par définition de δ, δ > 0, 2δ − α+ β > 0, α− δ < 0 et β + δ > 0.
(Aδv, v)δ est donc la somme de termes négatifs ce qui termine la preuve du lemme.
Il nous reste à montrer le lemme suivant
Lemme 1.3.3. L’opérateur Aδ est maximal sur son domaine Vδ.
Démonstration. Etant donné f = (f1, f2) dans HD, on étudie le problème mixte suivant : trouver
v ∈ Vδ tel que (Aδ − I) v = f .
Par définition de Aδ, on cherche v = (v1, v2) ∈ Vδ tel que
−δv1 + v2 − v1 = f1 dans Ω;
−δv2 +△v1 − v2 = f2 dans Ω;
v1 = v2 = 0 sur Γ;
∂nv2 +△v1 = α∂nv1 − βv2 sur Σ.
(1.3.11)
Tout d’abord, on suppose que le problème (1.3.11) admet une solution dans Vδ. Alors, en réécrivant
v2 grâce à l’équation
v2 = f1 + (δ + 1) v1 dans Ω,
on obtient que v1 est solution du problème
−△ v1 + (δ + 1)2 v1 = f˜ dans Ω;
v1 = 0 sur Γ;
∂nv1 = g˜ − β + δ + 1
δ − α+ 1 (δ + 1) v1 sur Σ.
(1.3.12)
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avec
f˜ := − (f2 + (δ + 1) f1) dans H1(Ω)
et
g˜ := − 1
δ − α+ 1 (∂nf1 + f2 + (δ + β + 1) f1) dans L
2(Σ).
Nous allons maintenant démontrer que, pour tout f dans HD, le problème (1.3.12) admet une
solution v1 telle que le couple (v1, v2) = (v1, f1 + (δ + 1)v1) appartienne à Vδ et soit solution de
(1.3.11). Montrons tout d’abord l’existence d’une solution v1 de (1.3.12) pour tout f˜ donné dans
H1(Ω) et g˜ donné dans L2(Σ). Pour démontrer ce résultat, on utilise une approche variationnelle.
Soit H1Γ (Ω) l’espace défini par
H1Γ(Ω) = {v ∈ H1(Ω), v|Γ = 0}
On munit H1Γ (Ω) de la norme ‖ ‖ définie par
∀v ∈ H1Γ (Ω) , ‖v‖ =
(∫
Ω
(
|∇v|2 + (δ + 1)2 |v|2
)
dx+ (δ + 1)
∫
Σ
δ + β + 1
δ − α+ 1 |v|
2 dσ
)1/2
,
(1.3.13)
équivalente à la norme usuelle sur H1 (Ω) puisque (δ + 1), (δ + β + 1) et (δ − α + 1) sont des
quantités positives par définition de δ.
Soit T (Ω) l’espace des fonctions tests défini par
T (Ω) = {ϕ ∈ D (Ω) , ϕ|Γ = 0}
T (Ω) est dense dans H1Γ (Ω) et si on suppose que le problème (1.3.12) a une solution, on a
∀ϕ ∈ T (Ω) , −∫
Ω
△v1ϕdx+ (δ + 1)2
∫
Ω
v1ϕdx =
∫
Ω
f˜ϕ dx.
En utilisant la formule de Green (1.3.7), on obtient
∀ϕ ∈ T (Ω) , ∫
Ω
∇v1 · ∇ϕdx−
∫
∂Ω
∂nv1ϕdσ + (δ + 1)
2
∫
Ω
v1ϕdx =
∫
Ω
f˜ϕ dx.
De plus, ϕ|Γ = 0. Ainsi,
∀ϕ ∈ T (Ω) , ∫
Ω
∇v1 · ∇ϕdx−
∫
Σ
∂nv1ϕdσ + (δ + 1)
2
∫
Ω
v1ϕdx =
∫
Ω
f˜ϕ dx.
Ensuite on utilise le fait que ∂nv1 = g˜ − δ + β + 1
δ − α+ 1 (δ + 1) v1 sur Σ et on obtient ∀ϕ ∈ T
(
Ω
)
,
∫
Ω
∇v1 · ∇ϕdx+ (δ + 1)
∫
Σ
δ + β + 1
δ − α+ 1v1ϕdσ + (δ + 1)
2
∫
Ω
v1ϕdx =
∫
Ω
f˜ϕ dx+
∫
Σ
g˜ϕ dσ.
(1.3.14)
Soit a(·, ·) la forme bilinéaire définie par
a(v1, ϕ) =
∫
Ω
∇v1 · ∇ϕdx+ (δ + 1)
∫
Σ
δ + β + 1
δ − α+ 1v1ϕdσ + (δ + 1)
2
∫
Ω
v1ϕdx.
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a(·, ·) est continue sur H1Γ(Ω)×H1Γ(Ω), H1Γ(Ω)-coercive, comme on a muni H1Γ(Ω) de la norme
|| || définie par (1.3.13).
Soit l(·) la forme linéaire définie par
l(ϕ) =
∫
Ω
f˜ϕ dx+
∫
Σ
g˜ϕ dσ.
Comme le couple (f˜ , g˜) appartient à H1(Ω)× L2(Σ), l(·) est continue sur H1Γ(Ω).
T (Ω) est dense dans H1Γ(Ω), ainsi la formulation (1.3.14) peut être étendue à H1Γ(Ω) et toutes les
solutions v1 de (1.3.12) vérifient ∀ϕ ∈ H1Γ (Ω) ,∫
Ω
∇v1 · ∇ϕdx+ (δ + 1)
∫
Σ
δ + β + 1
δ − α+ 1v1ϕdσ + (δ + 1)
2
∫
Ω
v1ϕdx =
∫
Ω
f˜ϕ dx+
∫
Σ
g˜ϕ dσ.
Réciproquement, d’après le théorème de Lax-Milgram, le problème
∀ϕ ∈ H1Γ (Ω) , a(v1, ϕ) = l(ϕ)
admet une unique solution v1 dans H1Γ (Ω). En particulier,
∀ϕ ∈ D(Ω) ⊂ H1Γ(Ω),
∫
Ω
∇v1 · ∇ϕdx+ (δ + 1)2
∫
Ω
v1ϕdx =
∫
Ω
f˜ϕ dx.
On en déduit donc que
∀ϕ ∈ D(Ω), < (δ + 1)2 v1 −△v1 − f˜ , ϕ >= 0,
ce qui signifie que
(δ + 1)2 v1 −△v1 = f˜ dans D′(Ω).
Cette identité nous permet de donner un sens à △v1 dans H1(Ω). Ainsi, ∂nv1|∂Ω ∈ H−1/2(∂Ω)
et on a aussi ∀ϕ ∈ T (Ω) ,∫
Ω
∇v1 · ∇ϕdx+ (δ + 1)
∫
Σ
δ + β + 1
δ − α+ 1v1ϕdσ + (δ + 1)
2
∫
Ω
v1ϕdx =
∫
Ω
f˜ϕ dx+
∫
Σ
g˜ϕ dσ.
En utilisant la formule de Green (2.2.6), on obtient, ∀ϕ ∈ T (Ω) ,∫
Ω
△v1ϕdx+ (δ + 1)
∫
Σ
δ + β + 1
δ − α+ 1v1ϕdσ + (δ + 1)
2
∫
Ω
v1ϕdx
+ < ∂nv1, ϕ >−1/2, 1/2=
∫
Ω
f˜ϕ dx+
∫
Σ
g˜ϕ dσ
i.e.
∀ϕ ∈ T (Ω) , (δ + 1)∫
Σ
δ + β + 1
δ − α+ 1v1ϕdσ+ < ∂nv1, ϕ >−1/2, 1/2=
∫
Σ
g˜ϕ dσ.
A présent, on a ϕ|Γ = 0 et on obtient sur Σ
< ∂nv1 + (δ + 1)
δ + β + 1
δ − α+ 1v1 − g˜, ϕ >−1/2, 1/2= 0,
ce qui signifie que
∂nv1 + (δ + 1)
δ + β + 1
δ − α+ 1v1 = g˜ sur Σ.
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v1 est alors solution de (1.3.12) puisque la condition v1|Γ = 0 est contenue dans la définition de
H1Γ (Ω).
Comme v1 et f1 sont dansH1(Ω), on en déduit l’existence de v2 dansH1(Ω). Il est de plus évident
que δv2 +△v1 − v2 = f2 sur Ω et ∂nv2 +△v1 = α∂nv1 − βv2 sur Σ.
Pour montrer que (v1, v2) est dans Vδ, il nous reste donc à vérifier que les couples (v1, v2) et
Aδ(v1, v2) sont dans HD. Nous avons déjà vu que v1 et v2 appartiennent à H1(Ω), que △v1 ∈
L2(Ω) et que v1|Γ = 0. Pour que (v1, v2) soit dansHD, il suffit que ∂nv1 ∈ L2(Σ) et que v2|Γ = 0.
La deuxième égalité est évidente en utilisant la définition de v2 et le fait que f1|Γ = v1|Γ = 0. De
plus,
∂nv1 + (δ + 1)
δ + β + 1
δ − α+ 1v1 = g˜ sur Σ.
Comme v1 est dans H1(Ω), v1|Σ ∈ H1/2(Ω) ⊂ L2(Σ). De plus, puisque (f1, f2) ∈ HD, g˜ ∈
L2(Σ). Ensuite, on obtient que ∂nv1|Σ ∈ L2(Σ). On a donc bien (v1, v2) ∈ HD.
Pour démontrer que Aδ(v1, v2) est aussi dans HD, on doit vérifier que △v2 ∈ L2(Ω), ∂nv2|Σ ∈
L2(Σ) et △v1 = 0 sur Γ. En utilisant
∂nv2 +△v1 = α(x)∂nv1 − β(x)v2 sur Σ.
et ∂nv1|Σ ∈ L2(Σ), v2 ∈ H1(Ω) et△v1 ∈ H1(Ω), on obtient ∂nv2|Σ dans L2(Σ). De plus, on sait
que v2 = f1 + (δ + 1) v1 dans Ω et que △v1 et △f1 sont dans L2(Ω). On peut donc en conclure
que △v2 est dans L2(Ω). Enfin, on sait que △v1 = f2 + (δ + 1)v2 dans Ω et v2|Γ = v2|Γ = 0
donc △v1|Γ = 0.
Par conséquent, on a montré que le couple (v1, v2) est dans Vδ ce qui termine la preuve du lemme.
On obtient finalement le théorème suivant sur le caractère bien-posé du problème.
Théorème 1.3.4. Soit (u0, u1) dans V0. Le problème (1.3.1) admet une unique solution u telle que
(u, ∂tu) ∈ C1([0,+∞[;HD) ∩ C0([0,+∞[;V0). (1.3.15)
Démonstration. La preuve de ce théorème repose sur la théorie de Hille-Yosida.
Les deux lemmes précédents montrent que l’opérateur Aδ est un opérateur maximal dissipatif sur
son domaine Vδ. On en conclut que le problème (1.3.4) admet une unique solution U ♯ = (u♯, v♯)
telle que
(u♯, v♯) ∈ C1([0,+∞[;HD) ∩ C0([0,+∞[;Vδ). (1.3.16)
Aδ est le générateur infinitésimal d’un semi-groupe de contractions Zδ(t). Ainsi, on peut définir
la solution d’énergie finie de (1.3.4) avec des données initiales (u0, u1) dans Vδ et
(u♯, v♯) = Zδ(t)(u0, u1) ∈ C1([0,+∞[;HD) ∩ C0([0,+∞[;Vδ).
Pour δ = 0 on retrouve l’opérateur A, associé au problème de référence (1.3.1). Ainsi, A est le
générateur infinitésimal du semi-groupe continu Z(t) = eδtZδ(t).
De plus, on rappelle que les problèmes (1.3.1) avec (u0, u1) ∈ V0 et (1.3.4) avec (u0, u1) dans Vδ
sont équivalents. En effet, (u, ∂tu) est solution de (1.3.1) si et seulement si (u♯, v♯) est solution
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de (1.3.4). Par conséquent, on a démontré l’existence d’une unique solution (u, ∂tu) au problème
(1.3.1). L’application t 7−→ e−δt étant dans C∞([0,+∞[), on a
(u, ∂tu) ∈ C1([0,+∞[;HD) ∩ C0([0,+∞[;V0)⇔
(u♯, v♯) ∈ C1([0,+∞[;HD) ∩ C0([0,+∞[;Vδ),
ce qui achève la preuve du théorème.
1.3.2 Condition de bord de Neumann sur Γ
Dans le cas d’une condition de bord de Neumann sur Γ, on doit supposer que
α(x) 6= 0, ∀x ∈ Σ;
β(x) 6= 0, ∀x ∈ Σ;
α et β sont continues et bornées sur Σ.
(1.3.17)
La continuité de α et β et le fait que ces deux fonctions ne peuvent pas s’annuler impliquent de
manière évidente que α et β sont de signe constant.
Pour assurer l’unicité de la solution du problème (1.3.1), on établit dans un premier temps une
propriété d’invariance. On remarque d’abord que si u est une solution régulière de (1.3.1), on a∫
Ω
(
∂2t u−△u
)
1 dx = 0
ce qui entraîne ∫
Ω
∂2t u dx =
∫
Σ
∂nu dσ
en tenant compte du fait que ∂nu = 0 sur Γ.
De plus, sur Σ, α∂nu = ∂t (∂tu+ ∂nu) + β∂tu. On obtient donc, comme α(x) 6= 0 pour tout x
sur Σ, ∫
Ω
∂2t u dx =
∫
Σ
α−1 (∂t (∂tu+ ∂nu) + β∂tu) dσ.
On en déduit donc
∂t
[∫
Ω
∂tu dx−
∫
Σ
α−1 (∂tu+ ∂nu+ βu) dσ
]
= 0.
Ainsi, pour tout t, on a la relation :∫
Ω
∂tu dx−
∫
Σ
α−1 (∂tu+ ∂nu+ βu) dσ =
∫
Ω
u1 dx−
∫
Σ
α−1 (u1 + ∂nu0 + βu0) dσ.
(1.3.18)
Soit maintenant X l’espace de Hilbert défini par
X =
{
(h1, h2) ∈
(
H1(Ω)
)2
, △h1 ∈ L2(Ω), ∂nh1 = 0 sur Γ, ∂nh1 ∈ L2(Σ)
}
.
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On munit X de la norme hilbertienne du graphe
‖ (h1, h2) ‖X =
(
‖h1‖2L2 + ‖∇h1‖2L2 + ‖ △ h1‖2L2 + ‖∂nh1‖2L2(Σ) + ‖h2‖2L2 + ‖∇h2‖2L2
)1/2
.
Ensuite, soit HN le sous-espace de X défini par
HN =
{
(h1, h2) ∈ X,
∫
Ω
h2dx−
∫
Σ
α−1 (h2 + ∂nh1 + βh1) dσ = 0
}
.
L’espace HN jouera un rôle important par la suite car il s’agit d’un espace invariant pour (1.3.1).
En effet, la relation (1.3.18) indique que si (u0, u1) ∈ HN , (u, ∂tu) ∈ HN .
Proposition 1.3.5. HN est un sous-espace fermé de X et la semi-norme sur X définie par
| (h1, h2) |X =
(
‖∇h1‖2L2 + ‖ △ h1‖2L2 + ‖∂nh1‖2L2(Σ) + ‖h2‖2L2 + ‖∇h2‖2L2
)1/2
.
définit une norme dans HN équivalente à la norme ‖ · ‖X .
Démonstration. Soit Ψ : (h1, h2) ∈ X 7−→
∫
Ω h2dx−
∫
Σ α
−1 (h2 + ∂nh1 + βh1) dσ. La fonc-
tion Ψ est continue sur X et HN = Ψ−1{0}. Ainsi HN‖ ‖X = HN .
A présent, considérons (h1, h2) ∈ HN tel que |(h1, h2)|X = 0. On a alors : ∇h1 = 0, △h1 = 0 dans Ω, ∂nh1 = 0 sur Γ ;∇h2 = 0 dans Ω, h2 = 0 sur Σ;
ce qui implique que h2 = 0 dans Ω et h1 est constant dans l’espace connexe Ω.
De plus, comme h2 = 0 dans Ω, ∂nh1 = 0 sur Σ et h1 est constant dans Ω, Ψ(h1, h2) = 0
implique que
h1
∫
Σ
α−1βdσ = 0.
Or, α−1β ne s’annule jamais et garde le même signe sur Σ. On a donc h1 = 0 sur Σ, ce qui
implique que h1 = 0 dans Ω. Ainsi, la semi-norme | · |X définit une norme sur HN . Pour prouver
que | · |X est équivalente à la norme ‖ ‖X dans HN , on peut montrer seulement qu’il existe une
constante C > 0 telle que pour tout (h1, h2) ∈ HN ,
‖h1‖L2(Ω) ≤ C|(h1, h2)|X (1.3.19)
car il est évident que
|(h1, h2)|X ≤ ‖(h1, h2)‖X ,
puisque ‖(h1, h2)‖2X = |(h1, h2)|2X + ‖h1‖2L2(Ω).
Supposons que l’inégalité (1.3.19) soit fausse. Alors, il existe une suite (h1,k, h2,k) dans HN telle
que
‖h1,k‖L2(Ω) > k|(h1,k, h2,k)|X . (1.3.20)
L’inégalité (1.3.20) implique que ‖h1,k‖L2(Ω) 6= 0 et on peut donc supposer que
‖(h1,k, h2,k)‖X = 1 (1.3.21)
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quitte à diviser par par ‖h1,k‖L2(Ω).
On peut donc extraire une sous-suite, notée également (h1,k, h2,k), qui converge faiblement vers
(h1, h2) dans X . De plus, (1.3.20) implique que |(h1,k, h2,k)|X →
k→+∞
0.
Ainsi on a 
∇h1,k → 0 dans L2(Ω);
△h1,k → 0 dans L2(Ω);
∂nh1,k |Σ → 0 dans L2(Σ);
(1.3.22)
et  ∇h2,k → 0 dans L
2(Ω);
h2,k |Σ → 0 dans L2(Σ).
On peut donc en déduire que ∇h1 = 0 dans Ω, △h1 = 0 dans Ω et ∂nh1,k |Σ = 0∇h2 = 0 dans Ω, h2,k |Σ = 0.
On a donc (h1, h2) = (cste, 0).
De plus, comme HN est fermé, (h1, h2) ∈ HN ce qui implique nécessairement que h1 = h2 = 0
dans Ω.
La suite (h1,k, h2,k) converge donc faiblement vers (0, 0) dansX . De plus, commeX ⊂ H3/2(Ω)×
H1(Ω), X s’injecte de façon compacte dans L2(Ω)×L2(Ω). On en déduit donc que h1,k converge
fortement vers 0 dans L2(Ω), ce qui, avec (1.3.22) implique que (h1,k, h2,k) converge forte-
ment vers (0, 0) dans X . On contredit donc (1.3.21) ce qui achève la preuve de la proposition
(1.3.5).
À présent, soit Vδ l’espace produit défini par
Vδ = {(v1, v2) ∈ HN , Aδ(v1, v2) ∈ HN , ∂nv2 +△v1 = α(x)∂nv1 − β(x)v2 sur Σ} .
L’espace Vδ correspond au domaine de l’opérateur Aδ. Comme dans le cas d’une condition de
bord de Dirichlet sur Γ, on vérifie que v1 et v2 sont assez régulières pour que la condition sur Σ
ait bien un sens.
Lemme 1.3.6. Pour tout h ∈ HN , la quantité
‖h‖δ =
(∫
Ω
(|∇ (h2 − δh1) |2 + | △ h1 − δh2|2) dx
+
∫
Σ
1
2δ − α(x) + β(x) | (α− δ) ∂nh1 − (β + δ)h2|
2 dσ
)1/2
est une norme sur HN équivalente à la norme |h|X et donc à ‖h‖X
Démonstration. Tout d’abord, on remarque que ‖h‖δ ≥ 0 pour tout h dans HN puisque nous
avons choisi δ de telle sorte que 2δ − α(x) + β(x) > 0 pour tout x sur Σ.
Pour montrer que ‖ · ‖δ est une norme sur HN , on doit juste prouver que
‖h‖δ = 0 ⇒ h = 0.
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En effet, ‖ · ‖δ est définie comme la combinaison linéaire de normes dans L2(Ω) et L2(Σ). Soit
h = (h1, h2) ∈ HN tel que ‖h‖δ = 0. h est alors solution de
∇ (h2 − δh1) = 0 dans Ω
△h1 − δh2 = 0 dans Ω
∂nh1 = 0 sur Γ
(α− δ) ∂nh1 − (β + δ)h2 = 0 sur Σ
Du fait que △h1 − δh2 = 0 dans Ω, on a :∫
Ω
(△h1 − δh2)h2 dx = 0.
En utilisant la formule de Green (1.3.7) et le fait que ∂nh1 = 0 sur Γ, on obtient donc
−
∫
Ω
∇h1 · ∇h2 dx+
∫
Σ
∂nh1h2 dσ − δ
∫
Ω
|h2|2 dx = 0.
On sait que ∇ (h2 − δh1) = 0 dans Ω et que (α− δ) ∂nh1 − (β + δ)h2 = 0 sur Σ. Il vient donc
−δ
∫
Ω
(|∇h1|2 + |h2|2) dx+ ∫
Σ
β + δ
α− δ |h2|
2 dσ = 0.
Comme β + δ > 0 et α− δ < 0, on obtient ∇h1 = 0 dans Ω et h2 = 0 dans Ω. Comme ∇h1 = 0
dans Ω connexe, on conclut que h1 est constant dans Ω. Ensuite il vient que∫
Σ
α−1βh1dσ = 0,
car h = (h1, h2) ∈ HN .
Comme h1 est constant dans Ω et comme α−1β ne change pas de signe sur Σ d’après (1.3.17),
h1 = 0 sur Σ. Par conséquent h1 = 0 dans Ω ce qui montre que ‖ · ‖δ est une norme sur HN .
À présent, on doit démontrer que ‖ · ‖δ est équivalente à | · |X sur HN . Ceci est une conséquence
directe du fait que α et β sont dans L∞(Σ).
Dans la suite, on note ( , )δ le produit scalaire dérivé de la norme ‖ ‖δ.
Lemme 1.3.7. Pour tout v ∈ Vδ, on a
(Aδv, v)δ ≤ 0.
Démonstration. La preuve de ce lemme est exactement la même que celle du lemme 1.3.2. La
seule différence vient du fait que le terme∫
Γ
∂nw1w2dσ
disparaît puisque ∂nw1 = 0 sur Γ car (w1, w2) ∈ HN . Par conséquent, pour tout v dans Vδ, on
obtient que (Aδv, v)δ est la somme de termes négatifs ce qui termine la preuve du lemme.
On continue en démontrant le lemme suivant
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Lemme 1.3.8. L’opérateur Aδ est maximal sur son domaine Vδ.
Démonstration. Etant donné f = (f1, f2) dans HN , on étudie le problème mixte suivant : trouver
v ∈ Vδ tel que (Aδ − I) v = f .
Par définition de Aδ, on cherche v = (v1, v2) ∈ Vδ tel que
−δv1 + v2 − v1 = f1 dans Ω;
−δv2 +△v1 − v2 = f2 dans Ω;
∂nv1 = 0 sur Γ;
∂nv2 +△v1 = α∂nv1 − βv2 sur Σ.
(1.3.23)
Tout d’abord, on suppose que le problème (1.3.23) a une solution dans Vδ. Ensuite, en réécrivant
v2 à l’aide de l’équation
v2 = f1 + (δ + 1) v1 dans Ω,
on obtient que v1 est solution du problème
−△ v1 + (δ + 1)2 v1 = − (f2 + (δ + 1) f1) dans Ω;
∂nv1 = 0 sur Γ;
(δ − α+ 1) ∂nv1 = −∂nf1 − f2 − (δ + β + 1) (f1 + (δ + 1) v1) sur Σ.
(1.3.24)
Comme pour la démonstration du lemme 1.3.3, nous allons montrer que (1.3.24) admet une so-
lution pour tout f de HN , telle que le couple (v1, v2) = (v1, f1 + (δ + 1)v1) appartienne à Vδ
et soit solution de (1.3.23). Nous démontrons dans un premier temps l’existence d’une solution
v1 de (1.3.24) pour tout f˜ donné dans H1(Ω) et g˜ donné dans L2(Σ) en utilisant une approche
variationnelle.
On munit H1 (Ω) de la norme ‖ ‖ définie par
∀v ∈ H1 (Ω) , ‖v‖ =
(∫
Ω
(
|∇f |2 + (δ + 1)2 |f |2
)
dx+ (δ + 1)
∫
Σ
δ + β + 1
δ − α+ 1 |f |
2 dσ
)1/2
,
(1.3.25)
équivalente à la norme usuelle sur H1 (Ω) puisque (δ + 1), (δ + β + 1) et (δ − α + 1) sont des
quantités positives par définition de δ.
D (Ω) est dense dans H1 (Ω) et si on suppose que le problème (1.3.24) a une solution, on a
∀ϕ ∈ D (Ω) , −∫
Ω
△v1ϕdx+ (δ + 1)2
∫
Ω
v1ϕdx =
∫
Ω
f˜ϕ dx,
comme dans la preuve du lemme 1.3.3. On obtient finalement ∀ϕ ∈ D (Ω) ,∫
Ω
∇v1∇ϕdx+ (δ + 1)
∫
Σ
δ + β + 1
δ − α+ 1v1ϕdσ + (δ + 1)
2
∫
Ω
v1ϕdx =
∫
Ω
f˜ϕ dx+
∫
Σ
g˜ϕ dσ,
(1.3.26)
en utilisant la formule de Green (1.3.7) et en appliquant ∂nv1|Γ = 0. Soit a(·, ·) la forme bilinéaire
définie dans la preuve du lemme 1.3.3. a(·, ·) est continue sur H1(Ω)×H1(Ω) et H1(Ω)-coercive,
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puisque nous avons muni H1(Ω) de la norme || || définie par (1.3.25).
Soit l(·) la forme linéaire définie par
l(ϕ) =
∫
Ω
f˜ϕ dx+
∫
Σ
g˜ϕ dσ.
Comme le couple (f˜ , g˜) appartient à H1(Ω)× L2(Σ), l(·) est continue dans H1(Ω).
Etant donné que D (Ω) est dense dans H1(Ω), la formulation (1.3.26) donnée dans D (Ω) peut
être étendue à H1(Ω). Ainsi, toutes les solutions v1 de (1.3.24) vérifient
∀ϕ ∈ H1 (Ω) , a(v1, ϕ) = l(ϕ).
Réciproquement, d’après le théorème de Lax-Milgram, le problème
∀ϕ ∈ H1 (Ω) , a(v1, ϕ) = l(ϕ)
admet une unique solution v1 dans H1 (Ω). En particulier, comme D(Ω) ⊂ H1(Ω), on en déduit
que
∀ϕ ∈ D(Ω), < (δ + 1)2 v1 −△v1 − f˜ , ϕ >= 0,
ce qui signifie que
(δ + 1)2 v1 −△v1 = f˜ dans D′(Ω).
Grâce à ce résultat, on peut donner un sens à△v1 dansH1(Ω) et donc à ∂nv1|∂Ω dansH−1/2(∂Ω).
On a aussi ∀ϕ ∈ D (Ω) ,∫
Ω
∇v1∇ϕdx+ (δ + 1)
∫
Σ
δ + β + 1
δ − α+ 1v1ϕdσ + (δ + 1)
2
∫
Ω
v1ϕdx =
∫
Ω
f˜ϕ dx+
∫
Σ
g˜ϕ dσ.
En utilisant la formule de Green (1.3.7), on obtient ∀ϕ ∈ D (Ω) ,
−
∫
Ω
△v1ϕdx+ (δ + 1)
∫
Σ
δ + β + 1
δ − α+ 1v1ϕdσ + (δ + 1)
2
∫
Ω
v1ϕdx
+ < ∂nv1, ϕ >−1/2, 1/2=
∫
Ω
f˜ϕ dx+
∫
Σ
g˜ϕ dσ
i.e.
∀ϕ ∈ D (Ω) , (δ + 1)∫
Σ
δ + β + 1
δ − α+ 1v1ϕdσ+ < ∂nv1, ϕ >−1/2, 1/2=
∫
Σ
g˜ϕ dσ.
A présent, en choisissant les fonctions ϕ dans D (Ω) telles que ϕ|Γ = 0, on obtient
∂nv1 + (δ + 1)
δ + β + 1
δ − α+ 1v1 = g˜ sur Σ.
et en prenant ϕ dans D (Ω), on obtient
∂nv1 = 0 sur Γ.
Ainsi v1 est solution du problème (1.3.24).
Comme v1 et f1 sont dans H1(Ω), on en déduit l’existence de v2 dans H1(Ω).
Il reste à montrer que le couple (v1, v2) est dans Vδ. En fait, on doit juste prouver que (v1, v2)
vérifie la condition sur Γ et la propriété d’invariance puisqu’on sait déjà que les autres propriétés
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sont vérifiées (cf. preuve du lemme 1.3.3). Comme ∂nv1 = 0 sur Γ, on doit juste montrer que
∂nv2 = 0 sur Γ. On sait que ∂nv1 = ∂nf1 = 0 sur Γ et en utilisant le fait que v2 = f1+ (δ+1)v1
dans Ω, on obtient ∂nv2 = 0 sur Γ. Quant à la propriété d’invariance, on a supposé que (f1, f2)
était dans HN . On a donc∫
Ω
f2 dx−
∫
Σ
α−1 (f2 + ∂nf1 + βf1) dσ = 0, (1.3.27)
puis, ∫
Ω
v2 dx =
1
δ + 1
∫
Ω
(△v1 − f2) dx
=
1
δ + 1
[∫
∂Ω
∂nv1 dσ −
∫
Σ
α−1 (f2 + ∂nf1 + βf1) dσ
]
.
Par conséquent, on obtient∫
Ω
v2 dx =
1
δ + 1
[∫
Σ
α−1 (∂nv2 +△v1 + βv2 − (△v1 − (δ + 1)v2 +
∂nv2 − (δ + 1)∂nv1 + βv2 − (δ + 1)βv1)) dσ
∫
Ω
]
ce qui se simplifie en ∫
Ω
v2 dx−
∫
Σ
α−1 (v2 + ∂nv1 + βv1) dσ = 0. (1.3.28)
et montre que le couple (v1, v2) est bien dans HN . A présent, on doit montrer que∫
Ω
(△v1 − δv2) dx−
∫
Σ
α−1 ((△v1 − δv2) + (∂nv2 − δ∂nv1) + β (v2 − δv1)) dσ = 0.
Ce résultat est une conséquence directe de (1.3.27) et (1.3.28).
En conclusion, on a montré queAδ(v1, v2) est dansHN , et comme la condition sur Σ est satisfaite,
on a démontré que (v1, v2) est dans Vδ, ce qui termine la preuve du lemme.
Par conséquent, on a le théorème suivant :
Théorème 1.3.9. Soit (u0, u1) dans V0. Le problème (2.2.1) admet une unique solution u telle que
(u, ∂tu) ∈ C1([0,+∞[;HN ) ∩ C0([0,+∞[;V0). (1.3.29)
La preuve est la même que celle du théorème 1.3.4 au paragraphe 1.3.4.
1.4 Comportement en temps long
On peut enrichir les résultats de la section 1.3 en considérant la fonctionnelle d’énergie définie
sur H := HD ou HN par
E(h1, h2) = 1
2
∫
Ω
(| △ h1|2 + |∇h2|2) dx+ 1
2
∫
Σ
1
β − α |α∂nh1 − βh2|
2dσ
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qui est bien définie si
β(x)− α(x) 6= 0 pour tout x ∈ Σ. (1.4.1)
De plus, E(h1, h2) ≥ 0 si
β(x)− α(x) > 0 pour tout x ∈ Σ. (1.4.2)
Ainsi, E(u, ∂tu) définit une énergie sur H sous la condition (1.4.2) qui prend en compte la condi-
tion (1.4.1).
Par la suite, on suppose que α et β vérifient les conditions{
α(x) < 0 et β(x) > 0 pour tout x ∈ Σ,
β(x)− α(x) 6= 0 pour tout x ∈ Σ.
(1.4.3)
Lemme 1.4.1. Pour tout (u0, u1) ∈ V0, t 7−→ E(u, ∂tu) est différentiable et décroissante sous la
condition (1.4.3).
Démonstration. Dans la section précédente, on a vu que si les conditions initiales (u0, u1) sont
dans V0, E(u, ∂tu) ∈ C1([0,+∞[). On obtient alors
d
dt
E(u, ∂tu) =
∫
Ω
△(∂tu)△ u dx+
∫
Ω
∂t(∇u)∂2t∇u dx
+
∫
Σ
1
β − α
(
α∂t∂nu− β∂2t u
)
(α∂nu− β∂tu) dσ.
(1.4.4)
En utilisant la formule de Green (1.3.7) et le fait que ∂2t u = △u, il vient
d
dt
E(u, ∂tu) =
∫
Ω
△ (∂tu) ∂2t u dx−
∫
Ω
△ (∂tu) ∂2t u dx+
∫
∂Ω
∂n∂tu ∂
2
t u dσ+∫
Σ
1
β − α
(
α∂t∂nu− β∂2t u
)
(α∂nu− β∂tu) dσ.
De plus, ∂tu|Γ = 0 dans le cas d’une condition de bord de Dirichlet sur Γ et ∂nu|Γ = 0 dans le
cas d’une condition de bord de Neumann sur Γ.
Ensuite, en utilisant le fait que ∂t (∂nu+ ∂tu) = α(x)∂nu− β(x)∂tu sur Σ, on obtient
d
dt
E(u, ∂tu) =
∫
Σ
1
β − α
[
α∂2t u ∂n∂tu− β
(
∂2t u
)2
+ α (∂t∂nu)
2 − β∂2t u ∂n∂tu
]
dσ+∫
Σ
∂n∂tu ∂
2
t u dσ.
Par conséquent,
d
dt
E(u, ∂tu) = −
∫
Σ
1
β − α
[
β
(
∂2t u
)2 − α (∂t∂nu)2] dσ.
Si la condition (1.4.3) est vérifiée, on a
d
dt
E(u, ∂tu) ≤ 0,
ce qui termine la preuve du lemme.
Théorème 1.4.2. Si les fonctions α et β vérifient les conditions (1.4.3), alors pour tout (u0, u1) ∈
V0,
lim
t→+∞E(u, ∂tu) = 0.
Démonstration. On a déjà vu que, si α et β vérifient les conditions (1.4.3), A est le générateur du
semi-groupe continu de contraction noté Z(t). Comme il suffit de montrer le résultat sur un espace
dense de V0 = D(A), on considère des données initiales (u0, u1) dans D(A2), où
D(A2) = {(v1, v2) ∈ V0, A(v1, v2) ∈ V0}
est muni de la norme du graphe
‖(v1, v2)‖D(A2) = ‖(v1, v2)‖V0 + ‖A(v1, v2)‖V0 + ‖A2(v1, v2)‖V0 .
Pour toute solution de (1.3.1), on a alors
‖(u, ∂tu)‖D(A2) = ‖Z(t)(u0, u1)‖V0 + ‖A(Z(t)(u0, u1))‖V0 + ‖A2(Z(t)(u0, u1))‖V0 .
De plus, comme A, A2 et Z(t) commutent sur D(A2), on a
‖(u, ∂tu)‖D(A2) = ‖Z(t)(u0, u1)‖D(A2)
= ‖Z(t)(u0, u1)‖V0 + ‖Z(t)A(u0, u1)‖V0 + ‖Z(t)A2(u0, u1)‖V0 .
Comme Z(t) est continue sur V0, on en déduit qu’il existe une constante positive C telle que
‖(u, ∂tu)‖D(A2) ≤ C‖(u0, u1)‖D(A2).
Mais comme l’injection i : D(A2)→ V0 est compacte, on peut extraire une sous-suite
Z(tk)(u0, u1) telle que
lim
tk→+∞
Z(tk)(u0, u1) = (u∞, v∞) dans V0 fortement.
Comme E(u, ∂tu) est continue, on a
lim
t→+∞E(u, ∂tu) = limt→+∞E(Z(t)(u0, u1)) = limtk→+∞E(Z(tk)(u0, u1)) = E(u∞, v∞).
On a aussi, pour tout s positif,
lim
t→+∞E(Z(t+ s)(u0, u1)) = limt→+∞E(u, ∂tu)
= lim
tk→+∞
E(Z(s)Z(tk)(u0, u1))
= E(Z(s)(u∞, v∞)).
La solution (w, ∂tw) = Z(t)(u∞, v∞) du problème (1.3.1), avec des données initiales
(u∞, v∞) dans D(A), est donc telle que
E(w, ∂tw) = E(u∞, v∞) pour tout t positif,
et, d’après la preuve du lemme 1.4.1,
d
dt
E(w, ∂tw) = −
∫
Σ
1
β − α
[
β
(
∂2tw
)2 − α (∂t∂nw)2] dσ = 0.
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On a donc nécessairement ∂2tw = 0 sur Σ et ∂t∂nw = 0 sur Σ et w est solution du problème
∂2tw −△w = 0 dans Ω× [0,+∞[ ;
w(x, 0) = u∞, ∂tw(x, 0) = v∞ dans Ω ;
w = 0 ou ∂nw = 0 sur Γ× [0,+∞[ ;
α(x)∂nw = β(x)∂tw sur Σ× (0,+∞) .
Si on note z := ∂tw, z est solution de
∂2t z −△z = 0 dans Ω× [0,+∞[
z(x, 0) = v∞, ∂tz(x, 0) = △u∞ dans Ω
z = 0 ou ∂nz = 0 sur Γ× [0,+∞[
∂nz = z = 0 sur Σ× (0,+∞) .
Comme ∂nz = z = 0 sur Σ, on en déduit que z = 0 dans Ω × [0,+∞[, comme conséquence du
théorème de Holmgrem ([60]). Par conséquent, w est solution de
△w = 0 dans Ω× (0,+∞)
w = 0 ou ∂nw = 0 sur Γ
α(x)∂nw = 0 sur Σ× [0,+∞[.
Comme α ne s’annule jamais sur Σ, on aw = 0 dans Ω×[0,+∞[. On en conclut que E(w, ∂tw) =
0 ce qui implique que E(u∞, v∞) = 0 et achève la preuve du théorème 1.4.2.
Lemme 1.4.3. E1/2(h1, h2) est une norme sur H .
Démonstration. La preuve de ce lemme est divisée en deux parties. On considère tout d’abord le
cas d’une condition de Dirichlet sur Γ avant d’envisager celui d’une condition de Neumann sur Γ.
(a) Condition de Dirichlet sur Γ
On considère (h1, h2) dans H tel que E(h1, h2) = 0. On a
△h1 = 0 dans Ω ;
∇h2 = 0 dans Ω ;
h1 = h2 = 0 sur Γ ;
α∂nh1 − βh2 = 0 sur Σ.
Comme Ω est connexe,∇h2 = 0 dans Ω implique que h2 est constant dans Ω. Mais on sait d’ores
et déjà que h2 = 0 sur Γ donc h2 = 0 dans Ω.
Ainsi, h1 est solution de 
△h1 = 0 dans Ω ;
h1 = 0 sur Γ ;
α∂nh1 = 0 sur Σ.
Comme α 6= 0 en tout point de Σ, on a ∂nh1 = 0 sur Σ. Ainsi, on obtient que ∇h1 = 0 dans Ω.
Or h1 = 0 sur Γ, il vient donc que h1 = 0 dans Ω. Par conséquent, (h1, h2) = 0 dans Ω ce qui
prouve que E1/2(h1, h2) est une norme sur H .
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(b) Condition de Neumann sur Γ
Ici encore, on considère (h1, h2) dans H tel que E(h1, h2) = 0. On a
△h1 = 0 dans Ω ;
∇h2 = 0 dans Ω ;
∂nh1 = 0 sur Γ ;
α∂nh1 − βh2 = 0 sur Σ.
et comme (h1, h2) ∈ H ∫
Ω
h2 dx−
∫
Σ
α−1 (h2 + ∂nh1 + βh1) dσ = 0.
∇h2 = 0 dans Ω implique que h2 est constant dans Ω car Ω est connexe. Comme△h1 = 0 dans Ω
et ∇h2 = 0 dans Ω, on obtient, en utilisant la formule de Green (1.3.7), que∫
∂Ω
∂nh1h2 dσ = 0.
Mais on sait que ∂nh1 = 0 sur Γ et ∂nh1 = α−1βh2 sur Σ. Ainsi,∫
Σ
α−1β|h2|2 dσ = 0,
ce qui implique que h2 = 0 sur Σ car α et β vérifient (1.4.3) et donc α−1β < 0. On en déduit que
nécessairement h2 = 0 dans Ω. On obtient ainsi sur Σ que h1 est solution de{ △h1 = 0 dans Ω ;
∂nh1 = 0 sur ∂Ω ;
qui donne que h1 est constant dans Ω.
De plus, ∫
Ω
h2 dx−
∫
Σ
α−1 (h2 + ∂nh1 + βh1) dσ = 0,
entraîne que ∫
Σ
α−1βh1 dσ = 0.
Comme h1 est constant dans Ω et comme α−1β < 0 sur Σ d’après (1.4.3) sur Σ, on obtient h1 = 0
dans Ω ce qui montre que E1/2(h1, h2) est une norme sur H .
On est donc en mesure d’énoncer le théorème suivant
Théorème 1.4.4. Soit (u0, u1) dans V0. Alors la solution u de (1.3.1) est telle que
lim
t→+∞(u, ∂tu) = (0, 0) dans H.
Démonstration. Si le couple (u0, u1) est dans V0, on sait que (cf. Théorème 1.4.2)
lim
t→+∞E(u, ∂tu) = 0
et que E est une norme sur H (cf. Lemme 1.4.3).
Par conséquent,
lim
t→+∞(u, ∂tu) = (0, 0) dans H.
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A présent, dans le cas d’une condition de Neumann sur le bord Γ, les données sont dans V0 et
non dans H ∩ V0. On obtient alors :
Théorème 1.4.5. Soit (u0, u1) dans V0. Alors si les fonctions α et β vérifient les conditions (1.4.3)
sur Σ,
lim
t→+∞(u, ∂tu) = (u∞, 0) dans X
où
u∞ =
∫
Ω
u1dx−
∫
Σ
α−1(u1 + βu0)dσ∫
Σ
α−1βdσ
.
Démonstration. Soit (u˜, ∂tu˜) la solution (1.3.1) avec des données initiales (u˜0, u˜1) définies par
u˜0 = u0 − u∞, u˜1 = u1.
Ainsi (u˜0, u˜1) ∈ V0∩H et on peut appliquer le théorème 1.4.4 à (u˜, ∂tu˜) ce qui termine la preuve
du théorème 1.4.5.
Dans le cas particulier de la famille de CLA que nous avons construite à la section 2, on
rappelle que
α(x) =
κ(x)
4
− γ(x), β(x) = κ(x)
4
+ γ(x).
De plus, on sait que la frontière Σ peut être choisie de telle sorte que κ(x) soit positif pour tout
x ∈ Σ. Ainsi, pour que les fonctions α et β vérifient les conditions (1.4.3), il suffit que pour tout
x ∈ Σ, γ(x) > 0 et que α(x) < 0. En effet, si α < 0 sur Σ, β est nécessairement positif dans
la mesure où κ(x) est positif. Par conséquent, il suffit que γ(x) > κ(x)4 pour que la solution u de
(1.2.22) soit telle que que tous les résultats que nous avons énoncés soient vérifiés.
1.5 Conclusion
Dans ce chapitre, nous avons construit une nouvelle famille de CLA dépendant d’un paramètre
γ(s) 6= 0 et qui peut être appliquée à des frontières régulières quelconques. Nous avons réalisé
une analyse mathématique qui montre que le problème aux limites correspondant est bien posé
dans des espaces de Hilbert bien choisis. De plus, si γ(s) est supérieur à κ(s)4 , où κ(s) représente
la courbure de la frontière absorbante Σ supposée convexe, il existe une énergie définie comme
la combinaison de termes de volume et de surface. Cette énergie est originale dans la mesure
où elle est définie comme étant la somme de l’énergie cinétique de ∂tu et de la norme L2 sur
Σ d’une combinaison linéaire de ∂nu et ∂tu. Nous avons prouvé que si γ(s) ≥ κ(s)4 , l’énergie
est décroissante et converge vers zero. Nous avons aussi montré que dans le cas où l’on impose
une condition de surface libre sur le bord de l’obstacle, la solution converge vers zero. Dans le
cas d’une condition de Neumann sur le bord de l’obstacle, la solution peut converger vers une
constante et nous avons établi une condition nécessaire pour que cette constante soit nulle.
À présent, il serait intéressant d’analyser s’il existe une valeur de γ(s) qui donne des résultats
numériques optimaux. Pour cela, nous avons considéré différentes approches et nous pensons
que le meilleur moyen d’implémenter la CLA (1.2.17) dans une formulation variationnelle est de
définir une inconnue auxiliaire. Les études mathématique et numérique du problème aux limites
correspondant seront développées dans le chapitre suivant.
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Chapitre 2
Analyse de stabilité de la nouvelle
famille de CLA
2.1 Introduction
Dans le chapitre précédent, nous avons construit une famille de CLA dépendant d’un para-
mètre γ(s) et s’écrivant sous la forme
∂t (∂nu+ ∂tu) =
(
κ(s)
4
− γ(s)
)
∂nu−
(
κ(s)
4
+ γ(s)
)
∂tu on Σ. (2.1.1)
Cette condition ne prend en compte que les ondes propagatives et peut être appliquée à des surfaces
régulières de géométrie quelconque. Nous avons aussi montré que le problème aux limites corres-
pondant est bien posé. De plus, si γ(s) ≥ κ(s)4 , il existe une énergie décroissante qui converge vers
zéro.
A présent, il serait intéressant d’analyser s’il existe une valeur de γ(s) qui donne des résultats
numériques optimaux. Pour cela, nous avons considéré différentes approches et nous pensons que
le meilleur moyen d’implémenter la CLA (2.1.1) dans une formulation variationnelle est de définir
une inconnue auxiliaire. En effet, si on adopte l’écriture
∂nu = −∂tu− κ(s)
2
(
∂t − κ(s)
4
+ γ(s)
)−1
∂tu sur Σ,
on définit ψ comme le champ de surface satisfaisant(
∂t − κ(s)
4
+ γ(s)
)
ψ = ∂tu sur Σ.
Ainsi, on obtient sur Σ la relation
∂nu = −∂tu− κ(s)
2
ψ sur Σ,
qu’on peut facilement inclure dans une formulation variationnelle car elle fait intervenir ∂nu|Σ de
façon explicite.
Dans ce chapitre, on s’intéresse à l’étude du problème aux limites correspondant dans le cas d’une
condition de Dirichlet sur le bord de l’obstacle ainsi qu’à l’étude numérique de ce problème.
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Dans un premier temps, on montre que le problème est bien posé et qu’il existe une énergie qui
décroît vers zéro. Ensuite, on analyse numériquement les performances de la CLA avant de s’inté-
resser à une analyse théorique de la stabilité. On démontre que l’énergie décroît exponentiellement
vers zéro et on vérifie enfin ces résultats numériquement.
2.2 Analyse mathématique
On considère le problème mixte suivant : trouver u solution de
∂2t u−△u = 0 dans Ω× (0,+∞) ;(
∂t − κ(s)
4
+ γ(s)
)
ψ = ∂tu sur Σ× (0,+∞) ;
∂nu+ ∂tu+
κ(s)
2
ψ = 0 sur Σ× (0,+∞) ;
u = 0 sur Γ× (0,+∞) ;
u(0, x) = u0(x), ∂tu(0, x) = u1(x) dans Ω;
ψ(0, x) = ψ0(x) sur Σ.
(2.2.1)
La donnée initiale ψ0 est donnée comme une fonction de u0 et u1 sur Σ et satisfait la relation
∂nu0 + u1 +
κ(s)
2
ψ0 = 0 sur Σ.
Remarque 2.2.1. Observons que dans le contexte d’une condition aux limites absorbante, Σ doit
être choisi de telle sorte que le support des fonctions u0 et u1 soit strictement inclus dans Ω. Dans
ce cas, on a ψ(x, 0) = ψ0 = 0 sur Σ.
La fonction κ(s) est la courbure de Σ et γ(s) est un paramètre régulier défini sur Σ.
Le domaine Ω est un domaine borné de frontière ∂Ω = Γ∪Σ supposée régulière, avec Γ∩Σ = ∅
(cf. Fig 2.1).
Dans la suite, on supposera que les fonctions κ(s) et γ(s) vérifient la condition
FIG. 2.1 – Domaine étudié
κ ∈ L∞(Σ) et γ(x) > κ(x)
4
,∀x ∈ Σ. (2.2.2)
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On ne considère pas le cas γ(s) =
κ(s)
4 car il correspond au cas particulier où la CLA est la C-
ABC.L’objet de ce paragraphe est d’étudier la formulation (2.2.1). Bien évidemment, nous savons,
à l’issue du chapitre 1 que (2.2.1) est bien posé. Nous allons montré ici que l’étude de (2.2.1) est
moins technique et qu’elle peut encore se faire via la théorie de Hille-Yosida.
On transforme tout d’abord (2.2.1) en un système du premier ordre en temps. On introduit une
inconnue supplémentaire v définie par v = ∂tu. Le vecteur U = (u, v, ψ) est alors solution de
dU
dt
= AU, A =

0 Id 0
△ 0 0
0 1 κ(s)4 − γ(s)
 (2.2.3)
avec les conditions de bord
u = 0 sur Γ× (0,+∞) (2.2.4)
et
∂nu+ ∂tu+
κ(s)
2
ψ = 0 sur Σ× (0,+∞) . (2.2.5)
Dans la suite, on s’intéresse à la preuve de l’existence et unicité d’une solution au problème (2.2.3)
dans des espaces de Hilbert convenables.
Introduisons tout d’abord H l’espace produit défini par
H = H1Γ(Ω)× L2(Ω)× L2(Σ)
où
H1Γ(Ω) = {h1 ∈ H1 (Ω) , h1 = 0 sur Γ}.
On munit H de la norme hilbertienne du graphe
‖ (h1, h2, h3) ‖H =
(
‖h1‖2L2(Ω) + ‖∇h1‖2L2(Ω) + ‖h2‖2L2(Ω) + ‖h3‖2L2(Σ)
)1/2
.
Soit V l’espace produit défini par
V = {(v1, v2, ϕ) ∈ H,A(v1, v2, ϕ) ∈ H, ∂nv1 + v2 + κ(s)
2
ϕ = 0 sur Σ}.
L’espace V correspond au domaine de l’opérateur A. En imposant A(v1, v2, ϕ) ∈ H , on augmente
la régularité de chacune des composantes du vecteur inconnu. En effet, on a alors v2 ∈ H1Γ(Ω) et
△v1 ∈ L2(Ω). Ainsi v2 ∈ H1Γ(Ω) implique que v2|Σ est défini dans H1/2(Σ) et △v1 ∈ L2(Ω)
implique que ∂nv1|Σ ∈ H−1/2(Σ), sachant que v1 ∈ H1(Ω). De plus, la relation ∂nv1 + v2 +
κ(s)
2 ϕ = 0 sur Σ implique que ∂nv1|Σ = −
(
v2 +
κ(s)
2 ϕ
)
∈ L2(Σ). En résumé, on a donc
V =
{
(v1, v2, ϕ) ∈ H, △v1 ∈ L2(Ω), v2 ∈ H1Γ(Ω), ∂nv1|Σ ∈ L2(Σ),
∂nv1 + v2 +
κ(s)
2
ϕ = 0 sur Σ
}
.
On rappelle la formule de Green classique : pour tout (u, v) ∈ H1(Ω) × H1(Ω) tel que △u ∈
L2(Ω), on a ∫
Ω
△uv dx = −
∫
Ω
∇u · ∇v dx+ < ∂nu, v >H−1/2(∂Ω),H1/2(∂Ω) . (2.2.6)
On note que (2.2.6) est valable sur H et dans ce cas, le terme de bord sur Σ est une intégrale.
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Lemme 2.2.2. Soit κ(s) donné dans L∞(Σ) et tel que min
x∈Σ
κ(x) = κ0 > 0. Pour tout h ∈ H , la
quantité
|||h||| =
(∫
Ω
|∇h1|2 + |h2|2 dx+
∫
Σ
κ(s)
2
|h3|2 dσ
)1/2
est une norme sur H équivalente à la norme ‖h‖H .
Démonstration. Il est bien connu que l’application ‖∇ · ‖L2(Ω) définit une norme sur H1Γ(Ω) et
est équivalente à la norme usuelle dans H1(Ω), comme conséquence de l’inégalité de Poincaré
qui est vraie dans H1Γ(Ω) [26]. Comme la courbure κ(s) est supposée être dans L
∞(Σ) avec
min
x∈Σ
|κ(x)| > 0, il est évident que ||| · ||| définit une norme sur H équivalente à la norme usuelle
‖ · ‖H .
Dans la suite, on notera ( , ) le produit scalaire dérivé de la norme ||| · |||.
Lemme 2.2.3. Soient κ(s) et γ(s) donnés tels que (2.2.2) est vérifiée. Alors, pour tout v ∈ V , on
a
(Av, v) ≤ 0.
Démonstration. Soit v = (v1, v2, ϕ) dans V . Par définition de A,
Av =
(
v2,△v1, v2 +
(
κ(s)
4
− γ(s)
)
ϕ
)
et on a
(Av, v) =
∫
Ω
∇v2 · ∇v1 dx+
∫
Ω
△v1v2 dx+
∫
Σ
κ(s)
2
(
v2 +
(
κ(s)
4
− γ(s)
)
ϕ
)
ϕdσ.
En utilisant la formule de Green (2.2.6), on obtient
(Av, v) =
∫
Ω
∇v2 · ∇v1 dx −
∫
Ω
∇v2 · ∇v1 dx +
∫
Σ
∂nv1v2 dσ +
∫
Σ
κ(s)
2
v2ϕdσ
+ < ∂nv1, v2 >H−1/2(Γ),H1/2(Γ) +
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)
|ϕ|2 dσ.
De plus, dans V , on a v1|Γ = v2|Γ = 0 et sur Σ, ∂nv1 = −v2 −
κ(s)
2 ϕ. Ainsi,
(Av, v) = −
∫
Σ
|v2|2 dσ −
∫
Σ
κ(s)
2
ϕv2 dσ +
∫
Σ
κ(s)
2
ϕv2 dσ
+
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)
|ϕ|2 dσ.
À présent, comme κ(s)2
(
κ(s)
4 − γ(s)
)
≤ 0 sur Σ, on obtient que pour tout v dans V
(Av, v) = −
∫
Σ
|v2|2 dσ +
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)
|ϕ|2 dσ ≤ 0,
ce qui achève la preuve du lemme 2.2.3.
Lemme 2.2.4. L’opérateur A, de domaine V , est maximal.
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Démonstration. Etant donné f = (f1, f2, f3) dans H , on considère le problème mixte suivant :
trouver v ∈ V tel que (A− I) v = f .
On cherche donc v = (v1, v2, ϕ) ∈ V tel que
v2 − v1 = f1 dans Ω;
△v1 − v2 = f2 dans Ω;
v2 +
(
κ(s)
4 − γ(s)− 1
)
ϕ = f3 sur Σ;
v1 = 0 sur Γ;
∂nv1 + v2 +
κ(s)
2 ϕ = 0 sur Σ.
(2.2.7)
Tout d’abord, on suppose que le problème (2.2.7) admet une solution dans V . Ensuite, en rempla-
çant v2 à l’aide de la première équation
v2 = f1 + v1 dans Ω,
et ϕ à l’aide de la troisième équation
ϕ =
f3 − f1 − v1
κ(s)
4 − γ(s)− 1
sur Σ, (2.2.8)
on obtient que v1 est solution du problème aux limites
−△ v1 + v1 = f˜ dans Ω;
v1 = 0 sur Γ;
∂nv1 + αv1 = g˜ sur Σ.
(2.2.9)
avec
f˜ := − (f2 + f1) dans L2(Ω),
g˜ := −αf1 + (α− 1)f3 dans L2(Σ),
et
α = 1 +
κ(s)
2
(
1 + γ(s)− κ(s)4
) > 0.
Il est évident que, comme κ(s) ∈ L∞(Σ) et α > 0 par hypothèse, la fonctionnelle
|v|1,α =
(
‖v‖2H1(Ω) +
∫
Σ
α|v|2dσ
)1/2
définit une norme sur H1(Ω) qui est équivalente à la norme usuelle ‖ ‖H1(Ω). Soit T
(
Ω
)
l’espace
de fonctions test défini par
T (Ω) = {φ ∈ D (Ω) , φ|Γ = 0}.
Cet espace est dense dans H1Γ (Ω) et, si on suppose que le problème (2.2.9) a une solution, on a
∀φ ∈ T (Ω) , −∫
Ω
△v1φdx+
∫
Ω
v1φdx =
∫
Ω
f˜φ dx.
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En utilisant la formule de Green (2.2.6), il vient
∀φ ∈ T (Ω) , ∫
Ω
∇v1∇φdx− < ∂nv1, φ >H−1/2(∂Ω),H1/2(∂Ω) +
∫
Ω
v1φdx =
∫
Ω
f˜φ dx.
De plus, φ|Γ = 0. Ainsi,
∀φ ∈ T (Ω) , ∫
Ω
∇v1∇φdx−
∫
Σ
∂nv1φdσ +
∫
Ω
v1φdx =
∫
Ω
f˜φ dx.
En utilisant le fait que ∂nv1 = g˜ − αv1 sur Σ, on obtient alors
∀φ ∈ T (Ω) , ∫
Ω
∇v1∇φdx +
∫
Σ
αv1φdσ +
∫
Ω
v1φdx =
∫
Ω
f˜φ dx+
∫
Σ
g˜φ dσ. (2.2.10)
À présent, on considère la forme bilinéaire a(·, ·) définie par
a(v1, φ) =
∫
Ω
∇v1∇φdx+
∫
Σ
αv1φdσ +
∫
Ω
v1φdx.
Il vient immédiatement que a(·, ·) est continue sur H1Γ(Ω) × H1Γ(Ω) et H1Γ(Ω)-coercive, car
a(v1, φ) correspond exactement au produit scalaire défini à partir de la norme | · |1,α.
Soit l(·) la forme linéaire définie par
l(φ) =
∫
Ω
f˜φ dx+
∫
Σ
g˜φ dσ.
Comme le couple (f˜ , g˜) appartient à L2(Ω)× L2(Σ), l(·) est continue sur H1Γ(Ω).
T (Ω) étant dense dans H1Γ(Ω), la formulation (2.2.10) peut être étendue à H1Γ(Ω) et il vient que
∀φ ∈ H1Γ(Ω), a(v1, φ) = l(φ).
D’après le théorème de Lax-Milgram, le problème
∀φ ∈ H1Γ(Ω), a(v1, φ) = l(φ)
admet une unique solution v1 dans H1Γ(Ω). En particulier,
∀φ ∈ D(Ω) ⊂ H1Γ(Ω),
∫
Ω
∇v1∇φdx+
∫
Ω
v1φdx =
∫
Ω
f˜φ dx.
On en déduit donc
∀φ ∈ D(Ω), < v1 −△v1 − f˜ , φ >= 0,
ce qui signifie que
v1 −△v1 = f˜ dans D′(Ω).
Cette identité nous permet de donner un sens à △v1 dans L2(Ω). Ainsi, ∂nv1|∂Ω ∈ H−1/2(∂Ω) et
on a aussi
∀φ ∈ T (Ω) , ∫
Ω
∇v1∇φdx+
∫
Σ
αv1φdσ +
∫
Ω
v1φdx =
∫
Ω
f˜φ dx+
∫
Σ
g˜φ dσ.
En appliquant la formule de Green (2.2.6), on obtient que ∀φ ∈ T (Ω) ,
− ∫Ω△v1φdx+ < ∂nv1, φ >H−1/2(∂Ω),H1/2(∂Ω) + ∫Σ αv1φdσ + ∫Ω v1φdx
=
∫
Ω f˜φ dx+
∫
Σ g˜φ dσ,
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i.e.
∀φ ∈ T (Ω) , < ∂nv1, φ >H−1/2(∂Ω),H1/2(∂Ω) +∫
Σ
αv1φdσ =
∫
Σ
g˜φ dσ.
Ensuite, on a φ|Γ = 0, ce qui donne
< ∂nv1 +
1 + κ(s)
2
(
1 + γ(s)− κ(s)4
)
 v1 − g˜, φ >H−1/2(Σ),H1/2(Σ)= 0,
et on a donc
∂nv1 +
1 + κ(s)
2
(
1 + γ(s)− κ(s)4
)
 v1 = g˜ sur Σ.
L’existence de v1 solution de (2.2.9) est alors démontrée.
Comme v1 et f1 sont dans H1(Ω), v2 = f1 + v1 est défini dans H1(Ω). De plus comme v2|Σ et
f3 sont dans L2(Σ), ϕ =
f3 − f1 − v1
κ(s)
4 − γ(s)− 1
est défini dans L2(Σ).
Pour finir la preuve, on doit vérifier que (v1, v2, ϕ) ∈ V , ce qui est évident puisque{
v2 = f1 + v1 dans Ω
αϕ = f3 − v2 sur Σ
et f1 ∈ H1Γ(Ω), f3 ∈ L2(Σ).
En conclusion,
Théorème 2.2.5. Soit (u0, u1, ψ0) dans V . Le problème (2.2.1) admet une unique solution u telle
que
(u, ∂tu, ψ) ∈ C1([0,+∞[;H) ∩ C0([0,+∞[;V ). (2.2.11)
Démonstration. Les deux lemmes précédents montrent que l’opérateur A est un opérateur maxi-
mal dissipatif sur son domaine V . D’après le théorème de Hille-Yosida [55], le problème (2.2.1)
admet une unique solution U = (u, v, ψ) telle que
(u, v, ψ) ∈ C1([0,+∞[;H) ∩ C0([0,+∞[;V ). (2.2.12)
A est alors le générateur infinitésimal d’un semi-groupe de contractions Z(t) et on peut définir
une solution d’énergie finie de (2.2.1) avec des données initiales (u0, u1, ψ0) dans V de telle sorte
que
(u, v, ψ) = Z(t)(u0, u1, ψ0) ∈ C1([0,+∞[;H) ∩ C0([0,+∞[;V ),
ce qui termine la preuve du théorème.
Quand γ(s) =
κ(s)
4 , on a [17] :
Théorème 2.2.6. Soit (u0, u1) ∈W1 avec
W1 =
{
(u, v) ∈ H1(Ω)×H1(Ω), △u ∈ L2(Ω), ∂nu+ v + κ(s)
2
u = 0 sur Σ
}
.
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Alors le problème (2.2.1) admet une unique solution u telle que
(u, ∂tu) ∈ C1([0,+∞[;W0) ∩ C0([0,+∞[;W1), (2.2.13)
où W0 = H
1
Γ(Ω)× L2(Ω).
On a établi que ce problème était bien-posé si κ(s) > 0 et γ(s) ≥ κ(s)4 . Le problème admet
donc une solution quand la frontière extérieure Σ est convexe. Dans le cadre des CLA, ceci n’est
pas restrictif puisque Σ est choisie par l’utilisateur.
2.3 Comportement en temps long
Les résultats de la section 2.2 peuvent être enrichis en introduisant la fonctionnelle définie sur
H par
E(h1, h2, h3) = 1
2
∫
Ω
(|∇h1|2 + |h2|2) dx+ 1
2
∫
Σ
κ(s)
2
|h3|2dσ. (2.3.1)
Si κ(x) ≥ 0 pour tout x ∈ Σ, E définit une énergie sur H et si κ(x) > 0 sur Σ, E1/2 est une norme
sur H équivalente à la norme ||| |||, d’après le lemme 2.2.2. De plus,
Lemme 2.3.1. Pour tout (u0, u1, ψ0) ∈ V tels que (u, ψ) est solution de (2.2.1), t 7−→ E(u, ∂tu, ψ)
est différentiable et est décroissante sous la condition (2.2.2) :
γ(x) >
κ(x)
4
,∀x ∈ Σ.
Démonstration. Dans la section précédente, on a vu que si les données initiales (u0, u1, ψ0) sont
dans V , E(u, ∂tu, ψ) ∈ C1([0,+∞[). De plus,
d
dt
E(u, ∂tu, ψ) =
∫
Ω
∇(∂tu) · ∇u dx+
∫
Ω
∂tu∂
2
t u dx+
∫
Σ
κ(s)
2
ψ∂tψ dσ. (2.3.2)
En utilisant la formule de Green (2.2.6) et la relation ∂2t u = △u dans Ω, on obtient
d
dt
E(u, ∂tu, ψ) = −
∫
Ω
∂tu△ u dx+
∫
∂Ω
∂nu∂tu dσ +
∫
Ω
∂tu△ u dx+
∫
Σ
κ(s)
2
ψ∂tψ dσ.
De plus, on sait que ∂tu|Γ = 0 et ∂nu = −∂tu−
κ(s)
2 ψ sur Σ. D’où,
d
dt
E(u, ∂tu, ψ) = −
∫
Σ
|∂tu|2dσ −
∫
Σ
κ(s)
2
ψ∂tudσ.
Enfin, comme ∂tψ = ∂tu−
(
γ(s)− κ(s)4
)
ψ, on obtient
d
dt
E(u, ∂tu, ψ) = −
[∫
Σ
κ(s)
2
(
γ(s)− κ(s)
4
)
|ψ|2 dσ +
∫
Σ
|∂tu|2 dσ
]
,
ce qui implique que
d
dt
E(u, ∂tu, ψ) ≤ 0
et achève la preuve du lemme 2.3.1.
44
Remarque 2.3.2. Le lemme 2.3.1 est aussi vrai quand γ(s) = κ(s)4 (voir [17, 14]).
Dans la suite, on suppose queψ0 = 0 sur Σ. Comme nous l’avons précédemment annoncé dans
la remarque 2.2.1, c’est une condition nécessaire dans le cadre d’une méthode avec des conditions
aux limites absorbantes.
Théorème 2.3.3. Sous la condition (2.2.2), pour tout (u0, u1, 0) ∈ V ,
lim
t→+∞E(u, ∂tu, ψ) = 0.
Démonstration. On a déjà vu que A est le générateur d’un semi-groupe de contraction continu
Z(t). Comme il est suffisant de montrer le théorème dans un sous-espace dense de V = D(A), on
considère des données initiales (u0, u1, 0) dans D(A2), avec
D(A2) = {(v1, v2, ψ) ∈ V,A(v1, v2, ψ) ∈ V }
muni de la norme du graphe
‖(v1, v2, ψ)‖D(A2) = ‖(v1, v2, ψ)‖V + ‖A(v1, v2, ψ)‖V + ‖A2(v1, v2, ψ)‖V .
Pour toute solution de (2.2.1), on a
‖(u, ∂tu, ψ)‖D(A2) = ‖Z(t)(u0, u1, 0)‖D(A2)
= ‖Z(t)(u0, u1, 0)‖V + ‖A(Z(t)(u0, u1, 0))‖V + ‖A2(Z(t)(u0, u1, 0))‖V .
Comme A, A2 et Z(t) commutent dans D(A2),
‖(u, ∂tu, ψ)‖D(A2) = ‖Z(t)(u0, u1, 0)‖V + ‖Z(t)A(u0, u1, 0)‖V + ‖Z(t)A2(u0, u1, 0)‖V .
Comme Z(t) est continue dans V , on en déduit facilement qu’il existe une constante positive C
telle que
‖(u, ∂tu, ψ)‖D(A2) ≤ C‖(u0, u1, 0)‖D(A2).
On a donc une suite bornée de solutions dans D(A2) ce qui implique que l’on peut extraire
une sous-suite notée Z(tk)(u0, u1, 0) qui converge faiblement vers (u∞, v∞, ψ∞) dans D(A2).
À présent, notons (u(tk), v(tk)) la suite convergeant vers (u∞, v∞). Par définition de D(A2),
(u(tk), v(tk)) est bornée dans H3/2(Ω) × H3/2(Ω) et △u(tk) est bornée dans H1(Ω). En effet,
tout (u, v) dans D(A2) satisfait{
u ∈ H1(Ω), △u ∈ H1(Ω), u = 0 sur Γ, ∂nu|Σ ∈ L2(Σ)
v ∈ H1(Ω), △v ∈ H1(Ω), v = 0 sur Γ, ∂nv|Σ ∈ L2(Σ).
et, comme Ω est régulier,{
w ∈ H1(Ω), △w ∈ H1(Ω), w = 0 sur Γ, ∂nw|Σ ∈ L2(Σ)
} ⊂ H3/2(Ω). (2.3.3)
On peut donc en déduire que (u(tk), v(tk)) converge fortement vers (u∞, v∞) dans H1(Ω) ×
H1(Ω) en utilisant l’injection compacte de H3/2(Ω) dans H1(Ω). De plus, △u(tk) converge for-
tement dansL2(Ω) car il est borné dansH1(Ω). Comme,△u(tk) converge vers△u∞ dansD′(Ω),
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on a prouvé que △u(tk) converge fortement vers △u∞ dans L2(Ω), par unicité de la limite.
On a donc ∂nu(tk)|Σ converge fortement vers ∂nu∞|Σ dans H
−1/2(Σ) et v(tk)|Σ converge for-
tement vers v∞|Σ dans H
1/2(Σ). Ceci implique que ψ(tk) converge fortement vers ψ∞ dans
H−1/2(Σ). Néanmoins, ce résultat de convergence n’est pas suffisant pour que (u(tk), v(tk), ψ(tk))
converge fortement vers (u∞, v∞, ψ∞) dans V . C’est pourquoi on revient à l’équation qui défi-
nit ψ(tk) pour montrer qu’en fait, ψ(tk) converge fortement dans L2(Σ). Par construction, ψ est
solution de :  ∂tψ +
(
γ(s)− κ(s)4
)
ψ = ∂tu sur Σ× (0,+∞)
ψ(0, x) = 0 sur Σ
et d’après la formule de Duhamel, on a
ψ(t, x) =
∫ t
0
e(γ−
κ
4 )(s−t)v(s, x)ds.
On sait que u est bornée dans H1/2(Σ). Ainsi on a, pour tout ξ ∈ H−1/2(Σ),
< ψ, ξ >H1/2,H−1/2 =<
∫ t
0
e(γ−
κ
4 )(s−t)vds, ξ >H1/2,H−1/2
≤ C
∫ t
0
eαmin(s−t) < v, ξ >H1/2,H−1/2 ds
car v(s) est uniformément bornée par rapport à la variable s, avec αmin = min
x∈Σ
(
γ − κ4
)
. On obtient
donc
| < ψ, ξ >H1/2,H−1/2 | ≤
1
αmin
‖v‖H1/2(Σ)‖ξ‖H−1/2(Σ)(1− e−αmint)
ce qui donne
‖ψ‖H1/2(Σ) ≤
1
αmin
(1− e−αmint)‖v‖H1/2(Σ).
On a donc montré que ψ(t) est uniformément bornée dans H1/2(Σ) et on en déduit que ψ(tk)
converge fortement versψ∞ dansL2(Σ), comme conséquence de l’injection compacte deH1/2(Σ)
dans L2(Σ).
En conclusion, (u(tk), v(tk), ψ(tk)) converge fortement vers (u∞, v∞, ψ∞) dans V .
Comme t 7−→ E(u, ∂tu) est continue, on a
lim
t→+∞E(u, ∂tu, ψ) = limt→+∞E(Z(t)(u0, u1, 0))
= lim
tk→+∞
E(Z(tk)(u0, u1, 0))
= E(u∞, v∞, ψ∞).
On a aussi, pour tout s positif ;
lim
t→+∞E(Z(t+ s)(u0, u1, 0)) = limtk→+∞E(Z(s)Z(tk)(u0, u1, 0)) = E(Z(s)(u∞, v∞, ψ∞)).
Ainsi, si (w, ∂tw,ϕ) = Z(t)(u∞, v∞, ψ∞) représente la solution du problème (2.2.1), avec des
données initiales (u∞, v∞, ψ∞) dans D(A), on a
E(w, ∂tw,ϕ) = E(u∞, v∞, ψ∞) pour tout t positif.
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D’après la preuve du lemme 2.3.1, comme
d
dt
E(w, ∂tw,ϕ) = −
[∫
Σ
κ(s)
2
(
γ(s)− κ(s)
4
)
|ϕ|2 dσ +
∫
Σ
|∂tw|2 dσ
]
,
on a nécessairement ∂tw = 0 sur Σ et ϕ = 0 sur Σ. On en déduit donc que w est solution du
problème 
∂2tw −△w = 0 dans Ω× [0,+∞[
w(x, 0) = u∞, ∂tw(x, 0) = v∞ dans Ω
w = 0 sur Γ× [0,+∞[
∂nw = 0 sur Σ× (0,+∞)
et z := ∂tw est solution de
∂2t z −△z = 0 dans Ω× [0,+∞[
z(x, 0) = v∞, ∂tz(x, 0) = △u∞ dans Ω
z = 0 sur Γ× [0,+∞[
∂nz = z = 0 sur Σ× (0,+∞) .
Comme ∂nz = z = 0 sur Σ, on en déduit que z = 0 dans Ω × [0,+∞[, comme conséquence du
théorème de Holmgren (cf. Lions [60]). Par conséquent, w est solution de
△w = 0 dans Ω× [0,+∞[
w(x, 0) = u∞ dans Ω
w = 0 sur Γ× [0,+∞[
∂nw = 0 sur Σ× (0,+∞)
ce qui implique que w = 0 dans Ω× [0,+∞[ car Ω est connexe. Le couple (u∞, v∞) est alors égal
à zéro. Par conséquent, on obtient aussi que ψ∞ est égal à zéro et a fortiori, on a E(u∞, v∞, ψ∞) =
0.
On est donc en mesure d’énoncer le théorème suivant
Théorème 2.3.4. Soit (u0, u1, 0) dans V . Alors la solution u de (2.2.1) satisfait
lim
t→+∞(u, ∂tu, ψ) = (0, 0, 0) dans H.
Démonstration. Si le couple (u0, u1, 0) est dans V , on sait que (cf. Théorème 2.3.3)
lim
t→+∞E(u, ∂tu, ψ) = 0
et que E est une norme sur H , équivalente à ‖ ‖.
Par conséquent,
lim
t→+∞(u, ∂tu, ψ) = (0, 0, 0) dans H.
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Le théorème 2.3.4 est toujours valide quand γ(s) =
κ(s)
4 . Le résultat a été prouvé dans [14].
Remarque 2.3.5. Dans la démonstration du théorème, l’hypothèse Ψ0 = 0 sur Σ est importante
car elle aide à prouver que Ψ(tk) est borné dans H
1/2(Σ). On obtient le me résultat si Ψ0 ∈
H1/2(Σ). Par contre, dans le cas général où Ψ0 ∈ L2(Σ), on ne peut prouver la convergence
forte de la suite de solutions dans V .
2.4 Analyse de performances
2.4.1 Présentation générale de la méthode IPDG
La méthode IPDG, aussi appelée Symetric Interior Penalty, a été introduite par Bassi et Rebay
[12, 18] pour des problèmes elliptiques généraux. On renvoie à [13] pour une comparaison de
cette méthode à d’autres techniques Galerkine Discontinues (DG). C’est une méthode DG dans
laquelle un terme de pénalisation est introduit pour imposer la continuité faible de la solution au
travers de chaque élément du maillage. Il a été montré dans [13] que la méthode IPDG est l’une des
seules méthodes DG qui soit à la fois stable et consistante, ce qui garantit un ordre de convergence
optimal. Comme toutes les méthodes de DG, la méthode IPDG est une méthode d’éléments finis
ce qui nous permet de considérer des maillages triangulaires en 2D et des maillages tétraédriques
en 3D. Cette propriété est très importante dans notre cas puisque nous souhaitons considérer des
domaines de forme arbitraire, qui sont plus faciles à mailler avec des triangles ou tétraédriques.
De plus, quand on utilise des méthodes de Galerkine discontinues, on obtient une représentation
quasi-explicite de la solution car la matrice de masse que l’on doit inverser est par construction
diagonale par blocs. Enfin, comme les fonctions de base sont discontinues, on peut facilement
considérer des milieux hétérogènes et l’adaptativité hp est directe.
On considère une partition Th de Ω composée d’éléments K, triangles en 2D et tétraèdres en
3D. On note Ωh l’ensemble des éléments, Σabs l’ensemble des faces sur le bord absorbant Σ, ΣD
l’ensemble des faces sur Γ et Σi l’ensemble des faces internes dans le domaine de telle sorte que
Σi ∩ (ΣD ∪ Σabs) = ∅. Pour chaque σ ∈ Σi, on doit distinguer les deux triangles (ou tétraèdres)
qui partagent σ : on les note arbitrairement K+ et K−. On introduit les notations suivantes pour
définir le saut et la moyenne au travers d’une face :
[[v]] := v+ν+ + v−ν− et {{v}} := v
+ + v−
2
,
où v+ et v− représentent respectivement la restriction de v sur K+ et K− et ν± représente le
vecteur normal unitaire extérieur à K±.
Tout d’abord, on rappelle que la CLA (2.1.1) que nous avons construite s’écrit
∂nu = −∂tu− κ(s)
2
ψ sur Σ,
avec (
∂t − κ(s)
4
+ γ(s)
)
ψ = ∂tu sur Σ.
On cherche une approximation de la solution u dans l’espace d’éléments finis V kh défini comme
suit
V kh =
{
v ∈ L2(Ω); v|K ∈ P k(K),∀K ∈ Th
}
, k ∈ N
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et une approximation de ψ dans l’espace d’éléments finis W kh défini par
W kh =
{
W ∈ L2(Σ);w|σ ∈ P k(σ),∀σ ∈ Σabs
}
, k ∈ N
où P k(K) (respectivement P k(σ)) est l’ensemble des polynômes de degré au plus k sur K (res-
pectivement sur σ).
Le problème discret est donné par
Trouver uh ∈ V kh × (0,+∞) et ψ ∈W kh × (0,+∞) tels que,∑
K∈Th
∫
K
∂2t uhvh + a(uh, vh) +
∑
σ∈Σabs
∫
σ
(
∂tuh +
κ(s)
2
ψh
)
vh =
∑
K∈Th
∫
K
fvh, ∀vh ∈ V kh∑
σ∈Σabs
∫
σ
(
∂t − κ(s)
4
+ γ(s)
)
ψhϕh =
∑
σ∈Σabs
∫
σ
∂tuhwh, ∀wh ∈W kh
(2.4.1)
avec
a(u, v) =
∑
K
∫
K
∇u∇v −
∑
σ∈Σi
∫
σ
(
{{∇u}} [[v]] + {{∇v}} [[u]]− α [[u]] [[v]]
)
et α ∈ (R)+∗ est un coefficient de pénalisation [5]. On fait référence à [12, 13] pour plus de
détails sur les méthodes IPDG, à [5, 4] pour une analyse du coefficient de pénalisation et à [43]
pour l’application de la méthode IPDG à la discrétisation de l’équation des ondes.
Soit d la dimension du problème. Pour chaque élément K (respectivement pour chaque face σ)
la dimension de P k(K) (respectivement P k(σ)) est nd (respectivement nd−1) avec n3 = Ckk+3,
n2 = C
k
k+2 et n1 = k + 1. Si le maillage est composé de Ne éléments et Nf faces, on a alors
N := Ne × nd
degrés de liberté pour interpoler uh et
M := Nf × nd−1
degrés de liberté pour interpoler ψh.
Considérons {vi , 1 ≤ i ≤ N} une base de V kh et {wi , 1 ≤ i ≤ M} une base de W kh . On peut
réécrire uh et ψh de la façon suivante
uh (x, t) =
N∑
i=1
Ui (t) vi (x) et ψh (x, t) =
M∑
i=1
Ψi (t)wi (x) .
La forme matricielle du problème est donnée par
M
d2U
dt2
+B
dU
dt
+BκΨ+KU = S,
C
dΨ
dt
+ Cκ, γΨ = D
dU
dt
,
(2.4.2)
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où U et Ψ sont les vecteurs inconnus et
M =
∑
K∈Th
∫
K
vivj

1≤i,j≤N
, K = (a(vi, vj))1≤i,j≤N ,
S =
∑
K∈Th
∫
K
S vi

1≤i≤N
, B =
 ∑
σ∈Σabs
∫
σ
vivj

1≤i,j≤N
,
Bκ =
 ∑
σ∈Σabs
∫
σ
κ(s)
2
wivj

1 ≤ i ≤M
1 ≤ j ≤ N
C =
 ∑
σ∈Σabs
∫
σ
wiwj

1≤i,j≤M
,
Cκ, γ =
 ∑
σ∈Σabs
∫
σ
(
γ(s)− κ(s)
4
)
wiwj

1≤i,j≤M
, D =
 ∑
σ∈Σabs
∫
σ
viwj

1 ≤ i ≤ N
1 ≤ j ≤M
.
(2.4.3)
En ce qui concerne la discrétisation en temps, on utilise un schéma aux différences finies d’ordre
deux avec un pas de temps ∆t et on obtient
MX
n+1 =
 ∆t2Sn
0
+
 −∆t2K + 2M
0
Xn +
 −M + ∆t2 B −∆t
2
2
Bκ
−D C −∆tCκ, γ
Xn−1,
(2.4.4)
où
M =
 M + ∆t2 B ∆t
2
2
Bκ
−D C +∆tCκ, γ

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et
X
i =
 Ui
Ψ
i
 .
Remarque 2.4.1. En pratique, on n’inverse pas la matrice M et on résout (2.4.4) élément par
élément. Pour simplifier la présentation, on suppose, sans perte de généralité, que les degrés de
liberté sont numérotés de telle sorte que
1. l’élément Ki est le support des fonctions
(
vnd∗(i−1)+j
)
j=1,nd
;
2. la face σi est le support des fonctions
(
wnd−1∗(i−1)+j
)
j=1,nd−1
.
On note alors UKi (respectivement Ψσi) la restriction de U (respectivement Ψ) à l’élément Ki
(respectivement la face σi) :
UKi =
(
Und∗(i−1)+j
)
j=1,nd
Ψσi =
(
Ψnd−1∗(i−1)+j
)
j=1,nd−1
,
par MKi et BKi les restrictions de M et B à l’élément Ki :
MKi =
(
Mnd∗(i−1)+j,nd∗(i−1)+k
)
j,k=1,nd
BKi =
(
Bnd∗(i−1)+j,nd∗(i−1)+k
)
j,k=1,nd
,
et par Bκσi , Cσi , Cκ,γσi et Dσi les restrictions de Bκ, C, Cκ,γ et D à la face σi
Bκσi =
(
Bκnd∗(ji−1)+k,nd−1∗(i−1)+l
)
k = 1, nd
l = 1, nd−1
Cσi =
(
Cnd−1∗(i−1)+k,nd−1∗(i−1)+l
)
k = 1, nd−1
l = 1, nd−1
Cκ,γσi =
(
Cκ,γnd−1∗(i−1)+k,nd−1∗(i−1)+l
)
k = 1, nd−1
l = 1, nd−1
Dσi =
(
Dnd−1∗(i−1)+k,nd∗(ji−1)+l
)
k = 1, nd−1
l = 1, nd
(si on suppose que la face i appartient à l’élément ji).
Ainsi,
1. si Ki est un élément intérieur (i.e. un élément qui n’a pas de face sur Σ), on doit résoudre
le système
MKiU
n+1
Ki
= G
où G est un vecteur qui ne dépend que de Un, Un−1 et Sn ;
2. si Ki est un élément du bord, avec par exemple pour faces externes σj1 et σj2 (en pratique
un élément du bord a rarement plus de deux faces externes), on doit résoudre le système
MKi +
∆t
2
BKi
∆t2
2
Bκσj1
∆t2
2
Bκσj2
−Dσj1 Cσj1 +∆tCκ, γσj1 0
−Dσj2 0 Cσj2 +∆tCκ, γσj2


Un+1Ki
Ψn+1σj1
Ψn+1σj2
 = G
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où G est un vecteur qui ne dépend que de Un, Un−1, Ψn, Ψn−1 et Sn.
Si Ki a deux faces externes (respectivement une ou trois), on doit inverser une matrice
(nd + 2nd−1) × (nd + 2nd−1) (respectivement (nd + nd−1) × (nd + nd−1) ou (nd +
3nd−1)× (nd + 3nd−1)). Si d = 3 et k = 3, on a nd = 20 et nd−1 = 10, de telle sorte que
dans la pire configuration, on n’ait à inverser qu’une matrice 50× 50.
Dans tous les cas, on doit donc juste résoudre des petits systèmes facilement inversibles.
Remarque 2.4.2. En pratique, le terme de courbure est supposé constant par élément du bord.
Pour le calculer, on le définit comme étant la moyenne des courbures aux deux extrémités de
l’élément considéré. Pour évaluer la courbure de manière précise en un noeud du bord, on utilise
le résultat suivant donné dans Spivak [72] :
Proposition 2.4.3. Soit K un triangle dont les trois sommets A, B et C sont sur la frontière Σ
(2.4.3). On peut évaluer la courbure au point B par
κ(B) =
4A(K)
AB ×AC ×BC ,
où A(K) représente l’aire du triangle ABC.
FIG. 2.2 – Calcul approché de la courbure
De plus, pour le calcul de l’aire du triangle, on utilise le théorème de Kaplan [41] :
A(K) = ((a+ b+ c)(a+ b− c)(c+ a− b)(c− a+ b))1/2 /4,
où les quantités a, b et c désignent les différentes longueurs des côtés de K ordonnés de la façon
suivante : a ≥ b ≥ c.
2.4.2 Analyse de précision
0n veut analyser les performances de la CLA (2.1.1) comparée à celle de la C-ABC pour dif-
férentes valeurs de γ. Pour cela, nous allons considérer deux configurations notées respectivement
Configuration 1 et Configuration 2.
Dans la Configuration 1, Ω1 est un domaine bidimensionnel (voir Fig. 2.3) et est délimité par une
frontière extérieure circulaire Σ1. La frontière Γ1 représente la frontière de l’obstacle. Les deux
cercles sont centrés à l’origine. Le rayon de Σ1 est Rext = 3m et le rayon de Γ1 est Rint = 1m. La
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FIG. 2.3 – Domaine de calcul - Configuration 1
source est une source ponctuelle placée à (0m, 1.3m) et est définie comme une dérivée seconde de
Gaussienne de fréquence dominante 1Hz :
S = δx02λ
(
λ (t− t0)2 − 1
)
e−λ(t−t0)
2
,
avec x0 = (0m, 1.3m), λ = π2f20 , f0 = 1, t0 = 1/f0 et δx0 représente le Dirac en x0.
Dans la Configuraiton 2, Ω2 (cf Fig. 2.4) est un domaine bidimensionnel délimité par une frontière
extérieure Σ2 et par une frontière intérieure Γ2. Σ2 est une ellipse de demi-grand axe aext = 6m et
de demi-petit axe bext = 3m centrée à l’origine. Γ2 représente la frontière d’un obstacle elliptique
de demi-grand-axe a =2m et de demi-petit axe b =1m centré à l’origine.
FIG. 2.4 – Domaine de calcul -Configuration 2
Pour comparer l’influence de la CLA (2.1.1) pour différentes valeurs de γ, on calcule tout d’abord
l’erreur relative L2 en temps en un récepteur donné près de la frontière extérieure. Pour évaluer
cette erreur relative, on doit calculer la solution exacte à chaque récepteur. En pratique, on ne
calcule pas la solution exacte mais on calcule une solution approchée dans un domaine plus grand
que Ω1 et Ω2. Ici, on multiplie les dimensions de Σ1 et Σ2 par 3. L’erreur relative L2(x,y)([0, T ])
au point (x, y) est alors définie par(∫ T
0 (uapp(t, (x, y))− uex(t, (x, y)))2dt
)1/2
(∫ T
0 (uex(t, (x, y)))
2dt
)1/2 , (2.4.5)
où uapp est la solution approchée et uex est la solution “exacte”. L’erreur est calculée après 6000
itérations (avec un pas de temps égal à 3.6 ∗ 10−3s).
On considère trois récepteurs placés près de la frontière extérieure de coordonnées (0, 2.85m),
(0.7m, 2.75m) et (1.4m, 2.45m) pour la configuration 1 et quatre récepteurs de coordonnées
53
(6m, 2.05m), (5m, 2.3m), (6m, −2.05m) et (5m, −2.3m) pour la configuration 2. Les résultats
obtenus sont répertoriés dans le tableau 2.1 pour la configuration 1 et dans le tableau 2.2 pour la
configuration 2. De ces résultats, on déduit que l’erreur relative L2 est quasiment la même pour
(0, 2.85m) (0.7m, 2.75m) (1.4m, 2.45m)
C-ABC 4.92 13.11 13.3
γ(s) = κ(s)3 4.92 13.10 13.31
γ(s) = κ(s) 4.89 13.19 13.37
γ(s) = 3κ(s) 4.92 13.42 13.83
γ(s) = 10κ(s) 5.33 14.04 14.22
TAB. 2.1 – Erreur relative L2 ( en % ) - Source en (1.5,1) - Configuration 1
(6m, 2.05m) (5m, 2.3m) (6m, −2.05m) (5m, −2.3m)
curvature 2.49 3.65 6.77 11.53
γ(s) = κ(s)3 2.49 3.65 6.79 11.56
γ(s) = κ(s) 2.50 3.66 6.93 11.75
γ(s) = 3κ(s) 2.52 3.67 7.35 12.31
γ(s) = 10κ(s) 2.60 3.74 7.89 13.10
TAB. 2.2 – Erreur relative L2 ( en % ) - Source en (1.5,1) - Configuration 2
toutes les valeurs de γ(s) et est similaire aux erreurs obtenues avec la C-ABC. On remarque aussi
que l’erreur commence à augmenter quand γ(s) est supérieur à κ(s).
Dans la suite, on prend arbitrairement γ(s) = κ(s).
À présent, on s’intéresse à l’évolution de ces erreurs lorsqu’on déplace la frontière absorbante,
pour déterminer où placer la frontière afin d’obtenir des résultats convenables sans coûts de calcul
élevés. On considère tout d’abord la configuration 1. Nous avons testé six différents rayons Rext :
1.5m, 2m, 3m, 4m, 5m et 6m dans le but de trouver la valeur critique du rayon du cercle extérieur
qu’on devrait prendre pour obtenir des résultats précis.
Tout d’abord, on place trois récepteurs de coordonnées (1.025m, 1.025m), (1.256m, 0.725m) et
(1.4m, 0.375m) près de l’obstacle et on calcule l’erreur relative L2 en temps définie en (2.4.5).
Les résultats que nous avons obtenus sont présentés dans le tableau 2.3. On voit que lorsque la
(1.025m, 1.025m) (1.256m, 0.725m) (1.4m, 0.375m)
Rext = 1.5m 29.87 35.08 41.75
Rext = 2m 6.49 10.84 18.17
Rext = 3m 1.46 2.46 4.52
Rext = 4m 0.96 1.42 2.03
Rext = 5m 0.94 1.33 1.11
Rext = 6m 0.93 0.87 1.07
TAB. 2.3 – Erreur relative L2 ( en % ) - Source in (1.3,0) - Configuration 1
frontière artificielle est placée près de l’obstacle, les erreurs relatives obtenues sont très impor-
tantes à cause des nombreuses réflexions provenant de la frontière extérieure. Quand le rayon de
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la frontière artificielle est supérieur à 3m, on obtient de faibles valeurs pour l’erreur relative. Quand
on prend un rayon extérieur égal à 4m, 5m ou 6m, les erreurs relatives obtenues sont similaires
à celles obtenues avec un rayon extérieur de 3m mais la simulation est beaucoup plus coûteuse.
Par conséquent, quand l’obstacle est circulaire, nous recommandons de prendre comme frontière
artificielle un cercle de rayon égal à trois fois le rayon de l’obstacle.
À présent, on réalise une analyse similaire mais en regardant l’erreur globale en temps et en espace,
i.e. on calcule l’erreur relative L2([0, t]× Ω) définie par
∫ t
0
∫
Ω
|uapp(s, x)− uex(s, x)|2dxds∫ t
0
∫
Ω
|uex(s, x)|2dxds

1/2
.
Les résultats que nous avons obtenus sont présentés dans la figure 2.5. Pour un rayon extérieur
inférieur à 3m, il y a beaucoup de réflexions provenant de la frontière extérieure et donc les erreurs
relatives calculées sont entre 3 et 25%. Quand le rayon extérieur est supérieur à 3m, on obtient de
petites erreurs relatives et la différence entre les erreurs relatives est faible. Ainsi, choisir un rayon
extérieur de 3m quand le rayon interieur est égal à 1m semble être le meileur choix afin d’obtenir
de bonnes approximations de la solution de l’équation des ondes sans coûts de calculs élevés.
À présent, on veut vérifier si cette conclusion est la même dans le cas où l’obstacle est elliptique.
FIG. 2.5 – Erreur relative pour différentes distances - Configuration 1
Ici aussi, on considère six domaines différents. Dans chaque configuration, la frontière intérieure
est la même que dans la configuration 2 c’est-à-dire que l’obstacle est une ellipse centrée à l’ori-
gine, de demi-grand axe a égal à 2m et de demi-petit axe b égal à 1m. La frontière extérieure est
une ellipse centrée à l’origine de demi-grand axe aext et de demi-petit axe bext. aext et bext sont
respectivement calculés en multipliant a et b par 1.5, 2, 3, 4, 5 et 6. Nous avons placé trois ré-
cepteurs près de l’obstacle de coordonnées (0.75m, 1.4m), (2.51m, 0.725m) et (2.8m, 0.375m)
et on calcule l’erreur relative L2 en temps définie en (2.4.5). Les résultats que nous avons obtenus
sont présentés dans le tableau 2.4. On peut voir que dans ce cas, on obtient de bons résultats quand
aext ≥ 4a et bext ≥ 4b. Si on prend aext = 6m et bext = 3m on obtient des résultats convenables
mais la différence avec le cas où aext = 8m et bext = 4m est importante. A présent, on vérifie
que nous obtenons des résultats similaires en calculant l’erreur relative L2([0, t] × Ω). Les résul-
tats sont représentés dans la figure 2.6. On en déduit que dans une telle configuration, on devrait
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(0.75m, 1.4m) (2.51m, 0.725m) (2.8m, 0.375m)
aext = 3m, bext = 1.5m 35.03 61.61 69.34
aext = 4m, bext = 2m 4.27 22.69 30.77
aext = 6m, bext = 3m 4.1 8.75 10.52
aext = 8m, bext = 4m 3.72 2.48 3.27
aext = 10m, bext = 5m 0.59 1.15 1.77
aext = 12m, bext = 6m 0.44 0.55 1.38
TAB. 2.4 – Erreur relative L2 ( en % ) - Source in (1.3,0) - Configuration 2
prendre aext = 3a et bext = 3b afin d’obtenir de petites erreurs relatives comme dans le cas d’un
réflecteur circulaire.
FIG. 2.6 – Erreur relative pour des distances à l’obstacle différentes - Configuration 2
Au cours de ces expériences numériques, nous n’avons pas observé d’instabilités même lors
de simulations en temps long. Dans la suite, on cherche à montrer un résultat de stabilité dans le
but de confirmer et de quantifier ces observations numériques.
2.5 Analyse de stabilité
La stabilité en temps des équations d’ondes couplées à des CLA est un sujet d’actualité car elle
fait souvent défaut quand on utilise des PML. Des résultats théoriques ont été établis par Bécache
et al. [20] sous des hypothèses haute fréquence mais à notre connaissance, aucun résultat reposant
sur une méthode d’énergie n’est disponible pour les PML. C’est certainement dû au fait que les
PML font intervenir un noyau de convolution en temps qu’il n’est pas possible de traiter variation-
nellement. On va voir dans ce paragraphe qu’on peut établir un résultat de stabilité forte pour la
famille de CLA construite au chapitre 1. Par stabilité forte, nous entendons existence d’une fonc-
tionnelle d’énergie qui, sous des hypothèses géométriques réalisées en pratique, décroît en temps
de façon exponentielle.
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Pour les tests numériques, nous avons considéré le cas où les ondes sont générées par une
source ponctuelle. Cette source est à support compact en temps inclus dans un intervalle [0, T ].
Cela signifie donc que pour t > T , le système se transforme en un problème aux limites avec
données initiales qui sont définies par les valeurs du champ et de sa dérivée en temps à l’instant
T . C’est pourquoi dans la suite, nous nous intéressons encore au problème (2.2.1) pour lequel on
cherche à établir un résultat de stabilité forte. Pour préciser notre objectif, on pose la définition
suivante :
Définition 2.5.1. On dit qu’un problème aux limites est fortement stable s’il peut être associé à
une fonctionnelle positive t 7−→ E(u)(t), u désignant la solution du problème, telle que : ∃C > 0,
∃β > 0 tel que
E(u)(t) ≤ Ce−βtE(u)(0). (2.5.1)
À la section 2 de ce chapitre, on a déjà montré qu’il existe une fonctionnelle qu’on vanoter
pour simplifier E(t) (:= E(u, ∂tu, ψ)) et dont on rappelle la définition :
E(t) = 1
2
∫
Ω
(|∂tu|2 + |∇u|2) dx+ 1
2
∫
Σ
κ(s)
2
|ψ|2dσ.
Pour établir l’estimation (2.5.1), on va appliquer une méthode de multiplicateurs (voir par exemple
[60, 58, 56, 64]). Dans [60, 56], il a été notamment montré qu’il suffit de prouver qu’il existe une
constante C positive telle que ∫ T
S
E(t)dt ≤ CE(S) (2.5.2)
avec 0 ≤ S < T < +∞ pour obtenir (2.5.1).
2.5.1 Résultats préliminaires
On commence par établir un résultat de régularité.
Lemme 2.5.2. Soit (u0, u1, ψ0) ∈ V avec ψ0 ∈ H1/2(Σ). Alors
u ∈ C0 (]0,+∞[; H2(Ω)) .
Démonstration. Le théorème de Hille-Yosida nous permet de prouver que pour tout (u0, u1, ψ0) ∈
V ,
(u, ∂tu) ∈ C0 ([0,+∞[; V ) ∩ C1 ([0,+∞[; H) .
Par définition de V , on a donc :
u ∈ C0 ([0,+∞[; H1(Ω)) et △ u ∈ C0 ([0,+∞[; L2(Ω)) . (2.5.3)
De plus, si ψ0 ∈ H1/2(Σ), l’inconnue auxiliaire satisfait
ψ ∈ C0
(
[0,+∞[; H1/2(Σ)
)
.
En effet, d’après la formule de Duhamel, ψ s’écrit, pour tout x ∈ Σ,
ψ(t, x) =
∫ t
0
e(γ−
κ
4
)(s−t)∂tu(s, x)ds+ ψ0(x).
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On sait que ∂tu ∈ C0
(
[0,+∞[; H1(Ω)), ce qui implique que ∂tu|Σ ∈ C0 ([0,+∞[; H1/2(Σ)).
On obtient donc que ψ ∈ C0 ([0,+∞[; H1/2(Σ)) si ψ0 ∈ H1/2(Σ). À présent, u, ∂tu et ψ
vérifient la condition de bord
∂nu+ ∂tu+
κ(s)
2
ψ = 0 sur Σ.
Comme κ appartient à L∞(Σ), on a donc
∂nu|Σ ∈ C0
(
[0,+∞[; H1/2(Σ)
)
et le résultat de régularité précédent combiné avec (2.5.3) implique que
u ∈ C0 ([0,+∞[; H2(Ω)) .
Lemme 2.5.3. Soit (u0, u1, ψ0) ∈ V . Alors,
E(T )− E(S) = −
∫ T
S
∫
Σ
|∂tu|2dσdt+
∫ T
S
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)
|ψ|2dσdt. (2.5.4)
Démonstration. On a déjà montré que si (u0, u1, ψ0) ∈ V , E est différentiable et que
dE
dt
(u, ∂tu, ψ) = −
∫
Σ
|∂tu|2dσ +
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)
|ψ|2dσ.
Ainsi, après une intégration sur [S, T ], on obtient
E(T )− E(S) = −
∫ T
S
∫
Σ
|∂tu|2dσdt+
∫ T
S
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)
|ψ|2dσdt.
Par la suite, on suppose que
γ(x) >
κ(x)
4
, ∀x ∈ Σ, γ(x)− κ(x)
4
∈ L∞(Σ) et κ(x) > 0, ∀x ∈ Σ. (2.5.5)
Lemme 2.5.4. Soit (u0, u1, ψ0) ∈ V avec ψ0 ∈ H1/2(Σ). On a
∫ T
S
∫
Σ
|∂tu|2 dσ dt ≤ E(S)∫ T
S
∫
Σ
κ(s)
2
(
γ(s)− κ(s)
4
)
|ψ|2 dσ dt ≤ E(S)
(2.5.6)
et si αmin = min
x∈Σ
(
γ(s)− κ(s)4
)
, on a aussi
∫ T
S
∫
Σ
κ(s)
2
|ψ|2 dσ dt ≤ 1
αmin
E(S). (2.5.7)
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Démonstration. On sait que
E(T )− E(S) = −
∫ T
S
∫
Σ
|∂tu|2dσdt+
∫ T
S
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)
|ψ|2dσdt,
ce qui est équivalent à
E(S) =
∫ T
S
∫
Σ
|∂tu|2dσdt+
∫ T
S
∫
Σ
κ(s)
2
(
γ(s)− κ(s)
4
)
|ψ|2dσdt+ E(T ).
Comme chaque terme de droite est positif, on obtient
∫ T
S
∫
Σ
|∂tu|2 dσ dt ≤ E(S);∫ T
S
∫
Σ
κ(s)
2
(
γ(s)− κ(s)
4
)
|ψ|2 dσ dt ≤ E(S).
De plus,
∫ T
S
∫
Σ
κ(s)
2
(
γ(s)− κ(s)
4
)
|ψ|2 dσ dt ≤ E(S) implique que siαmin = min
x∈Σ
(
γ(s)− κ(s)4
)
,
αmin
∫ T
S
∫
Σ
κ(s)
2
|ψ|2 dσ dt ≤ E(S)
ce qui termine la preuve du lemme 2.5.9.
Lemme 2.5.5. Il existe une constante C > 0 telle que pour tout 0 ≤ S ≤ t,∫
Σ
|u(t, x)|2dσ ≤ CE(S). (2.5.8)
Démonstration. L’application trace de H1(Ω) dans H1/2(Σ) est continue et il existe C1 > 0 et
C2 > 0 telles que pour tout u ∈ H1(Ω),
‖u‖2L2(Σ) ≤ C1‖u‖2H1/2(Σ) ≤ C2‖u‖2H1(Ω).
De plus, comme u|Γ = 0, u vérifie l’inégalité de Poincaré dans Ω avec ∂Ω = Γ∪Σ et Γ∩Σ = ∅.
Il existe donc une constante positive C3 telle que
‖u‖L2(Ω) ≤ C3‖∇u‖L2(Ω) ≤ C3E(t). (2.5.9)
Ceci implique que
‖u‖2L2(Σ) ≤ CE(t).
On conclut facilement en utilisant le fait que t 7−→ E(t) est décroissante.
Soit m(x) une fonction dans C1(Ω¯)3 et u une solution de l’équation des ondes vérifiant u ∈
C0(]0,+∞[, H2(Ω)).
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Lemme 2.5.6. On a[∫
Ω
∂tu (m · ∇u) dx
]T
S
− 1
2
∫ T
S
∫
∂Ω
(m · n) |∂tu|2dσ dt+ 1
2
∫ T
S
∫
Ω
div m|∂tu|2dx dt+∫ T
S
∫
Ω
∇u · ∇ (m · ∇u) dx dt−
∫ T
S
∫
∂Ω
∂nu (m · ∇u) dσ dt = 0.
(2.5.10)
Démonstration. Cette identité a été utilisée dans de nombreux travaux. On fait référence par
exemple à [56]. On rappelle néanmoins sa construction.
Pour (u0, u1, ψ0) ∈ V , u est solution de l’équation de sondes assez régulière pour qu’on ait :∫ T
S
∫
Ω
(
∂2t u−△u
)
(m · ∇u) dx dt = 0.
On en déduit, après intégration par parties, que[∫
Ω
∂tu (m · ∇u) dx
]T
S
−
∫ T
S
∫
Ω
∂tu (m · ∇∂tu) dx dt+
∫ T
S
∫
Ω
∇u · ∇ (m · ∇u) dx dt
−
∫ T
S
∫
∂Ω
∂nu (m · ∇u) dσ dt = 0
De plus, on peut vérifier que dans Ω, on a
∂tu (m · ∇∂tu) = 1
2
m · ∇|∂tu|2
et donc ∫
Ω
∂tu (m · ∇∂tu) = 1
2
∫
Ω
m · ∇|∂tu|2 dx
=
1
2
∫
∂Ω
m · n|∂tu|2 dσ − 1
2
∫
Ω
div m|∂tu|2 dx
Par conséquent, on obtient[∫
Ω
∂tu (m · ∇u) dx
]T
S
− 1
2
∫ T
S
∫
∂Ω
(m · n) |∂tu|2dσ dt+ 1
2
∫ T
S
∫
Ω
div m|∂tu|2dx dt+∫ T
S
∫
Ω
∇u · ∇ (m · ∇u) dx dt−
∫ T
S
∫
∂Ω
∂nu (m · ∇u) dσ dt = 0,
ce qui achève la preuve du lemme. Remarquons que la condition ψ0 dans H1/2(Σ) est nécessaire
pour avoir u(t, .) dans H2(Ω) et pour que chacun des termes de (2.5.10) soit justifié.
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2.5.2 Preuve de la décroissance exponentielle de l’énergie
Dans ce paragraphe, on pose m(x) = x− x0 avec x0 ∈ Rd (d = 2, 3 représente la dimension
d’espace). On suppose que x0 est choisi de telle sorte que
Γ = {x ∈ ∂Ω,m.n ≤ 0} (2.5.11)
et
Σ = {x ∈ ∂Ω,m.n > 0}. (2.5.12)
Remarque 2.5.7. L’existence de x0 est garantie si Γ est la frontière extérieure d’un domaine étoilé
ω. En effet, on peut ainsi choisir x0 à l’intérieur de ω de telle sorte que ω soit étoilé par rapport
à x0 et (2.5.11) est vérifié si n est la normale intérieure par rapport à ω est donc extérieure à Ω.
De plus, comme Σ entoure Γ, x0 est dans le domaine délimité par Σ. Comme Σ est convexe, ce
domaine est alors étoilé par rapport à chacun de ces points et en particulier par rapport à x0,
ainsi (2.5.12) est vérifiée.
Dans ce cas là, on sait que div m = d. Par souci de simplicité, on suppose que d = 3 mais il
n’y a aucune difficulté pour étendre ce résultat pour d = 2.
Pour montrer qu’il existe une constante positive C qui vérifie (2.5.2), on doit juste majorer
1
2
∫ T
S
∫
Ω
(|∂tu|2 + |∇u|2) dx dt
car on sait déjà d’après le lemme 2.5.4 que∫ T
S
∫
Σ
κ(s)
2
|ψ|2 dσ dt ≤ 1
αmin
E(S).
Lemme 2.5.8. Soit (u0, u1, ψ0) ∈ V . On a
1
2
∫ T
S
∫
Ω
(|∂tu|2 + |∇u|2) dx dt = − [∫
Ω
∂tu ((m · ∇u) + u) dx
]T
S
+
1
2
∫ T
S
∫
∂Ω
(m · n) [|∂tu|2 − |∇u|2] dσ dt+ ∫ T
S
∫
∂Ω
∂nuu dσ dt
+
∫ T
S
∫
∂Ω
∂nu (m · ∇u) dσ dt.
(2.5.13)
Démonstration. D’après le lemme 2.5.6, on sait que[∫
Ω
∂tu (m · ∇u) dx
]T
S
− 1
2
∫ T
S
∫
∂Ω
(m · n) |∂tu|2dσ dt+ 1
2
∫ T
S
∫
Ω
div m|∂tu|2dx dt+∫ T
S
∫
Ω
∇u · ∇ (m · ∇u) dx dt−
∫ T
S
∫
∂Ω
∂nu (m · ∇u) dσ dt = 0.
De plus, on peut vérifier que
∂j (m · ∇u) = (m · ∇) ∂ju+∇u · ∂jm pour j = 1, 2, 3;
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et comme m(x) = x− x0, on obtient
∇ (m · ∇u) = (m · ∇)∇u+∇u.
Par conséquent, on a∫ T
S
∫
Ω
∇u · ∇ (m · ∇u) dx dt =
∫ T
S
∫
Ω
|∇u|2 dx dt+
∫ T
S
∫
Ω
((m · ∇)∇u) · ∇u dx dt
=
∫ T
S
∫
Ω
|∇u|2 dx dt+ 1
2
∫ T
S
∫
Ω
m · ∇|∇u|2 dx dt
=
∫ T
S
∫
Ω
|∇u|2 dx dt+ 1
2
∫ T
S
∫
∂Ω
(m · n) |∇u|2 dσ dt
−1
2
∫ T
S
∫
Ω
div m|∇u|2 dx dt
On obtient alors, comme div m = 3,[∫
Ω
∂tu (m · ∇u) dx
]T
S
− 1
2
∫ T
S
∫
∂Ω
(m · n) |∂tu|2dσ dt+ 3
2
∫ T
S
∫
Ω
|∂tu|2dx dt
−1
2
∫ T
S
∫
Ω
|∇u|2dx dt+ 1
2
∫ T
S
∫
∂Ω
(m · n) |∇u|2dσ dt
−
∫ T
S
∫
∂Ω
∂nu (m · ∇u) dσ dt = 0
ce qui est équivalent à
3
2
∫ T
S
∫
Ω
|∂tu|2dx dt− 1
2
∫ T
S
∫
Ω
|∇u|2dx dt =
−
[∫
Ω
∂tu (m · ∇u) dx
]T
S
+
1
2
∫ T
S
∫
∂Ω
(m · n) |∂tu|2dσ dt
−1
2
∫ T
S
∫
∂Ω
(m · n) |∇u|2dσ dt+
∫ T
S
∫
∂Ω
∂nu (m · ∇u) dσ dt.
(2.5.14)
De plus on sait que ∫ T
S
∫
Ω
(
∂2t u−△u
)
u = 0
ce qui implique que[∫
Ω
∂tuu dx
]T
S
−
∫ T
S
∫
Ω
|∂tu|2 dx dt+
∫ T
S
∫
Ω
|∇u|2 dx dt−
∫ T
S
∫
∂Ω
∂nuu dσ dt = 0.
(2.5.15)
Ainsi, en ajoutant (2.5.14) et (2.5.15), on obtient[∫
Ω
∂tuu dx
]T
S
+
1
2
∫ T
S
∫
Ω
|∂tu|2 dx dt+ 1
2
∫ T
S
∫
Ω
|∇u|2 dx dt−
∫ T
S
∫
∂Ω
∂nuu dσ dt =
−
[∫
Ω
∂tu (m · ∇u) dx
]T
S
+
1
2
∫ T
S
∫
∂Ω
(m · n) |∂tu|2dσ dt
−1
2
∫ T
S
∫
∂Ω
(m · n) |∇u|2dσ dt+
∫ T
S
∫
∂Ω
∂nu (m · ∇u) dσ dt.
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Finalement, il vient que
1
2
∫ T
S
∫
Ω
(|∂tu|2 + |∇u|2) dx dt = − [∫
Ω
∂tu ((m · ∇u) + u) dx
]T
S
+
1
2
∫ T
S
∫
∂Ω
(m · n) [|∂tu|2 − |∇u|2] dσ dt+ ∫ T
S
∫
∂Ω
∂nuu dσ dt
+
∫ T
S
∫
∂Ω ∂nu (m · ∇u) dσ dt,
ce qui termine la preuve du lemme 2.5.8.
Lemme 2.5.9. On a l’inégalité suivante
1
2
∫ T
S
∫
Γ
(m · n) [|∂tu|2 − |∇u|2] dσ dt+ ∫ T
S
∫
Γ
∂nuu dσ dt+
∫ T
S
∫
Γ
∂nu (m · ∇u) dσ dt ≤ 0.
Démonstration. On sait que u = 0 sur Γ donc ∇Γu = 0 et ∂tu = 0 sur Γ. De plus, comme
∇u = ∇Γu+ (∇u · n)n, ∇u = (∇u · n)n sur Γ. On obtient donc
1
2
∫ T
S
∫
Γ
(m · n) [|∂tu|2 − |∇u|2] dσ dt+ ∫ T
S
∫
Γ
∂nuu dσ dt+
∫ T
S
∫
Γ
∂nu (m · ∇u) dσ dt
= −1
2
∫ T
S
∫
Γ
(m · n) |∂nu|2 dσ dt+
∫ T
S
∫
Γ
(m · n) |∂nu|2 dσ dt
=
1
2
∫ T
S
∫
Γ
(m · n) |∂nu|2 dσ dt.
Par hypothèse, on a m · n négatif sur Γ. Par conséquent, il vient que
1
2
∫ T
S
∫
Γ
(m · n) [|∂tu|2 − |∇u|2] dσ dt+ ∫ T
S
∫
Γ
∂nuu dσ dt+
∫ T
S
∫
Γ
∂nu (m · ∇u) dσ dt ≤ 0.
Dans la suite, on notera indifféremment par C toutes les constantes.
Lemme 2.5.10. Il existe une constante C > 0 telle que∫ T
S
∫
Σ
∂nu (m · ∇u) dσ dt− 1
2
∫ T
S
∫
Σ
(m · n) |∇u|2 dσ dt ≤ CE(S).
Démonstration. Comme m · n > 0 sur Σ, on a
∂nu (m · ∇u) =
√
m · n (m · ∇u) ∂nu√
m · n.
Ainsi, si on note R = max
x∈Σ
|m(x)|, on obtient
|∂nu (m · ∇u) | ≤ 2R |∂nu|√
m · n
√
m · n
2
|∇u|
≤ R
2
m · n |∂nu|
2 +
m · n
4
|∇u|2
≤ C|∂nu|2 + m · n
4
|∇u|2.
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On déduit de cette inégalité∫ T
S
∫
Σ
∂nu (m · ∇u) dσ dt− 1
2
∫ T
S
∫
Σ
(m · n) |∇u|2 dσ dt ≤ −1
4
∫ T
S
∫
Σ
(m · n) |∇u|2 dσ dt
+C
∫ T
S
∫
Σ
|∂nu|2 dσ dt,
ce qui implique que∫ T
S
∫
Σ
∂nu (m · ∇u) dσ dt− 1
2
∫ T
S
∫
Σ
(m · n) |∇u|2 dσ dt ≤ C
∫ T
S
∫
Σ
|∂nu|2 dσ dt,
(2.5.16)
comme m · n ≤ 0 sur Σ.
Pour finir la preuve de ce lemme, on doit vérifier que∫ T
S
∫
Σ
|∂nu|2 dσ dt ≤ CE(S). (2.5.17)
On sait que
∂nu = −∂tu− κ(s)
2
ψ sur Σ.
Comme κ(s) > 0 sur Σ d’après (2.5.5), on obtient
|∂nu|2 ≤ κ(s)
(
κ(s)
2
|ψ|2 + 2
κ(s)
|∂tu|2
)
.
Ensuite, si on note par κmax le maximum de κ sur Σ, il vient∫ T
S
∫
Σ
|∂nu|2 dσ dt ≤ κmax
αmin
E(S) + 2
∫ T
S
∫
Σ
|∂tu|2 dσ dt.
D’après le lemme 2.5.4, on sait que∫ T
S
∫
Σ
|∂tu|2 dσ dt ≤ CE(S)
ce qui prouve (2.5.17). Ainsi, en incorporant (2.5.17) dans (2.5.16), on obtient∫ T
S
∫
Σ
∂nu (m · ∇u) dσ dt− 1
2
∫ T
S
∫
Σ
(m · n) |∇u|2 dσ dt ≤ CE(S),
ce qui termine la preuve du lemme 2.5.10.
Lemme 2.5.11. Il existe une constante C > 0 telle que
1
2
∫ T
S
∫
Σ
(m · n) |∂tu|2 dσ dt ≤ CE(S).
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Démonstration. Par définition de R, on a |m · n| ≤ R. On obtient alors
1
2
∫ T
S
∫
Σ
(m · n) |∂tu|2 dσ dt ≤ R
2
∫ T
S
∫
Σ
|∂tu|2 dσ dt
et (2.5.6) implique que
1
2
∫ T
S
∫
Σ
(m · n) |∂tu|2 dσ dt ≤ CE(S).
Lemme 2.5.12. Il existe une constante C > 0 telle que∫ T
S
∫
Σ
∂nuu dσ dt ≤ CE(S).
Démonstration. On rappelle qu’on a sur Σ, ∂nu = −∂tu− κ(s)2 ψ. Ainsi,∫ T
S
∫
Σ
∂nuu dσ dt =
∫ T
S
∫
Σ
(
−∂tu− κ(s)
2
ψ
)
u dσ dt;
= −1
2
[∫
Σ
|u|2 dσ
]T
S
−
∫ T
S
∫
Σ
κ(s)
2
ψudσ dt;
= −1
2
∫
Σ
|u(T )|2 dσ + 1
2
∫
Σ
|u(S)|2 dσ −
∫ T
S
∫
Σ
κ(s)
2
ψudσ dt;
≤ 1
2
∫
Σ
|u(S)|2 dσ −
∫ T
S
∫
Σ
κ(s)
2
ψudσ dt.
Comme l’opérateur de trace est continu, on sait qu’il existe une constante C > 0 telle que∫
Σ
|u(S)|2 dσ ≤ C‖u(S)‖2H1 .
D’après l’inégalité de Poincaré (2.5.9), il existe une constante positive notée C telle que
‖u(S)‖2H1 ≤ C
∫
Ω
|∇u(S)|2 dx.
Finalement, on obtient∫ T
S
∫
Σ
∂nuu dσ dt ≤ CE(S)−
∫ T
S
∫
Σ
κ(s)
2
ψudσ dt.
À présent, on s’intéresse au contrôle de −
∫ T
S
∫
Σ
κ(s)
2
ψudσ dt. On sait que sur Σ
∂tψ = ∂tu+
(
κ(s)
4
− γ(s)
)
ψ
ce qui est équivalent à
ψ =
(
κ(s)
4
− γ(s)
)−1
(∂tψ − ∂tu) ,
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comme γ(s) > κ(s)4 .
On obtient alors
−
∫ T
S
∫
Σ
κ(s)
2
ψudσ dt = −
∫ T
S
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
(∂tψ − ∂tu)u dσ dt
= −
∫ T
S
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
∂tψudσ dt+∫ T
S
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
∂tuu dσ dt
= −
∫ T
S
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
∂tψudσ dt+
1
2
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1 [|u|2]T
S
dσ
ce qui donne
−
∫ T
S
∫
Σ
κ(s)
2
ψudσ dt =
1
2
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1 [|u|2]T
S
dσ
+
∫ T
S
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
ψ∂tu dσ dt
−
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
[ψu]TS dσ.
(2.5.18)
Nous allons maintenant majorer séparément les trois termes du second membre de cette égalité.
Tout d’abord, on sait que
1
2
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1 [|u|2]T
S
dσ =
1
2
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
|u(T )|2 dσ
−1
2
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
|u(S)|2 dσ
et, comme γ(s) ≥ κ(s)4 et κ(s) > 0
1
2
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
|u(T )|2 dσ ≤ 0,
ce qui implique que
1
2
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1 [|u|2]T
S
dσ ≤ 1
2
∫
Σ
κ(s)
2
(
γ(s)− κ(s)
4
)−1
|u(S)|2 dσ
≤ κmax
4αmin
∫
Σ
|u(S)|2 dσ.
D’après le lemme 2.5.5, on obtient qu’il existe une constante C > 0 telle que
1
2
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1 [|u|2]T
S
dσ ≤ CE(S). (2.5.19)
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De plus, en utilisant le lemme 2.5.4, on sait que∫ T
S
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
ψ∂tu dσ dt ≤ CE(S). (2.5.20)
Si on s’intéresse au dernier terme de (2.5.18), on a
| −
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
[ψu]TS dσ| = |
∫
Σ
κ(s)
2
(
γ(s)− κ(s)
4
)−1
ψ(T )u(T ) dσ
−
∫
Σ
κ(s)
2
(
γ(s)− κ(s)
4
)−1
ψ(S)u(S) dσ|
≤ 1
αmin
(∫
Σ
κ(s)
2
|ψ(T )u(T )| dσ
+
∫
Σ
κ(s)
2
|ψ(S)u(S)| dσ
)
.
À présent, en utilisant l’inégalité de Cauchy, on obtient
|ψ(T )u(T )|+ |ψ(S)u(S)| ≤ 1
2
(|ψ(T )|2 + |u(T )|2 + |ψ(S)|2 + |u(S)|2) .
Par conséquent,
−
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
[ψu]TS dσ ≤
1
2αmin
∫
Σ
(
κ(s)
2
|ψ(T )|2 + κ(s)
2
|u(T )|2+
κ(s)
2
|ψ(S)|2 + κ(s)
2
|u(S)|2
)
dσ.
(2.5.21)
Par définition de Σ, on sait d’ores et déjà que∫
Σ
(
κ(s)
2
|ψ(T )|2 + κ(s)
2
|ψ(S)|2
)
dσ ≤ C (E(T ) + E(S)) (2.5.22)
et d’après le lemme 2.5.5, il existe une constante positive C telle que∫
Σ
(
κ(s)
2
|u(T )|2 + κ(s)
2
|u(S)|2
)
dσ ≤ C (E(T ) + E(S)) . (2.5.23)
Ainsi, comme t 7−→ E(t) est décroissante, E(T ) ≥ E(S) et d’après (2.5.21), (2.5.22) et (2.5.23)
on obtient
−
∫
Σ
κ(s)
2
(
κ(s)
4
− γ(s)
)−1
[ψu]TS dσ ≤ CE(S). (2.5.24)
En conclusion, d’après (2.5.18) et les estimations successives (2.5.19), (2.5.20), (2.5.24), on ob-
tient
−
∫ T
S
∫
Σ
κ(s)
2
ψudσ dt ≤ CE(S)
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ce qui prouve que ∫ T
S
∫
Σ
∂nuu dσ dt ≤ CE(S).
et termine la preuve du lemme 2.5.12.
Lemme 2.5.13. On a
−
[∫
Ω
∂tu ((m · ∇u) + u) dx
]T
S
≤ CE(S).
Démonstration. On sait que
−
[∫
Ω
∂tu ((m · ∇u) + u) dx
]T
S
= −
∫
Ω
∂tu (m · ∇u)|t=T dx−
∫
Ω
∂tuu|t=T dx
+
∫
Ω
∂tu (m · ∇u)|t=S dx+
∫
Ω
∂tuu|t=S dx.
De plus, on a
−
∫
Ω
∂tu (m · ∇u)|t=T dx ≤ C
(∫
Ω
|∂tu|t=T |2 dx+
∫
Ω
|∇u|t=T |2 dx
)
∫
Ω
∂tu (m · ∇u)|t=S dx ≤ C
(∫
Ω
|∂tu|t=S |2 dx+
∫
Ω
|∇u|t=S |2 dx
)
et 
−
∫
Ω
∂tuu|t=T dx ≤ C
(∫
Ω
|∂tu|t=T |2 dx+
∫
Ω
|u|t=T |2 dx
)
∫
Ω
∂tuu|t=S dx ≤ C
(∫
Ω
|∂tu|t=S |2 dx+
∫
Ω
|u|t=S |2 dx
)
.
En utilisant l’inégalité de Poincaré (2.5.9) et le fait que E décroît, on obtient facilement que
−
[∫
Ω
∂tu ((m · ∇u) + u) dx
]T
S
≤ CE(S),
ce qui termine la preuve.
Théorème 2.5.14. Il existe une constante positive C telle que pour tout 0 ≤ S < T < +∞,∫ T
S
E(u, ∂tu, ψ)dt ≤ CE(S). (2.5.25)
Démonstration. D’après les lemmes 2.5.8 à 2.5.13, on obtient
1
2
∫ T
S
∫
Ω
(|∂tu|2 + |∇u|2) dx dt ≤ CE(S). (2.5.26)
En combinant (2.5.26) avec le résultat du lemme 2.5.4, il vient∫ T
S
∫
Σ
κ(s)
2
|ψ|2 dσ dt ≤ CE(S). (2.5.27)
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On obtient donc
1
2
∫ T
S
∫
Ω
(|∂tu|2 + |∇u|2) dx dt+ 1
2
∫ T
S
∫
Σ
κ(s)
2
|ψ|2 dσ dt ≤ CE(S) (2.5.28)
ce qui termine la preuve du théorème 2.5.14.
Théorème 2.5.15. Il existe une constante positive C telle que pour toutes données initiales dans
V avec ψ0 ∈ H1/2(Σ),
E(t) ≤ e−(t−C)/CE(0). (2.5.29)
Démonstration. Dans le théorème 2.5.14, on a montré qu’il existe une constante positive C telle
que pour tout 0 ≤ S < T < +∞, ∫ T
S
E(t)dt ≤ CE(S).
Quand T tend vers +∞, il vient ∫ +∞
S
E(t)dt ≤ CE(S), (2.5.30)
ce qui implique que
d
dS
(
eS/C
∫ +∞
S
E(t)dt
)
≤ 0.
L’application S 7−→ eS/C
∫ +∞
S
E(t)dt est donc décroissante et en appliquant le lemme de Gron-
wall, on obtient
eS/C
∫ +∞
S
E(t)dt ≤
∫ +∞
0
E(t)dt. (2.5.31)
De plus, quand on applique (2.5.30) avec S = 0, il vient∫ +∞
0
E(t)dt ≤ CE(0),
ce qui, avec (2.5.31), entraîne
eS/C
∫ +∞
S
E(t)dt ≤ CE(0). (2.5.32)
De plus, comme E est positive ∫ +∞
S
E(t)dt ≥
∫ S+C
S
E(t)dt,
et comme E décroît ∫ S+C
S
E(t)dt ≥
∫ S+C
S
E(S + C) = CE(S + C). (2.5.33)
69
Par conséquent, en incorporant (2.5.32) dans (2.5.33), on obtient
eS/CE(S + C) ≤ E(0),
ce qui implique que pour tout t > 0
E(t) ≤ e−(t−C)/CE(0).
On a donc établi que l’énergie du problème continu est exponentiellement décroissante sous
deux conditions. La première demande plus de régularité sur ψ0. En effet, ψ0 doit être dans
H1/2(Σ) alors qu’il est suffisant d’avoir ψ0 dans L2(Σ) pour prouver que le problème est bien
posé. D’un point de vue pratique, ce n’est pas gênant puisqu’on prend ψ0 = 0 sur Σ. En effet, les
données initiales u0 et u1 sont à support compact dans Ω. Leurs traces s’annulent donc sur Σ ce
qui implique que ψ0 = 0 sur Σ d’après la condition de compatibilité ∂nu0+u1+
κ(s)
2 ψ0 = 0 sur Σ
qui doit être vérifiée dans V . La condition ψ0 ∈ H1/2(Σ) est alors satisfaite. La seconde condition
concerne la forme géométrique de Ω. La décroissance de l’énergie a été montrée sous la condition
qu’il existe x0 ∈ R2 tel que (x− x0) · n ≤ 0 sur Γ et (x− x0) · n > 0 sur Σ et Σ convexe. Ceci
est vérifié si l’obstacle est étoilé par rapport à x0. La décroissance exponentielle devrait pouvoir
être démontrée dans des cas plus généraux où l’obstacle est "non-trapping", comme cela a été fait
dans [14] pour la condition avec courbure, soit pour γ(s) = κ(s)4 . Il faut aussi noter que l’analyse
microlocale qui est développée dans [14] permet de traiter le cas d’une condition de Neumann sur
l’obstacle alors que la méthode des multiplicateurs ne permet pas de conclure. Par contre, on peut
remarquer qu’en utilisant la méthode des multiplicateurs, il est possible d’exprimer C en fonction
des caractéristiques du domaine (voir par exemple [56]).
2.6 Analyse numérique de stabilité
Dans cette section, on montre qu’il existe une énergie discrète qui est décroissante et corres-
pond à une version discrétisée de la fonctionnelle E puis on s’intéresse au comportement de cette
énergie discrète via des simulations numériques.
2.6.1 Analyse de stabilité discrète
Dans ce paragraphe, on étudie la stabilité du schéma totalement discrétisé
M
U
n+1 − 2Un +Un−1
∆t2
+B
U
n+1 −Un−1
2∆t
+Bκ
Ψ
n+1 +Ψn−1
2
+KUn = 0,
C
Ψ
n+1 +Ψn−1
2∆t
+ Cκ, γ
Ψ
n+1 +Ψn−1
2
−DU
n+1 −Un−1
2∆t
= 0
(2.6.1)
où toutes les matrices et veteurs sont définis à la section 2.4. Pour n ∈ N, on pose
En+1/2 =
(
M
U
n+1 −Un
∆t
,
U
n+1 −Un
∆t
)
+
(
KUn+1,Un
)
+
1
2
[(
CκΨ
n+1,Ψn+1
)
+ (CκΨ
n,Ψn)
] (2.6.2)
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avec
Cκ =
 ∑
σ∈Σabs
∫
σ
κ(s)
2
vivj

1≤i,j≤M
Comme M et K sont des matrices symétriques positives et que M est définie, les valeurs propres
de M−1K sont réelles et positives.
Soit λmax le maximum de ces valeurs propres.
Proposition 2.6.1. Sous la condition de Courant-Friedrichs-Levy (CFL)
∆t <
2√
λmax
, (2.6.3)
En+1/2 définit une énergie discrète.
Démonstration. Pour montrer queEn+1/2 définit une énergie discrète, on doit vérifier queEn+1/2
est positive.
Par définition, en regroupant les termes de même nature,
En+1/2 =
((
M − ∆t
2
4
K
)
U
n+1 −Un
∆t
,
U
n+1 −Un
∆t
)
+
(
K
U
n+1 +Un
2
,
U
n+1 +Un
2
)
+
1
2
[(
CκΨ
n+1,Ψn+1
)
+ (CκΨ
n,Ψn)
]
car(
−∆t
2
4
K
U
n+1 −Un
∆t
,
U
n+1 −Un
∆t
)
+
(
K
U
n+1 +Un
2
,
U
n+1 +Un
2
)
=
(
KUn+1,Un
)
.
Il est évident que En+1/2 est positive si
(
M − ∆t
2
2
K
)
, K et Cκ sont positives. On sait que
K et Cκ sont des matrices positives par construction. De plus, comme M est définie positive, la
positivité de la première matrice est équivalente à la positivité de I − ∆t
2
4
M−1K. Ainsi, si on
note λmax la plus grande valeur propre de M−1K, I − ∆t
2
4
M−1K est positive si
λmax ≤ 4
∆t2
.
Proposition 2.6.2. Quand le pas d’espace h est assez petit, la condition CFL (2.6.3) est équiva-
lente à :
∆t <
2√
αLF
h (2.6.4)
où αLF est une constante dépendant du maillage et de la discrétisation en espace choisie.
Démonstration. La valeur propre λmax dépend de la discrétisation en espace et vérifie λmax ≃
αLF
h2
, avec αLF une constante. Ainsi la condition CFL (2.6.3) peut être réécrite comme suit
∆t <
2√
αLF
h
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Remarque 2.6.3. La condition CFL dépend seulement des matrices M et K et non des matrices
de bord. Ceci montre que les CLA que nous étudions ne pénalisent pas la condition CFL.
Proposition 2.6.4. Sous la condition CFL (2.6.4) et si γ(s) > κ(s)4 sur Σ, l’énergie E
n+1/2 est
décroissante.
Démonstration. On écrit tout d’abord la restriction de la seconde équation de (2.6.1) sur une face
externe σi :
Cσi
Ψ
n+1
σi −Ψn−1σi
2∆t
+ Cκ, γσi
Ψ
n+1
σi +Ψ
n−1
σi
2
−Dσi
U
n+1
Kji
−Un−1Kji
2∆t
= 0
où Kji est l’élément contenant la face σi. On multiplie cette équation par
κi
2
Ψ
n+1
σi +Ψ
n−1
σi
2
:
(
κi
2
Cσi
Ψ
n+1
σi −Ψn−1σi
2∆t
,
Ψ
n+1
σi +Ψ
n−1
σi
2
)
+
κi
2
(
Cκ, γσi
Ψ
n+1
σi +Ψ
n−1
σi
2
,
Ψ
n+1
σi +Ψ
n−1
σi
2
)
−κi
2
(
Dσi
Ψ
n+1
σi +Ψ
n−1
σi
2
,
Ψ
n+1
σi +Ψ
n−1
σi
2
)
= 0.
On somme sur toutes les faces extérieures pour obtenir(
Cκ
Ψ
n+1 −Ψn−1
2∆t
,
Ψ
n+1 +Ψn−1
2
)
= −
nf∑
i=1
κi
2
(
Cκ, γσi
Ψ
n+1
σi +Ψ
n−1
σi
2
,
Ψ
n+1
σi +Ψ
n−1
σi
2
)
+
nf∑
i=1
κi
2
(
Dσi
Ψ
n+1
σi +Ψ
n−1
σi
2
,
Ψ
n+1
σi +Ψ
n−1
σi
2
)
.
(2.6.5)
Multiplions à présent la première équation de (2.6.1) par
U
n+1 −Un−1
2∆t
:
(
M
U
n+1 − 2Un +Un−1
∆t2
,
U
n+1 −Un−1
2∆t
)
+
(
B
U
n+1 −Un−1
2∆t
,
U
n+1 −Un−1
2∆t
)
+
(
Bκ
Ψ
n+1 +Ψn−1
2
,
U
n+1 −Un−1
2∆t
)
+
(
KUn,
U
n+1 −Un−1
2∆t
)
= 0.
(2.6.6)
Remarquons que le terme
(
Bκ
Ψ
n+1+Ψn−1
2 ,
U
n+1−Un−1
2∆t
)
peut être écrit comme
nf∑
i=1
(
Bκσi
Ψ
n+1
σi +Ψ
n−1
σi
2
,
U
n+1
Kji
−Un−1Kji
2∆t
)
.
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Mais (
Bκσi
)
k,l
=
∫
σi
κi
2
wnd−1∗(i−1)+kvnd∗(ji−1)+l
=
κi
2
∫
σi
wnd−1∗(i−1)+kvnd∗(ji−1)+l
=
κi
2
(Dσi)l,k
car nous supposons que κ est constant par face.
On a donc(
Bκ
Ψ
n+1 +Ψn−1
2
,
U
n+1 −Un−1
2∆t
)
=
nf∑
i=1
κi
2
(
Ψ
n+1
σi +Ψ
n−1
σi
2
, Dσi
Ψ
n+1
σi +Ψ
n−1
σi
2
)
.
En ajoutant (2.6.5) et (2.6.6), on obtient(
M
U
n+1 − 2Un +Un−1
∆t2
,
U
n+1 −Un−1
2∆t
)
+
(
KUn,
U
n+1 −Un−1
2∆t
)
+(
Cκ
Ψ
n+1 −Ψn−1
2∆t
,
Ψ
n+1 +Ψn−1
2
)
=
−
(
B
U
n+1 −Un−1
2∆t
,
U
n+1 −Un−1
2∆t
)
−
nf∑
i=1
κi
2
(
Cκ, γσi
Ψ
n+1
σi +Ψ
n−1
σi
2
,
Ψ
n+1
σi +Ψ
n−1
σi
2
)
.
(2.6.7)
Comme M est une matrice symétrique, on vérifie que(
M
U
n+1 − 2Un +Un−1
∆t2
,
U
n+1 −Un−1
2∆t
)
=
1
2∆t
[(
M
U
n+1 −Un
∆t
,
U
n+1 −Un
∆t
)
−
(
M
U
n −Un−1
∆t
,
U
n −Un−1
∆t
)]
.
De la même manière, comme K et C sont des matrices symétriques, on obtient(
KUn,
U
n+1 −Un−1
2∆t
)
=
1
2∆t
[(
KUn+1,Un
)− (KUn,Un−1)]
et (
Cκ
Ψ
n+1 −Ψn−1
2∆t
,
Ψ
n+1 +Ψn−1
2
)
=
1
4∆t
[(
CκΨ
n+1,Ψn+1
)− (CκΨn−1,Ψn−1)]
=
1
2∆t
[(
CκΨ
n+1,Ψn+1
)
+ (CκΨ
n,Ψn)
2
−(CκΨ
n,Ψn) +
(
CκΨ
n−1,Ψn−1
)
2
]
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de telle sorte que (2.6.7) s’écrive
1
2∆t
(
En+1/2 − En−1/2
)
= −
(
B
U
n+1 −Un−1
2∆t
,
U
n+1 −Un−1
2∆t
)
−
nf∑
i=1
κi
2
(
Cκ, γσi
Ψ
n+1
σi +Ψ
n−1
σi
2
,
Ψ
n+1
σi +Ψ
n−1
σi
2
)
.
Comme B et Cκ, γσi sont des matrices symétriques définies positives si γ(s) >
κ(s)
4 et κ(s) est
positif, on obtient
1
2∆t
(
En+1/2 − En−1/2
)
< 0,
ce qui termine la preuve de la proposition.
2.6.2 Comportement de l’énergie discrète
Dans ce paragraphe, on s’intéresse au comportement de l’énergie numérique (2.6.2) afin d’illus-
trer numériquement les résultats théoriques obtenus à la Section 4.
On considère la Configuration 1 décrite à la section 2.4. Tout d’abord, on vérifie que l’énergie dis-
crète est effectivement décroissante quand la source a fini d’émettre. Ensuite, on souligne que la
condition γ(s) ≥ κ(s)4 est bien une condition optimale pour que le problème soit bien posé. Enfin,
on constate que l’énergie discrète est contrôlée par une fonction exponentiellement décroissante.
2.6.2.1 Décroissance de l’énergie
Pour commencer, on vérifie que l’énergie discrète définie en (2.6.2) décroît au cours du temps.
Sur la figure 2.7, nous représentons l’évolution de l’énergie discrète au cours du temps avec γ(s) =
κ(s). On remarque que l’énergie croît dans un premier temps, ce qui est dû au fait que le théorème
2.5.15 n’est valable que lorsque la source a fini d’émettre. Dès que la source s’éteint, l’énergie
reste constante jusqu’à ce que l’onde atteigne la frontière du domaine. Enfin, l’énergie décroît
comme prévu par le théorème 2.5.15.
2.6.2.2 Stabilité de la CLA
Dans la section 3, on a vu que si γ(s) est supérieur à κ(s)4 , le problème est bien posé. Pour
illustrer cette propriété, on compare l’évolution de l’énergie discrète pour γ(s) = 0.249 ∗ κ(s) et
γ(s) = 0.25∗κ(s). Dans la figure 2.8 (respectivement dans la figure 2.9), on représente l’évolution
de l’énergie pendant 1 000 000 itérations quand γ(s) = 0.249κ(s) (respectivement quand γ(s) =
0.25κ(s)). Si l’on regarde ces figures, on a l’impression que les deux schémas sont stables même
avec γ(s) < κ(s)4 . Mais si on regarde la figure 2.10 (respectivement la figure 2.11) où on a zoomé
par un facteur 104, pour γ(s) = 0.249κ(s) (respectivement pour γ(s) = 0.25κ(s)), on voit que
le schéma n’est pas stable quand γ(s) < κ(s)4 . Les tests numériques confirment donc que
κ(s)
4 est
une valeur critique pour γ(s).
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FIG. 2.7 – Energie vs temps pour γ(s) = κ(s)
FIG. 2.8 – Energie pour γ(s) = 0.249κ(s) FIG. 2.9 – Energie pour γ(s) = 0.25κ(s)
FIG. 2.10 – Energie pour γ(s) = 0.249κ(s) - zoom
FIG. 2.11 – Energie pour γ(s) = 0.25κ(s) -
zoom
75
2.6.2.3 Décroissance exponentielle de l’énergie discrète
Dans la section 2.5, on a vu que l’énergie continue pouvait être contrôlée par une fonction
exponentiellement décroissante. Pour vérifier cette propriété, nous avons calculé l’évolution du
logarithme de l’énergie discrète (voir Fig. 2.12). Remarquons que le logarithme de l’énergie dé-
croît linéairement jusqu’à t = 250s et est constant pour t > 250s. Ceci est dû au fait que l’énergie
devient plus petite que 10−16 et donc plus petite que l’erreur numérique. En utilisant une méthode
de régression linéaire, on trouve que le logarithme de l’énergie peut être approché, pour t < 250s
par la fonction
h(t) = −3− 0.14t.
Ainsi, l’énergie peut être approchée par la fonction
g(t) = exp(−0.14 ∗ t− 3)).
dans la figure 2.13, on compare l’évolution de l’énergie discrète obtenue avec γ(s) = κ(s) (courbe
FIG. 2.12 – Log(énergie) vs temps pour γ(s) = κ(s)
noire) avec la fonction g (courbe bleue en pointillé), zoomée avec un facteur 100 dans la deuxième
image et avec un facteur 108 dans la troisième. Il est clair que g est toujours supérieure à l’énergie
discrète ce qui illustre bien la décroissance exponentielle de l’énergie.
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FIG. 2.13 – Décroissance exponentielle de l’énergie
2.6.3 Stabilisation par onde incidente
Dans ce paragraphe, on s’intéresse au comportement de la solution approchée lorsque la source
est nulle et qu’on impose une onde incidente sur le bord de l’obstacle. On se place donc exactement
dans le cas où c’est l’obstacle qui est la source de l’onde. On résout donc le problème :
∂2t u−△u = 0 dans Ω
u = uinc := eik(t+cos θx+sin θy) sur Γ
+CLA sur Σ
(2.6.8)
où k est la fréquence de l’onde incidente et θ l’angle d’incidence.
Comme les conclusions des résultats numériques précédents montrent que, quel que soit le pa-
ramètre γ(s) choisi (γ(s) ≥ κ(s)4 ), les performances de la CLA sont équivalentes, nous choisis-
sons de ne considérer qu’une valeur particulière de γ(s). De plus, nous avons remarqué que pour
γ(s) = κ(s)4 , on retombe sur la C-ABC qui, contrairement aux autres CLA, ne nécessite pas l’in-
troduction d’une variable auxiliaire. Par conséquent, nous allons considérer dans ce test la C-ABC
sur le bord Σ.
L’intérêt de ce test est de vérifier si pour t vérifiant kt ≡ 0[2π], la solution (2.6.8) tend vers la
solution harmonique qui vérifie
k2u+△u = 0 dans Ω
u = uinc := eik(t+cos θx+sin θy) sur Γ
∂nu− iku− κ(s)2 u = 0 sur Σ
(2.6.9)
où k2u+△u = 0 est l’équation d’Helmholtz avec une source nulle.
Afin de comparer ces deux solutions, nous avons donc développé un nouveau code en Fortran 90
permettant de résoudre l’équation d’Helmholtz avec une formulation IPDG. Les détails de cette
formulation dans ce cas particulier seront explicités dans le chapitre 4.
Ensuite, nous avons fixé deux configurations particulières décrite dans la section ? ? de l’annexe ? ?
afin de comparer les deux solutions : une avec un obstacle et une frontière artificielle circulaires et
l’autre où ce sont des ellipses.
Par souci de simplicité et sans perte de généralité, on fixe θ égal à zéro.
Considérons tout d’abord le cas de l’obstacle circulaire.
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Les résultats obtenus visualisés sous Paraview sont représentés sur les figures 2.14, 2.15, 2.16 et
2.17 pour k = 1. A gauche, on représente la solution de (2.6.8), pour t = 2πk ,
4π
k ,
6π
k et
8π
k alors
FIG. 2.14 – Solution temporelle : t = 2πk FIG. 2.15 – Solution temporelle : t =
4π
k
FIG. 2.16 – Solution temporelle : t = 6πk FIG. 2.17 – Solution temporelle : t =
8π
k
qu’à droite on représente la solution de (2.6.9) pour k = 1.
Visuellement, il semble bien qu’il y ait concordance entre les deux solutions et donc stabilisation
de la solution de l’équation des ondes. Pour s’en assure, on calculer l’erreur L2(Ω) entre les deux
solutions pour différentes valeurs de k. On obtient les figures 2.19, 2.20 et 2.21 dans lesquelles on
a représenté l’évolution de la norme L2 au cours du temps pour kt ≡ 0[2π] pour k = 1, 5 et 10.
On remarque donc que l’erreur entre les deux solutions est très faible et diminue ce qui montre
bien que la solution en temps tend vers la solution harmonique.
A présent, on vérifie que les résultats sont équivalents lorsque l’obstacle et la frontière artificielle
sont de forme elliptique. Comme précédemment, on compare dans les figures 2.22, 2.23, 2.24
et 2.25, les deux solutions obtenues en harmonique et en temporel pour t = 2πk ,
4π
k ,
6π
k et
8π
k .
On remarque que comme précédemment les visualisations concordent. Pour le vérifier, on calcule
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FIG. 2.18 – Solution harmonique
FIG. 2.19 – Erreur L2 pour k=1
FIG. 2.20 – Erreur L2 pour k=5
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FIG. 2.21 – Erreur L2 pour k=10
FIG. 2.22 – Solution temporelle : t = 2πk FIG. 2.23 – Solution temporelle : t =
4π
k
FIG. 2.24 – Solution temporelle : t = 6πk FIG. 2.25 – Solution temporelle : t =
8π
k
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FIG. 2.26 – Solution harmonique
l’erreur L2(Ω) entre les deux solutions pour k = 1, 5, 10. Les trois figures obtenues pour les trois
valeurs différentes de k sont représentées dans les figures 2.27, 2.28 et 2.29. On constate que
FIG. 2.27 – Erreur L2 pour k=1
comme précédemment, la solution en temps tend bien vers la solution harmonique.
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FIG. 2.28 – Erreur L2 pour k=5
FIG. 2.29 – Erreur L2 pour k=10
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2.7 Conclusion
Nous avons donc montré que dans le cas d’une condition de Dirichlet sur le bord de l’obstacle,
le problème avec une variable auxiliaire est bien posé et qu’il existe une énergie décroissant ex-
ponentiellement vers zéro. De plus, ces résultats ont été confirmés numériquement. L’analyse des
performances de la CLA a quant à elle montré que la condition de courbure est une bonne candi-
date pour représenter les ondes acoustiques propagatives. En effet, cette condition correspondant
au cas où γ(s) = κ(s)4 , donne des résultats similaires aux conditions obtenues avec d’autres valeurs
de γ(s) mais ne nécessite pas l’ajout d’une variable auxiliaire lors des simulations numériques.
À présent, il serait intéressant de considérer les cas des ondes évanescentes et des ondes rampantes.
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Chapitre 3
Modélisation des ondes évanescentes
3.1 Introduction au problème
Dans ce chapitre, nous nous intéressons à la modélisation du comportement des ondes évanes-
centes au travers d’une frontière afin de construire une condition aux limites absorbante prenant
en compte ces ondes en plus des ondes propagatives. Les ondes évanescentes ayant une amplitude
non négligeable au voisinage de la frontière artificielle, il est donc nécessaire de les prendre en
compte pour pouvoir rapprocher au maximum la frontière de l’obstacle sans augmenter considé-
rablement l’erreur entre la solution exacte (dans le domaine infini) et la solution aprochée (dans
le domaine tronqué). La réduction de la taille du domaine de calcul permettra ainsi de minimi-
ser les coûts de calcul. L’idée de prendre en compte les ondes évanescentes dans le processus de
construction des CLAs a récemment été abordée par Hagstrom et al. [49, 50]. La condition qu’ils
ont obtenue est une généralisation aux ondes évanescentes de la condition de Higdon [52] qui est
une condition d’ordre élevé ne considérant que les ondes propagatives. Les simulations réalisées à
l’aide d’une méthode éléments finis classique montrent une nette diminution des réflexions issues
de la frontière artificielle. Cependant, après avoir testé cette condition avec une méthode IPDG,
nous avons remarqué que des instabilités apparaissaient. De plus, cette condition est écrite pour
des surfaces planes et nécessite l’ajout de conditions dite "conditions de coin" à chaque "coin" du
domaine. Lorsque la frontière est courbe, elle est approchée par un maillage polygonal et il est
nécessaire d’imposer ces conditions particulières en chaque coin du domaine, c’est-à-dire quasi-
ment sur chaque arête (ou face en 3D) externe du maillage. Ainsi, nous avons décidé de construire
une condition prenant en compte les ondes évanescentes mais écrites pour des surfaces convexes
quelconques et qui soit stable lorsqu’on utilise une formulation IPDG lors de la discrétisation.
Pour cela, nous souhaitons reprendre la technique de micro-diagonalisation de Taylor utilisée au
chapitre 1 pour construire la famille de CLAs et l’adapter au cas des ondes évanescentes.
Dans un premier temps, nous rappelons la condition développée dans [49, 50] (section 2) puis
nous détaillons la construction de la nouvelle CLA (section 3). Enfin, nous présenterons les résul-
tats numériques obtenus avec la méthode IPDG aux sections 4 et 5.
3.2 La condition de Hagstrom et Warburton
Nous commençons par décrire l’aproche proposée par Hagstrom et al. [50].
L’équation des ondes en coordonnées cartésiennes s’écrit
1
c2
∂2t u− ∂2xu− ∂2yu = 0 dans R2+ × [0,+∞[
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où R2+ = R×]−∞, 0].
Supposons qu’on connaisse le champ d’ondes u := u(x, y, t) en y = 0 et que la vitesse de propa-
gation c ne dépend que de x. Appliquons une transformée de Fourier-Laplace en x et en t. Notons
respectivement ξ et ω les variables duales de x et t. On obtient alors l’équation différentielle ∂
2
y û =
(
ξ2 − ω
2
c2
)
û
û(ξ, 0, ω) donné .
On en déduit que
û(ξ, y, ω) = A+e
q
ξ2−ω2
c2
y
+A−e
−
q
ξ2−ω2
c2
y
.
Dans la zone elliptique, les fréquences ξ et ω sont liées par la condition ξ2− ω2
c2
> 0. Ainsi, comme
le champ d’onde est défini pour y < 0, on ne conserve que la partie d’énergie finie, ce qui élimine
le terme multiplié par A−. La constante A− est donc nécessairement égale à 0. On a ainsi :
û(ξ, y, ω) = A+e
q
ξ2−ω2
c2
y
,
et la constante A+ est fixée grâce à la donnée u(x, 0, t) :
A+ = û(ξ, 0, ω).
On a donc
û(ξ, y, ω) = û(ξ, 0, ω)e
q
ξ2−ω2
c2
y
,
ce qui nous fournit, via une transformée de Fourier inverse, l’expression de u, pour tout y < 0 :
u(x, y, t) = F−1
(
û(ξ, 0, ω)e
q
ξ2−ω2
c2
y
)
=
∫
R2
û(ξ, 0, ω)e
q
ξ2−ω2
c2
y
ei(ωt+ξx)dωdξ.
On distingue ensuite les cas où (ξ, ω) ∈ {ξ2 − ω2
c2
> 0} = E et (ξ, ω) ∈ {ξ2 − ω2
c2
< 0} = H.
Dans H, on a
ξ2 − ω
2
c2
< 0⇔ ξ2 < ω
2
c2
⇔ ξ < |ω|
c
.
On peut donc poser, pour tout (ξ, ω) ∈ H,
ξ =
|ω|
c
sinα, −π
2
≤ α < π
2
.
On a ainsi, dans H,
dξ =
|ω|
c
cosαdα.
Dans E , on a
ξ2 >
ω2
c2
.
On peut donc poser
ξ2 − ω
2
c2
= σ2 avec σ > 0,
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ce qui donne pour (ξ, ω) ∈ E , la relation
ξ =
1
c
(
c2σ2 + ω2
)1/2
avec σ > 0.
On a alors, dans E ,
dξ =
cσ(
c2σ2 + ω2
)1/2dσ.
Par conséquent, de l’expression
u(x, y, t) =
∫
H
û(ξ, 0, ω)e
q
ξ2−ω2
c2
y
ei(ωt+ξx)dωdξ +
∫
E
û(ξ, 0, ω)e
q
ξ2−ω2
c2
y
ei(ωt+ξx)dωdξ,
on déduit la représentation de u suivante :
u(x, y, t) =
∫ π/2
0
∫
R
û(
|ω|
c
sinα, 0, ω)ei cosα
|ω|
c
yei(ωt+
|ω|
c
sinαx) |ω|
c
cosαdωdα
+
∫ +∞
0
∫
R
û(
1
c
(
c2σ2 + ω2
)1/2
, 0, ω)eσyei(ωt+
1
c (c
2σ2+ω2)
1/2
x) cσ(
c2σ2 + ω2
)1/2dωdσ.
Chacune des deux intégrales est calculée de façon approchée en appliquant une formule de qua-
drature. Si on note uH et uE les champs définis respectivement par
uH := uH(α, y, t) =
∫
R
û(
|ω|
c
sinα, 0, ω)ei cosα
|ω|
c
yei(ωt+
|ω|
c
sinαx) |ω|
c
cosαdω
et
uE := uE(σ, y, t) =
∫
R
û(
1
c
(
c2σ2 + ω2
)1/2
, 0, ω)eσyei(ωt+
1
c (c
2σ2+ω2)
1/2
x) cσ(
c2σ2 + ω2
)1/2dω,
on applique les formules suivantes :∫ π/2
0
uH(α, y, t)dα ≃
P∑
j=1
pjuH(αj , y, t)
où {pj}1≤j≤P désigne l’ensemble des poids de quadrature et {αj}1≤j≤P désigne l’ensemble des
points de quadrature et ∫ π/2
0
uE(σ, y, t)dσ ≃
Q∑
j=1
qjuE(σj , y, t)
où {qj}1≤j≤Q désigne l’ensemble des poids de quadrature et {σj}1≤j≤Q désigne l’ensemble des
points de quadrature.
On peut alors vérifier formellement que si
uapp(x, y, t) =
P∑
j=1
pjuH(αj , y, t) +
Q∑
j=1
qjuE(σj , y, t),
uapp(x, y, t) vérifie, en y = 0, Q∏
j=1
(σj − ∂y)
 P∏
j=1
(cos aj ∂t − c∂y)
u ≃ 0.
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La CLA généralisée proposée dans [50] s’écrit alors Q∏
j=1
(σj − ∂y)
 P∏
j=1
(cos aj ∂t − c∂y)
u = 0 .
Maintenant que nous avons obtenu une nouvelle condition absorbante faisant intervenir des pro-
duits d’opérateurs différentiels, on introduit des variables auxiliaires pour pouvoir implémenter
facilement cette CLA dans une formulation variationnelle. On pose
(cos a1 ∂t − c∂y)u = cosa1 ∂tu1,
(cosaj ∂t − c∂y)uj−1 = (cosaj ∂t + c∂y)uj , 2 ≤ j ≤ P,
(σj − ∂y)uP+j−1 = (σj + ∂y)uP+j , 1 ≤ j ≤ Q,
uj (x, y, 0) = 0, 1 ≤ j ≤ P +Q;
(3.2.1)
Dans (3.2.1), les inconnues auxiliaires {uj}1≤j≤P sont introduites pour intégrer facilement la
condition de Higdon. Les inconnues {uj}P+1≤j≤P+Q sont elles utilisées pour prendre en compte
la condition de type Robin.
Proposition 3.2.1. La condition
[
Q∏
j=1
(σj − ∂y)
][
P∏
j=1
(cosaj ∂t − c∂y)
]
u = 0 est alors équiva-
lente à uP+Q = 0.
Démonstration. Montrons tout d’abord que le fait d’imposer uP+Q = 0 implique que la condition[
Q∏
j=1
(σj − ∂y)
][
P∏
j=1
(cosaj ∂t − c∂y)
]
u = 0 est bien vérifiée.
Comme uP+Q = 0 sur Σ, on obtient
(σQ + ∂y)uP+Q = 0 sur Σ.
Ainsi en utilisant la définition de uP+Q, on a
(σQ − ∂y)uP+Q−1 = 0 sur Σ.
Appliquons maintenant l’opérateur différentiel (σQ−1 + ∂y). On obtient alors en commutant les
opérateurs
(σQ − ∂y)(σQ−1 + ∂y)uP+Q−1 = 0 sur Σ.
En utilisant la définition de uP+Q−1, il vient
(σQ − ∂y)(σQ−1 − ∂y)uP+Q−2 = 0 sur Σ.
Par suite, on obtient
Q∏
j=1
(σj − ∂y)uP = 0 sur Σ.
À présent, on compose avec l’opérateur (cos aP∂t + c∂y). Comme nous avons supposés que la
vitesse est constante, on peut commuter les opérateurs et on obtient
Q∏
j=1
(σj − ∂y) (cos aP∂t + c∂y)uP = 0 sur Σ.
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En utilisant la définition de uP , on obtient
Q∏
j=1
(σj − ∂y) (cos aP∂t − c∂y)uP−1 = 0 sur Σ.
Par suite, il vient
[
Q∏
j=1
(σj − ∂y)
][
P∏
j=1
(cosaj ∂t − c∂y)
]
u = 0.
En ce qui concerne l’implication réciproque, on peut montrer de la même manière que précedem-
ment en commutant les opérateurs : Q∏
j=1
(σj + ∂y)
 P∏
j=2
(cosaj ∂t + c∂y)
 cos a1∂tuP+Q = 0.
Or on sait que (cosaj ∂t + c∂y) et (σj + ∂y) représentent des ondes rentrantes. Ainsi, comme
nous avons supposé que le domaine est borné, il ne peut y avoir d’ondes issues de l’extérieur du
domaine de calcul, autrement dit
(cosaj ∂t + c∂y)w = 0 =⇒ w = 0,∀1 ≤ j ≤ P,
et
(σj + ∂y)w = 0 =⇒ w = 0,∀1 ≤ j ≤ Q.
On obtient aisément que
cos a1∂tuP+Q = 0,
et donc
∂tuP+Q = 0.
On a obtenu que uP+Q est constante au cous du temps. Or, on a supposé que uP+Q est nulle à
l’instant initial. Par conséquent, uP+Q = 0 ce qui termine la démonstration de la proposition.
L’inconvénient de cette formulation est qu’elle nécessite le calcul des dérivées normales des
inconnues auxiliaires. On ne peut donc pas calculer ces inconnues uniquement sur la frontière. Les
auteurs ont donc reformulé les équations définissant les variables auxiliaires pour faire intervenir
des dérivées tangentielles plutôt que des dérivées normales. Pour cela, ils utilisent la propriété
remarquable que chaque variable auxiliaire vérifie l’équation des ondes. Hagstrom et al. [49])
proposent alors de résoudre le problème suivant
∂2t u− c2∆u = f dans Ω,
∂nu = 0 sur Γ,
(cosa1 ∂t − c∂y)u = cosa1 ∂tu1 sur Σ,
les inconnues auxiliaires {uj}1≤j≤P vérifient sur Σ
l1,0∂
2
t u+ l1,1∂
2
t u1 + l1,2∂
2
t u2 = c
2
(
m1,0 ∂
2
xu+m1,1∂
2
xu1 +m1,2 ∂
2
xu2
)
89
avec 
l1,0 = 2cosa2
(
1− cos2a1
)
l1,1 = cosa1 (1 + 2cosa2 cosa1 + cosa2)
l1,2 = cosa1 (1− cosa2 )
et

m1,0 = 2cosa2
m1,1 = cosa1
m1,2 = cosa1
et
lj,j−1∂2t uj−1 + lj,j∂
2
t uj + lj,j+1∂
2
t uj+1 = c
2
[
mj,j−1∂2xuj−1 +mj,j∂
2
xuj +mj,j+1∂
2
xuj+1
]
pour j={2, ..., P − 1}, avec
lj,j−1 = cosaj+1
(
1− cos2aj
)
lj,j = cosaj+1
(
1 + cos2aj
)
+ cosaj
(
1 + cos2aj+1
)
lj,j+1 = cosaj
(
1− cos2aj+1
) et

mj,j−1 = cosaj+1
mj,j = cosaj+1 + cosaj
mj,j+1 = cosaj
alors que les inconnues auxiliaires {uj}P+1≤j≤P+Q−1 vérifient sur Σ
lj,j−1∂2t uP+j−1 + lj,j∂
2
t uP+j + lj,j+1∂
2
t uP+j+1 = c
2
(
mj,j−1∂2xuP+j−1 +mj,j∂
2
xuP+j
+mj,j+1∂
2
xuP+j+1
)
+ c2 (sj,j−1uP+j−1 + sj,juP+j + sj,j+1uP+j+1)
pour j = 1, ..., Q− 1, avec
lj,j−1 = mj,j−1 = 1σj
lj,j = mj,j =
1
σj
+ 1σj+1
lj,j+1 = mj,j+1 =
1
σj+1
et

sj,j−1 = σj
sj,j = − (σj + σj+1)
sj,j+1 = σj+1
et
uP+Q = 0.
Finalement les inconnues associées aux ondes propagatives sont reliées aux inconnues associées
aux ondes évanescentes par la fonction ψ définie par
cosaP ∂tψ = 2c∂yuP
et qui vérifie sur Σ(
1− cos2aP
)
cosaP
∂2t uP−1 +
(
cos2aP + 1
)
cosaP
∂2t uP + cosaP ∂
2
t ψ =
c2
cosaP
(
∂2xuP−1 + ∂
2
xuP
)
,
1
cosaPσ1
(
∂2t uP + ∂
2
t uP+1
)− c∂tψ = σ1c2cosaP (uP+1 − uP ) + c
2
cosaPσ1
(
∂2xuP+1 + ∂
2
xuP
)
.
En pratique, on se ramène à résoudre un système tridiagonal sur le bord Σ dont le triplet type est
donné par {uj , uj+1, uj+2}0≤j≤P+Q−2 avec u0 = u.
Le système obtenu ici n’est valable que dans le cas où la frontière absorbante est une surface plane.
Comme nous l’avons déjà précisé, si l’on considère que la frontière est polygonale, il nous faut
rajouter une équation supplémentaire à chaque coin du polygone ce qui complique l’expression de
la condition absorbante et augmente le nombre de variables auxiliaires.
Hagstrom et ses collaborateurs ont testé numériquement cette condition en utilisant une mé-
thode d’éléments finis classique pour la discrétisation en espace et une méthode de prédicteurs-
correcteurs pour la discrétisation en temps. Ils ont observé une amélioration de la qualité de l’ab-
sorption lorsqu’on prend en compte l’influence des ondes évanescentes. Nous avons testé cette
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condition avec une formulation IPDG en espace et un schéma saute-mouton pour la discrétisation
en temps. Pour faciliter l’implémentation, nous avons considéré un domaine carré [−1, 1]×[−1, 1]
sans obstacle à l’intérieur. Nous avons imposé la condition développée par Hagstrom et al. [50]
sur le bord inférieur du domaine et nous avons imposé une condition de Neumann homogène sur
le reste du domaine. En procédant ainsi, nous nous sommes affranchis des problèmes liés aux
conditions de coin.
Nous avons alors observé que l’utilisation de cette CLA détériore fortement la condition CFL.
On rappelle que cette condition fixe le pas de temps maximal que l’on peut prendre en fonction
du pas d’espace h. Avec cette nouvelle CLA, on doit prendre un pas de temps très petit et donc
réaliser beaucoup plus d’itérations qu’avec la C-ABC pour atteindre un temps final fixé. Enfin, les
différents tests réalisés montrent que des instabilités apparaissent pour certaines valeurs de aj et
σj lorsqu’on utilise une formulation IPDG. Ces résultats numériques nous ont alors encouragés à
chercher une autre CLA généralisée qui puisse satisfaire les deux critères suivants :
– le problème formulée en IPDG reste stable et la CFL n’est pas perturbée ;
– la CLA généralisée peut s’écrire pour des frontières courbes.
Nous avons donc décidé de construire une autre condition aux limites absorbantes prenant en
compte les ondes évanescentes, écrite pour des surfaces convexes de forme arbitraire et qui soit
facilement implémentable dans une formulation IPDG. C’est l’objet de la section suivante.
3.3 Une nouvelle condition aux limites absorbante généralisée
Dans ce paragraphe, on s’intéresse à la construction d’une nouvelle condition aux limites ab-
sorbantes en utilisant la méthode de micro-diagonalisation développée par M.E. Taylor [74]. Cette
condition peut s’écrire sur toute surface réguliere et elle prend en compte à la fois les ondes pro-
pagatives et les ondes évanescentes.
3.3.1 Diagonalisation dans la région elliptique
La condition que nous proposons d’utiliser est donnée par le théorème suivant.
Théorème 3.3.1. Une condition prenant en compte les ondes évanescentes est donnée par
∂nu+ βu = 0 sur Σ, (3.3.1)
où β est un paramètre réél strictement positif.
Démonstration. On utilise donc la technique de micro-diagonalisation présentée au chapitre 1.
Nous ne redétaillons pas la méthode ici et nous ne présentons que les étapes principales. On rap-
pelle que la condition de bord à l’ordre 0 est donnée par
[V0U ]2 = 0 sur Σ,
où V0 est un FIO de symbole V0 avec
V0 = 1√
2
 iωλ1 1
1 −λ1
iω
 . (3.3.2)
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Dans le chapitre 1, λ1 est un nombre imaginaire pur défini par i
√
ω2 − h−2ξ2 car nous considé-
rions le cas des ondes propagatives. Ici, comme nous considérons le cas des ondes évanescentes,
λ1 :=
√
h−2ξ2 − ω2 est un réel car les fréquences (ω, ξ) sont dans la zone ellliptique. Comme
dans [49], on propose d’utiliser la paramétrisation λ1 = β, avec β > 0. On obtient donc
τ−1 ((I2 +K−1)V0) = 1√
2

iω
β
1
1 − β
iω

Ensuite, sachant que U = (v, u) avec ∂tv + ∂nu = 0 sur Σ, il vient
∂nu+ βu = 0 sur Σ.
On obtient donc une condition de Fourier-Robin via une approximation d’ordre 0 de l’opéra-
teur Dirichlet-to-Neumann dans la région elliptique. On observe que si l’équation des ondes est
couplée avec seulement (3.3.1), le système qui en résulte est conservatif quand β > 0. En effet, si
on note par E(t) la fonctionnelle
E(t) = 1
2
∫
Ω
(|∂tu|2 + |∇u|2) dx+ 1
2
∫
Σ
β|u|2dF,
définie pour tout solution régulière de l’équation des ondes, t 7−→ E(t) est une constante et définit
une énergie si β > 0.
3.3.2 Une nouvelle famille de CLAs généralisées
Nous sommes à présent en mesure de construire une nouvelle famille de CLAs généralisées. La
construction est directe puisqu’elle est basée sur la combinaison de la C-ABC et de (3.3.1). L’idée
de combiner la condition écrite pour prendre en compte les ondes propagatives et celle écrite pour
les ondes évanescentes se base sur la représentation du champ d’onde u à partir de sa transformée
de Fourier inverse qui peut être définie grâce à la relation algébrique faisant intervenir L. En ef-
fet, la transformée de Fourier est utilisée pour représenter le champ d’ondes comme la somme de
deux intégrales définies respectivement dans le cône de propagation et dans la région elliptique.
Par construction, chaque intégrale vérifie la condition exacte d’où proviennent les conditions ap-
prochées. Comme les deux conditions approchées commutent, une approximation de la condition
exacte est obtenue en combinant les deux conditions approchées. L’idée de décomposer le champ
d’ondes sera plus explicitement détaillée dans la section consacrée aux tests numériques.
Proposition 3.3.2. Une famille du second-ordre de CLAs prenant en compte les ondes propaga-
tives et les ondes évanescentes s’écrit
(∂n + β)
(
∂t + ∂n +
κ(s)
2
)
u = 0 sur Σ. (3.3.3)
où κ(s) désigne la courbure de Σ et β est un paramètre strictement positif.
92
3.4 Mise en oeuvre dans un schéma de type IPDG
3.4.1 Prise en compte de la CLA généralisée dans une formulation variationnelle
Pour pouvoir implémenter la CLA généralisée dans une formulation de type élément fini, on
propose d’introduire une variable auxiliaire définie sur Σ. On peut ainsi réécrire (3.3.3) sous la
forme d’une condition de type Dirichlet-to-Neumann.
Proposition 3.4.1. La CLA généralisée (3.3.3) est réécrite comme
∂nu+
1
c
∂tu+
κ(s)
2
u = ψ sur Σ.
où ψ est le champ de surface satisfaisant(
β + ∂t − κ(s)
2
)
ψ =
(
∂2s −
κ(s)2
4
)
u sur Σ.
Démonstration. Lorsqu’on développe la CLA généralisée (3.3.3), il vient
∂2nu+
1
c
∂t∂nu+
(
β +
κ(s)
2
)
∂nu+
β
c
∂tu+
βκ(s)
2
u = 0.
Ensuite, on utilise le fait que u vérifie l’équation des ondes sur Σ. Ainsi,
∂2nu+ κ(s)∂nu+ ∂
2
su−
1
c2
∂2t u = 0.
On obtient donc en couplant les deux dernières équations(
β − κ(s)
2
+
1
c
∂t
)
∂nu = ∂
2
su−
1
c2
∂2t u−
1
c
∂tu− βκ(s)
2
u,
ce qui revient à
∂nu =
(
β − κ(s)
2
+
1
c
∂t
)−1(
∂2su−
1
c2
∂2t u−
1
c
∂tu− βκ(s)
2
u
)
.
On a donc pu réécrire (3.3.3) comme une condition de type Dirichlet-to-Neumann liant la déri-
vée normale de u à u via un opérateur pseudo-différentiel. Cependant, si on garde la condition
sous cette forme, on perturbe la structre creuse des matrices éléments finis à cause de l’opérateur(
β − κ(s)2 + 1c∂t
)−1
.
Remarquons que la condition peut se réécrire sous la forme
∂nu = −1
c
∂tu− κ(s)
2
u+
(
β +
1
c
∂t − κ(s)
2
)−1(
∂2s −
κ(s)2
4
)
u sur Σ.
On introduit alors une variable auxiliaire notée ψ, définie seulement sur Σ, pour traiter le terme(
β +
1
c
∂t − κ(s)
2
)−1(
∂2s −
κ(s)2
4
)
u. On pose
(
β +
1
c
∂t − κ(s)
2
)
ψ =
(
∂2s −
κ(s)2
4
)
u sur Σ,
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et la CLA généralisée (3.3.3) se réécrit comme un système couplé sur Σ
∂nu+
1
c
∂tu+
κ(s)
2
u = ψ sur Σ(
β +
1
c
∂t − κ(s)
2
)
ψ =
(
∂2s −
κ(s)2
4
)
u sur Σ.
Remarque 3.4.2. Cette condition peut être vue comme une pénalisation de la C-ABC qui est une
condition du premier ordre. Ceci n’est pas surprenant puisque cette condition est la combinaison
de la C-ABC avec une condition de Robin. De plus, cette écriture montre explicitement que le
champ d’onde u n’est pas seulement propagatif et la correction est représentée par ψ.
Ainsi, au lieu de résoudre le problème aux limites
1
c2
∂2t u−△u = 0 dans Ω× (0,+∞) ;
u(0, x) = u0(x), ∂tu(0, x) = u1(x) dans Ω;
u = 0 ou ∂nu = 0 sur Γ× (0,+∞) ;
(∂n + β)
(
∂n +
1
c
∂t +
κ(s)
2
)
u = 0 sur Σ× (0,+∞) ,
on va résoudre le problème mixte
1
c2
∂2t u−△u = 0 dans Ω× (0,+∞) ;
∂nu+
1
c
∂tu+
κ(s)
2
u = ψ sur Σ× (0,+∞) ;(
β +
1
c
∂t − κ(s)
2
)
ψ =
(
∂2s −
κ(s)2
4
)
u sur Σ× (0,+∞) ;
u = 0 sur Γ× (0,+∞) ;
u(0, x) = u0(x), ∂tu(0, x) = u1(x) dans Ω;
ψ(0, x) = ψ0(x) sur Σ.
À présent, nous sommes en mesure de proposer une formulation variationnelle associée à ce pro-
blème et ainsi de tester numériquement cette nouvelle condition pour pouvoir en analyser les
performances. En particulier, nous souhaitons mesurer l’influence du paramètre β sur les perfor-
mances de la CLA et analyser le comportement de la valeur optimale de β lorsque le maillage ou
la géométrie sont modifiés.
3.4.2 Schéma discret
Comme dans le chapitre 2, on utilise une formulation IPDG pour la discrétisation en espace
du problème aux limites. Dans ce paragraphe on suppose que c = 1 afin d’alléger les notations.
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En reprenant les mêmes notations que dans le chapitre 2, il vient que le problème discret est donné
par

Trouver uh ∈ V kh × (0,+∞) et ψh ∈W kh × (0,+∞) tel que,∑
K∈Th
∫
K
∂2t uhvh + a(uh, vh) +
∑
σ∈Σabs
∫
σ
(
∂tuh +
κ(s)
2
uh
)
vh +
∑
σ∈Σabs
∫
σ
ψhvh
=
∑
K∈Th
∫
K fvh, ∀vh ∈ V kh∑
σ∈Σabs
∫
σ
(
∂t + β − κ(s)
2
)
ψhwh = −
∑
σ∈Σabs
∫
σ
κ(s)2
4
uhwh − b(uh, wh), ∀wh ∈W kh
(3.4.1)
avec
a(u, v) =
∑
K
∫
K
∇u∇v −
∑
σ∈Σi
∫
σ
(
{{∇u}} [[v]] + {{∇v}} [[u]]− α1 [[u]] [[v]]
)
et
b(u, v) =
∑
σ∈Σabs
∫
σ
∂su∂sv −
∑
σ∈Σi
∫
σ
(
{{∂su}} [[v]] + {{∂sv}} [[u]]− α2 [[u]] [[v]]
)
et α1 ∈ R+∗ et α2 ∈ R+∗ deux coefficients de pénalisation [5]. On fait référence à [12, 13] pour
plus de détails sur les méthodes IPDG, à [5, 4] pour une analyse du coefficient de pénalisation et
à [43] pour l’application de la méthode IPDG à la discrétisation de l’équation des ondes.
La forme matricielle du problème est alors donnée par

M
d2U
dt2
+B
dU
dt
+BκU +KU−B⋆Ψ = S,
βCΨ+ C
dΨ
dt
− CκΨ = −Dκ2
4
U− EU,
(3.4.2)
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où U et Ψ sont les vecteurs inconnus et
M =
∑
K∈Th
∫
K
vivj

1≤i,j≤N
, K = (a(vi, vj))1≤i,j≤N , S =
∑
K∈Th
∫
K
S vi

1≤i≤N
,
B =
 ∑
σ∈Σabs
∫
σ
vivj

1≤i,j≤N
, Bκ =
 ∑
σ∈Σabs
∫
σ
κ(s)
2
vivj

1 ≤ i, j ≤ N
,
B⋆ =
 ∑
σ∈Σabs
∫
σ
wivj

1 ≤ i ≤M
1 ≤ j ≤ N
, C =
 ∑
σ∈Σabs
∫
σ
wiwj

1≤i,j≤M
,
Cκ =
 ∑
σ∈Σabs
∫
σ
κ(s)
2
wiwj

1≤i,j≤M
, Dκ =
 ∑
σ∈Σabs
∫
σ
κ(s)2viwj

1 ≤ i ≤ N
1 ≤ j ≤M
,
E = (b(vi, wj))1 ≤ i ≤ N
1 ≤ j ≤M
.
En ce qui concerne la discrétisation en temps, on utilise un schéma de différences finies d’ordre
deux avec un pas de temps ∆t. On obtient alors le système matriciel
MX
n+1 =
 ∆t2Sn
0
+
 −∆t2K + 2M
−∆tE
Xn
+
 −M +
∆t
2
B − ∆t
2
2
Bκ
∆t2
2
B⋆
−∆t
8
Dκ
(
1
2
+
∆t β
2
)
C +
∆t
2
Cκ
Xn−1,
(3.4.3)
où
M =
 M +
∆t
2
B +
∆t2
2
Bκ −∆t
2
2
B⋆
∆t
8
Dκ
(
1
2
− ∆t β
2
)
C − ∆t
2
Cκ

et
X
i =
 Ui
Ψ
i
 .
Remarque 3.4.3. De la même manière qu’au chapitre 2, en pratique, on n’inverse pas la matrice
M et on résout (3.4.3) élément par élément. Pour simplifier la présentation, on suppose comme
dans le chapitre précédent, et sans perte de généralité, que les degrés de liberté sont numérotés de
telle sorte que
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1. l’élément Ki est le support des fonctions
(
vnd∗(i−1)+j
)
j=1,nd
;
2. la face σi est le support des fonctions
(
wnd−1∗(i−1)+j
)
j=1,nd−1
.
On note alors UKi (respectivement Ψσi) la restriction de U (respectivement Ψ) à l’élément Ki
(respectivement la face σi) :
UKi =
(
Und∗(i−1)+j
)
j=1,nd
Ψσi =
(
Ψnd−1∗(i−1)+j
)
j=1,nd−1
,
MKi , BKi et BκKi les restrictions de M , B et Bκ à l’élément Ki :
MKi =
(
Mnd∗(i−1)+j,nd∗(i−1)+k
)
j,k=1,nd
BKi =
(
Bnd∗(i−1)+j,nd∗(i−1)+k
)
j,k=1,nd
,
BκKi =
(
Bκnd∗(i−1)+j,nd∗(i−1)+k
)
j,k=1,nd
,
et B⋆σi , Cσi , Cκσi et Dσi les restrictions de B⋆, C, Cκ et Dκ à la face σi
B⋆σi =
(
B⋆nd∗(ji−1)+k,nd−1∗(i−1)+l
)
k = 1, nd
l = 1, nd−1
Cσi =
(
Cnd−1∗(i−1)+k,nd−1∗(i−1)+l
)
k = 1, nd−1
l = 1, nd−1
Cκσi =
(
Cκnd−1∗(i−1)+k,nd−1∗(i−1)+l
)
k = 1, nd−1
l = 1, nd−1
Dκσi =
(
Dκnd−1∗(i−1)+k,nd∗(ji−1)+l
)
k = 1, nd−1
l = 1, nd
(si on suppose que la face i appartient à l’élément ji).
Ainsi,
1. si Ki est un élément intérieur (i.e. un élément qui n’a pas de face sur Σ), on doit résoudre
le système
MKiU
n+1
Ki
= G
où G est un vecteur qui ne dépend que de Un, Un−1 et Sn ;
2. si Ki est un élément du bord, avec par exemple deux faces externes σj1 et σj2 (en pratique
un élément du bord a rarement plus de deux faces externes), on doit résoudre le système
MKi +
∆t
2
BKi +
∆t2
2
BκKi −
∆t2
2
B⋆σj1 −
∆t2
2
B⋆σj2
∆t
8
Dσσj1 C⋆σj1 0
−∆t
8
Dσσj2 0 C⋆σj2


Un+1Ki
Ψn+1σj1
Ψn+1σj2
 = G
où C⋆σj· :=
(
1
2 − ∆t β2
)
Cσj· − ∆t2 Cκσj· et G est un vecteur qui ne dépend que de Un,
Un−1, Ψn, Ψn−1 et Sn.
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Si Ki a deux faces externes (respectivement une ou trois), on doit donc inverser une matrice
(nd+2nd−1)×(nd+2nd−1) (respectivement (nd+nd−1)×(nd+nd−1) ou (nd+3nd−1)×
(nd + 3nd−1)). Si d = 3 et k = 3, on a nd = 20 et nd−1 = 10, de telle sorte que dans la
pire configuration, on n’ait à inverser qu’une matrice 50× 50.
Dans tous les cas, on doit juste résoudre de petits systèmes facilement inversibles.
3.5 Analyse de performances
Dans cette section, nous étudions les performances de la CLA généralisée dans différentes
configurations. Nous analysons tout d’abord la précision de la CLA en fonction du paramètre β
et nous montrons qu’il existe un paramètre optimal (i.e. permettant de minimiser les réflexions).
Nous comparons ensuite la nouvelle CLA à la C-ABC pour cinq cas test décrits à l’annexe A. Nous
montrons que la nouvelle CLA est toujours meilleure que la C-ABC mais que les différences de
précision sont relativement faibles.
Finalement, nous nous intéressons au cas de la diffraction par une onde plane ce qui nous permet
de comparer la solution calculée à celle obtenue dans le cas harmonique.
3.5.1 Dépendance par rapport à β
Dans un premier temps, on souhaite analyser numériquement l’influence du paramètre β sur
les performances de la CLA. Pour cela, nous testons numériquement la CLA pour différentes
valeurs de β et dans différentes configurations.
Pour une configuration donnée, on compare l’erreur L2 relative en temps obtenue à un récepteur
fixé. Cette erreur L2(x,y)([0, T ]) au point (x, y) est définie par(∫ T
0 (uapp(t, (x, y))− uex(t, (x, y)))2dt
)1/2
(∫ T
0 (uex(t, (x, y)))
2dt
)1/2 , (3.5.1)
où uapp est la solution approchée et uex est la solution "exacte". Cette solution est obtenue en
simulant la propagation de l’onde dans un domaine Ωex défini par le même obstacle que celui
présent dans le domaine Ω mais où la frontière artificielle est fortement éloignée de telle sorte que
la restriction de la solution au domaine Ω ne comporte aucune réflexion due à la présence d’une
frontière artificielle.
Nous considérons tout d’abord le cas test 1 (cf Annexe A). Sur la figure 3.1 nous représentons
l’erreur relative au point (−2m; 2m) pour β ∈ [0.3, 5]. Pour des valeurs inférieures à 0.3, le schéma
n’est numériquement plus stable. On remarque que l’erreur relative présente un minimum pour
β = 0.7. Pour plus de lisibilité, nous n’avons représenté l’erreur que pour β plus petit que 5 mais
nous avons testé des valeurs beaucoup plus grandes de β et l’erreur continue bien d’augmenter.
Pour vérifier si la valeur optimale de β dépend de la géométrie de la frontière absorbante, on
considère le cas test 2 dans lequel le bord de l’obstacle et la frontière absorbante sont des ellipses.
La figure 3.2 représente l’erreur relative au point (−2m; 2.73m) pour β ∈ [0.5; 5]. La valeur
optimale de β est ici 2, ce qui montre que cette valeur dépend de la géométrie de la frontière.
Remarquons cependant que l’allure des courbes est la même dans les deux configurations : le
schéma est instable pour β trop petit, puis l’erreur décroît jusqu’à la valeur optimale et croît ensuite
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FIG. 3.1 – Erreur en fonction de β - Configuration 1
FIG. 3.2 – Erreur en fonction de β - Configuration 2
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avec β.
Pour vérifier si la valeur optimale dépend du pas d’espace h, nous avons recalculée la solution du
premier test en utilisant un maillage deux fois plus fin. La figure 3.3 représente l’erreur relative au
FIG. 3.3 – Erreur en fonction de β - Configuration 1 raffinée
point (−2m; 2m) pour β ∈ [30, 65]. La valeur optimale est cette fois β = 40, ce qui montre que
cette valeur dépend également du maillage.
3.5.2 Comparaison de la CLA avec la C-ABC
On souhaite à présent comparer les performances de la CLA (3.3.3) avec celles de la C-ABC
pour voir si le fait de prendre en compte les ondes évanescentes dans le processus de construction
des CLAs améliore l’absorption. Nous avons testé les CLAs sur les différents cas tests présentés
dans l’annexe A. Pour chaque cas test, nous avons tout d’abord déterminé la valeur optimale du
paramètre β. Pour cela nous avons mené une étude similaire à celle de la sous-section précédente
que nous ne présentons pas ici pour ne pas alourdir la présentation.
Pour comparer les deux CLAs dans une configuration donnée, on calcule l’erreur globale en temps
et en espace définie au chapitre 2 i.e. on calcule l’erreur relative L2([0, t]× Ω) définie par

∫ t
0
∫
Ω
|uapp(s, x)− uex(s, x)|2dxds∫ t
0
∫
Ω
|uex(s, x)|2dxds

1/2
,
où uapp est la solution approchée obtenue et uex est la solution "exacte" calculée comme précé-
demment.
Précisons que pour les différents tests réalisés, nous avons gardé la même condition CFL que celle
utilisée avec la C-ABC. Par conséquent, nous pouvons prendre le même pas de temps que dans le
cas de la C-ABC ce qui n’est pas le cas lorsqu’on utilise la condition développée par Hagstrom et
Warburton.
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3.5.2.1 Cas test 1
Dans un premier temps, on s’intéresse au cas où l’obstacle est un cercle comme décrit dans
l’annexe A. Ainsi, la courbure de la frontière artificielle, qui est aussi de forme circulaire, est
constante. Sur la figure 3.4, on représente en bleu l’erreur globale en temps et en espace obtenue
FIG. 3.4 – Comparaison entre CLA généralisée et C-ABC - Configuration 1
avec la C-ABC et en noir celle obtenue avec la condition (3.3.3) pour β = 0.7 qui est la valeur
optimale de β trouvée au paragraphe précédent. On constate qu’on obtient de meilleurs résultats
avec la nouvelle CLA qu’avec la C-ABC et que le gain global est d’environ 1%.
3.5.2.2 Cas test 2
Dans ce cas, l’obstacle n’est plus de forme circulaire mais de forme elliptique. On représente
sur la figure 3.5 l’erreur relative globale en temps et en espace obtenue lorsqu’on utilise la C-ABC
(en bleu) sur la frontière Σ et celle obtenue avec la CLA (3.3.3) (en noir) avec comme valeur de
β la valeur optimale évaluée. On remarque que les résultats obtenus avec la nouvelle CLA sont
meilleurs que ceux obtenus avec la C-ABC. Le gain global est encore d’environ 1%.
3.5.2.3 Cas test 3
A présent, on s’intéresse au cas d’une ellipse allongée correspondant à la configuration 3
décrite dans l’annexe A. Comme précédemment, on représente sur la figure 3.6 en bleu l’erreur
globale en temps et en espace obtenue avec la C-ABC et en noir celle obtenue avec la condition
(3.3.3) pour β = 35κ(s). On remarque à nouveau que l’erreur est plus petite lorsqu’on utilise la
CLA généralisée (3.3.3) mais que l’amélioration n’est pas significative.
3.5.2.4 Cas test 4
Ici, on considère le cas de deux obstacles circulaires entourés par une frontière artificielle
elliptique. Sur la figure 3.7, on représente l’erreur globale en temps et en espace obtenue avec
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FIG. 3.5 – Comparaison entre CLA généralisée et C-ABC - Configuration 2
FIG. 3.6 – Comparaison entre CLA généralisée et C-ABC - Configuration 3
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FIG. 3.7 – Comparaison entre CLA généralisée et C-ABC - Configuration 4
la C-ABC en bleu et celle obtenue avec la CLA (3.3.3) pour β = 2 en noir. On remarque que
la prise en compte des ondes évanescentes permet d’améliorer l’absorption. Le gain global n’est
cependant que de 1%.
3.5.2.5 Cas test 5
Nous considérons ici un domaine contenant 4 obstacles triangulaires et une frontière artificielle
circulaire. Les résultats obtenus sont présentés dans la figure 3.8. Ici encore, nous avons représenté
en bleu l’erreur globale obtenue avec la C-ABC et en noir celle obtenue avec la CLA définie en
(3.3.3) pour β = 1. Comme dans les cas précédents, on remarque que les résultats obtenus avec la
nouvelle CLA sont meilleurs que ceux obtenus avec la C-ABC. On remarque que dans ce cas le
gain est inférieur à 1% mais on observe tout de même que l’erreur relative obtenue avec la C-ABC
est déjà faible (moins de 5%). Le gain ne peut être très important.
Dans toutes les configurations que nous avons étudiées, la prise en compte des ondes évanes-
centes améliore la précision de la CLA mais le gain est relativement faible. Pour augmenter la
précision, il faudra probablement envisager de coupler la condition sur les modes évanescents à
une condition d’ordre élevé sur les modes propagatifs.
Une autre piste consisite à considérer le problème de diffraction d’une onde plane. Dans ce cas,
c’est l’obstacle lui-même qui est la source du champ d’onde. Nous étudions ce cas dans la sous-
section suivante.
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FIG. 3.8 – Comparaison entre CLA généralisée et C-ABC - Configuration 5
3.5.3 Le cas d’un obstacle rayonnant
On s’intéresse ici au cas où le champ d’onde est généré par une onde incidente que l’on impose
sur le bord de l’obstacle comme nous l’avons fait au chapitre précédent avec la C-ABC.
On cherche donc à résoudre le problème :
∂2t u−△u = 0 dans Ω
u = uinc := eik(t+cos θx+sin θy) sur Γ
(∂n + β)
(
∂n + ∂t +
κ(s)
2
)
u = 0 sur Σ
(3.5.2)
où k est la fréquence de l’onde incidente et θ est l’angle d’incidence.
On veut observer si comme dans le cas de C-ABC, la solution de (3.5.2) se stabilise sur la solution
du problème harmonique 
k2u+△u = 0 dans Ω
u = uinc := eik(t+cos θx+sin θy) sur Γ
(∂n + β)
(
∂n − ik + κ(s)2
)
u = 0 sur Σ.
(3.5.3)
Nous considérons ici les deux premières configurations décrites dans l’annexe A mais on prend
Rext = 1.5m pour le cas du cercle extérieur et aext = 3m et bext = 1.5m pour l’ellipse extérieure.
Sur les figures 3.9, 3.10, 3.11 et 3.12 nous représentons la partie réelle de la solution de (3.5.2),
dans la configuration 1 et pour k = 5 respectivement aux instants t = 2πk ,
4π
k ,
6π
k et
8π
k . La solution
du problème harmonique est représentée sur la figure 3.13 (toutes les figures sont visualisées grâce
au logiciel Paraview).
La solution de l’équation des ondes se stabilise visiblement et converge vers la solution de l’équa-
tion d’Helmholtz. Pour s’en assurer, nous avons calculé la différence en norme L2 relative entre
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les deux solutions pour différentes valeurs de k. Nous représentons l’évolution de cette erreur au
cours du temps pour k = 1, 5 et 10 sur les figures 3.14, 3.15 et 3.16. Les courbes bleues repré-
FIG. 3.9 – Solution temporelle : t = 2πk FIG. 3.10 – Solution temporelle : t =
4π
k
FIG. 3.11 – Solution temporelle : t = 6πk FIG. 3.12 – Solution temporelle : t =
8π
k
sentent les erreurs obtenues avec la C-ABC alors que les courbes rouges représentent les erreurs
obtenues avec la CLA modélisant les évanescents. On remarque que, quel que soit k, la nouvelle
CLA améliore nettement la vitesse de convergence vers la solution harmonique.
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FIG. 3.13 – Solution harmonique
FIG. 3.14 – Différence entre solution temporelle et solution harmonique - Configuration 1 - k=1
FIG. 3.15 – Différence entre solution temporelle et solution harmonique - Configuration 1 - k=5
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FIG. 3.16 – Différence entre solution temporelle et solution harmonique - Configuration 1 - k=10
On considère ensuite la configuration 2 pour s’assurer que ces conclusions restent valables
pour des frontières elliptiques. Nous représentons sur les figures 3.17, 3.18, 3.19 et 3.20, la so-
lution de (3.5.2) pour k = 5, respectivement aux instants t = 2πk ,
4π
k ,
6π
k et
8π
k . La figure 3.21
FIG. 3.17 – Solution temporelle : t = 2πk FIG. 3.18 – Solution temporelle : t =
4π
k
représente la solution du problème harmonique. Comme pour la première configuration, on ob-
serve la convergence de la solution temporelle vers la solution harmonique.
Pour confirmer ce point, on représente l’erreur relative L2 entre les deux solutions au cours du
temps pour k = 1, 5 et 10, respectivement sur les figures 3.22, 3.23 et 3.24 (courbe rouge). Nous
traçons également les erreurs obtenues avec la C-ABC (courbe bleue).
On peut en conclure que la condition prenant en compte les ondes propagatives et évanescentes
est stable. De plus, elle semble fournir de meilleurs résultats que la C-ABC et être plus stable. Il
semblerait donc intéressant d’étudier le cas de l’équation d’Helmholtz plus en détail.
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FIG. 3.19 – Solution temporelle : t = 6πk FIG. 3.20 – Solution temporelle : t =
8π
k
FIG. 3.21 – Solution harmonique
FIG. 3.22 – Différence entre solution temporelle et solution harmonique - Configuration 2 - k=1
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FIG. 3.23 – Différence entre solution temporelle et solution harmonique - Configuration 2 - k=5
FIG. 3.24 – Différence entre solution temporelle et solution harmonique - Configuration 2 - k=10
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3.6 Conclusion
Dans ce chapitre, nous avons étudié la condition développée par Hagstrom et al. dans [50, 49].
Nous avons tout d’abord constaté que cette condition n’était pas bien adaptée au cas où la fron-
tière artificielle Σ a une forme quelconque. De plus, son utilisation mène numériquement à des
instabilités dans certains cas, lorsqu’on la couple à une formulation IPDG. Enfin, lorsque ces in-
stabilités ne sont pas présentes, la condition CFL est tout de même fortement détériorée. Pour
toutes ces raisons, nous avons décidé de construire une condition dépendant d’un paramètre β po-
sitif, représentant le comportement des ondes évanescentes, que nous avons ensuite composé avec
la C-ABC pour obtenir une CLA prenant en compte les ondes propagatives et les ondes évanes-
centes. L’implémentation de cette nouvelle CLA requiert l’introduction d’une variable auxiliaire
définie seulement sur le bord absorbant. Nous avons réalisé une série de tests numériques pour
étudier l’influence du paramètre β sur les performances de la CLA avant de comparer les erreurs
obtenues avec cette CLA à celles obtenues avec la C-ABC. Les résultats montrent qu’il existe une
valeur optimale de β qui permet d’obtenir de meilleurs résultats que pour les autres valeurs de
β. De plus, cette valeur optimale semble dépendre à la fois de la géométrie de la frontière et du
pas d’espace h. Lorsqu’on la compare à la C-ABC, la nouvelle CLA définie en (3.3.3) donne de
meilleurs résultats et ce quelles que soient les configurations considérées.
Enfin, lorsqu’on s’attarde sur la stabilisation de la solution, on remarque que les résultats obtenus
sont très encourageants et nous incite à étudier plus amplement le cas de l’équation d’Helmholtz
pour évaluer les performances de cette nouvelle condition en régime harmonique.
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Chapitre 4
Construction et analyse de performance
de conditions de radiation optimisées
pour l’équation d’Helmholtz
4.1 Introduction
L’objet de ce chapitre est d’étendre aux ondes monochromatiques l’application des conditions
qui ont été proposées au chapitre 2. Le cadre d’étude est différent car on se ramène à un problème
stationnaire pour lequel on va pouvoir mesurer la robustesse des CLA à haute et basse fréquence.
De plus, on va pouvoir observer facilement s’il est possible de réduire le domaine de calcul tout en
préservant la qualité de la solution numérique. Cette capacité est plus difficile à évaluer en temporel
car la place de frontière artificielle est plus ou moins fixée par l’emplacement des récepteurs. En
stationnnaire, il suffit de considérer le cas d’un obstacle qui rayonne pour éviter cette contrainte.
Le problème de départ est un problème posé en domaine non borné qui s’écrit sous la forme
suivante :
△u+ k2u = 0 dans Ω. (4.1.1)
Il s’agit d’un problème de scattering dont l’inconnue uex représente le champ diffracté par un
obstacle K illuminé par une onde incidente uinc. K est donc défini comme le complémentaire
dans R2 de Ω+. On se limite ici au cas d’une condition de Dirichlet sur le bord de K. On fera, le
cas échéant, quelques commentaires sur le cas d’une condition de Neumann et on présentera aussi
quelques tests numériques. À l’infini, on impose la condition de radiation de Sommerfeld sortante.
Il existe de nombreux articles qui traitent du problème de construire des CLA pour l’équation
d’Helmholtz. Nous renvoyons à l’article de revue de Tsynkov [75] pour une liste de ces travaux.
La plus simple des conditions est la condition dite de Sommerfeld [71] :
∂nu− iku = 0 sur Σ. (4.1.2)
Une autre condition, qui est très utilisée, s’écrit :
∂nu− iku+ κ(s)
2
u = 0 sur Σ. (4.1.3)
Elle tient compte de la géométrie de la surface artificielle via le paramètre κ(s) qui désigne la cour-
bure. Cette condition, que nous appellerons encore C-ABC, peut s’obtenir en factorisant l’opéra-
teur d’Helmholtz comme suggéré dans l’article de Nirenberg [65, 9] ou bien en remplaçant dans
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la C-ABC le champ d’onde par un champ à variables séparées, la dépendance en temps s’écrivant
eikt. Comme en temporel, l’application du théorème de factorisation de Nirenberg n’est justifiée
que pour les modes propagatifs, ce qui correspond encore à des fréquences dans le cône de pro-
pagation. En appliquant le théorème de Nirenberg, on peut aussi construire des conditions d’ordre
élevé [9] mais nous n’en parlerons pas ici car notre objectif est le même qu’au chapitre 2 : nous
souhaitons établir s’il est possible d’enrichir la C-ABC en la complétant par une condition qui
représente les modes évanescents. Pour cela, nous proposons d’utiliser le travail qui a été fait au
chapitre 2 et d’écrire les conditions pour des ondes monochromatiques. Le procédé de construction
est ainsi très simple et cela nous laisse du temps pour analyser le problème mixte correspondant.
Nous montrons qu’il est possible d’appliquer l’alternative de Fredholm quand on se limite au ré-
gime de basses fréquences. On établit ainsi un résultat d’existence et unicité que nous complétons
ensuite à haute fréquence en considérant des domaines de calcul particuliers, à savoir un anneau
circulaire puis elliptique. Nous réalisons ensuite une batterie de cas test et nous obtenons les ré-
sultats suivants :
• La prise en compte des modes évanescents améliore la performance de la C-ABC. On peut en
particulier rapprocher la frontière artificielle du bord de l’obstacle en préservant la qualité
de la solution numérique.
• On observe numériquement qu’il existe une valeur optimale du paramètre β qui croît avec la
fréquence.
• Le paramètre β varie avec la taille du domaine de calcul.
Toutefois, si nous avons observé que la prise en compte des modes évanescents améliore à chaque
fois la qualité de la solution, nous devons reconnaître que cette amélioration n’est pas très signifi-
cative. C’est pourquoi nous avons décidé de pousser plus loin l’enrichissement de la condition en
ajoutant la modélisation des modes rampants. Pour cela, nous avons construit une approximation
de l’opérateur DtN pour les modes rampants, comme cela avait été proposé dans [24]. On obtient
une condition qui fait intervenir une puissance fractionnaire de k. Cette condition ressemble à une
condition OSRC qui a été construite par M. Darbas dans sa thèse (voir [34, 11, 10]). Nous présen-
tons des calculs qui montrent que la nouvelle condition est la plus performante et qu’elle conserve
ses qualités quand on rapproche la frontière artificielle du bord de l’obstacle.
4.2 Conditions de radiation généralisées
Dans cette section, on propose une nouvelle famille de conditions de radiation pour l’équation
de Helmholtz. Leur écriture découle directement des conditions construites aux deux chapitres
précédents. Pour justifier ces conditions, on suppose que l’équation des ondes décrit la propagation
d’ondes mono-chromatiques i.e. de la forme u(t, x) = ei−ktu(x) où k =
ω
c
représente le nombre
d’onde. Dans ce cas, l’opérateur de dérivation ∂t est remplacé par une multiplication par −ik. On
obtient alors les conditions de radiation suivantes :(
∂n − ik + κ(s)
2
)
u = 0 sur Σ (4.2.1)
et
(∂n + β)
(
∂n − ik + κ(s)
2
)
u = 0 sur Σ. (4.2.2)
La fonction κ(s) désigne toujours la courbure de la frontière artificielle Σ, β est un paramètre
positif défini sur Σ. La condition (4.2.1) est une approximation de l’opérateur DtN dans le cône
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de propagation. Les conditions (4.2.2) sont obtenues en complétant la condition (4.2.1) par une
approximation de l’opérateur DtN dans la zone elliptique. Les conditions (4.2.2) modélisent donc
à la fois les modes propagatifs et les modes évanescents. Dans la suite, nous aurons donc à résoudre
le problème mixte suivant : 
∆u+ k2u = 0 dans Ω
u = −uinc sur Γ
Bu = 0 sur Σ
(4.2.3)
où Bu est donné par (4.2.1) ou (4.2.2). Dans le premier cas, le problème aux limites est simple à
mettre en oeuvre car la condition aux limites (4.2.1) fournit une expression explicite de la dérivée
normale de u sur Σ. Elle s’intègre donc facilement dans la formulation variationnelle du problème.
Par contre, dans le cas de la condition (4.2.2), on n’a pas une expression explicite de ∂nu sur Σ. Or,
nous souhaitons utiliser la même structure algébrique pour les deux problèmes discrétisés. Nous
sommes donc intéressés à transformer la condition (4.2.2). Pour cela, nous utilisons l’opérateur de
Laplace qui fournit une expression de ∂2n sur Σ. On rappelle que dans le système de coordonnées
locales lié à Σ que nous avons choisi, le laplacien s’écrit :
△u = ∂2ru+
∂rh
h
∂ru+
1
h
∂s (h∂su) ,
où h = 1 + rκ(s). On rappelle que r représente la distance d’un point intérieur situé dans Ω à la
frontière Σ. Sur Σ, r est donc égale à 0, ce qui nous donne finalement l’expression suivante :
∂2nu+ κ(s)∂nu+ ∂
2
su+ k
2u = 0 sur Σ,
pour toute solution assez régulière de l’équation d’Helmholtz. On peut ainsi reformuler la condi-
tion (4.2.2) sous la forme :
∂nu = −αev∂2su+ βevu, (4.2.4)
avec
αev = − 1
β − κ(s)
2
− ik
et
βev =
k2 − βκ(s)
2
+ ikβ
β − κ(s)
2
− ik
.
La condition (4.2.4) peut alors être intégrée dans la formulation variationnelle exactement de la
même façon que la condition (4.2.1). On peut remarquer que dans le cas harmonique, la condition
généralisée qui tient compte à la fois des modes propagatifs et des modes évanescents, ne nécessite
pas l’introduction d’une variable auxiliaire. Sa mise en oeuvre est tout à fait comparable à la mise
en oeuvre de la condition plus simple qui ne tient compte que des modes propagatifs. En ce qui
concerne les coûts de calcul, les deux conditions sont donc du même ordre.
Dans la section suivante, nous établissons certains résultats d’existence et unicité.
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4.3 Existence et unicité : résultats préliminaires
4.3.1 Un premier résultat
De façon générale, le problème que nous avons à résoudre s’écrit sous la forme :
∆u+ k2u = f dans Ω
u = −uinc ou ∂nu = −∂nuinc sur Γ
∂nu = Bu sur Σ
(4.3.1)
où B est un opérateur différentiel donné par (4.2.1) ou (4.2.4).
Pour établir une solution au problème (4.3.1), on peut appliquer l’alternative de Fredholm.
Quitte à appliquer un relèvement de la donnée de bord uinc qu’on suppose dans H
1
2 (Γ), on peut
supposer qu’on s’est ramené à un problème aux limites homogène sur ∂Ω et non homogène dans
Ω, f˜ désignant le nouveau terme source. On peut alors, au moins formellement, écrire une formu-
lation variationnelle faible de (4.3.1) : étant donnée v, fonction test dans V , où V = DΓ(Ω¯) ={
v ∈ C∞(Ω¯), v = 0 sur Γ} dans le cas où u = 0 sur Γ et V = D(Ω¯) quand ∂nu = 0 sur Γ,
trouver u ∈ U solution de
a(k, u, v)+ < Bu, v >Σ=
∫
Ω
f˜vdx,
où
a(k, u, v) =
∫
Ω
k2uv¯dx−
∫
Ω
∇u · ∇v¯dx.
L’espace U est un sous-espace de H1(Ω) dont les propriétés dépendent de la condition imposée
sur ∂Ω. Par exemple, si Bu = (ik − κ(s)2 )u, U = {u ∈ H1(Ω), u = 0 sur Γ ou ∂nu = 0 sur Γ}
est bien adapté. Si Bu =
(−αev∂2s + βev)u, U = {u ∈ H1(Ω), u = 0 sur Γ ou ∂nu =
0 sur Γ, ∂su ∈ L2(Σ)} convient. Le crochet < , >Σ est à préciser et dépend bien évidemment
de U .
On peut observer que la forme sesquilinéaire a n’est pas coercive, ce qui explique qu’on ne va
pas appliquer la théorie de Lax-Milgram. Toutefois, on peut toujours écrire (4.3.1) sous la forme
+∆u− u = f˜ − (k2 + 1)u dans Ω
u = 0 ou ∂nu = 0 sur Γ
∂nu = Bu sur Σ
(4.3.2)
Considérons alors le problème auxiliaire : trouver uˆ solution de
+∆uˆ− uˆ = fˆ dans Ω
uˆ = 0 ou ∂nuˆ = 0 sur Γ
∂nuˆ = Buˆ sur Σ
(4.3.3)
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On va donc commencer par étudier le problème (4.3.3). Pour cela, on suppose que fˆ ∈ L2(Ω). On
pose
H1Γ(Ω) =
{
u ∈ H1(Ω), u = 0 sur Γ}
qu’on munit de la norme de H1(Ω).
On peut alors écrire (4.3.3) sous forme variationnelle : ∀v ∈ V ,
aˆ(uˆ, v)+ < Buˆ, v >Σ=
∫
Ω
uˆv¯dx,
où aˆ désigne la forme sesquilinéaire donnée par
aˆ(uˆ, u) = −‖u‖2H1 .
Pour l’instant, nous ne précisons pas l’expression de < Buˆ, v >Σ. Nous supposons seulement
que ce terme est bien défini pour tout v ∈ V . On vérifie sans peine que la forme aˆ satisfait
l’inégalité
ℜe(−aˆ(uˆ, uˆ)) ≥ C‖uˆ‖2H1(Ω).
Par conséquent, si on peut aussi prouver que
ℜe (−a(k, uˆ, uˆ) + ℜe (− < Buˆ, uˆ >Σ) ≥ C‖u2‖2H1(Ω),
en appliquant le théorème de Lax-Milgram, on peut définir un opérateur linéaire continu noté
P : L2(Ω) −→ H1(Ω) qui à fˆ ∈ L2(Ω) associe uˆ ∈ H1(Ω) de façon unique. On peut ainsi
définir u, solution du problème (4.3.2) via la représentation
u = P ((1 + k2)u) + P (f˜).
Si on introduit maintenant l’opérateur
Tk : L
2(Ω) −→ H1(Ω)
u 7→ P ((1 + k2)u),
on obtient que u est solution de
(I − Tk)u = P (f˜).
L’opérateur Tk est un opérateur linéaire de L
(
L2(Ω), H1(Ω)
)
et comme l’injection de H1(Ω)
dans L2(Ω) est compacte et Tk est un opérateur compact. L’opérateur I − Tk se présente donc
comme une perturbation compacte de l’identité, ce qui nous permet de dire que I−Tk est inversible
s’il est injectif.
Établir l’existence d’une solution de (4.3.2) revient donc à établir son unicité. Dans la suite,
nous alllons donc nous focaliser sur les solutions des problèmes homogènes, i.e. avec f˜ = 0.
Distinguons les deux conditions aux limites car elles ne présentent pas les mêmes difficultés.
• Premier cas : Bu = iku− κ(s)2 u.
On doit d’abord vérifier que
ℜe (−a(k, uˆ, uˆ) + ℜe (− < Buˆ, uˆ >Σ) ≥ C‖uˆ2‖2H1(Ω). (4.3.4)
On a, ∀uˆ ∈ H1Γ(Ω) ou H1(Ω),
ℜe (− < Buˆ, uˆ >Σ) = ℜe
(
−
∫
Σ
(
ik|u|2 − κ(s)
2
|u|2
)
dσ
)
=
∫
Σ
κ(s)
2
|u|2dσ.
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Il est donc évident que si κ(s)2 ≥ 0, ce qui est le cas si Σ est convexe, on aℜe (−a(k, uˆ, uˆ) ≥
0 et donc par conséquent (4.3.4) est bien vérifiée.
Il nous reste donc à étudier l’unicité. Dans ce cas, on obtient pour tout u ∈ H1Γ(Ω) ou
H1(Ω), 
−a(k, u, u) +
∫
Σ
κ(s)
2
|u|2dσ = 0∫
Σ
k|u|2dσ = 0
(4.3.5)
La deuxième ligne de (4.3.5) correspond à ℑm (< −Bu, u >Σ) = 0 et comme précédem-
ment,
a(k, u, u) =
∫
Ω
(
k2|u|2 − |∇u|2) dx.
On obtient donc que nécessairement u = 0 sur Σ, ce qui entraîne ∂nu = 0 sur Σ. On peut
alors en déduire que u = 0 dans Ω, d’après le théorème de prolongement analytique ([35],
page 969).
• Deuxième cas : Bu = −αev∂2su+ βevu Nous supposons ici que αev est constant. Tel qu’il est
écrit, l’opérateur B requiert a priori plus de régularité que dans le premier cas. En effet, il
est nécessaire de définir ∂2su sur Σ. Toutefois, on peut noter que si on cherche u dansH
1(Ω),
l’équation en volume implique ∆u ∈ L2(Ω), ce qui donne un sens à ∂nu dans H− 12 (Σ). La
condition ∂nu = −αev∂2su + βevu sur Σ implique donc que ∂2su ∈ H−
1
2 (Σ). En fait, un
espace bien adapté au problème pourrait être
H =
{
u ∈ H1Γ(Ω) ou H1(Ω), ∂su ∈ L2(Σ)
}
,
muni de la norme du graphe
‖u‖H =
(
‖u‖2H1(Ω) + ‖∂su‖2L2(Σ)
) 1
2
On doit donc étudier la coercivité de la forme sesquilinéaire associée à (4.3.3). Le fait que
αev soit constant va nous aider car sans cela le terme < Buˆ, vˆ >Σ ne serait plus hermitien.
On se concentre sur le terme < Buˆ, uˆ >Σ : ∀uˆ ∈ H,
< Buˆ, uˆ >Σ=
∫
Σ
αev|∂su|2dσ +
∫
Σ
βev|uˆ|2dσ.
On voit donc que pour que la forme sesquilinéaire associée soit coercive, il suffit d’avoir
−ℜe(αev) > 0 et −ℜe(βev) ≥ 0. On rappelle que la forme en question fait intervenir
− < Buˆ, uˆ >Σ, ce qui explique le signe − devant αev et βev. On obtient donc comme
première condition
ℜe (αev) < 0 et ℜe (βev) ≤ 0.
Pour l’unicité, on va obtenir, comme pour le premier cas, une première condition qui porte
sur la partie réelle de la forme et qui n’est pas exploitable à cause du défaut de coercivité.
Une deuxième condition porte sur la partie imaginaire de la forme et s’écrit
ℑm
[∫
Σ
αev|∂2s uˆ|2dσ +
∫
Σ
βev|u|2dσ
]
= 0.
On voit donc qu’il suffit d’avoirℑm(αev) etℑm(βev) du même signe pour pouvoir conclure.
Par définition de αev et βev, un calcul rapide montre que ℜe (αev) est du même signe que
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κ(s)
2 − β et ℜe (βev) du même signe que κ(s)2
(
−β2 + κ(s)2 β − k2
)
. On fait désormais
l’hypothèse que κ(s) ≥ 0 sur Σ, ce qui revient à choisir Σ convexe. Ainsi, pour avoir
ℜe (αev) < 0, il suffit de choisir β > κ(s)2 . On doit ensuite étudier le signe du polynôme
p(β) = −β2 + κ(s)2 β − k2. Le discriminant associé est donné par
∆ =
κ(s)2
4
− 4β2 = 4
(
κ(s)2
16
− β2
)
= 4
(
κ(s)
4
− β
)(
κ(s)
4
+ β
)
.
On observe alors que si β > κ(s)2 , ∆ est toujours négatif, ce qui implique que p(β) est aussi
toujours négatif. La condition ℜe (βev) ≤ 0 est donc toujours satisfaite si ℜe (αev) < 0.
Venons-en à l’étude des signes des parties imaginaires de αev et βev. On voit facilement que
ℑm (αev) est toujours strictement négative car du même signe que k. Par conséquent, on ne
pourra conclure que si ℑm (βev) est négatif. Le signe de ℑm (βev) est le même que celui
de q(β) = β2 − βκ(s) + k2. Le discriminant associé à q s’écrit
∆ = (κ(s)− 2k)(κ(s) + 2k).
Si ∆ ≤ 0, i.e. si κ(s) − 2k ≤ 0, on a toujours q(β) ≥ 0 et dans ce cas on ne peut pas
conclure. Si ∆ > 0, q(β) admet deux racines :
βmin =
κ(s)−√∆
2
, βmax =
κ(s) +
√
∆
2
.
Il faut alors choisir β ∈]0 , βmax] pour avoir ℑm (βev) ≤ 0.
Conclusion : si on récapitule toute l’étude des signes qui vient d’être menée, on obtient le
résultat partiel d’existence et d’unicité suivant.
Théorème 4.3.1. Supposons que Σ est convexe et que k ≤ κ(s)2 . Alors, si on choisit β ∈
]κ(s)2 , βmax[, le problème mixte 4.3.1 admet une unique solution, quelle que soit la donnée
f dans L2(Ω).
Nous obtenons un résultat à basse fréquence uniquement puisqu’il n’est valable que pour
k vérifiant 2kκ(s)−1 ≤ 1. Bien évidemment, cela ne signifie pas que le résultat n’est pas
valable pour des fréquences élevées. Pour étayer cette remarque, nous allons considérer dans
les deux sections suivantes des géométries particulières pour lesquelles on peut utiliser des
développements adaptés. Avant cela, nous pouvons toutefois observer que
αev =
κ(s)
2 − β − ik(
κ(s)
2 − β
)2
+ k2
et on a donc toujours ℑm (αev) < 0. Par contre, sous l’hypothèse k >> 1,
βev ∼ +ik.
On voit donc qu’asymptotiquement, on a ℑm (βev) > 0. Si on veut traiter le cas haute-
fréquence, il faudra donc être capable d’analyser le problème dans le cas où les parties ima-
ginaires de αev et βev sont de signe opposé. Ce cas est souvent rencontré dans les problèmes
de type Ventcel [23]. Nous ne l’avons pas considéré ici par manque de temps. Toutefois, dans
la section suivante, nous établissons un résultat d’existence et unicité à haute fréquence en
supposant que la géométrie de Ω est canonique.
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4.3.2 Le cas de la couronne
Supposons ici que Γ est un cercle de rayon R0 et que Σ est un cercle de rayon R. Pour
simplifier, on suppose que les deux cercles sont centrés à l’origine (cf Figure 4.3.2). On note H(1)m
et H(2)m les fonctions de Hankel de première et deuxième espèces. D’après [25], si uinc est définie
par
uinc = e−ikr cos(θ
inc) (4.3.6)
on peut décomposer uex sous la forme
uex(R, θ) =
∑
m≥0
ǫm(−i)maexmH(1)m (kR) cos(mθ).
avec ǫ0 = 1 et ǫm = 2 si m 6= 0 et on a
aexm = −
Jm(kR0)
H
(1)
m (kR0)
La solution approchée s’écrit alors
u(r, θ) =
∑
m≥0
(
a1mH
(1)
m (kr) + a
2
mH
(2)
m (kr)
)
cos(mθ). (4.3.7)
Les coefficients a2m sont générés par la frontière artificielle. La solution approchée doit vérifier
∂2ru+
1
r
∂ru+
1
r2
∂2θu+ k
2u = 0 dans Ω;
u = −uinc(R0, θ) sur Γ;
∂ru =
αev
R2
∂2θu+ βevu sur Σ.
(4.3.8)
L’équation en volume est automatiquement vérifiée et on va fixer les coefficients a1m et a
2
m grâce
aux conditions de bord sur Γ et Σ. Etant donné que les modes sont découplés, on peut écrire
facilement le système vérifié par a1m et a
2
m pour calculer la solution approchée. Pour cela, on
utilise les deux conditions de bord. La première, issue de Γ, donne comme relation
a1mH
(1)
m (kR0) + a
2
mH
(2)
m (kR0) = −aincm H(1)m (kR0),
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où
aincm = ǫm(−i)m
Jm(kR0)
H
(1)
m (kR0)
La seconde, issue de Σ, s’écrit
k
(
− 1
2R
+ ik + β
)(
a1mH
(1)′
m (kR) + a
2
mH
(2)′
m (kR)
)
=
m2
R2
(
a1mH
(1)
m (kR) + a
1
mH
(2)
m (kR)
)
+
(
k2 − β
2R
− ikβ
)(
a1mH
(1)
m (kR) + a
1
mH
(2)
m (kR)
)
.
On obtient donc le système matriciel :
Mr,θ
 a1m
a2m
 =
 −aincm H(1)m (kR0)
0

où Mr,θ est la matrice définie par
Mr,θ =
 H(1)m (kR0) H(2)m (kR0)
αmH
(1)′
m (kR) + βmH
(1)
m (kR) αmH
(2)′
m (kR) + βmH
(2)
m (kR)

avec  αm = k
(
1
2R − ik − β
)
βm =
m2
R2
− β2R + k2 − ikβ.
On obtient le théorème suivant :
Théorème 4.3.2. Le champ d’onde u défini par (4.3.7) existe si et seulement si
detMr,θ 6= 0.
Par définition de Mr,θ, on a :
detMr,θ = αm
(
H
(1)
m (kR0)H
(2)′
m (kR)−H(2)m (kR0)H(1)
′
m (kR)
)
+ βm
(
H
(1)
m (kR0)H
(2)
m (kR)−H(1)m (kR)H(2)m (kR0)
)
.
(4.3.9)
En utilisant le fait que H(2)m = H
(1)
m , on simplifie l’expression de detMr,θ en
detMr,θ = 2iαmℑm
[
H(1)m (kR0)H
(1)′
m (kR)
]
+ 2iβmℑm
[
H(1)m (kR0)H
(1)
m (kR)
]
. (4.3.10)
Lorsque k est grand, on sait que
H(1)m (kr) ∼
√
2
πkr
eiχr
et que
H(1)
′
m (kr) ∼
√
2
πkr
(
i− 4m
2 + 3
kr
)
eiχr ,
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avec χr = kr − mπ
2
− π
4
. On en déduit donc que lorsque k est grand,
detMr,θ ∼ 2iαmℑm
[√
2
πkR0
eiχR0
√
2
πkR
(
−i− 4m
2 + 3
kR
)
e−iχR
]
+ 2iβmℑm
[√
2
πkR0
eiχR0
√
2
πkR
e−iχR
]
.
(4.3.11)
En simplifiant cette expression, on obtient
detMr,θ ∼ 2iαm 2
πk
√
RR0
ℑm
[(
−i− 4m
2 + 3
kR
)
ei(χR0−χR)
]
+ 2iβm
2
πk
√
RR0
ℑm
[
ei(χR0−χR)
]
.
(4.3.12)
De plus,
βm =
m2
R2
− β
2R
+ k2 − ikβ.
On en déduit donc que pour k →∞,
2iβm ∼
+∞ 2k(β + ik) (4.3.13)
Par ailleurs, on a
ℑm
((
−i+ 4m
2 + 3
kR
)
ei(χR0−χR)
)
∼
+∞− cos (k(R0 −R)) (4.3.14)
et
ℑm
(
ei(χR0−χR)
)
= sin (k(R0 −R)) . (4.3.15)
On déduit donc de (4.3.13), (4.3.14) et (4.3.15) que lorsque k →∞,
detMr,θ ∼
+∞−
4k
π
√
RR0
eik(R−R0),
ce qui montre que lorsque k → ∞, on a toujours detMr,θ 6= 0. On a donc démontré le résultat
suivant.
Théorème 4.3.3. Supposons que Γ et Σ sont des cercles. Le problème (4.3.8) admet une unique
solution u pour toute onde incidente uinc de la forme (4.3.6) et k suffisamment grand.
Ce théorème fournit un exemple où on sait conclure à haute fréquence. Dans le cas général,
les coefficients αev et βev de la CLA ne vérifient pas les conditions suffisantes de l’alternative de
Fredholm et dans la continuation de cette thèse, il serait intéressant de relâcher ces conditions.
4.4 Étude d’erreur : calcul du coefficient de réflexion pour le cercle
Dans cette section, on propose d’analyser les performances de la condition (4.2.2) dans le cas
d’une couronne. Pour cela, on va calculer trois quantités différentes.
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• La première est notée errscat,
errscat =
(
M∑
m=0
|bappm |2
)1/2
; (4.4.1)
Si on calculait la solution exacte, on aurait errscat = 0 car les coefficients b
app
m sont asso-
ciés aux fonctions de Hankel rentrantes qui n’interviennent pas dans la représentation de la
solution exacte. Ainsi, plus errscat sera petite, plus la condition sera performante.
• La seconde, notée errtrans, est définie par
errtrans =
(
M∑
m=0
|aappm − aexm|2
)1/2
(
M∑
m=0
|aappm |2
)1/2 ; (4.4.2)
Elle représente l’erreur relative L2 sur les coefficients des fonctions de Hankel sortantes.
Bien évidemment, (4.4.1) et (4.4.2) sont fortement corrélées au sens où elles tendent vers 0
en même temps.
• La dernière, notée errsol, est donnée par
errsol =
(
M∑
m=0
|uappm − uexm|2
)1/2
(
M∑
m=0
|uappm |2
)1/2 . (4.4.3)
Elle représente l’erreur relative globale L2.
Nous nous intéressons dans un premier temps aux variations de errsol en fonction de β pour diffé-
rentes valeurs de k et de δ. Le paramètre δ permet de quantifier la distance séparant l’obstacle de
la frontière artificielle. Ici, on a R = δR0 où R0 désigne le rayon du cercle Γ et R celui du cercle
Σ. Nous rappelons que dans tous les tests numériques que nous présentons, la frontière artificielle
est obtenue par une homothétie de l’obstacle de rapport δ > 1. Sur les figures 4.1, 4.2, 4.3 et 4.4,
nous représentons errsol en fonction de β, respectivement pour (k, δ)=(0.5,1.5), (1,2), (3,2.5) et
(10,2). Le comportement de l’erreur est le même quelles que soient les valeurs de k et de δ. Elle
décroît pour de petites valeurs β, atteint un minimum puis croît faiblement et semble finalement
se stabiliser pour de grandes valeurs de β. Il existerait donc une valeur optimale de β que nous
appellerons par la suite βopt. Cette valeur semble augmenter avec la fréquence. Pour confirmer
cette observation, nous avons représenté βopt en fonction de k pour différentes valeurs de δ (de
1.1 à 3) sur la figure 4.5. Même si βopt n’est pas monotone par rapport à k, il semble clair qu’il
est globalement croissant pour k ≥ 1. La dépendance de βopt vis-à-vis de δ est moins évidente à
analyser. Pour illustrer cela, nous avons représenté βopt en fonction de δ pour différentes valeurs
de k (de 0.5 à 7) sur la figure 4.6. Au vu de ce résultat, il ne nous est pas possible d’affirmer que
βopt croît ou décroît en fonction de δ. Remarquons cependant que βopt varie peu lorque k est petit
et oscille plus fortement pour k grand.
Nous allons maintenant comparer l’efficacité des différentes conditions étudiées jusqu’à pré-
sent. Pour cela, nous représentons les variations des erreurs errtrans, errscat et errsol, obtenues pour
la condition de Sommerfeld, la condition avec la courbure et la condition prenant en compte les
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FIG. 4.1 – β vs errsol : k=0.5, δ=1.5
FIG. 4.2 – β vs errsol : k=1, δ=2
FIG. 4.3 – β vs errsol : k=3, δ=2.5
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FIG. 4.4 – β vs errsol : k=10, δ=2
FIG. 4.5 – β optimal vs δ
FIG. 4.6 – β optimal vs k
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ondes évanescentes en fonction de δ sur les figures 4.7, 4.8, 4.9 et 4.10, respectivement pour
k = 0.5, 1, 5, 10.
Remarquons qu’à l’exception de la condition de Sommerfeld, toutes les conditions produisent
une erreur similaire pour δ grand. Par contre, lorsque la frontière artificielle est proche de l’obs-
tacle, la prise en compte des ondes évanescentes améliore significativement la précision de la
solution.
Conclusion. En effectuant des calculs analytiques, possibles sur le cercle, nous avons donc
montré que la condition (4.2.2) améliore la qualité de la solution, notamment quand on rapproche
la frontière artificielle de l’obstacle. Il semblerait qu’il existe une valeur optimale βopt de β qui
croît avec k. Par contre, nous n’avons pas réussi à exhiber un quelconque comportement de βopt
en fonction du paramètre d’éloignement δ. À la section suivante, nous nous intéressons à la mise
en oeuvre de la condition (4.2.2) dans une formulation variationnelle discrétisée par éléments finis
discontinus.
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FIG. 4.7 – k=0.5
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FIG. 4.8 – k=1
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FIG. 4.9 – k=5
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FIG. 4.10 – k=10
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4.5 Mise en oeuvre par éléments finis discontinus
Nous avons choisi d’intégrer les nouvelles conditions de radiation dans une formulation IPDG
de l’équation d’Helmholtz. Ce choix s’est fait naturellement car il s’agissait ainsi d’adapter le code
développé pour le cas temporel. Cependant, l’adaptation requise n’est pas triviale. En effet, même
si les matrices qui interviennent sont les mêmes, le système algébrique résultant est différent. En
temporel, on doit inverser à chaque itération la matrice de masse qui est diagonale par blocs quelles
que soient les conditions aux limites absorbantes utilisées (cf. chapitre 2). On peut donc inverser
et résoudre le système localement, c’est-à-dire maille par maille. Dans le cas stationnaire qui nous
préoccupe, on doit résoudre le système matriciel
(k2M +K +B)U = F (4.5.1)
où B est une matrice complexe qui représente la condition de radiation. Les matrices M , B et
K ont déjà été définies au chapitre 2. C’est pourquoi nous ne donnons pas l’expression de leurs
coefficients et renvoyons à cette partie. La matrice à inverser n’est pas hermitienne et de plus, elle
n’est pas diagonale par blocs. La perte de cette dernière propriété est due à la matrice de raideur K
et le caractère non hermitien est hérité de la condition de radiation. En plus de ces inconvénients,
le mauvais conditionnement de la matrice k2M + K + B nous a convaincu de privilégier une
méthode de décomposition directe de type LU pour résoudre le système.
Signalons cependant qu’une des difficultés posée par l’équation d’Helmholtz est qu’il s’agit d’une
équation faiblement elliptique. Cette propriété se traduit par la nécessité de raffiner fortement le
maillage quand la fréquence k augmente. Le raffinement du maillage doit varier plus que linéai-
rement avec la fréquence, c’est-à-dire qu’une multiplication par deux de la fréquence nécessite
une division du pas d’espace par plus que deux. Quand on sait qu’en dimension deux, le nombre
de mailles et donc la place mémoire varient comme le carré du pas d’espace, il est évident qu’il
faut utiliser des méthodes permettant une utilisation optimale de la place mémoire. Pour cela, nous
devons tirer parti au maximum du caractère creux des matrices M , K et B. En remarquant que
les éléments non nuls de M et de B sont aussi des éléments non nuls de K, il est suffisant d’étu-
dier la structure de K. La forme bilinéaire a associée à K est telle que a(φi, φj) est non nulle
uniquement si φj est une fonction de base appartenant au même élément que φi ou à un de ses
voisins. Chaque triangle ayant au plus trois voisins, il est clair que pour un triangle K, il suffit de
stocker quatre blocs de taille nφ × nφ, où nφ est le nombre de fonctions de base sur un élément.
Le premier bloc correspond aux interactions entre les fonctions de base de K, les trois suivants
aux interactions entre ces fonctions de base et celles des voisins de K. Nous pouvons également
tirer partie du caractère symétrique des trois matrices M , B et K. Même si le gain n’est pas aussi
important qu’avec des matrices hermitiennes, nous pouvons ainsi quand même diviser le stockage
pratiquement par deux.
Après avoir pris en compte toutes ces propriétés, nous avons dû trouver un solveur linéaire
adapté. Parmi ceux que nous avons testé, MUMPS (MUltifrontal Massively Parallel sparse direct
Solver), http://graal.ens-lyon.fr/MUMPS/index.php?page=home, nous a paru
le plus approprié. Pour des valeurs de k allant jusqu’à 50, nous avons pu nous limiter à des calculs
séquentiels, mais pour pouvoir considérer des valeurs de l’ordre de la centaine, nous avons dû nous
tourner vers le calcul parallèle, non pour des raisons de temps de calcul, mais pour augmenter la
capacité mémoire en profitant de celle de plusieurs ordinateurs.
Nous précisons que toutes ces considérations sont valables pour des calculs en dimension
deux. En dimension trois, l’augmentation de la mémoire nécessaire au calcul est telle que les mé-
thodes directes ne sont pas envisageable pour des hautes fréquences. Il faut donc se tourner vers
des méthodes itératives malgré les inconvénients décrits ci-dessus. Une alternative serait d’utiliser
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des méthodes dites hybrides, combinant résolution directe et itérative, comme celles développées
par l’équipe HIEPACS [3]. Nous ne traiterons pas cette question ici et nous nous limiterons au cas
2D.
4.5.1 Le cas d’un anneau
Dans cette partie, nous nous intéressons à la simulation numérique de la diffraction d’une onde
autour d’un obstacle circulaire. On compare les différentes conditions étudiées dans ce chapitre.
Afin de pouvoir calculer l’erreur réalisée, il nous faut comparer les solutions approchées avec une
solution exacte. Ainsi, nous allons considérer les mêmes conditions sur Γ que celles utilisées dans
le paragraphe précédent à savoir :
u = −uinc
dans le cas d’une donnée de Dirichlet sur Γ et
∂nu = −∂nuinc
dans le cas d’une donnée de Neumann sur Γ.
4.5.1.1 Une condition de Dirichlet sur Γ
Nous avons choisi de comparer les performances des différentes conditions en fonction de la
fréquence pour différentes valeurs δ de l’éloignement de la frontière artificielle. Pour cela, nous
calculons l’erreur L2 relative dans Ω définie par
‖uapp − uex‖L2(Ω)
‖uex‖L2(Ω)
.
La solution approchée est calculée à l’aide d’une méthode IPDG alors que la solution exacte est
donnée par
uex(r, θ) = −
+∞∑
m=0
ǫm(−i)m Jm(kR0)
H(1)m (kR0)
H(1)m (kr) cos(mθ).
Dans la suite du chapitre, chaque fois que nous aurons à évaluer de telles fonctions, nous les
tronquerons à un certain rangM judicieusement choisi et nous évaluerons les fonctions de Bessel à
l’aide de la librairie Fortran Specfun (http://www.netlib.org/specfun/). Les résultats
obtenus sont présentés dans le tableau 4.1 pour δ = 1.5, dans le tableau 4.2 pour δ = 2 et dans le
tableau 4.3 pour δ = 3. On observe dans un premier temps que, comme on pouvait s’y attendre,
plus la frontière est éloignée de la frontière de l’obstacle, plus les erreurs sont petites.
Lorsque δ = 1.5, c’est-à-dire lorsque la frontière est très proche de l’obstacle, les erreurs
sont de l’ordre de 10 à 15 % pour des hautes fréquences quelles que soient les CLA considérées.
Dans cette configuration, les conditions prenant en compte la courbure et les ondes évanescentes
n’améliorent la précision de la condition de Sommerfeld qu’à basse fréquence.
Lorsqu’on éloigne la frontière artificielle, pour δ = 2 et 3, les erreurs sont alors de l’ordre
de 3% pour les hautes fréquences. Là encore, les conditions avec courbure ou avec ondes évanes-
centes sont meilleures que la condition de Sommerfeld à basse fréquence.
Finalement, la condition prenant en compte les ondes évanescentes n’est pas significativement
plus précise que la condition avec courbure.
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k Sommerfeld C-ABC prop-ev
0.5 10.34 3.81 3.14
1 11.36 2.77 6.84
3 10.86 5.77 7.26
5 10.47 9.08 14.2
7 12.08 11.49 10.67
10 11.85 10.83 10.16
15 10.29 9.95 9.29
TAB. 4.1 – Erreur relative L2 ( en % ) - δ=1.5
k Sommerfeld C-ABC prop-ev
0.5 10.98 2.51 2.85
1 13.39 2.19 6.43
3 9.31 4.08 5.36
5 7.13 5.06 5.90
7 6.84 6.52 6.88
10 5.90 5.78 6.30
15 3.57 3.24 2.85
TAB. 4.2 – Erreur relative L2 ( en % ) - δ=2
k Sommerfeld C-ABC prop-ev
0.5 17.01 3.12 6.87
1 11.48 2.98 5.08
3 4.81 2.75 3.41
5 4.07 2.68 2.96
7 3.69 2.48 2.59
10 2.03 2.45 2.16
15 2.83 2.55 2.88
TAB. 4.3 – Erreur relative L2 ( en % ) - δ = 3
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4.5.1.2 Une condition de Neumann sur Γ
Pour nous assurer que les conclusions précédentes ne dépendaient pas de la condition de bord
sur l’obstacle, nous avons choisi de reproduire les expériences en considérant une condition de
Neumann. Nous n’explicitons pas ici la forme de la solution exacte, mais le principe de son calcul
est similaire à celui de la section précédente. Nous avons ici également voulu montrer les perfor-
mances de la nouvelle CLA à haute fréquence et nous avons fait des tests pour k = 50 et k = 100
avec δ = 1.5. Nous n’avons pas testé d’autres valeurs de δ à haute fréquence car nous devions uti-
liser un maillage très fin qui contenait trop d’éléments lorsque la frontière était loin de l’obstacle.
k Sommerfeld C-ABC prop-ev
0.5 159.68 48.00 20.79
1 26.10 9.77 7.09
3 17.99 13.50 9.42
5 4.82 3.36 4.40
7 15.18 14.87 10.42
10 14.39 13.87 11.61
15 8.11 7.54 8.37
50 10.34 10.26 8.54
100 10.48 10.49 8.82
TAB. 4.4 – Erreur relative L2 ( en % ) - δ=1.5
k Sommerfeld C-ABC prop-ev
0.5 82.37 19.18 13.57
1 20.72 7.78 8.41
3 9.22 7.71 6.92
5 6.66 6.23 6.13
7 5.19 5.14 5.99
10 4.27 3.50 5.83
15 5.56 5.19 4.87
TAB. 4.5 – Erreur relative L2 ( en % ) - δ=2
Qualitativement, les remarques sont les mêmes que pour la condition de Dirichlet. Les condi-
tions avec courbure et avec ondes évanescentes sont meilleures que la condition de Sommerfeld
à basse fréquence et donnent des résultats similaires à haute fréquence. Notons cependant que
l’amélioration est bien plus forte que dans le cas de la condition de Dirichlet. Ici encore, éloigner
la frontière améliore la précision des CLA et la condition avec ondes évanescentes n’améliore pas
significativement les performances de la condition avec courbure.
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k Sommerfeld C-ABC prop-ev
0.5 12.76 3.83 3.84
1 14.56 2.20 2.09
3 3.94 1.80 2.27
5 2.85 2.22 2.50
7 3.70 3.56 3.28
10 3.90 3.58 4.11
15 4.76 4.55 4.74
TAB. 4.6 – Erreur relative L2 ( en % ) - δ=3
4.5.2 Le cas d’une frontière elliptique
Nous supposons ici que la frontière est une ellipse, toujours notée Γ. Les coordonnées ellip-
tiques peuvent être liées aux coordonnées cartésiennes (x, y) par les relations :
x = a cos θ
y = b sin θ
où θ ∈ [0, 2π[, z ∈ R, a est le grand rayon de l’ellipse et b le petit rayon de l’ellipse qui sont
définis par :
a = f cosh ξ
b = f sinh ξ
Le nombre ξ est un réel strictement positif et f est la distance interfocale de l’ellipse qui vérifie :
f =
√
a2 − b2
Une ellipse donnée est paramétrée par {ξ = constante}. On définit alors l’excentricité e en ξ = ξ0
par :
e =
1
cosh ξ0
=
√
1− b
2
a2
L’excentricité e caractérise l’allongement de la frontière. Elle satisfait 0 < e < 1. Lorsque e→ 0,
l’ellipse dégénère en un cercle et lorsque e→ 1, l’ellipse dégénère en un segment de longueur 2f .
Dans le système de coordonndées elliptiques (ξ, θ), la frontière Γ est repérée par ξ = ξ0 et son
excentricité est notée eΓ = 1cosh ξ0 . On note u
ex le champ diffracté exact.
La frontière artificielle Σ est, elle aussi, elliptique et est repérée par ξ = ξ1. Son excentricité
eΣ est définie par eΣ =
1
cosh ξ1
.
4.5.2.1 Expression des différents champs acoustiques
De la même manière que dans le cas d’un obstacle circulaire, on peut calculer
Décomposition de la solution exacte uex
On rappelle que le champ diffracté exact uex est solution du problème exact, c’est-à-dire du
problème posé en domaine non borné Ω+, complémentaire dans R2 de l’obstacle elliptique :
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
∆uex + k2uex = 0 dans Ω+
uex = −uinc sur Γ
lim
|x|→+∞
|x|1/2
[
x
|x| · ∇u− iku
]
= 0
Le problème exact est posé en domaine infini et la condition de Sommerfeld [71] posée à
l’infini garantit l’unicité de uex. L’existence de uex a été démontrée dans [59] par exemple.
Dans le cas présent, la solution exacte peut s’exprimer comme un développement asymptotique
de modes sortants R(3)m (kf, cosh ξ), indépendants les uns des autres. En effet, il est démontré dans
[25], Eq. (3.4), que la solution uex peut s’écrire de la façon suivante :
uex =
+∞∑
m=−∞
dexm u
(3)
m (kf, cosh ξ, cos θ) (4.5.2)
où u(3)m (kf, cosh ξ, cos θ) est définie par
u(3)m (kf, cosh ξ, cos θ) = R
(3)
m (kf, cosh ξ)
Sm (kf, cos θ)√
Nm
(4.5.3)
et le coefficient dexm est donné, ∀m ∈ N, par :
dexm =
√
8π (−i)|m|+2 R
(1)
m (kf, cosh ξ0)Sm (kf, cos θ0)√
NmR
(3)
m (kf, cosh ξ0)
. (4.5.4)
On rappelle que sur la surface elliptique {ξ = ξ0}, cosh ξ0 = e−1Γ et kf = eΓkaΓ où aΓ est le
demi axe principal de cette ellipse et eΓ sont excentricité.
Les fonctions R(3)m , Smont été respectivement définies Eqs. (B.8.4), (B.8.5) de l’annexe et Nm
(B.8.6) toujours en annexe.
Décomposition de l’onde incidente uinc
On suppose que l’onde incidente, donnée sur Γ, est du type onde plane :
uinc = eikf cosh ξ(cos θ cos θ0+tanh ξ sin θ sin θ0) (4.5.5)
oû θ0 est l’angle d’incidence.
On sait d’après Stratton (cf Eq. (84) p 386 dans [73]) que, tout comme le champ diffracté
exact, cette onde plane peut s’écrire comme une superposition de modes découplés :
uinc =
+∞∑
m=−∞
dincm u
(1)
m (kf, cosh ξ, cos θ) (4.5.6)
où
u(1)m (kf, cosh ξ, cos θ) = R
(1)
m (kf, cosh ξ)
Sm (kf, cos θ)√
Nm
(4.5.7)
et, ∀m ∈ N :
dincm =
√
8π i|m|
Sm (kf, cos θ0)√
Nm
(4.5.8)
La fonction R(1)m est définie par (B.8.4) en annexe.
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4.5.2.2 Résultats numériques
Nous calculons à nouveau la solution approchée par une méthode de type IPDG. Comme dans
le cas de l’anneau, nous évaluons l’erreur L2 relative dans Ω définie par
‖uapp − uex‖L2(Ω)
‖uex‖L2(Ω)
.
Pour évaluer les fonctions de Mathieu, nous utilisons les routines disponibles à l’adresse : http ://iris-
lee3.ece.uiuc.edu/ jjin/jin_home.html. Dans le cas particulier de l’ellipse, les calculs ne sont pas
faits pour des fréquences supérieures à k = 3 car au-delà, les fonctions de Mathieu sont numé-
riquement instables et la solution exacte que l’on calcule n’est plus valable. En effet, pour nous
en assurer, nous avons comparé les valeurs de la solution exacte sur le bord de l’obstacle à e−ikx,
qui conïncide avec l’onde incidente. Pour k > 3, les valeurs données par la solution exacte ne
correspondent pas aux valeurs de e−ikx. Par conséquent, nous n’avons pas poussé plus loin l’ana-
lyse pour des valeurs de k>3. Nous présentons les erreurs pour δ = 1.5, 2 et 3, respectivement
dans les Tab. 4.7, 4.8 et 4.9. On remarque que, comme pour le cas de l’anneau, la condition
k Sommerfeld C-ABC prop-ev
0.5 15.20 5.07 4.32
1 18.33 13.20 11.11
2 16.75 15.85 8.68
3 19.34 18.56 9.06
TAB. 4.7 – Erreur relative L2 ( en % ) - δ=1.5
k Sommerfeld C-ABC prop-ev
0.5 18.21 6.87 7.17
1 16.80 11.49 7.57
2 15.27 12.72 14.45
3 18.83 18.11 15.65
TAB. 4.8 – Erreur relative L2 ( en % ) - δ=2
k Sommerfeld C-ABC prop-ev
0.5 12.95 10.28 6.28
1 13.84 13.57 10.77
2 16.77 14.94 11.97
3 15.48 13.16 12.83
TAB. 4.9 – Erreur relative L2 ( en % ) - δ=3
avec courbure et la conditions prenant en compte les ondes évanescentes sont meilleures que la
condition de Sommerfeld à basse fréquence. À plus haute fréquence les trois conditions présentent
des performances similaires. Un résultat intéressant concerne le cas δ = 1.5, c’est-à-dire avec la
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frontière très proche de l’obstacle. Dans cette configuration, le fait de modéliser les ondes éva-
nescentes améliore clairement les résultats obtenus avec la courbure (l’erreur est divisée par deux
pour k = 2 et 3). Pour analyser ce résultat un peu plus précisément, il faut reprendre les erreurs
obtenues pour δ = 1.5 dans le cas de l’anneau, Tab.4.1. On voit alors que l’erreur obtenue avec la
courbure est beaucoup plus forte pour l’ellipse que pour le cercle (on observe un rapport de 6 pour
k = 1) alors que la condition avec les ondes évanescentes est peu perturbée par la différence de
géométrie. Prendre en compte les ondes évanescentes pourrait donc permettre de considérer des
frontières plus proches de l’obstacle.
4.6 Les ondes rampantes
Les conditions construites précédemment ne représentent pas les ondes rampantes. Dans le cas
harmonique, il est tout particulièrement intéressant de rapprocher la frontière artificielle, notam-
ment à haute fréquence car on peut ainsi réduire l’espace mémoire utilisé en limitant de nombre
de ddl. Dans ce cas, des ondes rampantes peuvent être générées et il pourrait donc être judicieux
de les prendre en compte dans la condition de radiation.
4.6.1 Fonctions d’Airy
Dans un premier temps, on introduit des fonctions spéciales adaptées à l’étude des ondes ram-
pantes. Ces fonctions seront très utiles par la suite pour décrire le comportement de la solution de
l’équation des ondes dans la zone de fréquence qui annule ω2 − ξ2. En effet, nous verrons que
le symbole principal de l’équation des ondes satisfait une équation d’Airy dans cette région spé-
cifique. C’est pour cela que dans ce paragraphe, nous nous intéressons aux principales propriétés
des fonctions d’Airy.
La fonction d’Airy a été introduite par l’astronome britannique George Biddell Airy dans ses cal-
cul d’optique en physique [6]. En effet, la fonction d’Airy décrit la forme de l’intensité à proximité
d’une caustique directionnelle, comme dans le cas de l’arc-en-ciel.
La fonction d’Airy notée Ai(x) et la fonction Bi(x), aussi appelée fonction d’Airy de seconde
espèce, sont solutions de l’équation différentielle
d2y
dx2
− xy = 0 (4.6.1)
connue sous le nom d’équation d’Airy. Cette équation est la plus simple des équations différen-
tielles linéaires du second degré avec un point stationnaire.
Pour des valeurs de x réelles, la fonction d’Airy est définie par l’intégrale oscillante
Ai(x) =
1
π
∫ +∞
0
cos
(
1
3
t3 + xt
)
dt,
qui est l’unique solution tempérée (à une constante près) de l’équation (4.6.1). En ce qui concerne
la fonction d’Airy de seconde espèce, on a
Bi(x) =
1
π
∫ +∞
0
[
exp
(
−1
3
t3 + xt
)
+ sin
(
1
3
t3 + xt
)]
dt
qui a les mêmes amplitudes d’oscillations que Ai(x) quand x tend vers −∞ mais qui diffère en
phase de π/2.
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Le comportement asymptotique des fonctions d’Airy quand x tend vers +∞ est donné par les
formules asymptotiques suivantes
Ai(x) =
e−
2
3
x3/2
2
√
πx1/4
+∞∑
k=0
(−1)kck
(
2
3
x3/2
)−k
,
et
Bi(x) =
e
2
3
x3/2
√
πx1/2
+∞∑
k=0
ck
(
2
3
x3/2
)−k
,
où c0 = 1 et
ck =
Γ(3k +
1
2
)
54kk!Γ(k +
1
2
)
.
Ici, Γ(·) représente la fonction Gamma définie par
Γ : x ∈ R 7−→
∫ +∞
0
tx−1e−tdt.
Lorsque x est positif, Ai(x) est une fonction positive, convexe et exponentiellement décroissante
vers zéro, alors que Bi(x) est une fonction positive, convexe et exponentiellement croissante.
Quand x est négatif, Ai(x) et Bi(x) oscillent autour de zéro avec des fréquences augmentant de
façon constante et des amplitudes diminuant de façon constante.
De plus, les valeurs de Ai(x) et Bi(x) ainsi que de leurs dérivées pour x = 0 sont données par
Ai(0) =
1
32/3Γ
(
2
3
) , Ai′(0) = − 1
31/3Γ
(
1
3
) , (4.6.2)
et
Bi(0) =
1
31/6Γ
(
2
3
) , Bi′(0) = 31/6
Γ
(
2
3
) .
Nous sommes maintenant en mesure de construire une nouvelle CLA prenant en compte les ondes
rampantes.
4.6.2 Une nouvelle condition
Dans ce paragraphe, on réalise un développement asymptotique pour construire une CLA pre-
nant en compte les ondes rampantes [24] car la technique de microdiagonalisation ne peut pas être
appliquée dans ce cas précis.
L’idée consiste à ne considèrer que le symbole principal de l’équation des ondes au voisinage de
Σ donné par :
k2u+ ∂2ru+ h
−2∂2su = 0,
où on rappelle que h := 1 + rκ(s) avec κ(s) la courbure associée à Σ.
On sait qu’au voisinage de Σ, la coordonnée radiale r est très petite. Ainsi, on peut utiliser un
développement de Taylor à l’ordre 1 sur le terme h−2 et on obtient
h−2 ∼ 1− 2rκ(s) +O(r2).
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Par conséquent, on obtient une approximation du symbole principal de l’équation des ondes en
combinant les deux équations précédentes
k2u+ ∂2ru+ (1− 2rκ(s)) ∂2su = 0.
Maintenant, on applique une transformée de Fourier en la coordonnée curviligne s et on ne
conserve que la partie principale. Lorsque κ(s) est constant, la transformée de Fourier en la coor-
donnée curviligne s donne
∂2r û+
[
k2 − ξ2 (1− 2rκ(s))] û = 0, (4.6.3)
En première approximation, on utilisera l’équation (4.6.3) pour calculer la transformée de Fourier
de la solution approchée du problème d’ondes qui est une équation d’Airy car k2−ξ2 (1− 2rκ(s))
est linéaire par rapport à la variable radiale r. On peut alors montrer le théorème suivant.
Théorème 4.6.1. Les solutions de (4.6.3) qui vérifient la condition de radiation sortante s’écrivent,
û = AAi
(
(iξ)2/3 (2κ(s))1/3
(
r +
k2 − ξ2
2ξ2κ(s)
))
, (4.6.4)
où A est une constante qui dépend des données.
Démonstration. Comme uˆ satisfait une équation d’Airy, uˆ peut s’écrire comme une combinaison
linéaire de la fonction d’Airy Ai et de la fonction d’Airy de seconde espèce Bi. Par conséquent,
il vient que
û = AAi(α(ω, s)r + β(ω, s)) +BBi(α(ω, s)r + β(ω, s)),
où A, B, α et β sont des constantes par rapport à la variable r à déterminer.
Dans le paragraphe 4.6.1, nous avons vu que Ai décroît exponentiellement vers zéro en l’infini
alors que Bi croît exponentiellement. Comme û vérifie la condition de radiation à l’infini, la
fonction d’Airy de seconde espèce Bi doit s’annuler et on obtient donc B = 0.
Il vient alors que û peut s’écrire sous la forme
û = AAi(α(k, s)r + β(k, s)). (4.6.5)
Pour déterminer l’expression de α et β, on évalue ∂2r û à l’aide de (4.6.5) et on identifie avec
(4.6.3). On pose alors X = α(k, s)r + β(k, s). Il vient
∂rû = Aα(k, s)Ai
′(X)
et
∂2r û = A (α(k, s))
2Ai′′(X),
qui peut se réécrire comme
∂2r û = A (α(k, s))
2XAi(X), (4.6.6)
puisque Ai est solution de l’équation d’Airy et que donc Ai′′(z) = zAi(z) pour tout z.
À présent, en incorporant (4.6.6) et (4.6.5) dans (4.6.3), on obtient
A
[
(α(k, s))3 r + (α(k, s))2 β(k, s))
]
Ai(X)+[
k2 − ξ2 (1− 2rκ(s))]AAi(X) = 0,
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i.e. comme A 6= 0
(α(k, s))3 r + (α(k, s))2 β(k, s)) + k2 − ξ2 (1− 2rκ(s)) = 0.
Par identification, il vient (α(k, s))
3 = −2ξ2κ(s);
(α(k, s))2 β(k, s)) = −k2 + ξ2;
c’est-à-dire 
α(k, s) = (iξ)2/3 (2κ(s))1/3 ;
β(k, s)) =
−k2 + ξ2
(iξ)4/3 (2κ(s))2/3
.
Pou bien définir α, on doit préciser quel sens on donne à (i)2/3. A priori, l’équation z3 = −1 a
trois racines. On ne retient que la solution dont la partie imaginaire est négative. Ainsi, on pose
(i)2/3 = e−iπ/3 et on a donc
α(k, s) = e−iπ/3 (ξ)2/3 (2κ(s))1/3 ;
β(k, s)) =
−k2 + ξ2
e−2iπ/3 (ξ)4/3 (2κ(s))2/3
.
Ensuite, on obtient que
û = AAi
(
(iξ)2/3 (2κ(s))1/3
(
r +
k2 − ξ2
2ξ2κ(s)
))
,
ce qui achève la preuve du théorème 4.6.1.
Posons ζr = r +
k2−ξ2
2ξ2κ(s)
. On a alors :
∂rû = (iξ)
2/3 (2κ(s))1/3
Ai′((iξ)2/3 (2κ(s))1/3 ζr)
Ai((iξ)2/3 (2κ(s))1/3 ζr)
.
On obtient alors le symbole de l’opérateur DtN sur Σ en posant r = 0 ie i.e.
σ(DtN) = (iξ)2/3 (2κ(s))1/3
Ai′((iξ)2/3 (2κ(s))1/3 ζ0)
Ai((iξ)2/3 (2κ(s))1/3 ζ0)
.
Nous sommes donc en mesure d’exprimer l’opérateur DtN correspondant
Théorème 4.6.2. L’opérateur DtN s’écrit au voisinage des points “glancing” sous la forme :
∂rû = (iξ)
2/3 (2κ(s))1/3
Ai′((iξ)2/3 (2κ(s))1/3 ζ0)
Ai((iξ)2/3 (2κ(s))1/3 ζ0)
û.
Corollaire 4.6.3. Lorsqu’on regarde le point “glancing”, et qu’on suppose ξ = k, le symbole
vaut :
σξ=k(DtN) = (iξ)
2/3 (6κ(s))1/3
Γ(2/3)
Γ(1/3)
.
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Démonstration. On sait que lorsqu’on regarde le point “glancing”
∂rû = (iξ)
2/3 (2κ(s))1/3
Ai′((iξ)2/3 (2κ(s))1/3 ζ0)
Ai((iξ)2/3 (2κ(s))1/3 ζ0)
û.
et si ξ = k, ζ0 = 0. On obtient donc *
σξ=k(DtN) = (iξ)
2/3 (2κ(s))1/3
Ai′(0)
Ai(0)
.
En utilisant les expressions de Ai(0) et Ai′(0) données en (4.6.2), on obtient
σξ=k(DtN) = (iξ)
2/3 (6κ(s))1/3
Γ(2/3)
Γ(1/3)
.
ce qui termine la preuve du théorème 4.6.3.
Ce corollaire nous incite alors à proposer, pour les applications, de modéliser les ondes ram-
pantes au voisinage de Σ par la condition aux limites
∂nu = − (ik)2/3 (6κ(s))1/3 Γ(2/3)
Γ(1/3)
u (4.6.7)
Pour obtenir cette condition, il suffit d’utiliser le corollaire précédent en appliquant une transfor-
mée de Fourier inverse en s.
À présent, pour obtenir une condition prenant en compte à la fois les ondes propagatives et
les ondes rampantes, il nous reste à composer la condition (4.6.7) avec la C-ABC comme nous
l’avons précédemment fait dans le chapitre 3. Il vient
Proposition 4.6.4. Une CLA du second-ordre prenant en considération les ondes propagatives et
les ondes rampantes s’écrit sous la forme(
∂n + cr(ik)
2/3
)(
−ik + ∂n + κ(s)
2
)
u = 0 sur Σ, (4.6.8)
avec
cr := (6κ(s))
1/3 Γ (2/3)
Γ (1/3)
. (4.6.9)
Nous pouvons maintenant introduire une nouvelle famille de CLA que nous appellerons com-
plètes car elles tiennent compte des trois types d’ondes.
Proposition 4.6.5. Une famille de CLA complètes s’écrit sous la forme(
∂n + crk
2/3
)
(∂n + β)
(
−ik + ∂n + κ(s)
2
)
u = 0 sur Σ. (4.6.10)
Pour la mise en oeuvre de la condition (4.6.8), on procéde comme à la section 4.4. On déve-
loppe l’expression de la condition et on élimine le terme ∂2n de façon à exprimer ∂n en fonction de
u via un opérateur différentiel. On obtient ainsi une reformulation de (4.6.8) qui s’écrit :
∂nu = αramp∂
2
su+ βrampu
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avec
αramp =
(
−ik + κ(s)
2
+ cr(ik)
2/3
)−1
et
βramp =
−k2 + (ik)2/3cr
(
−ik + κ(s)2
)
−ik + κ(s)2 + cr(ik)2/3
La condition (4.6.10) est plus compliquée à mettre en oeuvre et pour éviter la discrétisation d’opé-
rateurs différentiels d’ordre supérieurs à 2, on introduit une inconnue auxiliaire ψ. Celle-ci ne doit
être calculée que sur le bord Σ, ce qui signifie que les coûts de calcul resteront raisonnables. On
obtient  ∂nu− iku+
κ(s)
u = ψ(−∂2s + γcomp)ψ = αcomp∂2su+ βcompu sur Σ. (4.6.11)
avec
αcomp = −
(
κ(s)− β − (ik)2/3cr
)
,
βcomp =
κ(s)2
4
(
3κ(s)− β − (ik)2/3cr − iκ(s)
2
2
k
)
et
γcomp =
κ(s)
2
(
3κ(s)− β − (ik)2/3cr
)
+ ik
(
κ(s)− β − (ik)2/3cr
)
− k2 + β(ik)2/3cr.
4.6.3 Une condition OSRC
L’idée de prendre en compte les modes rampants a été proposée dans [10, 34] dans le cadre
OSRC. Les auteurs ont montré qu’il existe un paramètre ǫ optimal donné explicitement en fonction
de k et de la courbure κ(s) :
ǫopt = 0.4k
1/3κ(s)2/3.
La démonstration n’est faite que dans le cas où Γ est un cercle. Elle s’appuie sur le développement
de la solution en fonctions de Hankel et les cadre OSRC est indispensable pour mener à bien la
démonstration. Il est très intéressant d’observer que l’analyse modale qui est menée dans [10, 34]
montre que le prolongement de DtN dans le plan complexe permet d’atténuer les modes rampants,
ce qui n’est pas possible dans le cas réél. Dans la pratique, les auteurs proposent alors d’utiliser
comme condition OSRC optimisée la condition
∂nu− iku+ 0.4k1/3κ(s)2/3u = 0, sur Γ(= Σ).
On plaque la frontière artificielle exactement sur la frontière Γ de l’obstacle. On se ramène ainsi à
résoudre une équation aux dérivées partielles sur Γ qui permet de calculer ∂nu|Γ si u|Γ est donné
ou u|Γ si ∂nu|Γ est donné. Le champ diffracté est ensuite reconstruit en utilisant une équation
intégrale [57]. L’étude réalisée dans [10, 34] s’appuie sur l’observation suivante. En première
approximation, le symbole de l’opérateur DtN s’écrit sur le cercle :
σ(DtN) = ik
√
1− ξ
2
k2
.
Cette approximation revient à approcher localement le cercle par son plan tangent. Elle n’est
valide que pour des fréquences (ξ, k) dans le cône de propagation, i.e., telles que k > |ξ|. Il
141
est alors possible de prolonger analytiquement ce symbole en dehors du cône en passant dans
le plan complexe grâce au changement de fréquence k → kǫ = k + iǫ. Bien évidemment, les
performances de la condition aux limites absorbantes vont dépendre du choix du paramètre ǫ.
Cette condition a été écrite dans le cadre OSRC et sa justification s’appuie sur le fait que Γ = Σ.
Toutefois, et certainement parce qu’elle est la seule dans la littérature à tenir compte des modes
rampants, nous avons souhaité utiliser cette condition dans un cadre CLA et la comparer avec
notre condition.
4.7 Coefficient de réflexion dans le cas du cercle
Nous reproduisons ici les mêmes calculs qu’à la section 4.4. Nous avons déjà exprimé la
décomposition de la solution exacte uex et de l’onde incidente uinc dans le cas particulier d’un
obstacle DR0 , disque centré à l’origine de rayon R0 et de frontière le cercle CR0 . La frontière
circulaire fictive CR1 est centrée à l’origine et de rayon R1. Il nous reste à regarder le cas de la
solution approchée qui, elle, dépend de la condition de bord.
La solution approchée peut s’écrire dans la couronne sous la forme
uapp(r, θ) =
+∞∑
m=0
ǫm (−i)m
[
aappm H
(1)
m (kr) + b
app
m H
(2)
m (kr)
]
cos(mθ). (4.7.1)
Il est alors utile de remarquer que la conditions sur Σ admet une écriture plus simple :
Proposition 4.7.1. Les conditions (4.6.8) et (4.6.10) peuvent se réécrire sous la forme simplifiée
∂nu
app
m = cmu
app
m .
Démonstration. La proposition 4.7.1 vient du fait que ∂2s =
1
R2
1
∂θ. Ainsi, ∂2su
app = −m2
R2
1
. La
condition (4.6.8) se réécrit donc sour la forme ∂nu = cmuavec
cm =
αrampm
2
R21
+ βramp
La condition (4.6.10) peut aussi se simplifier car dans le cas de la couronne, la solution uapp
donnée par (4.7.1) vérifie
∂2s (∂nu
app) =
1
R21
∂2θ (∂ru
app)
= −m
2
R21
∂ru
app.
On obtient donc l’expression simplifiée
∂nu
app
m = cmu
app
m
avec
cm =
(
ik − κ(s)
2
+ δcomp
)
et
δcomp =
κ(s)2
4
(
3κ(s)− β − (ik)2/3cr
)− κ(s)22 ik + m2R2
1
(
κ(s)− β − (ik)2/3cr
)
κ(s)
2
(
3κ(s)− β − (ik)2/3cr
)
+ ik
(
κ(s)− β − (ik)2/3cr
)− k2 − β(ik)2/3cr + m2R2
1
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On peut donc reprendre ce qui a été fait dans la section 4.4 de ce chapitre pour en conclure que
a
app
m =
−Jm(kR0)− bappm H(2)m (kR0)
H(1)m (kR0)
;
b
app
m =
Jm(kR0)Ψ
(1)
m (kR1)
H(1)m (kR0)Ψ
(2)
m (kR1)−H(2)m (kR0)Ψ(1)m (kR1)
.
(4.7.2)
avec, pour j = 1, 2,
Ψ(j)m (kr) = H
(j)
m (kr)
(
k
H(j)
′
m (kr)
H(j)m (kr)
− cm
)
.
Si l’on traite à présent le cas de la condition de Neumann sur Γ, on a
a
app
m =
−J ′m(kR0)− kbappm H(2)
′
m (kR0)
kH(1)
′
m (kR0)
;
b
app
m =
J ′m(kR0)Ψ(1)m (kR1)
k
(
H(1)
′
m (kR0)Ψ
(2)
m (kR1)−H(2)
′
m (kR0)Ψ
(1)
m (kR1)
) . (4.7.3)
Nous n’avons pas considéré le cas de l’ellipse, essentiellement pour des raisons de temps car
les calculs à faire sont techniquement identiques
4.7.1 Calcul numérique des coefficients aappm et b
app
m
Nous voulons maintenant comparer les performances des conditions prenant en compte les
modes rampants aux conditions étudiées précédemment. Nous reprenons donc la démarche pré-
sentée à la section 4.4 et nous étudions le comportement des trois quantités errscat, errtrans et errsol
définies respectivement en (4.4.1), (4.4.2) et (4.4.3). Nous représentons l’évolution de ces trois
quantités en fonction de la distance de la frontière à l’obstacle (pour δ variant de 1.1 à 4) pour
k=0.5, 1, 5 et 10 respectivement sur les figures 4.11, 4.12, 4.13 et 4.14. Nous présentons les ré-
sultats obtenus avec la condition de Sommerfeld, la condition avec courbure, la condition avec
les modes évanescents, la condition prenant en compte les modes propagatifs et rampants et la
condition complète. Nous avons également calculé les erreurs obtenues avec la condition OSRC
présentée à la section 4.6.3.
On remarque sur toutes les figures que les deux nouvelles conditions prenant en compte les
ondes rampantes sont nettement meilleures que les autres lorsque la frontière est proche de l’obs-
tacle. Il est intéressant de noter que ces deux conditions sont également meilleures que la condi-
tion OSRC. De plus il n’y a pas de différence significative entre la condition complète et celle
modélisant uniquement les modes propagatifs et rampants, ce qui semble indiquer qu’il n’est pas
nécessaire de modéliser les ondes évanescentes.
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FIG. 4.11 – k=0.5
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FIG. 4.12 – k=1
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FIG. 4.13 – k=5
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FIG. 4.14 – k=10
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4.8 Résultats numériques
A présent, on s’intéresse à l’implémentation des CLA prenant en compte les rampants dans
une méthode IPDG. La principale difficulté consiste à réécrire la condition sur Σ pour pouvoir les
coupler à la formulation variationnelle. Nous avons procédé de la façon suivante
• On vérifie après quelques calculs que la condition (4.6.8) prenant en compte les rampants et les
ondes propagatives peut se mettre sous la forme
∂nu =
k2 + ∂2s − cr(ik)5/3 − cr κ(s)2 (ik)2/3
−κ(s)2 + ik + cr(ik)2/3
u
Pour simplifier les calculs, nous introduisons provisoirement la fonction ψ, définie unique-
ment sur Σ, telle que ∂nu = ψ, c’est-à-dire(
−κ(s)
2
+ ik + cr(ik)
2/3
)
ψ =
(
k2 + ∂2s − cr(ik)5/3 − cr
κ(s)
2
(ik)2/3
)
u
Le système matriciel à résoudre s’écrit alors k
2MU +KU +BrampΨ = F
M rampΣ Ψ = K
ramp
Σ U
(4.8.1)
où M et K sont les matrices de masse et de raideur classiques que nous avons déjà décrites
etBramp,M rampΣ etK
ramp
Σ sont les matrices associé à la nouvelle CLA vérifiant (en utilisant
les fonctions de base vi et wj définies dans les chapitres précédents).
Bramp =
 ∑
σ∈Σabs
∫
σ
wivj

1 ≤ i ≤M
1 ≤ j ≤ N
,M rampΣ =
 ∑
σ∈Σabs
∫
σ
wiwj

1≤i,j≤M
,
KrampΣ =
b(vi, wj) + ∑
σ∈Σabs
∫
σ
(
k2 − cr(ik)5/3 − cr κ(s)
2
(ik)2/3
)
viwj

1 ≤ i ≤ N
1 ≤ j ≤M
.
La forme sesquilinéaire b correspond à la discrétisation de l’opérateur ∂2s . Elle est définie
par
c(u, v) =
∑
σ∈Σabs
∫
σ
∂su∂sv −
∑
σ∈Σi
∫
σ
(
{{∂su}} [[v]] + {{∂sv}} [[u]]− α2 [[u]] [[v]]
)
où α2 ∈ (R)+∗ désigne un coefficient de pénalisation [5].
La matrice M rampΣ étant diagonale par blocs, on peut calculer facilement son inverse et on
résout alors le système linéaire(
k2M +K +BrampM rampΣ
−1
KrampΣ
)
U = F (4.8.2)
• Pour la condition prenant en compte les trois types d’ondes, on réécrit la condition sous la forme
∂nu+ iku+
κ(s)
2
u = ψ
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où ψ est définie uniquement sur Σ et vérifie(
−k2 − ∂2s + (β − κ(s))ik −
κ(s)
2
(β − κ(s)) + cr
(
−κ(s)
2
+ ik + β
)
(ik)2/3
)
ψ =(
(β − κ(s))∂2s −
κ(s)2
4
(β − κ(s)) + cr
(
∂2s −
κ(s)2
4
)
(ik)2/3
)
u.
On aboutit alors à un système matriciel de la forme k
2MU +KU + CcompU +BcompΨ = F
M compΣ Ψ+D
comp
Σ Ψ = K
comp
Σ U
(4.8.3)
avec
Ccomp = −
 ∑
σ∈Σabs
∫
σ
(
ik +
κ(s)
2
)
viwj

1 ≤ i ≤ N
1 ≤ j ≤M
, Bcomp =
 ∑
σ∈Σabs
∫
σ
wivj

1 ≤ i ≤M
1 ≤ j ≤ N
,
M compΣ =
 ∑
σ∈Σabs
∫
σ
(
−k2 + (β − κ(s))ik − κ(s)
2
(β − κ(s))
+ cr
(
−κ(s)
2
+ ik + β
)
(ik)2/3
wiwj

1≤i,j≤M
,
DcompΣ = (b(wi, wj))1≤i,j≤M
KrampΣ =
−c(vi, wj) + ∑
σ∈Σabs
∫
σ
(
−κ(s)
2
4
(β − κ(s))
+ cr
(
∂2s −
κ(s)2
4
)
(ik)2/3
 viwj

1 ≤ i ≤ N
1 ≤ j ≤M
.
La forme sesquilinéaire c permet de discrétiser l’opérateur (β − κ(s))∂2s et est définie par
b(u, v) =
∑
σ∈Σabs
∫
σ
(β − κ(s))∂su∂sv
−
∑
σ∈Σi
∫
σ
(
{{(β − κ(s))∂su}} [[v]] + {{(β − κ(s))∂sv}} [[u]]− α2 [[u]] [[v]]
)
La matrice M compΣ Ψ+D
comp n’étant pas diagonale par blocs, nous ne simplifions pas le système
comme dans le cas précédent et nous résolvons directement[
k2M +K + Ccomp Bcomp
M compΣ +D
comp
Σ −KΣcomp
][
U
Ψ
]
=
[
F
0
]
.
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4.8.1 Le cas d’un anneau
Dans cette partie, nous complétons l’étude menée à la section 4.5.1 en ajoutant les résultats
obtenus avec la condition prenant en compte les modes rampants et la condition compléte. Nous
considérons d’abord le cas d’une condition de Dirichlet sur l’obstacle puis celui d’une condition
de Neumann.
4.8.1.1 Une condition de Dirichlet sur Γ
Nous présentons les résultats obtenus pour δ = 1.5, δ = 2 et δ = 3 dans les tableaux 4.10,
4.11 et 4.12. Ces résultats confirment les observations de la section précédente, c’est-à-dire que la
modélisation des ondes rampantes permet d’améliorer significativement la précision des solutions.
On observe en effet que dans le cas δ = 1.5, les erreurs ne dépassent pas 5% dans le cas des deux
conditions prenant en compte les rampants alors que les autres conditions (y compris la condition
OSRC) générent des erreurs parfois supérieures à 10%. Pour δ = 2, on observe un phénomène
similaire mais la différence est moins marquée. Pour δ = 3, il n’y a pas vraiment de différence
car les conditions simples sont déjà très performantes. Signalons également que la condition ne
prenant en compte que les modes propagatifs et rampants est moins efficace à haute fréquence que
la condition complète.
k Sommerfeld C-ABC OSRC prop-ev prop-ramp complete
0.5 10.34 3.81 3.10 3.14 4.24 2.38
1 11.36 2.77 3.38 6.84 3.88 2.23
3 10.86 5.77 5.31 7.26 3.59 3.59
5 10.47 9.08 9.75 14.20 4.53 3.69
7 12.08 11.49 11.63 10.67 4.52 4.52
10 11.85 10.83 10.37 10.16 4.55 4.56
15 10.29 9.95 9.82 9.29 4.49 4.49
TAB. 4.10 – Erreur relative L2 ( en % ) - δ=1.5
k Sommerfeld C-ABC OSRC prop-ev prop-ramp complete
0.5 10.98 2.51 4.07 2.85 5.89 2.14
1 13.39 2.19 2.28 6.43 4.52 3.80
3 9.31 4.08 2.54 5.36 2.05 2.04
5 7.13 5.06 4.28 5.90 2.55 2.55
7 6.84 6.52 6.66 6.88 3.22 3.22
10 5.90 5.78 6.81 6.30 2.96 2.99
15 3.57 3.24 4.05 2.85 1.47 1.48
TAB. 4.11 – Erreur relative L2 ( en % ) - δ=2
4.8.1.2 Une condition de Neumann sur Γ
Nous nous intéressons ensuite au cas d’une condition de Neummann sur l’obstacle pour voir
si les remarques précédentes sont toujours valides. Les résultats obtenus sont présentés dans les
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k Sommerfeld C-ABC OSRC prop-ev prop-ramp complete
0.5 17.01 3.12 2.35 6.87 7.25 1.96
1 11.48 2.91 2.19 5.08 3.75 1.98
3 4.81 2.73 2.56 3.41 1.56 1.56
5 4.07 2.68 2.25 2.96 1.47 1.47
7 3.69 2.48 2.12 2.59 1.43 1.42
10 2.03 2.45 3.55 2.16 1.25 1.27
15 2.83 2.55 2.59 2.88 1.63 2.62
TAB. 4.12 – Erreur relative L2 ( en % ) - δ=3
tableaux 4.13, 4.14 et 4.15 pour δ = 1.5, 2 et 3. À l’exception de quelques cas particuliers (comme
par exemple k=0.5 ou 1 et δ = 1.5), les conditions prenant en compte les modes rampants sont
à nouveau bien meilleures que les autres lorsque la frontière est très proche de l’obstacle. Quand
la frontière s’éloigne, leurs performances sont un peu meilleures que les autres mais ce n’est pas
significatif. Ici encore, la condition complète est plus précise à basse fréquence que celle ne prenant
en compte que les propagatifs et les évanescents. Visiblement la représentation des rampants à un
réél impact à haute fréquence. Signalons que nous n’avons pas encore testé la condition complète
à très haute fréquence (k = 50 et 100) car nous n’avons pas eu le temps d’implémenter le calcul de
la variable auxiliaire Ψ dans le solveur MUMPS. Cependant les résultats obtenus en ne modélisant
que les modes propagatifs et rampants sont très encourageants.
k Sommerfeld C-ABC OSRC prop-ev prop-ramp complete
0.5 159.68 48.00 40.50 20.79 124.45 21.16
1 26.10 9.77 9.32 7.09 30.97 16.16
3 17.99 13.50 12.69 9.42 4.61 4.65
5 4.82 3.36 4.43 4.40 3.31 3.61
7 15.18 14.87 15.04 10.42 5.71 5.87
10 14.39 13.87 13.71 11.61 5.78 6.03
15 8.11 7.54 7.37 8.37 4.49 4.26
50 10.34 10.26 10.18 8.54 6.38
100 10.48 10.49 10.55 8.82 6,67
TAB. 4.13 – Erreur relative L2 ( en % ) - δ=1.5
4.8.2 Un obstacle elliptique
Nous terminons cette étude en considérant le cas d’un obstacle elliptique. Nous présentons les
résultats obtenus pour δ = 1.5, 2 et 3 dans les tableaux 4.16, 4.17 et 4.18. Dans cette configuration,
les nouvelles CLA sont bien meilleures que les autres, quelle que soit la distance de la frontière
à l’obstacle, à l’exception de quelques cas particuliers (comme par exemple k = 0.5 et δ = 3).
La condition complète est également meilleure à basse fréquence que la condition ne prenant en
compte que les propagatifs et les évanescents.
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k Sommerfeld C-ABC OSRC prop-ev prop-ramp complete
0.5 82.37 19.18 29.60 13.57 15.91 15.93
1 20.72 7.78 8.24 8.41 18.88 4.05
3 9.22 7.71 8.56 6.92 4.20 2.31
5 6.66 6.23 8.10 6.13 2.62 2.22
7 5.19 5.14 6.87 5.99 2.17 2.24
10 4.27 3.50 4.45 5.83 2.75 2.72
15 5.56 5.19 5.12 4.87 3.48 3.57
TAB. 4.14 – Erreur relative L2 ( en % ) - δ=2
k Sommerfeld C-ABC OSRC prop-ev prop-ramp complete
0.5 12.76 3.83 2.88 3.84 22.73 15.05
1 14.56 2.20 3.18 2.09 3.42 3.43
3 3.94 1.80 3.96 2.27 2.35 2.37
5 2.85 2.22 3.75 2.50 1.52 1.55
7 3.70 3.56 4.18 3.28 2.52 2.55
10 3.90 3.58 3.98 4.11 3.56 3.53
15 4.76 4.55 4.55 4.74 4.41 4.35
TAB. 4.15 – Erreur relative L2 ( en % ) - δ=3
k Sommerfeld C-ABC OSRC prop-ev prop-ramp complete
0.5 15.20 5.07 5.39 4.32 5.29 3.22
1 18.33 13.20 11.60 11.11 11.31 6.62
2 16.75 15.85 15.46 8.68 7.48 5.47
3 19.34 18.56 18.41 9.06 6.59 7.44
TAB. 4.16 – Erreur relative L2 ( en % ) - δ=1.5
k Sommerfeld C-ABC OSRC prop-ev prop-ramp complete
0.5 18.21 6.87 6.76 7.17 9.71 6.73
1 16.80 11.49 11.28 7.57 7.87 6.27
2 15.27 12.72 12.25 14.45 5.83 4.80
3 18.83 18.11 19.49 15.65 9.13 8.10
TAB. 4.17 – Erreur relative L2 ( en % ) - δ=2
k Sommerfeld C-ABC OSRC prop-ev prop-ramp complete
0.5 12.95 10.28 9.37 6.28 11.42 9.57
1 13.84 13.57 13.26 10.77 12.76 7.26
2 16.77 14.94 14.58 11.97 6.44 5.52
3 15.48 13.16 12.06 12.83 4.97 4.80
TAB. 4.18 – Erreur relative L2 ( en % ) - δ=3
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Conclusion. Dans le cas d’un cercle, prendre en compte les modes rampants améliore signifi-
cativement la précision des CLA lorsque la frontière est proche de l’obstacle. Dans un cas un peu
plus général comme celui d’une ellipse, cette conclusion est vraie quelle que soit la distance entre
la frontière et l’obstacle. À basse fréquence, il ne suffit pas de prendre en compte les rampants, il
faut également modéliser les ondes évanescentes.
4.9 Conclusion
Nous avons construit et analysé une nouvelle famille de CLA pour l’équation d’Helmholtz
2D. Ces conditions ont été testées pour des cercles et des ellipses. Elles sont plus performantes
à haute fréquence qu’à basse fréquence et elles permettent de rapprocher la frontière extérieure.
Elles contribuent donc à réduire les coûts de calcul, ce qui est très encourageant pour le passage à
la 3D.
Nous avons comparé nos conditions à la condition OSRC de Darbas et al [34, 11, 10] et conclu
qu’elles sont meilleurs. Nous devons tempérer cette conclusion en précisant que la conditions
OSRC a été utilisée dans un code qui sort de son domaine de validité. En effet, une condition
OSRC est faite pour être appliquée directement sur le bord de l’obstacle (δ = 1).
Dans le cas où on ajoute la représentation des modes évanescents, on a réussi à établir des
résultats d’existence et d’unicité. Le travail n’a pas été fait pour les modes rampants. Il serait aussi
intéressant d’analyser les performances des conditions en fonction de l’aplatissement de l’ellipse.
Il faudrait aussi comparer nos conditions à la condition BGT [19]. Les résultats très encourageants
que nous avons obtenus motivent le chapitre suivant où nous revenons sur le problème temporel et
nous proposons d’introduire la modélisation des ondes rampantes dans la CLA du chapitre 2.
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Chapitre 5
Une famille de conditions aux limites
absorbantes enrichies
5.1 Introduction au problème
Dans le chapitre précédent, nous avons observé que la prise en compte des ondes rampantes
dans le processus de construction des CLA permet d’améliorer les propriétés de furtivité de la
frontière artificielle dans le cas de l’équation d’Helmholtz.
Le but de ce chapitre est de vérifier si cette amélioration est aussi significative pour l’équation
des ondes acoustiques. On rappelle que la condition dans le domaine de Fourier est issue de la
relation :
∂rû|r=0 = − (iξ)2/3 (6κ(s))1/3
Γ(2/3)
Γ(1/3)
û|r=0, (5.1.1)
ou
∂rû|r=0 = −
(
i
k
c
)2/3
(6κ(s))1/3
Γ(2/3)
Γ(1/3)
û|r=0. (5.1.2)
Il nous faut donc a priori définir un opérateur temporel (ou surfacique) dont le symbole est
(ik)2/3 (ou (iξ)2/3). Pour cela, nous avons considéré deux approches. La première s’appuie sur
la notion de dérivée fractionnaire de Caputo. La seconde repose sur la théorie de Friedlander
[39, 40]. Nous pouvons alors définir deux nouvelles conditions aux limites absorbantes, ce qui fait
l’objet de la section 3. La première est généralisée et prend en compte les ondes propagatives et les
ondes rampantes. La seconde prend en compte les ondes propagatives, évanescentes et rampantes
et est appelée condition aux limites enrichie. La section 4 est consacrée à la discrétisation de ces
conditions en temps et en espace, la difficulté majeure résidant dans la discrétisation des opérateurs
fractionnaires. Enfin, nous analysons les performances de ces nouvelles conditions sur différents
cas tests à la section 5.
5.2 Caractérisation des opérateurs Op((ik)2/3) et Op((iξ)2/3)
5.2.1 Dérivées de Caputo
Dans cette section, nous rappelons les principales définitions et propriétés des opérateurs frac-
tionnaires et nous renvoyons à [36, 67] pour plus de détails. Il existe dans la littérature différentes
définitions des dérivées fractionnaires qui généralisent la notion de dérivation d’ordre non entier.
Nous avons en particulier rencontré :
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– la formule de Grünwald-Letnikov qui généralise la notion de taux d’accroissement.
– la formule de Riemann-Liouville qui généralise l’intégrale à des ordres non-entiers. La dé-
rivée fractionnaire est alors définie comme la dérivée entière d’une intégrale fractionnaire.
– les dérivées fractionnaires peuvent aussi être représentées par des multiplications par (iω)α
(resp. pα) avec α non entier, de la transformée de Fourier (resp. Laplace).
Nous utiliserons ici la dérivée fractionnaire au sens de Caputo, qui nous a semblé la plus adaptée
à notre problème pour des raisons que nous exposons plus loin.
Définition 5.2.1. La dérivée fractionnaire de Caputo d’ordre a (a ∈ R) d’une fonction g donnée
notée Daxg est définie par
F (Daxg(x)) = (ikx)aF(g(x)), (5.2.1)
où F représente la transformée de Fourier et kx la variable duale associée à x.
On peut note que cette définition n’impose pas à g d’autre régularité que celle d’admettre une
transformée de Fourier.
Il existe aussi une autre façon de définir la dérivée au sens de Caputo :
Définition 5.2.2. La dérivée d’ordre a (0 < a < 1) au sens de Caputo d’une fonction g donnée
est définie par
Daxg(x) =
(
Y1−a ∗D1g
)
(x) =
∫ x
0
(x− y)−a
Γ(1− a)
dg
dx
(y)dy
où D1 représente l’opérateur de dérivée d’ordre 1 et Y1−a est la fonction causale définie par
Y1−a(x) =
x−a
Γ(1− a) pour x > 0 et (1− a) ∈ R \ {0,−1,−2, ...}.
Cette définition suppose donc que g est différentiable et il suffit que sa différentielle soit bor-
née sur [0, x] pour que la dérivée d’ordre α soit toujours définie.
La définition 5.2.2 de la dérivée au sens de Caputo indique que pour calculer la dérivée d’ordre
a en un point x, on utilise la valeur de la dérivée sur tout l’intervalle ]0, x[. Ceci montre que la
dérivée fractionnaire est un opérateur global et on parle d’"effet mémoire".
Remarque 5.2.3. En commutant Y1−a et D1 dans la définition de la dérivée fractionnaire au sens
de Caputo, on obtient la définition de la dérivée de Riemann-Liouville d’ordre a notée Dax,RL :
Dax,RLg(x) = D
1 (Y1−a ∗ g) (x) = d
dx
∫ x
0
(x− y)−a
Γ(1− a) g(y)dy.
On peut préciser le lien entre la dérivée de Riemann-Liouville et celle de Caputo. En effet, en
utilisant la commutativité du produit de convolution et en dérivant sous le signe intégral, on peut
montrer que
Dax,RLg = D
a
xg + g(0
+)Y1−a.
On peut donc en conclure que les deux définitions sont équivalentes pour des fonctions g telles que
g(0+) = 0. Dans le cas contraire, la dérivation au sens de Riemann-Liouville fait intervenir une
fonction Y1−a qui tend vers l’infini en x = 0. Par contre, pour g à dérivée continue au voisinage de
0, la dérivée de Caputo d’ordre strictement inférieur à 1 est continue en 0 et tend vers 0 en x = 0.
Elle se prête donc mieux au calcul numérique. C’est pour cette raison que nous avons privilégié
cette définition.
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Remarque 5.2.4. On peut généraliser les définitions obtenues à l’aide des produits de convolu-
tion des dérivées de Caputo et de Riemann-Liouville pour des ordres supérieurs à un. Il suffit de
considérer les opérateurs de dérivées d’ordre n à la place de D1 avec n défini par la partie entière
de a+ 1.
On a donc donné un sens à l’opérateur dont le symbole est (ik)2/3 ou (iξ)2/3 à partir de la trans-
formée de Fourier.
Il vient alors :
Op((ik)2/3) = D
2/3
t et Op((iξ)
2/3) = D2/3s .
En conclusion, nous avons obtenu deux caractérisations des dérivées fractionnaires qui conduisent
au résultat suivant :
Théorème 5.2.5. Les ondes rampantes peuvent être représentées par
∂nu+ (6κ(s))
1/3 Γ (2/3)
Γ (1/3)
D2/3s u = 0 sur Σ (5.2.2)
ou
∂nu+
(6κ(s))1/3
c2/3
Γ (2/3)
Γ (1/3)
D
2/3
t u = 0 sur Σ. (5.2.3)
Ce théorème donne deux conditions de bord équivalentes qui prennent en compte les ondes
rampantes. Nous verrons plus loin que pour des raisons pratiques, nous ne retiendrons que la se-
conde.
5.2.2 Dérivée fractionnaire au sens de Hörmander
Dans cette section, nous adoptons un autre point de vue qui va nous permettre de donner une
autre interprétation de la dérivée fractionnaire. Cette définition repose sur une classe de symboles
qui a été introduite par Hörmander [53]. Un symbole est défini comme une fonction C∞ ayant des
propriétés particulières de décroissance.
Soit θ ⊂ R2 un ouvert. L’espace des symboles d’ordre m sur θ × R2 × R2 est noté Smρ,δ où ρ et δ
sont des poids affectant les ordres de dérivation définis dans [0, 1]. On pose alors :
Smρ,δ = {σ(x, ξ) ∈ C∞(O × R2),∀K  O,∀α ∈ N2,∀β ∈ N2,∃C := C(m,K,α, β, σ) tel que
sup
(x,ξ)∈O×R2
|ξ|≥1
|∂αx∂βξ σ(x, ξ)| ≤ C(1 + |ξ|)m+ρ|α|−δ|β|}.
Considérons alors le cas où σ(x, ξ) := σ(t, s, k, ξ) = (ik)2/3.
On a que pour |α| ≥ 1,
∂αx∂
β
ξ σ(x, ξ) = 0,
car σ(x, ξ) ne dépend ni de t ni de s.
Pour |α| = 0, on a, si β = (β1, β2),
∂αx∂
β
ξ σ(x, ξ) = (i)
2/3k2/3−β1 .
On obtient donc que pour tout β1 ∈ N,
(1 + |k|)−ρ|β|+δ|α| |∂αx∂βξ σ(x, ξ)| = (1 + |k|)−ρ|β| |i2/3k2/3−β1 | ≤ (1 + |k|)−ρ|β| k2/3−β1 .
On en déduit donc que
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Proposition 5.2.6. Le symbole σ(t, s, k, ξ) = i2/3k2/3 appartient à S11/3,0.
Démonstration. Il s’agit de prouver qu’il existe une constante C telle que
|∂αx∂βξ σ| ≤ C (1 + |ξ|)1−1/3|β| .
On a déjà remarqué que comme σ ne dépend ni de t ni de s, on a ∂αxσ = 0 pour |α| ≥ 1. On ne
considère donc que ∂βξ σ. Dans ce cas, comme ∂
β
ξ σ = 0 pour tout β = (β1, β2) avec β2 6= 0, on
ne s’intéresse qu’aux dérivées ∂β1k σ. Il vient alors
∂β1k σ = i
2/3 k2/3−β1 .
Pour β1 = 0, on a bien évidemment
|σ| = k2/3 ≤ C(1 + k).
Pour β1 ≥ 1,
|∂kσ| = k2/3−β1 ≤ C(1 + k)1−1/3β1 .
On peut donc définir (ik)2/3 comme un symbole de S11/3,0, ce qui nous conduit à introduire
l’opérateur pseudo-différentiel D2/3 comme suit :
D
2/3
t f =
∫
i2/3k2/3eitkf̂(k)dk. (5.2.4)
Dans ce travail, nous avons choisi d’utiliser la définition de la section 5.2.1 car elle fournit une
représentation pour laquelle nous disposons d’une formule d’approximation qui a été étudiée dans
la littérature. Toutefois, dans le cadre de travaux futurs, il pourrait être intéressant de considérer la
représentation (5.2.4).
De la même manière, si on considère le cas de (iξ)2/3, on montre que (iξ)2/3 ∈ S11/3,0 et
D2/3s f =
∫
i2/3ξ2/3eisξ f̂(ξ)dξ.
5.3 Nouvelles CLA modélisant aussi les ondes rampantes
Proposition 5.3.1. Une CLA généralisée du second-ordre prenant en considération les ondes
propagatives et les ondes rampantes s’écrit sous la forme(
∂n + crD
2/3
s
)(1
c
∂t + ∂n +
κ(s)
2
)
u = 0 sur Σ, (5.3.1)
ou (
∂n +
cr
c2/3
D
2/3
t
)(1
c
∂t + ∂n +
κ(s)
2
)
u = 0 sur Σ, (5.3.2)
avec
cr := (6κ(s))
1/3 Γ (2/3)
Γ (1/3)
(5.3.3)
où κ(s) désigne toujours la courbure de Σ.
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De la même manière, pour obtenir une condition représentant le champ d’onde complet, on
combine (5.2.2) ou (5.2.3) avec la condition (3.3.3) construite au chapitre précédent et ne consi-
dérant que les ondes propagatives et évanescentes.
Proposition 5.3.2. Une famille de CLA enrichies d’ordre trois, prenant en compte à la fois les
ondes propagatives, les ondes évanescentes et les ondes rampantes, est donnée par(
∂n + crD
2/3
s
)
(∂n + β)
(
1
c
∂t + ∂n +
κ(s)
2
)
u = 0 sur Σ, (5.3.4)
ou (
∂n +
cr
c2/3
D
2/3
t
)
(∂n + β)
(
1
c
∂t + ∂n +
κ(s)
2
)
u = 0 sur Σ. (5.3.5)
κ(s) désigne la courbure de Σ et β est un paramètre strictement positif.
Remarque 5.3.3. On peut tout d’abord remarquer que les nouvelles CLA ne sont plus locales
comme dans les chapitres précédents mais a priori globales puisqu’elles font intervenir un opé-
rateur de dérivée fractionnaire. Cependant, nous verrons par la suite que ceci n’entraîne qu’un
faible surcoût de calculs.
Pour pouvoir utiliser ces conditions dans un code de type éléments finis, nous devons mainte-
nant résoudre deux difficultés. La première consiste à inclure cette condition dans une formulation
variationnelle. La seconde est liée à la discrétisation de l’opérateur de dérivée fractionnaire. Nous
considérons ces deux problèmes dans la section suivante.
5.4 Discrétisation des nouvelles conditions
Dans cette section, nous nous intéressons d’abord à la discrétisation des conditions (5.3.1)
et (5.3.2) puis nous considérons les conditions (5.3.4) et (5.3.5). Dans les deux cas, nous mon-
trons que les conditions faisant intervenir des dérivées fractionnaires en temps sont plus simples
à mettre en oeuvre que celles faisant intervenir des dérivées fractionnaires en espace. Nous décri-
vons ensuite les schémas totalement discrétisés que nous avons utilisés pour prendre en compte
les conditions avec dérivées fractionnaires en temps et nous présentons des résultats numériques.
5.4.1 La CLA généralisée
5.4.1.1 Réécriture de la condition
Afin de pouvoir implémenter facilement les conditions (5.3.1) et (5.3.2) dans une formula-
tion variationnelle, nous proposons de réécrire la famille de conditions d’ordre deux décrite au
paragraphe précédent. Pour cela, nous utilisons le fait que u est solution de l’équation des ondes
acoustiques sur la frontière absorbante Σ, i.e.,
∂2nu+ κ(s)∂nu+ ∂
2
su−
1
c2
∂2t u = 0.
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Les conditions (5.3.1) et (5.3.2) peuvent alors se réécrire sous la forme
∂nu =
(
−κ(s)
2
+ ∂t + crD
2/3
·
)−1(
−∂2t + ∂2s − crD2/3· ∂tu− cr
κ(s)
2
D
2/3
· u
)
où D2/3· := D
2/3
s ou D
2/3
· := 1c2/3D
2/3
t .
Cette expression permet d’intégrer plus facilement la condition dans une formulation variation-
nelle car elle exprime directement ∂nu. Elle a cependant l’inconvénient de faire intervenir un
opérateur pseudo-différentiel, ce qui détruit la structure creuse des matrices éléments finis. C’est
pour cette raison que nous proposons d’utiliser une inconnue auxiliaire ψ définie seulement sur la
frontière absorbante. Ainsi, nous évitons de discrétiser l’opérateur pseudo différentiel.
On définit ψ par (
−κ(s)
2
+ ∂t + crD
2/3
·
)
ψ = −κ(s)
2
4
+ ∂2su sur Σ
et la CLA généralisée est alors donnée par
∂nu+
1
c
∂tu+
κ(s)
2
u = ψ sur Σ.
Ainsi, au lieu de résoudre le problème aux limites
∂2t u−△u = 0 dans Ω× (0,+∞) ;
u(0, x) = u0(x), ∂tu(0, x) = u1(x) dans Ω;
u = 0 ou ∂nu = 0 sur Γ× (0,+∞) ;(
∂n + crD
2/3
·
)
(∂n + β)
(
1
c
∂t + ∂n +
κ(s)
2
)
u = 0 sur Σ× (0,+∞) ,
on résout le problème mixte
∂2t u−△u = 0 dans Ω× (0,+∞) ;
∂nu+ ∂tu+
κ(s)
2
u = ψ sur Σ× (0,+∞) ;(
−κ(s)
2
+ ∂t + crD
2/3
·
)
ψ = −κ(s)
2
4
+ ∂2su sur Σ× (0,+∞) ;
u = 0 sur Γ× (0,+∞) ;
u(0, x) = u0(x), ∂tu(0, x) = u1(x) dans Ω;
ψ(0, x) = ψ0(x) sur Σ.
(5.4.1)
Avant de s’intéresser à la discrétisation complète de ce problème, nous nous concentrons sur la
discrétisation de l’opérateur de dérivée fractionnaire.
5.4.1.2 Discrétisation de l’opérateur de dérivée fractionnaire
La théorie des opérateurs fractionnaires est assez ancienne (elle remonte à Leibnitz à la fin du
XVIIème siècle), mais leur discrétisation est un sujet de recherche très récent dans la communauté
scientifique. C’est pour cette raison que seuls quelques schémas existent. La plupart sont écrits
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pour des problèmes en dimension 1 et utilisent des techniques de différences finies. Seuls quelques
auteurs, comme par exemple Agrawal [2], commencent à considérer le cas d’une formulation
éléments finis mais ils se limitent au cas de la dimension 1 et, aspect important ici, avec un pas de
discrétisation constant.
Dans un premier temps, nous pensions utiliser la CLA généralisée faisant intervenir l’opérateur
de dérivée fractionnaire en espace D2/3s . Les problèmes auxquels nous avons été confrontés en
considérant les schémas existants se listent de la façon suivante :
– le problème est posé en dimension 1 ;
– le pas de discrétisation est constant ;
– on se donne un point initial ;
– un sens de parcours doit être donné.
Le premier point nous indique que nous ne pourrons pas utiliser ces schémas lorsque Ω est un
domaine tridimensionnel car l’opérateur surfacique sera défini en 2D. En effet, dans ce cas là,
la frontière Σ sera une surface donnée en dimension deux et non pas en dimension un comme
l’exigent les schémas existants. Par contre, si Ω est un domaine bidimensionnel, la frontière Σ
correspond bien à une courbe de dimension un. Cependant d’autres problèmes persistent. En ef-
fet, même si nous avons une surface 1D, la frontière est fermée et donc nous ne disposons pas
d’un point initial comme c’est le cas lorsque le domaine est un intervalle. De plus, nous pouvons
parcourir la frontière dans deux directions différentes : dans le sens des aiguilles d’une montre et
dans le sens inverse. Cette difficulté est toutefois surmontable en orientant l’abscisse curviligne
selon l’orientation de la normale, ici extérieure à Σ. Enfin, il est souvent difficile de considérer
un pas d’espace constant sur la frontière d’un domaine quelconque convexe. Même le cas a priori
simple d’une ellipse nécessite de nombreux calculs. En effet, il nous faut tout d’abord calculer
le périmètre de l’ellipse pour pouvoir ainsi définir un pas d’espace et commencer le maillage.
Ceci nécessite d’approcher la valeur de ce périmètre puisque il n’existe pas de formule donnant
explicitement le périmètre d’une ellipse en fonction de son demi-grand axe et de son demi-petit
axe. Cette approximation faite, on peut alors définir un pas d’espace et en fixant le premier point,
nous sommes en mesure de déterminer les autres noeuds du maillage. Cependant cette opération
nécessite de résoudre une équation du quatrième degré pour chaque noeud. On se rend donc bien
compte que mailler une frontière de forme quelconque avec un pas d’espace constant n’est pas une
chose aisée même lorsqu’on considère des géométries relativement simples.
Pour toutes ces raisons, nous avons décidé de considérer la CLA faisant intervenir l’opérateur de
dérivée fractionnaire en temps. En effet, toutes les contraintes imposées par les schémas existants
sont satisfaites : la variable temporelle t appartient à un intervalle de temps fini dont le point initial
est l’instant 0 et on parcourt cet intervalle en suivant la direction de temps croissant. De plus, le
fait de devoir imposer un pas de temps constant ne nous gêne en rien puisque nous considérons
déjà un pas de temps constant dans nos schémas. Enfin, l’extension à la 3D ne pose évidemment
aucun problème.
Pour évaluer D2/3t ψ à chaque pas de temps, nous utilisons un schéma de différences finies connu
sous le nom de “Shifted Grünwald formula” [70]
D
2/3
t ψ (si, tk) =
k∑
j=0
ψ (si, tk+1−j)− ψ (si, tk−j)
Γ (4/3)∆t2/3
gj , (5.4.2)
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où si représente un degré de liberté sur la frontière Σ, tk := k∆t et ∆t est le pas de temps. Les
poids gj sont donnés pour 0 ≤ j ≤ k par
gj =
(
(j + 1)1/3 − j1/3
)
.
On sait que l’opérateur de dérivée fractionnaire est un opérateur a priori global. On constate à
nouveau dans la formule (5.4.2) que pour déterminer la valeur de D2/3t ψ à un temps donné tk+1,
nous devons a priori considérer la valeur de ψ à tous les instants précédents. En fait, on remarque
que les poids gj correspondant aux instants tk−j très anciens par rapport à tk+1 décroissent très
vite. On peut donc négliger l’influence de ces instants très anciens. Ainsi, pour trouver la valeur
de D2/3t ψ à un instant donné tk+1, nous devons seulement considérer la valeur de ψ aux instants
dans le voisinage de tk+1 (plus précisément les vingt derniers instants) ce qui fait de l’opérateur
de dérivée fractionnaire D2/3t un opérateur pseudolocal.
5.4.1.3 Schéma discret
Maintenant que nous disposons d’une méthode pour discrétiser l’opérateur fractionnaire, nous
pouvons considérer la discrétisation du problème mixte (5.4.1). Comme dans les chapitres 2 et 3,
on utilise une formulation IPDG pour la discrétisation en espace. En reprenant les mêmes notations
que dans le chapitre 2, le problème discret est donné par
Trouver uh ∈ V kh × (0,+∞) et ψh ∈W kh × (0,+∞) tels que,∑
K∈Th
∫
K
∂2t uhvh + a(uh, vh) +
∑
σ∈Σabs
∫
σ
(
∂tuh +
κ(s)
2
uh
)
vh +
∑
σ∈Σabs
∫
σ
ψhvh
=
∑
K∈Th
∫
K
fvh, ∀vh ∈ V kh
∑
σ∈Σabs
∫
σ
(
∂t +
cr
c2/3
D
2/3
t −
κ(s)
2
)
ψhwh = −
∑
σ∈Σabs
∫
σ
κ(s)2
4
uhwh − b(uh, wh), ∀wh ∈W kh
(5.4.3)
avec, comme précédemment,
a(u, v) =
∑
K
∫
K
∇u∇v −
∑
σ∈Σi
∫
σ
(
{{∇u}} [[v]] + {{∇v}} [[u]]− α1 [[u]] [[v]]
)
et
b(u, v) =
∑
σ∈Σabs
∫
σ
∂su∂sv −
∑
σ∈Σi
∫
σ
(
{{∂su}} [[v]] + {{∂sv}} [[u]]− α2 [[u]] [[v]]
)
et α1 ∈ R+∗ et α2 ∈ R+∗ sont les deux coefficients de pénalisation [5].
Après discrétisation en espace à l’aide d’une formulation IPDG, la forme matricielle du problème
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est donnée par 
M
d2U
dt2
+B
dU
dt
+BκU +KU−B⋆Ψ = S,
CcrD
2/3
t Ψ+ C
dΨ
dt
− CκΨ = −Dκ2
4
U− EU,
(5.4.4)
où U et Ψ sont les vecteurs inconnus et
M =
∑
K∈Th
∫
K
vivj

1≤i,j≤N
, K = (a(vi, vj))1≤i,j≤N , S =
∑
K∈Th
∫
K
S vi

1≤i≤N
,
B =
 ∑
σ∈Σabs
∫
σ
vivj

1≤i,j≤N
, Bκ =
 ∑
σ∈Σabs
∫
σ
κ(s)
2
vivj

1 ≤ i, j ≤ N
,
B⋆ =
 ∑
σ∈Σabs
∫
σ
wivj

1 ≤ i ≤M
1 ≤ j ≤ N
, C =
 ∑
σ∈Σabs
∫
σ
wiwj

1≤i,j≤M
,
Cκ =
 ∑
σ∈Σabs
∫
σ
κ(s)
2
wiwj

1≤i,j≤M
, Ccr =
 ∑
σ∈Σabs
∫
σ
cr
c2/3
wiwj

1≤i,j≤M
,
Dκ =
 ∑
σ∈Σabs
∫
σ
κ(s)2viwj

1 ≤ i ≤ N
1 ≤ j ≤M
, E = (b(vi, wj))1 ≤ i ≤ N
1 ≤ j ≤M
.
En ce qui concerne la discrétisation en temps, on utilise un schéma de différences finies avec un
pas de temps ∆t et on obtient
MX
n+1 =
 ∆t2Sn
0
+
 −∆t2K + 2M 0
−∆tE (1− g1) ∆t1/3Γ(4/3)Ccr
Xn
+

−M + ∆t
2
B − ∆t
2
2
Bκ
∆t2
2
B⋆
−∆t
8
Dκ (g1 − g2) ∆t
1/3
Γ(4/3)
Ccr +
1
2
C +
∆t
2
Cκ
Xn−1
+

0
k∑
j=2
(gj − gj+1) ∆t
1/3
Γ(4/3)
CcrΨ
n−j

(5.4.5)
où
M =

M +
∆t
2
B +
∆t2
2
Bκ −∆t
2
2
B⋆
∆t
8
Dκ
∆t1/3
Γ(4/3)
Ccr +
1
2
C − ∆t
2
Cκ

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et
X
i =
 Ui
Ψ
i
 .
Nous allons maintenant utiliser une technique similaire pour mettre en oeuvre la condition prenant
en compte les trois types d’ondes.
5.4.2 Le cas de la condition prenant en compte les trois types d’ondes
Pour les raisons exposées à la section précédente, nous n’avons mis en oeuvre que la CLA
enrichie (5.3.5) faisant intervenir la dérivée fractionnaire en temps. Nous allons d’abord intro-
duire une variable auxiliaire pour permettre le couplage de cette condition avec une formulaiton
variationnelle puis nous décrirons le schéma totalement discrétisé.
5.4.2.1 Réécriture de la condition
Comme précédemment, afin de pouvoir implémenter facilement ces CLA dans une formula-
tion variationnelle, nous devons réécrire la famille de conditions (5.3.5) définie dans la section
5.3 de façon à expliciter ∂nu. Pour cela, nous utilisons le fait que u est solution de l’équation des
ondes acoustiques sur la frontière absorbante Σ i.e.
∂2nu+ κ(s)∂nu+ ∂
2
su−
1
c2
∂2t u = 0.
On obtient donc(
1
c2
∂2t − ∂2s +
1
c
(β − κ(s)) ∂t − κ(s)
2
(β − 3κ(s)) + cr
c2/3
(
β − κ(s)
2
)
∂
2/3
t +
cr
c5/3
∂
5/3
t
)
∂nu
= − cr
c8/3
∂
8/3
t u−
1
c3
∂3t −
1
c2
(
β − κ(s)
2
)
∂2t u+
(
β − 5κ(s)
2
)
∂2su+
1
c
∂t∂
2
su+
cr
c2/3
∂
2/3
t ∂
2
su−
crβ
c5/3
∂
5/3
t u−
crκ(s)β
2c2/3
∂
2/3
t
L’introduction de cette condition dans une formulation variationnelle nécessite à nouveau la dis-
crétisation d’un opérateur pseudodifférentiel. On perd donc la structure creuse des matrices élé-
ments finis. Nous proposons donc une nouvelle formulation de cette condition faisant intervenir
une inconnue auxiliaire ψ définie seulement sur la frontière absorbante. Ainsi, nous évitons de
discrétiser l’opérateur pseudodifférentiel et le caractère creux des matrices discrètes est préservé.
On définit ψ par(
∂2t − ∂2s + (β − κ(s))∂t −
κ(s)
2
(β − 3κ(s)) + cr
c2/3
(
−κ(s)
2
+ ∂t + β
)
D
2/3
t
)
ψ =(
κ(s)2∂t + (β − 3κ(s))∂2s −
κ(s)2
4
(β − 3κ(s)) + cr
c2/3
(
∂2s −
κ(s)2
4
)
D
2/3
t
)
u sur Σ
et la CLA est alors donnée par
∂nu+
1
c
∂tu+
κ(s)
2
u = ψ sur Σ.
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Ainsi écrite, on peut facilement inclure la CLA dans une formulation variationnelle.
5.4.2.2 Schéma discret
La discrétisation en espace du problème aux limites par une formulation IPDG nous conduit à
résoudre le problème.
Trouver uh ∈ V kh × (0,+∞) et ψh ∈W kh × (0,+∞) tels que,∑
K∈Th
∫
K
∂2t uhvh + a(uh, vh) +
∑
σ∈Σabs
∫
σ
(
∂tuh +
κ(s)
2
ψh
)
vh =
∑
K∈Th
∫
K
fvh, ∀vh ∈ V kh∑
σ∈Σabs
∫
σ
(
∂2t + (β − κ(s))∂t −
κ(s)
2
(β − 3κ(s)) + cr
c2/3
(
−κ(s)
2
+ ∂t + β
)
D
2/3
t
)
ψhwh + b(ψh, wh)
= −
∑
σ∈Σabs
∫
σ
κ(s)2
4
(β − 3κ(s))uhwh + κ(s)2
∑
σ∈Σabs
∫
σ
∂tuhvh − (β − 3κ(s)) b(uh, wh)
− cr
c2/3
b(D2/3t uh, wh) + ∑
σ∈Σabs
∫
σ
κ(s)2
4
D
2/3
t uhwh
 , ∀wh ∈W kh
(5.4.6)
avec
a(u, v) =
∑
K
∫
K
∇u∇v −
∑
σ∈Σi
∫
σ
(
{{∇u}} [[v]] + {{∇v}} [[u]]− α1 [[u]] [[v]]
)
et
b(u, v) =
∑
σ∈Σabs
∫
σ
∂su∂sv −
∑
σ∈Σi
∫
σ
(
{{∂su}} [[v]] + {{∂sv}} [[u]]− α2 [[u]] [[v]]
)
et α1 ∈ R+∗ et α2 ∈ R+∗ sont les deux coefficients de pénalisation [5].
Ce problème peut être reformulé sous forme matricielle par
M
d2U
dt2
+B
dU
dt
+BκU +KU−B⋆Ψ = S,
C
d2Ψ
dt2
+ EΨΨ+ Cβ,κ,1
dΨ
dt
− Cβ,κ,2Ψ− Ccr,κD2/3t Ψ+ CcrD5/3t Ψ
+Ccr,βD
2/3
t Ψ = −Dβ,κU− Eβ,κU−Dcr,κD2/3t U− EcrD2/3t U +Dκ
dU
dt
,
(5.4.7)
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où U et Ψ sont les vecteurs inconnus et
M =
∑
K∈Th
∫
K
vivj

1≤i,j≤N
, K = (a(vi, vj))1≤i,j≤N ,
S =
∑
K∈Th
∫
K
S vi

1≤i≤N
, B =
 ∑
σ∈Σabs
∫
σ
vivj

1≤i,j≤N
,
Bκ =
 ∑
σ∈Σabs
∫
σ
κ(s)
2
vivj

1 ≤ i, j ≤ N
, B⋆ =
 ∑
σ∈Σabs
∫
σ
wivj

1 ≤ i ≤M
1 ≤ j ≤ N
,
C =
 ∑
σ∈Σabs
∫
σ
wiwj

1≤i,j≤M
, Cβ,κ,1 =
 ∑
σ∈Σabs
∫
σ
(β − κ(s))wiwj

1≤i,j≤M
,
Cβ,κ,2 =
 ∑
σ∈Σabs
∫
σ
κ(s)
2
(β − 3κ(s))wiwj

1≤i,j≤M
,
Ccr =
 ∑
σ∈Σabs
∫
σ
cr
c2/3
wiwj

1≤i,j≤M
,
Ccr,κ =
 ∑
σ∈Σabs
∫
σ
κ(s)
2
cr
c2/3
wiwj

1≤i,j≤M
, Ccr,β =
 ∑
σ∈Σabs
∫
σ
β
cr
c2/3
wiwj

1≤i,j≤M
,
Dκ =
 ∑
σ∈Σabs
∫
σ
κ(s)2viwj

1 ≤ i ≤ N
1 ≤ j ≤M
,
Dβ,κ =
 ∑
σ∈Σabs
∫
σ
κ(s)2
4
(β − 3κ(s)) viwj

1 ≤ i ≤ N
1 ≤ j ≤M
,
Dcr,κ =
 ∑
σ∈Σabs
∫
σ
cr
c2/3
κ(s)2
4
viwj

1 ≤ i ≤ N
1 ≤ j ≤M
,
Eβ,κ = ((β − 3κ(s)) b(vi, wj))1 ≤ i ≤ N
1 ≤ j ≤M
, Ecr =
( cr
c2/3
b(vi, wj)
)
1 ≤ i ≤ N
1 ≤ j ≤M
.
En ce qui concerne la discrétisation en temps, on utilise les mêmes schémas que dans la sous-
section 5.4.1.3. Comme il ressemble en bien des points au système décrit à la section précédente,
on ne détaille pas ici le système à résoudre qui est de la forme
MX
n+1 = G
où
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X
i =
 Ui
Ψ
i
 ,
G est un vecteur dépendant de Xi pour i ≤ n et
M =

M +
∆t
2
B +
∆t2
2
Bκ −∆t
2
2
B⋆
∆t2
2
Dβ,κ − ∆t
2
Dκ +
∆t4/3
Γ(4/3)
Dcr,κ C

avec
C = C +
∆t
2
Cβ,κ,1 − ∆t
2
2
Cβ,κ,2 − ∆t
4/3
Γ(4/3)
Ccr,κ +
∆t1/3
Γ(1/3)
Ccr +
∆t4/3
Γ(4/3)
Ccr,β .
On peut donc maintenant tester numériquement ces différentes CLA et les comparer à la C-
ABC ou encore à la CLA développée dans le chapitre 3.
5.5 Analyse de performances des nouvelles CLA généralisée et enri-
chie
On souhaite à présent comparer les performances des CLA (5.3.2) et (5.3.5) avec celles de la
C-ABC et de la CLA (3.3.3) développée au chapitre 3 pour voir si le fait de prendre en compte
les ondes rampantes dans le processus de construction des CLA améliore l’absorption dans le cas
transitoire. Pour cela, nous avons testé les CLA sur les différents cas tests présentés dans l’annexe
A.
Pour comparer les différents tests réalisés dans une configuration donnée, on calcule l’erreur glo-
bale en temps et en espace définie au chapitre 2, i.e. on calcule l’erreur relative L2([0, t] × Ω)
définie par 
∫ t
0
∫
Ω
|uapp(s, x)− uex(s, x)|2dxds∫ t
0
∫
Ω
|uex(s, x)|2dxds

1/2
,
où uapp est la solution approchée obtenue et uex est la solution "exacte" calculée comme aux cha-
pitres précédents.
Précisons tout d’abord que pour les différents tests réalisés, nous avons gardé la même condition
CFL que celle utilisée avec la C-ABC. Par conséquent, nous pouvons prendre le même pas de
temps que dans le cas de la C-ABC.
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FIG. 5.1 – Comparaison entre C-ABC, CLA généralisée évanescente (3.3.3), CLA généralisée
rampante (5.3.2) et CLA enrichie (5.3.5) - Configuration 1
5.5.1 Cas test 1
Comme dans le chapitre 3, nous nous intéressons tout d’abord au cas où l’obstacle est circu-
laire ce qui correspond au cas test 1 décrit dans l’annexe A. Sur la figure 5.1, on représente les
erreurs obtenues avec la C-ABC (en bleu), avec la condition (3.3.3) (en noir), avec la condition
(5.3.2) (en rouge) et avec (5.3.5) (en magenta). On remarque que lorsqu’on prend en compte les
ondes propagatives et les ondes rampantes les résultats sont meilleurs que ceux obtenus avec la
C-ABC mais moins bons que ceux obtenus avec (3.3.3). Cependant, quand on considère la CLA
complète (5.3.5), on obtient des résultats équivalents à ceux avec la condition (3.3.3).
5.5.2 Cas test 2
Nous nous intéressons maintenant au cas d’un obstacle elliptique. Les résultats obtenus pour la
configuration 2 sont présentés sur la figure 5.2. Les trois nouvelles conditions donnent des erreurs
très similaires qui sont à chaque fois plus faibles que l’erreur de la C-ABC.
5.5.3 Cas test 3
Nous considérons ensuite la configuration 3, avec un obstacle de forme plus allongée que dans
le cas précédent. Les résultats présentés sur la figure 5.3 montrent que la condition complète est
légèrement meilleure que les autres conditions mais l’écart n’est pas significatif.
5.5.4 Cas test 4
La Figure 5.4 représente les erreurs obtenues dans le cas de deux obstacles circulaires entourés
d’une frontière artificielle elliptique (Configuration 4). Comme dans la configuration 2, les erreurs
générées par les trois nouvelles CLA sont très proches et plus faibles que celle générées par la
C-ABC.
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FIG. 5.2 – Comparaison entre C-ABC, CLA généralisée évanescente (3.3.3), CLA généralisée
rampante (5.3.2) et CLA enrichie (5.3.5) - Configuration 2
FIG. 5.3 – Comparaison entre C-ABC, CLA généralisée évanescente (3.3.3), CLA généralisée
rampante (5.3.2) et CLA enrichie (5.3.5) - Configuration 3
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FIG. 5.4 – Comparaison entre C-ABC, CLA généralisée évanescente (3.3.3), CLA généralisée
rampante (5.3.2) et CLA enrichie (5.3.5) - Configuration 4
5.5.5 Cas test 5
Enfin, on regarde le cas de quatre obstacles triangulaires entourés d’une frontière circulaire
(Configuration 5). Les résultats obtenus sont présentés dans la Figure 5.5. Les conclusions sont
les mêmes que précédemment : le fait de prendre en compte les rampants améliore très peu la
précision des conditions.
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FIG. 5.5 – Comparaison entre C-ABC, CLA généralisée évanescente (3.3.3), CLA généralisée
rampante (5.3.2) et CLA enrichie (5.3.5) - Configuration 5
Dans toutes les configurations que nous avons testées, nous avons remarqué que les conditions
prenant en compte les ondes rampantes donnent des résultats similaires à la condition ne prenant
en compte que les ondes propagatives et évanescentes, contrairement à ce qui avait été observé
en régime harmonique. Ces résultats sont probablement liés en partie à la discrétisation trop peu
précise de la dérivée fractionnaire en temps. En effet, dans le cas de l’équation d’Helmholtz, cette
dérivée est prise en compte exactement grâce au terme (ik)2/3, ce qui peut expliquer la différence
de résultat.
Pour confirmer cette hypothèse, nous avons à nouveau considéré le cas où le champ d’onde est
généré par une onde incidente imposée sur Γ.
5.6 Stabilisation par une onde incidente
Comme au chapitre 3, on s’intéresse au cas où le champ d’onde est généré par une onde
incidente que l’on impose sur le bord de l’obstacle comme nous l’avons fait au chapitre précédent
avec la C-ABC.
On résout donc le problème,

∂2t u−△u = 0 dans Ω
u = uinc := eik(t+cos θx+sin θy) sur Γ
+CLA sur Σ
(5.6.1)
où k est la fréquence de l’onde incidente et θ l’angle d’incidence, et la CLA choisie est soit (5.3.2)
soit (5.3.5).
L’intérêt de ce test est donc de vérifier si pour t vérifiant kt ≡ 0[2π], la solution (5.6.1) tend vers
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la solution harmonique qui vérifie
k2u+△u = 0 dans Ω
u = uinc := eik(t+cos θx+sin θy) sur Γ
+CLA sur Σ
(5.6.2)
où k2u + △u = 0 est l’équation d’Helmholtz avec une source nulle et si oui, de comparer la
vitesse de convergence.
Nous avons fixé deux configurations particulières décrites dans l’annexe A afin de comparer les
deux solutions : une avec un obstacle et une frontière artificielle circulaires et l’autre où ce sont
des ellipses. Par souci de simplicité et sans perte de généralité, on fixe θ égal à zéro.
Considérons tout d’abord le cas de l’obstacle circulaire.
Les résultats obtenus visualisés sous Paraview sont représentés dans les figures 5.6, 5.7, 5.8 et 5.9
pour une fréquence égale à 10, pour t = 2πk ,
4π
k ,
6π
k et
8π
k . Les figures de gauche représentent la
(a) Rampant (b) Complète
FIG. 5.6 – Solution temporelle : t = 2πk
partie réelle de la solution obtenue avec la CLA (5.3.2) et celles de droite la solution obtenue avec
la CLA (5.3.5). La figure 5.10 représente la partie réelle de la solution harmonique.
Visuellement, il semble bien qu’il y ait concordance entre les solutions temporelle et harmonique
et donc stabilisation de la solution de l’équation des ondes pour les deux conditions. Pour s’en
assurer, on a calculé l’erreur L2(Ω) entre les deux solutions pour différentes valeurs de k. Les fi-
gures 5.11, 5.12 et 5.13 représentent l’évolution de cette erreur au cours du temps, respectivement
pour k = 1, 5 et 10.
Les courbes bleues représentent les erreurs obtenues avec la C-ABC, les courbes rouges celles ob-
tenues en prenant compte des ondes évanescentes, les courbes magenta celles obtenues en prenant
en compte les modes rampants et les courbes noires celles obtenues avec la condition complète
(5.3.5).
On remarque que les erreurs obtenues dans les deux derniers cas sont faibles, mais plus importantes
que les différences obtenues avec la C-ABC ou avec la condition prenant en compte uniquement
172
(a) Rampant (b) Complète
FIG. 5.7 – Solution temporelle : t = 4πk
(a) Rampant (b) Complète
FIG. 5.8 – Solution temporelle : t = 6πk
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(a) Rampant (b) Complète
FIG. 5.9 – Solution temporelle : t = 8πk
FIG. 5.10 – Solution harmonique
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FIG. 5.11 – Erreur entre solution temporelle et solution harmonique - Configuration 1 - k=1
FIG. 5.12 – Erreur entre solution temporelle et solution harmonique - Configuration 1 - k=5
FIG. 5.13 – Erreur entre solution temporelle et solution harmonique - Configuration 1 - k=10
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les modes évanescents. Ces résultats confirment donc la faible précision du schéma de discrétisa-
tion des dérivées fractionnaires.
A présent, on vérifie que les résultats sont équivalents lorsque l’obstacle et la frontière artificielle
sont de forme elliptique. Comme précédemment, on compare sur les figures 5.14, 5.15, 5.16 et
5.17, les deux solutions obtenues en harmonique et en temporel pour t = 2πk ,
4π
k ,
6π
k et
8π
k . On
(a) Rampant (b) Complète
FIG. 5.14 – Solution temporelle : t = 2πk
remarque à nouveau que les visualisations concordent. Pour le vérifier, on calcule l’erreur L2(Ω)
entre les deux solutions pour k = 1, 5, 10. Les trois figures obtenues pour les trois valeurs diffé-
rentes de k sont représentées dans les figures 5.19, 5.20 et 5.21. Ici encore, la solution en temps
tend bien vers la solution harmonique mais moins vite que pour la C-ABC ou la condition généra-
lisée évanescente (3.3.3).
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(a) Rampant (b) Complète
FIG. 5.15 – Solution temporelle : t = 4πk
(a) Rampant (b) Complète
FIG. 5.16 – Solution temporelle : t = 6πk
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(a) Rampant (b) Complète
FIG. 5.17 – Solution temporelle : t = 8πk
FIG. 5.18 – Solution harmonique
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FIG. 5.19 – Erreur entre solution temporelle et solution harmonique - Configuration 2 - k=1
FIG. 5.20 – Erreur entre solution temporelle et solution harmonique - Configuration 2 - k=5
FIG. 5.21 – Erreur entre solution temporelle et solution harmonique - Configuration 2 - k=10
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On peut donc à nouveau supposer que les résultats ne sont pas aussi bons que ce qu’on espérait
à cause de la discrétisation de l’opérateur de dérivée fractionnaire.
5.7 Conclusion
Les conditions qui avaient été construites au chapitre 4 pour l’équation d’Helmholtz et pre-
nant en compte le comportement des ondes rampantes, ont été étendues au domaine temporel.
Ces conditions font intervenir des opérateurs de dérivées fractionnaires difficiles à discrétiser. Les
différents tests numériques réalisés montrent que ces nouvelles conditions donnent de meilleurs
résultats que si on utilise la C-ABC mais donne des résultats équivalents à ceux obtenus avec la
condition (3.3.3). Ainsi l’amélioration n’est pas aussi significative que ce que nous espérions au
vu des résultats du chapitre précédent. De plus, lorsqu’on regarde la stabilisation de la solution
temporelle sur la solution harmonique, on remarque que la solution converge bien vers la solution
harmonique mais moins rapidement que lorsqu’on utilise la C-ABC ou la condition (3.3.3). Un
moyen d’obtenir de meilleurs résultats serait donc de revoir la discrétisation de l’opérateur de dé-
rivées fractionnaires en s’appuyant par exemple sur les travaux de M.F. Cawley, P.G. Petropoulos
et S. Jiang [27] ou sur ceux de H. Haddar, J.R. Li et D. Matignon [48].
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Chapitre 6
Vers des simulations réalistes
Dans ce dernier chapitre nous discutons de la mise en oeuvre des nouvelles CLA pour des
configurations plus réalistes. Nous montrons dans un premier temps qu’elles permettent de modé-
liser la propagation d’ondes en milieu hétérogène infini. Dans une deuxième section, nous présen-
tons les difficultés relatives aux problèmes tridimensionnels.
6.1 Mise en oeuvre des CLA en milieu hétérogène
Dans cette section, on s’intéresse à la propagation d’une onde dans un milieu bicouche infini
en dimension deux. La vitesse de propagation des ondes est c = 1m/s dans la partie supérieure
(y > 0) et c = 2m/s dans la partie inférieure (y < 0). On considère une source ponctuelle au
poins S=(0m, 0.25m) et on souhaite limiter la simulation au disque de centre 0 et de rayon 1m
(voir Fig.6.1). Nous allons donc imposer successivement sur le bord de ce disque les différentes
conditions présentées dans les précédents chapitres de ce document. Ce test va nous permettre de
vérifier que les CLA construites tout au long de la thèse sont bien adaptées au cas des domaines
hétérogènes. En particulier, nous voulons nous assurer qu’elles sont bien stables et qu’elles ne
gn´èrent pas de réflexions particulières au niveau de l’interface entre deux milieux différents. .
FIG. 6.1 – Domaine bicouche
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Dans les figures 6.2, 6.3, 6.4 et 6.5, on représente à différents instants la solution que l’on visualise
à l’aide du logiciel Paraview. Les résultats obtenus avec les différentes CLA étant visuellement
FIG. 6.2 – Solution à t = 0.5s
similaires, on ne réprésente sur les figures 6.3 à 6.5 que les solutions obtenues avec la CLA enri-
chie construite au chapitre 5. On remarque tout d’abord que l’onde se propage normalement dans
la première partie du domaine jusqu’à atteindre l’interface. À ce moment là, elle se décompose en
deux ondes : une onde réfléchie par l’interface et une onde transmise qui se propage ensuite dans
la deuxième partie du domaine. On remarque aussi que le changement de vitesse est bien pris en
compte puisque l’onde se propage plus rapidement dans la deuxième partie du domaine. Enfin,
on peut constater que l’onde est bien absorbée au bord du domaine. En particulier, la frontière
artificielle ne gn´ère aucune réflexion parasite au voisinage de l’interface entre les deux milieux.
Un test similaire a été effectué sur un domaine carré où là aussi les ondes ont bien été absorbées,
sans aucune instabilité au niveau des interfaces.
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FIG. 6.3 – Solution à t = 1s
FIG. 6.4 – Solution à t = 1.5s
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FIG. 6.5 – Solution à t = 2s
Ces résultats mettent en évidence l’efficacité des CLA en milieu hétérogène, mais il ne per-
mettent pas de comparer les performances des différentes conditions. On s’intéresse donc main-
tenant l’erreur globale en temps et en espace définie au chapitre 2, i.e. on calcule l’erreur relative
L2([0, t]× Ω) définie par
∫ t
0
∫
Ω
|uapp(s, x)− uex(s, x)|2dxds∫ t
0
∫
Ω
|uex(s, x)|2dxds

1/2
,
où uapp est la solution approchée obtenue et uex est la solution "exacte" calculée comme aux
chapitres précédents sur un domaine de calcul beaucoup plus large.
Sur la figure 6.6, on représente les erreurs obtenues avec la C-ABC (en bleu), avec la condition
(3.3.3) (en noir), avec la condition (5.3.2) (en rouge) et avec (5.3.5) (en magenta). On constate
tout d’abord que les courbes obtenues avec les nouvelles CLA sont similaires à celle obtenue avec
la C-ABC ce qui nous permet de valider la stabilité des nouvelles CLA en milieu hétérogène.
De plus, de la même manière que dans le cas d’un milieu homogène, on observe que lorsqu’on
prend en compte les ondes rampantes ou évanescentes en plus des ondes propagatives, on obtient
de meilleurs résultats qu’avec la C-ABC. Enfin, on remarque que la CLA enrichie est légèrement
meilleure que les autres conditions mais l’écart n’est pas significatif.
Ce cas test nous permet donc conclure que les CLA construites tout au long de cette thèse sont
bien adaptées à la modélisation des milieux hétérog‘enes infinis.
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FIG. 6.6 – Comparaison entre C-ABC, CLA généralisée évanescente (3.3.3), CLA généralisée
rampante (5.3.2) et CLA enrichie (5.3.5) - Domaine Bicouche
6.2 Le cas tridimensionnel
À présent, on s’intéresse aux difficultés relatives au passage à la dimension 3. Dans un pre-
mier temps, on réécrit les CLA avant de regarder les difficultés d’implémentation de ces CLA en
dimension 3.
6.2.1 Ecriture des CLA en 3D
Tout d’abord, il nous faut réécrire les différentes conditions. Les techniques que nous avons
développées au cours des différents chapitres peuvent être facilement étendues au cas tridimen-
sionnel. En effet, la base de notre travail vient de l’écriture de l’équation des ondes en coordonnées
curvilignes au voisinage de la frontière. Dans le cas tridimensionnel, nous pouvons aussi réécrire
l’équation des ondes de la même manière qu’en 2D et on obtient donc que
△u− ∂2t u = 0
se réécrit dans le système de coordonnées locales (r, s1, s2) sous la forme
L˜3Du := ∂
2
ru+ 2Hr∂ru+
1
h1h2
(
∂s1
(
h2
h1
∂s1u
)
+ ∂s2
(
h1
h2
∂s2u
))
− ∂2t u = 0, (6.2.1)
où h1 et h2 sont définis par
hj = 1 + rκj , j = 1, 2
où κ1 et κ2 sont les courbures principales de Σ et Hr désigne la courbure moyenne de la surface
parallèle donnée par
Hr = 1
2
∂r(h1h2)
h1h2
.
De plus, par la suite on notera K la courbure de Gauss définie par K = κ1κ2 et H la courbure
moyenne définie par H = (κ1 + κ2) /2.
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On remarque donc qu’on obtient une écriture analogue au cas 2D où nous avions :
L˜u := −∂2t u+ ∂2ru+ κr∂ru+ h−1∂s
(
h−1∂su
)
= 0,
où κ est la courbure de Σ, h = 1 + rκ(s) et κr = h−1κ.
Pour appliquer la méthode de Taylor [74], nous réécrivons (6.2.1) comme un système du premier
ordre. Pour cela, on introduit comme au chapitre 1, une inconnue auxiliaire v qui est liée à u par
la relation ∂tv + ∂ru = 0 dans un voisinage de Σ. Le vecteur U = (v, u) est alors solution du
système du premier ordre
∂rU = L3DU,
où L3D est un opérateur matriciel dont les composantes sont des opérateurs pseudodifférentiels du
premier ordre. Son symbole σ(L3D) = L3D peut se décomposer en L3D = L3D,1 + L3D,0 avec
L3D,1 =
 0 −h−21 ξ21 + h−22 ξ22 − ω2iω
−iω 0
 ∈ S1
et
L3D,0 =
 −2Hr − iωh1h2
(
∂s1
(
h2
h1
ξ1
)
+ ∂s2
(
h1
h2
ξ2
))
0 0
 ∈ S0,
où ξ1, ξ2 et ω sont les variables duales associées respectivement à s1, s2 et t.
Ainsi en posant λ1,3D :=
(
ω2 − h−21 ξ21 − h−22 ξ22
)1/2
, on peut montrer de façon analogue à ce qui
a été fait en 2D qu’une condition aux limites absorbantes d’ordre un est donnée par :
[(I +K−1,3D)V0,3DU]2 = 0 sur Σ
où V0,3D et K−1,3D sont donnés par leur symbole
V0 = 1√
2
(
iω
λ1,3D
1
1 −λ1,3Diω
)
et
K−1 =
 0 − 2iHω34λ41,3D
− 2iHω
4λ2
1,3D
0
 .
On obtient donc, en utilisant le même raisonnement qu’en dimension 2, que la C-ABC en 3D
s’écrit :
∂tu+ ∂nu+Hu = 0 sur Σ.
De même, une condition prenant en compte les ondes évanescentes s’écrit exactement de la même
façon qu’en 2D à savoir
∂nu+ βu = 0 sur Σ.
On obtient donc la proposition suivante
Proposition 6.2.1. Une famille de CLA du second-ordre prenant en compte les ondes propagatives
et les ondes évanescentes s’écrit
(∂n + β) (∂t + ∂n +H)u = 0 sur Σ. (6.2.2)
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En ce qui concerne le traitement des ondes rampantes, on procède de la même manière qu’au
chapitre 4. Le symbole principal de l’équation des ondes est donné par
k2u+ ∂2ru+ h
−2
1 ∂
2
s1u+ h
−2
2 ∂
2
s2u = 0,
au voisinage de Σ. De plus, on sait qu’au voisinage de Σ, la coordonnée radiale r est très petite.
Ainsi
h−21 ∼ 1− 2rκ1 +O(r2)
et
h−22 ∼ 1− 2rκ2 +O(r2).
De la même manière que précédemment, on approche la transformée de Fourier û de la solution
de l’équation des ondes u par la solution de l’équation d’Airy
∂2r û+
[
k2 − ξ21 (1− 2rκ1)− ξ22 (1− 2rκ2)
]
û = 0,
et en reprenant le même raisonnement qu’au chapitre 4, on montre que
∂rû|r=0 = − (ik)2/3 (12H)1/3
Γ(2/3)
Γ(1/3)
û|r=0.
On obtient donc les propositions suivantes :
Proposition 6.2.2. Une famille de CLA du second-ordre prenant en considération les ondes pro-
pagatives et les ondes rampantes s’écrit sous la forme(
∂n +
cr
c2/3
D
2/3
t
)(1
c
∂t + ∂n +H
)
u = 0 sur Σ, (6.2.3)
avec
cr := (12H)1/3 Γ (2/3)
Γ (1/3)
(6.2.4)
De la même manière, pour obtenir une condition représentant le champ d’onde complet, on
combine la condition obtenue pour les ondes rampantes avec la condition (6.2.2) qui ne considère
que les ondes propagatives et évanescentes.
Proposition 6.2.3. Une famille de CLA d’ordre trois prenant en compte à la fois les ondes propa-
gatives, les ondes évanescentes et les ondes rampantes est donnée par(
∂n +
cr
c2/3
D
2/3
t
)
(∂n + β)
(
1
c
∂t + ∂n +H
)
u = 0 sur Σ, (6.2.5)
6.2.2 Implémentation
Comme dans le cas de la 2D, nous devons réécrire les différentes conditions afin de pouvoir
les implémenter facilement dans une formulation variationnelle. Pour cela, on utilise le fait que u
soit solution de l’équation des ondes sur la frontière artificielle, autrement dit
∂2ru+ 2H∂ru+
(
∂2s1u+ ∂
2
s2u
)− ∂2t u = 0.
On a vu qu’en 2D, on se débarasse du terme ∂2n en utilisant l’équation en volume. On obtient
ainsi une équation différentielle sur le bord dont le terme de plus haut degré est ∂2s . En 3D, tout se
passe de la même façon avec cette fois ∂2n exprimé en fonction de l’opérateur de Laplace-Beltrami
∂2s1u+ ∂
2
s2u. Les difficultés du passage à la 3D sont donc de deux natures :
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– la discrétisation de l’opérateur de Laplace-Beltrami ;
– le calcul des courbures principales.
Du fait de la présence de l’opérateur de Laplace-Beltrami, nous devons construire une matrice de
raideur sur le bord. Pour cela, nous devons déterminer les voisins de chaque face appartenant au
bord absorbant. Nous avions à faire une recherche similaire en 2D, mais le coût de calcul était
beaucoup plus faible. En effet, en dimension 2, nous n’avions à déterminer que les deux voisins
de chaquae segment du bord absorbant. De plus, ces segments pouvaient être numérotés les uns à
la suite des autres dans le sens de parcours de la frontière. Ici, nous devons considérer un nombre
beaucoup plus élevé de triangles, chaque triangle a trois voisins, et il n’existe pas de sens de par-
cours. Ainsi, la construction de ces connectivités est bien plus complexe en 3D et est bien plus
coûteuse en temps et en mémoire qu’en 2D. De plus, nous considérons des domaines à frontière
courbe que nous approchons par un polyèdre. Il est donc nécessaire que le maillage de la surface
comporte beaucoup d’éléments afin d’obtenir une bonne approximation du domaine. Par consé-
quent, le traitement des connectivités requiert d’importantes ressources en temps de calcul ainsi
qu’en mémoire.
L’autre point difficile lors du passage à la dimension 3 réside dans le calcul des termes de
courbure. En effet, à 2D, afin d’approcher la valeur de la courbure κ en un point du bord, nous
avions besoin des coordonnées de ce point et de celles de ses deux voisins. Ensuite nous obtenions
la courbure en calculant l’inverse du rayon du cercle passant par ces trois points consécutifs.
Déjà une première limite se posait, à savoir qu’il ne fallait pas qu’on raffine la frontière du
domaine à l’aide d’un mailleur classique qui aurait coupé en plusieurs segments les arêtes initiales.
On aurait alors obtenu des points alignés et donc des courbures nulles. Il nous fallait donc plutôt
donner une approximation plus précise du domaine avant d’utiliser le mailleur. En 3D, en plus de
ces problèmes, il est difficile d’évaluer les deux courbures principales en un point donné. En effet,
contrairement à la dimension 2, les formules permettant le calcul de ces courbures font intervenir
des points auxiliaires qui ne sont pas forcément des noeuds du maillage. Il nous faudra donc
trouver un moyen efficace de déterminer les coordonnées de ces différents points.
Par conséquent, l’implémentation des CLA en dimension 3 n’est pas totalement directe. Ce-
pendant, les difficultés liées au passage à la dimension 3 semblent relativement minimes. Une
étude plus approndie est néanmoins nécessaire et nous sommes actuellement en train de dévelop-
per des outils afin de pallier à ces différentes difficultés.
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Annexe A
Cas test
Afin de comparer les performances des différentes CLAs construites au fil de cette thèse, nous
fixons un ensemble de cas tests
A.1 Cas test 1 : un obstacle circulaire
Dans un premier temps, on considère la diffraction d’une onde par un obstacle circulaire.
Ainsi, la frontière extérieure est aussi un cercle et le terme de courbure est constant et égal à 1R oùR
est le rayon extérieur. Cette configuration particulière semble être la plus simple pour commencer
à tester les codes et obtenir les premières comparaisons entre les différentes CLAs. On reprend
donc la Configuration 1 décrite dans le chapitre 2 à savoir que Ω1 est un domaine bidimensionnel
(voir Fig. A.1) et est délimité par une frontière extérieure circulaire Σ1. La frontière Γ1 représente
FIG. A.1 – Domaine de calcul - Configuration 1
la frontière de l’obstacle. Les deux cercles sont centrés à l’origine. Le rayon de Σ1 est Rext = 3m
et le rayon de Γ1 est Rint = 1m. La source est une source ponctuelle placée à (0m, 1.3m) et est
définie comme une dérivée seconde de Gaussienne de fréquence dominante 1Hz :
S = δx02λ
(
λ (t− t0)2 − 1
)
e−λ(t−t0)
2
,
avec x0 = (0m, 1.3m), λ = π2f20 , f0 = 1, t0 = 1/f0 et δx0 représente le Dirac en x0.
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A.2 Cas test 2 : Un obstacle elliptique
À présent, nous souhaitons considérer le cas de la diffraction d’une onde par un obstacle ellip-
tique. Dans ce cas, le calcul de la courbure n’est pas direct comme dans le paragraphe précédent
puisque la frontière extérieure n’est plus circulaire mais elliptique. On reprend donc la configu-
ration 2 définie au chapitre 2. Ω2 (cf Fig. A.2) est un domaine bidimensionnel délimité par une
frontière extérieure Σ2 et par une frontière intérieure Γ2. Σ2 est une ellipse de demi-grand axe
aext = 6m et de demi-petit axe bext = 3m centrée à l’origine. Γ2 représente la frontière d’un obs-
tacle elliptique de demi-grand-axe a =2m et de demi-petit axe b =1m centré à l’origine.
FIG. A.2 – Domaine de calcul -Configuration 2
A.3 Cas test 3 : Un obstacle elliptique allongé
Nous envisageons ici le cas d’un obstacle ellipitique allongé pour regarder l’influence de l’ex-
centricité de l’obstacle. On considère un nouveau cas test noté Configuration 3 qui est similaire à
la Configuration 2. Ici, Ω3 (cf Fig. A.3) est un domaine bidimensionnel délimité par une frontière
extérieure Σ3 et par une frontière intérieure Γ3. Σ3 est une ellipse de demi-grand axe aext = 9m et
de demi-petit axe bext = 3m centrée à l’origine. Γ3 représente la frontière d’un obstacle elliptique
de demi-grand-axe a = 3m et de demi-petit axe b = 1m centré à l’origine.
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FIG. A.3 – Domaine de calcul -Configuration 3
A.4 Cas test 4 : le cas de 2 obstacles circulaires
À présent, on s’intéresse au cas où le domaine contient deux obstacles circulaires pour évaluer
l’influence du nombre d’obstacles dans le domaine. En effet, plus il y a d’obstacles dans le do-
maine, plus les ondes évanescentes et les ondes rampantes sont présentes dans le domaine du fait
des réflexions de l’onde au niveau de chaque obstacle. On considère donc la Configuration 4 dans
laquelle Ω4 (cf Fig. A.4) est un domaine bidimensionnel délimité par une frontière extérieure Σ4 et
par une frontière intérieure Γ4 := Γ4,a∪Γ4,b. Σ4 est une ellipse de demi-grand axe aext = 7.5m et
de demi-petit axe bext = 3.75m centrée à l’origine. Γ4 est l’union des frontières de deux obstacles
circulaires de bord respectif Γ4,a et Γ4,b de rayon 1m centré respectivement au point (−1.5m, 0m)
FIG. A.4 – Domaine de calcul -Configuration 4
et (1.5m, 0m).
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A.5 Cas test 5 : le cas de 4 obstacles triangulaires
Dans les cas tests précédents, nous avons considéré des obstacles de forme très régulière. On
souhaite maintenant s’intéresser à des obstacles présentant des coins. Nous allons donc tester le
cas où les obstacles sont triangulaires pour évaluer l’effet d’un angle au niveau de l’obstacle. La
Configuration 5 est alors définie par Ω5 (cf Fig. A.5) un domaine bidimensionnel délimité par une
frontière extérieure Σ5 et par une frontière intérieure Γ5 := Γ5,o ∪ Γ5,s ∪ Γ5,e ∪ Γ5,n. Σ5 est un
cercle de rayon aext = 5m centré à l’origine. Γ5 est l’union des frontières de quatres obstacles
triangulaires de bord Γ5,o, Γ5,s, Γ5,e et Γ5,n définis comme suit :
FIG. A.5 – Domaine de calcul -Configuration 5
– Triangle 1 délimité par Γ5,o de sommets (−2.5m, 1m), (−2.5m,−1m) et (−0.5m, 0m) ;
– Triangle 2 délimité par Γ5,s de sommets (−1m,−2.5m), (1m,−2.5m) et (0m,−0.5m) ;
– Triangle 3 délimité par Γ5,e de sommets (2.5m, 1m), (2.5m,−1m) et (0.5m, 0m) ;
– Triangle 4 délimité par Γ5,n de sommets (−1m, 2.5m), (1m, 2.5m) et (0m, 0.5m).
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Annexe B
Annexe harmonique
B.1 Les fonctions de Mathieu
Les fonctions de Mathieu ont été introduites par Emile Mathieu en 1868 pour l’analyse du
mouvement vibratoire d’une membrane de forme elliptique [61]. Dès lors, elles ont été utilisées
pour l’étude de nombreux autres phénomènes physiques et astronomiques. Cependant, ces fonc-
tions ont bien moins d’applications que d’autres fonctions issues de la physique mathématique
comme les fonctions de Bessel ou les fonctions hypergéométriques. Ceci est très certainement
dû à la complexité de leur détermination et à l’impossibilité de les représenter analytiquement de
façon simple.
La forme originelle (forme canonique) de l’équation différentielle de Mathieu est :
d2y
dv2
+ (c− 2q cos 2v)y = 0 (B.1.1)
où c et q sont des paramètres réels et v peut être complexe.
Cette équation est aussi appelée ”équation de Mathieu angulaire”. Cette dénomination provient
du fait que (B.1.1) décrit la dépendance angulaire d’une quantité physique (champ électrique ou
magnétique). Dans le paragraphe (B.5), nous verrons que cette équation admet deux familles dis-
tinctes de solutions dont les fonctions périodiques cosinus elliptique cem(v, q) et sinus elliptique
sem(v, q).
L’équation différentielle de Mathieu modifiée s’écrit :
d2y
du2
+ (c− 2q cosh 2u) y = 0 (B.1.2)
Cette dernière équation est obtenue en prenant : v = iu dans (B.1.1) et y reste inchangé. Elle
porte aussi le nom de ”équation de Mathieu radiale”.
Dans toute la suite, le paramètre c est défini par les équations (B.1.1) et (B.1.2). Il est appelé
valeur caractéristique et on peut le classer en deux catégories :
c = am, associé aux solutions de période paire
c = bm, associé aux solutions de période impaire
(B.1.3)
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B.2 Equation de Mathieu et équation des ondes acoustiques en coor-
données elliptiques
On rappelle que les coordonnées elliptiques sont liées aux coordonnées cartésiennes (x, y) par
les relations :
x = f cosh ξ cos θ;
y = f sinh ξ sin θ.
Le nombre ξ est un réel strictement positif et f est la distance interfocale de l’ellipse qui
vérifie :
f =
√
a2 − b2
Une ellipse donnée est paramétrée par {ξ = constante}. On définit alors l’excentricité e en
ξ = ξ0 par :
e =
1
cosh ξ0
=
√
1− b
2
a2
L’excentricité e caractérise l’allongement de la frontière. Elle satisfait 0 < e < 1. Lorsque
e → 0, l’ellipse dégénère en un cercle et lorsque e → 1, l’ellipse dégénère en un segment de
longueur 2f .
Les équations de Mathieu interviennent pour la recherche de solutions analytiques de l’équa-
tion d’Helmholtz dans un système de coordonnées elliptiques. Soit W := W (x, y, z) une solution
de l’équation d’Helmholtz en coordonnées cartésiennes (x, y, z). On introduit le système (ξ, θ, z)
de coordonnées elliptiques via le changement de variables précédent.
On pose alors W˜ (ξ, θ, z) = W (x, y, z) et W˜ est solution de l’équation :
∂2W˜
∂z2
+
1
2f2 (cosh 2ξ − cos 2θ)
(
∂2W˜
∂ξ2
+
∂2W˜
∂θ2
)
+ k2W˜ = 0 (B.2.1)
On suppose maintenant que W˜ est de la forme W˜ = ϕ(z)Ψ1(ξ)Ψ2(θ). L’équation (B.2.1) devient
donc :
1
ϕ
∂2ϕ
∂z2
+
2
f2 (cosh 2ξ − cos 2θ)
[
1
Ψ1
∂2Ψ1
∂ξ2
+
1
Ψ2
∂2Ψ2
∂θ2
]
+ k2 = 0 (B.2.2)
On peut donc montrer que ϕ est solution de l’équation différentielle ordinaire :
∂2ϕ
∂z2
+ αϕ = 0 (B.2.3)
où α est une fonction constante, Ψ1 est une solution de :
∂2Ψ1
∂ξ2
+
[
(α+ k2)f2 cosh 2ξ
2
− β1
]
Ψ1 = 0 (B.2.4)
et Ψ2 est une solution de :
∂2Ψ2
∂θ2
+
[
β2 − (α+ k
2)f2 cos 2θ
2
]
Ψ2 = 0. (B.2.5)
On voit donc qu’une solution W˜ de l’équation d’Helmholtz s’obtient comme superposition
d’une solution ϕ de l’équation d’Helmholtz 1D, d’une solution Ψ1 de l’équation de Mathieu mo-
difiée et d’une solution Ψ2 de l’équation de Mathieu classique.
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Certaines solutions physiques de (B.2.5) sont telles que Ψ2 est périodique, de période π ou 2π.
Il est montré dans [1, 47] qu’il existe une infinité de valeurs caractéristiques am(q) qui décrivent
les solutions de période paire de (B.1.1) ainsi qu’une infinité de valeurs caractéristiques bm(q)
décrivant les solutions de période impaire de (B.1.1).
B.3 Détermination des valeurs caractéristiques des fonctions de Ma-
thieu
Une solution de (B.1.1) de période π ou 2π est de la forme :
y =
∞∑
m=0
(Am cosmv +Bm sinmv)
avecB0 = 0. Les coefficientsAm etBm sont appelés coefficients de Fourier associés aux solutions
de l’équation de Mathieu.
En remplaçant dans (B.1.1), on obtient :∑∞
m=−2[(c−m2)Am − q(Am−2 +Am+2)] cosmv
+
∑∞
m=−2[(c−m2)Bm − q(Bm−2 +Bm+2)] sinmv = 0
(B.3.1)
en imposant Am = Bm = 0 si m < 0.
L’expression (B.3.1) peut être réduite à l’une des quatre formes simplifiées présentées ci-
dessous :
ye0 =
∑∞
m=0A2m cos 2mv
ye1 =
∑∞
m=0A2m+1 cos(2m+ 1)v
yo0 =
∑∞
m=0B2m sin 2mv
yo1 =
∑∞
m=0B2m+1 sin(2m+ 1)v
(B.3.2)
où ye0 et yo0 sont des solutions de période π tandis que ye1 et yo1 sont des solutions de période
2π.
On notera par la suite ye0 = cem(v, q) avec m pair, ye1 = cem(v, q) avec m impair,
yo0 = sem(v, q) avec m pair et enfin yo1 = sem(v, q) avec m impair. Les fonctions cem(v, q) et
sem(v, q) sont appelées fonctions de Mathieu périodiques.
En utilisant (B.3.2), il est montré dans [1, 47] qu’il existe des relations de récurrence entre les
coefficients Am et Bm. On obtient :
– pour les solutions paires de période π (Am, avec m pair) :
cA0 − qA2 = 0
(c− 4)A2 − q(2A0 −A4) = 0
(c−m2)Am − q(Am−2 −Am+2) = 0 , (m ≥ 3)
(B.3.3)
– pour les solutions paires de période 2π (Am, avec m impair) :
(c− 1)A1 − q(A1 +A3) = 0
(c−m2)Am − q(Am−2 −Am+2) = 0 , (m ≥ 3) (B.3.4)
195
– pour les solutions impaires de période π (Bm, avec m pair) :
(c− 4)B2 − qB4 = 0
(c−m2)Bm − q(Bm−2 −Bm+2) = 0 , (m ≥ 3) (B.3.5)
– pour les solutions impaires de période 2π (Bm, avec m impair) :
(c− 1)B1 + q(B1 −B3)
(c−m2)Bm − q(Bm−2 −Bm+2) = 0 , (m ≥ 3) (B.3.6)
On pose alors :
Gem =
Am
Am−2
; Gom =
Bm
Bm−2
; Vm =
(c−m2)
q
Dans le cas où une propriété est vérifiée à la fois dans le cas pair et impair, on utilise la notation,
plus simple, Gm.
On obtient alors que les équations (B.3.3), (B.3.4), (B.3.5), (B.3.6) peuvent s’écrire :
Ge2 = V0 ; Ge3 = V1 − 1 ; Ge4 = V2 − 2
Ge2
;
Go3 = 1 + V1 ; Go4 = V2 ; Gm =
1
(Vm −Gm+2) , (m ≥ 3)
La dernière égalité implique :
Gm =
1
(Vm −Gm+2) =
1
(Vm − 1
(Vm+2 −Gm+4))
=
1
Vm − 1
Vm+2 − 1
Vm+4 − ...
Or,
Ge4 = V2 − 2
Ge2
= V2 − 2
V0
=
1
V4 − 1
V6 − 1
V8 − ...
On en déduit donc que :
V0 =
2
V2 − 1
V4 − 1
V6 − ...
(B.3.7)
Cette fraction infinie est une “équation” pour c (donnée par (B.1.3)), c’est-à-dire que ses ra-
cines sont les valeurs caractéristiques a2n associées aux fonctions ce2n (i.e cem avec m pair).
De la même manière, les fractions infinies suivantes ont respectivement pour racines les va-
leurs caractéristiques a2n+1, b2n+1, b2n+2 associées aux fonctions ce2n+1, se2n, se2n+1 :
V1 − 1 = 1
V3 − 1
V5 − 1
V7 − ...
(les a2n+1 sont racines)
(B.3.8)
V1 + 1 =
1
V3 − 1
V5 − 1
V7 − ...
(les b2n+1 sont racines)
(B.3.9)
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V2 =
1
V4 − 1
V6 − 1
V8 − ...
(les b2n+2 sont racines)
(B.3.10)
Les valeurs caractéristiques sont déterminées en calculant les valeurs propres d’une matrice tri-
diagonale infinie. Une fois les valeurs caractéristiques obtenues en résolvant les équations (B.3.7),
(B.3.8), (B.3.9), (B.3.10), on peut calculer les coefficients de Fourier Am et Bm grâce aux équa-
tions (B.3.3), (B.3.4), (B.3.5), (B.3.6). Puis en utilisant les séries (B.3.2), on obtient les fonctions
de Mathieu.
B.4 Quelques propriétés des valeurs caractéristiques
Si on prend en compte le caractère physique des solutions de (B.1.1), celles-ci sont périodiques
de période π ou 2π. Les valeurs de c associées à ces solutions sont appelées valeurs caractéris-
tiques. Il existe une infinité de ces valeurs réelles. Comme dit précédemment, on différencie les
valeurs caractéristiques associées respectivement aux solutions de périodes paires de (B.1.1) no-
tées am(q) (m ≥ 0) et de périodes impaires notées bm(q) (m ≥ 1). Ces valeurs caractéristiques
jouent un rôle important dans la stabilité des solutions. De plus, elles possèdent quelques proprié-
tés intéressantes [1, 47, 63] :
1- Pour un paramètre q fixé (q 6= 0), les valeurs caractéristiques am et bm sont distinctes,
réelles et telles que :
a0 < b1 < a1 < b2 < a2 < b3 < a3 < ... , si q > 0
a0 < a1 < b1 < b2 < a2 < a3 < b3 < ... , si q < 0
2- Si q = 0, am = bm = m2 (on se ramène au cas circulaire).
3- Une solution de (B.1.1) associée à am(q) ou bm(q) admet m zéros dans l’intervalle 0 ≤
z < π, avec q réel.
4- Les courbes a2n(q) et b2n+2(q) sont symétriques par rapport à l’axe q = 0, donc :
a2n(q) = a2n(−q) et b2n+2(q) = b2n+2(−q), pour tout n ∈ N.
5- Les courbes a2n+1(q) et b2n+1(q) sont telles que :
a2n+1(q) = b2n+1(−q), pour tout n ∈ N.
On connait aussi quelques comportements asymptotiques des valeurs caractéristiques des fonc-
tions de Mathieu, qui nous seront très utiles par la suite :
Proposition B.4.1. – Si q > 0, am(q) et bm(q) approchent m2 de la même façon que q
approche 0, c’est-à-dire, lorsque q → 0 :
am(q) ∼ bm(q) ∼ m2,m ≥ 1
a0(q) ∼ −q
2
2
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– Lorsque q > 0 et q assez grand, les courbes am(q) et bm+1(q) sont équivalentes et mutuel-
lement asymptotiques. Plus précisément, quand q →∞, on a les équivalents suivants :
am(q) ∼ bm+1(q) ∼ −2q + 2 (2m+ 1)√q − (2m+ 1)
2 + 1
8
bm+1(q)− am(q) ∼ 24m+5
√
2
π
q
m
2
+ 3
4
e−4
√
q
m!
– Lorsque q < 0 et q assez grand, a2n ∼ a2n+1 et b2n+1 ∼ b2n+2.
La proposition (B.4.1) est extraite de [1].
B.5 Solutions de l’équation de Mathieu
A chacune des solutions caractéristiques présentées, on associe une solution périodique de
(B.1.1) que l’on va introduire ci-dessous. L’équation de Mathieu (B.1.1) est une équation diffé-
rentielle du second ordre qui admet donc deux familles de solutions indépendantes dont une est
formée de fonctions périodiques paires ou impaires respectivement notées cem(v, q) (pour cosinus
elliptique) et sem(v, q) (pour sinus elliptique). En effet, cette équation décrit la dépendance angu-
laire de quantités physiques dans la plupart des problèmes qu’elle représente. Ses solutions doivent
donc être, dans ces cas-là, périodiques de période π ou 2π. Nous nous intéresserons principalement
aux solutions cem(v, q) et sem(v, q).
Les solutions périodiques cem(v, q) et sem(v, q) sont des fonctions orthogonales qui vérifient
la normalisation de McLachlan [62], i.e :∫ 2π
0
cem(v, q)cep(v, q) dv =
∫ 2π
0
sem(v, q)sep(v, q) dv =
{
π , si m = p
0 , si m 6= p
Les relations (B.3.2) nous donnent aussi des relations de normalisation pour les coefficients de
Fourier de ce2n(v, q), ce2n+1(v, q), se2n+1(v, q), se2n+2(v, q), (n ≥ 0) qui s’écrivent respective-
ment :
2A20 +
∞∑
j=1
(A2j)
2 =
∞∑
j=0
(A2j+1)
2 =
∞∑
j=0
(B2j+1)
2 =
∞∑
j=0
(B2j+2)
2 = 1
Chaque équation entraîne que chacun des coefficients est borné et vérifie :
|Aj | ≤ 1 et |Bj | ≤ 1
Les fonctions cem(v, q) et sem(v, q), solutions de l’équations de Mathieu, vérifient l’équation
différentielle :
∂2cem(v, q)
∂v2
+ (am(q)− 2q cos 2v) cem(v, q) = 0
∂2sem(v, q)
∂v2
+ (bm(q)− 2q cos 2v) sem(v, q) = 0
(B.5.1)
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B.6 Relations entre les coefficients de Fourier et les différentes solu-
tions de l’équation de Mathieu
Pour tout ordre m, les coefficients Amn et B
m
n peuvent s’écrire en fonction des solutions pério-
diques de l’équation de Mathieu (B.1.1) :
Am0 =
1
2π
∫ 2π
0
cem(v, q) dv
Amn =
1
π
∫ 2π
0
cem(v, q) cosnv dv , n ∈ N∗
Bmn =
1
π
∫ 2π
0
sem(v, q) sinnv dv , n ∈ N
Il existe aussi plusieurs façons d’exprimer les solutions cem(v, q) et sem(v, q), par exemple
[1] :
cem(v, q) = ρm
∫ pi
2
0
cos
(
2
√
q cos v cos t− pπ
2
)
cem(t, q) dt
sem(v, q) = ρm
∫ pi
2
0
sin
(
2
√
q cos v cos t+ p
π
2
)
sin v sin t sem(t, q) dt
avec : m = 2s+ p où p = 0 ou p = 1
ρm =
2ce2s
(
π
2 , q
)
πA2s0 (q)
, si p = 0 et ρm =
−2ce′2s+1
(
π
2 , q
)
π
√
qA2s+11 (q)
, si p = 1 ; pour les fonctions cem(v, q)
ρm =
−4se′2s
(
π
2 , q
)
π
√
qB2s2 (q)
, si p = 0 et ρm =
4se2s+1
(
π
2 , q
)
πB2s+11 (q)
, si p = 1 ; pour les fonctions sem(v, q)
Nous avons adopté ici les notations de [1] i.e pour tout mode m ∈ N (resp. m ∈ N∗), ce′m (v, q)
(resp. se′m (v, q)) représente
∂cem (v, q)
∂q
(resp.
∂sem (v, q)
∂q
).
B.7 Solutions de l’équation de Mathieu modifiée
L’équation de Mathieu modifiée (B.1.2) admet cinq sortes de solutions qui sont :
• Lorsque q > 0,
1- les solutions du 1er ordre de l’équation de Bessel : Mc(1)m (z, q) et Ms
(1)
m (z, q) (ces quantités
peuvent aussi être notées Je et Jo),
2- les solutions du 2ème ordre de l’équation de Bessel : Mc(2)m (z, q) et Ms
(2)
m (z, q) (ces quan-
tités peuvent aussi être notées Ne et No),
3- les fonctions de Mathieu-Hankel : Mc(3)m (z, q) et Ms
(3)
m (z, q).
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Ces solutions de l’équation de Mathieu modifiée vérifient l’équation différentielle, pour j =
1, 2, 3 :
∂2Mc
(j)
m (z, q)
∂z2
+ (am(q)− 2q cosh 2z)Mc(j)m (z, q) = 0
∂2Ms
(j)
m (z, q)
∂z2
+ (bm(q)− 2q cosh 2z)Ms(j)m (z, q) = 0
(B.7.1)
• Lorsque q < 0,
– les solutions du 1er ordre de l’équation de Bessel modifiée souvent notées Ie et Io,
– les solutions du 2ème ordre de l’équation de Bessel modifiée souvent notées Ke et Ko.
Etant donné que nous nous intéressons à des problèmes de propagation d’onde, nous pren-
drons plus particulièrement en compte les solutions de Mathieu-Hankel. En effet, les fonctions
de Mathieu-Hankel sont utilisées pour la représentation des ondes entrantes et sortantes dans les
problèmes de propagation d’ondes.
On notera ces fonctions Mc(3)m pour les solutions paires et Ms
(3)
m pour les solutions impaires ;
de plus, on sait que :
Mc
(3)
m (z, q) = Mc
(1)
m (z, q) + iMc
(2)
m (z, q)
Ms
(3)
m (z, q) = Ms
(1)
m (z, q) + iMs
(2)
m (z, q)
Les solutions de Mathieu-Hankel s’écrivent donc en fonction des solutions du 1er et du 2ème
ordre de l’équation de Bessel que l’on peut, à leur tour, exprimer en fonction des solutions de
l’équation de Mathieu (B.1.1) :
Mc
(1)
m (z, q) =
(−1)s
πA2s0
∫ pi
2
0
cos(2
√
q cosh z cos v − pπ
2
)cem(v, q)dv
Mc
(2)
2s (z, q) =
(−1)s2
πcem(0, q)
∫ pi
2
0
Z
(2)
0 (u)cem(v, q)dv
Mc
(2)
2s+1(z, q) =
(−1)s8√q cosh z
πA2s+10
∫ pi
2
0
Z
(2)
1 (u) cos v
u
ce2s+1(v, q)dv
Ms
(1)
2s (z, q) =
4
π
√
q
(−1)s+1
se′2s(0, q)
∫ pi
2
0
sin (2
√
q cosh z cos v) (sinh z sin v se2s(v, q)) dv
Ms
(1)
2s+1(z, q) =
2
π
√
q
(−1)s
se2s+1(
π
2 , q)
∫ pi
2
0
sin (2
√
q sinh z sin v) se2s+1(v, q)dv
Ms
(2)
2s (z, q) =
(−1)s+18q sinh 2z
πB2s2
∫ pi
2
0
Z
(2)
2 (u) sin 2v
u2
se2s(v, q)dv
Ms
(2)
2s+1(z, q) =
(−1)s+18√q sinh z
πB2s+11
∫ pi
2
0
Z
(2)
1 (u) sin v
u
se2s+1(v, q)dv
où : u =
√
2q(cosh 2z + cos 2v) et Z(2)p , p ∈ N, sont les fonctions de Bessel de 2ème espèce.
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Remarque B.7.1. Il existe d’autres solutions de première espèce de (B.1.1) proportionnelles à
Mc
(1)
m et Ms
(1)
m que l’on note Cem(z, q) (pour cosinus hyperbolique elliptique) et Sem(z, q)
(pour sinus hyperbolique elliptique). Ces solutions s’écrivent aussi en fonction des solutions de
l’équation de Mathieu (B.1.1) cem(v, q) et sem(v, q). Elles sont données par [1] :
Ce2s+p(v, q) = ce2s+p(iv, q)
=
∞∑
k=0
A2s+p2k+p(q) cosh(2k + p)v
Se2s+p(v, q) = −ise2s+p(iv, q)
=
∞∑
k=0
B2s+p2k+p(q) sinh(2k + p)
Si p = 0, on a aussi :
Ce2s(z, q) =
ce2s(
π
2 , q)ce2s(0, q)
(−1)rA2s0
Mc
(1)
2s (z, q)
et Se2s(z, q) =
se′2s(
π
2 , q)se
′
2s(0, q)
(−1)rqB2s2
Ms
(1)
2s (z, q).
Si p = 1 :
Ce2s+1(z, q) =
ce′2s+1(
π
2 , q)ce2s+1(0, q)
(−1)r+1√qA2s+11
Mc
(1)
2s+1(z, q)
et Se2s+1(z, q) =
se2s+1(
π
2 , q)se
′
2s(0, q)
(−1)r√qB2s+11
Ms
(1)
2s+1(z, q).
où m = 2s+ p (p = 0 ou 1) et en notant A2s+p2k+p(q) = A2k+p et B
2s+p
2k+p(q) = B2k+p.
Cem(z, q) est associé à am(q) et Sem(z, q) à bm(q).
B.8 Notations comparatives des fonctions de Mathieu
Il existe plusieurs façons de noter les fonctions de Mathieu. Dans la littérature, “deux familles”
de notations se dégagent : les notations d’Abramovitz [1] que l’on a utilisées ici (données à gauche)
et les notations de Meixner et Schäfke [63], [73] (données à droite). Il existe des correspondances
entre ces deux familles :
Pour j ∈ {1, 2, 3, 4} :
Mc
(j)
n (z, q) =
√
2
π
Re
(j)
n
(
2
√
q, cosh z
)
Ms
(j)
n (z, q) =
√
2
π
Ro
(j)
n
(
2
√
q, cosh z
) (B.8.1)
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cen (v, q) =
√
π
N
(e)
n
Sen
(
2
√
q, cos v
)
sen (v, q) =
√
π
N
(o)
n
Son
(
2
√
q, cos v
) (B.8.2)
où N (e)n et N
(o)
n sont des coefficients de normalisation respectivement associés aux fonctions
Sen et Son définis dans [73] par :∫ 2π
0
Se2n (2
√
q, cos v) dv = N (e)n et
∫ 2π
0
So2n (2
√
q, cos v) dv = N (o)n (B.8.3)
Lorsqu’il ne sera pas nécessaire de distinguer les cas pairs des cas impairs, nous pourrons
utiliser les notations plus concises suivantes. Pour j = 1, 2, 3, 4 :
R(j)m (kf, cosh ξ) =

Re
(j)
m (kf, cosh ξ) si m ≥ 0
Ro
(j)
|m| (kf, cosh ξ) si m < 0,
(B.8.4)
Sm (kf, cos θ) =

Sem (kf, cos θ) si m ≥ 0
So|m| (kf, cos θ) si m < 0
(B.8.5)
et
Nm =

Nem =
∫ 2π
0
(Sem (kf, cos θ))
2 dθ si m ≥ 0
No|m| =
∫ 2π
0
(
So|m| (kf, cos θ)
)2
dθ si m < 0
(B.8.6)
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