Given a stationary simulation process with unknown mean ,u, interest frequently lies in, and various methods exist for, developing estimates and confidence intervals for ,u. Typically, the sample mean is used as the point estimate for ,LJ It is also useful to estimate the variance parameter, (T', a measure of sample mean's precision. While there are many methods for estimating the variance parameter for such processes, they usually assume that the process has reached steady state before data collection begins. If this is not the case, then transient behavior can have a significant impact on the estimates of p and 0'.
INTRODUCTION
Common issues in simulation output data analysis include estimation of steady-state parameters such as the mean, construction of confidence intervals for these parameters, and selection among various alternative systems.
Given stationary simulation output Y,,Y2...., r,, with unknown mean ,LI, the first step in output data analysis is to compute the sample mean, Section 2 provides a brief introduction to the two types of variance estimators that we studied (batchmeans and standardized time series L,-norm estimators), while Section 3 gives some motivational background on initialization bias tests. Section 4 presents experimental results from Monte Carlo simulations for several stochastic processes and bias functions which suggest that batch-means variance estimators are less robust to initialization bias (i.e., they produce potentially highly biased variance estimates in the presence of initialization bias) than are Lp-norm variance estimators. Section 5 expounds upon these issues and provides conclusions and recommendations for future research.
BACKGROUND
as an unbiased point estimator for ,u. Additionally, as interest frequently lies in obtaining confidence intervals for ,u, an estimate is usually required of the variance parameter, 0' = lim, , , , nVar(i; , ) . We evaluate and compare the impact of initialization bias on batch-means and L,,-norm variance estimators. As batch-means estimation is probably the most commonly used variance estimation technique, and is described in most simulation texts, we provide limited background on this technique. On the other hand, Lpnorm variance estimators, as developed in Tokol, et al. (1997) , are relatively new and so we give a more comprehensive review.
Unfortunately, while there are many methods for estimating the variance of such processes (Alexopoulos When defining both of these estimators, we assume that the simulation output Y, , Y, , . . . , y, has been divided into b adjacent, nonoverlapping batches, each of length m (we also assume that n = mb); thus, batch i ( 1 I i s b) consists of the observations yl)m+l ,..., &. We introduce the notation and for lllln, l<i<b,and lljim. Notethat r, is the ith batch mean.
Batch-Means Variance Estimators
The batch-means estimator, as described almost everywhere, is defined as If we assume that the L,,,k., 's are independent and that {h(oq,,)} are uniformly integrable, then we have that as m+oo.
where the c!,,~ values, as generated in Tokol, et al. (1997) , are provided in Table 1 . Thus,
is an asymptotically unbiased estimate of the variance parameter of the original time series. The performance of (and a much more detailed background on) L,,-norm estimators for certain @,k) pairs is studied in Goldsman, et al. (1997) . In particular, the (p,k) = (1,l) case corresponds to Schruben's (1983) area estimator, and the (p,k) = (2,0) case is the Cramer-von Mises estimator of Goldsman, Kang, and Seila (1997) . (Ockerman and Goldsman 1996 , Goldsman, Schruben, and Swain 1994 , Chance 1993 , Wilson and Pritsker 1978 involve either specifying initial conditions, providing truncation rules, and/or testing for initialization bias. In some cases, enough is understood about a system to be able to start the simulation in a condition that is representative of steady state. If possible, this is the desired approach. Otherwise, the simulation is usually started in an arbitrary condition and the output data from an initial time period are discarded (i.e., not used in the output analysis process). This initial time period should extend until the simulation has reached a condition that is representative of steady state; but it is not always obvious how long a simulation must run before it reaches steady state. Rules for determining what portion of the initial data to throw out are called truncation rules (Glynn and lnglehart 1987 , Snell and Schruben 1985 , Heidelberger and Welch 1983 , Kelton and Law 1983 ).
After we believe that the transient portion of the data has been removed, and the remaining process is deemed stationary, then an initialization bias test can be performed to determine if, statistically, this is indeed the case. These initialization bias tests are typically hypothesis tests with null hypothesis, H,,: no initialization bias present, and alternative hypothesis, H, : initialization bias present (Ockerman and Goldsman 1996 , Goldsman, Schruben, and Swain 1994 , Vassilacopoulos 1989 , Schruben, Singh, and Tiemey 1983 , Schruben 1982 .
Certain initialization bias tests are much more powerful at detecting bias than others; unfortunately they also tend to have an increased false alarm rate. It is not clear which test should be applied in any given situation (Cash, et al. 1992 ). We show in Section 4 that the choice of which initialization bias test to use in a given context should perhaps be linked to the choice of the estimator that will subsequently be used to estimate the variance.
MONTE CARLO EXPERIMENTS
How concerned do we have to be about detecting initialization bias? Just how skewed are the various variance estimators by initialization bias? We present results for the batch-means estimator and for the two "extreme" members of the class of ,$,-norm estimators (i.e., V,,,,, (4 and Vm,o.h (4 1. Tables 2-4 For each of the stochastic processes, we consider both a stationary and a nonstationary version. The stationary version is generated by initializing the process from the steady-state distribution.
The nonstationary version is formed by adding a slight transient-mean function similar to that in Figure I to the stationary process on a point-bypoint basis, i.e., y, = xi + e, where {x, } is the stationary stochastic process and {e, ) is the bias function, where ej+, = ei (I-1 O/n) and el is chosen in such a way that we can compare results among the three stochastic processes. Specifically, to standardize the amount of added bias (in order to regulate the bias levels), we use the artificial measure where 5 is the mean of the bias terms and e, is adjusted so that k, is a fixed multiple of the process variance. The sensitivity of the batch-means estimator is clear. For example, compare the l6-batch variance estimators for the AR(l) process with length 16384 from Table 3 . The true variance of this AR(l) process is 19, and ideally the expected value of each of the three variance estimators should be reasonably close to this figure. The batch-means estimator provides the best estimates when no initialization bias is present (i.e., the average estimate from batch means is 18.7, while the other estimators provide average estimates of 15. I and 18.4). However, when bias is introduced, the batch means average estimate is skewed to 87.7, far beyond the other averages of21.1 and 16.0. For the STEP and the MA(l) process, the results are similar. Thus, for these types of processes and bias functions, it would appear that the batch-means variance estimators, while perhaps more effective for truly stationary processes (note the convergence rates to the proper values in the tables), are indeed less robust to transients than the &-norm variance estimators.
DISCUSSION AND CONCLUSIONS
For these examples, we see that the batch-means estimator is more sensitive to bias than are the L,,-norm estimators. It would seem that this is true because the batch-means estimators use information between batches (where this type of bias tends to manifest itself dramatically), while the ,$-norm estimators only use information internal to batches (where the bias is somewhat hidden). Clearly, we could construct bias functions with high frequency components, such that the bias would be hidden when looking across batches and significant when looking inside batches. However, in most real-world applications, the bias tends to be slow moving and positively correlated as in our examples. Thus, in practice, the impact of initialization bias on variance estimates can be significant. When removing an initial transient from simulation output, it is important to keep in mind the eventual variance estimator that will be used. If this variance estimator is less robust to transients, then one should precede variance estimation with a fairly powerful initialization bias test. If one does not want to be concerned with removing the initial transient, a more robust variance estimator may be chosen.
We demonstrated that the notion of robustness of a variance estimator can, in some sense, be characterized. Further research will be directed toward formalizing this process so that estimator robustness can be used as a criterion for evaluating various variance estimators.
