The goal of query reverse engineering is to re-generate the SQL query that produced a given result from some known database. The problem has many real world applications where users need to better understand the lineage and trustworthiness of various data reports even when the authors of those reports are no longer reachable or are unable to provide the required explanations anymore. It gets more challenging as the complexities of both the query and database schema increase. Prior work has addressed the reverse engineering of constrained types of SQL queries and sometimes on constrained schemas, such as single-table schemas. In this demonstration, we present a framework called REGAL + , which builds upon, and extends prior work to enable the discovery of Select-Project-Join-Aggregation (SPJA) queries over arbitrary schemas. Without any prior schema knowledge or SQL expertise, the user only needs to upload a data report (e.g., as a spreadsheet), and the system will automatically compute and display the queries capable of generating that report from the database.
INTRODUCTION
To understand structured data, numerous techniques are available via either commercial products or recent research works. However, most of them expect some prerequisites from the users, principally the skills to read the schema or to write the SQL queries. On the other hand, query reverse engineering opens up a new perspective about relational databases, where it can provide an explanation for a given table in the form of the query that was used to generate it in the first place. For example, Alice who works as a business analyst, has obtained plenty of query results that are presented in spreadsheet tables from her colleagues where some of this information is incomplete or inaccurate because either i) the original queries are not available, or ii) the created table/column names are not annotated properly. Instead of asking her colleagues individually for clarifications, since Alice is authorized to access the company database, she can re-generate those actual SQL queries from the given query results without any other specialized skills by utilizing a tool that can resolve her problem.
Since the users often construct SPJA queries that involve both joins and OLAP-style aggregations to extract insightful statistical summaries over the data warehouses, where these queries cover a wide range of SQL expressions (with multiple joins, group-by columns, aggregates and selections), it would be beneficial to them if they had access to a framework that can discover these potential queries without possessing specific knowledge about the data. Besides, there are other good side effects that result from query reverse engineering. For instance, given a query answer, users can learn about multiple equivalent SQL queries that generate the same answer, and hence improve their understanding of both SQL and the database schema.
Recent works that are pertinent to reverse engineering SPJ queries over relational databases mostly depend on the schema graph, where both [7] and [5] only consider the discovery of simple join queries while [9] enables the discovery of arbitrarily complex join query graphs. Comparatively, only a few solutions such as [3, 8] focus on reverse engineering OLAP-style aggregation queries. However, these discovered queries are limited to contain a pair of columns where one column lists the distinct values for a schema attribute as groups and another column summarizes the numeric data for another schema attribute based on these groups.
Our recent work, named REGAL [6] , enables the discovery of more general OLAP queries which contain multiple groupby and aggregation operations. Nevertheless, the source database is limited to a base (denormalized) table. To overcome these limitations, we extend the three-phase REGAL algorithm with join discovery to allow for reverse engineering SPJA queries, with the SQL HAVING clause which constrains the groups that will be present in an OLAP query output table.
In this demonstration, we showcase REGAL + , a novel framework for reverse engineering SPJA queries, which adds the important join functionality to the REGAL algorithm [6] . We list our main contributions as follows:
1. We reverse engineer SPJA queries by combining the functionality of reverse engineering SPJ queries and the REGAL algorithm. A formula that appears in the running text is called an inline or in-text formula. It is produced by the math environment, which can 1 This is the second footnote. It starts a series of three footnotes that add nothing informational, but just give an idea of how footnotes work and look. It is a wordy one, just so you see how a longish one plays out. 2 A third footnote, here. Let's make this a rather short one to see how it looks. 3 A fourth, and last, footnote. in the Author's Guid Guide [5] . This article shows mand, using \cite specifications. No ot 2. We guarantee that the algorithm generates queries of the lowest complexity, i.e. it can find the smallest connected subgraph from the schema graph and the filter predicates with the lowest dimensionality. 3. We provide a visual interface to enable the users to load the query output table as an input to the system and also to explore the generated SPJA queries by interrogating the discovered groups.
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PRELIMINARIES
Given a database D that consists of n relations, where each relation is denoted as Ri, i ∈ [1, n], a schema graph SG = (R, ζ) is constructed where the nodes represent the relations and the (undirected) edges represent the foreign key references. In our problem setting, a query output table Out is generated from D by an unknown SPJA query Q. The first goal is to identify a minimal join subgraph J (G) of the schema graph SG, such that it contains multiple schema tables where its leaves should cover every column of Out. The set of schema attributes of the relations in this minimal join subgraph is denoted as A. The subsequent goal is to discover the group-by and aggregations with the optional selection and HAVING conditions that are applied on J (G). Specifically, we express SPJA queries in SQL as:
The SELECT clause is used to determine each column of
where AGG is one of the basic aggregate operators, i.e. COUNT, SUM, AVG, MAX, and MIN, which can be applied on any relational attribute, A ∈ A. The WHERE clause comprises the conjunction of both join predicates and selection predicates. The join predicates are denoted as J1 ∧ ... ∧ Jγ where each Ji, i ∈ [1, γ] is one of the edges from J (G) and γ is the number of the edges in the subgraph J (G). The selection predicates are denoted as C1 ∧ ... ∧ C where each Ci, i ∈ [1, ] is expressed as A op X, where A is a relational attribute, op is a comparison operator and X is a constant value. As in the REGAL algorithm [6] , filter discovery is based on numerical attributes for a conjunction of range predicates. The HAVING clause contains a condition Fi op ρ, where Fi, i ∈ [1, m] is one of the aggregation columns that is controlled by a parameter ρ, which can be either a constant value X or another aggregation column Fj, j = i and j ∈ [1, m] . Figure 1 gives an illustrative example of a query output table Out that is generated from the TPC-H database D with its schema graph SG and its generating query Q where Q(D) = Out. Figure 2 shows the architecture of our system. For a given database, the column-level inverted indexes are precomputed over all relational attributes to optimize the query search. The system takes a spreadsheet table as input which is provided by the user. The input spreadsheet, denoted as query output table Out, is analyzed by the system given a database instance D whose schema graph SG is used to discover the join queries. The system operates in a step-bystep fashion, where the schema of Out has to be first outlined through the column mapping. After that, given the schema graph, a set of minimally connected subgraphs is generated through join discovery. For the remaining query discovery, the prior work of REGAL [6] is applied to find out both OLAP group-by and aggregation candidates, together with the possible filter predicates. Nevertheless, if the discovered queries generate additional groups which are not present in Out, they are filtered out by adding HAVING conditions to the discovered queries upon any constrained output columns.
SYSTEM ARCHITECTURE
During the column mapping, every column Outi, i ∈ [1, k+ m] is examined to find a corresponding set of schema attributes where each attribute is denoted as φ(Outi) = A, and it covers all distinct column values. For each φ(Outi), its source relation thus becomes the node that must be included in the candidate subgraphs. If there is a duplicate φ(Outi), it means that a pair of similar nodes must be present in the candidate subgraphs so that the schema table/attribute is joined twice to generate the query output table Out.
Distinct Tree Semantics
Determining the join tables and the join predicates are the most crucial tasks in join discovery. Among the various possibilities, the schema-based approach is known as a very promising solution which takes the database schema as a graph and does not perform any join execution for candidate enumeration. In this paper, we adopt the distinct tree semantics (as defined in [4] ), which was first proposed by DISCOVER keyword search [1] , and later implemented in most of the recent works for reverse engineering queries (see [2, 5, 7, 8] ).
In this approach, given a schema graph SG, we take a table Ri as a leaf node since φ(Outi) = Ri.A so that there will be a set of leaf nodes to be used to generate the candidate subgraphs. To guarantee the candidate subgraphs are minimally connected, one of the leaf nodes is selected as the root node to explore the schema graph via breadth first search traversal in order to connect the other leaf nodes to form a candidate subgraph J (G). If there are duplicate leaf nodes, the graph nodes are allowed to be visited more than once to compute the candidate subgraphs. Note that we do not determine the arbitrary join graphs using the distinct root semantics [9] , where each leaf node is used as a root to build a tree up to the pre-defined depth and a candidate graph is built upon a starred node among the trees that interconnects all disjoint paths from the leaf nodes.
Moreover, one needs to consider the possibility that one or more columns of Out is/are not related with any schema attribute for the column mapping. Thus, the current schema of a candidate subgraph is explored to determine whether these columns can be described as aggregations, especially for the aggregates that transform a set of values into a new scalar value, such as AVG, SUM and COUNT. For any schema attribute A, its statistical properties are examined for the possibility that Fi = AGG(A), where AGG is an aggregate operator. The current schema must satisfy all these prerequisites to generate the given Out; otherwise an alternate option is to expand this candidate subgraph into its individual neighbour nodes until the desired schema is found.
Instance Verification via Group-by Lattice
The resulting schema is used to compute a join instance using the join indices. It is important to verify this join schema by checking the rows of Out against the join instance, which can be very costly if it requires table scans. Since it involves OLAP-style aggregations, constructing a group-by lattice as proposed by REGAL [6] helps to reduce this cost by quickly pruning the invalid group-by candidates. A group-by lattice is built upon a set of schema attributes from the column mapping, where its nodes represent all possible combinations of group-by columns and its edges represent the parent-child relationships between two nodes. A parent node indicates a combination of group-by columns that can subsume its children nodes.
Before the instance verification, some invalid candidate nodes can be pruned by keyness checking, which is used to check the uniqueness of group-by columns of Out at the instance level. For a node that passes the keyness check, containment checking is used to prove that its group-by tuples can be output from the join instance, which is also the instance verification. The containment check makes its traversal from the lattice root in a top-down fashion, where if an ancestor node passes the check, all its descendants will also pass without extra checks. Besides, in order to minimize the number of table scans, the group-by tuples of a candidate node are clustered into minimal sets where each set of group-by tuples contains a single column tuple instance. Thus, among those group-by columns, the specific column with the fewest distinct tuples is used to cluster the others at row-level. By knowing the row indexes of a single column tuple instance, these indexes are used to find out the clustered group-by tuples; however, the group-by node is considered invalid if any one of these tuples isn't found. The invalid tuples thus become the negative witness tuples to speed up the candidate assessment.
Group Selection
Once the group-by candidates are confirmed, the query discovery process continues for OLAP aggregations and filter predicates. However, the discovered queries might not be enough to compute Out as their results may represent a superset of Out. In this case, it is necessary to introduce a new SQL clause in the query discovery, namely the HAVING clause which is used to specify a selection condition for the groups of Out, using Fi op ρ, where ρ is a parameter that controls an aggregate column Fi, so that any group whose Fi value satisfies the condition will be output in Out.
To guarantee the correctness of a candidate SQL query, all the tuples of Out must be included in its current query answer, and this current query answer must be examined to remove any extra groups that are not covered by Out through the discovery of HAVING condition. Intuitively, by using the current query answer that will output a superset of Out, denoted as Q (D), the groups of Q (D) are sorted by each individual aggregate column respectively. Hence, if the HAVING condition can be determined in the case that the subset (Out ⊂ Q (D)) is found either within or beyond a certain threshold, then it can be determined as HAVING Fi op X, where op is a comparison operator and X is a constant.
Alternatively, the parameter ρ can also be another aggregate column, Fj. In lieu of sorting the groups based on an individual column, two aggregate columns are compared pairwise, so that there will be a clear relationship to distinguish the subset (Out ⊂ Q (D)). Consequently, this condition can be stated as HAVING Fi op Fj.
SYSTEM DEMONSTRATION

Our REGAL
+ framework is implemented in Java with Swing using WindowBuilder to create an interface that runs on top of MySQL. In this demonstration, we showcase how REGAL + can efficiently regenerate SPJA queries from the TPC-H benchmark dataset, with the scale factor of 1 (1GB size). We design the user interface by separating the functionalities into three aspects: first, the spreadsheet table that is loaded and can be viewed; second, the whole process of query discovery will be shown; third, the OLAP groups in the spreadsheet table can be analyzed.
Loading Spreadsheet Table
First, to initiate the REGAL + framework, the user loads a spreadsheet table that might be exported from any previous SQL result in other formats. After loading the spreadsheet table, it can be viewed again in the user interface for reference, as shown in Figure 3 . For demonstration purpose, we use the spreadsheet example in Figure 1 (c) to showcase how our proposed framework can discover SQL queries that are similar to the query example in Figure 1(b) . Note that the column names are replaced by the characters in alphabetical order to avoid any misinterpretation, assuming their original names might be mislabeled.
Query Discovery
In the second tab "Queries", the process of query discovery begins by clicking the button "Start". In order to give the user some preliminary details, the column mapping and the discovered join schema are delineated in the top-left section. Hence, she can gain some basic understanding about the database schema. Subsequently, the bottom-left section lists all the schema attributes for filter discovery, which are divided into either categorical or numerical attributes. The user can optionally select and narrow down the intended schema attributes to generate the filter predicates. After the selection, the button "Build" is clicked to build the SQL queries. As the purpose is to discover the SPJA queries, the discovered queries support multiple SQL features like joins, selections, aggregates (e.g., MAX, MIN, AVG, SUM and COUNT), the GROUP BY clause and the HAVING clause.
For the discovered queries that contain range predicates, we show them in two different versions, which are shown in the right section. The first version represents the tightest queries and contains the range predicates with comparison operators like "≥" and "≤", which means that the inner fuzzy bounding box (see [6] for more details) of a multidimensional filter is used in the WHERE clause. In contrast, the second version represents the most loose queries and contains the range predicates with comparison operators like ">" and "<", which means that the outer fuzzy bounding box of a multi-dimensional filter is used in the WHERE clause. By learning about these two extremes, the user can come up with other valid, and perhaps more meaningful, SQL queries to re-generate the data in the input spreadsheet. Figure 4 illustrates the above descriptions. From the discovered SQL queries, both versions are valid if compared to the query example in Figure 1 (b) since they all have the same query structure, i.e., the join structure and aggregations. Besides, the discovered SQL queries can be validated through the constant values used for the range predicates. For instance, the constant values of the predicate "C ACCTBAL" are placed within both inner and outer bounding boxes, for example, the value 0 ∈ (−0.11, 0.02] and the value 9000 ∈ [8999.87, 9000.02). Therefore, the user can opt for either of these discovered queries for further analysis. Since this step involves the overall query discovery process, it took over a minute to discover the queries in Figure 4 . The system performance depends on not only the size of database instance, but also the query structures being used in the input spreadsheet. An extensive study over a single relation from TPC-H dataset can be found in [6] .
Group Interpretation
In the third tab "Groups", the user can select an OLAP group presented in the spreadsheet table and then click the button "Analyze" to inspect each aggregate result for the selected group.
Every aggregate value within the selected group is analysed for more details. This is because in the process of filter generation, each aggregate value could have its own inner and outer fuzzy bounding boxes, and all of these fuzzy bounding boxes are intersected to finalize the filter predicates, which are included in the discovered queries. By knowing this information, the user can verify the correctness of both data and queries. Furthermore, for each aggregate result corresponding to a given group, we report both the maximum and minimum feasible regions of the schema attributes that are used for selection conditions. Figure 5 depicts the analyzed results for a selected OLAP group.
CONCLUSION
In summary, our REGAL + framework demonstrates both the practicality and usefulness of providing complex query reverse engineering features to database users, which would enhance database usability in general.
