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I. INTRODUCTION
T HE Earth Observer-1 (EO-1) platform was launched onboard a Boeing Delta II launch vehicle in November 2000. The platform was placed in an orbit only 1 min behind the Landsat-7 platform, and approximately 40 min ahead of the Terra platform. The primary purpose of the EO-1 mission is to provide a technological testbed for spaceborne components. For example, the mission includes tests of an X-band phased array antenna (allowing for no moving parts to point the antenna at the receiving station), plasma-based ion thrusters (to provide platform maneuverability at low mass and low cost while eliminating liquid sloshing), and carbon-based mechanical structures (to reduce significantly the weight of the platform). The EO-1 platform has three sensors onboard, two of which, the Advanced Land Imager (ALI) and Hyperion, are discussed here. The ALI provides multispectral data similar to that of the Enhanced Thematic Mapper Plus (ETM+) sensor on Landsat-7. Key differences between ETM+ and the ALI are that ALI is a pushbroom sensor as opposed to the whiskbroom design of ETM+, and there are several additional bands on ALI with respect to ETM+. These bands include a band at a wavelength shorter than that of band 1 of ETM+ to evaluate possible water quality applications and atmospheric studies, an additional band in the shortwave infrared between ETM+ bands 4 and 5 for possible improvements to surface classification studies, and a narrowband version of ETM+ band 4 to avoid water vapor absorption. While the added bands of ALI and the improved signal-to-noise ratio from the pushbroom approach are definite improvements over ETM+, a strong advantage to ETM+ is the presence of a thermal band. The Hyperion sensor, on the otherhand, has no comparable sensor in earth orbit. It is the first instance of a gratingbased, hyperspectral, civilian sensor in earth orbit.
As mentioned above, a critical component to the EO-1 project is technological evaluations. One aspect of this technical evaluation is to determine whether this new technology can provide radiometric performance on par with or better than other current sensors. One approach to evaluate the radiometric performance is to compare the output from the sensor under study to that of a well-understood system. The near-coincidence of the EO-1, Landsat-7, and Terra platforms allows this comparison approach to be used between ALI, Hyperion, ETM+, the Advanced Spaceborne Thermal Infrared Emission and Reflection Radiometer (ASTER), the Multi-angle Imaging Spectroradiometer (MISR), and Moderate Resolution Imaging Spectroradiometer (MODIS) sensors. These comparisons can be made between ALI and Hyperion whenever these two sensors are operated because the 100% duty cycle of MODIS, MISR, and ETM+ sensors over the United States would allow comparisons of any ALI/Hyperion acquisitions over the United States.
The approach presented here relies on ground-based measurements of atmospheric and surface properties at a well-understood ground site in central Nevada. The Remote Sensing Group (RSG) of the Optical Sciences Center at the University of Arizona has used this site since 1996 for the radiometric calibration of satellite and airborne sensors in the solar reflective. This approach to radiometric calibration, often referred to as vicarious calibration or radiance validation, relies on understanding the atmosphere over a test site and the reflectance characteristics of that site at the time of sensor overpass. This information can be obtained either through ground-based measurements or 0196-2892/03$17.00 © 2003 IEEE through cross-calibration/comparison methods [1] - [9] . The current work focuses on a cross-comparison approach that allows data from ETM+ to be used for the radiance validation of the EO-1 sensors. In a cross-comparison approach, the calibration from a well-understood sensor (ETM+ in this case) is effectively transferred to another sensor [9] . For best results, a large uniform area is imaged simultaneously, or nearly so, by the two sensors with similar view angles.
As already mentioned, ETM+ and MODIS data are used here for comparison to the ALI and Hyperion data. In addition, data from Space Imaging's Ikonos sensor are also used. ETM+ is selected as the base reference because it has been shown, based on onboard and vicarious approaches, to be stable to better than 2% since its April 1999 launch. Also, the absolute radiometric calibration is known to better than 3% [10] - [12] and its 30-m spatial resolution for the multispectral reflective bands allows the location of ground-based measurements to be easily found in the imagery. Additionally, ETM+ covers the same spectral range as all of the other sensors, and it has the "same" orbit as the EO-1 (within 1 min) platform. Thus, Ikonos is not a desired reference due to the lack of bands at wavelengths longer than 1.0 m. ALI and Hyperion, both have 30-m spatial resolution and cover the desired spectral regions, but neither has the proven history of calibration that ETM+ has.
The other two sensors (MODIS and Ikonos) are dramatically different in spatial resolution from ALI, ETM+, and Hyperion. MODIS, one of five sensors onboard the Terra platform (launched December 1999) has spatial resolutions of 250, 500, and 1000 m depending on the spectral band. MODIS, along with ETM+, is an important part of NASA's Earth Observing System (EOS) [13] . The number of bands for MODIS and the varying spatial characteristics makes it a challenge from a radiometric calibration standpoint. Because radiometric characterization is a critical element of MODIS and EOS [13] , the onboard radiometric calibration of MODIS includes multiple approaches so as to provide several independent methods of calibration to evaluate MODIS [14] . Space Imaging's Ikonos sensor is on a dedicated platform and is at the other end of the spatial resolution scale being the first high-spatial resolution (better than 1-m panchromatic) commercial imager in space. It has four multispectral bands similar to the first four bands of ETM+ but with a spatial resolution of 4 m. The data used here were acquired through NASA's Science Data Buy based at the Stennis Space Center. No data from ASTER or MISR are included here for simplicity. The approach presented here can be readily applied to these sensors as data become available.
Section II describes the Railroad Valley test site followed by a description of how this site is used in the cross-comparison approach. Briefly, the method uses atmospherically corrected ETM+ data to derive an estimate of the surface reflectance of a 1 km 1 km area. This derived surface reflectance is then used in a radiative transfer code to predict at-sensor radiance for 1-nm intervals from 350-2500 nm. This predicted radiance is produced for the specific sun-view geometry for each sensor and is then band averaged based on the spectral response of each sensor to produce in-band radiance for each sensor. This approach produces results for a cross comparison of ETM+ to itself to better than 2% in all bands and better than 5% in all bands of all sensors except bands 2 and 3 of Ikonos and several Hyperion bands affected by atmospheric absorption.
II. RAILROAD VALLEY TEST SITE
The Railroad Valley test site used in this work is located in central Nevada between the towns of Ely and Tonopah and is a 14-h drive from the RSG's laboratory in Tucson. The overall size of the playa is approximately 15 km 15 km, and it is located at an elevation of approximately 1.5 km in a geographical region with reasonably high expectations of clear weather and typically low levels of aerosol loading. The central area of the playa is flat to better than 100 m; however, this relative flatness causes problems in that low areas to the north will collect standing water of several centimeters over a horizontal extent in excess of 200 m. Ground-based atmospheric measurements since 1999 by the RSG have been made at a latitude and longitude of 38.504 N and 115.692 W. Between 1996 and 1999, several sites were tested for their logistical and spatial homogeneity properties but have been rejected in favor of the current site. The test site that the RSG uses for the reflectance-based calibration of sensors with spatial resolutions of 50 m or less is located approximately 100 m to the east of this location and has been used consistently since 1999. The center of the 1 km 1 km area used for the cross-calibration work is located at 38.497 N and 115.691 W, approximately 700 m south of the atmospheric instrumentation, and has been measured consistently since 2000.
Typical atmospheric conditions at the site include an aerosol optical depth at 550 nm that is less than 0.05 and horizontal visibilities in excess of 60 km. Measurements of atmospheric aerosols using solar radiometer techniques show that the horizontal variability of the aerosols varies on the order of the noise of the measurements on a typical day. This is inferred by operating two sensors at separate locations on the playa as well as collecting data over time. However, aerosols can vary dramatically across the playa on dates for which clouds are present and for dates for which there are extreme wind conditions. These wind conditions will create blowing dust that quickly settles once wind conditions decrease.
Peak precipitation occurs in winter between December and March and during the summer months of July and August. Precipitation in winter falls as both rain and snow and is due mostly to large-scale weather systems moving across the state of Nevada. Summertime rainfall is caused primarily by isolated shower activity that can produce locally heavy rainfall. In addition to rainfall patterns, there is a higher probability of general cloud cover from November to April caused again by large-scale weather patterns moving across the area. There is also an additional feature to the Railroad Valley site that is not seen at other test sites used by the RSG. This is the large number of aircraft contrails that can form and then dominate the sky in conditions that might normally have clear skies or very thin cirrus conditions. The contrails are a result of the large amount of commercial air traffic traveling to and from the west coast across this area as they are forced north by several military air space restrictions.
The reflectance of this 1-km site, and other regions near the center of the playa, is generally greater than 0.3 and relatively flat spectrally except for the blue portion of the spectrum and an absorption feature in the shortwave infrared (an example of the spectral reflectance can be seen in Fig. 3 ). Ideally, this reflectance would be constant throughout the year, but experience with this site shows that there are significant changes in reflectance with changes in surface moisture. These effects occur primarily in the winter months from the large-scale weather systems and the periodic episodes of heavy rain during summer. Ground-based measurements of the directional reflectance characteristics of the playa show it to be nearly Lambertian out to view angles of 30 for incident solar zenith angles seen for overpasses of EO-1, Ikonos, Terra, and Landsat-7. All of these factors are critical to reducing the uncertainties of a cross-calibration method [15] .
In addition to the directional and spectral reflectance qualities of the surface, spatial uniformity is especially important since it minimizes the effects of misregistrations between the sensors being cross-compared. Past work to evaluate the suitability of the Railroad Valley site for cross calibration showed that the effects of misregistration is generally less than 0.5% for the worst case of a 500-m misregistration (possible between MODIS and the other sensors) of the selected area of Railroad Valley. The effect due to misregistration is largest in band 7 of ETM+ with a value of 2.0%. The smallest differences are seen with misregistration in the east-west direction, with a larger difference in the north-south direction with regions to the north of the playa area being darker than areas to the south [16] .
Logistically, the site has several properties of interest. Ground-based measurements of surface reflectance are made more difficult by the fact that the surface has a soft, spongy character. This makes carrying equipment more difficult, much like walking on sandy beach, than at other sites used by the RSG where the ground is much harder. This soft surface also has the disadvantage that personnel walking on the site break the upper crust of the surface revealing a darker subsurface. The footpaths caused by personnel persist over long periods of time with rainfall leading to renewing the reflectance of the ground in the footprints, but wind erosion is the primary mechanism for returning the surface to its original state. At the writing of this paper, footpaths created in 2001 that have not been walked along since are still visible in 2003. This feature of the surface has altered somewhat the philosophy of the RSG's data collections, but primarily affects the calibration of ultra-high resolution sensors such as Ikonos. An additional logistical consideration is site access. This is obtained via gravel roads that are controlled by the Bureau of Land Management (as is the entire Railroad Valley Playa). There are several locations on this road that are suitable for locating vehicles and the RSG's mobile laboratory. This was one of the reasons for the use of two separate sites: one for high-resolution sensors and the other for low-resolution sensors.
III. CROSS-CALIBRATION APPROACH
The typical method used by the RSG for high-spatial-resolution sensors is the reflectance-based approach in which ground-based measurements of surface reflectance and atmospheric properties are used in a radiative transfer model to predict an at-sensor radiance [5] , [6] . This approach has been applied to all of the sensors in this work. The cross-comparison approach used here is effectively the same as the reflectance-based. The goal is to derive the surface reflectance for the 1-km area and using this reflectance as an input to a radiative transfer code, along with the coincident atmospheric data, allows a prediction of the at-sensor radiance. The key difference is that rather than basing the surface reflectance on ground-based measurements, the surface reflectance is derived from ETM+ data. The data used in this work is the Level 1G ETM+ product which has been both radiometrically and geometrically corrected. Fig. 1 illustrates this approach. Philosophically, the approach is similar to that described by Teillet et al. [17] .
The first step in the calibration process is to select the test site common to the two sensors. Ideally, the data from both sensors would be coincident in time with identical view and solar geometries. Fortunately, the near-coincidence in view geometry and only 40 min being the largest separation in time between any two sensors leads to minimal uncertainties for the Railroad Valley test site. The specific area of the playa described in the last section corresponds approximately to a 33 33 pixel region of ETM+. A simple arithmetic average is used to derive the digital counts of the site that are converted to radiance using the prelaunch calibration coefficients.
Once the at-sensor radiance in all spectral bands for ETM+ is determined, an atmospheric correction is applied to the data to determine a surface reflectance for the 1-km area. The correction relies on data from ground-based solar radiometer measurements operated at the time of the overpass of ETM+ [18] . Spectral optical depths derived from the solar radiometer data are inverted to determine column ozone, column water vapor, and aerosol size distribution [19] - [21] . The results from the atmospheric retrieval are input to a Gauss-Seidel radiative transfer code for two assumed surface reflectance values [22] . for clarity. The endpoints of the two lines are the radiative transfer code results for the given atmospheric conditions and assumed surface reflectance values. Bands affected by strong gaseous absorption due to water vapor are corrected based on column-water vapor derived from the solar radiometer data and the radiative transfer code MODTRAN [23] . If it is assumed that the relationship between reflectance and at-sensor radiance is linear over the surface reflectance range shown, then knowing the at-sensor radiance allows the surface reflectance to be determined by linear interpolation. The values for the at-sensor radiance determined from the ETM+ image are indicated by the horizontal solid line in the figure. These radiances lead to an interpolated value for a reflectance as given by the dotted line in Fig. 2 . Examination of radiative transfer code results from several cases for the RSG's test site shows that the linear assumption leads to less than a 0.1% error in the retrieved reflectance for the typical conditions.
The surface reflectance derived from the atmospheric correction of ETM+ data are curve fit using the results of ground-based measurements of surface reflectance. This ground-based reflectance is obtained from an ASD FieldSpec FR referenced to a Spectralon ® panel of known reflectance. The spatial location of these data correspond to the 80 m 300-m test site used for higher spatial resolution sensors. The curve fit assumes that the shape of the surface reflectance for the 1-km area matches identically that of the ground-based measurements and only the absolute value of the reflectance is not known due to the fact that the ground-based measurements do not coincide with the 1-km area of the ETM+ scene used for the cross comparison. The curve fit relies on a multiplicative factor that is altered until the minimum least squares sum of the difference between the ETM+-derived and the band-averaged surface reflectances is found (Fig. 3 shows the results of this approach for July 16, 2001) .
At this stage in the process, a hyperspectral reflectance of the 1-km area of the playa is known. Ideally, this reflectance would then be further modified to predict the reflectance for the sun-sensor geometry of each individual sensor using the bi-directional reflectance distribution function (BRDF). Fortunately, past work by the RSG at this site shows that there is less than a 2% deviation from Lambertian for view angles out to 30 and solar angles typical of this test site at the times of sensor over- pass. Thus, the surface reflectance is assumed constant for all overpasses and this reflectance is used as input to the radiative transfer code to predict at-sensor radiance for each sensor. This takes into account changes in atmospheric conditions, changes in atmospheric effects due to the specific sun-sensor geometry of each individual sensor, as well as effects due to the changing angle of the incident solar irradiance. The resulting at-sensor predictions of the radiance are band-averaged to give values valid for the specific spectral bands of each sensor. These predicted radiances are then compared to the reported radiance determined for each sensor for the 1-km area of the playa based on the appropriate calibration information.
IV. RESULTS
The above-described approach has been applied to data collected on July 16, 2001 at Railroad Valley. This date has the advantage of being a high sun angle case (low solar zenith) which further reduces any small effects due to BRDF as well as changes in at-sensor radiance due to differences in the incident solar zenith angle. The sun-sensor geometries for all sensors are listed in Table I . Ground-based measurements of atmospheric conditions exist for all overpasses and these are also summarized in Table I . The aerosol optical depths shown in the table are both an indication of the temporal stability of the atmosphere on this date as well as the low amount of aerosol loading. From the temporal stability of the aerosols, one can infer a spatial uniformity as well. A further example of the temporal stability is given in Fig. 4 , which shows the derived aerosol optical thickness for the reference wavelength of 550 nm as a function of time for the 1-h period about the EO-1 overpass. The optical depth varies on the most part by less than 0.005 during the period, and this was also the case during the entire measurement period from near sunrise to local solar noon. The Junge parameter given in the table is an indication of the aerosol size distribution and this is also relatively constant. Fig. 5 shows how these Junge parameters are derived using a linear fit to the spectral optical depth corrected for molecular scattering. Deviation from the straight line around 600 and 940 nm are due to gaseous absorption. Other deviations from the fit are noise in the instrument and deviation from a Junge power law. From this plot, it is clear that the fit is not perfect. Fortunately, sensitivity analyses of the effect of errors in the Junge assumption and derivation of the column ozone show that the impact is less than 1% at all wavelengths. Columnar water vapor is also shown for each overpass and these values have uncertainties of 10%.
The atmospheric information for the ETM+ overpass were used to derive surface reflectance values for each of the ETM+ multispectral bands. These values are given in Table II. In the same table are the band-averaged values for the 300 m 80 m area site for which the curve fit is based, the derived reflectance values for the 1 km and the measured surface reflectance for this same 1-km area using a sampling scheme developed for the reflectance-based calibration of MODIS [24] . As can be seen from the table, the derived surface reflectance from the curve fit of the atmospherically corrected ETM+ data (row 2 of the Table II) agrees well with the measured surface reflectance of the 1-km area (row four of the table). Differences between these two sets of reflectances are due to errors in the groundbased measurements, errors in the concept of the simple curve fit, small possible calibration biases in the ETM+ data, and uncertainties in the atmospheric correction approach. A brief assessment of the effect of these errors is given in the next section. What is clear from the table by examining rows three and four is that the uniformity of some areas of the playa at smaller scales is not sufficient to allow a set of ground-based measurements to be used for other unmeasured regions of the playa. The surface reflectance used in the subsequent processing to predicted at-sensor radiance are the hyperspectral values at 1-nm intervals that were used to derive the second row in Table II. The derived surface reflectance values for the 1-km area are used with the atmospheric properties and sensor specific geometries in Table I to give at-sensor radiances for each of the spectral bands for each sensor. These radiances are then compared with those reported by each sensor obtained by averaging the appropriate pixels of each image. Table III gives the values for each of the bands of ETM+. The first column of radiances are those derived from the ETM+ imagery, the subsequent columns are those radiances derived from the radiative transfer calculations for each of the atmospheric and geometry conditions of the other overpasses. Of note is the good agreement between the predicted and measured radiances for the ETM+ overpass. This indicates that there are no severe biases incurred from the atmospheric correction scheme and curve fit to the ground-based surface reflectance data. Note also that the level of agreement between the four predicted radiances corresponding to each of the overpasses shows that there is minimal change incurred due to differences in the overpass times. The largest difference is between the predictions for the Landsat-7 overpass time and geometry to that of the Terra overpass. Much of this difference is due to the difference in solar zenith angle changing the path length of the solar beam through the atmosphere (less attenuation of the direct solar irradiance) and an increase in the solar irradiance due to the smaller angle of incidence for the Terra case. Fig. 6 shows the radiance as a function of wavelength reported by each sensor. Fig. 6(a) shows those values for the visible and near-infrared (NIR) portion of the spectrum while Fig. 6(b) shows the shortwave infrared. From this, it is clear that there are biases between the sensors that are larger than can be explained by changes in overpass times and view angles. These differences become clearer when the percent difference between the predicted and measured radiances are examined (see Fig. 7 ). In this case, the first key conclusion is that applying this cross-calibration approach to ETM+ using ETM+ as a reference gives differences less than 2% in all bands except band 1, which is 3%. This gives an indication of the level of uncertainty introduced by the curve fit approach to the spectral reflectance and indicates that the simplistic approach may require modification to ensure the best possible accuracy. Studies from hyperspectral imagery and more extensive ground-based measurements are planned to be studied to refine the curve fitting approach. A second item of note is that the multispectral systems of MODIS and ALI give results that agree to better than 5% in all bands and better than 3% in most bands. Hyperion data also agree in the visible and NIR to better than 5% for the most part, though data in the shortwave infrared have larger differences. The final sensor, Ikonos, shows agreement to better than 10% in all bands except band 3.
It should be pointed out that all of the results shown in Fig. 7 rely on the most recent understanding of the radiometric calibration of each sensor. For MODIS, this implies that a recent Level 1B dataset was received from the EOS Core System and calibration information provided in the metadata was used. This coefficient of MODIS relies on measurements of the onboard diffuser corrected for degradation using data from the solar-diffuser-stability monitor. The coefficients used to correct the Ikonos data are those supplied by Space Imaging for datasets provided after February 2001. ALI and Hyperion results depend upon calibration coefficients derived in December 2001. These coefficients included large corrections for bands 1p and 5 of ALI and an 8% correction for Hyperion in the VNIR and 18% in the SWIR [25] . The corrections for the EO-1 sensors were based on information from lunar views, the onboard solar diffusers, and vicarious calibrations using the reflectance-based approach. While Railroad Valley data from several dates (including July 16, 2001 ) were used to develop these new coefficients, the cross-comparison approach here is still independent of the earlier results.
V. DISCUSSION OF UNCERTAINTIES
The sources of uncertainty in this approach can be viewed as three distinct areas: 1) surface reflectance, 2) atmospheric effects, and 3) misregistration of images. Uncertainties in the approach due to atmospheric conditions are minimized by the fact that the same radiative transfer code and assumptions are made for all predictions. Thus, any biases caused by the atmospheric corrections and radiative transfer calculations will cancel and uncertainties are primarily caused by changes in the atmosphere between overpasses. Of course, this assumes that the spectral response functions of the instruments are known to an accuracy such that effects at the wings of atmospheric absorption features do not dominate. The parameters related to atmospheric effects that can change between overpasses of the sensors being compared are the geometry between the sun and sensors, the amount of aerosols (optical depth), the aerosol type (size distribution, composition, and index of refraction), and amounts of gaseous absorbers (ozone and water vapor). In all cases, the precision in the derivation of the atmospheric parameters is far better than the absolute accuracy. Thus, while the uncertainty of the retrieved columnar water is 10%, the noise in the retrieval is less than 1%. The number of significant figures for the values of atmospheric parameters given in Table I for each of the overpass times indicate the level of precision expected for each parameter. While the values in the table have uncertainties such that the absolute value of the parameters could be in error, the differences in the table are real differences in the given parameter. As can be seen in Table I , these differences are extremely small. Radiative transfer simulations using the values in the table lead to a relative uncertainty in the radiative transfer predictions of much less than 1% in all bands.
In addition to atmospheric errors, the cross-comparison approach assumes that the same ground area can be found in the imagery of all of the sensors. The sensor output for this area is used to determine the at-sensor radiance and this radiance can be in error due to errors in sensor calibration and errors in locating the same area on the ground in all images. The error due to calibration is the purpose of the work described here. The error due to site location ambiguity is minimized since the method here relies on locating the center point of the 1-km area rather than attempt to register the data from each sensor to every other sensor. The center point is readily found in all sensors with spatial resolution less than 30 m because of a graveled area alongside the access road that runs through the playa. Thus, the misregistration between ALI, ETM+, Hyperion, and Ikonos should be less than 60 m. The uncertainty due to this ambiguity is found to be 0.1 based on selecting alternate 1-km areas translated by 30 and 60 m in each of the cardinal directions (north, south, east, and west). In the case of MODIS, there are two uncertainties to consider related to site ambiguity. The first is that the wrong pixels are selected from the imagery. Examination of the adjacent pixels in the MODIS imagery show that using these pixels give differences less than 2.3% in the predicted at-sensor radiance in all bands with no consistent spectral dependence. The second cause of uncertainty is that the pixels that are selected in the MODIS imagery do not correspond to the same area as that used for the ETM+ image. This difference could be as large as 500 m in the case of the 1-km bands of MODIS. Examination of the ETM+ imagery indicates that this uncertainty is less than 2% for all bands with the largest difference in the shortwave infrared bands.
The final source of uncertainty is the derivation of the surface reflectance used in computing the predicted at-sensor radiance for the 1-km area. Past error analysis work has shown that the accuracy of the surface reflectance retrieval of the 80 m 300 m area is 2%. Examination of Table II shows that the predicted surface reflectance of the 1-km area differs from 2% to 5% from the measured values. This difference is a combination of the errors in the surface reflectance retrieval of the 80 m 300 m area, the atmospheric correction of the ETM+ data (including possible biases), the curve fit method to the surface reflectance, and the sampling errors of the ground-based measurements. These errors represent a worst case source of error because we are considering the absolute error in reflectance. However, the absolute error in reflectance is not as important as band to band errors in the spectral reflectance. This is because the curve fit approach to the atmospherically corrected ETM+ data keeps the same spectral shape of the surface and simply forces this to match the ETM+ results. The band-to-band precision of the retrieved reflectance is difficult to assess at this stage of the research since this precision depends on the band-to-band characteristics of the ground-based spectrometers, the spatial heterogeneity of the spectral reflectance of the test site, the uncertainty in the curve fit approach, and possible band-to-band biases in ETM+. All of these factors are currently under study but it is reasonable to expect that the largest difference of 5% seen in Table II will not be exceeded and it should be possible to achieve better than 2%.
Based on the above discussion, it is clear that the primary source of uncertainty is the derived surface reflectance. If all errors are assumed to be independent (and this remains to be shown), then a root-sum-square gives uncertainties in the current approach to be greater than 2.4% and no worse than 5.2%. Because this approach relies primarily on relative comparisons between sensors, it should be feasible to improve on the 2.4% value for sensors that are close in time with similar geometry. For example, cross comparison of ALI and Hyperion over a site such as Railroad Valley could have uncertainties less than 1% for ALI bands in the NIR.
VI. CONCLUSION
The results of a cross-calibration approach between the solar reflective bands of ALI, ETM+, Hyerion, Ikonos, and MODIS show that all of the sensors agree to better than 5% (except for bands 2 and 3 of Ikonos), and this is within the uncertainties of the approach. The method relies on using the ETM+ data to compute the spectral reflectance of a selected region of the Railroad Valley Playa. This reflectance is used as input to a radiative transfer code along with ground-based measurements of atmospheric properties at the time of the overpass of the other sensors. The results shown here indicate the utility of the cross-calibration approach and the use of Railroad Valley Playa. Especially good agreement is found between ALI, ETM+, and MODIS with differences that are less than 2.3% in all bands in the visible and NIR. Slightly larger differences are seen in the shortwave infrared and work is underway to understand the cause of the larger differences in these bands. However, the agreement is still better than 4.4%, indicating that these three sensors agree to well within their combined uncertainties in radiometric calibration.
Agreement between ETM+ and Hyperion is poorer. Part of this appears to be due to low signal-to-noise in the Hyperion sensor as a result of the high spectral resolution. This can be seen in the fact that the percent difference between the two sensors does not change smoothly with wavelength as would be expected. A portion of this effect can be due to the spectral registration between the predicted radiance and the sensor radiance. This effect is dominant in regions of atmospheric absorption and is most likely the primary cause of the effects seen in the SWIR portion of the spectrum. Averaging of the Hyperion results as a function of wavelength reduces the difference between ETM+ and Hyperion, and averages over 50-nm intervals lead to differences within 6.4% of ETM+ for all bands between 500 and 900 nm with a significant portion of the spectrum having less than 3% differences. Poorer agreement is still found in the shortwave infrared as with the other sensors, but this is exacerbated by atmospheric absorption.
Future work will examine the possibility of applying this approach to dates for which there are coincident imagery data but for which there is no coincident atmospheric data or surface reflectance data. In addition, the location of the ASTER and MISR on the Terra platform offer additional opportunities for cross calibration between the sensors used here. Applying the cross-calibration approach to a larger area of the playa should reduce uncertainties due to misregistration; however, spatial-spectral analysis of the playa using data from hyperspectral airborne sensors will evaluate whether this will be the case or whether the use of a larger portion of the playa will lead to biases in the ETM+ based surface reflectance. With the current trend toward multiple sensors and multiple platforms working toward common datasets, it will be critical to ensure that the data from these sensors are consistent. This consistency is especially crucial when attempting to extend the useful dataset of terrestrial remote sensing backward in time to include the early Landsat sensors and forward in time to include future sensors for terrestrial imaging.
