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Abstract Detection of targets moving within a ﬁeld of
interest is a fundamental service Wireless Sensor Network
(WSN) service. The WSN’s target detection performance is
directly related to the placement of the sensors within the
ﬁeld of interest. In this paper, we address the problem of
deterministic sensor deployment on the plane and in space,
for the purpose of detecting mobile targets. We map the
target detection problem to a line-set intersection problem
and derive analytic expressions for the probability of
detecting mobile targets. Compared to previous works, our
mapping allows us to consider sensors with heterogeneous
sensing capabilities, thus analyzing sensor networks that
employ multiple sensing modalities. We show that the
complexity of evaluating the target detection probability
grows exponentially with the network size and, hence,
derive appropriate lower and upper bounds. We also show
that maximizing the lower bound on the probability for
target detection on the plane and in space, is analogous to
the problem of minimizing the average symbol error
probability in two-dimensional and three-dimensional
digital modulation schemes, respectively, over additive
white Gaussian noise. These problems can be addressed
using the circle packing problem for the plane, and the
sphere packing problem for space. Using the analogy to
digital modulation schemes, we derive sensor constella-
tions from well known signal constellations with low
average symbol error probability.
Keywords Target detection   WSN   Heterogeneous  
Space   Plane
1 Introduction
One prominent application of Wireless Sensor Networks
(WSN) is the detection of targets crossing a Field of Interest
(FoI)[ 1]. As an example, in a physical intrusion detection
system, sensors are deployed within the FoI to detect any
intruders moving in restricted areas. In cases where the FoI
is easily accessible, deploying the sensors in a deterministic
manner provides worst case guarantees on the WSN per-
formance that are not achievable by a stochastic sensor
deployment. However, even in deterministic deployment
scenarios, target detection can only be achieved probabi-
listically given random target trajectories, unless the entire
boundary of the FoI is covered.
The quality of target detection achieved by a WSN has
been quantiﬁed based on different design objectives [2–8].
A fundamental performance metric of the target detection
capability of a WSN is the probability of detecting a target
by at least one sensor [3]. This metric provides a worst case
probabilistic guarantee on the Boolean determination of the
existence of a target. However, in many applications,
determining the existence of a target is not sufﬁcient to
trigger an appropriate action. Instead, additional informa-
tion may be required such as the size, location and
direction of the target. In such a case, the target has to be
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achieve robust detection and characterization of the target.
For such applications, the probability of collaboratively
detecting a target by k sensors is the relevant target
detection performance metric. Collaborative detection can
reduce the target detection false alarm rate, as more sensors
need to concur on the existence of the target, and provides
additional information such as precise target location,
direction or velocity. As an example, distance measure-
ments from at least three (four) sensors to the target can be
used to estimate the position of the target on the plane
(space) using multilateration or maximum likelihood esti-
mation [9, 10].
In this article, we analyze the following target detection
problem. Given a FoI and N sensors, determine the WSN
constellation that yields the maximum target detection
probability. The target detection probability is a function of
the number of sensors deployed, the relative positions of
the sensors (WSN constellation), as well as the modality
used to detect targets. The sensing modality deﬁnes the size
and shape of the sensing region of the sensors deployed to
detect the target. Oftentimes, a multi-modal approach is
preferred in order to increase the robustness of the target
detection process, by deploying sensors of different sensing
modalities, such as acoustic, seismic, optical, or infrared
[11]. As an example, in an intrusion detection application
CCD sensors can be used to visually detect a sensor during
the day, while detection can be assisted by acousting sen-
sors during the night. In such a case, the sensor devices
deployed have heterogeneous sensing regions, a reality
signiﬁcantly different from the unit disk model assumed in
previous works [2–4, 7], or the assumption of identical
sensing regions [2–8]. In Fig. 1, we show a WSN with
heterogeneous sensing capabilities detecting a target X
crossing the FoI.
1.1 Our contributions
In this article we make the following contributions. We
map the target detection problem to a line-set intersection
problem. Using tools from Integral Geometry we derive
analytical formulas that characterize the target detection
probability when sensors are deterministically deployed.
Our derivations characterize the target detection capability
both on the plane and in space. We consider two quanti-
ﬁable metrics, that is, the worst case detection probability
by at least one sensor, and the collaborative detection by k
sensors. Compared to previous works [2–8, 12], we eval-
uate the target detection capability for WSN with devices
of heterogeneous sensing capabilities. Based on our map-
ping, we show the number of terms in the analytical
expression of the probability of target detection grows
exponentially with the network size. We therefore provide
appropriate lower and upper bounds. We show that as the
pairwise distance among the sensors increases, the lower
bound asymptotically approaches the upper bound and,
hence, the probability of target detection is maximized. We
also show that maximizing the lower bound of the proba-
bility of target detection is analogous to minimizing the
average symbol error probability in two-dimensional and
three-dimensional digital modulation schemes over an
Additive White Gaussian Noise (AWGN) channel. In turn,
the latter problems can be addressed by considering the
circle packing problem on the plane and the sphere packing
problem in the space. Inspired by this analogy, we examine
the performance of known signal constellations on the
target detection problem.
1.2 Paper organization
The rest of the paper is organized as follows. In Sect. 2,w e
present related work. In Sect. 3, we state our model
assumptions and map the target detection problem to a line-
set intersection problem. In Sect. 4, we derive exact ana-
lytical formulas for the target detection probability by at
least one sensor on the plane, and describe the analogy of
target detection to the two-dimensional digital modulation
schemes over an AWGN channel. We further analyze the
problem of collaborative target detection on the plane. In
Sect 5, we analyze the problem of target detection in space,
and present the analogy of target detection to three-
dimensional modulation schemes over an AWGN channel.
In Sect. 6, we present our performance evaluation and in
Sect. 7, we present our conclusions.
2 Related work
The problem of detecting mobile targets in WSN has been
a topic of extensive study under different metrics and
assumptions [2–8, 12–15]. In [7], the authors investigate
the trade off between the target detection quality and power
Fig. 1 A WSN monitoring an FoI with perimeter length L0. The
target X is crossing the FoI is detected if its trajectory intersects the
sensing region of any sensor si. The deployed sensors have
heterogeneous sensing regions of different shape and size
Wireless Netw
123conservation. They assume that nodes are randomly
deployed within a planar FoI, and have sensing regions that
follow the unit disk model. Given a target X moving on a
straight line, they derive the mean time until X is ﬁrst
detected. They also provide sleeping pattern algorithms
that lead to power conservation, while guaranteeing a
minimum response time to detecting a target crossing
the FoI.
In [3], the authors provide analytic formulas for the
mean delay until a target is detected, when targets move on
a straight line at a constant speed. The authors consider a
system model where N sensors are randomly distributed
within an FoI, with each sensor having identical sensing
regions that follow the unit disk model. In their derivations,
they also take into account the sleeping pattern of the
sensors.
In [8], the authors propose a collaborative detection
model, where sensors collectively arrive at a consensus
about the presence of a target. While the problem addres-
sed in [8] is the coverage of the FoI, the problem
formulation can be indirectly used to also evaluate the
target detection probability. It is assumed that the detection
capability of each sensor decays as a function of distance
and hence, the sensing region of each sensor follows the
unit disk model. In terms of performance metrics,
the authors consider the minimum exposure path, that is,
the path for which the target is least exposed to detection,
and the maximum exposure path, that is, the path for which
the target is most exposed to detection.
In [5], the authors consider the same collaborative
detection model as in [8], with sensors collectively deter-
mining the presence of a target. Sensors are assumed to be
randomly deployed within the FoI and the sensing capa-
bility of each sensor is assumed to decay with distance,
with all sensors having identical sensing regions. They
formulate the target detection problem as an unauthorized
traversal problem and propose deployment strategies for
minimizing the cost of the network that achieves the
desired target detection probability. The authors proposed a
deployment strategy where only part of the available sen-
sors are randomly deployed. If the partial deployment
satisﬁes the performance metric, no more sensors are
deployed. Otherwise the process is repeated until the per-
formance threshold is met.
In [12], the authors address the problem of optimum
k-coverage of the boundary of an FoI. Covering the
boundary of an FoI guarantees that any intruder will be
detected with certainty. They assume that all sensors have
identical sensing regions following the unit disk model as
well. While target detection is guaranteed when the
boundary of the FoI is covered, placement at the perimeter
of the FoI does not yield the maximum target detection
probability, when the boundary is not covered.
In [6], the authors address the problem of determining
the delay until a target (intruder) is ﬁrst detected. They
consider the detection problem under the additional con-
straint that any sensor detecting the target must have a
connected path to the sink. They assume that targets move
in a straight line, and all sensors have identical sensing
regions conforming to the unit disk model.
In [13], we considered the problem of target detection
on the plane, under a heterogeneous sensing model. We
assumed that the sensors are randomly deployed within the
FoI and the sensing region of each sensor can have any
arbitrary shape. Using tools from integral geometry, we
derived analytic formulas for the probability of target
detection by at least k sensors on the plane. We also
evaluated the mean free time until the target is ﬁrst
detected by a sensor. However, we did not consider the
problem of collaborative target detection, and the problem
of target detection in space. In [14], we considered the
problem of deterministic sensor deployment of heteroge-
neous sensor networks for maximizing the target detection
probability by at least one sensor. Compared to [14], in our
present work we additionally consider the case where the
WSN is deployed in the space, and we also analyze the
case of collaborative target detection where k sensors
concurrently detect the presence of a target.
A relevant problem to target detection is the problem of
target tracking. Once the target X has been detected, the
WSN is used to track the motion of X within the FoI.
Several methods for tracking moving targets with WSNs
have been proposed in the literature [2, 7, 15, 16]. We do
not address the problem of target tracking in this article.
3 Network model assumptions and problem mapping
3.1 Network model assumptions
Sensor deployment and ﬁeld of interest, FoI. We assume
that N sensors are available for placement within an
FoI;A0: We consider two possible cases for the FoI:
(a) Planar FoI—In the planar case, we assume that the
A0 is a connected and bounded set of arbitrary shape. If A0
is convex, its perimeter L0 is bounded and assumed to be
known. If A0 is not convex, we assume that the bounded
perimeter Lh
0 of the convex hull of A0 is known.
(b) Three-dimensional FoI—In the three-dimensional
case, we assume that the FoI; A0; is a three-dimensional
bounded and connected set of arbitrary shape. If A0 is
convex, its surface area F0 is bounded and assumed to be
known. Otherwise, we assume that the bounded surface
area Fh
0 of the convex hull of A0 is known.
Target model: We assume that mobile targets move on
straight line trajectories, and all possible trajectories
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getssuchassignals(infrared,acoustic,electromagnetic)can
be modeled as targets with straight line trajectories. Fur-
thermore, for targets that do not follow the straight line
assumption, a straight line approximation of the target tra-
jectoryprovidestheworstcaseanalysisfortheprobabilityof
detection. This is due to the fact that straight lines minimize
the length of the path for which a target remains exposed for
detection. Hence, given an entry and exit point, the proba-
bilityofdetectingatargetmovingonastraightlineyieldsthe
worstcaseprobabilitycomparedtothedetectionofanyother
possible trajectory. Straight line motion models have also
been assumed in previous works addressing the target
detection problem [3, 6, 7, 13, 14].
Sensing model: We assume that each sensor si,
i = 1,…, N has a sensing region Ai: We consider two
possible cases for sensors deployed on the plane and in
space:
(a) Sensors with planar sensing region Ai—In the planar
case, we assume that the Ai is a connected and bounded set
of arbitrary shape. If Ai is convex, its perimeter Li is
bounded and assumed to be known. Otherwise, the boun-
ded perimeter Lh
i of the convex hull of Ai is assumed
known.
(b) Sensors with three-dimensional sensing region Ai—
In the three-dimensional case, we assume that Ai is a three-
dimensional bounded and connected set of arbitrary shape.
If Ai is convex, its surface area Fi is bounded and assumed
to be known. If Ai is not convex, we assume that the
bounded surface area Fh
i of the convex hull of Ai is known.
For detecting a mobile target X we assume the Boolean
detection model, where a target X is detected by a sensor si
if the trajectory of X crosses the sensing region of si. The
Boolean detection model has also been assumed in [3, 12–
14]. We further assume that sensors obtain correlated
detection observations when their sensing regions overlap.
The observation correlation q is a function of the pairwise
distance di,j between the sensors with overlapping sensing
regions [17]. While it is more realistic to consider different
correlation coefﬁcients for sensors with different modali-
ties, for simplicity we assume that all sensing modalities
follow the same correlation model. The correlation
between k sensors with overlapping sensing regions can be
expressed as:
q ¼ qðd1;2;d1;3;...;dk 1;kÞ;
Tk
i¼1 Ai 6¼;
0; otherwise;
 
ð1Þ
where the correlation function is limited to q [ [0, 1] and is
assumed to be monotonically decreasing with the pairwise
distances di,j. The decrease of q can be assumed to be
linear, polynomial or even exponential.
Target detection metrics: We consider the following
metrics for quantifying the detection capability of a WSN.
(a) Detectionbyatleastonesensor:Thismetricquantiﬁes
the probability that the target X is detected by at least one
sensor, or equivalently, that the trajectory of the target
intersectsthesensingregionofatleastonesensor.Wedenote
this probability as,
PD ¼ P Target is detected by at least one sensor ½  : ð2Þ
(b) Collaborative target detection by k sensors: This
metric quantiﬁes the probability that the target X is
collaboratively detected by k sensors. Collaborative target
detection increases the fault tolerance of the WSN, since
multiple sensors verify the presence of a target at a given
region, by sampling that reason from different locations.
Furthermore, collaborative detection can by used to
accurately localize the target X. If three (four) sensors
can measure their distance from the target X at the same
time, X can be localized in the plane (space) using
multilateration methods [9, 10]. We denote the probability
of collaborative target detection by k sensors as,
CD ¼ P Target is detected by k sensors ½  : ð3Þ
3.2 Mapping the target detection problem
to the line-set intersection problem
In this section, we present the mapping of the target
detection problem to the line-set intersection problem. This
problem formulation provides the necessary tools to derive
analytic formulas for the probability of target detection.
We consider the problem of target detection under both
metrics PD, CD.
Target Detection Problem: Given an FoI A0 and N
sensors si, i = 1,…,N, with sensor si having a sensing
region Ai; ﬁnd the WSN constellation that maximizes the
probability PD of detecting a target X randomly crossing
A0: Also ﬁnd the WSN constellation that maximizes the
probability CD of collaboratively detecting a target X by k
sensors.
Let the FoI be mapped to a bounded and closed set S0,
deﬁned as a collection of points on the plane or in space.
Let also the sensing region of sensor si be mapped to a
bounded and closed set Si. Note that the physical charac-
teristics of the sensors guarantee that the sensing region of
each sensor is indeed a closed and bounded set (limited
transmission power). Let also the trajectory of the target X
be mapped to a straight line ‘ on the plane or in space.
Then, the target detection problem is equivalent to the
following line-set intersection problem, arising in Integral
Geometry [18, 19].
Line-set Intersection Problem: Given a bounded and
closed set S0 and N sets Si, i = 1,…, N, ﬁnd the positions of
Si inside S0 that maximize the probability PD that a random
line ‘ intersecting S0, also intersects any of the N sets Si.
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CD that a random line ‘ crosses the intersection of k sets.
Throughout the rest of the paper we will use Ai to
denote both the sensing region of sensor si and the corre-
sponding set Si.
4 Deterministic sensor deployment on the plane
4.1 Sensor placement for maximizing PD
In this section, we analyze the problem of deterministic
sensor placement on the plane. We compute the target
detection probability by at least one sensor PD as a function
of the number of sensors deployed, the relative distance
among sensors, and the perimeter of the sensing regions of
each sensor. First, we derive analytical formulas when only
one sensor is deployed within the FoI. Then, we extend to
the case where two sensors are deployed within the FoI,
and show the placement of those sensors that maximize PD.
We then generalize for the case of N sensors, and derive
relevant lower and upper bounds on PD using the cases of
one and two sensors as building blocks.
4.1.1 Probability of target detection—deployment
of a single sensor
Let a single sensor A be deployed within the FoI;A0:
Let also a target X move on a straight line trajectory ‘(n, h),
where n denotes the shortest distance of the line to the
origin of a ﬁxed coordinate system, and h denotes the angle
of the direction perpendicular to the line ‘, with the x-axis
of the coordinate system. In Fig. 2(a), we show the
parametrization of the line ‘ with respect to n, h.
Given the single sensor deployment, the probability PD
of detecting the target X crossing the FoI can be derived
using a frequency count argument. The PD can be computed
as the quotient of the ‘‘number’’ of lines in the plane
crossing A0; over the ‘‘number’’ of lines crossing both
A0;A: In Fig. 2(b), we show the ‘‘number’’ of lines cross-
ing the sensing region A0;A; and the ‘‘number’’ of lines
crossing A; for a ﬁxed trajectory direction h. Since the set of
lines in the plane intersecting a set A is uncountable, we use
a measure deﬁned in Integral Geometry [18–20].
Deﬁnition 1 Measureofsetoflinesm(‘)ontheplane:The
measurem(‘)ofasetoflines‘(n,h)ontheplane,isdeﬁnedas
the integral over the line density d‘ ¼ dn ^ dh;mð‘Þ
¼
R
dn ^ dh, where ^ denotes the exterior product used in
exterior calculus.
Deﬁnition 1 satisﬁes the measure criterion for the
problem at hand. We want the measure of a set of line m(‘)
to be invariant under the group of rigid motions, that is,
rotation, translation and reﬂection. Intuitively, the measure
of the set of lines m(‘) crossing a set A shall not change if
A is moved anywhere within the plane, and arbitrarily
rotated about any point in the plane. These conditions are
satisﬁed by the form of m(‘) in Deﬁnition 1 and, hence,
m(‘) can serve as a measure for our problem. In the case
where A is convex, the measure of the set of lines that
intersect A is equal to:
mð‘:‘
\
A6¼;Þ¼
ðiÞ
Z
‘
T
A6¼;
dn^dh¼
ðiiÞ
Z 2p
0
ndh¼L; ð4Þ
whereListheperimeterofA:InStep(i),weintegratetheline
density over all lines on the plane that intersect A; to obtain
the measure of lines intersecting A; per our Deﬁnition 1.
InStep(ii),wekeepnconstantforasmallchangeintheangle
h, and integrate over all possible h. Interested reader is
referred to [18–20] for a more elaborate proof of (4).
In the case where A is non-convex, any line intersecting
the convex hull of A; also intersects A: Hence, m(‘)i s
Lines crossing only A0
Lines crossing A, A0
A
A0
(a) (b)
Fig. 2 (a) A line ‘(n, h) on the
plane, parameterized by the
distance n of the line from the
origin of the coordinate system,
and the angle h of the line
perpendicular to ‘, with respect
to the x-axis. (b) The target
detection probability PD as the
quotient of the ‘‘number’’ of
lines crossing with the FoI A0,
over the ‘‘number’’ of lines
crossing the sensing region of
s A; for a ﬁxed target trajectory
h. The solid lines denote the line
that only cross A0; while the
dashed lines denote the lines
that cross both A0;A; for a
ﬁxed target trajectory h
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h of the convex hull of A: In the
rest of the paper we assume that the sensing regions are of
convex shape with perimeter L. In the case of non-convex
shapes the perimeter L of a sensing region A can be
substituted with the perimeter L
h of the convex hull of A:
Once we have deﬁned a measure for the set of lines
intersecting a set A; the probability of target detection by a
single sensor, is given by the following theorem.
Theorem 1 The probability that a target X is detected by
a sensor s with sensing region A of perimeter L, deployed
within a planar FoI A0 of perimeter L0 is given by PD ¼
L
L0 ; assuming that A A 0:
Proof The proof follows by noting that the probability of
detecting a target is equal to the quotient of the measure of
the set of lines intersecting both sets A0;A; over the
measure of the set of lines intersecting A0:
PD ¼
mð‘ : ‘
T
A
T
A0 6¼; Þ
mð‘ : ‘
T
A0 6¼; Þ
¼
(i) mð‘ : ‘
T
A 6¼; Þ
mð‘ : ‘
T
A0 6¼; Þ
¼
(ii) L
L0
:
ð5Þ
Step (i) is due to the fact that any line intersecting A;
also intersects A0ðA   A0Þ: Hence, the measure of the set
of lines intersecting A
T
A0 is equal to the measure of the
set of lines intersecting A: Step (ii) follows from (4). (
Note that PD is independent of the shape of A;A0; but
only depends on the perimeter L of the sensing region and
the FoI. Thus, sensors that have sensing regions of dif-
ferent shape but same perimeter, yield the same target
detection probability. Also PD has the same value,
regardless of the position of A within A0; due to the fact
that all possible trajectories (lines) of target X are consid-
ered equiprobable.
In the case where the condition A A 0 does not hold
true, Theorem 1 can still be used to compute PD. The
probability of target detection is given by (5), by substi-
tuting the perimeter L of A with the perimeter of A
T
A0:
Note that since our goal is deterministic sensor deployment
it is not beneﬁcial to place A partially inside A0 since the
PD is reduced.
4.1.2 Probability of target detection—deployment
of two sensors
Let two sensors si, sj be deployed anywhere within the FoI.
The placement of the sensors that maximizes PD is pro-
vided by the following theorem.
Theorem 2 The target detection probability PD by two
sensors si, sj is maximized when si, sj are placed at the
opposite ends of the diameter of the FoI, and is given by:
PD ¼
Li þ Lj   m2ðdi;jÞ
L0
; ð6Þ
with
m2ðdi;jÞ¼
Li þ Lj   Loutðdi;jÞ; Ai
T
Aj 6¼; ;
Linðdi;jÞ Loutðdi;jÞ; Ai
T
Aj ¼; ;
 
ð7Þ
where di,j denotes the pairwise distance between si, sj;
m2(di,j) denotes the measure of the set of lines intersecting
both Ai;Aj;Linðdi;jÞ denotes the length of the inner string
wrapped around Ai;Aj as shown in Fig. 3(b); and Lout(di,j)
denotes the length of the outer string wrapped around
Ai;Aj as shown in Fig. 3(a), (b).
Proof For the case of two sensors si, sj, a target X is
detected if its trajectory crosses the sensing region of either
si or sj. The PD is expressed as the probability that a ran-
dom line intersects any of the two sets Ai;Aj placed within
the FoI.
PD ¼ Pð‘ \A iÞþPð‘ \A jÞ Pð‘ \A i \A jÞ
¼
ðiÞ Li þ Lj   m2ðdi;jÞ
L0
:
ð8Þ
In Step (i), Pð‘ \A iÞ;Pð‘ \A jÞ are computed using
Theorem 1, and are independent of the positions of the two
sets Ai Aj: However, the measure m2(di,j) of the set of lines
intersecting both Ai Aj; is a function of the relative
distance di,j between Ai Aj; and is computed based on the
following two cases.
Case I—Ai \A j 6¼;: When Ai; Aj overlap as shown
in Fig. 3(a), Ac ¼A i [A j; is a connected and bounded set,
(a) (b)
Fig. 3 The measure m2(di,j)o f
the set of lines intersecting any
of the two sensors is equal to (a)
Lout(di,j) when Ai \A j 6¼; ; (b)
Li + Lj - (Lin(di,j) - Lout(di,j))
when Ai \A j ¼;
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(4), the measure of the set of lines intersecting Ac is equal
to the perimeter of Ac; when Ac is convex, or the perimeter
of the convex hull of Ac when Ac is not convex. (when Ac
is convex, Ac is the convex hull of itself by deﬁnition).
For two intersecting sets, the convex hull can be found
by wrapping a string around the two sets, as shown in
Fig. 3(a). Any line intersecting with the convex hull of Ac,
is guaranteed to intersect with at least one of Ai; Aj: Using
Theorem 1, the target detection probability by two sensors
with intersecting sensing regions is equal to:
PD ¼
Li þ Lj   m2ðdi;jÞ
L0
¼
Loutðdi;jÞ
L0
; Ai
\
Aj 6¼; ; ð9Þ
where Lout(di,j) denotes the length of the perimeter of the
convex hull of Ac (outer string in Fig. 3(a)). From (9), the
measure of the set of lines intersecting both Ai; Aj is,
m2(di,j) = Li + Lj - Lout(di,j).
Case II—Ai \A j ¼;: When the sensing regions Ai; Aj
do not overlap, as shown in Fig. 3(b), Ai; Aj no longer form
a connected and bounded set. Sylvester showed that the
measure of all lines that intersect both Ai; Aj is equal to
m2(di,j) = Lin(di,j) - Lout(di,j)[ 19]. Hence in the case of
non-overlapping Ai;Aj; PD is equal to:
PD ¼
Li þ Lj   m2ðdi;jÞ
L0
¼
Li þ Lj  ð Linðdi;jÞ Loutðdi;jÞÞ
L0
:
ð10Þ
Corollary 1 The measure m2(di,j) of the set of lines
intersecting two sets is a monotonically decreasing
function of the pairwise distance di,j.
Proof The proof is provided in the Appendix. (
Based on the monotonic behavior of m2(di,j), the proba-
bilityPDincreasesasthedistancedi,jincreases.GivenanFoI
that is sufﬁciently large as it is implied by the assumption
A0 [[Ai;8i; the fraction of the set of lines crossing both
sensors over the set of line crossing the FoI asymptotically
approaches a negligible value with the increase of di,j.
In Fig. 4(a), we show the asymptotic behavior of PD,a s
a function of di,j, for the case of two sensors. We observe
that as di,j increases, PD tends to the asymptotic value of
LiþLj
L0 : In Fig. 4(b), we show the monotonically decreasing
behavior of the probability that a target crosses both
sensing regions.
Given the boundary of the FoI, PD is maximized when
di,j is maximized, which occurs when Ai; Aj are placed at
the opposite ends of the diameter of the FoI. In Fig. 5,w e
show the optimal placement of two sensors in the diameter
of an a circular FoI and an FoI of arbitrary shape.
In the general case where Ai; Aj; have an arbitrary
shape, an analytic formula for Lin, Lout may not be
obtainable. Instead, Lin(di,j),Lout(di,j) may be measured,
given that Ai; Aj are known. On the other hand, for spe-
ciﬁc shapes of Ai; Aj; the lengths Lin, Lout can be expressed
as a function of the distance di,j among the shapes. As an
example, for two circles with radius r,
Lout ¼ 2ðpr þ di;jÞ;
Lin ¼ 2pr þ 2di;j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1  
2r
di;j
   2
s
þ 4sin 1 2r
di;j
  
;
ð11Þ
when di,j C 2r. In the next section we utilize the PD formula
for the case of two sensors, in order to derive a lower
bound on PD for the case of N sensors.
4.1.3 Probability of target detection—generalization
to the deployment of N sensors
When N sensors can be placed within the FoI, the proba-
bility of detecting a moving target is expressed based on
the inclusion-exclusion principle for unions of sets [19, 21].
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Fig. 4 The target detection probability PD achieved by two sensors,
as a function of the pairwise distance di,j between the sensors, when
each sensor has a circular sensing region of radius 10 m. PD is a
monotonically increasing function of di,j that asymptotically
approaches L1þL2
L0 : (b) The probability that a target is detected by
both sensors is a monotonically decreasing function of the pairwise
distance di,j, asymptotically approaching zero
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123Theorem 3 Let a target X cross an FoI of perimeter L0.
Let N sensors be placed within the FoI at any desired
position. The probability of detection PD is given by:
PD ¼
X N
i¼1
Pð‘ \A i 6¼; Þ 
X
i;j;i\j
Pð‘ \A i \A j 6¼; Þ
þ   þð 1Þ
Nþ1Pð‘ \A 1 \   \A N 6¼; Þ : ð12Þ
Proof Given that N sensors are placed within the FoI, the
probability that target X is detected is equivalent to the
probability that X crosses the sensing region of at least one
sensor. Expressing this statement in terms of probability
events, we have
PD ¼ Pð‘ \A 1 [A 2 [   [A NÞ: ð13Þ
By applying the inclusion-exclusion principle [21], PD is
expressed using the sum of conjunctive probabilities of a
line intersecting speciﬁc arrangements of sets.
PD ¼ Pð‘ \A 1 6¼; ÞþPð‘ \A 2 6¼; Þ
þ   þPð‘ \A N 6¼; Þ Pð‘ \A 1 \A 2 6¼; Þ
  Pð‘ \A 1 \A N 6¼; Þ   þð   1Þ
Nþ1
  Pð‘ \A 1 \A 2    \A N 6¼; Þ
¼
X N
i¼1
Pð‘ \A i 6¼; Þ 
X
i;j;i\j
Pð‘ \A i \A j 6¼; Þ
þ   þð   1Þ
Nþ1Pð‘ \A 1 \A 2    \A N 6¼; Þ :
(
While Theorem 3 expresses the exact analytic formula
for PD, the number of terms in (12) is (2
N - 1). Further-
more, for arbitrary set arrangements, analytic expressions
of the probability of a line intersecting exactly k sets are
not known, except for small values of k [19]. Hence, we
consider the following lower and upper bounds for ﬁnite
unions.
Corollary 2 The probability of target detection PD is
bounded by:
X N
i¼1
Pð‘ \A i 6¼; Þ 
X
i;j;i\j
Pð‘ \A i \A j 6¼; Þ
 PD  
X N
i¼1
Pð‘ \A i 6¼; Þ : ð14Þ
Proof This is a special case of the Bonferroni inequalities
[21]. (
Both the lower and upper bound in (14), can be evaluated
using the results of Theorems 1, 2:
1
L0
X N
i¼1
Li  
X
i;j;i\j
m2ðdi;jÞ
 !
 PD\
1
L0
X N
i¼1
Li: ð15Þ
The lower bound in (15) is exact for sensor constellations
where no lines intersect more than two sensing regions.
However, we note that PD can never achieve the upper bound
for N[1 since there will always be a non-zero ‘‘number’’ of
lines crossing two sensing regions. The lower bound
approaches the upper bound as the pairwise distances di,j
among each pair of sensors increase. This is a consequence of
the asymptotic behavior of PD for N = 2, as we showed in
Sect. 4.1.2. Hence, by increasing the pairwise distance di,j
among each pair of sensors, the lower bound ofPDtends to the
upper bound and, hence, PD attains its maximum value.
Assuming that L0 is sufﬁciently large so that
m2ðdi;jÞ
L0   0; when
di,j is large,
1
L0
X N
i¼1
Li  
X
i;j;i\j
m2ðdi;jÞ
 !
¼
1
L0
X N
i¼1
Li  
1
L0
X
i;j;i\j
m2ðdi;jÞ
 
1
L0
X N
i¼1
Li: ð16Þ
In Fig. 6(a), we show the values for the lower and upper
bound of PD as a function of the pairwise distance among
sensors. The sensing regions of the sensors are assumed
disks with radius r = 10 m while the FoI is assumed to be
a disk of radius R = 1,000 m. The x-axis is normalized to
the radius of the sensing regions of the sensors. We observe
that for small values of the pairwise distance, the lower
(a) (b)
Fig. 5 Optimal placement of
two sensors that maximizes the
target detection probability PD.
Sensors si, sj are placed at the
opposite ends of the diameter of
the FoI.( a) A symmetric FoI.
(b) A non-symmetric FoI. The
diameter is deﬁned as the
longest distance among two
points within the FoI
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lower bound has negative value since the higher order
terms that are ignored (probabilities that lines cross three or
more sensing regions) are signiﬁcant. However, when the
pairwise distances become sufﬁciently large, (di,j C 20r),
the lower bound approaches the upper bound and PD tends
asymptotically to the upper bound. Similarly, in Fig. 6(b),
we show the convergence of the lower and upper bound for
N = 100 sensors. For larger N the lower and upper bound
convergence is slower compared to the case of N = 10.
4.1.4 Analogy of target detection to two-dimensional
digital modulation schemes
Maximizing the lower bound in (15), provides a worst case
probabilisticguaranteeontargetdetection.Theﬁrstsumofthe
lower bound in (15) is independent of the sensors’ positions.
Ontheotherhand,thesum
P
i;i\j m2ðdi;jÞ isafunctionofthe
pairwise distance di,j, among the sensors. In Sect. 4.1.2,w e
showed that m2(di,j) is a positive monotonically decreasing
function of di,j.H e n c e ,i n c r e a s i n gdi,j also increases the lower
boundin(15).Infact,forsensorconstellationswherenolines
intersect more than two sets, the lower bound is exact and
hence, increasing the lower bound also increases PD.
The problem of ﬁnding the sensor constellation that
maximizes the lower bound in (15) is analogous to the
problem of ﬁnding a two-dimensional signal constellation
that minimizes the average probability of symbol error PSE,
over an AWGN channel. Assuming that all symbols are
equiprobable, PSE is expressed as a function of the pairwise
error probability P(bi ? bj) between two symbols bi, bj.
P(bi ? bj) is a monotonically decreasing function of di,j
between the two symbols [22]. For a constellation with N
equiprobable symbols, PSE is upper bounded by,
PSE  
1
N
X
i;i\j
Pðbi ! bjÞ¼
1
N
X
i;i\j
1
2
erfc
di;j
2
ﬃﬃﬃﬃﬃﬃ
N0
p
  
; ð17Þ
where erfc denotes the error function, and
N0
2 denotes the
power spectral density of the channel noise component.
Both the problem of maximizing the lower bound in (15)
and the analogous problem of minimizing PSE, require the
minimization of a multivariate function which is a sum-
mation of identical functions, monotonically decreasing
with respect to each variable. This problem analogy is
presented in Table 1.
In digital communications, the minimum pairwise dis-
tance among symbols is the dominant factor of symbol
error, due to the exponential decrease of P(bi ? bj) with di,j
[22]. Hence, good symbol constellations maximize the
minimum pairwise distance among symbols. Due to the
analogy presented in Table 1, we consider solutions that
maximize the minimum pairwise distance for the target
detection problem. The problem of maximizing the mini-
mum pairwise distance among points in the plane, can be
addressed using the following circle packing problem, as
an intermediate step [23]. Given N circles Ci, i = 1,…, N,
compute the maximum radius of the circles that would ﬁt
inside a given planar set A0:
The circle packing problem, has known optimal solu-
tions for small values of N, and certain shapes of FoI, such
as circle, square, hexagonal or triangle, but no optimal
solutions exist for large N [22, 24]. However, good signal
constellations can be carved from lattices with high circle
packing density [23]. In order to derive the sensor
0 20 40 60 80 100
−0.35
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
Distance between sensors i,j in units of r
l
o
w
e
r
/
u
p
p
e
r
 
b
o
u
n
d
Convergence of the lower and upper bound
N=10, r=10
Lower Bound 
Upper Bound 
0 2 04 06 08 0 1 0 0
−50
−40
−30
−20
−10
0
10
Distance between sensors i,j in units of r
l
o
w
e
r
/
u
p
p
e
r
 
b
o
u
n
d
Convergence of the lower and upper bound
N=100, r=10
Lower Bound 
Upper Bound 
(a) (b)
Fig. 6 Convergence of the
lower bound of PD to the upper
bound of PD with the increase of
the pairwise distance di,j for a
WSN of (a) 10 nodes, (b) 100
nodes. The x-axis denotes the
pairwise distance normalized in
units of the sensing range of the
sensors r
Table 1 Analogy of the target detection probability to the symbol
error probability
Mobile target detection $ Symbol error over AWGN
Number of sensors N $ Number of symbols N
Field of interest A0 $ Maximum symbol energy
Sensor constellation $ Symbol constellation
Pairwise distance di,j among
sensors
$ Pairwise distance di,j among
symbols
Monotonically decreasing
function m2(di,j)
$ Monotonically decreasing
function P(bi ?bj)
Maximize the probability of
target detection
$ Minimize the symbol error
probability
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123constellations that correspond to the solution of the circle
packing problem we execute the following steps.
Step 1: Fit N circles Ci(r), i = 1,…, N of equal radius r
within the FoI so that the radius r is maximized (solution
to the circle packing problem).
Step 2: For each circle Ci(r) of the constellation, if Ci is
on the perimeter of the FoI, place the sensor si within Ci
so that the sensing region Ai is tangential to the
perimeter of A0:
Step 3: If circle Ci is an inner circle (not tangent to the
perimeter of the FoI), place the sensor si within Ci so that
the sensing region Ai is centered to the center of Ci.
In Fig. 7(a), we show the optimum placement of circles
that maximize the minimum pairwise distance among the
circles, for a circular FoI, for N = 2,…, 9. In Fig. 7(b), we
show the optimum placement for the case of a square FoI.
Note that the circles Ci deﬁned from the circle packing
problem do not correspond to the sensing regions Ai of the
sensors. Instead they provide the region Ci where each
sensor si should be placed. Assuming that Ai   Ci which
holds true when Ai  A 0 and N is not sufﬁcient to cover
the FoI, the position of the sensors within Ci, is chosen so
that the sensing regions have maximum pairwise distance.
As an example, in Fig. 7(a) for the case of N = 2, the
sensors are placed within C1, C2 so that the sensing regions
have maximum di,j. For networks with heterogeneous
sensing regions, sensors are placed within each Ci with the
si with larger Li be placed further apart.
4.2 Sensor placement for maximizing CD
The goal of collaborative detection is to increase the reli-
ability of the system in terms of the false positive and
missed detection rates. A false positive can occur, for
example, when the target is detected using acoustic sensors
and the wave sound reaches the sensor via multipath. A
missed detection can occur, for example, if the target is
detected via ccd cameras, and an (temporary) obstacle
obstructs the sensor view, hiding the presence of a target.
Using collaborative detection, the same space can be
observed by multiple sensors from different location, thus
spatially decorrelating the observations obtained from
observing the same phenomenon. Furthermore, detecting
the target via multiple sensors can enable the localization
of the target via a localization algorithm [9, 10].
Inthissection,weanalyzetheprobabilityofcollaborative
detection of a mobile target X crossing the FoI. We ﬁrst
consider the simple case where only two sensors are used to
collaboratively detect a single target. Then we extend our
analysis to the case where at k sensors collaboratively detect
X. We ﬁnally analyze the case where N sensors are available
for placement, when k-detection is required.
4.2.1 Probability of collaborative detection—deployment
of two sensors
Let us consider the case where we want to maximize the
probability of collaboratively detecting a target X using two
sensors si, sj. To achieve collaborative detection, the target
X has to cross the intersection of the sensing regions of si,sj,
so that X is simultaneously detected by both si, sj.
Following the equivalence of the target detection problem
to the line-set intersection problem as presented in Sect.
3.2, a target X is detected if its random trajectory crosses
the intersection Ac of the sensing regions Ai;Aj; as shown
in Fig. 8(a). Hence, in the case of collaborative detection,
the sensing regions of the sensors si, sj have to be placed in
such a way that Ai;Aj; intersect.
Since Ai;Aj; are closed and bounded sets, their inter-
section Ac is also a closed and bounded set. Let Pc denote
the probability that a random line crosses the intersection
region Ac: Based on Theorem 1, the probability Pc is a
monotonically increasing function of the perimeter length
Lc. Let the perimeter Lc of the intersection region Ac be
expressed as a function of the pairwise distance di,j
between the sensors si,sj. Based on Theorem 1, the prob-
ability Pc that a random line crosses the intersection region
Ac is given by the quotient of Lc over the perimeter length
of the FoI, L0.
(a) (b) Fig. 7 The sensor
constellations that maximize the
minimum pairwise distance
among sensors for, (a) a circular
FoI,( b) a square FoI. The
shaded circles denote the
sensing region of each sensor
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Lcðdi;jÞ
L0
: ð18Þ
Note that the maximum perimeter Lc of the intersection
region Ac is always upper bounded by the minimum of the
perimeters Li,Lj of the two sets Ai;Aj: Hence, the
collaborative detection capability of the two sensors is
always limited by the individual target detection capability
of each sensor. Based on our sensing model as presented
in Sect. 3.1, when two sensing regions overlap their
observations are correlated, thus reducing the ﬁdelity of
target detection. By combining the probability of a random
linecrossing the intersectionAc andthe correlationfunction
q(di,j), we can compute the probability of collaborative
detection CD to be:
CDðdi;jÞ¼ 1   qðdi;jÞ
   Lcðdi;jÞ
L0
: ð19Þ
Optimizing CD with respect to di,j, yields the relative
distance of the two sensors that maximizes the probability
of collaborative detection by two sensors. The optimum
value d 
i;j; that maximizes CD in (19) is a function of the
sensing regions of the two sensors si,sj and the correlation
model we consider. We now provide an example for the
calculation of the optimal pairwise distance d 
i;j:
Example on the calculation of the optimal sensor con-
stellation of two sensors for maximizing the collaborative
detection probability CD–Let us assume for simplicity that
the two sensors have identical sensing regions of circular
shape of radius r, as shown in Fig. 8(b). Assume also that
the correlation function q(di,j) decreases linearly as a
function of the pairwise distance di,j. That is:
qðdi;jÞ¼ 1  
di;j
2r ; Ai
T
Aj 6¼;
0; otherwise.
 
ð20Þ
The perimeter of the intersection region between two
circles of the same radius is given by:
Lcðdi;jÞ¼4rarccos
di;j
2r
  
: ð21Þ
Combining equations (20) and (21), yields the
probability of collaborative target detection:
CDðdi;jÞ¼ 1   qðdi;jÞ
   Lcðdi;jÞ
L0
¼
2di;j arccos
di;j
2R
  
L0
: ð22Þ
Given that (22) has no analytic solution, we numerically
solve for the optimal value of di,j that maximizes CD to be
d 
i;j   1:3r: In Fig. 8(c) we show CD as a function of di,j
normalized over the radius of the circular sensing regions r.
For deriving CD we considered circular sensing regions of
radius r = 10 m and an FoI of perimeter 200p. Following
a similar process, we can calculate the optimal distance d 
i;j
for different correlation functions and for different shapes
of the sensing regions Ai;Aj: Once the relative pairwise
distance that maximizes CD is obtained, placement of the
sensor constellation anywhere within the FoI, yields the
same target collaborative detection probability CD due to
the random target trajectory assumption.
4.2.2 Probability of collaborative detection—k sensor
deployment
We now consider the case where we want to maximize the
probability of collaboratively detecting a target X by k[2
sensors. For collaborative detection by k sensors, the
sensing regions of k sensors must overlap so that they can
simultaneously detect the presence of a target X. A target X
is detected, if its trajectory crosses the intersection of k
sensing regions. As in the case of collaborative detection
with two sensors, the probability of collaborative detection
CD is a function of the perimeter Lc of the intersection
region Ac and the correlation among the observations of
the sensors. Both the perimeter of the intersection region
si sj Ac
Trajectory of X
Ai
Aj
di,j
si sj
Lc
Ac
Trajectory of X
0 0.5 1 1.5 2
0
0.005
0.01
0.015
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0.04
Pairwise distance d
i,j
C
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C
D as a function of the pairwise distance d
i,j
Optimum pairwise distance 
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(c)
Fig. 8 (a) Collaborative detection of a target X by two sensors si, sj
with heterogeneous sensing regions. The trajectory of target X,
denoted by the dashed line, has to cross the intersection of the sensing
regions Ai;Aj in order to be collaboratively detected. (b) Collabo-
rative detection when the sensing regions of Ai;Aj are circular with
ﬁxed radius r, with sensors si, sj being at a distance di,j.( c) The
collaborative detection probability CD as a function of the pairwise
distance di,j normalized over the radius of the circular sensing regions
of the sensors in Fig. 8(b). The CD attains its maximum value at
d 
i;j ¼ 1:3r
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123and the correlation of the observations are a function of the
pairwise distances di,j among the k sensors that intersect.
Let the sensing regions of sensors s1, s2,…, sk intersect. The
probability of collaborative detection CD by the k-tuple of
sensors is a multivariate function, of all the pairwise dis-
tances among the k intersecting sensors.
CD ¼ 1   qðd1;2;d1;3;...;dk 1;kÞ
   Lcðd1;2;d1;3;...;dk 1;kÞ
L0
:
ð23Þ
The values of di,j that maximize CD depend on the
speciﬁc forms of qðd1;2;d1;3;...;dk 1;kÞ;Lcðd1;2;d1;3;...;
dk 1;kÞ: The simplest case for the multivariate correlation
function qðd1;2;d1;3;...;dk 1;kÞ is to consider that it is
symmetric over all variables di,j. For example in the linear
case, the correlation function is given by the linear
combination (or any weighted linear combination variant)
of the pairwise correlation functions:
qðd1;2;d1;3;...;dk 1;kÞ¼
1  
d1;2þd1;3þ   þdk 1;k
2 k
2 ðÞ r ;
Tk
i¼1 Ai 6¼;
0; otherwise.
(
ð24Þ
The perimeter Lc of the intersection of the k sets, is a
function of the pairwise distances among the sensors and
the shapes of the sensing regions. In the simplest case
where the sensors have circular sensing regions of the same
radius r, and are placed at the vertices of a canonical
k-vertex polygon, the intersecting region is a Reuleaux
polygon of perimeter Lc = 2pa, where a denotes the
diameter or width of the polygon. Note that Reuleaux
polygons have constant width, that is, their projection to a
line of any direction is constant. In Fig. 9 we show the
intersection of three and four circular sensing regions of
same radius r.
When heterogeneous sensing regions are considered, it
may not be feasible to obtain a closed analytical form
expressing the perimeter of the intersection Lc. In such a
case the optimization of CD can be done numerically by
considering a quantized version of all possible pairwise
distances among the sensors under consideration. Note that
for the majority of sensor applications, k is expected to be a
small number, and hence, an exhaustive quantized search
can be performed before deployment, to determine the
k-sensor constellation that optimizes CD.
4.2.3 Probability of collaborative detection by k
sensors—deployment of N Sensors
Let N[k sensors be available for placement within the
FoI, and let k of them be sufﬁcient for the collaborative
detection of a target X. We want to ﬁnd the sensor con-
stellation that maximizes the collaborative target detection
capability CD of the WSN. For any sensor constellation, the
probability of target detection is characterized by the
number and relative distance of the distinct intersection
regions Aci formed by the intersection of k sensors. Once
the sensors are placed within the FoI, the collaborative
detection probability CD is given by Theorem 3. That is,
CD¼
X N
i¼1
Pð‘\Aci 6¼;Þ 
X
i;j;i\j
Pð‘\Aci \Acj 6¼;Þ
þ   þð 1Þ
Nþ1Pð‘\Ac1 \   \AcN 1 6¼;Þ; ð25Þ
where the sensing regions Ai of Theorem 3 have now
been substituted by the intersection regions Aci of k
s2
Trajectory of X
A1
A2 A3
a
s1
s3
s1 s2
s3 s4
A1
a
A2
A4 A3
Trajectory of X
(a) (b)
Fig. 9 (a) Collaborative detection of a target X by three sensors with
circular sensing regions. The trajectory of target X, denoted by the
dashed line, has to cross the intersection of the sensing regions in
order for X to be collaboratively detected. The intersection region
among the three sensing regions is a Reuleaux triangle of side a.( b)
Collaborative detection of a target X by four sensors with circular
sensing regions. The trajectory of target X, denoted by the dashed
line, has to cross the intersection of the sensing regions in order for X
to be collaboratively detected. The intersection region among the
three sensing regions is a Reuleaux square of side a
Wireless Netw
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of terms in (25) grows exponentially with the network
size and not all terms can be analytically computed.
Hence, we derived lower and upper bounds for the
probability of target detection. Similarly, lower and upper
bounds can be derived for the probability of collaborative
detection CD.
X N
i¼1
Pð‘ \A ci 6¼; Þ 
X
i;j;i\j
Pð‘ \A ci \A cj 6¼; Þ
 CD  
X N
i¼1
Pð‘ \A ci 6¼; Þ : ð26Þ
We now propose a heuristic sensor placement solution
that generates the maximum number of non-overlapping
intersection regions, with optimum sensor placement for
the k-tuple of sensors. The process of ﬁnding the sensors’
positions is equivalent to the process of generating a
deterministic k-connected network where the degree of
each node in the network is minimum.
4.3 A heuristic sensor placement algorithm
for collaborative target detection
Let N sensors be available for placement within the FoI and
let k of them be sufﬁcient for the collaborative detection of
a target X crossing the FoI. Let also the optimal placement
of k sensors that maximizes the collaborative target
detection probability as derived in Sect. 4.2.2 be known.
For any k sensors placed within the FoI so that they col-
laboratively detect a target X, we can represent the sensor
placement with a k-polygon Pi where the k sensors are
placed in the vertices of a k-polygon. The idea behind our
heuristic is to generate the maximum number of k-polygons
with the intersection regions formed by each k-tuple of
sensors not to intersect.
Initially, we place k sensors to form the ﬁrst k-polygon
P1. We then ﬁnd the minimum number of sensors that can
be appended to the k-polygon P1 so that a new polygon P2
is created. If more than one choice is available, we create
the k-polygon P2 that yields an intersection region Ac2
farthest away from the previously generated intersection
region Ac2: This is preferred in order to minimize the
probability that a random line can cross both intersecting
regions. We repeat the process until all sensors are placed
within the FoI. The sensor placement process can be out-
lined in the following steps:
Step 1: Place k sensors at the vertices of a k-polygon P1
so that the collaborative detection probability of the
k-intersection region Ac1 is maximized (following the
design principles of Sect. 4.2.2.)
Step 2: Select (k - i) sensors to form another k-polygon
Pj, with variable i denoting the number of sensors
reused from the previously formed polygons. The
(k - i) newly selected sensors combined with i previ-
ously placed sensors must generate a k-polygon with an
intersecting region that does not overlap with any
previously generated intersecting region.
Step 3: Add the selected (k - i) sensors in such a way
that the distance of Acj to all previously formed polygons
is maximum, subject to the constraint that all sensors fall
within the FoI.
Step 4: Repeat Steps 2–5, until all sensors have been
placed within the FoI.
Let each sensor si be mapped to a network node Vi, and
eachsideofapolygonbemappedtoanetworkedgeei.Then,
our heuristic sensor placement process yields a (k - 1)
-connectednetworkG(V,E),witheverybordernodehavinga
degree(k - 1)andeveryinnernodehavingadegreek.Note
that depending on the values of N, k there might be at most
(k - 3)remainingsensorsthatcannotformak-polygon.For
largevaluesofNandsmallvaluesofkasexpectedinrealistic
applications, the depredation in performance by not using
the (k - 3) sensors is negligible. We now provide examples
of our heuristic placement algorithm for collaborative target
detection.
4.3.1 Examples of heuristic sensor placement for k = 2,3
Example 1 k = 2—Assume that two types of sensors are
available for placement within the FoI, and we want to
combine the two different sensing modalities to detect the
presence of a target X. Based on Sect. 4.2.1, collaborative
detection by two sensors is optimized when the sensors are
placed at a distance d
* apart. This sensor constellation is
the building block for the placement of the remaining
sensors. Let sensor s1, s2 be placed so that they form an
intersection region Ac1; when placed at an optimum dis-
tance d
*. By adding one more sensor s3 at a distance d
*
from either s1 or s2 we can generate one more intersection
region Ac2: We place s3 on the same line as the line formed
by s1, s2, so as to maximize the separation of Ac2; from
Ac1: By repeating the process, we place all N available
sensors within the FoI.
In Fig. 10(a), we show the sensor placement of N sen-
sors with two types of sensing regions, and the
corresponding intersection regions Aci: Our heuristic sen-
sor placement algorithm forms a serial network with every
border node having a degree of one, and every inner node
having a degree of two. Note that the distance from any
intersection region to any other intersection region is
Wireless Netw
123maximized as all network nodes are placed on a straight line.
Also note that the number of intersecting regions formed by
N sensors are equal to (N - 1). The collaborative proba-
bility of target detection for the sensor constellation depicted
in Fig. 10(a) is lower bounded by:
CD  
1
L0
X N
i¼1
Lci  
X
i;j;i\j
m2ðdi;jÞ
 !
; ð27Þ
where Lci denotes the length of the perimeter of the inter-
section regions Aci;m2ðdi;jÞ denotes the measure of the set
of lines crossing both intersection regions Aci;Acj; and di,j
is the pairwise distance among the sensors which is ﬁxed to
di;j ¼j i   jjd , with the distance d
* being the optimal dis-
tance among two sensors that maximizes CD.
Example 2 k = 3—Let us now consider the case where
we want to collaboratively detect a target X with three
sensors. Again we compute the optimum pairwise distances
among the three sensors that maximizes the collaborative
target detection capability and form a triangle P1 that will
serve as the k-component for our sensor placement. The
minimum number of sensors to be added in order to form a
new triangle P2, is one, while we reuse the sensing regions
of two sensors that have already been placed. We pick a
side of the triangle and add the third sensor so that a new
triangle P2 is formed. By repeating the process, we place
all N available sensors and obtain the sensor placement
shown in Fig. 10(b). Note that the triangles are added in
such a way that the distances among the intersection
regions are maximized.
5 Deterministic sensor deployment in space
Prior work in target detection in WSN has modeled the
sensor networks as planar [2–8, 12–15]. This is due to the
fact that most physical targets, such as vehicles and
humans, can be assumed to be moving on a plane
rather than on the space. However, in certain applications
sensors are deployed to detect targets that move in three
dimensions and, hence, the sensing regions are three-
dimensional rigid bodies. As an example, in underwater
sensor networks, sensors are deployed to monitor a three-
dimensional volume of water [25–28]. In Fig. 11, we show
a three-dimensional sensor network detecting a target X
crossing the FoI.
(a)
(b)
Fig. 10 (a) The sensor
placement of N sensors with two
types of sensing regions, and the
corresponding intersection
regions Aci: Our heuristic
sensor placement algorithm
forms a serial network with
every border node having a
degree of one, and every inner
node having a degree of two. (b)
The sensor placement of N
sensors with three types of
sensing regions, and the
corresponding intersection
regions Aci: Our heuristic
sensor placement algorithm
forms a 2-connected network
Fig. 11 (a) A three-dimensional sensor network. Sensors have
sensing regions that can be modeled as three-dimensional rigid
bodies. A target X crossing the three-dimensional FoI is detected if it
crosses the sensing region of any sensor
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sensordeploymentin space. Wecomputethe target detection
probability by at least one sensor PD as a function of the
number of sensors deployed, the relative distance among
sensors, and the surface area of the sensing regions of each
sensor. First, we derive analytical formulas when only one
sensor is deployed within the FoI. Then, we extend to the
case where two sensors are deployed within the FoI,a n d
show the placement of those sensors that maximize PD.W e
then generalize for the case of N sensors, and derive relevant
lowerandupperboundsonPD,usingthecasesofoneandtwo
sensors as building blocks. Finally, we analyze the problem
of collaborative detection in three-dimensional networks.
5.1 Probability of target detection—deployment
of a single sensor
Let a single sensor A be deployed within a three-dimen-
sional FoI; A0: Let also a target X move on a straight line
trajectory ‘(x,y,X), where x,y denote the coordinates of the
intersection point of the line ‘ with a plane X, normal to the
direction of the line ‘. In Fig. 12(a), we show the param-
eterization of the line ‘ with respect to x, y, X.
The probability PD of detecting the target X crossing the
FoI can be derived using the same frequency count argu-
ment used in Sect. 4.1.1. In Fig. 12(b), we show the
‘‘number’’ of lines crossing the sensing region A0;A; and
the ‘‘number’’ of lines crossing A; for a ﬁxed trajectory
direction h, in space. Since the set of lines in space inter-
secting a set A is uncountable, we use a measure deﬁned in
Integral Geometry for the space [20, 29].
Deﬁnition 2 Measure of set of lines m(‘) in space: The
measure m(‘) of a set of lines ‘(x,y,X) is deﬁned as the
integral over the line density in space d‘ ¼ dxdydX;
mð‘Þ¼
R
d‘ ¼
R
dxdydX:
As in the case of two dimensions, the measure m(‘)i n
3-D is invariant under the set of rigid motions, that is
translation, rotation and reﬂection, yielding the same value
for any placement of A in the space. In the case where A is
convex, the measure of the set of lines that intersect A is
equal to:
mð‘ : ‘
\
A 6¼; Þ¼
Z
‘
T
A6¼;
dxdydX ¼
pF
2
; ð28Þ
where F denotes the surface area of A: Interested reader
is referred to [20, 29], for the proof of (28). In the case
where A is non-convex, any line intersecting the convex
hull of A; also intersects A: Hence, to compute m(‘)w e
use the surface area F
h of the convex hull of A: Once we
have deﬁned a measure for the set of lines intersecting a
set A; the probability of target detection by a single
sensor, is given by the quotient of the measure of the set
of lines crossing the sensing region of the deployed
sensor over the measure of the set of lines crossing
the FoI.
Proof The proof of Theorem 5 follows the same steps as
the proof of Theorem 1 for the two-dimensional case by
considering the equivalent measures in 3-D. (
5.2 Probability of target detection—deployment
of two sensors
Let two sensors si, sj be deployed anywhere within a three-
dimensional FoI. The placement of the sensors that maxi-
mizes PD is provided by the following theorem.
(a)
Y
y
x
Z
Ω
X
(b)
Fig. 12 (a) A line ‘(n, h) on the plane, parameterized by the distance
n of the line from the origin of the coordinate system, and the angle h
of the line perpendicular to ‘, with respect to the x-axis. (b) The target
detection probability PD as the quotient of the ‘‘number’’ of lines
crossing with the FoI A0, over the ‘‘number’’ of lines crossing the
sensing region of s A; for a ﬁxed target trajectory h. The solid lines
denote the line that only cross A0; while the dashed lines denote the
lines that cross both A0;A; for a ﬁxed target trajectory h
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sensors si, sj is maximized when si, sj are placed at
the opposite ends of the diameter of the FoI, and is
given by:
PD ¼
Fi þ Fj   m2ðdi;jÞ
F0
; ð29Þ
with
m2ðdi;jÞ¼
Fi þ Fj   Foutðdi;jÞ; Ai
T
Aj 6¼; ;
Finðdi;jÞ Foutðdi;jÞ; Ai
T
Aj ¼; ;
 
ð30Þ
where di,j denotes the pairwise distance between si,sj,
m2(di,j) denotes the measure of the set of lines inter-
secting both Ai;Aj;Finðdi;jÞ denotes the length of the
inner surface area wrapped around Ai;Aj as shown
in Fig. 13(a), and Fout(di,j) denotes the length of the
outer surface area wrapped around Ai;Aj as shown in
Fig. 13(b).
Theorem 5 The probability that a target X is detected by
a sensor s with sensing region A of surface area F,
deployed within a FoI A0 of surface area F0 is given by
PD ¼ F
F0 :
Proof The proof of Theorem 4, follows the same steps as
the proof of Theorem 2 by considering surfaces instead of
lines and, hence, is omitted. (
As in the case of the sensor deployment on the plane,
m2(di,j) is a monotonically decreasing function of the
pairwise distance di,j among the sensors. Thus, the proba-
bility of target detection PD increases with the increase of
the pairwise distance di,j and approaches the asymptotic
value of
FiþFj
F0 : Therefore, the sensor constellation that
maximizes PD for the case of two sensors, occurs when the
sensors are placed at the opposite ends of the diameter of
the FoI.
5.3 Probability of target detection—generalization
to the deployment of N sensors
When N sensors can be placed within the FoI, the proba-
bility of detecting a target X is expressed using the
inclusion-exclusion principle for unions of sets as in the
case of sensor deployment on the plane.
PD ¼
X N
i¼1
Pð‘ \A i 6¼; Þ 
X
i;j;i\j
Pð‘ \A i \A j 6¼; Þ
þ   þð 1Þ
Nþ1Pð‘ \A 1 \   \A N 6¼; Þ :
ð31Þ
While (31) expresses the exact analytic formula for PD,
the number of terms that must be computed is (2
N - 1).
Hence,weconsiderlowerandupperboundsforﬁniteunions.
X N
i¼1
Pð‘ \A i 6¼; Þ 
X
i;j;i\j
Pð‘ \A i \A j 6¼; Þ
 PD  
X N
i¼1
Pð‘ \A i 6¼; Þ ; ð32Þ
1
F0
X N
i¼1
Fi  
X
i;j;i\j
m2ðdi;jÞ
 !
 PD\
1
F0
X N
i¼1
Fi: ð33Þ
The lower bound approaches the upper bound as the
pairwise distances di,j among each pair of sensors increase.
This is a consequence of the asymptotic behavior of PD for
N = 2, as we showed in Sect. 5.2. Hence, by increasing the
pairwise distance di,j among each pair of sensors, the lower
bound of PD tends to the upper bound and PD attains its
maximum value. Given the complexity of (31) and the
asymptotic behavior of PD, in the following section we
consider the optimization of the lower bound of PD.
5.4 Analogy of target detection to three-dimensional
digital modulation schemes
In the three-dimensional case, the problem of ﬁnding the
sensor constellation that maximizes the lower bound in
(33) is analogous to the problem of ﬁnding a three-
dimensional signal constellation that minimizes the aver-
age probability of symbol error PSE, over an AWGN
channel. As in the case of two-dimensional constellations,
the average probability of symbol error is minimized when
the pairwise distance among the symbols in the three-
dimensional space is maximized [22]. The problem of
maximizing the minimum pairwise distance among points
in space, can be addressed using the following sphere
packing problem as an intermediate step [23]. Given N
spheres Ci, i = 1,…, N, compute the maximum radius of
(a) (b) Fig. 13 (a) The inner surface
Fin wrapped around the three-
dimensional sensing regions of
sensors si, sj, located at a
distance di,j (b) The outer
surface Fout wrapped around the
three-dimensional sensing
regions of the sensors si, sj
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set A0:
The sphere packing problem, has known optimal solu-
tions for small values of N, and certain shapes of FoI, such
as sphere, cube, or hexagonal polyhedron, but no optimal
solutions exist for large N [22–24]. However, good signal
constellations can be carved from lattices with high sphere
packing density [23]. In order to place sensors within a
three-dimensional FoI, we execute to our heuristic for the
planar case
Step 1: Fit N spheres Ci(r), i = 1,…, N of equal radius r
within the FoI so that the radius r is maximized (solution
to the sphere packing problem).
Step 2: For each sphere Ci(r) of the constellation, if Ci is
on the perimeter of the FoI, place the sensor si within Ci
so that the sensing region Ai is tangential to the
perimeter of A0:
Step 3: If sphere Ci is an inner circle (not tangent to the
perimeter of the FoI), place the sensor si within Ci so that
the sensing region Ai is centered to the center of Ci.
In Fig. 14(a), we show the optimal placement of N
spheres within a spherical FoI that maximizes the radius of
the N spheres [23]. In Fig. 14(b), we show the placement of
N spherical sensing regions within each of the N spheres of
Fig. 14(a), according to the sphere placement of Fig. 14(a).
When the optimal solution of the sphere packing problem
is utilized by our heuristic, the minimum pairwise distance
among the sensors is maximized.
5.5 Collaborative target detection in space
5.5.1 Collaborative target detection by k sensors
Let us consider the case where we want to collaboratively
detect a target X, in space. To achieve collaborative detection
by k sensors, the target X has to cross the intersection of k
three-dimensional sensing regions. Hence, in the case of
collaborative detection, the sensing regions of k sensors have
to be placed in such a way that A1;...Ak; intersect.
As in the case of planar WSN, since A1;...Ak; are
closed and bounded sets, their intersection Ac is also a
closed and bounded set. Let Pc denote the probability that a
random line crosses the intersection region Ac: Based on
Theorem 5, the probability Pc is a monotonically increas-
ing function of the surface area of Ac;Fc: Let the perimeter
Fc of the intersection region Ac be expressed as a function
of the pairwise distances di,j between the sensors, and let
also the correlation function given by (1). The probability
of collaborative detection CD by the k-tuple of sensors is a
multivariate function, similar to (23):
CD ¼ 1   qðd1;2;d1;3;...;dk 1;kÞ
   Fcðd1;2;d1;3;...;dk 1;kÞ
F0
:
ð34Þ
When sensors with heterogeneous sensing regions are
considered, it may not be feasible to obtain a closed
analytical form expressing the surface area Fc. In such a
case, the optimization of CD can be done numerically by
considering a quantized version of all possible pairwise
distances among the sensors under consideration. Note that
for the majority of sensor applications, k is expected to be a
small number, and hence, an exhaustive quantized search
can be performed before deployment, to determine the
k-sensor constellation that optimizes CD.
5.6 Collaborative detection by k sensors—deployment
of N sensors
Let N[k sensors be available for placement within a
three-dimensional FoI, and let k of them be sufﬁcient for
the collaborative detection of the target X. For any sensor
constellation, the probability of target detection is charac-
terized by the number and relative distance of the distinct
intersection regions Aci formed by the intersection of k
sensors. Once the sensors are placed within the FoI, the
collaborative detection probability CD is given by (31).
That is,
Fig. 14 (a) The optimal placement of N spheres within a spherical FoI
that maximizes the radius of the N spheres. (b) The placement of N
spherical sensing regions within each of the N spheres of Fig. 14(a) so
that the minimum pairwise distance among the sensors is maximized
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123CD ¼
X N
i¼1
Pð‘ \A ci 6¼; Þ 
X
i;j;i\j
Pð‘ \A ci \A cj 6¼; Þ
þ   þð 1Þ
Nþ1Pð‘ \A c1 \   \A cN 1 6¼; Þ ;
ð35Þ
where the sensing regions Ai of Theorem 3 have now been
substituted by the intersection regions Aci of k sensing
regions. As we showed in Sect. 5.3, the number of terms in
(25) grows exponentially with the network size and not all
terms can be analytically computed. Hence, we derived
lower and upper bounds for the probability of target
detection. Similarly, lower and upper bounds can be
derived for the probability of collaborative detection CD.
X N
i¼1
Pð‘ \A ci 6¼; Þ 
X
i;j;i\j
Pð‘ \A ci \A cj 6¼; Þ
 CD  
X N
i¼1
Pð‘ \A ci 6¼; Þ :
ð36Þ
For the placement of the sensors within the FoI for the
case of three-dimensional networks we use the same
heuristic algorithm presented in Sect. 4.3. The only
difference for the three-dimensional case is that the
sensors can be placed in the vertices of a k-polyhedron
rather than a k-polygon. However, we still follow the main
principle of generating (k - 1)-connected networks, as
illustrated in Sect. 4.3, where each node of the network has
the minimum possible degree.
6 Performance evaluation
In this section we evaluate the performance of our heu-
ristics with respect to other sensor placement solutions
such as random deployment. We also illustrate the impact
of network parameters such as number of sensors deployed,
length of perimeters and size of surface areas of sensing
regions.
6.1 Methodology
We ﬁrst deployed N sensor nodes within the FoI according
to a predeﬁned algorithm such as one of our heuristics or
randomly. For each network instance, we generated 10,000
random target trajectories and measured the fraction of
trajectories that intersect with the sensing region of one or
more sensors. For deterministic deployments one trial was
sufﬁcient to statistically estimate the target detection
probability, since the placement of the sensors does not
change over trials and a sufﬁcient number of trajectories
are considered to guarantee statistical validity. For random
deployments, we repeated the experiment for 100 network
deployments in order to compute the average target
detection probability.
We initially considered homogeneous WSN where all
nodes hadidenticalsensing regions.Theexperimentsforthe
homogeneous case provide an easy interpretation of the
behavior of PD with respect to network parameters. We then
performed our experiments in heterogeneous WSN. To
simulate heterogeneous WSN, we generated a pool of sens-
ing regions of different shapes (circle, square, triangle,
pentagon, hexagon and equivalent three-dimensional
shapes)andrandomlyselectedNtobeplacedwithintheFoI.
6.2 Probability of target detection for homogeneous
WSN
6.2.1 Sensor deployment on the plane
In our ﬁrst experiment, we placed N = 2,…, 9 sensors in a
circular FoI of radius R = 100 m, according to the WSN
constellations shown in Fig. 7(a). Sensors had identical
sensing ranges that varied from r = 5mt or = 20 m. We
measured the target detection probability PD and also
computed the analytical lower bound given by (15). In
Fig. 15(a), we show the target detection probability PD vs.
the number of sensors deployed for varying r and the
corresponding lower bound.
Weobservethatforsmallvaluesofr(r = 5 m, 10 m)the
lower bound provides a very good estimate of the actual
valueofPD.Thisisduetothefactthatnolinesintersectmore
thantwosensingregions.Hence,thelowerboundin(15)that
takesintoaccountonlylinesthatintersectoneortwosensing
regions is exact. Furthermore, we observe that for small
values of r the PD increases almost linearly with the number
of sensors deployed. This is due to the fact that the measure
m2(di,j) of lines that intersect two sensing regions is very
small when the pairwise distance among the sensors is suf-
ﬁciently large compared to their sensing range. This is
illustrated in Fig. 3(b) where we show that when di,j = 20r
the probability that a line intersects two sensing regions is
almost negligible. Hence, for these values of r, the lower
bound approaches the upper bound and PD is maximized.
For larger values of sensing range r and WSN values of
N C 6 we observe that the lower bound starts to deviate
from the probability of detection PD. In fact, the lower
bound starts to decrease with the increase of N.T h i si sd u e
to the fact that for large values of r and N, the probability
that a line would intersect three or more sensing regions is
non-negligible and hence, omitting this additive factor
from the lower bounds yields its deviation from the true
value of PD.
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PD for the WSN constellations shown in Fig. 7(b). The FoI
is now a square with each side being a = 100 m. Again we
observe that for small values of r the lower bound is very
tight to the value of PD obtained via the simulation, while
the lower bound deviates from PD for large values of r, N.
In our second experiment, we compared the target
detection probability achieved by our heuristic with the
target detection probability achieved by random sensor
deployment. Although this comparison is unfair since ran-
dom deployments yield lower performance due to
overlapping sensing regions, it is an indicator of the perfor-
mancegainsthatcanbeachievedbyadoptingadeterministic
solution. For each value of N we randomly deployed the N
sensors within the FoI and measured PD. We repeated the
same experiment 100 times and averaged the result. In
Fig. 16(a), we show the target detection probability for
N = 2,…, 40 and for a sensing range r = 5 m. We observe
the our placement algorithm yields a performance gain up to
14% compared to random deployment (average case), while
random deployment can yield WSN constellations that are
up to 90% worse.
In Fig. 16(b), we show PD for N = 2,…, 14 and for a
sensing range r = 20 m. For r = 20 m we considered
WSN of smaller sizes since larger WSN would be able to
entirely cover the boundary of the FoI thus yielding a
PD = 1. We observe that for sensing regions of larger
perimeter, the gains are even greater, due to the higher
sensing region overlap in random deployments. Our heu-
ristic yields a PD up to 18% higher, on average, compared
to the performance of the random deployment.
The beneﬁts of adopting our placement strategy are even
more signiﬁcant, when the savings in number of sensors is
considered. From Fig. 16(a),we observe that we requires 26
sensorstoachieveatargetdetectionprobabilityofPD = 0.8.
On the other hand, 40 sensors are required to achieve the
same target detectionprobability usingrandomdeployment,
that is, 54% more sensors are required in the random
deploymentcase.Similarly,fromFig. 16(b),weobservethat
we need to place only ﬁve sensors to achieve a target
detection probability of PD = 0.78. On the other hand, 11
sensors are required to achieve the same target detection
probability using random deployment, that is, 120% more
sensors are required in the random deployment case.
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Fig. 15 The target detection
probability PD as a function of
the number of sensors deployed
and the sensing range radius r
for the sensor constellations of,
(a) Fig. 7(a), (b) Fig. 7(b)
(a) (b)
Fig. 16 Comparison of the
performance of our heuristic vs.
random deployment for
homogeneous WSN with
sensing range (a) r = 5m ,
(b) r = 20 m
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1236.2.2 Sensor deployment on the plane—collaborative
detection
For the case of collaborative detection, we placed N sen-
sors in a circular FoI of radius R = 100 m, according to
the WSN constellations shown in Figs. 10(a) and (b).
Sensors had identical sensing ranges of r = 5 m, and
r = 20 m. We measured the probability of collaborative
detection CD and compared it with the probability of
detection PD by a single sensor. In Fig. 17(a) and (b), we
show the probability of collaborative target detection CD,
for k = 2,3, respectively, and the probability of detection
by a singe sensor vs. the number of sensors deployed.
We observe that the probability of collaborative target
detection is signiﬁcantly smaller than the probability of
detecting the target by any individual sensor. This is due to
the fact that the length of the perimeters of the intersection
regions Aci is signiﬁcantly smaller than the perimeter of
each individual sensor. Furthermore, the observations from
sensors whose sensing regions overlap are correlated and,
hence, the ﬁdelity of the detection is reduced by the
application of the correlation function in (1). Finally, in the
collaborative detection case, sensors have to be placed
close enough so that their sensing regions overlap, thus also
bringing the intersection regions to close proximity. As a
result the measure of the set of lines intersecting more than
one Aci is signiﬁcant, leading CD away from its upper
bound. On the other hand, in the probability of detection by
a single sensor, the sensing regions can be placed arbi-
trarily far away within the limits of the FoI.
6.2.3 Sensor deployment in space
For our experiments in space, we placed N sensors in a
spherical FoI of radius R = 100 m, according to the WSN
constellations shown in Fig. 14(b). Sensors had identical
sensing ranges that varied from r = 5 m to r = 20 m. We
measured the target detection probability PD and also
computed the analytical lower bound given by (36). In
Fig. 18(a), we show the target detection probability PD vs.
the number of sensors deployed for varying r and the
corresponding lower bound.
We observe that for values of r = 5 m, 10 m 15 m,
the lower bound provides a very good estimate of the actual
value of PD. This is due to the fact that no lines intersect
more than two sensing regions, and the lower bound in (36)
is exact. We also observe that the probability of target
detection in space is signiﬁcantly smaller than the proba-
bility of detection achieved by the deployment of same
number of sensors (same radius) on the plane. This can be
interpreted by noting that for spherical (circular) sensing
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Fig. 17 The probability of
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(a) k = 2, (b) k = 3
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Fig. 18 (a) The target detection
probability PD as a function of
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123regions, the probability of target detection by the deploy-
ment of single sensor in space is the square of the
probability of target detection by the deployment of a
single sensor on the plane. Given that PD B 1 the proba-
bility of target detection in space is smaller than that on the
plane.
We also evaluated the probability of collaborative target
detection CD in space, by deploying sensors with three-
dimensional sensing regions within a spherical FoI,
according to the heuristic algorithm described in Sect. 4.3.
In Fig. 18(b), we show CD as a function of the number of
sensors deployed for r = 5 m and r = 20 m, and for
k = 2. We also compare the CD with the probability of
target detection by a single sensor PD. As in the case of
collaborative detection on the plane, we observe that
requiring collaborative detection of the target reduces the
probability of detection compared to target detection by a
single sensor.
6.3 Target detection probability for heterogeneous
WSN
For the case of heterogeneous WSN, we repeated the
experiments we conducted for the homogeneous case by
placing nodes with heterogeneous sensing regions. The
shape and size of the sensing regions were randomly
selected from a pool of ﬁve shapes (circular, square, tri-
angle, pentagon, hexagon). In Fig. 19, we show the target
detection probability for WSN of different sizes and as a
function of the sensing range r. For the heterogeneous
WSN case, the sensing range denotes a circle where the
sensing region of each sensor can be inscribed. As an
example when the sensing region of the selected node is
square, the side of the sensing region is equal to
a ¼
ﬃﬃ
ð
p
2Þr; and its perimeter equal to Li ¼ 4
ﬃﬃ
ð
p
2Þr:
We observe that in the heterogeneous case, the lower
bound still accurately predicts the target probability of
detection when the sensing range is small. For higher
values of r the lower bound deviates from PD indicating
that a signiﬁcant number of lines intersect with more than
two sensing regions. Also, compared to the homogeneous
case, the target detection probability does not exhibit a
linear behavior. This is due to the fact that the perimeters of
the sensing regions are no longer constant, but vary with
the shape of the sensing regions.
We also repeated the comparison of our placement
algorithm with a random sensor deployment strategy, for
heterogeneous WSN. In Fig. 20, we show the target detec-
tion probability as a function of the WSN size. As expected,
our placement algorithm performs better than the random
deployment strategy, with the difference in performance
increasing as the number of sensors deployed also increases.
Regardless of the shapes of the sensing regions and the
lengths of the perimeters, random deployment can result in
overlapping sensing regions and sensors with constellations
with small pairwise distances, thus having inferior perfor-
mance to deterministic deployment.
7 Conclusion
We addressed the problem of deterministic deployment of
WSN for maximizing the target detection probability in
planar and three-dimensional networks. We considered the
metrics of probability of detection by at least one sensor and
collaborative detection by k sensors. We derived analytic
formulas expressing the probability of detection by map-
ping the target detection problem to the line-set intersection
problem. Our formulation allowed the consideration of
WSN with heterogeneous sensing capabilities. We showed
that the analytic expressions of PD are not practical for large
N and derived lower and upper bounds. We ﬁnally showed
that maximizing the lower bound, is analogous to mini-
mizing the average symbol error probability in two and
three-dimensional modulation schemes, over an AWGN
channel for the plane and space respectively, and derived
WSN constellations from well known signal constellations.
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Fig. 19 The target detection
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the number of sensors deployed
and the sensing range radius r
for the sensor constellations of,
(a) Fig. 7(a), (b) Fig. 7(b). The
sensors deployed have
heterogeneous sensing
capabilities
Wireless Netw
123Acknowledgments This work was supported in part by the fol-
lowing grants: ONR YIP award, N00014-04-1-0479, ARO PECASE
grant, W911NF-05-1-0491, ARL CTA Grant DAAD 19-01-2-0011,
and ARO MURI Grant #W 911 NF 0710287. This document was
prepared through collaborative participation in the Communications
and Networks Consortium sponsored by the US Army Research
Laboratory under the Collaborative Technology Alliance Program,
DAAD19-01-2-0011. The US Government is authorized to reproduce
and distribute reprints for Government purposes notwithstanding any
copyright notation thereon. The views and conclusions contained in
this document are those of the author and should not be interpreted as
representing the ofﬁcial policies, either expressed or implied, of the
Army Research Laboratory or the US Government.
Appendix
In this section, we prove the monotonicity of m2(di,j)a si ti s
expressed in Corollary 1.
Proof Toprovethemonotonicityofm2(di,j),wemustshow
that m2(di,j) becomes smaller as the distance di,j among the
sensing area Ai;Aj increases. For cases where Lin, Lout have
ananalyticalform,thiscanbeeasilyshownbycomputingthe
ﬁrst derivative of (Lin - Lout), with respect to di,j.A sa n
example,whenthetwosensingareasarediscsofradiusr,we
can analytically express Lin, Lout as follows:
Lin ¼ 2 pr þ arctan
2r
di;j
  
r þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2
i;j
4
  r2
s 0
@
1
A;
Lout ¼ 2ðpr þ di;jÞ: ð37Þ
Computation of the derivative of (Lin - Lout) veriﬁes the
monotonicity of m2(di,j) (this is an elementary mathematic
exercisenotpresentedhereduetospaceconstraints).Forthe
casewhere(Lin - Lout)doesnothaveaclosedanalyticform,
we can illustrate the monotonicity of m2(di,j) by considering
its equivalence to the set of lines intersecting both sets. The
argument in our proof is that as di,j increases, a smaller
‘‘number’’oflineswillintersectbothsetsand,hence,m2(di,j)
becomes smaller.
Let a1, a2 denote the slopes of the lines of the inner string
thatwrapsaroundAi;Aj;asshowninFig. 21(a).Anylinethat
iscrossingbothAi;Aj musthaveaslopeawitha1BaBa2.As
anexample,alllinesthatpassthroughtheintersectionpointT
with slope a1 Ba Ba2 intersect both sensing areas. The mea-
sure of the set of lines crossing both sensing areas is
monotonically related to the range of (a2 - a1) that is the
greater the difference between the slopes a1, a2 the larger the
‘‘number’’ (measure) of lines that cross both sets (more lines
outofallpossibletrajectoriessatisfythea1BaBa2condition).
As the distance di,j between the sets Ai;Aj increases, the
slope difference (a2 - a1) decreases and, hence the
‘‘number’’ of lines intersecting both sets also decreases.
Therefore, m2(di,j) which expresses the measure of the set
of lines intersecting both sensing areas, also decreases with
the decrease of the slope difference, or equivalently with
the increase of the pairwise distance di,j. In Fig. 21(b), we
show the reduction in the slope difference (a2 - a1) that
reduces the set of lines that intersect both sets. (
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