Abstract On the island of Ameland (The Netherlands), natural gas has been extracted from a dune and salt marsh natural area since 1986. This has caused a soil subsidence of c. 1-25 cm, which can be used as a model to infer effects of future sea level rise. The aims of our study were (a) to relate the changes in the vegetation, and more specifically, in plant diversity, during the extraction period to soil subsidence and weather fluctuations, and (b) to use these relations to predict future changes due to the combination of ongoing soil subsidence and climate change. We characterised climate change as increases in mean sea level, storm frequency and net precipitation. Simultaneous observations were made of vegetation composition, elevation, soil chemistry, net precipitation, groundwater level, and flooding frequency over the period 1986-2001. By using multiple regression the changes in the vegetation could be decomposed into (1) an oscillatory component due to fluctuations in net precipitation, (2) an oscillatory component due to incidental flooding, (3) a monotonous component due to soil subsidence, and (4) a monotonous component not related to any measured variable but probably due to eutrophication. The changes were generally small during the observation period, but the regression model predicts large changes by the year 2100 that are almost exclusively due to sea level rise. However, although sea level rise is expected to cause a loss of species, this does not necessarily lead to a loss of conservancy value.
Introduction
In coastal environments water level and salt influence are assumed to be key factors for the vegetation (Dijkema and Wolff 1983) , and these are in turn determined by the combination of elevation and weather conditions. Storm surges will lead to salinization, while high precipitation will cause desalinization. As the influence of both seawater and fresh water is determined by the elevation relative to the sea level, soil subsidence, if it occurs in a coastal area, can be used to mimic sea level rise. We conducted a case study on the island of Ameland (53
• 27 N 5
• 53 E), The Netherlands (see Electronic Supplementary Material 1), where near shore extraction of natural gas caused compaction of geological layers at 2-3 km depth, resulting in a progressive soil subsidence of up to 25 cm over a 15-year period (Eysink et al. 2000) . This amount of soil subsidence is in the same order of magnitude as the sea level rise expected by 2100 (c. 44 cm, Church et al. 2001) , and can thus be used to infer future changes in the vegetation.
Ameland is part of the chain of barrier islands that are located along the coasts of The Netherlands, Germany and Denmark, and that separates the Wadden Sea from the North Sea. Most of these islands consist of a sandy dune landscape along the North Sea coast, and a clayey salt marsh landscape along the Wadden Sea coast (Van Dieren 1934; Dijkema and Wolff 1983; Ketner-Oostra and Sýkora 2000) . The eastern part of Ameland, where our study was conducted, is open to the sea and had little human influence until extraction of natural gas started in 1986. At the start of the gas extraction a monitoring program was set up because there was a concern for largescale drowning and salinisation of dune vegetation. However, while the monitoring program was running it was progressively realised that the ultimate effect would be determined by the combination of soil subsidence and sea level rise. Therefore the present study concentrates on (1) an assessment of the effects of soil subsidence, and (2) a prediction of the effects of continuing soil subsidence combined with effects of climate change.
We monitored the species composition of the vegetation at 3-year intervals over the first 15 years of gas extraction, using permanent plots. To explain the observed changes we modelled the vegetation as a resultant of net precipitation, sea level regime, soil chemistry, the elevation at the start of the gas extraction and the soil subsidence that occurred after that. Next, we used this model to assess future changes assuming a scenario derived from IPCC predictions (Church et al. 2001) . Besides predicting the species composition itself, we also attempted to estimate past and future changes in biodiversity, which we characterised by two measures: the number of species per plot, and the 'Compound Conservancy Value' (CCV, Wamelink et al. 2003; Van Dobben and Wamelink 2009 ) which is based on the combination of regional rarity and decline per species.
The aims of our study were (a) to verify the hypothesis that the observed vegetation changes are at least partly due to soil subsidence, and (b) to use the observed relation between elevation, weather conditions and the state of the vegetation to predict future changes in the vegetation, and in particular its diversity, taking account of both the expected soil subsidence until the end of the gas extraction, and the expected climate change until 2100.
Material and methods

Vegetation data
Fifty-six permanent plots 2 × 2 m in size were laid out in 1986, before the start of the gas extraction, and 10 additional plots were laid out in 1989 to get a better coverage of the abiotic conditions present in the area (see Electronic Supplementary Material 1 for the location of the plots, together with contour lines of soil subsidence). The plots were arranged in five transects, which cover a wide range of vegetation types in lower parts of the dry dunes, (periodical) fresh water pools, wet dune slack, and higher parts of the salt marsh. However, lower salt marshes, where soil subsidence is partly compensated by sedimentation (Dijkema et al. 2005) , were not included in this study. Besides covering a range of abiotic conditions, the plots also cover the whole range of subsidence values, from c. 25 cm in 2001 near the extraction point, down to c. 1 cm at 5 km away from the extraction point (Electronic Supplementary Material 1). Although the plots fully cover the abiotic variation (except high dunes and lower salt marsh) and variation in soil subsidence in the area, we do not claim that the results of individual plots can be spatially generalised. This would call for a different layout of the plots, as is pointed out by Slim et al. (2005) .
The vegetation of the plots was sampled at 3-year intervals between 1986 and 2001, by visually estimating the percentage cover for vascular species, bryophytes and lichens. All bryophytes and lichens, and also vascular species that were not readily recognisable in the field, were collected for later identification.
Abiotic data
The phreatic level (PLS) was determined in piezometers that were installed in the autumn of 1986. One piezometer with a filter depth of c. 1.2 m was installed for each group of 1-10 nearby plots (19 piezometers in total). Water depths in these piezometers were recorded yearly on April, 26-28.
The elevation (Z) of all plots and all piezometers was determined relative to the Dutch standard reference level (Amsterdam Zero) by RTK-DGPS in 2001. Soil subsidence was modelled as a non-linear function of X and Y coordinate and time, parameterised on the basis of precision geodetic measurements carried out at regular intervals during the period 1986-2001 (see Electronic Supplementary Material 2 for a description of the model). The elevation of the plots over time was calculated on the basis of the measured elevation in 2001 and the modelled soil subsidence. The water levels in the plots were calculated from the difference in elevation between the piezometers and the plots' soil surface in 2001, assuming a horizontal phreatic plane, and a difference in elevation between the piezometers and the plots that is constant over time.
Net precipitation (P net ) was estimated from rainfall measured at a weather station c. 10 km West of the study area, and evaporation at the nearest weather station where data were available (at c. 10-100 km). The vegetation in a given year was related to precipitation minus evaporation summed over a period from November in the previous year up to April in that year.
Flooding frequency (FF) was calculated per calendar year for each plot. This was done on the basis of continuous sea level recording in the island's harbour, and the plot's elevation in each year, taking account of the fact that some of the low-lying plots were located behind dunes and thus inaccessible for seawater. As previous studies (e.g. Dijkema et al. 2007 ) showed a considerable time-lag in the vegetation's response to flooding we used the flooding frequencies summed over the 2 years preceding the vegetation record as a predictor in the statistical analysis. The yearly variation in sea level regime was characterised by the flooding frequency at 2 m above Amsterdam Zero (FF 2 ); at this level flooding takes place c. 3-30 times per year. Also for this variable the value entered into the statistical analysis is the flooding frequency summed over the 2 years preceding the vegetation record.
Soil chemistry was determined in samples taken in 1995. Twenty-five corings with a diameter of 2 cm were taken to a depth of 25 cm at all sides, at a distance of c. 10 cm outside each plot. Litter was removed, and the samples were air dried and taken to the laboratory. Total N and P were determined colourimetrically after destruction with sulphuric-salicylic acid. Na, K and Ca were determined by AAS after destruction in Fleischmann acid. Chloride was determined by Chlor-O-Counter after water extraction at 20
• . pH was determined potentiometrically in water extract.
Statistical methods
All abiotic data were checked for non-normality and outliers. Flooding frequency and all chemical data except pH were (ln(X-min(X)+1) transformed to achieve normality. Cover percentages per species were ln(X+1) transformed. Other data were left untransformed.
The variability of the vegetation in space was characterised by making a local typology using the program TWINSPAN (Hill 1979) . Detrended Correspondence Analysis (DCA), carried out by the ordination program CANOCO (Ter Braak and Smilauer 2002) , was used to characterise the change in the vegetation over time; and its canonical form (CCA) was used to characterise the effect of the abiotic variables on the vegetation. The stepwise selection procedure and significance test based on permutation implemented in CANOCO was used to evaluate the importance of each abiotic variable. In each step the term was added to the model that yielded the largest increase in fit, subject to the constraint that its correlation with all terms already in the model should be lower than 0.6 in absolute value, until no more terms remained whose effect was significant (P < 0.001 at 999 permutations, cf. Jongman et al. 1995) .
The state of the vegetation was quantified by three descriptors: the 'sample scores' derived from DCA (denoted as AX1, AX2 etc. for the consecutive axes), the 'Compound Conservancy Value' (CCV) and the number of species per plot (Nspec). The CCV was computed according to Hertog and Rijken (1996) with a modification described in Sanders et al. (2004) . A summary of the method is given by Wamelink et al. (2003) . Essentially, this method assigns a value to each species according to its regional rarity and rate of decline (the criteria of the Red List, IUCN 2001), and adds the values per species to a value per plot. This indicator is used because it gives a better representation of field ecologists' valuation of the vegetation, and is more sensitive to environmental changes than traditional diversity measures like the Simpson index (Huston 1994).
Standard linear techniques (linear regression and REML; Robinson 1987) were used to relate the vegetation descriptors to the abiotic variables and their change over time. All computations (except ordination) were carried out by the program GENSTAT release 11 (Payne et al. 2008) .
In our statistical analysis we considered the state of the vegetation at any point in time as the sum of four components: (1) an oscillatory component, due to fluctuations in net precipitation; (2) an oscillatory component, due to fluctuations in sea level regime; and (3) a linear component, due to soil subsidence, and (4) a static component, due to soil chemistry and elevation at the start of the monitoring (Fig. 1) . We performed a check on the statistical significance of the effect of weather conditions (P net and FF 2 ) plus elevation on PLS and FF, respectively; and of the effect of PLS and FF 2 on the vegetation descriptors (i.e., the drawn arrows in Fig. 1 ). Next, we skipped the intermediate step though PLS and FF, and directly modelled the vegetation as a resultant of weather conditions and elevation, and used the resulting regression equations to back predict the rate of soil subsidence. The back predicted rate was compared to the measured rate, and if these two values corresponded, it was judged likely that the change in that vegetation descriptor was caused by soil subsidence. In a more formal way the method can be described as follows:
The change in each vegetation descriptor Y was modelled as a linear function of an abiotic condition X that varies over time: where Y: vegetation descriptor (DCA scores, CCV and number of species), X 1 : either phreatic level or flooding frequency, a n : regression coefficient, t: in year t, ε: error.
Note that in Eq. 1 the implicit assumption is made that there is no time lag in the response of the vegetation. However, a constant and known time lag can be accounted for by replacing t by (t-time lag). As explained above this has been done for the effect of flooding frequency.
The abiotic variables X 1 that are under the influence of elevation (phreatic level and flooding frequency) were modelled as functions of elevation and weather conditions:
where Z : elevation, X 2 : either net precipitation or flooding frequency at 2 m height, b n : regression coefficient. Equations 1 and 2 can be combined into
where
Next, the subsidence of each plot was modelled as a linear function of its distance to the gas extraction point, and time. To do this, the soil subsidence area was assumed to be circular (cf. Electronic Supplementary Material 1), and with a subsidence that linearly increases with time and with distance from the circumference of the circle. The radius of the circle was determined by extrapolation:
where Z : elevation (Z 0 , in 1986; and Z t , in 2001) , D: distance to the gas extraction point, d n : regression coefficient. From Eq. 4 it follows that
where D 0 : radius of the soil subsidence area. Considering soil subsidence as linear in space and time, it follows that
where Z : elevation (Z 0 , in 1986; Z 1 , in 1987; etc.) , J: year number (J 0 = 1986), D: distance to the gas extraction point (D 0 = radius of the soil subsidence area), v: soil subsidence rate (i.e., subsidence per year per meter distance from the edge of the soil subsidence area). The error of this linear subsidence model was checked against the non-linear model described in Electronic Supplementary Material 2. The outcomes of both models appeared to be very similar (R = 0.998). Now, Eqs. 3 and 6 can be combined into
In a multiple regression, c 1 v can be estimated as the parameter c 2 of the term
where v est : soil subsidence rate estimated on the basis of the vegetation change and the relation between vegetation and the elevation of the plot in 1986 (the 'back predicted' value). Equations 6 and 8 yield independent estimates of v (cf. Van Dobben and Ter Braak 1998) . If the change in Y over the years is caused by soil subsidence, these two estimates should have values that are not significantly different from each other. Therefore, the 99% confidence interval of v est was determined by using Fieller's theorem (cf. Finney 1971 p. 78) and compared to the value of v from Eq. 6. If the value of v (the 'true' value) was within the 99% confidence interval of v est it was considered likely that the change in Y was due to soil subsidence.
The above method was applied twice, namely for X 2 = net precipitation and for X 2 = flooding frequency at 2 m. In the latter case that analysis was restricted to the plots that were accessible for seawater.
Prediction of future effects
In order to predict the effect of continuing soil subsidence under scenarios of changing sea level, storm frequency and precipitation, Eq. 1 was expanded into:
where Y: vegetation descriptors as in Eq. 1, a n : regression coefficient, L: phreatic level, F: flooding frequency, S i : soil properties. Equation 9 was fitted using all data in both space and time. Soil properties S i were selected for which a i was significantly (P < 0.05) different from 0. Next, Eq. 2 was fitted, again using all data in both space and time, which yielded two sets of the regression parameters b n (for net precipitation and flooding frequency, respectively). New values of L and F were estimated from Eq. 2, using the parameters determined in the previous step and scenarios with values for mean sea level, net precipitation and storm frequency derived from IPCC data (Church et al. 2001) .
Two scenario were used, one for 2020 (the expected end of the gas extraction) and one for 2100 (the IPCC time horizon). The scenarios assume linear increases of mean sea level, storm frequency (characterised as the flooding frequency at our reference level of 2 m) and net precipitation after 2001, to reach the present day value plus 44 cm (mean sea level), twice the present day value (flooding frequency at the reference level), and the present day value plus 10% (net precipitation) by 2100. These values are based on Church et al. (2001) for mean sea level and net precipitation, and on Lowe et al. (2001) and Senior et al. (2002) for storm frequency.
Soil subsidence is assumed to increase linearly after 2001 to reach a maximum value of 33 cm at the deepest point by 2020 (Marquenie and Doornhof 2005) and remain constant thereafter. Values for Z in Eq. 2 were obtained by subtracting the expected values for additional soil subsidence and mean sea level rise from the elevation in 2001. The expected values for L and F, and the regression parameters a 1...n determined previously were put into Eq. 9 to compute an expected value of Y under each scenario. A check was performed to ascertain that the expected values of Y do not fall outside the range of the calibration set. In our scenarios we hypothesise that hydrological changes (including changes in salinity) are the components of climate that have the major impact on coastal systems, and we did not take temperature rise into consideration. Although temperature rise might cause the invasion of a number of southern species this effect is outside the scope of the present study, also because it would call for a totally different type of model.
Results
Variation of the vegetation in space and time
The first three divisions of the TWINSPAN classification were used to make a local typology based on all plot/year combinations. The eight types resulting from this classification were reduced to six by merging three of the types in the dry dunes that were judged too similar to justify a separate treatment. The final types are: (1) sandy salt marsh, transition between salt marsh and dune, (2) clayey salt marsh, (3) dune slacks and pools, incl. their shores, (4) dune shrub, (5) dune heath, (6) 'grey' dunes i.e. sparsely vegetated, dry and sandy dunes. A description of these types, together with their mean abiotic values and a list of the most common species are given in Electronic Supplementary Material 3. Most plots appeared to belong to a single type throughout the observation period, and those that did not were assigned to the type to which they belonged most of the time. Figure 2 is the biplot resulting from DCA, using the observations in all plots and at all points in time. The sample scores (Figs. 2a and c) have been summarised as average values for each combination of vegetation type and observation year. An ecological interpretation of the DCA axes was based on (1) the relation of the axes with the 'Ellenberg' ecological indicator values (Ellenberg et al. 1991; Siebel 1993 ; see Electronic Supplementary Material 4 for details), (2) the species' position in Figs. 2b and d and their ecology inferred from e.g. from Oberdorfer (1979), Weeda et al. (1985 Weeda et al. ( -1994 or Van der Meijden (1990) , and (3) the relation of the axes with measured abiotic variables. The variables with a significant (P < 0.001) effect were selected in a separate CCA analysis (details not shown); these appeared to be PLS, FF, and the soil chemical variables N tot , K, Ca and pH. Their relation with the vegetation is graphically shown in Fig. 3 and described in more detail in Electronic Supplementary Material 5. The first axis mainly represents the wet-dry gradient, the second axis the gradient from seawater influence to fresh water influence; and the third axis the gradient from a low-productive (open) vegetation of nutrient-poor conditions to a high-productive (dense) vegetation of nutrient-rich conditions. The fourth axis has little correlation with the Ellenberg scores and neither is there an The position of the average sample scores in Fig. 2a and c shows that the temporal change has been small compared to the spatial variation. Moreover there are no very clear temporal trends. The temporal variation seems to be oscillatory rather than monotonous, with the possible exception of the third axis where a general trend can be observed towards higher values in the course of time (Fig. 2c) . The types where extra plots were installed in 1989 are displayed twice for that year, with and without the extra plots, and connected by a dashed line. The significance of the temporal changes determined by REML is indicated to the right of each type number for the first axis and below each type number for the second axis (***P < 0.001, **P < 0.01, *P < 0.05, ns: P > 0.05). See Table 1 for the significance of the linear trend. b Axes 1 and 2, species. The score of each species is in the center of its abbreviated name but the position of some of the species has been slightly shifted for the sake of readability. c Axes 1 and 3, mean sample scores per plot/year combination. The significance of the temporal change on the third axis is indicated below each type number. d Axes 1 and 3, species 3.2 Magnitude and significance of the temporal change Table 1 shows the significance of both the linear trend (as determined by a t-test on the regression coefficient of year number), and the overall temporal effect (as determined by REML and its corresponding Wald test; cf. Engel 1990). In both cases the effect of spatial variation was accounted for (by incorporating each plot as an extra variable in the linear regression or as a 'random' variable in REML). The overall temporal effect (whose significance levels are indicated in Fig. 2 ) is significant (P < 0.05) for both the DCA axes and the diversity indicators, but a significant temporal trend is only present for the first axis (decreasing), the third axis (increasing) and the number of species (decreasing). If the sample scores per type are considered, the temporal variation is very small (and statistically significant in only one or two of the directions) for the dry types 4, 5 and 6. For the wet types 1, 2 and 3 this variation is larger (and significant in all directions), but often of an oscillatory nature as shown by the nonsignificant linear trend.
Both diversity indicators have a downward trend that occurs in all types (Table 1) , however this trend is significant (P < 0.05) in a few cases only. By far the largest change occurred in type 2 (clayey salt marsh), where an average (and statistically significant) loss of 6.5 species per plot occurred since the start of the observations.
Effect of soil subsidence
Before testing the full model depicted in Fig. 1 , the single relations (indicated by drawn arrows in Fig. 1 ) were tested for their statistical significance. All these relations appeared to be significant (P < 0.01; see Electronic Supplementary Material 6 for details).
In order to get a better separation of the effects of both weather-related variables, an additional model was tested where the axes were rotated to maximise the representation of the effect of either PLS or FF along a single axis. This was achieved where a plot denotes a plot-dependent constant and T the year number. The first significance level pertains to a 1 , the second (in brackets) indicates the significance of the temporal effect determined by the Wald test in REML (Engel 1990 ), using the plots as the 'random' variables and the years as the 'fixed' variables. The regression coefficients can be interpreted as the yearly displacement of the sample scores along the axes of Figs. 2a and c, and the yearly change in the diversity indicators N number of observations: Explanation of type numbers: 1 sandy salt marsh, 2 clayey salt marsh, 3 dune slacks and pools, incl. their shores, 4 dune shrub, 5 dune heath, 6 'grey' dunes, ns P > 0.05 *P < 0.05; **P < 0.01; ***P < 0.001 by executing two extra CCA analyses, in which either PLS or FF were used as the only explanatory variable, and using the first axis of these analyses. These new axes, which optimally represent the variation in the vegetation due to PLS and FF, respectively, are denoted AX-PLS and AX-FF. The result of this procedure is evaluated in Electronic Supplementary Material 6. Next, the feasibility of soil subsidence as a cause for vegetation changes was assessed by back predicting the rate of soil subsidence from the vegetation. In order to make this back prediction, the vegetation descriptors were modelled as a function of the elevation in 1986, the soil subsidence, and the weather conditions, following Eq. 7. The soil chemical variables included in Fig. 3 were used as 'time independent variables' (Eq. 7). The contribution of soil subsidence and weather conditions to the explained variance was determined by omitting the terms for (J − J 0 )(D 0 − D) and X 2 , respectively, and by fitting the model with neither of these terms. The latter gives an estimate of the variance explained by the spatial pattern only (i.e., the soil chemistry and the elevation in 1986). The rate of soil subsidence was back predicted on the basis of Eq. 8, and compared to the 'true' subsidence values estimated by Eq. 6. The same procedure was also applied to phreatic level and flooding frequency, however without including the terms for soil chemistry, i.e. by replacing Eq. 3 by Eq. 2. The result of the above analysis is given in Table 2 . When accounting for the effect of fluctuations in net precipitation there appear to be significant effects of soil subsidence on the sample scores on AX3, on AX-PLS, and on the conservancy value; and when accounting for the effect of fluctuations in sea level regime there appear to be significant effects of soil subsidence on the flooding frequency, and on the sample scores on AX1, on AX-PLS and on AX-FF.
In Table 3 the back predicted soil subsidence rates are compared to the 'true' rates. This Table should be read as follows: the figures are the ratios between the back predicted and the 'true' rates, and their 99% confidence limits. If 0 is inside the range of the confidence limits for a given vegetation descriptor ('Y variable'), the effect of soil subsidence on that descriptor is not significant. If +1 is inside this range, the change in this descriptor is consistent with its relation with elevation in Table 2 Effects of soil subsidence on phreatic level (PLS), flooding frequency (FF), DCA (AX1. . . 3) and CCA axes (AX-PLS and AX-FF), conservancy value (CCV) and number of species (Nspec), after accounting for effects of fluctuations in net precipitation (P net ) and sea level regime (FF 2 ), following Eq. 7
Term in
Eq. 7 → Full model Soil subsidence Weather Spatial pattern in 1986
All terms Explained variances relate to Eq. 7 ('full model'), the loss of explained variance when dropping the third ('soil subsidence'), or the fourth term ('weather'), and a model without both these terms ('spatial pattern in 1986'). The absolute value of P is the significance of each regression coefficient in the full model of Eq. 7 (3: P < 0.001, 2: P < 0.01, 1: P < 0.05, 0: P > 0.05), the sign of P is the sign of the regression coefficient. The plots that are inaccessible for seawater have been excluded from the determination of the effects of FF 2 . Numbers of observations: 386 when accounting for P net and 165 when accounting for FF 2 a Significance of the term for elevation (Z 0 ) 1986 and the soil subsidence after that date. If the number in the column 'estimate' is above +1, the vegetation has changed more than expected on the basis of the soil subsidence; if it is between 0 and +1, the vegetation has changed less than expected on the basis of the soil subsidence. If the 'estimate' is negative (and in particular, if the 'upper limit' is negative), a rise in elevation has to be hypothesized to explain the observed vegetation change. Out of the variables with a significant effect, only AX-PLS (when accounting for the effect of either phreatic level or sea level), and AX1 and AX-FF (when accounting for the effect of sea level) yield back predictions of the soil subsidence that are inside the expected range (i.e., +1 is inside the range in Table 3 , but 0 is outside this range). For phreatic level the effect of soil subsidence is not significant, but the back predicted soil subsidence is only slightly below the 'true' value. For flooding frequency the back predicted soil subsidence is slightly above the 'true' value. However, large discrepancies are found for the effects of soil subsidence on the third axis and on the conservancy values. Here the ratio of the back predicted and the 'true' soil subsidence is negative, i.e. the elevation is expected to increase instead of to decrease. Apparently both these variables changed over time, but the direction of this change is the opposite of the direction expected on the basis of soil subsidence and their relation with the elevation in 1986. Table 4 gives the percentages variance in the fitted values that are uniquely due to soil subsidence, weather conditions, and the spatial pattern at the start of the monitoring, respectively. By far the largest part of total variance is due to the spatial pattern. Of the vegetation descriptors a maximum of c. 3% of the variance in the fitted values is due to soil subsidence, and a maximum of c. 2% is due to weather conditions. For the abiotic conditions (PLS and FF) higher values were found, up to c. 7% for both weather conditions and soil subsidence. To judge by the percentages explained variance, the overall changes have been small and soil subsidence and weather conditions have contributed to these changes in about equal amounts. 
Scenarios
Figures 4 and 5 show the expected effect of combinations of soil subsidence and climate change until 2020 and 2100 based on the fitted parameters of Eq. 9 and the scenarios described above. For 2020, this effect is shown for soil subsidence only, and in combination with climate change (Fig. 4a) , and for 2100 it is shown for soil subsidence plus each separate component of climate change (increase of precipitation, increase of storm frequency, and rise of mean sea level), and for their combination (Fig. 4b) . The expected change due to soil subsidence until 2020 is rather small, and similar in magnitude to the change occurring over one or two of the 3-year intervals before 2001. Climate will add an extra change that is in the same direction and in the same order of magnitude as the change due to soil subsidence. By 2100 large changes are expected that are mainly due to mean sea level rise. These effects far exceed the effects of soil subsidence over the period 1986-2001, although their direction is the same. In general, climate change will amplify the effects of soil subsidence, i.e. force the salt marsh vegetation in the direction of pioneer stages, and the dune vegetation in the direction of wet dune valleys (this can be inferred by overlaying Figs. 4 and 2b) . Note that along the first axis the trajectories between 2001 and 2100 run in the same direction for all types, i.e. all types will become wetter, however along the second axis the directions are opposite for types 1-2 and Values are determined as in Fig. 4 , the scenario comprises the sum of soil subsidence, sea level rise and increases in storm frequency and net precipitation. Note that the X-axis is shortened between 2020 and 2100. For explanation of type numbers see Fig. 2 3-6, respectively, i.e. types 1 and 2 have an increasing saltwater influence while the other types have an increasing freshwater influence. The above changes may be slightly modified by the balance between the increase in storm frequency and the increase in net precipitation. A loss of species is expected, however the CCV is expected to remain virtually unchanged or even increase (Fig. 5) .
Discussion and conclusions
Our analyses show that only small changes in the vegetation have occurred during the 15-year observation period in spite of substantial soil subsidence. These changes are partly of an oscillatory nature, but linear trends could also be detected. There has been some loss of diversity, but in general this loss has been small and in many cases non-significant. An interesting question is whether a loss of diversity is attributable to soil subsidence and thus, whether climate change is expected to cause a loss of diversity. In general this question has to be answered negatively. Table 2 shows that the effect of soil subsidence on the number of species is nonsignificant and that its effect on the CCV is significant, however the actual change in CCV (a decrease) is the opposite of the change expected on the basis of its relation with elevation (an increase) (Table 3) . It is therefore improbable that the loss of diversity is actually caused by soil subsidence. Thereby it also becomes improbable that sea level rise will lead to a loss of diversity.
Despite the absence of a clear effect on diversity, soil subsidence did most probably cause changes in the vegetation. There is a significant effect of soil subsidence on the score on the first axis when accounting for the effect of flooding frequency; this effect is a shift towards lower values, i.e. towards species of wetter habitats. No significant effects of soil subsidence on the second axis were found. This is not surprising as the sample scores on this axis did not have a significant temporal trend (Table 1) , i.e. there was no trend in the direction of species indicative for either sea water of freshwater influence.
The scenario study shows that no large effects are to be expected of the soil subsidence that is still to occur until the gas field is completely drained. However, these effects will be much amplified by the sea level rise that is expected during the present century. In general we expect all habitats to become wetter, however in the saltmarsh habitats the influence of seawater will increase while in other habitats the influence of freshwater will increase (Fig. 4 ). In the model this is caused by the fact that new values for Z (elevation) are generated by simply subtracting the expected sea level rise from the actual Z values, and this is justified by the expectation that a freshwater lens will keep floating on the seawater (Noest 1991) .
Our study indicates a loss of species due to climate change, but little change in conservancy value or even an increase (Fig. 5) . This means that mostly common species are expected to be lost, while the rarer ones (e.g. those of extreme habitats, usually the ones with a high dispersal capability and resistance to increased disturbance) may persist. The expected change is due to sea level rise for the far larger part, but is slightly modified by increases in net precipitation or storm frequency.
It should be realised that the magnitude of future change will be under-estimated if other phenomena than the ones included here play a significant role. This may be the case for salt-spray which will increase as storm frequency increases, and may affect vegetation (Vertegaal 1999) . Also, salinisation of pools may occur as sea-level rises, however in our case this is improbable as precipitation also increases and thereby the thickness of the layer of freshwater floating on top of the seawater will increase. On the other hand our method may also lead to over-estimation of the effects of climate change. As flooding frequency increases, sedimentation will also increase and partly compensate both soil subsidence and sea level rise (Morris et al. 2002; Dijkema et al. 2005) . Also, other factors than soil subsidence and climate change are not accounted for in the scenario predictions, and these may partly outweigh the factors that are accounted for. This is demonstrated by the change in CCV over time, which is expected to remain constant or increase in the prediction (Fig. 5) , while in fact it decreased during the observation period (Table 1) . However, in general the effects of climate change predicted in our study are comparable to those predicted for similar coastal habitats by Noest (1991) and Vestergaard (1997) .
The changes in CCV and in the sample score on the third axis have a significant relation with soil subsidence (Table 2 ), but their regression coefficients indicate that soil subsidence cannot be the causal factor. As positive values on the third axis are related to highly productive species (cf. Figs. 2c and d) , it is tempting to ascribe the shift along the third axis to the general increase in nutrient availability that has been observed by many authors in the dunes of both The Netherlands and adjacent countries (Veer 1997; Kooijman et al. 1998; Ketner-Oostra and Sýkora 2004; Jones et al. 2004; Provoost et al. 2004; Jones et al. 2008) . The denser vegetation that resulted from this change has often outcompeted the rarer, less productive species, which would explain the general loss of conservancy value. This change, which has occurred over the past two to three decades, is usually ascribed to a combination of atmospheric deposition of nitrogen compounds, and a decreasing management intensity (e.g. by grazing, Aptroot et al. 2007) . Also the collapse of the rabbit population in the same period might be a causal factor (Bijlsma 2004) . Tables 2 and 3 show that there are also significant effects of weather conditions. In contrast to effects of soil subsidence and the general trend towards eutrophication, which are monotonous trends, these effects are of an oscillatory nature. These effects are most prominent in type 3 (Table 1 ). This can be understood on the basis of the ecology of this type, which consists of wet dune slacks and shallow pools. Here, the number of species and the CCV run strongly anti-parallel to the precipitation, with maximum values following dry periods in 1992 and 1998, and a minimum value following an extremely wet period in 2001 (data not shown, cf. Van Dobben and Slim 2005) . An obvious explanation is that the water level in spring is a key factor. In dry periods this level is low, leaving a broad shore area for germination of annual species, while in wet periods these areas are under water and therefore less rich in species during the summer (During 1980) . However, the scenario study shows that the effects of increasing precipitation will be limited.
On the basis of the above observations it can be concluded that (a) the temporal change in the vegetation over a 15-year period has been small, and was due to a combination of weather fluctuations, soil subsidence and eutrophication; (b) these changes can partly be interpreted as a loss of diversity, but (c) the loss of diversity is probably due to eutrophication rather than to soil subsidence; and (d) in the next century vegetation is expected to strongly change as a result of sea level rise, (e) this change cannot be interpreted as a loss of diversity as it will mostly entail a decrease of common species but an increase of rare species of extreme habitats.
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