Abstract. For a positive Borel measure dµ, we prove that the constant
Introduction
Let dµ be a positive Borel measure on R with infinite support whose moments are all finite.
Then there exists an orthonormal polynomial system {P n (dµ; x)} ∞ n=0 with respect to dµ such that is the three term recurrence relation xP n (dµ; x) = a n+1 P n+1 (dµ; x) + b n P n (dµ; x) + a n P n−1 (dµ; x), n = 0, 1, 2, . . . ,
where P −1 (x) ≡ 0, P 0 (dµ; x) = ( ∞ −∞ dµ(x)) 1 2 , and a n = a n (dµ) = ∞ −∞ xP n (dµ; x)P n−1 (dµ; x)dµ(x), n ≥ 1,
It is interesting to find the best possible constant γ n = γ n (dν; dµ) such that
where P n is the space of all real polynomials of degree at most n , dν is another positive Borel measure on R, and
The constant γ n can be redefined by , the exact value ofγ n was obtained by Refalson [5] .
In this paper, we will prove that the constant γ n can be expressed by the zeros of orthonormal polynomials with respect to dµ in cases (i) dν(x) = (A + Bx)dµ(x), where A + Bx is nonnegative on the support of dµ and (ii) dν(x) = (A + Bx 2 )dµ(x), where dµ is symmetric and A + Bx 2 is nonnegative on the support of dµ. The extremal polynomial attaining γ n is obtained and some concrete examples are given including Markov type inequality when dµ is a measure for Jacobi polynomials.
Case dν(x) = (A + Bx)dµ(x)
The zeros of orthogonal polynomial P n (dµ; x) are denoted by
Then by the Gauss quadrature formula, we have
.
The maximum and the minimum in (2.1) and (2.2) are attained if and only if π(x) = cP n+1 (dµ;x)
x−x 1,n+1 (dµ) and π(x) = cP n+1 (dµ;x)
x−x n+1,n+1 (dµ) , respectively, where c is a non-zero constant. Using these formula, we can easily prove:
where x−x k,n+1 (dµ) , where c is a non-zero constant and
Proof. By the Gauss quadrature formula, we have for any π ∈ P n ,
where λ k,n+1 := λ k,n+1 (dµ) are the Christoffel numbers for the measure dµ. Now assume
) and we have the equality in (2.5) for
. Conversely if the equality holds in (1.1) for π(x), then the equality holds
, c = 0. This proves (2.3) when B ≥ 0. In case B < 0, the proof is similar. Finally the equation (2.4) can be proved by a similar process using (2.2) instead of (2.1) and
All others can be proved similarly by Theorem 2.1.
Using the asymptotic behavior of the greatest zero
, where g ∈ P is nonnegative on [0, ∞). Then by the same process as in the proof of Theorem 2.1, we have for any π ∈ P n ,
Hence, we obtain an estimation for γ n (dν; dµ):
But, the estimate (2.8) is not sharp in general if l ≥ 2.
In this section dµ is assumed to be symmetric and so the corresponding orthonormal polynomials satisfy xP n (dµ; x) = a n+1 P n+1 (dµ; x) + a n P n−1 (dµ; x), n ≥ 0.
Lemma 3.1. Let dµ be symmetric. Then we have
and equality holds if and only if
, where c is a nonzero constant.
Proof. See Theorem 2 in [2] .
we have |W | = |U ||V |, where |W | is the determinant of the matrix W ,
and
Proof. It can be easily shown by elementary row and column operations. 
if B > 0 and n = 2s
if B > 0 and n = 2s + 1.
Proof. We will prove only (3.2). Then (3.3) can be proved by a similar process with (2.6).
When B = 0, it is trivial and so we may assume
. Then by the three term recurrence relation,
where a k = a k (dµ) and P k (x) = P k (dµ; x). Hence, by the orthonormality of
Ba k+2 a k+1 c k c k+2 .
If we assume that π dµ = 1, that is,
Ba k+2 a k+1 c k c k+2 , which is equal to max{|λ| : λ is an eigenvalue of W }, where W is the matrix (3.1) with
Now zeros of U m (λ) and V (λ) are the zeros of orthonormal polynomials S m+1 (x) and T +1 (x), respectively, satisfying
On the other hand, since dµ is symmetric, if we set
and {R k (x)} ∞ k=0 are orthonormal polynomials satisfying the three term recurrence relations
satisfy the recurrence relations (3.4) and (3.5), respectively. Hence,
From the relation (3.6), Q m+1 (x 2 k,2m+2 ) = 0, k = 1, 2, . . . , m + 1, and R +1 (x 2 k,2 +3 ) = 0, k = 1, 2, . . . , + 1 and so
If B > 0 and n = 2s is even, then m = s and = s − 1 so that
If B > 0 and n = 2s + 1 is odd, then m = s and = s so that
If B < 0 and n = 2s is even, then m = s and = s − 1 so that
since 0 < x s+1,n+1 < x s,n+1 . If B < 0 and n = 2s + 1 is odd, then m = = s so that
since 0 < x s+1,n+1 < x s+1,n+2 . Hence, the conclusion follows.
Note that the constant γ n (dν; dµ) in (2.2) is attained if and only if
where c is a non-zero constant.
if n is odd ;
if n is odd ; .
All the other cases can be obtained similarly by Theorem 3.3 and the zeros of the Chebychev polynomials of the first and the second kinds.
Corollary 3.5. Let dµ be symmetric. Then we have
The minimum is attained if and only if
when n = 2s and
when n = 2s + 1, where c is a nonzero constant.
Proof. Take A = 0 and B = 1 in Theorem 3.3. Then min
= γ −2 n (dµ; dν) and so (3.9) holds by Theorem 3.3. By the Gauss quadrature formula and (2.6), we can show that the minimum is attained only when
if n = 2s
where c is a nonzero constant.
The following sharp inequality was proved in [3] (see also [1] for α = β). If π ∈ P n and α, β > −1, then
where , which was also found in [5] . In this way, we can obtain various kinds of inequalities using (3.10), (3.11), and (3.12).
