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Abstract
Based on concepts like kth convex hull and finer characterization of nonconvexity of a function, we
propose a refinement of the Shapley-Folkman lemma and derive a new estimate for the duality gap of
nonconvex optimization problems with separable objective functions. We apply our result to a network
flow problem and the dynamic spectrum management problem in communication systems as examples
to demonstrate that the new bound can be qualitatively tighter than the existing ones. The idea is also
applicable to cases with general nonconvex constraints.
1 Introduction
The Shapley-Folkman lemma (Theorem 1) was stated and used to establish the existence of approximate
equilibria in economy with nonconvex preferences [9]. It roughly says that the sum of a large number of sets
is close to a convex set and thus can be used to generalize results on convex objects to nonconvex ones.
Theorem 1. Let S1, S2, . . . , Sn be any subsets of R
m. For each z ∈ conv∑ni=1 Si = ∑ni=1 convSi, there
exist points zi ∈ convSi such that z =
∑n
i=1 z
i and zi ∈ Si except for at most m values of i.
Remark 1. In this paper, we use superscript to index vectors and use subscript to refer to a particular
component of a vector. For instance, both xi and xij are vectors, but xis is the sth component of the vector
xi. For two vectors x and y, x ≤ y means xs ≤ ys holds for all components.
The Shapley-Folkman lemma has found applications in many fields including economics and optimization
theory. In particular, it has been used to study optimization problems with separable objectives and linear
constraints such as
min
n∑
i=1
fi(x
i)
s. t.
n∑
i=1
Aix
i ≤ b.
(1)
Here xi ∈ Rni are the decision variables. The function fi : Rni → R¯ is proper1 and lower semi-continuous,
and its domain is bounded. Ai is a matrix of size m × ni, so there are m linear constraints in total. The
dual problem of (1) is
max −
n∑
i=1
f∗i (−ATi y)− bT y
s. t. y ≥ 0,
(2)
where f∗i is the conjugate function of fi. Denote the optimal value of the primal problem (1) and dual
problem (2) as p and d, respectively. In general, there will be a positive duality gap p − d > 0 if some
function fi is not convex.
1This means that the function never takes −∞ and its domain is nonempty.
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Figure 1: The kth convex hull of a three-point set S = {A,B,C}.
The authors of [2] presented the following upper bound for the duality gap based on the Shapley-Folkman
lemma:
p− d ≤ min{m+ 1, n} max
i=1,...,n
ρ(fi). (3)
Here ρ(f) is the nonconvexity of a proper function f defined by
ρ(f) = sup

f

∑
j
αjx
j

−∑
j
αjf(x
j)

 (4)
over all finite convex combinations of points xj ∈ dom f , i.e., f(xj) < +∞, αj ≥ 0 with
∑
j αj = 1.
In [10], an improved bound for the duality gap2 was given by
p− d ≤
min{m,n}∑
i=1
ρ(fi), (5)
where we assume that ρ(f1) ≥ · · · ≥ ρ(fn). Although the new bound (5) is only a slight improvement over
the original bound (3) by a factor of m/(m + 1), it nevertheless demonstrates that (3) can never be tight
except for some trivial situations. Thus, using Shapley-Folkman lemma as in [2] does not result in a tight
bound for the duality gap, which suggests that the original Shapley-Folkman lemma itself can be improved
in certain circumstances.
In this paper, we propose a refinement for the original Shapley-Folkman lemma and derive a new bound
for the duality gap based on this new result. The refined Shapley-Folkman lemma is stated and proved in
Section 2. Unlike (3) and (5), our new bound for the duality gap depends on some finer characterization of
the nonconvexity of a function, which is introduced in Section 3. The new bound itself is given in Section 4,
which can easily recover existing ones like (5). Next, we will apply it to two examples, a network flow
problem and the dynamic spectrum management problem, in Section 5 to demonstrate that the new bound
can be qualitatively tighter than the bound (5). Although we mainly focus on the case of linear constraints,
Section 6 shows how the major idea in this paper can be applied to the cases with general convex or even
nonconvex constraints.
2 Refined Shapley-Folkman Lemma
To write down our refined version of the Shapley-Folkman lemma, we need to first introduce the concept of
kth convex hull.
Definition 1. The kth convex hull of a set S, denoted by convk S, is the set of convex combinations of k
points in S, i.e.,
convk S =


k∑
j=1
αjv
j
∣∣∣∣∣∣vj ∈ S, αj ≥ 0, ∀j = 1, . . . , k,
k∑
j=1
αj = 1

 .
2In fact, the bound (5) derived in [10] is for the difference p − pˆ, in which pˆ is the optimal value of the convexified problem
where the function fi is substituted by f∗∗i . However, pˆ = d because the refined Slater’s condition holds for the convexified
problem.
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Figure 1 gives a simple example to illustrate the definition of kth convex hull. In Figure 1, the set
S = {A,B,C}, conv1 S = S, conv2 S are the segments AB, BC and CA, while conv3 S is the full triangle
which is also the convex hull of set S. In general, Carathe´odory’s theorem implies that convm+1 S = convS
for any set S ⊆ Rm. However, for a particular set, the minimum k such that convk S = convS can be
smaller than m+ 1, and this number intuitively reflects how the set is closer to being convex. For instance,
if we start from T = conv2 S, the set in Figure 1(b), then convk T = convT for k = 2.
Next, we recall the concept of k-extreme points of a convex set, which is a generalization of extreme
points.
Definition 2. A point z in a convex set S is called a k-extreme point of S if we cannot find (k + 1)
independent vectors d1, d2, . . . , dk+1 such that z ± di ∈ S.
According to our definition, if a point is k-extreme, then it is also k′-extreme for k′ ≥ k. For a convex
set in Rm, a point is an extreme point if and only if it is 0-extreme, a point is on the boundary if and only
if it is (m− 1)-extreme, and every point is m-extreme. For example, in Figure 1(c), the vertices A,B,C are
0-extreme, the points on segments AB, BC and CA are 1-extreme, and all the points are 2-extreme.
Now we can state our refined Shapley-Folkman lemma:
Theorem 2. Let S1, S2, . . . , Sn be any subsets of R
m. Assume z is a k-extreme point of conv
∑n
i=1 Si, then
there exist integers 1 ≤ ki ≤ k + 1 with
∑n
i=1 ki ≤ k + n and points zi ∈ convki Si such that z =
∑n
i=1 z
i.
The original Shapley-Folkman lemma (Theorem 1) now becomes a direct corollary of Theorem 2. Since
any point z ∈ conv∑ni=1 Si is an m-extreme point. Applying Theorem 2 on this point gives a decomposition
z =
∑n
i=1 z
i with zi ∈ convki Si ⊆ convSi and
∑n
i=1 ki ≤ m+ n. Then the conclusion in Theorem 1 follows
because zi ∈ Si if ki = 1, while the number of indices i with ki ≥ 2 is bounded by m.
Remark 2. Our Theorem 2 is similar to the refined version of Shapley-Folkman lemma proposed in [7].
However, the result in [7] does not take extremeness of the point into account. By Theorem 2, stronger
result can be obtained from the knowledge of extremeness.
To prove Theorem 2, we need the following property of k-extreme points in a polyhedron:
Lemma 3. Let P ⊆ Rm be a polyhedron and z be a k-extreme point of P , then there exists a vector a ∈ Rm
such that the set {y ∈ P |aT y ≤ aT z} is in a k-dimensional affine subspace.
Proof. Assume that the polyhedron P is represented by Ax ≥ b. Let A= be the submatrix of A containing
the rows of active constraints for the point z, and b= be the vector containing the corresponding constants
in b. The dimension of the kernel of A= is at most k. Otherwise, we can find independent and sufficiently
small vectors d1, . . . , dk+1 such that A=d
i = 0 and A(z±di) ≥ b for i = 1, . . . , k+1. This implies z±di ∈ P ,
which contradicts with the k-extremeness of point z.
Let a be the vector such that aT is the sum of all rows in A=. Consider a point y satisfying Ay ≥ b
and aT y ≤ aT z. Since adding all inequalities together in A=y ≥ b= = A=z gives aT y ≥ aT z, we must have
A=y = b=. Therefore, y is in the affine subspace defined by A=x = b= whose dimension is at most k.
Remark 3. In the literature, the point satisfying the conclusion of Lemma 3 is called a k-exposed point.
For a general convex set S, a k-extreme point may fail to be a k-exposed point, although it must be in
the closure of the set of k-exposed points if S is compact [1]. For the special case of polyhedra, these two
concepts are equivalent, and Lemma 3 is a generalization of the well-known result that an extreme point of
a polyhedron is the unique minimizer of some linear function.
Proof of Theorem 2. Since z is in the convex hull of
∑n
i=1 Si, there exists some integer l such that z can be
written as
z =
l∑
j=1
αj
n∑
i=1
vij , (6)
in which vij ∈ Si, αj ≥ 0, j = 1, . . . , l and
∑l
j=1 αj = 1.
3
Define S′i = {vi1, . . . , vil} ⊆ Si, then (6) actually tells us that z ∈ conv
∑n
i=1 S
′
i, so z must be k-extreme
in this polytope that lies in conv
∑n
i=1 Si. By Lemma 3, there exists a vector a ∈ Rm such that the set{
y ∈ conv
n∑
i=1
S′i
∣∣∣∣∣aT y ≤ aT z
}
is in a k-dimensional affine subspace L of Rm. Without loss of generality, we assume that the subspace
L = {y ∈ Rm|yk+1 = yk+2 = · · · = ym = 0}.
Next, consider the following linear program in which βij are the decision variables:
min
n∑
i=1
l∑
j=1
βija
T vij
s. t.
n∑
i=1
l∑
j=1
βijv
ij
s = zs, ∀s = 1, . . . , k,
l∑
j=1
βij = 1, ∀i = 1, . . . , n,
βij ≥ 0, ∀i = 1, . . . , n, ∀j = 1, . . . , l.
Setting βij = αj gives a feasible solution to the above problem with objective value a
T z. Among all the
optimal solutions, pick up a particular vertex solution β∗ij , which should have at least nl active constraints.
We already have k + n active constraints, so the number of nonzero β∗ij entries is at most k + n. Define
zi =
l∑
j=1
β∗ijv
ij , z′ =
n∑
i=1
zi,
and let ki be the number of nonzero entries in β
∗
i1, . . . , β
∗
il. Since
∑l
j=1 β
∗
ij = 1, there must be a nonzero one
and thus ki ≥ 1. Now we know that zi ∈ convki Si, and
∑n
i=1 ki ≤ k+ n implies that each ki cannot exceed
k + 1. The remaining thing to show is zs = z
′
s for s = k + 1, . . . ,m. Because
z′ ∈
n∑
i=1
convS′i = conv
n∑
i=1
S′i
and
aT z′ =
n∑
i=1
l∑
j=1
β∗ija
T vij ≤ aT z,
z′ ∈ L. Since z ∈ L, the last m− k components of both z and z′ are all zeros, so z = z′.
A useful consequence can be made from Theorem 2:
Corollary 4. Let S1, S2, . . . , Sn be any subsets of R
m. If z ∈ conv∑ni=1 Si, then there exist integers
1 ≤ ki ≤ m with
∑n
i=1 ki ≤ m− 1 + n and points zi ∈ convki Si such that zs =
∑n
i=1 z
i
s for s = 1, . . . ,m− 1
and zm ≥
∑n
i=1 z
i
m.
Proof. Using the same argument in the proof of Theorem 2, choose S′i ⊆ Si containing finite points such
that z ∈ conv∑ni=1 S′i. Since conv∑ni=1 S′i is a compact set,
inf
{
wm
∣∣∣∣∣w ∈ conv
n∑
i=1
S′i, w1 = z1, . . . , wm−1 = zm−1
}
can be achieved by some point w∗. w∗ is an (m−1)-extreme point of conv∑ni=1 S′i, and applying Theorem 2
on the point w∗ gives the desired result.
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In Section 4, when we prove the bound for the duality gap, Corollary 4 is applied to the epigraph of an
m-variable function, wherem is the number of constraints. The bound in Corollary 4 will be m+n instead of
m+1+n from Theorem 2 directly. Although the last component in the decomposition given by Corollary 4
is only an inequality, we will see in the following that the inequality is sufficient for our purpose. Therefore,
Corollary 4 is the true source of the improvement in [10] from the original bound (3).
3 Characterization of Nonconvexity
To improve the bound (5), some finer characterization of the nonconvexity of a function has to be introduced.
In parallel to the definition of kth convex hull of a set, define the kth nonconvexity ρk(f) of a proper function
f to be the supremum in (4) taken over the convex combinations of k points instead of arbitrary number of
points. Obviously,
0 = ρ1(f) ≤ ρ2(f) ≤ · · · ≤ ρ(f).
In fact, we have the following property:
Proposition 5. For any proper function f : Rn → R¯, ρn+1(f) = ρ(f).
Proof. We only need to show that ρ(f) ≤ ρn+1(f). Choose any convex combination x =∑lj=1 αjxj with all
points xj ∈ dom f , αj ≥ 0, and
∑l
j=1 αj = 1. Since (x
j , f(xj)) ∈ epi f , the point
 l∑
j=1
αjx
j ,
l∑
j=1
αjf(x
j)

 ∈ conv epi f.
Using Corollary 4, we can find (yi, ti) ∈ epi f , βi ≥ 0, i = 1, . . . , n+ 1, and
∑n+1
i=1 βi = 1 such that
x =
l∑
j=1
αjx
j =
n+1∑
i=1
βiy
i,
l∑
j=1
αjf(x
j) ≥
n+1∑
i=1
βiti.
Now
f(x)−
l∑
j=1
αjf(x
j) ≤ f
(
n+1∑
i=1
βiy
i
)
−
n+1∑
i=1
βiti ≤ f
(
n+1∑
i=1
βiy
i
)
−
n+1∑
i=1
βif(y
i),
which implies ρ(f) ≤ ρn+1(f).
For lower semi-continuous functions, the following proposition provides an equivalent definition for the
kth nonconvexity, which sheds light on the connection between the concepts of kth nonconvexity and kth
convex hull.
Proposition 6. Assume a proper function f is lower semi-continuous and bounded below by some affine
function. Let f (k) be the function whose epigraph is the closure of the kth convex hull of the epigraph of f ,
i.e.,
epi f (k) = cl convk epi f.
Then
ρk(f) = sup
x
{f(x)− f (k)(x)}, (7)
where we interpret (+∞)− (+∞) = 0.
Proof. The assumption on the function f implies that f (k) is also a proper function. Consider an arbitrary
k-point convex combination of points xj ∈ dom f , for j = 1, . . . , k. Following the first step in the proof of
Proposition 5, we have
 k∑
j=1
αjx
j ,
k∑
j=1
αjf(x
j)

 ∈ convk epi f ⊆ cl convk epi f = epi f (k).
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Therefore,
f

 k∑
j=1
αjx
j

− k∑
j=1
αjf(x
j) ≤ f

 k∑
j=1
αjx
j

− f (k)

 k∑
j=1
αjx
j

 ,
which implies
ρk(f) ≤ sup
x
{f(x)− f (k)(x)}.
On the other hand, for any x ∈ dom f (k),
(x, f (k)(x)) ∈ epi f (k) = cl convk epi f.
In the case of x ∈ dom f , by the lower semi-continuity of f , for every ǫ > 0, there exists (κ, η) ∈ convk epi f
which is sufficiently close to (x, f (k)(x)) such that
f(κ) ≥ f(x)− ǫ, η ≤ f (k)(x) + ǫ.
Because (κ, η) ∈ convk epi f , there exists αj ≥ 0 for j = 1, . . . , k such that
∑k
j=1 αj = 1 and
κ =
k∑
j=1
αjx
j , η ≥
k∑
j=1
αjf(x
j)
in which xj ∈ dom f . Thus
f(x)− f (k)(x) ≤ f(κ)− η + 2ǫ ≤ f

 k∑
j=1
αjx
j

− k∑
j=1
αjf(x
j) + 2ǫ.
The f(x) = +∞ case can be dealt with similarly, and we can conclude
sup
x
{f(x)− f (k)(x)} ≤ ρk(f)
by letting ǫ→ 0.
Remark 4. If a proper function f is bounded below by some affine function, then
epi f∗∗ = cl conv f
(see [6, Theorem X.1.3.5]). Therefore, (7) can be regarded as a generalization for the alternative definition
of nonconvexity
ρ(f) = sup
x
{f(x)− f∗∗(x)}
used in [10].
In the remaining of this section, three examples will be given to illustrate how to calculate the kth
nonconvexity of a particular function. The results will be used in Section 5.
Example 1. Consider the function
f(x) = f(x1, . . . , xn) = min
s=1,...,n
xs
defined on the box 0 ≤ x ≤ 1, x ∈ Rn. It is already known that ρ(f) = (n − 1)/n (see [10, Table 1]). By
Proposition 5, ρk(f) = ρ(f) = (n− 1)/n for k ≥ n+ 1.
For k = 1, . . . , n, as in the proof of Proposition 6, pick up any k-point convex combination of points
0 ≤ xj ≤ 1, j = 1, . . . , k. For a given i ∈ {1, . . . , k}, let s(i) be the index such that xis(i) is the minimum
among xi1, . . . , x
i
n, then
f(x) = min
s=1,...,n


k∑
j=1
αjx
j
s

 ≤
k∑
j=1
αjx
j
s(i)
≤ αixis(i) + 1− αi = αif(xi) + 1− αi.
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Summing up among i = 1, . . . , k, we have
kf(x) ≤
k∑
i=1
αif(x
i) + k − 1,
which implies
f(x)−
k∑
i=1
αif(x
i) ≤ k − 1
k
(
1−
k∑
i=1
αif(x
i)
)
≤ k − 1
k
.
The above argument shows that ρk(f) ≤ (k − 1)/k. In fact, the equality holds, which can be easily seen by
considering the average of first k points of
x1 = (0, 1, . . . , 1),
x2 = (1, 0, . . . , 1),
. . . ,
xn = (1, 1, . . . , 0).
In conclusion,
ρk(f) =


k − 1
k
, if k = 1, . . . , n,
n− 1
n
, if k ≥ n+ 1.
Example 2. Consider the function
g(x) = g(x1, . . . , xn) = − log max
s=1,...,n
xs
defined on the region x ≥ 0 except x = 0.
For k = 1, . . . , n, pick up any k-point convex combination. Without loss of generality, assume the
coefficients αj > 0 for j = 1, . . . , k. For a given i ∈ {1, . . . , k}, let s(i) be the index such that xis(i) is the
maximum among xi1, . . . , x
i
n, then
g(x) = − log max
s=1,...,n


k∑
j=1
αjx
j
s

 ≤ − log
k∑
j=1
αjx
j
s(i)
≤ − log(αixis(i)) = − logαi + g(xi).
Summing up among i = 1, . . . , k with weight αi, we have
g(x) ≤ −
k∑
i=1
αi logαi +
k∑
i=1
αig(x
i)
≤ log k +
k∑
i=1
αig(x
i).
The above argument shows that ρk(g) ≤ log k. In fact, the equality holds, which can be easily seen by
considering the average of first k points of
x1 = (1, 0, . . . , 0),
x2 = (0, 1, . . . , 0),
. . . ,
xn = (0, 0, . . . , 1).
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To calculate ρn+1(g), define h(x) = − log∑ns=1 xs. Then h(x) is convex and g(x)− logn ≤ h(x) ≤ g(x).
Thus, for any (n+ 1)-point convex combination,
g

n+1∑
j=1
αjx
j

 ≤ h

n+1∑
j=1
αjx
j

+ logn
≤
n+1∑
j=1
αjh(x
j) + logn
≤
n+1∑
j=1
αjg(x
j) + logn.
Therefore, ρn+1(g) ≤ log n. On the other hand, ρn+1(g) ≥ ρn(g) = logn.
In conclusion,
ρk(g) =
{
log k, if k = 1, . . . , n,
logn, if k ≥ n+ 1.
For more complex functions, it is usually hard to compute its kth nonconvexity exactly. However,
sometimes we can approximate the kth nonconvexity of a function by reducing it to another function whose
nonconvexity is already known. This technique is demonstrated by the following example:
Example 3. Consider the function
hσ(x) = hσ(x1, . . . , xn) =
n∑
s=1
log
‖x‖1 − xs + σ
‖x‖1 + σ
defined on the box 0 ≤ x ≤ 1, x ∈ Rn. Here σ is a parameter in the range 0 < σ ≤ 1.
Define an auxiliary function
H(x;σ) =
n∏
s=1
‖x‖1 − xs + σ
‖x‖1 + σ
,
then hσ(x) = logH(x;σ). To compute the kth nonconvexity for the function hσ, we first prove some
elementary properties for the function H(x;σ).
Lemma 7. The function H(x;σ) has the following properties:
(a) For any vectors x and y in the region 0 ≤ x, y ≤ σ, if y ≤ x, then H(y;σ) ≥ H(x;σ).
(b) σH(x; 1) ≤ H(x;σ) ≤ H(x; 1).
Proof. For any x in the region 0 ≤ x ≤ σ, the partial derivatives
∂H(x;σ)
∂xi
= H(x;σ)
(
n∑
s=1
1
‖x‖1 − xs + σ
− 1‖x‖1 − xi + σ
− n‖x‖1 + σ
)
= H(x;σ)
(
n∑
s=1
xs
(‖x‖1 − xs + σ)(‖x‖1 + σ)
− 1‖x‖1 − xi + σ
)
≤ H(x;σ)
(
n∑
s=1
xs
‖x‖1(‖x‖1 + σ)
− 1‖x‖1 + σ
)
= 0,
which gives the first property.
For the second property, it is obvious to see that H(x;σ) ≤ H(x; 1). The other inequality is equivalent
to
p(σ) =
1
σ
H(x;σ)−H(x; 1) ≥ 0.
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The partial derivative
∂H(x;σ)
∂σ
= H(x;σ)
(
n∑
s=1
1
‖x‖1 − xs + σ
− n‖x‖1 + σ
)
= H(x;σ)
n∑
s=1
xs
(‖x‖1 − xs + σ)(‖x‖1 + σ)
≤ H(x;σ)
n∑
s=1
xs
σ(‖x‖1 + σ)
=
1
σ
H(x;σ)
‖x‖1
‖x‖1 + σ
≤ 1
σ
H(x;σ)
implies that
p′(σ) = − 1
σ2
H(x;σ) +
1
σ
∂H(x;σ)
∂σ
≤ 0.
Therefore, the function p(σ) is nonincreasing. Together with p(1) = 0, we have proved the nonnegativity of
p(σ).
To upper bound the kth nonconvexity of the function hσ, consider arbitrary points x
j for j = 1, . . . , k
with corresponding combination weights αj > 0. Define k vectors y
1, . . . , yk in Rk by
y1 = (1/H(x1; 1), 0, . . . , 0),
y2 = (0, 1/H(x2; 1), . . . , 0),
. . . ,
yk = (0, 0, . . . , 1/H(xk; 1)).
Using the result of nonconvexity for the function g given in Example 2 and the properties proved in Lemma 7,
we have
hσ

 k∑
j=1
αjx
j

 = logH

 k∑
j=1
αjx
j ;σ

 ≤ logH

 k∑
j=1
αjx
j ; 1

 by property (b)
≤ log max
j=1,...,k
H(αjx
j ; 1) by property (a)
≤ log max
j=1,...,k
1
αj
H(αjx
j ;αj) = log max
j=1,...,k
1
αj
H(xj ; 1) by property (b)
= g

 k∑
j=1
αjy
j

 ≤ k∑
j=1
αjg(y
j) + log k by the nonconvexity of g
=
k∑
j=1
αj logH(x
j ; 1) + log k ≤
k∑
j=1
αj log
1
σ
H(xj ;σ) + log k by property (b)
=
k∑
j=1
αjhσ(x
j) + log
k
σ
.
The above argument shows that the kth nonconvexity ρk(hσ) ≤ log(k/σ).
Remark 5. In Example 3 above, an upper bound for the kth nonconvexity of function hσ is obtained by a
reduction from the nonconvexity of g in Example 2. Along this line of thoughts, it is conceivable to find the
exact value for the kth nonconvexity of hσ if we are able to reduce hσ to itself (but with just k variables).
4 Bounding Duality Gap
Now we can state the main result on the duality gap between the primal problem (1) and the dual problem
(2).
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Theorem 8. Assume that the primal problem (1) is feasible, i.e., p < +∞. Then there exist integers
1 ≤ ki ≤ m+ 1 such that
∑n
i=1 ki ≤ m+ n and the duality gap
p− d ≤
n∑
i=1
ρkii .
Here ρki = ρ
k(fi) is the kth nonconvexity of function fi.
First, let us define the perturbation function v : Rm → R¯ by letting v(z) be the optimal value of the
perturbed problem
min
n∑
i=1
fi(x
i)
s. t.
n∑
i=1
Aix
i ≤ b+ z.
As is the case with convex optimization, p = v(0) and d = v∗∗(0) (see [5, Lemma 2.2]).
Lemma 9. The perturbation function v is lower semi-continuous.
Proof. Pick any z ∈ Rm. We want to show that if zk → z as k→∞,
l = lim inf
k→∞
v(zk) ≥ v(z).
The above inequality clearly holds when l = +∞. If l < +∞, by considering a subsequence of {v(zk)}∞k=1,
without loss of generality we can assume v(zk) < +∞ for each k and
lim
k→∞
v(zk) = l.
For each k, find (xˆ1k, . . . , xˆnk) attaining the optimal value of the perturbed problem related to v(zk), i.e.,
v(zk) =
n∑
i=1
fi(xˆ
ik),
n∑
i=1
Aixˆ
ik ≤ b+ zk.
By extracting a convergent subsequence for each {xˆik}∞k=1, we can assume {xˆik}∞k=1 has a limit xi. Then
n∑
i=1
Aix
i ≤ b+ z,
which implies that (x1, . . . , xn) is feasible to the perturbed problem related to v(z), so
n∑
i=1
fi(x
i) ≥ v(z).
Now
l = lim
k→∞
n∑
i=1
fi(xˆ
ik) ≥
n∑
i=1
lim inf
k→∞
fi(xˆ
ik) ≥
n∑
i=1
fi(x
i) ≥ v(z),
because fi is lower semi-continuous.
Proof of Theorem 8. Since (1) is feasible, v(0) = p < +∞. Let
ξ = inf
n∑
i=1
fi(x
i),
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then by our assumption of fi, ξ is finite. v(z) ≥ ξ for all z ∈ Rm. As a consequence, v(z) is bounded below
by some affine function, so
−∞ < v∗∗(0) ≤ v(0) < +∞, epi v∗∗ = cl conv epi v.
By Lemma 9, v is lower semi-continuous. Since (0, v∗∗(0)) ∈ epi v∗∗ = cl conv epi v, for every ǫ > 0, there
exists (κ, η) ∈ conv epi v which is sufficiently close to (0, v∗∗(0)) such that
v(κ) ≥ v(0)− ǫ, η ≤ v∗∗(0) + ǫ. (8)
Because (κ, η) ∈ conv epi v, there exists some integer l and αj ≥ 0 for j = 1, . . . , l such that
∑l
j=1 αj = 1
and
κ =
l∑
j=1
αjz
j, η ≥
l∑
j=1
αjv(z
j)
in which zj ∈ dom v.
For each j = 1, . . . , l, find (xˆ1j , . . . , xˆnj) attaining the optimal value of the perturbed problem related to
v(zj), i.e.,
v(zj) =
n∑
i=1
fi(xˆ
ij),
n∑
i=1
Aixˆ
ij ≤ b+ zj,
which means there exists some vector wj ∈ Rm+ such that
(b+ zj − wj , v(zj)) ∈
n∑
i=1
Ci,
where
Ci = {(Aixi, fi(xi))|fi(xi) < +∞, xi ∈ Rni}.
Taking convex combination of the points above, we have
b+ κ− l∑
j=1
αjw
j ,
l∑
j=1
αjv(z
j)

 ∈ conv n∑
i=1
Ci.
Now we can apply Corollary 4, which gives points (ri, si) ∈ convki Ci with 1 ≤ ki ≤ m+ 1 such that
b + κ ≥ b+ κ−
l∑
j=1
αjw
j =
n∑
i=1
ri, η ≥
l∑
j=1
αjv(z
j) ≥
n∑
i=1
si
and
∑n
i=1 ki ≤ m + n. Since (ri, si) ∈ convki Ci, there exists x˜ij ∈ Rni , βij ≥ 0 for j = 1, . . . , ki such that
fi(x˜
ij) < +∞, ∑kij=1 βij = 1 and
ri =
ki∑
j=1
βijAix˜
ij , si =
ki∑
j=1
βijfi(x˜
ij).
Thus,
κ ≥
n∑
i=1
ki∑
j=1
βijAix˜
ij − b =
n∑
i=1
Ai
ki∑
j=1
βij x˜
ij − b, (9)
and
n∑
i=1
ρkii + η ≥
n∑
i=1

ρkii +
ki∑
j=1
βijfi(x˜
ij)

 ≥ n∑
i=1
fi

 ki∑
j=1
βij x˜
ij

 . (10)
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From (9) we know that 
 k1∑
j=1
β1j x˜
1j , . . . ,
kn∑
j=1
βnj x˜
nj


is feasible to the perturbed problem related to v(κ), so the corresponding objective value
n∑
i=1
fi

 ki∑
j=1
βij x˜
ij

 ≥ v(κ).
The above inequality, (10) and (8) imply
v∗∗(0) + ǫ+
n∑
i=1
ρkii ≥ v(0)− ǫ.
We finish the proof by letting ǫ→ 0 and choose the worst case of∑ni=1 ρkii encountered in this process.
From a computational viewpoint, since we do not know the ki that appeared in Theorem 8, in order to
find a number for the bound, we have to find the worst case ki by solving the following optimization problem
max
n∑
i=1
ρkii
s. t. 1 ≤ ki ≤ m+ 1, ki ∈ Z, ∀i = 1, . . . , n,
n∑
i=1
ki ≤ m+ n.
(11)
Let B be the optimal value of (11), then
B ≤
n∑
i=1
ρ(fi).
On the other hand, since for any feasible solution of (11), the number of ki with ki ≥ 2 is bounded by m, so
B =
∑
i:ki≥2
ρkii ≤
m∑
i=1
ρ(fi)
if ρ(f1) ≥ · · · ≥ ρ(fn). The above argument shows that the bound B given by the optimization problem (11)
is at least as tight as the bound (5) in [10].
To illustrate the procedure to calculate the bound B, consider the simple case where all the xi in the
primal problem (1) are one-dimensional and all the functions fi equal to the same function f . In this
case, ρkii = ρ(f) if ki ≥ 2. The optimal value to (11) is attained when the number of ki that equal to 2
is maximized, so the optimal value is min{m,n}ρ(f), which is the same as the result given by (5). The
Example 1 used in [10] belongs to this category. It hence explains why the bound (5) is tight for that
example. However, if the dimension of xi in the primal problem can be arbitrarily large, the bound (5) can
be very loose. As will be shown in Section 5, the difference between the bound (5) and the exact duality gap
tends to infinity for a series of problems.
5 Applications
5.1 Joint Routing and Congestion Control in Networking
In this part, we will first apply the previous result to the network utility maximization problem. Consider a
network with N users and L links. Let a strictly positive vector c ∈ RL contain the capacity of each link.
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Each user i has Ki available paths to send its commodity. We assume that the users are sorted such that
K1 ≥ · · · ≥ KN . The routing matrix of user i, denoted by Ri, is a L×Ki matrix defined by
Rilk =
{
1, if the kth path of user i passes through link l,
0, otherwise.
Let xi ∈ RKi be the vector in which xik is the amount of commodity sent by user i on its kth path.
Assume that each user i has a utility function Ui(·) depending on the vector xi, then the network utility
maximization problem can be written as
max
N∑
i=1
Ui(x
i)
s. t.
N∑
i=1
Rixi ≤ c,
xi ≥ 0, ∀i = 1, . . . , N.
(12)
If all the utility functions U i(·) are concave, then the above problem (12) can be solved by standard
convex optimization techniques. Difficulty arises when U i(·) is not concave. For example, if we restrict
each user to choose only one path (single-path routing) and want to maximize the total throughput of the
network, then the corresponding utility function is
Ui(x
i) = max
s=1,...,Ki
xis.
Define
fi(x
i) =


min
s=1,...,Ki
(−xis), if 0 ≤ xi ≤ ‖c‖∞,
+∞, otherwise.
Here ‖c‖∞ is the maximum link capacity in the network. Now the original network utility maximization
problem (12) is equivalent to the following problem:
min
N∑
i=1
fi(x
i)
s. t.
N∑
i=1
Rixi ≤ c.
(13)
The above problem is a particular case of the general optimization problem with separable objectives (1)
studied in this paper. Using the same technique as shown in Example 1, we can prove that
ρk(fi) ≤ k − 1
k
‖c‖∞, ρ(fi) =
Ki − 1
Ki
‖c‖∞.
In the following, suppose each user has a large number of paths to select. More explicitly, Ki ≥ L+ 1 is
assumed for user i. Based on the bound (5), the duality gap is bounded by
min{N,L}∑
i=1
Ki − 1
Ki
‖c‖∞,
which is at least
min{N,L} L
L+ 1
‖c‖∞.
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In contrast, by Theorem 8, the duality gap is bounded by the optimal value of the following optimization
problem:
max
N∑
i=1
ki − 1
ki
‖c‖∞
s. t. 1 ≤ ki ≤ L+ 1, ki ∈ Z, ∀i = 1, . . . , N,
N∑
i=1
ki ≤ N + L.
Let N ′ be the number of users whose ki ≥ 2, then 0 ≤ N ′ ≤ min{N,L}. If N ′ > 0, using the inequality
between arithmetic mean and harmonic mean,
N∑
i=1
ki − 1
ki
=
∑
i:ki≥2
ki − 1
ki
= N ′ −
∑
i:ki≥2
1
ki
≤ N ′ − N
′2∑
i:ki≥2
ki
≤ N ′ − N
′2
N ′ + L
=
L
1 + L/N ′
≤ min{N,L} L
L+min{N,L} .
Taking the N ≥ L case as an example, by the above inequality, we can bound the duality gap by L‖c‖∞/2,
essentially half of the bound given by (5). The same result was obtained by a specialized technique in [4].
Next, we consider another case in which each user has logarithmic utility but still must choose only one
path. The utility function of user i can be written as
Ui(x
i) = log max
s=1,...,Ki
xis.
Define
gi(x
i) =


− log max
s=1,...,Ki
xis, if 0 ≤ xi ≤ ‖c‖∞, xi 6= 0,
+∞, otherwise.
Then the network utility maximization problem (12) is equivalent to the problem obtained by replacing fi
with gi in (13). Using the result in Example 2,
ρk(gi) ≤ log k, ρ(gi) = logKi.
Applying the bound (5) to this case, we can bound the duality gap by
min{N,L}∑
i=1
logKi, (14)
which is at least min{N,L} log(L + 1). On the other hand, by Theorem 8, the duality gap is bounded by
the optimal value of the following optimization problem
max
N∑
i=1
log ki
s. t. 1 ≤ ki ≤ L+ 1, ki ∈ Z, ∀i = 1, . . . , N,
N∑
i=1
ki ≤ N + L.
(15)
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If we still let N ′ be the number of users whose ki ≥ 2, then 0 ≤ N ′ ≤ min{N,L} and the above bound
N∑
i=1
log ki =
∑
i:ki≥2
log ki = log
∏
i:ki≥2
ki
≤ log
(∑
i:ki≥2
ki
N ′
)N ′
≤ log
(
N ′ + L
N ′
)N ′
≤ min{N,L} log
(
1 +
L
min{N,L}
)
,
where in the last step the monotonicity of the function (1 + 1/x)x is used. Note that the new bound is
qualitatively tighter than the bound (14) provided by (5).
5.2 Dynamic Spectrum Management in Communication
Consider a communication system consisting of L users sharing a common band. The band is divided equally
into N tones. Each user l has a power budget pl which can be allocated across all the tones. Let x
i
l be the
power of user l allocated on tone i. Due to the crosstalk interference between users, the total noise for a user
on tone i is the sum of a background noise σi and the power of all other users on the same tone. Therefore,
the achievable transmission rate of user l on tone i is given by
uil =
1
N
log
(
1 +
xil
‖xi‖1 − xil + σi
)
.
The dynamic spectrum management problem is to maximize the total throughput of all users under the
power budget constraints, which can be formulated as the following nonconcave optimization problem:
max
L∑
l=1
N∑
i=1
uil
s. t.
N∑
i=1
xil ≤ pl, ∀l = 1, . . . , L,
xil ≥ 0, ∀i = 1, . . . , N, ∀l = 1, . . . , L.
(16)
For simplicity, we assume that the noises σi ≤ 1 and the power budgets pl ≤ 1 (if not, then scale all the σi
and pl simultaneously). The latter requires all the variables x
i
l ≤ 1. Using the function hσ introduced in
Example 3, the objective function of (16) can be rewritten as a sum of separable objectives:
L∑
l=1
N∑
i=1
uil = −
1
N
N∑
i=1
hσi(x
i).
For the purpose of designing dual algorithms, it is of great interest to estimate the duality gap for the
problem (16). In [11], the authors showed that the duality gap will tend to zero if the number of users
L is fixed and the number of tones N goes to infinity. [8] further determined the convergence rate of the
duality gap to be O(1/
√
N). Using the bound (5), we now demonstrate how to improve the convergence
rate estimation to O(1/N), which can be only achieved by the method in [8] in the special case where all
the noises σi are the same.
3
Example 3 proves that the nonconvexity
ρk(hσi) ≤ log
k
σi
≤ log k
σ
, ρ(hσi) = ρ
L+1(hσi) ≤ log
L+ 1
σ
,
where σ is the minimum among all the noises σi, so (5) implies that the duality gap is upper bounded by
min{N,L}
N
log
L+ 1
σ
, (17)
3The paper [8] actually studied the generalization of problem (16) under the existence of path loss coefficient between
different users. However, the argument for O(1/N) provided here can also be adapted to the general problem.
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which is in the order of O(1/N) if L is fixed and N increases.
In order to further improve the estimation (17) for the duality gap, we can resort to Theorem 8 and
follow the exact same steps for solving (15), which shows that the duality gap is upper bounded by
min{N,L}
N
log
1 + L/min{N,L}
σ
.
Like the previous example, our bound is still tighter than the one (17) from (5).
6 Generalization with Nonlinear Constraints
The idea in this paper can also be applied to separable problems with nonlinear constraints such as
min
n∑
i=1
fi(x
i)
s. t.
n∑
i=1
gi(x
i) ≤ b.
(18)
Here each gi : R
ni → Rm is a lower semi-continuous function. Note that the problem (1) we studied above
is a special case of the above optimization problem (18) if we choose gi(x
i) = Aix
i. Let y ∈ Rm+ be the dual
variables, then the Lagrangian is
L(x, y) =
n∑
i=1
(fi(x
i) + yT gi(x
i))− yT b
and the Lagrange dual problem of (18) is
d = sup
y≥0
inf
x
L(x, y).
If the functions gi are not convex, the duality gap should not only depend on the nonconvexity of functions
fi but also somehow relate to the functions gi. Like [3], we want to define the kth order nonconvexity of a
proper function f : Rn → R¯ with respect to another function g : Rn → Rm, denoted by ρk(f, g). To do this,
we introduce the following auxiliary function
hk(x) = inf
z∈Rn

f(z)
∣∣∣∣∣∣g(z) ≤
k∑
j=1
βjg(x
j), ∀βj ≥ 0, xj ∈ Rn s.t.
k∑
j=1
βj = 1 and x =
k∑
j=1
βjx
j

 .
Then ρk(f, g) is defined by
ρk(f, g) = sup

hk

 k∑
j=1
αjx
j

− k∑
j=1
αjf(x
j)

 .
over all possible convex combinations αj ≥ 0, j = 1, . . . , k, with
∑k
j=1 αj = 1 of points x
j satisfying
f(xj) < +∞. If the function g is convex, then in the infimum of (6) we can choose z = x, which gives
hk(x) ≤ f(x) and ρk(f, g) ≤ ρk(f). However, the last inequality may not hold if g is not convex.
The proof of Theorem 8 can be modified accordingly to the case with nonlinear constraints by replacing
ρki(fi) with ρ
ki(fi, gi). In the case when all gi are convex, ρ
ki(fi, gi) ≤ ρki(fi), which implies that the
original conclusion in Theorem 8 remains true even for convex but nonlinear constraints.
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7 Conclusion
The improvements obtained in this paper are attributed to two sources. First, instead of using a single
number measurement, a series of numbers are introduced to characterize the nonconvexity of a function in a
potentially much finer manner. This is based on the concept of kth convex hull of a set, which allows us to
differentiate different levels of nonconvexity for nonconvex sets. Second, for a separable nonconvex problem,
we do not approximate each subproblem individually as people had done before. Instead, by considering
all subproblems jointly and noticing that the total deviation of every subproblem to a convex problem is
bounded, we reach a much tighter estimation.
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