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.  
The work in this thesis presents an approach towards the effective 
monitoring of business processes using Case -Based Reasoning (CBR). 
The rationale behind this research was that busines s processes 
constitute a fundamental concept of the modern world and there is a 
constantly emerging need for their efficient contro l. They can be 
efficiently represented but not necessarily monitored and diagnosed 
effectively via an appropriate platform.  
Motivated by the above observation this research pursued to which 
extent there can be efficient monitoring, diagnosis  and explanation of 
the workflows. Workflows and their effective repres entation in terms 
of CBR were investigated as well  as how similarity measures among 
them could be established appropriate ly.  The monitoring results and 
their following explanation to users were questioned as well  as which 
should be an appropriate software architecture to a llow monitoring of 
workflow executions.  
Throughout the progress  of this research , several s ets of experiments 
have been conducted using existing enterprise systems which are 
coordinated via a predefined workflow business proc ess. Past data 
produced over several  years have been used for the needs of the 
conducted experiments. Based on those the necessary knowledge 
repositories were built and used afterwards in orde r to evaluate the 
suggesting approach towards the effective monitoring and diagnosis of 
business processes.  
The produced results show to which extent  a business process can be 
monitored and diagnosed effectively.  The results  al so provide hints on 
possible changes that would maximize the accuracy of the actual  
monitoring, diagnosis and explanation . Moreover the presented 
vi 
 
approach can be generalised and expanded further to  enterprise systems 
that have as common characteristics a possible workflow representation 
and the presence of uncertainty.  
Further work motivated by this thesis could investi gate how the 
knowledge acquisition can be transferred over workf low sys tems and 
be of benefit to large-scale multidimensional enterprises. Additionally 
the temporal uncertainty could be investigated further, in an attempt to 
address it  while reasoning. Finally the provenance of cases and their 
solutions could be explored further, identifying co rrelations with the 
process of reasoning.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
vii 
 
 
 
Declaration ................................................................................................................................. ii 
Abstract ...................................................................................................................................... v 
Table of Contents ..................................................................................................................... vii 
List of Tables ............................................................................................................................ xi 
List of Figures .......................................................................................................................... xii 
Abbreviations and Acronyms ................................................................................................. xiv 
Chapter 1 .................................................................................................................................... 1 
Introduction ................................................................................................................................ 1 
1.1 Rationale ...................................................................................................................... 2 
1.2 Main Research Question  .......................................................................................... 6 
1.3 Subsidiary Questions  ................................................................................................ 8 
1.4 Thesis Outline  .......................................................................................................... 10 
Chapter 2 .................................................................................................................................. 12 
Motivation: Intelligent Management of Business Processes ................................................... 12 
2.1 Introduction  ............................................................................................................... 12 
2.2 Business Processes & Standards  ......................................................................... 16 
2.2.1 Business Process Representation ............................................................................. 19 
2.3 Business Processes as Workflows  ...................................................................... 22 
2.3.1 Workflow Types ...................................................................................................... 24 
2.3.2 Workflow Advantages ............................................................................................. 26 
2.3.3 Workflow Perspectives ............................................................................................ 27 
2.3.4 Workflow management with Petri nets ................................................................... 29 
2.3.5 Intelligent Workflow Management ......................................................................... 34 
2.3.5.1 Architecture Technologies ................................................................................ 35 
2.3.5.2 Challenges ......................................................................................................... 40 
2.4 Temporal Logic .............................................................................................................. 41 
2.4.1 Knowledge Mining from Interaction Traces ........................................................... 42 
2.4.2 General Time Theory ............................................................................................... 44 
2.4.2.1 Point-based Systems ......................................................................................... 45 
2.4.2.2 Interval-based Systems ..................................................................................... 47 
viii 
 
2.4.2.3 Point & Interval based systems ......................................................................... 48 
2.4.3 Temporal Logic on Workflows ............................................................................... 52 
2.5 Case-Based Reasoning ................................................................................................... 56 
2.5.1 CBR Methodology ± Architecture ........................................................................... 58 
2.5.2 Case-Based Reasoning Cycle .................................................................................. 60 
2.5.3 CBR Systems and Applications ............................................................................... 62 
2.5.4 CBR in Events Mining ............................................................................................ 64 
2.5.5 CBR in the control of workflows ............................................................................ 66 
2.5.6 Uncertainty in CBR ................................................................................................. 68 
2.5.7 The need for CBR Adaptation ................................................................................. 69 
2.5.8 Temporal concept in CBR systems ......................................................................... 70 
2.6 Conclusions .................................................................................................................... 73 
Chapter 3 .................................................................................................................................. 75 
Towards a generic approach to manage workflows using Case-based Reasoning .................. 75 
3.1 Introduction  ............................................................................................................... 75 
3.2 System used as main Case study ......................................................................... 77 
3.3 Temporal Relations  ................................................................................................. 85 
3.4 Graph Representation  ............................................................................................. 87 
3.5 Reasoning under Uncertainty  ............................................................................... 91 
3.5.1 BPEL4People........................................................................................................... 94 
3.5.2 Bayesian reasoning .................................................................................................. 95 
3.6 Similarity Measures  ................................................................................................ 97 
3.6.1 Graph Matching - Components ............................................................................... 99 
3.6.2 Maximum Common Sub-graph ............................................................................. 100 
3.6.3 The concept of Event Sanitisation ......................................................................... 103 
3.7 Conclusions  ............................................................................................................. 106 
Chapter 4 ................................................................................................................................ 107 
Experiments and Validation ................................................................................................... 107 
4.1 Introduction .................................................................................................................. 107 
4.2 First set of Experiments ± Simulated Workflows ........................................................ 110 
4.2.1 Phase1: No normalisation on the profiles of users ................................................ 114 
4.2.2 Phase2: Profile Normalisation ............................................................................... 117 
4.3 Second set of experiments ± Using real workflow logs ............................................... 119 
ix 
 
4.3.1 Work on a Preliminary dataset .............................................................................. 120 
4.3.2 Work on a Full scale dataset .................................................................................. 122 
4.4 Enhanced Similarity Measures ..................................................................................... 128 
4.4.1 The Enhanced MCS algorithm .............................................................................. 129 
4.4.2 Experiments with the enhanced MCS algorithm ................................................... 131 
4.5 Hierarchical Clustering ................................................................................................ 133 
4.5.1 The need for Hierarchical Clustering .................................................................... 134 
4.5.2 Application of AHC to CMS exam moderation system ........................................ 135 
4.6 Conclusions .................................................................................................................. 140 
Chapter 5 ................................................................................................................................ 142 
A generic architecture for the intelligent monitoring of workflows using case-based reasoning
................................................................................................................................................ 142 
5.1 Introduction .................................................................................................................. 142 
5.2 CBR±WIMS Architecture ............................................................................................ 145 
5.3 Unit Hierarchy in CBR-WIMS .................................................................................... 147 
5.3.1 Workflow Orchestrator Controller ........................................................................ 149  
5.3.2 The Workflow Monitoring and Intervention Controller ........................................ 150 
5.3.3 CBR Component.................................................................................................... 150 
5.3.4 Similarity Measures Component ........................................................................... 151 
5.3.5 Pre±processing Component ................................................................................... 152 
5.4 Kernel and Adaptors in CBR ± WIMS......................................................................... 153 
5.4.1 CBR-WIMS kernel ................................................................................................ 154 
5.4.2 Adaptors in CBR-WIMS ....................................................................................... 157 
5.5 CBR±WIMS and Interoperability ................................................................................ 161 
5.5.1 Box Tracking System ............................................................................................ 162 
5.5.2 BTS and CBR-WIMS ............................................................................................ 166 
5.5.3 BTS Adaptor .......................................................................................................... 167 
5.5.4 Assessing the adaptability of CBR-WIMS ............................................................ 169 
5.5.5 Assessing CBR-WIMS with full dataset ............................................................... 171 
5.6 Conclusions .................................................................................................................. 173 
Chapter 6 ................................................................................................................................ 174 
Explanation ............................................................................................................................ 174 
6.1 Introduction .................................................................................................................. 174 
6.2 The concept of explanation .......................................................................................... 175 
x 
 
6.3 Explanation in Systems ................................................................................................ 178 
6.4 Explanation in workflows ............................................................................................ 182 
6.5 CBR ± WIMS & Explanation....................................................................................... 186 
6.5.1 Visualisation in CBR - WIMS ............................................................................... 187 
6.5.2 Explanation provision in CBR-WIMS .................................................................. 191 
6.5.3 Clustering............................................................................................................... 197 
6.5.4 Challenges in explanation provision...................................................................... 200 
6.6 Conclusions .................................................................................................................. 202 
Chapter 7 ................................................................................................................................ 204 
Conclusion and further work ................................................................................................. 204 
7.1 Summary ...................................................................................................................... 204 
7.2 Contribution of this Research work ............................................................................. 207 
7.3 Future work .................................................................................................................. 208 
Appendix A ............................................................................................................................ 211 
A.1 Related publications published in the duration of this thesis ...................................... 211 
Appendix B ............................................................................................................................ 212 
B.1 EMS Interview Form ................................................................................................... 212 
B.2 BTS Interview Form .................................................................................................... 213 
References .............................................................................................................................. 214 
  
xi 
 
 
 
Table 4-1: First Evaluation results ± QRQRUPDOLVDWLRQIRUXVHUV¶SURILOH>.DSHWDQDNLVHWDO
2009a]. ................................................................................................................................... 116 
Table 4-2: Second Evaluation results ± QRUPDOLVHGIRUDFWRUV¶SURILOHV>.DSHWDQDNLVHWDO
2009a]. ................................................................................................................................... 118 
Table 4-3: Evaluation results using real workflow logs [Kapetanakis et al., 2009a]. ........... 121 
Table 4-4: Comparison of results for the enhanced MCS similarity measures [Kapetanakis et 
al., 2011]. ............................................................................................................................... 132 
Table 4-5: Results with 5 AHC clusters based on the MCS [Kapetanakis et al., 2011]. ....... 136 
Table 4-6: Results with 8 AHC clusters based on the MCS [Kapetanakis et al., 2011]. ....... 136 
Table 4-7: AHC using 12 clusters with Components similarity measure and event pattern 
identification [Kapetanakis et al., 2011]. ............................................................................... 138 
Table 5-1: WIMS simple evaluation with BTS. .................................................................... 171 
Table 5-2: WIMS evaluation with the overall BTS data repository. ..................................... 172 
Table 6-1: Evaluation of the explanation and advice [Kapetanakis et al., 2010b]. ............... 194 
Table 6-2: Evaluation of the explanation provision on BTS ................................................. 196 
 
  
xii 
 
	 
 
Figure 1-1: Loan approval business process [East West Bank, 2012]. ................................... 4 
Figure 2-1: Example of a production net represented in terms of a petri net [Scholarpedia, 
2008]. ....................................................................................................................................... 30 
Figure 2-2: The central part of the switching mechanism of lambda phage and its hybrid 
functional Petri net (HFPN) description [CSML, 2010]. ......................................................... 30 
Figure 2-3: A Petri net for the processing of complaints [Van der Aalst, 1998]. .................... 31 
Figure 2-4: Tokens have a case identifier which allows for the separation of cases [Van der 
Aalst, 1998]. ............................................................................................................................. 32 
Figure 2-³7KH:,%2KLHUDUFK\´>)DNDV	.DUDNRVWDV@ .......................................... 36 
Figure 2-6: Structure of an intelligent agent [Wang et al., 2005]. ........................................... 39 
Figure 2-7: Architecture of an intelligent multi-agent system [Wang et al., 2005]. ................ 40 
Figure 2-³7KHWHPSRUDOPRGHORIWKHSLQIDFWRU\´>3HWULGLV0D	.QLJKW@ ............ 54 
Figure 2-³7KHWHPSRUDOPRGHOIRUVRIW-ERLOLQJDQHJJ´>3HWULGLV0D	.QLJKW@ ... 55 
Figure 2-³'LVFRQQHFWHGVXE-JUDSKGHILQHGE\YDQGY´>3HWULGLV0D	.QLJKW@
.................................................................................................................................................. 56 
Figure 2-11: The CBR Cycle [Aamodt & Plaza, 1994]. .......................................................... 61 
Figure 3-1: BPMN representation of the exam moderation process activities and workflows 
(simplified). [Kapetanakis et al, 2010a] ................................................................................... 79 
Figure 3-2: EMS Actor ontology. ............................................................................................ 80 
Figure 3-3: Ontology for the EMS artefacts. ........................................................................... 82 
Figure 3-4: Ontology for the EMS actions. ............................................................................. 82 
Figure 3-5: Graph representation of temporal relationships. ................................................... 87  
Figure 3-6: Graph representation of an event sequence. .......................................................... 90 
Figure 3-7: Event sequence represented as a graph. Unknown events are shown. .................. 90 
Figure 4-1: A Simple workflow Event log segment [Kapetanakis et al., 2010a]. ................. 112 
Figure 4-2:  An example of an audit trail log......................................................................... 115 
Figure 4-3: An example taken from an event log showing part of the exam moderation 
process [Kapetanakis et al., 2009b]. ...................................................................................... 120 
Figure 4-4: Results for 1NN and all types of events [Kapetanakis et al., 2010a]. ................. 125 
Figure 4-5: Results for 1NN and all types of events except for reports and admin actions 
[Kapetanakis et al., 2010a]..................................................................................................... 125 
Figure 4-6: Results for 1NN and no reporting/admin or comment events [Kapetanakis et al., 
2010a]. ................................................................................................................................... 126 
Figure 4-7: Results for 1NN only for the production stage (no drafter involvement) 
[Kapetanakis et al., 2010a]..................................................................................................... 126 
Figure 4-8: Results for 3NN no admin and reporting events [Kapetanakis et al., 2010a]. .... 126 
Figure 5-1: The Intelligent Workflow Management System Architecture [Kapetanakis et al., 
2009a]. ................................................................................................................................... 148 
Figure 5-2: Simplified WIMS layer adapted to imported business process [Kapetanakis et al., 
2010c]. ................................................................................................................................... 159 
xiii 
 
Figure 5-3: BTS - %HIRUHDER[¶VMRXUQH\ ............................................................................ 164 
Figure 5-4: BTS - $IWHUDER[¶VMRXUQH\ ............................................................................... 165 
Figure 6-1: The four knowledge containers of a CBR system [Roth-Berghofer, 2004]. ....... 180 
Figure 6-2: Visualising the similarity between workflows [Kapetanakis et al. 2010b]......... 189 
Figure 6-3: Application of AHC to an examined case. .......................................................... 190 
Figure 6-4: The Similarity explanation in CBR-WIMS [Kapetanakis et al. 2010b]. ............ 193 
Figure 6-5: Colour code, indicating levels of similarity. ....................................................... 194 
Figure 6-6: BTS visualisation provision ................................................................................ 196 
Figure 6-7: Cluster selection along with included patterns. .................................................. 198 
Figure 6-8: AHC applied on BTS .......................................................................................... 200 
 
  
xiv 
 
 
 
AI Artificial Intelligence 
AHC Agglomerative Hierarchical Clustering 
ANN Artificial Neural Network 
API Application Programming Interface  
BPM Business Process Management 
BPMI Business Process Management Initiative 
BPMN Business Process Management Notation 
BTS Box Tracking System 
CBR Case-based Reasoning 
CBR-WIMS Case-based Reasoning Workflows Intelligent Monitoring System 
CCC Computer Cooking Competition  
CMS Computing and Mathematical Sciences 
CRM Customer Relationship Management 
DHC Divisive Hierarchical Clustering 
DSS Decision Support System 
EMS Exam Moderation System  
ERP Enterprise Resource Planning 
GDP Gross Domestic Product 
GE General Electric 
GPS Global Positioning System 
HC Hierarchical Clustering 
HRM Human Resource Management 
HSDPA High-speed Downlink Packet Access 
ICCBR International Conference in Case-Based Reasoning 
IT Information Technology 
kNN k-Nearest Neighbour 
MBR Model Based Reasoning 
MCS Maximum Common Sub-graph 
OASIS Organization for the Advancement of Structured Information Standards 
OMIS Organizational Memory Information Systems 
xv 
 
OMG Object Management Group 
ORB Object Request Broker 
RBES Rule-based Expert System 
RBS Rule-based System 
RDF Resource Description Framework 
SCA Service Component Architecture 
SOA Service-oriented Architecture 
TCBR Temporal Case-Based Reasoning 
UML Unified Model Language 
WFMS Workflow Management System 
Wi-Fi Wireless Fidelity (refer to: WLAN) 
WLAN Wireless Local Area Network 
WS-BPEL Web Services Business Process Execution Language 
WSDL Web Services Definition Language 
XPDL XML Processes Definition Language 
YAWL Yet Another Workflow Language  
 
 
 
 
 
Part I: The Research Problem  Chapter 1 Introduction 
 
1 
 
 ? 
 
Introduction 
 
 
³7KH PRVW LQFRPSUHKHQVLEOH WKLQJ DERXW WKH ZRUOG LV WKDW LW  LV 
FRPSUHKHQVLEOH´  
Alber t Einstein 
 
 
Modern organisations employ a large number of busin ess processes and 
procedures to ensure the accomplishment of their go als. The effective 
management, monitoring and troubleshooting of these processes is  of 
paramount importance to the organisation. 
With the help of business processes large, complex organisations can 
precisely set their goals, refine their procedure m echanisms and 
manage their multi -dimensional resources regardless  of their actual 
diversity, coherence and internal complexity. However, this complexity 
in combination with the accumulative communication load among any 
internal/external stakeholders can cause a significant overhead to the 
business processes while increasing in size and range.  
Business processes for more than twenty years [Davenport & Short ,  
1990] have been seen as t ightly connected with information and 
communication technologies  which are used extensively in current 
world economies. Latest advances have shown that their application in 
communities and organisations enhances innovation dramatically,  
increases productivity and affects the current stan dards globally.  The 
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10 t h  Global Information Technology Report [World Economic Forum, 
2011] highlights how their application is affecting 138 economies 
globally,  constituting over 98 per cent of the global gross domestic 
product (GDB).  
Business processes can be relatively complex, thus their monitoring is 
usually a human task. However, nowadays their monitoring requires  
automation, due to the high complexity of information within processes 
and the large volume of data  involved. A challenge associated with the 
monitoring of business processes is whether they can be automated by 
using specialised software.  
This work has been triggered by the above challenge . It investigates 
whether there can be automated monitoring as well as up to which 
extent this monitoring can be applied . This chapter explains the 
rationale behind this work as well as the formulated research questions.  
Finally a summary of th is thesis is presented. 
 
1.1 Rationale 
 
The term business pr ocess is relatively new. However, the implied 
concept has existed for a long time. Business processes can be regarded 
as procedures that contain several steps /stages tha t have to be satisfied 
towards a pre-defined goal, result or product.  
Business processes nowadays are being controlled  and/o r monitored via 
enterprise computer systems where their orchestrati on is being 
controlled by software systems . The monitoring of any complex 
situation is usually a non-automated task that resides within the 
responsibilities of human managers. These managers have to deal with 
any emerging, complex or unanticipated situations.  
Traditionally business process managers deal with p rocess monitoring  
in a non-automated way. However, nowadays the number of processes 
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involved in a typical  business function is quite high and complex. The 
volume of data that has to be considered, evaluated and be subject to 
monitoring is equally high. Given the above, a challenge and an 
opportunity are being created: firstly to investigate whether there can 
be sufficient and effective monitoring to business processes and 
secondly, if  this is the case, up to which extent this monitoring can be 
automated.   
Since Business processes are of  such importance to the modern world,  
their definition from a technological aspect  should be defined formally.  
Current standards,  such as UML, BPMN and WS-BPEL [IBM, 2007] ,  
provide the essential  formalism for effective and e fficient Business 
Process representation across industr ies, ensuring consistency among 
procedures.  An efficient representation of a business process can 
promote its consistency, improve communication in terms of the  
definit ion of operations (e.g. who is supposed to do wha t ) as well  as  
afford easier ( r e)design/ (r e)implementation of i ts consisting parts .  
A typical  example that  can illustrate the above is a loan approval  
procedure in the banking sector.  A loan approval is a business process 
that consists of a number of sub-processes. These can be seen in figure 
1-1 and can include:  
x an initia l a pplica tion, containing the borrowing needs of the 
client, information regarding his/her income, liabi lities, assets,  
previous loans, etc.  
x the under wr iting pr ocess  where supporting documents  are 
provided along with the credit  history of the customer 
x the pr ocessing sta ge which requires contact with the borrowers,  
the realtor,  the appraiser,  the loan officer, the c redit report  
company, the t itle company and the escrow company [East West 
Bank, 2012]   
x the loa n closing document a nd funding  sta ge where the final  
documentation follows and the loan can be characterised as 
finished 
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Figure 1-1: Loan approval business process [East West Bank, 2012]. 
 
As seen in figure 1-1 the loan process involves a s ignificant number of  
systems that may reside in the same company or be outsourced to 
others (e.g. the cr edit a ppr ova l ). The workflow of the above process 
can be captured into some formal or diagrammatic re presentation but 
its monitoring should be conducted via an expert or  a team of experts.  
This has to be done manually in order to deal with an unanticipated 
situation or problem. An efficient representation a llows the modular 
approach of the process design, allowing parts to be changed on 
demand (e.g. a l loca te the cr edit checks to a  di ffer ent cr edit r a te 
a gency, a dd a  differ ent pa r t to the P r ocessing pa r t , etc. )  
Since business processes are of such wide use, thei r efficient 
management is important.  Modern business process management (BPM) 
covers business processes across organisational boundaries,  
coordinating the flow of information among vendors and allowing 
adaptation to changing conditions in a synergistic  manner [Liu, Li & 
Zhao, 2009]. However, in reality this constitutes a perennial  problem 
which states a hard to avoid business cha llenge. Efficient management  
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means that in any current enterprise ,  that encapsul ates business 
processes , LWV ³oper a tiona l efficiency is ma inta ined a t sufficiently high 
levels, such tha t the r etur n on investment is susta ina ble enough to 
justify its continued existence´>%DQGDUDHWDO  @   
Current business process technologies, although functional enough in 
terms of modelling, are failing to meet challenges in terms of 
governance, organisational strategy, process design  and finally their 
actual execution. Therefore there is a challenge to enhance the exist ing 
amalgamation of technologies with a top level intelligent management  
of their underlying process es. Moving even further from the design, 
representation and execution of a business process ,  the challenge is 
whether we can effectively monitor, analyse in depth and remove the 
fuzziness associated with the complexity of business execution . 
Another challenge is to be able to provide feedback to the investigated 
system based on the knowledge that a monitori ng system has collected.  
A key challenge is also how to coordinate the exist ing technologies and 
the information collected by a process monitoring s ystem to provide 
feedback and effective management in a practical  and effective way.   
In most processes nowadays a common phenomenon is being observed: 
while reaching a stage of automation, the volume of any acquired data 
is significantly higher compared to the volume that  can be controlled 
by human managers and existing tools  [Rozenfeld, 2007]. A descriptive 
example relating to the above is the control of curre nt  camera 
surveillance systems worldwide. From their initial application, their 
control was considered relative ly trivial , having allocated a certain 
number of staff over a limited number of devices. However, the 
numbers have significantly climbed up in recent  years both in terms of 
operating devices and data generated , making their efficient monitoring  
significantly harder . London metropolitan police announced some years 
ago that i t  cannot deal with the vo lume of information generated by its 
surveillance systems [CNET, 2009]. The control of such systems can be 
regarded as a really intensive task and a way to automate it could be of 
significant benefit . Of course the question raised at this point is to 
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which extent this monitoring can be automated.  Considering the 
business processes and the challenges  associated with them, this 
research is investigating the feasibil ity of applying intell igent 
monitoring based on their unique characteristics.  
Business process managers dealing with problematic situations appear 
to work mainly by remembering previous sequences of  events 1.  These 
events  are associated with past problematic executions which have 
been subject to remedial actions  and/or some reflec tion . The managers 
are reusing this knowledge, gained by previously applied solutions , 
taking into consideration the characteristics of the investigated 
process. This is very similar to the Case-based Reasoning paradigm. 
Case-based Reasoning (CBR) [Kolodner, 1993] is an Artificial  
Intelligence technique that operates in a similar way,  reusing 
knowledge and adapting it to the problem in hand. It is therefore worth 
investigating its application within the concept of business process  
monitoring.  
 
1.2 Main Research Question 
  
The main research question that this thesis is called to answer is the 
following:  
Can Business Processes be intelligently monitored and diagnosed 
with the use of software techniques?  
More specifically,  can techniques based on Case-based Reasoning 
(CBR) assist effectively in the intelligent monitoring and diagnosis of 
business processes?  
CBR systems offer an effective approach to real -time problems in a 
number of cases [Kolodner, 1993]. CBR techniques have been used 
across different environments in order to sup port t he decision-making 
                                                 
1
 Actions and events throughout this thesis refer to the same entity. 
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process for human correspondents.  The choice of CBR is due to its  
main characteristic to mimic the way that human experts apply their 
experience to problem solving by remembering simila r past  
experiential cases . This constitutes a natural approach to problem 
solving making it the most obvious way of pursuing this research . 
Other artificial intelligence methods and techniques such as Artificial  
Neural Networks (ANNs) or Rule -based Systems (RBSs) can be used 
but they carry a number of  disadvantages  that make their application to 
this problem challenging. A detailed discussion regarding the se will  
follow in Chapter 2.  
This thesis investigates whether CBR techniques can be used to address 
the problem of monitoring and diagnosis of a Busi ness Process that  is  
being executed.  0RQLWRULQJ LV D ³UHDO WLPH´ RU D VLPXODWHG ³UHDO WLPH´
investigation of the current state of a workflow. Diagnosis includes the 
monitoring along with the provision of the related context and 
explanation of the current workflow state. Additionally the state 
associated knowledge or advice is provided that may be useful to a 
workflow stakeholder.  
Since business processes are being heavily monitored by human 
managers,  the need for effective recommendations is  preferred to 
already-made decisions.  A system that is delegated to  support human s 
should be transparent through its  operation, indica ting the rationale  
(what, how, why) behind any stated assumption/recommendation.  This 
can be part of the explanation provided in order to  build confidence 
with i ts users. CBR systems are transparent enough and can supply 
explanation while presenting their output [Roth-Berghofer, 2004; 
6¡UPR HW  DO   ;  Kapetanakis et al. ,  2010b].  This adds clarity to the 
decisions taken and progressively builds confidence  between the 
system and its  users.   
This research makes an in depth investigation on whether CBR can be 
adopted as a primary means towards the effective in tell igent 
monitoring and diagnosis of Business processes.  
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1.3 Subsidiary Questions 
 
The main research investigation triggers several su bsidiary questions,  
which are briefly described below .  
What is a suitable representation of a business process  execution to 
allow the effective application of the CBR process ?  
While attempting to monitor a business process the need for computer 
representation of business process attributes and rules emerges.  
Business processes can be defined in a standardised way via BPMN, 
but during the monitoring of a running business process the 
representation of the definition is not directly used. Most of the 
existing standards l ike BPEL have been developed to clarify the 
insights of a business process to  humans as well as to represent the 
choreography of actors working within the system.  
Existing business process sys tems follow instructions orchestrating the 
running of systems services based on human-designed  business 
processes descriptions.  However, such systems do  not have 
mechanisms to  monitor these processes.  A CBR approach to the 
intelligent monitoring of business processes requires a mechanism to 
measure similarity between real execution instances  of business 
processes.  These process execution instances will be referred to as 
tr a ces for the rest of this thesis.   
In order to reuse knowledge from similar workflows  and define the 
similarity among them a suitable formal representat ion is required. A 
formal workflow representation is needed  in order t o achieve its 
efficient monitoring. Current business modelling st andards offer an 
accurate representation of the business processes . However they lack in 
terms of formalism since there can be multiple different 
representations for the same process. A suitable  re presentation should 
follow a mathematical formalism and allow only one representation for 
a business process  execution. 
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What are effective similarity measures between workflows ?  
A system that monitors a business process should be able to reuse 
knowledge from similar past cases. Past cases from the knowledge 
repository should be associated with a monitored case . In order for this 
to happen an appropriate similarity measure should be applied among 
the business process instances. A similarity measure should be defined 
but the structural complexity of  workflow cases makes this a challenge. 
This is especially the case in systems where temporal aspects and 
uncertainty are involved . In such systems the successful  establishment 
of suitable similarity measures is even more challenging.   
How can the monitoring process and results be explained to users of 
the system?  
In order for the monitoring to be effective and due  to the fact that  
similarity measures are not always clear to human s   LW ¶V  LPSRUWDQW to 
provide an insight into the similarity between cases . Humans have 
difficulty understanding the similarity between compared temp oral  
sequences. Therefore visualisation of the similarit y measures can be 
used to extract reflective insights that combine and explain the process 
context, the associated knowledge and the suggested prospective 
actions.  
The system should be able to provid e the necessary information in 
order to convince the human operators why something  is the same with 
something else, how was that measured and what was the evidence 
from the past that leads towards the suggested action.  In a system that  
monitors business processes it  is  also worth investigating the 
provenance of a part icular case along with the way its neighbours were 
retrieved and suggested.  
What software architecture will support a CBR system to effectively 
monitor business process execution?  
Usually the orchestration and execution of a business proces s involves 
complex, enterprise-wide systems, which can be more  than one  in 
number. In order for an intelligent monitoring system to work  
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efficiently,  it  has to be compatible with current s tandards . Additionally 
it should provide an architecture that al lows it to  be deployed easily 
within an existing enterprise system. Most workflow systems are real  
time systems so an efficient monitoring system should have close 
integration to operations and should not affect  their integrity and 
operational efficiency. Workflows and systems that control workflows 
are subject to continuous changes, something that makes the definit ion 
of a suitable architecture a  necessity.  Finally as knowledge is to be 
used across systems , it  is important to have an architecture that can 
work for more than a specialised system and/or a specialised format.  
Knowledge acquired from the operation of a system over a number of 
years should be transferable between different vers ions of the system 
and to and from other systems that  work in a similar way. An example 
of that could be borrowed from the banking sector. Ideally the 
knowledge stored in a system that works for years on loan approvals 
contains knowledge that could be useful for a system working on the 
approval of mortgages after being subject  to the necessary adaptations.  
 
1.4 Thesis Outline 
 
Chapter 2 provides the necessary theoretical backgr ound that current 
research has been based on in terms of business pro cess standards, 
workflow representat ion and visualisation, log mining, graphs, graph 
similarity,  similarity algorithms and the general  t ime theory. Chapter 2 
also refers to the existing work on CBR systems as well as its 
application in the workflow domain. The motivation plus the discussion 
of the approach adopted in this thesis is also presented. 
Chapter 3 contains discussion regarding the motivat ion behind the 
conducted experiments, as well as the followed approach in terms of 
the methodology of this research. The algorithms used for similarity 
measures are presented as well as indicators that  l ead to the derived 
architecture of the proposed system. 
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Chapter 4 discusses the findings in terms of the system validation 
using a wide range of datasets. Their range varies  from simplified to 
more complex ones . The rationale and conclusions from these 
experiments are also presented covering a number of  aspects .  
Chapter 5 provides an extensive description and evaluation of the 
architecture which was implemented for the needs of  intell igent 
business process monitoring. For the needs of this research the 
framework was deployed on a second enterprise workf low system to 
evaluate the suitabil ity of the architecture. The extended evaluation of 
the architecture on the new case study is presented  as well as  
enhancements to the architecture that  have been developed and tested 
to ensure the portability and transparency of the p roposed system 
across a wider range of business process monitoring  situations.  
Chapter 6 discusses how the concept of expla na tion has been adapted 
to enhance the effectiveness of intell igent monitoring of business 
processes . The provision of explanation and provenance in the 
proposed system is shown and evaluated using both case study systems.  
The related research work is discussed here along w ith the related 
experiments  and conclusions.  
Chapter 7 contains the conclusions of the thesis as well as the results 
found throughout th is research investigation. The key research 
contributions are presented and appraised.  Discuss ion on how this 
research work can be extended and future plans for further work are  
also included.  
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Motivation: Intelligent Management of Business Processes 
 
 
2.1 Introduction 
 
Business processes define a relative wide spectrum of the modern 
industrial world.  Business processes can define precisely the required 
procedures within an organisation , ensuring aspects  such as the 
industrial  standards,  the quality and fault less operation of a production 
chain, delivery of services , etc. The flow of a business process  can be 
defined by a team of qualified organisation experts.  Their ro le is  to  pin 
down with accuracy how tasks, actors and resources have to be used in 
order to achieve a pre-specified goal.   
Current standards and representations of business p rocesses give  an 
insight into their definition. Workflows can show how the processes 
are being executed and modified over t ime. The exis ting technology 
can give answers to questions like wha t , wher e or when something 
occurred within the execution of a business process .  However,  
adequate answers cannot be provided to questions like:  why this  
incident took pla ce in such wa y? , or wha t should be done in this  
una nticipa ted situa tion? ,  in other words to understand and manage the 
business process in an intelligent  way.  
Workflows have been proven an effective way towards  the 
orchestration and choreography of a business proces s  [Jung et al.,  
2004]. Therefore their effective monitoring is needed for the 
establishment of  an intelligent business process management.  To 
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achieve that  Artificial Intelligence  (AI)  could be used, to assist the 
workflow monitoring by using any available past  experience. Case-
based Reasoning could be identified as a potential technique towards 
the above goal. This chapter gives an overview of existing CBR 
systems that have worked effectively in the areas of event  mining, 
agile workflows and other related interdisciplinary  fields.   
When a Business process is being executed it can generate  a significant 
volume of data that  can be stored in a variety of formats  via physical  
means. The data produced is usually related to the executed actions  in 
either a loose (informative) or a tight (critical) way. Based on the 
existing data an authorised manager can recreate th e executed path of 
the business process.  This path can afterwards reveal information 
related to what happened in an investigated past  case.  
In order to follow the execution of a business process the need for its  
precise representation is being formulated.  Toward s its actual 
representation a workflow could be used since its internal structure can 
be efficient . A workflow can be formulated by sequences of events  or 
tasks which are being triggered by specific actor roles, already defined 
in the system. Such an approach seems expedient towards the precise  
representation of a business process  execution. 
While a business process is being executed a number of actions can 
take place. These actions may be related to different processes and 
could have a certain sequence. Actions could be broken down into 
smaller pieces where each of them can constitute a basic atomic event 
element in the structure of the business process . When a business 
process is being executed a lot  of such events are being generated and 
captured.  
The executed snapshots of a business process are b eing based on events 
and their related temporal  information. Towards the  effective 
interpretation of such events and their temporal re lations it seems 
fundamental  to be able to understand their followed sequence.  
Part I: The Research Problem                                                         Chapter 2 Literature Review 
 
 
14 
 
Understanding of the ir temporal flow seems vital as well . This flow 
could be possibly represented in terms of a time theory which can 
identify the reference of specific events in time with indicators like 
what happened first,  what next, etc. The value of the time theory is 
being stressed when there is a need to extract information from the 
consecutive executed sessions of a business process . In such cases a 
formalised temporal  approach is needed in order to  be able to 
under sta nd and measure the similarity of the different time traces.  
The mining of the events and their representation in a workflow seems 
an obvious approach towards the m onitoring of a bus iness process.  
However, the sequences of events may not contain a meaningful 
context if they are not presented in an appropriate  way. The same 
applies when attempting to estimate the similarity among different 
sequences, since the sequences by themselves cannot be compared. In  
order for this to happen, the event sequences could  be represented in 
terms of a graph and then the overall problem perta ins t o the area of 
graph similarity.  Graph theory could be of use in such case.  
Business process  workflow instances could be possibly represen ted by 
graphs. Based on this representation  Case-based Reasoning (CBR) 
techniques could be applied afterwards, in order to  extract useful 
patterns that could assist human actors  in decisions making. 
The work in this thesis deals with the wide concept of Business 
Processes and investigates whether they can be subject  to efficient  
Monitoring and Diagnosis. In order to be abl e to unfold smoothly the 
conducted work, some fundamental entit ies regarding  Business 
Processes have to be defined in advance. Since the work overall  
operates within the context of Business processes , their existing 
standards will be init ially presented in this chapter.  
This chapter investigates how workflows relate to the business 
processes in terms of their effective representatio n and their related 
technologies that can be used for their effective monitoring . The 
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execution of a business process can lead to a production of a large 
volume of events and their relevant  temporal  inform ation . Therefore 
the current state in the time representation is bei ng investigated.  
Since monitoring involves temporal data the crucial  factor of 
Uncertainty in Temporal Data i s also discussed in an attempt to provide 
a solid workbench for the rest of the thesis.  The purpose of the current 
chapter is  to present the work conducted in the above fields and present 
their internal association on which the cu rrent res earch has been based.  
The research investigation in this thesis is highly related with the area 
of Artificial Intell igence using Case -based Reasoning (CBR). This 
chapter presents an overview of the area as well as  the related work in 
CBR with Business Processes. Finally CBR work conducted in the area 
of Workflow adaptation is presented in addition to the work on CBR 
applications on Workflows and Business Processes respectively.  
The rest of the chapter is organised as follows: Section 2.2 discusses  
business processes and their existing representation standards.  Section 
2.3 relates to the representation of business processes as workflows , 
the concept of workflow control  and its intell igent  management .  
Section 2.4 analyses how sequences of events could be represented in  
terms of a temporal t ime theory as well as which other theorie s exist in 
the area. Section 2.5 presents an overview of the CBR and its various 
application aspects in general systems, event -mining and the 
workflows. The concepts of uncertainty, adaptation and the temporal  
role in CBR are also discussed in the same section.  Finally section 2.6 
presents the conclusions of this chapter along with  a brief summary of 
its visited concepts .  
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2.2 Business Processes & Standards  
 
Business processes can be found in a wid e range of applications. Their 
operational spectrum is significantly wide including legal organisations 
(such as governments or non-governmental organisati ons), corporations 
(either of profit or not -for-profit ones ), international organisations, 
universities, partnerships and even companies of a rather small,  
medium, large and very large size.  
It  could be questioned whether business processes are tightly connected 
with processes, what is their actual interrelation or whether they have 
any connection overal l. An early definit ion that could possibly help 
goes back to 1776.  Adam Smith at his book Wealth of Nations first  
referred to what could be characteri sed as an ances tor of a process.  
That was actually one of the first definitions for an industrial process  
and is quoted below. At this point is worth mentioning that Smith gave 
the process definition in order to be able to expla in  a product chain 
process:  the pin factory product chain. "One ma n dr a ws out the wir e,  
a nother  str a ights it ,  a  thir d cuts it ,  a  four th points i t ,  a  fifth gr inds it  
a t the top for  r eceiving the hea d;  to ma ke the hea d r equir es two or  
thr ee distinct oper a tions;  to put it  on is a  peculia r  business, to whiten 
the pins is  a nother ;  it  is  even a  tr a de by i tself to put them into the 
pa per ;  a nd the impor ta nt business of ma king a  pin is, in this ma nner ,  
divided into a bout eighteen distinct  oper a tions, which, in some 
ma nufa ctor ies, a r e a ll per for med by distinct ha nds,  though in other s  
the sa me ma n will sometimes per for m two or  thr ee of them." [Smith,  
1910].The above definition gives relevance on how the process was 
identified even from a long time ago in terms of an industrial  
perspective.   
Business processes are related with the industrial processes, preserving 
a different perspective compared with  the above illustrative example. A 
%XVLQHVV SURFHVV FRXOG EH GHILQHG DV D ³ str uctur ed, mea sur ed set of 
a ctivities designed to pr oduce a  specific output for  a  pa r ticula r  
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customer  or  ma r ket ´ >'DYHQSRUW  @ $ SRVVLEO\ PRUH VLPSOLVW LF
definit ion can be found from Hammer & Champy (1993)  where a 
EXVLQHVV SURFHVV FDQ EH UHIHUUHG WR DV D ³ collection of a ctivities tha t 
ta kes one or  mor e kinds of input a nd cr ea tes a n output tha t is of va lue 
to the customer ´ 8VLQJ WKH ZRUG customer  in a definition for business 
processes could be inappropriate since  the meaning of  customer  is  
rather focused and indicates sales , something that  may mislead the 
reader. Business processes are widely usable and no t tightly connected 
to the term of customer . As a result  a more direct and generalised 
definit ion can be formulated. A Business Process could be regarded as 
³a  set  of pr a ctices per for med to a chieve a  given pur pose a nd sa tisfy a  
EXVLQHVVQHHG´[Phil lips,  2004].  
Business processes can be defined to serve a specific purpose that ha s 
to be run once. Alternatively they could illustrate  a business pattern 
that could be repeated eternally.  Organisations ha ve identified early 
the need for business process standardisation since  significant amounts 
of their resources and budget were spent on the fundamental stage of 
design. In many cases no matter how good the initial  design was it  had 
to be followed by a redesign of either the whole business process or 
parts of it .  The main reason for that  was due to the lack of standards in 
design which led to unavoidable misunderstandings and consequently 
to a whole series of glitches .  
Generally non-standard designs lead to a potential problematic system 
implementation . That successively can lead to insufficient maintenance 
of the on-going arrangements . The operational landscape can become 
even worse if a change has to be applied to an existing business model.  
A working business model which is subject to constant changes can 
have multiple interactions among actors.  The large numbers of actors 
and interact ions lead to higher levels of complexity. This complexity 
seldom allows the smooth operation of a model;  i t  is more possible to 
lead to successive faults. An eternal fault sequence unavoidably leads 
to a major redesign or overall restoration of the p rocess .  
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The standardisation of a business process offers the required guarantee 
for the development of large systems. Based on that  there is  no issue 
on where, when or how the various components are im plemented , since 
the final  product will comply with a set  of general ly accepted rules.  
These broadly accepted rules for tify the product, ensure its  integrity 
and can easily integrate it  into new operational components.  
Careful design based on a widely acceptable rule -set  and its  
correspondent procedures , allows collaboration amon g different 
vendors regardless of their software engineering to ols and 
methodologies . Moreover specialised vendors can get  involved within 
any development and/or design phase of a system. Standards offer the 
necessary sa nctua r y for clear system definition and  wide 
familiarisation . The enforcement of standards also helps systems to 
escape the curse of being black boxes and as a result one-use boxes.  
A set of standards IRU D EXVLQHVV SURFHVV VKRXOG FRYHU WKH ³ definition, 
or chestr a tion a nd chor eogr a phy of business pr ocesse s´>.DSHWDQDNLVHW 
al. , 2009a]. The need for standards is triggered from the need of a 
widely acceptable formalism in the representation o f business 
processes. Formal standards have been developed towards a more  
specific,  clear and widely acceptable business process. Their presence 
eradicates up to a certain extent the  hassle of dif ferent business 
process semantics,  different proprietary formats an d dissimilari ties  in  
run t ime representations [IBM, 2007]. Business processes attain  the 
necessary interoperabili ty via these globally accep ted rules and 
definit ions and can be used afterwards with relative ease across 
different industri al  vendors . Reasonably this can work effectively 
towards their benefit .  
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2.2.1 Business Process Representation 
 
Business Process Standards can ensure that once a business process is  
defined in one of their  universally acceptable notations, i t  can be 
transferred to a different system without informati on loss. An imposed 
standard can also ensure that additions, removals and alterations of the 
initial prototype will run in the same way across s ystems that support  
the addressed standard.  
Towards the broad standardisation of Business Processes, OASIS 
(Organization for the Advancement of Structured Inf ormation 
Standards) has proposed the WS-BPEL  [OASIS, 2007a] as ³a n 
execution la ngua ge to descr ibe the beha viour  of bus iness pr ocesses in  
a  sta nda r ds-ba sed envir onment ´ >IBM, 2007]. WS-BPEL or BPEL in 
short, describes the orchestration among business p rocesses and 
external actors via web services.   
BPEL enables the execution of web transactions in a wide environment 
of business processes . Transactions can be either within the processes  
or among the processes . The processes themselves can be either 
Executa ble or Abstr a ct [IBM, 2003]. Executa ble processes are meant to 
support behavioural  characteristics or interaction among business 
process actors whereas Abstr a ct  ones are meant to s upport  the business  
process descriptive characteristics . Abstr a ct proce sses may never come 
in action and this could be a reason why an abstract business process 
intentionally keeps its operational information hidden.  
The Web Services used in BPEL can be formulated in terms of the Web 
Services Definit ion Language (WSDL) [W3C, 2001].  Although Web 
Services face limitations such as the lack of state  persistence or 
message cohesion, BPEL manages to overcome these limitations by 
assigning the important roles to the persistent par ts of the 
infrastructure. These parts are the two edges o f th e established 
communication:  the actual business processes.  
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Since the BPEL standard does not deal with all the needs of 
representation in the world of Business Processes, several  proposed 
extensions have been derived. Most of them are based on BPEL in 
order to meet  the market needs.  BPEL4People [ IBM & SAP, 2005] is  
an extension to BPEL that covers the aspect of how people specifically 
interact and generally contribute to a business process ZKLOH L W¶s being 
executed. BPEL4People refers to scenarios [ IBM & SAP, 2005] where 
the focus is on the people involved while everything is built on top of 
the native BPEL language.  
Other extensions like BPELJ and WS-Business Activity deal with 
current limitations of the language and assist the Business Process  
engineers. BPELJ [IBM & BEA Systems, 2004] takes advantage of the 
power of Java programming language and BPEL at  the same time . WS-
Business Activity [OASIS, 2007b], an OASIS recognised standard, 
provides a coordination framework of how the involv ed long -running 
activities in a Business Process should collaborate.  
The Business Process Management Initiative (BPMI) and Object  
Management Group (OMG) provide another standard for  the effective 
representation of a Business Process called Business Process Modelling 
Notation (BPMN) [OMG, 2011]. BPMN allows Business Process 
Architects to define a Business Process to a high level and be able to 
dr ill -down to any sub level depending on the outcome they want to 
accomplish. BPMN operates like a bridge for the two vital components 
of modern systems, the design level and the IT operational level. Via 
BPMN it  is  possible to explain the key aspects of a Business Process 
not only in terms of definition but also in terms of its choreography 
and orchestration. BPMN, where used, ensures the consiste ncy across 
users who deal with the process in a variety of ways.  
XML Processes Definition Language (XPDL) [WfMC, 2008] is a 
standard produced from the Workflow Management Coal ition (WfMC) . 
XPDL deals with the elementary issue of archiving BPMN diagrams . 
XPDL provides a secure way in the form of a file format where BPMN-
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defined business processes can be initial ly archived and subsequently 
transferred among vendors. This alleviates the stre sses of possible  
process misinterpretations,  misuses and malfunctions.  Moreover it  
maintains cohesion among vendors with different responsibilities such 
as process  modelling, analysis and execution. Nowadays the exchange 
of Business Processes can be characterised as simpl ified due to the 
efficiency of the XPDL standard.  
As the literature shows the existing standards offe r a  precise way for 
business processes to be efficiently and indisputably defined, stored 
and transferred among vendors. The existence and en forcement of  
business process standards helps towards the eradic ati on of the 
consequent design and redesign efforts of the business processes. They 
also eliminate the confusion for different approaches in the notation of 
the same business process. The target for standardi sing and 
homogenising a business process has been a chieved.  
Standardisation of a business process via widely acceptable formats 
and notations provides a secure way for depicting, editing and 
following pre-defined procedures. This can cover th e primitive needs 
for the operations of business processes , their efficiency and following 
maintenance.  However, nowadays there is a tremendous number of 
executed operations coordinated via business processes  [World 
Economic Forum, 2011]. Although their structural ne eds and design 
topology are covered with the existing standards they seem inefficient  
in terms of monitoring. A reason for that is that t he monitoring takes 
place on the already executed business process sess ions, wh ich the 
current standards are not designed to cover ( they a r e r epr esenta tion 
sta nda r ds). Therefore it  is questionable whether they can be effective 
in terms of the upcoming and exponentially increasing monitoring 
needs.  
Current observations regarding the above, clearly s tate that a business 
process can be represented precise ly but not necessarily monitored with 
the existing standards . For the needs of the monitoring an appropriate 
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set of technologies and techniques has to be used. This set of imported 
technologies could probably be liaised with workflows since they can 
offer an in depth approach while the business process is being 
executed. Section 2.3 will investigate  the potential that workflows 
offer towards that direction.  
 
2.3 Business Processes as Workflows  
 
As shown in section 2.2.1 Business Processes can be represented 
efficiently in a globally acceptable format that can ensure data 
integrity across platforms. An imposed challenge af ter having a well -
represented business process, is to understand what  is its actual 
outcome while being executed. An indicative example of that is  
whether a human expert is  DEOH WR DQVZHU WKH TXHVWLRQV ³ Who?  Wha t?  
When?  In a  business pr ocess´ >9LUGHOO  @ ,  when the latter is being 
executed.  
The answer to question Who should be given by being able to indicate 
clearly the actors and the interfered components in  a business process.  
This relates to the involved human roles, available groups,  provided 
services, etc. Answers related to the above question should also be able 
to reveal the hierarchy among the components of the  business process.  
The answer to Wha t question should relate to  what actions can be 
performed by the business process participants . An answer should also 
list all available operations and transactions as well  as the level of 
authorisation that these actors have regarding the operati ons. A sub-
question inside Wha t could also be on whether the available types of 
actions are automated, manual or a combination of those.  
Finally,  the answer to When question should indicate:  
x when does a process sta rt  
x when does i t finish  
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x how could the indicated participan ts know when to perform 
x what is  the duration of a process  
x when can a task be characteri sed as completed, pending, failed ,  
etc.  
Workflows could be suggested as an effective a pproach to the above 
challenges.  Their default structure allows the separate defin ition of the 
business process (how) from the implementation of the actual  
enterprise system. This division allows possible workflow adaptation 
[Reichert & Dadam, 1998] when new business needs occur . In such 
occasions the workflows need to adapt in order to  be able to meet the 
on-going, changing business process requirements.   
A workflow representation seems convenient when dea ling with 
business processes.  Via the workflow an appropriate  model can be built 
to describe the process, whereas at the same time a l l operational 
aspects can be inspected thoroughly.  This can allow further process 
optimisation. The related actors, stakeholders and managers can be 
highlighted in this context in combination with their associated roles,  
tasks, dependencies and overall requirements.  
Mentzas et al. (2001) did an investigation on how the workflow 
technology can possibly assist in the business process management.  
Managers could use workflows in an attempt to reali se possible 
similarities of an investigated case compared with cases that happened 
in the past.  This approach could identify  differences in behaviour ,  
possible abnormality and at least a general behaviour pattern for an 
inspected process. Towards this direction process -o riented workflow 
management systems (WFMSs) [Geo rgakopoulos et al .,  1995; Leymann 
& Altenhuber, 1994] offer the necessary stability for the development 
of business applications since they depict the way in which a business 
process should be executed. Via Workflow management ,  Business 
Processes can have their workflows defined in terms  of role allocation , 
task coordination and execution .  This also offers  the opportunity for 
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(re) design and (re) implementation of their tasks to meet new needs 
and unanticipated changes.  
A key advantage while using workflows is the significant freedom that 
exists in terms of the operational perspectives. Workflows can offer a 
large variety of leveraged perspectives inside an operational 
environment.  This can be of significant advantage to the whole 
hierarchical ladder of involved actors in an organi sational context.  
 
2.3.1 Workflow Types 
 
Workflows can be distinguished in several types based on the type of 
their operational context. These types according to  Bates (1993) could 
be generalised in three categories: the P r oduction wor kflow, the 
Administr a tive wor kflow and the Ad hoc wor kflow. These categories 
derive from the nature of the  workflow application domain  and they are 
briefly outlined below.  
Production Workflows 
The P r oduction wor kflows relate to complex, heavy-s tructured 
applications, manufacturing product chains, bank process chains and 
product development life cycles [Bates,  1993].  A common pattern for 
these procedures is  that they are task -driven. The people who are 
allocated to certain tasks can communicate with the  next person in the 
product chain, seeking approval or continuing the f low of  the process.  
Since P r oduction wor kflows depict the current stage  of the production 
cycle, they can anticipate heavy customer interaction . As a result they 
may need constant revis ion in order to meet the on -going changing 
requirements.  
Administrative workflows 
Workflows that deal with the forms of a specific task could be 
characterised as Administr a tive wor kflows [Bates, 1993]. These are 
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usually simple tasks tha t contain certain sequential  steps, something 
like a checklist . These steps have to be conducted in a specific order,  
following a pre-specified protocol. An example of an Administr a tive 
wor kflow might be the process of data-backup in a company.  Details of 
the backup task could be that  it  has to take place at  1 .00am every 
night , it  should start with section A that has the most valuable 
information (e.g. payroll data) , followed by section B that  has the 
employees  working data, move on with backing-up transactions of 
non-importance, etc. The main purpose of those workflows is to 
automate a well -defined cycle of operations that is  quite simple and 
does require seldom modifications. Such workflows could be used for 
the automation, clearing and maintenance of indoor  operations of a 
company since they do not deal with external stakeholders such as  
customers or other companies.  
Ad hoc ±weakly structured workflows 
Finally Ad hoc wor kflows [Bates, 1993] present a di fferent approach to 
the workflows seen so far .  Ad hoc wor kflows reside at  the area that  the 
above categories do not. This category is related to repeti tive processes 
that do not necessarily include a structured proces s and pre-defined 
actors.  An example of the scope of Ad hoc workflows could be the 
compilation of a new document  such as a sales report, a project  
proposal,  a product evaluation report , etc. Such ta sks could require 
actors across a wide range of departments and deman d different skills . 
Their structure is  usually vague and in some cases it is hard to be 
identified.  
These workflows could be regarded wrongly as groupw are, the 
predecessor of workflows, where many users were all owed to share 
information among them. However, groupware did not have any 
intelligent diversion of activities and it was not l inked to a particul ar 
business process compared to the workflow.  
As seen from the above workflows can have different  types depending 
on their operational domain . Workflows can describe a process  
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thoroughly as well  as highlight the relevant  operat ional aspects.  Their 
advantages can be even more, offering leveraged perspectives to a 
business process,  allow different diagrammatic operational views, etc. 
The following section refers to them in more detail .  
 
2.3.2 Workflow Advantages 
 
Workflows lead to automation of processes allowing their stakeholders 
to interact among them in a more effective, product ive way. Workflows 
can define the necessary fi lter to discriminate among the productive 
and non-productive parts of a process. This can contribute significantly 
to areas such as the business process redesign and re -modelling 
depending on the current and/or any anticipated needs.  
The workflow technology can actively promote this by automating the 
flow of information. More specifically workflows:  
x ³7KH\ FDQ DXWRPDWH WKH IORZ RI LQIRUPD tion thr oughout the 
entir e enter pr ise.  
x They ca n integr a te individua ls,  their  r oles a nd functions.  
x They ca n ea sily be ta ilor ed to model the individua l ' s  wor k style 
a nd decision-ma king. User s only need to dea l with the ta sk a t  
ha nd.  
x They ca n for ma li se business pr ocedur es within your  system. They 
do this by pr oviding wor kflow tools tha t ma na ge these 
pr ocedur es. This mea ns you ca n contr ol a nd a udit your  business 
SURFHVVHVPRUHHIIHFWLYHO\´ [Bates, 1993]  
Workflows help in understanding how an enterprise works, identifying 
in parallel behavioural  patterns and repetitive tas ks. This results to  
better comparabili ty and can  represent efficiently the flow of actors in 
a process execution. This allows the detection of the non-productive 
activities  that afterwards can be eradicated.   
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Since in modern businesses everything is  about information, the 
workflow technology can provide the ability to bring the r ight 
infor ma tion a t the r ight time without spending valuable resources in 
harvesting it  manually.  
Since the executed processes lead to the generation  of events it  would 
not be wrong to say that workflows are event -driven . The tasks that 
take place within a certain system, triggered by the system users 
(actors),  could be regarded as events (if they are simple) or a series of 
events based on their complexity.  
While a system is operating, several tasks/events or series of events  
take place.  If this is within the context of a workflow, the next step of  
the process could be envisaged and the task could be forwarded to the 
right person in order to continue the flow and lead to the completion of 
the task. Since the workflow is aware of the procedure that  has to be 
followed there are fewer error margins.  A reason fo r that is that  the 
human factor is  absent from the definition of the process and there is  
no interaction with physical means ( objects that have to be transferred  
in order to move to the next task , letters that  have to be sent, etc .)  
 
2.3.3 Workflow Perspectives 
 
Based on the workflow advantages , as seen in section 2.3.1, companies 
and organisations are using them to increase their productivity  [Kueng, 
2000], ensure their procedure efficiency and preserve th e  quality of 
their services. Procedural efficiency in a company can be ensured by 
the constant satisfaction of the business requirements. In order for this  
to be accomplished i ts business procedures have to change along with 
the given requirements and/or the anticipated probl ems.  
Odgers et al. (1999) have identified three possible classes of problems 
that workflow systems may face. These are the Or ga nisa tiona l Issues,  
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the Reta in of contr ol whilst decentr a lising beha viour  and the Loa d 
Ba la ncing.  
Or ga nisa tiona l issues  within a business can relate to the hierarchical  
structure that  the business follows. This can be in  terms of the 
production chain, communication with internal or ex ternal stakeholders 
and the allocation of responsibilities.  Since these models differ from 
business to business there may be difficult ies  in exchanging product  
information, communicating with the organisation schemes of other 
companies (could be suppliers , customers or both) ,  pinpointing 
potential problems or anomalies, etc. Due to the high range of 
differences in organisation schemes it is hard to establish a wide ly 
applicable workflow model, automate it and efficiently monitor it .   
Workflows can run in several areas within one organ isation taking into 
account its unique characteristics like:  its contex t (e.g. operational 
domain), its procedures (e.g.  quality procedures), its topology (e.g. 
different departments and their location), etc .  Each workflow could 
have its own behaviour but the overall monitoring should be 
centralised. Monitoring can become problematic and insufficient due to 
the nature of the decentralisation (less control , l oose project  
management, limited visibility of the overall picture).  The need to 
overcome these problems seems essential .  
Workflows can define the way processes, actors and resourc es should 
cooperate within an operational context.  However, there is no 
indicator on how the workload is being distributed.  This results  to the 
so-called loa d ba la ncing problem. Processes can get overloaded due to 
internal or external factors , having as a result  th e creation of prolonged 
task queues . If  the queue exceeds a certain limit  i t  may result to even 
unprocessed-task returns to their originators  [Odge rs et  al .,  1999].  
The problem can be distinctive and hard to avoid in  areas where a 
workflow is deployed within more than one organisat ion. An example 
could be the workflow for the manufac WXULQJ RI DQ DLUFUDIW¶V  engine 
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where: The aircraft  company may design the actual  engine, send it for 
the components-assembly to a different one, outsource its  testing to a 
second one, assign the payments to a third, etc.  In such cases some 
parts of the workflow are regarded as external fact ors for the 
organisations, and therefore there can be limited c ontrol over them. 
This in terms of the loa d ba la nce problem can have as a consequence 
WKH ³IORZ RI WKH ZRUN QRW WR EH DEOH WR VKXW GRZQ´ [Odgers et al .,  
1999].   
Having workflows to control the procedures denotes that they may need 
to be adapted or change in order to meet the on -going business 
requirements as well as the potential  problems that may occur.  
Consequently a new need is being formulated, the need for intelligent 
workflow management. Via intelligent management  the flexibility of a 
workflow system is increased, allowing fast , prompt  responses to a 
constantly changing environment.  
 
2.3.4 Workflow management with Petri nets 
 
Towards the efficient definition, orchestration and  control of 
processes, significant work has been conducted with  frameworks based 
on Petri  nets [Van der Aalst , 1998]. Petri nets, invented by Carl  Adam 
Petri [Petri, 1962], have been  XVHG IRU WKH ³ the descr iption a nd 
a na lysis of concur r ent pr ocesses which a r ise in sys tems with ma ny 
components´ >6FKRODUSHGLD @  3HWUL QHWV DUH EHLQJ FRPSRVHG E\
states and transitions that refer to substances and  reactions 
accordingly.  An example of a petri net used to represen t a production 
net  can be seen in figure 2-1.  
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Figure 2-1: Example of a production net represented in terms of a petri net [Scholarpedia, 2008]. 
 
Another example of petri nets with relevance to the  workflow 
complexity that they are capable to depict  can be seen in figure 2-2.  
 
Figure 2-2: The central part of the switching mechanism of lambda phage and its hybrid functional Petri 
net (HFPN) description [CSML, 2010]. 
Petri nets have been used to model and analyse processes ac ross a wide 
range of applications like hardware, embedded and d istributed systems 
as well as the area of workflows. Van der Aalst  & Hee (2004) indicate 
several advantages of Petri  nets like their formal definition, graphical  
nature, expressiveness and  subjectivity to a variet y of analysis 
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techniques. Their advantages, along with  the fact that they are vendor 
independent , make them a powerful design language for the definit ion 
and representation of workflows.  
Petri nets deal with workflow processes in a det erministic way [Baldan 
et al .,  2005] . Workflow tasks, conditions and cases are being mapped 
as transitions, places and tokens respectively [Van der Aalst, 1998]. An 
example of how this is being conducted can be found within the context 
of a complaint workflow procedure mapping. The life  cycle of a 
complaint could be the following: First the complaint is being 
registered and a questionnaire is being given to the person that made 
the complaint  while the complaint  is being evaluated. If the 
questionnaire is being returned within a pre -defined amount of time the 
complaint questionnaire is being taken into account otherwise its result  
is being discarded. Based on the outcome of the parallel evaluation the 
complaint is being forwarded in combination with the outcome of the 
questionnaire. The final outcome of the complaint is being checked and 
finally the complaint  is being archived. Figure 2-3 shows the life cycle 
of the complaint depicted in terms of a Petri net.   
 
Figure 2-3: A Petri net for the processing of complaints [Van der Aalst, 1998]. 
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Petri nets can represent single cases as shown from the figure above . 
However,  they could even allow the representation of multiple cases 
within the same schema. This could lead to possible mixing o f different 
cases, a potentially undesirable outcome since it can lead to 
information loss . In order to deal with such cases Petri nets offer the 
possibility to represent abstraction with the use o f high level Petri  
nets. High level Petri nets contain nodes that contain extra information 
regarding the exact identity of them. Figure 2 -4 shows the 
representation of a high level Petri net.  
 
Figure 2-4: Tokens have a case identifier which allows for the separation of cases [Van der Aalst, 1998]. 
 
Petri nets used specifically for the modelling of isolated cases , or 
formally workflow process definitions ,  are referred  to as Workflow 
Nets (WF-nets). A Petri net can be referred as a wo rkflow net if i t  
PHHWV WZR UHTXLUHPHQWV ³F ir st of a l l,  a  WF -net ha s one input pla ce (i)  
a nd one output pla ce (o). A token in i cor r esponds to a  ca se which 
needs to be ha ndled, a  token in o cor r esponds to a  ca se which ha s been 
ha ndled. Secondly, in a  WF -net ther e a r e no da ngling ta sks a nd/or  
conditions. Ever y ta sk (tr a nsition) a nd condition (pla ce) should 
contr ibute to the pr ocessing of ca ses.  Ther efor e,  e ver y tr a nsit ion t  
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(pla ce p) should be loca ted on a  pa th fr om pla ce i  to pla ce o ´>9DQGHU
Aalst, 1998] .  
Given characteristics like expressiveness and forma lism can be used in 
workflow management systems in the form of high -level petri nets or 
colour petri nets. Several tools have used them tow ards this direction 
like Design/CPN [University of Aarhus, 2006] and ExSpect [EUT/D&T 
Bakkenist, 2000]. These tools , based on their foundation, can work 
along with the pre-specified algorithm that the pet ri  net  follows.  
However,  several limitations exist where:  
x patterns involve several  instances,  
x there are advanced synchronisation patterns  
x there are cancelation patterns [Van der Aalst & Hoefstede, 
2002].  
Yet Another Workflow Language (YAWL) has been suggested as a 
more advanced high level petri  net approach in orde r to overcome the 
previous limitations. YAWL supports a broader range  of processes 
which traditional workflow management systems cover. However, still  
the foundation of this approach refers to an algori thm -structured 
foundation that a petri net provides. If  this approach was to be applied 
to a monitoring system the system should be able to go beyond its  
substance algorithmic boundaries.  
Although Petri nets seem a solid and promising approach towards the 
effective representation of workflows there is a me ntionable drawback 
when used for the monitoring of business processes.  More specifically 
if the undergoing process  includes elements of uncertainty,  unclear 
temporal relationships and vague knowledge regardin g the process 
stages, the intelligent monitoring of a workflow seems beyond the 
context of Petri nets  as stated above. 
  
Part I: The Research Problem                                                         Chapter 2 Literature Review 
 
 
34 
 
2.3.5 Intelligent Workflow Management 
 
While the scale and complexity of business processes rises ,  the need 
for their effective management  is being formulated.  Workflows can be 
used to describe the different aspects of a process , automate it up to a 
certain extent and allow the involved stakeholders to interact  in a more 
proficient  way. However, due to the complexity of processes ,  workflow 
management is needed in order to deal with the  exis ting uncertainty,  
the present risks in business operations and other unanticipated 
situations.  
In order to have effective workflow management  cert ain cri teria should 
be fulfilled: the management  should be resilient  enough to changes,  
follow the dynamics of the operational environment and be effortlessly 
subject to active or passive monitoring. Traditional workflo w 
monitoring faces limitations since i t is restricted  to sets of hard -coded 
rules.  These rules are  attached to certain event pa tterns that do not 
necessari ly depict the on-going changes of a vigorous environment. An 
example could be the rectification of a process that  operates in a 
humble way by reassigning roles,  changing prioritie s and/or 
redistributing the workload [Stark & Lachal,  1995].  Another example 
can be seen within workflows with the present association of ta sks and 
cer ta in r oles rather than ta sks and individua l  pa r t icipa nts  [Stark & 
Lachal,  1995]. In this way the workflow decides who is responsible for 
a certain task based on his / her role, rather than  taking into account 
any (possibly disruptive) present conditions of the participant (illness,  
provisional  absence, etc.). As a result coll isions and possible dea dlocks 
may occur within the process.  
Based on the current limitations posed by the tradi tional workflow 
monitoring systems, a more effective and intell igent way of monitoring 
workflows should be articulated. Monitoring should be flexible enough 
to follow the changes of the workflow environment, autonomous in 
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terms of learning and collaborative with both the operational 
environment and its surrounding systems .  
 
2.3.5.1 Architecture Technologies 
 
Several technologies that pertain to the efficient management of 
workflows can be seen in the literature such as the  object-or iented 
wor kflow ma na gement systems and the intell igent a gents. This section 
will discuss on the above dist inct technologies as well as several others 
which are up to a certain extent  relevant to them, such as the OMG 
wor kflow fa cility, the CORBA and the WIBOs.  
Object-or iented wor kflow ma na gement systems  offer a  customised way 
for users who come across them , since they model the workflow 
aspects in a granular (object) basis. Therefore users with no excessive 
knowledge can understand the concept behind a system in a natural 
way. Developers can also find familiar this approach since they are 
able to work and apply acquainted entities like those of polymor phism, 
inher ita nce and enca psula tion, common in object-oriented languages.  
Development of an object-oriented workflow management system can 
be structured and subject to rapid changes without major alterations .  
Its object-oriented architecture significantly subs idises to that . The 
TriGSflow system [Kappel et al. ,  1995] is an example of object-
oriented workflow management architecture. TriGSflo w consists of an 
object-oriented database system that uses rules, ob jects and roles to 
facili tate a business process model. The system contains a rule -based 
model and supports object  evolution in terms of roles.  In that way the 
³flexible modelling a nd ena ctment of business pr ocesses is  suppor ted, 
a llowing cha nges even dur ing wor kflow execution ´ >Fakas & 
Karakostas, 1999].  
Object-or iented approaches seem convenient in terms  of 
implementation and usabili ty.  However, they do not present the 
necessary robustness  when dealing with workflow execution problems. 
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A reason for that is that i ts major focus is  on the  implementation, 
deployment and structural maintenance . However, pre requisite for 
those is the fact  that the operational domain will  not change 
significantly.  If a change or a sequence of changes occurs the system 
has to be re-engineered and revalidated.  
Workflow Intelligent Business Objects (WIBOs) [Fakas & Karakostas,  
1999] is another workflow management architecture which is based on 
the intell igence, autonomy and collaboration among workflows. WIBO 
architecture resides within the family of objec t-or iented workflow 
management . However, it  has several extensions in order to overcome 
the main limitation of the object -oriented approach . Since they are 
objects they contain several  generic characteristics which are 
afterwards specialised through restri cting or enhan cing their behaviour.  
The objects collaborate among them in order to enhance their 
efficiency and their mighty learning potential . F inally WIBOs 
incorporate a peer- to-peer approach in order to maximise their 
autonomous character by acting both as clients and servers while 
exchanging messages. Their hierarchy is shown in figure 2-5 below. 
 
Figure 2-5³7KH:,%2KLHUDUFK\´>)DNDV	.DUDNRVWDV@ 
 
OMG (Object Management Group) workflow facili ty contains a range 
of interfaces and appropriate semantics for the execution control,  
monitoring and interoperability of workflows. The i nterfaces can be 
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defined separate ly IRU HDFK ZRUNIORZ DQG ³ include their  r ela tionships 
a nd dependencies with r equester s, a ssignments, a nd r eso ur ces´ >20*
2000].  
A different architecture which is based on CORBA has also been 
proposed for workflow management systems. Its key a im was to allow 
management exchange of data between models (interworking) and the 
effective communication among Object Request Brokers (ORBs).  The 
SURGXFWV RI WKH DERYH DUFKLWHFWXUH KDYH D PDLQ XQLW RI DQ 25% ³ which 
ena bles objects to tr a nspa r ently ma ke a nd r eceive r equests a nd 
r esponses in a  distr ibuted envir onment ´ >7KH 2SHQ *URXS @ 7KH
products could also provide obj ect services for the ir applications that 
could potentially VKDUH  7KHVH VHUYLFHV FRXOG ³suppor t ba sic functions 
for  using a nd implementing objects, a s well a s common fa cil ities ´ >7KH
Open Group, 1999]. The range of the CORBA architecture is quite wide 
from full centralisation to full distribution. CORBA although powerful 
in terms of the provided functionality has stat ed several problems in 
terms of the persistence of objects [Silva Filho et al. ,  1999]. As a 
result the standard CORBA references could take a very long time in 
terms of the development and release phases.  
Intelligent a gents  on the other hand offer a more revolutionary 
approach to the problem. Agents are software -based computer systems 
which as Wang et  al. (2005) denote they have the following 
characteristics:  
x Autonomy (they can operate without human coordination or 
intervention)  
x Social Ability (they can communicate with other systems, 
agents)  
x Reactivity (agents can respond to changes that occur within their 
operational context)  
x Pro-activity (they could take init iative within their environment 
and behave according to their pre -specified behaviour) 
[Wooldridge, 2009]  
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Agents are instructed to perform certain tasks with in a specific 
environment for which they have some sort of  knowledge. They have 
specific capabilities and a pre-given att itude (behaviour) towards their 
goals. In order to achieve their goals they have to  use their knowledge, 
generate a solution plan and then execute the plan [Wang et al.,  2005].   
Agents can collaborate with other agents  within the  context of a multi -
agent environment in order to overcome the limitati ons posed as single 
units and achieve higher goals.  
Referring to the workflow limitations , as stated in  section 2.3.5, the 
usage of intelligent agents could be of benefit [Je nnings et al.,  2000; 
2¶%ULHQ 	 :LHJDQG @ $JHQWV FRXOG EH XVHG WRZDUGV WKH
decentralisation of the workflow control , reactivit y,  efficient resource 
management, easy interaction and firm decision making. The literature 
can show several examples where the agent technology has been 
integrated with workflows in order to assist the ef ficient management  
of business processes. The Agent -based Process Management System 
$306 DUFKLWHFWXUH >2¶%ULHQ 	 :LHJDQG @ LV RQH H[DPSOH RI
applied agent technology which has been used to extend the intell igent 
management of workflows.  APMS has been used in the projects of 
$'(37 DQG %HD7 >2¶%ULHQ 	 :LHJDQG @ XVLQJ PXOWLSOH
autonomous agents in order to achieve the automation of the process  
resources, the decentrali sation of organisational s tructures and the 
adaptation to environment changes. The adoption of APMS from 
organisations, although promising, was accompanied by a significant 
cost . Agent Enhanced Workflow (AEW) proposed by J udge et a l .  
(1998) combined a laye U RI DJHQWV ³given r esponsibility for  the 
pr ovisioning pha se of business pr ocess ma na gement, whilst the 
under lying wor kflow system ha ndles pr ocess ena ctment ´ >2GJHUV HW DO  
1999].  Mainly AEW worked as an interface between workflow systems 
and other software tools for the needs of their mon itoring and control.  
Another example of using multi -agent system within the context of E -
Commerce was presented by Chen et a l . (2000). The unique 
Part I: The Research Problem                                                         Chapter 2 Literature Review 
 
 
39 
 
characteristic of that  system was that its  multiple  agents were able to 
change their behaviour dynamically based on the operational domain.  
Intelligent agents can be used in a very diverse range of cases. An 
important advantage they offer is their possible combination in order to  
be able to solve different problems. Such combinat ion can result to 
complicated working units as well as architectures.  Figures 2-6 and 2-7 
below show two examples of an intelligent agent and architecture of 
multi-agents respectively.   
 
Figure 2-6: Structure of an intelligent agent [Wang et al., 2005]. 
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Figure 2-7: Architecture of an intelligent multi-agent system [Wang et al., 2005]. 
  
Intelligent agents  can be flexible over a wide range of applications and 
be a solution to different problems. However, this approach is not 
followed in this thesis since they pose disadvantages regarding the 
security of an investigated system, the lack of standards in terms of 
their communication and the extensive work that is  required for the ir 
training and subsequent  impURYHPHQWRIWKHLU³LQWHOO LJHQFH´  
  
2.3.5.2 Challenges 
 
The challenges in intelligent workflow management as stated by 
Odgers et  al. (1999) could be summarised as the dynamic process 
creation, user centred workflow and the knowledge m anagement tools 
for process management. Starting from the dynamic p rocess creation , 
the complexity of the modern customer demands dicta te for dynamic 
business process. These processes  should be able to  adapt and be 
personalised successfully to the needs of the current m arket.  
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Workflows should be user-centred and disassociated from their current 
role which is usually restricted to work load alloca tion and performance 
measurement.  The workflow actors of each organisati on should be 
taken into account while imposing a workflow manage ment in order for 
it  to be acceptable,  usable and sustainable.  
Finally each organisation should be able to learn and improve from its  
own procedures and processes. The meaningful interp retation of the 
captured data as well  as the information distillation  (in order to be able 
to extract valuable knowledge) consti tute an on-going need while 
managing the workflows of an organisation . Proactive knowledge 
management tools are required in order to achieve a n effective process 
management .  
 
2.4 Temporal Logic 
 
For the effective monitoring of workflows, their ex ecution traces or the 
active execution instances need to be examined. Usually workflow 
operations leave traces in the form of a timed event sequence. These 
sequences are often being stored in an accessible re gion and they could 
be analysed afterwards for security purposes,  foren sic invest igations,  
auditing surveys , etc. After a certain elapsed time span these event 
sequences are gett ing archived.  
Traces from workflow executions could be used either at l ive mod e, 
which indicates a real -time usage of the generated data or at post  
inspected mode. The latter indicates  that  all the operations have taken 
place; data were produced and processed afterwards.  These traces seem 
a valuable source for the reconstruction of the workflow execution path 
within the scope of a business process investigation. As a result an 
appropriate time theory is being required that can represent events with 
the necessary precision. Meanwhile the representation of events along 
with their related temporal relationships is an ess ential requirement.  
Having the data along with  their temporal  information formulates a new 
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requirement: the need for pattern discovery identif ication within their 
temporal repositories. Pattern discovery is of high  import ance since it  
can indicate the patterns that can present either a  problematic or a 
healthy state of a workflow execution respectively.  
The analysis of the temporal information can be of significant  
importance in domains where the diagnosis is prominent.  Th is could be 
in areas that deal with behaviour analysis, web navigation, network 
monitoring, financial transaction monitoring, fraud  prevention and 
diagnosis,  etc.  Generally the temporal analysis is imperative towards 
the understanding of cognitive processes that include human 
interaction.  One approach that seems similar to the  knowledge 
discovery from workflow traces is the knowledge min ing from 
interaction traces, since it  aims to extract patterns from a temporal  
repository. Knowledge mining from interacti on traces is  discussed 
further in the following section.  
 
2.4.1 Knowledge Mining from Interaction Traces 
 
The knowledge extraction from a temporal repository can be a high ly 
important task in pursu it of the accurate information retention. The 
processes that incorporate human resources are heavily reliant on such 
information since at  certain cases it is  the only way to track, inspect 
and improve a variety of processes . As a result  the  efficient processing 
of any available temporal information is a concept that attracts 
significant attention.  
The analytical approach of the temporal information  in a particular 
domain follows a series of steps. While conducting analysis the focus 
is on mining interesting patterns from the available behavioural  
knowledge. As a fi rst step towards the mining of pa tterns, the available 
information should be gathered from the inspected domain [Fisher & 
Sanderson, 1996]. In areas where the interaction among users and their 
application area is  being recorded, the constitution of the des ired 
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temporal repository can be a plausibly simple task .  However, this is  
not the case in areas that actions may occur outside the context of the 
system.  
Existing literature shows several pieces of work on  the knowledge 
discovery from interaction traces [ Fisher & Sanders on, 1996; Hilbert & 
Redmiles 2000]. Work on interaction traces has been conducted with 
the focus on extracting knowledge from human activi ties , a process 
that has similarities with the knowledge extraction from workflow 
traces. However, there is a difference among them in terms of the 
quality of the traces as well as the operational domain of interaction 
traces. An indicative example could be the interact ion among car 
drivers,  something that  was actually used from the Fisher & Sanderson 
(1996) for the knowledge mining.  
The conducted analysis was focused on the extraction of behavioural  
interaction patterns by using SPARQL [Prud'hommeaux & Seaborne, 
2008] request language. SPARQL can be used to query data represented 
in RDF format.  Results ex tracted from SPARQL queries were able to 
be compacted enough in order to formulate a new piece of a rather 
abstract but formal description. The acquisition of  a new formal 
description establishes a new piece of knowledge that could be added 
to the knowledge repository. Towards that direction  ABSTRACT 
[Georgeon, Mille & Bellet , 2006] has been developed, a knowledge 
discovery tool that can calculate the existence of interaction instances .  
However,  these calculations do not indicate a clear pattern discovery.  
In the area of knowledge discovery, work has been conducted by 
introducing trace mining techniques  towards the enhancement of tools 
like ABSTRACT. These mining techniques include algorithms that can 
iteratively be used to assist the requests of analysts . Mining techniques 
used on traces have been described thoroughly by Cram et al . (2008) . 
Cram et al.  have conducted a  significant amount of work on knowledge 
discovery at real time, based on interaction traces  [Cram, Mathern & 
Mille, 2011]. The above mentioned research work has  been focused in 
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the constitution of a framework that attempts to discover patterns 
among chronicles [Dousson, Gaborit & Ghallab , 1993] (The ter m 
³chr onicles´  ca n r efer  to a ny time ser ies of or der ed events ) .  
 
2.4.2 General Time Theory 
 
While business processes are being executed several  events take place  
in the form of a sequential series . The time among them and their 
sequential order is  of high importance.  More specif ically i t is  
considerably significant :  
x whether an event A had happened before, after or at  the same 
time as an event B 
x whether there was any interference among them or wi th other 
events  
x whether their duration is known or not.   
An example that indicates the significance of the sequence of events 
can be borrowed from legal reasoning. Usually in le gal case 
proceedings several witnesses are summoned to testi fy in court . The 
sequence of events as described from each witness, their relationship 
with other events and their actual duration  of the intervals between 
events , can be of crit ical importance to prove or disprove some facts in 
the legal case .  
In order to be able to represent the time in cases like the above, along 
with other natural phenomena and activities several  theories have been 
developed. The literature can show three distinct choices [McDermott ,  
1982; van Benthem, 1983; Allen & Hayes, 1989, Berndt & Clifford, 1996; Ma, 
2007] which they differentiate in terms of their selected  primitive time 
unit.  Their inspected time elements, which essentially define the whole 
theory,  can be distinguished into points that  represent a certain 
snapshot in t ime, intervals that represent specific  time duration and a 
combination of both the above.   
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A brief example of a time representation with point s could be the 
spa ceship la unch which is supposed to take place a t 15.36.30 EST.  An 
example with intervals could be the announcement some time 
afterwards that the spa ceship ha s successfully r ea ched the upper  levels 
of the a tmospher e, 1.5 hour s a fter  its successful l a unch .  
 
2.4.2.1 Point-based Systems 
 
The point-based systems, as their name indicates, are being represented 
DV DQ RUGHUHG VHW RI SRLQWV 3  3 UHSUHVHQWV D VHW RI SRLQWV DQG 
indicates a relation that  orders the set  part ial ly or totally.  In systems 
where the time representation is via a point-based system, intervals  are 
being represented either with sets of points [McDermott , 1982; van 
Benthem, 1983] or with pairs of points [Bruce, 1972; Shoham, 1987; 
Halpern & Shoham, 1991; Ladkin, 1992] that  follow a specific order.  
A problem that derives when defining intervals as  objects, as several  
researchers have indicated is the so±called Dividing Instant Problem 
[van Benthem, 1983; Allen & Hayes,  1989; Vila,  1994; Ma & Knight,  
2003].  The Dividing Instant Problem derives when t rying to represent 
a boundary point that is in be tween of two successive intervals. An 
example given by van Benthem (1983) describes the problem in an 
illustrative way:  
A fir e tha t  ha d been bur ning wa s la ter  bur nt out.  
Upon the above statement two states can be defined:  
The fir e wa s bur ning and The fir e wa s not bur ning which respectively 
hold true throughout two successive point intervals . The intervals can  
be defined based on the definit ion of point -based systems as < p1 ,  p > 
and < p, p2  >. Based on the previous interval representation the system 
is called to answer to the following question: Wa s the fir e bur ning or  
not bur ning a t point p?  (Question  1) 
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This, if referred to the open/closed nature of the point -based intervals, 
it  can be reformulated as to which set between <  p 1 ,  p > and < p,  p2  > is 
open/closed at the investigated point p. The possible cases in this 
situation are the following:  
³(a ) The fir e wa s bur ning r a ther  tha n not bur ning a t  p;  
(b) The fir e wa s not bur ning r a ther  tha n bur ning a t  p;  
(c) The fir e wa s both bur ning a nd not bur ning a t p;  
(d) The fir e wa s neither  bur ning nor  wa s it not bur ni ng a t p. ´ >0D
2007] 
From the above assumptions,  options c  and d violate the La ws of 
Contr a diction a nd Excluded Thir d  mentioned by van Benthem (1983) ,  
therefore they are ignored. However, choices a,  b  remain without  
providing enough reasoning as to which is true as an answer to the 
Question  1  above. As a result since there is a margin for case 
misclassification and possible confusion , the approach of point -based 
systems has been characterised as indefensibl e and unsatisfactory [van 
Benthem, 1983; Vila, 1994; Ma, 2007].  
Strictly speaking point -based cannot depict time elements in a 
changing environment that deals with uncertainty since a lot of 
chronological information remains unknown. These can be syste ms in 
real l ife where the start /end of a time event is roughly known or 
completely undefined. An example could be something like J ohn ha d a  
coffee br ea k with Stef befor e Ga br iela  coming in or  Dur ing the 
mor ning ther e wa s a  power  outa ge tha t  la sted for  two hour s, etc.  
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2.4.2.2 Interval-based Systems 
 
Time intervals were suggested as an alternative app roach to the point-
based systems. An important detail ,  present in both point -based and 
interval-based systems, is  that  points and intervals constitute the most  
granular elements of a system respectively. Time in tervals seem a more 
descriptive way in representing t ime scenes from th e real  life like 
examples of J ohn wa s pla ying his guita r  the whole a fter noon .   
If  intervals are being taken as primitive temporal units,  points in time 
FDQ EH UHSUHVHQWHG DV ³ma xima l nest of inter va ls tha t sha r e a  common 
inter section´ >0D @ $OWHUQDWLYHO\ WKH\ FDQ EH UHSUHVHQWHG DV 
meeting pla ces of intervals [Allen & Hayes, 1989, Berndt & Clifford, 
1996].  
Allen has proposed his temporal theory [Allen, 1984 ; Allen & Hayes,  
1989] based on the interval -based approach. Since intervals are the 
primitive entities Allen used several temporal rela tions to define the 
relationships among them. These relations were thir teen in number and 
were the µ$IWHU¶ µ%HIRUH¶ µ&RQWDLQV¶ µ'XULQJ¶ µ(TXDO¶ µ)LQLVKHG -E\¶
 µ)LQLVKHV¶ µ0HHWV¶ µ0HW -E\¶  µ2YHUODSSHG -E\¶ µ2YHUODSV¶   µ6WDUWV¶  
and µ6WDUWV-E\¶ .   
By introducing the above approach Allen managed to overcome the 
difficulties stated by the Dividing Instant Problem. The reason for that  
is that in the Interval-based approach there is no need to classify points 
in terms of whether they belong or not to a certain  interval.  According 
to Allen points in time are fading , since there are  not entit ies where 
things happen or are true . Therefore they were excl uded from the 
temporal ontology overall .  
Such an approach although having advantages, it  seems inappropriate 
to systems that face continuous change [Galton, 1990]. On top of that  
there is  no negation that  certain events take place unexpectedly,  
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literally at no time. Therefore it  necessary to hav e time points which 
should be used for temporal  reference.  
Ma & Knight (2003) give an il lustrative example of the interval -based 
theory limitations:  
A ba ll wa s thr own into the a ir  fr om the ea st to the  west .  
Following the route of the ball there are certain m oments where it  is  
hard to define its  position in terms of an interval . The moment that the 
ball was at the east and just below its apex is one of them, which was 
immediately followed by the state that the ball was at its apex. That 
particular moment was immediately followed by the s tate that the ball 
was at the west side and just below its apex.  
The point which the ball  was at its apex, although trivial in terms of  
time duration, is an example that should be represented as a point of 
zero duration, rather than an interval or moment [A llen & Hayes,  
1989]. That specific moment was actually the only one during the 
EDOO¶VRUELW WKDWLWVVSHHGEHFDPH]HUR  
Interval-based time theory seems sufficient for a number of temporal  
representations but as Galton (1990) indicated it faces some 
weaknesses in terms of clarity in semantics and completeness.   
 
2.4.2.3 Point & Interval based systems 
 
Points-based t ime theory and interva l-based time theory deal  
successfully with some aspects of the temporal representation but they 
both fail to represent successfully the whole range  of temporal aspects.  
Ma & Knight (1994) proposed a general time theory where both points 
and intervals are being considered as temporal prim itives. General time 
theory regards interval -based and point-based time primitives as equal. 
As a result points are not defined as limits of intervals and 
equivalently intervals do not consist of points.  
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Another characterist ic of the general time theory i s that it  reduces the 
number of the 13 time relations defined by Allen & Hayes (1989) to 
just one: the Meets relationship. The general time theory takes both 
points and intervals as primitive  and consists of sequences of triads.  
Any triad contains:  
 a time element (T) which is a non-empty set of time elements;  
 a Meets  relationship among T and other elements which is a  binary 
order relation over T;  
 a duration (Dur) which is represented as a non-negative number and 
is a function from T to R 0 + ,  the set of non-negative real numbers.  
A time element t is  called an interval if Dur ( t) > 0;  otherwise t  is 
called a point .  
The basic axioms concerning any triad (T, Meets, Dur) are stated 
below: 
 A1 .  ׊t1 ,  t2 ,  t3 ,  t4  (Meets (t1 ,  t2)   Meets (t1 ,  t3)   Meets (t4 ,  t2) ֜ 
Meets (t4 ,  t3)) 
Axiom A1  LQGLFDWHV WKDW  LI  ³a  time element meets two other  time 
elements, then a ny time element tha t meets one of these two must a lso 
meet the other . This a xiom is a ctua lly ba sed on the intuition tha t the 
³SODFH´ZKHUH WZR WLPHHOHPHQWVPHHW LV XQLTXHDQGFORVHO\DVVRFLDWHG
with the time elements´>0D@  
A2 .  ׊ t  ׌ t1 ,  t2  (Meets(t1 ,  t)   Meets(t , t2)) 
³Tha t is,  ea ch time element ha s a t lea st one immedia te pr edecessor ,  a s 
well a s a t lea st one immedia te successor ´>0D@  
A3 .׊t1 ,  t2 ,  t3 ,  t4  (Meets (t1 ,  t2)   Meets (t3 ,  t4) ֜ 
Meets (t1 ,  t4) ׏׌t '(Meets (t1 ,  t ')   Meets (t ',  t4)) ׏׌t ' '  (Meets (t3 ,  t ' ')    
Meets (t ' ' ,  t2))) 
where ׏ VWDQGVIRU³H[FOXVLYH25´  
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³7KDW LV DQ\ WZR PHHWLQJ SODFHV DUH HLWKHU LGHQWLFDO RU WKHUH LV DW
lea st a  time element sta nding between the two meeting pla ces if they 
a r e not ident LFDO´  [Ma, 2007].  
 
A4 .׊ t1 ,  t2 ,  t3 ,  t4  (Meets (t3 ,  t1)   Meets (t1 ,  t4)   Meets (t3 ,  t2)   Meets 
(t2 ,  t4)) ֜ t1  = t2) 
Axiom 4 indicates that the time element between any two meeting 
places is unique.  
A5 .׊t1 ,  t2  (Meets (t1 ,  t2) ֜ Dur (t1) > 0   Dur (t2) > 0)  
Axiom 5 indicates that time elements with zero duration cannot meet 
each other.  
A6.׊t1, t2 (Meets (t1, t2) ֜ Dur (t1   t2) = Dur (t1) + Dur (t2)) 
³7KDW LV WKH ³RUGHUHG XQLRQ´ RSHUDWLRQ RYHU WLPH HOHPHQWV LV 
consistent wi WK WKH FRQYHQWLRQDO ³DGGLWLRQ´ RSHUDWLRQ RYHU WKH
GXUDWLRQDVVLJQPHQWIXQFWLRQL H³'XU´ ´>0D@  
For the general time theory T introduced above, the  following two 
assumptions are made from real  number theory:  
Assumption 1   ³The set of r ea l number s is tota lly or der ed by the l ess -
tha n-or -equa l- WR UHODWLRQ µ¶ ZKHUH µ!¶ LV WKH ³ELJJHU WKDQ´ UHODWLRQ
WKDWLVQRWµ¶´>0D@  
Assumption 2    ³ µ¶ LV WKH FRQYHQWLRQDO DGGLWLRQ RSHUDWRU RYHU QRQ -
nega tive) r ea l number s ´>0D@  
5HJDUGLQJ WLPH UHODWLRQV  DOO $OOHQ¶V WHPSRUDO  U elations can be reduced 
WR WKH µ0HHWV¶ RQH 7KLV UHGXFWLRQ LV EHLQJ VKRZQ LQ WKH IROORZLQJ
statements:  
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1. Equal (t1, t2) ֞׌t¶, t¶¶ (Meets (t¶, t1)  Meets (t¶, t2)  Meets (t1, t¶¶)  Meets (t2, 
t¶¶)) 
2. Before (t1, t2) ֞׌t (Meets (t1, t)  Meets (t, t2)) 
3. Overlaps (t1, t2) ֞׌t, t3, t4 (t1 = t3   t  t2 = t   t4) 
4. Starts (t1, t2) ֞׌t (t2 = t1   t) 
5. During (t1, t2) ֞׌t3, t4 (t2 = t3   t1   t4) 
6. Finishes (t1, t2) ֞׌t (t2 = t   t1) 
7. After (t1, t2) ֞ Before (t2, t1) 
8. Overlapped-by (t1, t2) ֞ Overlaps (t2, t1) 
9. Started-by (t1, t2) ֞ Starts (t2, t1) 
10. Contains (t1, t2) ֞ During (t2, t1) 
11. Finished-by (t1, t2) ֞ Finishes (t2, t1) 
12. Met-by (t1, t2) ֞ Meets (t2, t1)  
The completeness of the 13 possible exclusive order relations (the 12 
VWDWHG DERYH SOXV WKH µMeets¶ UHODWLRQ EHWZHHQ DQ\ WZR WLPH HOHPHQWV
can be simply characterised by a single axiom as  below: ׊t1 ,  t2  (Equal(t1 ,  t2)   Before(t1 ,  t2)   After(t 1 ,  t2)   Meets(t1 ,  t2)   
Met-by(t1 ,  t2)   Overlaps (t 1 ,  t2)   Overlapped-by (t1 ,  t2)   Starts (t 1 ,  
t2)   Started-by (t1 ,  t2)   During (t1 ,  t2)   Contains (t1 ,  t2)   Finishes 
(t1 ,  t2)   Finished-by (t1 ,  t2))  
Also the exclusiveness of these 13 order relations needs to be 
characterised by 78 axioms of the following form:  
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׊t1, t2 ( ǨRelation1 (t1,  t2)   !Relation2(t1, t2))  
where Relation1 and Relation2 are two distinct relations from the 
above 13 relations.  
 
2.4.3 Temporal Logic on Workflows 
 
When business processes are being executed, several  events take place 
which can be represented in terms of a workflow. Recent work in the 
area has provided a logical foundation to define the events deriving 
within the execut ion of a workflow in terms of thei r temporal  
correlation.  
Petridis, Ma & Knight (2011) have provided a firm foundation for 
business process modelling based on the points & intervals general 
time theory [Ma & Knight, 1994]. Within this representation approa ch 
the basic workflow entit ies: actions, events and processes are reduced 
to actions and events. The basic aspects of this representation are 
stated below. 
$Q DFWLRQ KDV WZR IROGV ³1) a n a ction na me tha t identifies a  cer ta in 
type of a ction;  a nd 2) a n a ction insta nce tha t r efer s to a n a ctua l 
distinct per for ma nce of the a ction a t a  pa r ticula r  time ´>3HWULGLV0D	
Knight,  2011]. Action names describe a certain type of non -
instantaneous activity e.g. pla y ba sketba ll , dr ive a  ca r , etc. A provided 
type of action can take place once, more than once over time, or may 
not take place at  all .   
Action instances are pairs consist ing of an action (a) and a time 
moment (t). Action instances could be represented in s hort form as a i s .  
For their formalisation it can be writ ten that a i =  (Na me (a i), Time 
(a i)) where Na me is a function from a set of action instances ( AI) to a 
set of actions names A. Time is a function from the set of AI to the set 
of t ime moments M. Action instances are distinct  and in order to denote 
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that  an action instance takes place over a time moment t the temporal  
proposit ion P er for ms can be used from reified tempo ral logic [Allen, 
1984; Ma & Knight, 2001] e.g. P er for ms (a i,  t) .  
Following the terminology of action and action-instance above the 
definit ions of event and event-instance can be introduced. An event 
name is an identifier that can refer to a certain t ype o f instantaneous 
activity,  e.g.  sta r t a  ga me, switch the engine on , etc.  The set of events 
can be referred to as E and the events can be denoted  as e1 ,  e2 ,  e3 . . .  etc.  
Events like actions can take place once, more than once, or not at all.   
Event instances as action instances can be represen ted as a pair of an 
event name and a time point e.g. ( e, p) where e אE and p א ܲǤEvent  
instances can be represented as ei1 ,  ei2 . . .  etc. The set of event instances 
can be represented as EI. Each event instance can be written as ei =  
(Na me (ei), Time (ei)),  where Na me is a function from the set of event 
instances EI to the set of event names E. Time is a function from the 
set of event instances EI to the set of time points P . Temporal  
proposit ion Occur s,  e.g. Occur s (ei, p) can be used  from reified 
temporal logic [Allen, 1984; Ma & Knight, 2001] to represent that an 
event instance ei occurs at  a time point p.  
Event instances are distinct, thus for any event instance ei can be 
LPSRVHG WKDW ³ ther e a r e two specia l events a ssocia ted with a ny a ction, 
thr ough the cor r esponding time moment,  i .e. the ins tiga tion event a nd 
WKH WHUPLQDWLRQ HYHQW´  [Petridis, Ma & Knight, 2011] For any 
provided action a,  the above statement applies indicating these two 
events as: instiga te-event (a ) and ter mina tion-event (a ).  
Equivalently to the definit ion of events,  actions and their relevance to 
instances, the definition of a business proces s is given. A business 
process name is a set of a certain type of the business process, e.g.  the 
general university enquiries process. A business in stance is a set of 
DFWLRQ LQVWDQFHV DQG HYHQW LQVWDQFHV )RU H[DPSOH WKH XQLYHUVLW\¶V
enquiries process taking place for the academic yea r 2012 ±  2013,  
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consisting of 6 dist inct stages and described in its audit ing handbook, 
is a business process instance.  
Within the approach of Petridis et al. (2011) it is  possible to define a 
temporal model TM for a business process (P r o). The process can be 
defined as the minima l set  of temporal  facts about action times, i .e.  
facts which remain true in each business instance of the business 
process.  
Common temporal facts do not usually contain exact times since those 
cannot be usually common among a certain range of examples. Usually 
the set of temporal  facts are usually given in terms of incomplete 
temporal knowledge. The set can contain duration knowledge but 
seldom could specify exact actual durations. An example of a tempora l 
model could be the famous pin factory described by Adam [Smith, 
1977].  Figure 2-8 shows the temporal model of the pin factory.  
 
Figure 2-8³7KHWHPSRUDOPRGHORIWKHSLQIDFWRU\´>3HWULGLV0D	.QLJKW@ 
 
As it can be seen from the figure above there are no absolute times in 
the model. There is only presented the temporal ord er of the actions.  
This is not necessari ly the general case as it  can be seen from the soft -
boiled egg process at figure 2-9. The depicted model indicates that the 
ta ke out the egg action is between 3 minutes and 3minutes ,  15 seconds 
after the egg is placed into the water.  This durati on applies to all 
instances of the process.  
Part I: The Research Problem                                                         Chapter 2 Literature Review 
 
 
55 
 
 
 
Figure 2-9³7KHWHPSRUDOPRGHOIRUVRIW-boiling DQHJJ´>3HWULGLV0D	.QLJKW@ 
 
Based on the temporal model presented above a sub -process of the 
actual business process was defined. Actions and sub-processes share 
many characteristics. For example an action is an indivisible granular 
activity which can be assigned to a separate actor responsible for its  
completion. Once it is started, its finishing point  is expected with no 
other interferences of other actions waiting for co mpletion or 
commencement. From the perspective of the temporal model an action 
is only connected to the model via its  start and end vertices.  
A sub-process can be defined as above although a sl ight generalisation 
should be made: a sub-process should be any sub-graph of the temporal 
model which is only connected to the model via  a start and end vertex. 
The definit ion of a sub-SURFHVVRID WHPSRUDOPRGHO70FDQEHDV³ a ny 
(non-tr ivia l) sub-gr a ph TM1  of TM which ca n be disconnected fr om T 
by r emoving a ll in-a r cs to a  sta r t  ver tex a nd a ll o ut -a r cs fr om a n end 
ver tex´ >3HWULGLV 0D 	  Knight, 2011]. Figure 2 -10 shows a sub-
process P r o 1  which is disconnected by removing in -arcs to vertex  v1  
and out-arcs from vertex v2 .  
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Figure 2-10³'LVFRQQHFWHGVXE-JUDSKGHILQHGE\YDQGY´>3HWULGLV0D	.QLJKW@ 
 
Actions in a temporal model TM can automatically be sub-processes to  
TM, so actions are also sub-processes. However, a dif ference between 
them is that sub-processes may be assigned to many actors towards 
their completion, whereas actions must be assigned to  a single actor.  
By using sub-processes in a temporal model the overall model can be 
depicted as a collection of the major sub -processes  and their related 
intervals. The details within the sub -processes can  be shown as 
separate diagrams afterwards.  
Workflows can be the connection link among the definit ion of business 
processes and their actual execution . However, this is not enough in 
the case of the intelligent monitoring.  The possibi lity this to be 
conducted via artificial intelligence and thus Case-based reasoning is 
been investigated. CBR provides a natural approach towards the 
efficient reuse of past available experience. The next section will  
provide a critique on CBR in comparison with other technologies as 
well as show the existing work in the area.  
 
2.5 Case-Based Reasoning 
 
When systems become larger in size and more complex  in structure, 
Artificial Intelligence (AI) is being considered as a means towards 
their automation, effective management and coordination. AI unifies  
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the underlying infrastructure, the designed models and the necessary 
machine intelligence in order to manage resources a nd workload 
efficiently.  AI techniques are being used extensively in the areas of 
finance, engineering, medical field, military and education towards the 
solution of definite problems.  
Among the AI techniques the Rule-Based Systems (RBSs), can also be 
referred to as Rule-Based Expert Systems (RBESs), and the Artificial  
Neural Networks (ANNs) are the most prominent towar ds the 
development of applications.  These techniques,  although common and 
quite widely familiarised, do present some hard to avoid downsides.  
Starting from the RBESs, and briefly investigating their application 
model, it  is observed that  in order for a RBES to work efficiently a set 
of rules has to be defined that depicts the overall  domain model. As a 
result a RBES system in order to be able to work , t he whole domain 
knowledge has to be gathered in  advance. This  can be a difficult  task 
for systems that are in operation for a number of years.  Existing 
experience should be transferred into the RBES via rather simplistic 
rules,  something that  cannot be easily done if the system covers a wide  
operational spectrum. The number of rules in such c ases would be 
massive. The maintenance of such a system could be proven a stiff task 
too, if  the rules constantly change or new rules emerge, not to mention 
rules that contain overlaps among them. Above all i f there is no 
defined rule for a given problem there is  no possib ility to find a 
solution for this part icular problem [Kersten & Meister, 1996].  
ANNs do not need the overall knowledge acquisition from the domain 
model in order to propose a solution to an addressed problem, an 
advantage compared with the RBSs. However, they do face remarkable 
limitations since they are numeric restricted [Ardi ti & Tokdemir, 1999] 
and their way of operati ng remains hidden while producing the 
solution. As a result a provided solution cannot be easily validated 
since critical information is missing  like:  the technical information, the  
parameter weights, the learning rules and the internal functionality of 
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the ANN. Therefore explanation cannot easily be provided, making 
difficult their applicabili ty overall .  
Case-based Reasoning (CBR), a modern computational model,  could be 
proposed towards the eradication of the above mention ed drawbacks.  
CBR is fast in construction compared to RBESs, eas ier to maintain and 
can cope with complex structures . This is an advantage in comparison 
with ANNs that use numeric input or symbolic patterns to deal with the 
complexity of structures. CBR can also work with a small number of 
cases, an advantage compared to the domain-knowledge acquisition 
requirements of the RBESs [Prentzas & Hatzilygeroudis , 2007] and the 
exhaustive domain requirements of the ANN learning phase [Jha, 
2007].    
Business process analysis is a complex domain with little explicit  
knowledge and a few reliable models. CBR can provide a way to reason 
with complex temporal  events and episodic information coming from 
the automated data monitoring of workflow execution. Preliminary 
discussion with domain experts has  shown that pract itioners reason 
about workflow problems by recalling past occurrenc es and experience.  
This by default  is  the operational approach of a CBR system . 
Throughout the following sections an introduction to the CBR 
methodology will be presented, its application on industrial systems 
will be shown as well as its connection with the workflows. Finally the 
entit ies of uncertainty in CBR, the adaptation and the temporal concept 
will follow along with the final conclusions of the chapter.  
 
2.5.1 CBR Methodology ± Architecture 
 
AI systems seem an effective approach towards the management,  
analysis and support of large scale enterprise syst ems. Case -based 
Reasoning is an AI series of t echniques that  work towards the solutions 
of problems in a similar way to the human brain, based on experience 
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from the past . Ian Watson (1997) in his book Applying Case-Based 
5HDVRQLQJ 7HFKQLTXHV IRU (QWHUSULVH 6\VWHPV VWDWHV ³ Ca se-ba sed 
r ea soning (CBR) is a n intelligent -systems method tha t  ena bles 
infor ma tion ma na ger s to incr ea se efficiency a nd r ed uce cost by 
substa ntia lly a utoma ting pr ocesses such a s dia gnosis, scheduling a nd 
design´ As Watson indicates CBR can be regarded as a computational 
methodology rather than a technique. CBR can use a variety of AI 
techniques towards the solution attainment during i ts Retrieval and 
Adaptation phases.  
There are innumerable examples in real life that show how experts in 
technology fields work: familiarise themsel ves with  the domain, collect  
specimens, define a methodology, etc. These techniques could be 
generalised. A professional in the medical field collects the symptoms 
of an illness and based on the knowledge gathered from the past can 
presumably identify the possible cause of them. Based on that  past 
knowledge a medication can be formed and if the illness seems to be 
confronted, assurance comes and the rest of medicat ion is being 
formulated with certainty.  In the case of a not successful treatment the 
medication changes towards the next possible illness that  the 
experience of the professional  indicates, based always on the symptoms 
observed.  
Professionals in the fields of law, mechanical engineering, industrial  
environments and even ordinary people in everyday  l ife find solutions 
to problems based on analogy making [Hofstadter, 1985; Mitchell, 
1993]. CBR is based on the experience acquired throughout the years  
rather than the overall knowledge available in the investigated domain. 
As a result its cases contain either problems with known solutions or 
problems with failed attempts to solve them. In both cases the user of a 
CBR system is of benefit since explanation is provided . As a result  
s/he knows what to do if the given solution was successful  or what to 
avoid in any other case.   
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2.5.2 Case-Based Reasoning Cycle 
 
CBR is a series of artificial intelligence techniques that uses  existing 
(past) knowledge in order to find a possible  solution to a given 
problem. This knowledge can be stored in repositori es and form ed in 
distinct cases.  In CBR, problems are characterised from r egula r ity and 
r ecur r ence [Aamodt& Plaza, 1994]. Regula r ity indica tes that the 
experience gained from one problem can probably be used in a similar 
problem, if this problem reappears . Reoccur r en ce refers to the fact that 
problems seem to reappear over time either regularl y or periodically .  
Such problems can be categoris ed based on their type. The solution 
that works for one of them can possibly work, after  applying the 
necessary changes , to another problem of the same type.  
CBR techniques can be generali sed in a formal way into four-step 
processes [Aamodt& Plaza, 1994]. This is usually referred to as the 
CBR cycle or WKH IRXU 5¶V  SURFHVVHV ZKHUH 5¶V VWDQG IRU Retr ieve,  
Reuse, Revise and Reta in. The operation conducted by each step deals 
with knowledge memory represented in the form of cases.  A case in 
CBR can usually contain a problem and a known solution for that, as 
well as the relevant information that  led to the addressed solution.  
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Figure 2-11: The CBR Cycle [Aamodt & Plaza, 1994]. 
 
The steps of a CBR process are explained briefly below . 
1.  Retrieve :  When a problem is forwarded to a CBR system, the 
system regards it as a new case  - problem with an unknown 
solution. The task of the CBR System, while examining a new 
case, is to search the knowledge repository for sim ilar cases to 
the investigated one. The system afterwards retrieves the cases 
from the repository based on the highest similarity  to the case 
under investigation. The similarity measures applied can vary 
from rather simplistic ones (if the cases have to do with 
numbers, symbols, and dates) to advanced ones (if the cases  
represent whole architectural structures or mechani cal models).  
2.  Reuse:  If  a similar case has been found from the repository,  the 
solution indicated inside that case will be adopted as a proposed 
one to the investigated case. There is high probabi lity that the 
proposed solution cannot be used directly to the incoming case.  
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In such occasion the suggested solution has to be adapted to meet 
the specific requirements of the investigated case.  
3.  Revise:  Since a solution has been proposed for an examined case,  
this solution has to be verified either in the form of a simulation 
or directly in a real  world tes ting scenario. This solution often 
has to be revised in order to meet the needs of the  investigated 
case accordingly.  
4.  Retain:  If  the above steps have been conducted successfully and 
a verified solution has been given to the investigated problem, 
then a new case can be formulated. This new case will consist of 
the imported problem, its proven solution plus any available 
surrounding information. Then this  new, complete case can be 
stored to the knowledge repository for possible fut ure use.  
 
The CBR cycle can be used over a wide range of applications  due to its  
generic characteristics  and its adaptation flexibil ity across  systems. 
The next section refers to the relevant work as it  is being illustrated 
from the literature.  
 
2.5.3 CBR Systems and Applications 
 
Due to the generalisation of processes and the CBR-cycle portabil ity 
across systems, the concept of CBR can be applied to a remarkable 
number of applications in a wide range of environments.  This can be 
seen from the early days of CBR, in early 1980s, where  its application 
included a variety of fields like those of Dynamic Memory [Schank,  
1983], Analogy [Carbonell, 1983] and Legal Reasoning [Kolodner,  
1983; Rissland, 1983]. This work on CBR has been continued wit h 
Hammond and Collins on case -based planning [Hammond, 1986; 
Hammond, 1987; Hammond, 1989; Collins, 1987] and the work of 
Ashley and Rissland on HYPO legal reasoning system [Ashley & 
Rissland, 1987].   
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At the same time CBR started being used in systems like the CYRUS 
computer system [Kolodner, 1983]. CYRUS was a question-answering 
system that contained information regarding the l if e (travels, meetings) 
of the former United States Secretary of State Cyru s Vance. CBR has 
been used in the CYRUS system to represent the memory cases that 
were afterwards retr ieved to answer a relevant ques tion. Based on the 
implementation presented in CYRUS the systems of CASEY [Koton, 
1989] and MEDIATOR [Simpson, 1985] were buil t.  CASEY, a pioneer 
system in the application field of diagnosis, has been used for 
diagnosing heart  problems on patients.  Its CBR mechanism was based 
on the existing knowledge of known heart -problem diagnoses.  
MEDIATOR was specialised in mediation trying to solve disputes by 
adapting existing dispute solutions over the new proposed ones.  
Michael Lebowitz has also used a CBR system to create the Integrated 
3DUWLDO 3DUVHU ,33 ZKLFK ZDV ³a  computer  system designed to r ea d 
a nd gener a lize fr om la r ge number s of news stor ies ´>/HERZLW]@  
Modern industrial approaches that use CBR can also be seen in th e 
literature. An indicative example of those is the CLAVIER system. 
CLAVIER CBR system [Hinkle & Toomey,  1994] has been developed 
and used from Lockheed Corporate aircraft  manufactu ring company as 
an advisory system for their qualified personnel. The role of the system 
was to maximise their efficiency and ensuring the quality of composite 
aerospace parts before finalising them and sending them to the 
convection oven. Other systems like JULIA, an earlier system, has 
been designed to plan meals [Hinrichs, 1988; Hinrichs, 1989]; KRITIK 
was designing mechanical assemblies by using a comb ination of CBR 
and MBR (Model-based Reasoning) [Goel, 1989; Goel & 
Chandrasekaran, 1989] whereas CYCLOPS has been used  for landscape 
design [Navinchandra, 1988]. Form Tool,  [Chee tham, 2005] a decision 
support  application based on CBR, was designed for the Plastic 
Industry to retrieve the specified colour formulas that meet colours 
requests from customers (Plastic Colour Matching tool).  ShapeCBR a 
system designed for metal casting ZDVFUHDWHGWR³a utoma te the pr ocess 
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of cr ea tion a nd selection of ca ses to popula te a  CBR system for  
r etr ieva l of 3D sha pes to a ssist with the design of meta l ca stings ´
[Petridis, Saeed & Knight, 2010]. ShapeCBR was using graph 
similarity algorithms towards the efficient retriev al of similar 
components from the case repository based heavily on its CBR 
mechanism.  
Another family of applications that heavily uses CBR are the so called 
help-desk applications. These applications are designed to support  
company customers by providing relative services, s tarting primarily 
with the contact security which is frequently needed by customers .  
Help may also be needed regarding the issues that they face. The 
importance of help desk applications can be rather significant s ince 
apart from supporting customers , it  can work as a monitoring tool for 
the company to a large extent [Marcella & Middleton, 1996].  
The operational spectrum of help-desk applications can vary: starting 
from the detailed area of technical issues and goin g towards the areas 
of customer satisfaction, user interface experience , etc. Applications 
like the SMART: Support Management Automated Reasoning 
Technology [Acorn & Walden, 1992], the Appliance Call Centre 
automation at General  Electric [Cheetham & Goebel , 2007] and the 
HOMER: CAD/CAM help desk application at DaimlerChrysler 
[Bergmann, 2002] were built  with the focus on the customer  help and 
support . CBR can be extremely useful in systems that require a direct  
answer to a number of predefined questions. Li terat ure has already 
shown a number of systems using it towards that direction.  
 
2.5.4 CBR in Events Mining 
 
Since CBR systems intend to give recommendations, solutions to 
incoming cases/problems the available past experience has a leading 
role towards the mining of a solution. In monitoring systems the 
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identification of a new case is based on a combination of facts. First of 
all the system should understand which sights constitute  a new case. A 
following step should be to identify the specific events that  establish 
the case. Then the CBR system should be able to under sta nd the notion 
behind the events and extract the underlying pattern that could indicate 
a mighty problematic or an acceptable state. Since CBR structures are 
la zy learning systems [Feldman, Gupta & Srivastava,  2010] in the case 
of CBR monitoring there is  a substantial  need for the mining of events 
in order to be able:  
x to understand the domain, identify faulty patterns/ healthy 
patterns  
x to proceed with the classification of new cases based on their 
underlying pattern.   
The li terature can show several examples of CBR application s which 
are based on events mining in a number of areas like Engineering, 
Financial  and Military sector . PROFIT, a tool developed by Bonissone 
& Cheetham (1998) was using CBR to estimate residential  property 
values for real estate transactions.  The system was  using CBR 
techniques in combination with fuzzy predicates expressing preferences 
in determining similari ties between subject and comparable properties.  
PROFIT was able to estimate the actual value of an investigated 
property by using several hundred thousand sale rec ords of California 
real  estate transactions.  
Varma & Roddy (1999) used event mining to create a conventional  
diagnostic system based on CBR for the monitor ing of train 
locomotives. Within the context of this research GE was remotely 
monitoring 4000 locomotives, using a case base of fault logs to  
diagnose if any proactive maintenance was needed. Successful  
diagnoses were entered into the case base supplying t he input variables 
and the maintenance action code as the output variable.   
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Varma, Aggour & Bonissone (2005) performed data gathering as part  
of the General Electric (GE) Global Research group among military 
vehicles. The purpose of the investigation was to determine whether 
data from peer units could be used inside a fleet in order to select the 
optimum vehicle for a potential  military operation. The rationale 
behind such research was the fact that the operational life of military 
vehicles is characterised  from long periods of inac tivity and short  
periods of intensive usage. In such performance environment making  
direct usage of standard statist ical techniques was not efficient . Thus 
the vehicle data were mined to ensure the reliabili ty of missions by 
using a collective of equipment peers for a given unit .   
 
2.5.5 CBR in the control of workflows 
 
Apart from the clearly applied industrial sector , C BR has also been 
used in the area of workflows. Kim et  al. (2002) have proposed a 
document-based workflow modelling mechanism (support  system) 
(DWMSS) for the effective reuse of design outputs using CBR. Ong et  
DO  KDYH XVHG &%5 WR FUHDWH ³a  Wor kflow Advisor  system in the 
context of a dva nced a er o engine fa ult  dia gnostics ´ IRU WKH QHHGV RI
DAME e-science Grid project . Chinthaka et al. (2009) have presented 
an approach to Workflow composition using CBR based on the input 
and output characteristics of a workflow as well  as  the underlying 
components and services that  can be reused.  
CBR has also been used towards the recall, reuse and effective 
adaptation of workflows. An example of that is the work from Minor et  
al. on URANOS project in chip industry [Minor et al . ,  2007b] .  Minor et  
al. have used CBR along with past knowledge on workflows adaptation 
to support users  in adapting current workflows. In order for the 
workflow adaptation to be established, workflows have to be 
represented in terms of graphs [Minor et  al .,  2007a ].  In this way they 
can be comparable afterwards using structural simil arity measures . 
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Work on the adaptation of workflows has also been conducted with the 
focus on the modification  of their active parts via  late-planning, 
KLHUDUFKLFDO GHFRPSRVLWLRQ >9DQ (OVW HW  DO   )UHPDQQ HW DO  
2005]. Van Elst et  al. are using weakly structured workflows in 
organisational memory information systems (OMIS) . Workflows are 
used in order to balance the possible conflict ing goals of the ta sk-
or iented infor ma tion suppor t , the cha r a cter istics o f the knowledge 
wor k and the wor k pr a ctice of knowledge wor ker s . )UHPann et al. are 
using variables from the environmental context to p rovide dynamic 
assignment of sub-workflows within the CAKE system. Work on 
workflows and CBR includes research conducted by applying ad -hoc 
changes on an investigated workflow structure [Rei chert et al. ,  2003; 
Weber et  al.,  2005].  
The work shown in the li terature has extensively dealt  with the 
composition of workflow systems and their effective adaptation using a 
flexible workflow technology. Business process es depicted in the form 
of workflows may require changes [Minor et  al.,  2007b].  A reason 
could be the operational field of the workflow. Areas such as the 
medicine or the chip design industry may need alterations in the ir 
applied procedures. This could be due to a number o f reasons: a need  
to meet an unanticipated situation, a necessary major change that  has to 
be applied, etc . The same applies to areas where workflows are being 
used to represent human actions in an operating environment.  
Existing work in the field shows examples where workflow engineers 
apply changes to parts of the structural contexture  of a workflow while 
other parts of it  are being executed. Control can be applied to the 
structure of a workflow while its modelling and execution can be 
effectively represented with existin g notation of workflow patterns 
[Van der Aalst et al .,  2003]. However, current rese arch on workflows 
lacks in the area of applications where uncertainty derives due to 
unpredictable human actions. The monitoring and control of workflows 
that  deal  with human roles [Kapetanakis et al. ,  2009] should take into 
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consideration possible adaptations and overrides that  are triggered in 
order to meet upcoming environmental changes.  
Modern business process management systems offer the possibility to 
managers to bypass or adapt explicitly a business process in order to 
deal with an operational problem or a set  priority.  Workflows should 
also be able to change in order to meet colla bor a tion requirements in 
cases where different parts of an organi sation have  to mer ge their 
processes . The same applies between collaborating organi sations where 
several tasks , designed for the same purpose,  have to be synchronised 
and adapted for compatibility purposes.  
 
2.5.6 Uncertainty in CBR 
 
The effective monitoring faces challenges in the  case of flexible and 
adaptable workflows. The management team of a workflow can find 
any information available in the form of timed event logs of actions 
that have been generated during its execution. Any workflow actions , 
communication messages as well as system generated messages can be 
found there. A challenge in the monitoring o f workf lows is that even 
with well-designed, well-defined workflows, the actual contextual  
information that affected the decisions taken can be missing. This can 
happen in many cases, although the system has managed to capture  any 
provided information or even the actual event path that the system has 
followed.  
Another factor that  makes more difficult  the monitoring of workflows , 
with interfered human roles, is the inability to capture the overall  
contextual information and communications behind any posterior 
actions. Some system actions may take place in an unofficial way (e.g. 
manual interventions) based on  informal verbal communications or 
meetings among actors . These actions may not be captured from the 
system in the form of a logged event. The structure  and orchestration 
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of a workflow does not necessari ly define exclusive ly the final  
choreography and operation of the monitored workflo w. As a result in 
order to achieve effective monitoring of workflows the factor of 
uncertainty has to be taken into consideration and effectively be dealt .  
The case of uncertainty will be extensively discussed later on in 
section 3.5.  
 
2.5.7 The need for CBR Adaptation 
 
CBR systems are greatly relying on adaptation in order to be able to 
provide firm reasoning to a current state of the system. Since CBR 
systems relate to analogy it is essential to be able to adapt past cases in 
order to provide profound human-acceptable argument s. However, this 
states a relative challenge in complex systems since adaptation is 
getting more difficult . 
The li terature provides a number of CBR systems where adaptation is 
prominent.  Especially over the last years the Computer Cooking 
Competition (CCC), present in Internat ional Conferences (International 
Conference for Case-Based Reasoning (ICCBR) 2009, ICCBR 2010, 
ICCBR 2011) have shown several systems that are keen to successive 
adaptation of their cases.  Cooking CBR systems are using sets of 
ontologies along with their cases in order to be ab le to rectify and 
adjust their existing recipes to the user requireme nts.  
An example given from the CCCs is the Ta a a ble system [Cordier et al .,  
2009; Badra et al.,  2009] where a whole architecture has been designed 
and deployed to support the successful adaptation of recipes.  Ta a a ble 
is backboned by a semantic wiki which works as a central module to 
manage all the available data and their inclusive knowledge along the 
system. On top of that Ta a a ble is  using opportunistic adaptation 
knowledge discovery in an approach to gain interactive and semi -
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automatic learning of adaptat ion knowledge triggered by user -provided 
feedback.  
Another example is Colibr iCook software [DH 0LJXHO 3OD]D 	 'tD] -
Agudo, 2008], developed for the cooking domain. Colibr iCook is an 
ontology-based CBR system which aims to the retrieval and adaptation 
of cooking recipes. The system is based on the robustness of  
jCOLIBRI2 ['tD]-Agudo et al.,  2007] CBR framework which provided 
a basic ontology extension [Recio-Garc ta et al.,  2006]. The ontology 
was adapted accordingly to meet  the requirements of  the cooking 
domain. CookIIS software [Hanft, Ihle & Newo, 2009] is another 
example of CBR-based applications that focuses on the retrieval and 
adaptation of cooking recipes but using a different software 
engineering approach : .NET web services versus the Java ones adopted 
from its competitor s.   
Work on recipe adaptation using CBR is usually reduced to the area of 
textual adaptation. This is due to the fact that  the systems are mainly 
following linguistic processing in order to be able  to handle the text-
based recipes. Specific work on how this is processed has been 
presented by Dufour-Lussier et al . (2010) indicating the various stages 
of the processing having as a target the optimum adaptation.  Towards 
that direction the Formal Concept Analysis method is being used 
combining text mining with machine learning . As a result instead of 
just replacing an ingredient Į  with an ingredient ȕ ,  the actions that had 
to be applied on Į will be substituted with the actions that  have to be 
applied to ȕ .  
 
2.5.8 Temporal concept in CBR systems 
 
In a certain number of application fields the concept of t emporal 
reasoning is important, since actions that  take place within certain time 
frames may have a totally different meaning. Time can also define 
events in terms of importance. An example could be how a monit oring 
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system conceptualises a 5-minute time span in a police emergency 
system. If this time span is the response t ime from a crew conducting a 
routine patrol it  can be regarded as  acceptable.  However, i f  this time 
span is the response time in the middle of a cri tical rescue operation , it  
definitely means that  something does not go as well as it  was expected.  
During the latest years there is an emerging need f or temporal  
UHDVRQLQJ LQ &%5 V\VWHPV 7KHUH DUH PDLQO\ WZR WUHQGV IRU WKLV >- UH 
Aamodt & Skalle, 2002]: The first  is that CBR systems are called to 
solve real, challenging problems where there is need for extensive 
temporal reasoning (such as medical diagnosis) . The second is that  
CBR systems have become more interactive and transparent to users.  
Consequently the problems are moving away from thei r container ,  
towards user-interactive assistants. In this case the sequence of actions 
is of relative importance.  
The literature can show several examples in the are a of CBR systems 
where the temporal concepts are being taken into consideration.  In the 
area of diagnosis and possible  prediction of adverse events before they 
occur, work has been conducted by Netten (1998).  The focus of that  
work was on the incorporation of time -dependent cases and temporal 
reasoning while attempting to configure and establi sh the operational 
conditions for technical applications.  Outcome of that was the BRIDGE 
SURMHFW ZKRVH REMHFWLYH ZDV ³ to impr ove per for ma nce of oper a tiona l 
dia gnosis systems a s a  mea ns to impr ove sa fety, a va ila bil ity, 
r elia bility, ma inta ina bility a nd life cycle costs of la r ge technica l  
a pplica tions´>1HWWHQ@    
Likhachev, Kaess & Arkin (2002) have conducted research work on the 
behavioural parameterisation of robots using both spatial and temporal 
CBR. The aim of their research was to help robots l earn the optimum 
behaviour for autonomous navigation tasks either by having the robots 
under (or dina r y) training or by following a mission -based training. 
During the latter the robots could learn while tr yi ng a nd ma king 
mista kes during their assigned missions. Both temporal and spatial  
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characteristics were taken into account in this res earch in order to be 
able to match the best case for a robot within its  operating 
environment.   
In the area of oil dri lling temporal sequences can indicate a number of 
situations where ca ll  to a ction may be necessary.  An example could be 
a situation where a drill  string gets stuck in the borehole, and stops the 
drilling process. This can be an exceedingly costly problem since 
drilling operation hours are of high cost and the f reeing of a stuck pipe 
is a lengthy process.  As a result a stuck pipe is one of  the most costly 
GULOOLQJ SUREOHPV - UH $DPRGW 	 6NDOOH  KDYH XVHG D &%5
system which based on temporal domain representation could advise 
the users where and when to stop a drilling operati on . Past experience 
could show similar cases that led to stuck pipes.  Possible explanation 
for the cause of that  case was also given based on the general domain 
NQRZOHGJH 7KH LPSOHPHQWHG V\VWHP KDV XVHG $OOHQ¶V WHPSRUDO  WKHRU\
which is based on intervals in order to  have repres entation close to the 
ZD\ WKH KXPDQ H[SHUW ³ r ea sons in doma ins wher e qua li ta tive cha nges 
of pa r a meter s over  time a r e impor ta nt ´>- UH$DPRGW	6NDOOH@  
A more advanced approach to the problems faced in d rilling industry 
has been given by [Skalle & Aamodt, 2004]. This approach has 
combined both CBR components and model based components within 
the Tr ollCr eek architecture. Overall objective of t he work was to 
increase the efficiency and safety of the drilling process. In order to do 
that , past temporal  experience was used to support  fault di agnosis and 
prediction of possible undesirable events in a domain that is  
characterised from ³uncer ta inty,  incompletes,  a nd cha nge ´ >6NDOOH 	
Aamodt, 2004].  
Additional research on Temporal CBR (TCBR) was conducted to 
support dam technicians in decision making [ Hassin, Norwawi & Aziz,  
2006].  For water reservoirs the decision either to open o r close one or 
more spillway gates  is of critical safety . Dam-specialised technicians 
have often to decide which reservoir spillway gate should be opened or 
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closed to release excess water in order to maintain  a safe water level.  
Hassin et al. have designed a CBR engine that could support temporal  
data mining. The implemented prototype has incorporated CBR 
techniques used in a temporal data application for decision 
recommendation, based on historical  data.  Temporal hydrology data 
were used to evaluate the decision recommended by the prototype 
versus the dam expert.  For this research in order t o be able to capture 
the temporal pattern plus delays, sliding window was used as the 
segmentation technique.  
In the area of CBR expert  systems Floyd & Esfandiari  (2011) have 
worked on extracting the temporal relationships bet ween sensory 
stimuli and expert actions. Their investigation w as focused on how a 
CBR agent system [Wooldridge, 2009]  could learn from the reactions 
of experts to specific events by observing them over a period of time. 
Behaviour learning would be the optimum when the agent was able to 
perform like an expert on a specific input.  
Navarro et al . (2012) have investigated the provision of temporal  
bounded reasoning in multi -agent systems that manage security in 
industrial environments. Their proposed approach fa cili tates the 
automatic reorganisation of tasks in combination wi th possible faced 
environmental changes. Key insight of the research is the optimisation 
of security tasks performed and the solution of pro blems with temporal 
constraints. A modified CBR cycle is being used for this along with 
ambient intelligent technologies such as GPS, Wi -Fi and HSDPA.  
 
2.6 Conclusions 
 
Modern systems nowadays can be represented in an ef fective way using 
business processes , following established standards  and 
representations. A key objective of this research i s to investigate  
whether it  is possible to provide intell igent monitoring in workflow 
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systems that due to their partial capture of workfl ow information and 
context contain a high degree of uncertainty DQG ³fuzziness´  regarding 
the current state of the process.  
 
The background research presented in this chapter h as shown that there 
is a formal definition of processes. However, it  is  not clear whether 
there should be a formal definition of the temporal representation of 
workflow events enabling the reporting to the process  auditors and 
stakeholders during monitoring.  
 
This chapter looked at the current research and sta ndards in workflow 
management, business process standards and their representation . It  
also looked at the general  temporal theories that  c ould underpin this 
research. CBR can be an enabling technology for the intelligent 
monitoring of the workflows. This chapter investiga ted current 
research in CBR including current trends of using C BR methods for 
workflow management.   
During the last few years there is an emerging need  for the intell igent 
monitoring of workflows. This could be observed from the latest  
workshop on process-oriented case-based reasoning i n ICCBR 2011 
where the work of Montani et al.  [Montani, Leonardi  & Lo Vetere,  
2011],  Kapetanakis et al.  [Kapetanakis et  al. ,  2011] & Minor et  al . 
>0LQRU%HUJPDQQ	*|UJ@  have shown the need for that.  
Chapter 2 has presented the existing work in business processes,  
workflows, temporal  logic and CBR. The following chapter will present 
the main enterprise system that was used as the case study for this 
thesis. It will also explain and get in depth to the followed 
methodology in order to deal with the given research questions.  
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 ? 
 
Towards a generic approach to manage workflows using 
Case-based Reasoning 
 
 
 
3.1 Introduction 
 
Throughout the l iterature review in Chapter 2 it can be firmly shown 
that business processes can be efficiently represen ted both at their 
design and execution stage in the efficient format of a workflow. 
However the need in the area of business processes for a more efficient 
monitoring pressurises for a more formal workflow d efinition. This  
formal definit ion and representation of a workflow should also allow 
an appropriate computational, similari ty measure fo r the business 
process. The efficient monitoring of the process could be based on that.   
This chapter presents what is the formulated research approach towards 
the efficient monitoring, diagnosis and representat ion of workflows. In 
order to retort  to the stated research questions a workflow orchestrated 
enterprise system will be used as a case study for the undergoing 
research.  
For the needs of its monitoring , art ificial  intelli gence and more 
specifically,  Case-based Reasoning (CBR) is being proposed as an 
appropriate technique. The reason for such suggesti on is that as seen 
from the literature, CBR has been proven effective in areas where past  
knowledge is required in order to make a decision. Human experts refer 
to past experience in order to solve certain given problems. As a result  
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CBR seems a natural approach compared to the way the experts work . 
Process monitoring is by definition an area where p ast knowledge is 
required in order to be able to understand the curr ent status of an 
investigated case.  
Section 3.2 describes the selected case study system in terms of its  
characteristics,  its actor roles , and the operations allowed within it.  
Business rules and operation constraints are also defined. This system 
was used in the majority of experiments of t his thesis investigating 
whether workflows can be subject  to intelligent monitoring .  
The data of the selected system were subject to data mining and 
temporal analysis  in order to elici t their operatio nal information. 
Section 3.3 refers to the investigation of the temporal relations that  
regulate the investigated case study. This section also refers to  the 
available events and sequences of events found in the datasets of the 
investigated system.  
The usage of graphs was examined in order to be abl e to represent the 
inner-data connectivity of the system and at the same time achieve 
visual representation . Section 3.4 describes how graph connectivity  
and/or representation can be associated and used fo r the similarity 
measurement of different workflow instances.  
Since the data come from a business process environment where human 
interaction is prominent, uncertainty derives. This  uncertainty can 
make difficult  a potential monitoring attempt of a workflow  
orchestrated system. Therefore section 3.5 addresse s the uncertainty 
problem and investigates certain approaches to effectively confront  it .   
In order to be able to compare and contrast differe nt workflow 
execution traces , the usage of adequate similarity measures among 
graphs was investigated. Section 3.6 describes the similarity algorithms 
used in this research in order to calculate the sim ilarity me asures.  
Finally,  section 3.7 contains the conclusions of this chapter,  
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summarises and comments on the research approach adopted in this 
thesis.  
 
3.2 System used as main Case study  
 
This thesis is investigating whether there can be intelligent monitoring, 
diagnosis and explanation of a business process using case -based 
reasoning.  As the literature review has shown, ther e are several 
isolated approaches regarding the intelligent business process 
management. TKH WHUP µ isola ted¶ LV EHLQJ XVHG VLQFH there is no unary 
approach that combines the different disciplines together in order to 
give an answer to the addressed research. Building on the above , the 
existing work is dealing with distinct perspectives  of the above 
question. These can be:   
x the representation standards of a business process  
x the intel ligent management of a workflow  
x the temporal theories for t imely-related events 
x the application of CBR in the area of workflows, etc.  
This thesis questions whether i t  is possible to unify the above 
disciplines and be able to apply intelligent monitoring in the area of 
business processes.  To evaluate that , a specific approach has been 
formulated by selecting as a basis the workflow rep resentation of an 
executed business process.  Based on that ,  a typical  formal business 
process was selected which could be represented in a standard BPMN 
format.  For the needs of this research several comm on business process  
characteristics were taken into account such as:   
x an undergoing business process, comprised of a number of 
predefined workflows  
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x its workflows involved a number of actors interacti ng and 
communicating securely with in a workflow monitoring system 
[Kapetanakis et al. ,  2010b] 
x the process involved artefacts that could be tracked and/or 
modified within a workflow. 
The list can carry on with common found characteris tics of existing 
workflow-orchestrated business processes.  
A system that presents the above characteristics  is  the University of 
Greenwich, School of Computing and M athematical Sciences (CMS) 
Exam Moderation System (EMS). The investigated system deals with 
the monitoring of the creation, upload, moderation,  modification and 
approval of the exam papers that are being used dur ing the school 
assessment periods.  The system [Kapetanakis et al. , 2009a] includes 
several actors (coordinators, delegated coordinator s, moderators,  
drafters,  administrators, external examiners) with different roles and 
responsibilities. The above mentioned roles can contain limited, 
restricted or unlimited permissions on the actions available in the 
system. Figure 3-1 shows a simplified version of the business process 
describing roles and available activities.  
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Figure 3-1: BPMN representation of the exam moderation process activities and workflows 
(simplified). [Kapetanakis et al, 2010a] 
 
The main role of the system is to orchestrate the whole process and  
accommodate actions that deal with the different aspects of the exam 
creation. For any performed action the system keeps  an inventory of  
the generated events that may refer to process stak eholders or even the 
system itself. Most of the workflow activities can be tracked in terms 
of actions, timed events and generated emails. The process overall  can 
be defined and represented in a formal way with the  help of the Unified 
Model Language (UML) as an activity diagram.  
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Several of the actions defined in the activity diagram can take place 
during the lifetime of an exam process.  These actions can be tracked 
back, if necessary,  since they appear into the system in the form of 
logged timed events. Most of the actions that take place within the 
system can generate a series of emails which could be distinguished in 
two categories: (F ir st) emails with informative content that  refer to 
system routine actions, (Second) targeted emails to  specific workflow 
actors. These actors are being indicated by the workflow based on their 
role (they seem in cha r ge of the next a ction  / ta sk).  
An example of what is taking place in the system could b e a new 
distinct upload of an examination paper  by a course coordinator.  The 
upload action, once finalised, generates a notification email to the 
workflow actors that  the system identifies as relat ed to the next stages 
of this action . While the focus of the business process is on the 
moderator and awaits his/her approval (See Figure 3 -1),  the 
coordinator could upload some more up- to-date versions,  the 
administrator could change the layout of the first version and upload it 
as the latest one, etc.   
The system contains a variety of possible events that can appear.  
Figure 3-2 shows the ontology of actors  as it  appears in the system.  
 
 
Figure 3-2: EMS Actor ontology. 
Role 
Academic Admin External 
Coordinator Moderator Drafter External 
Examiner 
Examiner 
External College 
0.1 
0.1 
0.2 
0.1 
0.1 
0.1 0.1 0.1 
Part II: Research methodology and experiments                    Chapter 3 Research Methodology 
 
 
81 
 
Figure 3-2 shows the roles that can be found within the EMS. From the 
tree diagram it can be seen that several  roles are close to each other.  
An example could be the similarities  found in a number of performed 
tasks.  
Each branch of the tree is being connected with its  root with a weight  
indicator that  can be used afterwards  while calcula ting similarity or 
distance among different event sequences. The weights presented, 
relate to the actual  distance among several roles i n the system. An 
example follows showing how this is being conducted.  
/HW¶V Dssume that we have the following actors: a Coordinator (C), a 
Moderator (M) and an External Examiner (EE) as indi cated at  figure 3 -
2. The actions they perform are not of interest  for th is example so they 
will be referred to as general actions (a).  
Since the business process is being mo nitored any new action is being 
regarded as a case.  This case is afterwards  compare d with past cases 
already present  in the inventory of the monitoring system. For this 
indicative example the investigated case is a sequence of 2 events: Ca 
±  Ca.  
Since the investigated case is compared with existing  past  cases,  the 
monitoring system recalls sequences from its inventory (case base). Its  
case base for this example contains just two cases:  a Ca ±  Ma and a Ca 
±  EEa. While the system is applying similarity measu res  among the 
investigated case and the case -base, if semantics in the form of the 
ontology are not taken into account , the two cases are regarded as  
dissimilar. However,  if it  takes into account the above ontology i t will  
be keener to identify the sequence of Ca ±  Ma as closer to Ca ±  Ca 
compared to the Ca ±  EEa one. 
In this way ontologies can assist significantly in the identification of 
patterns that are hidden at  first  sight due to the primitive version of the 
rule-set.  
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Figures 3-3 and 3-4 show the equivalent ontologies of artefacts and 
actions as they appear in the CMS Exam Moderation system.  
 
                                 
Figure 3-3: Ontology for the EMS artefacts. 
 
 
 
 
 
 
Figure 3-4: Ontology for the EMS actions. 
 
Referring to CBR terms each case in EMS system comprises:  
x a sequence of events and their temporal  durations  
x classification information (whether the sequence indicates a 
³QRUPDO´ZRUNIORZH[HFXWLRQRUQRW  
x possible available remedial action(s) 
The EMS system superintends any conducted actions, stores all  
uploaded artefacts as well as all the system-generated emails . At the 
same time it  keeps proof of the conducted actions as well as any 
available record of the communications of actors. The system follows a 
Artefact 
Exam Comment Marking 
Scheme 
0.1 
0.3 
0.1 
Action 
Upload Comment Approval Sign Off 
0.1 
0.1 0.1 0.1 
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formal defined business model with a plethora  of pre-specified rules 
that  work as prevention barriers to il legal or unid entified activities.  
CMS Exam Moderation system does allow limited manual overrides for 
a number of authorised workflow actors (management team). This 
flexibility can put the system back on track if an unanticipated 
situation occurs. Although the system captures the overall  bunch of 
actions and the internal communication, cannot pred ict or justify why 
an action has taken p lace and whether it  is valid in the current context.  
A possible drawback of the existing system is that parts of the 
behaviour of actors ,  although defined in terms of a  workflow , they 
cannot be captured from the system. Such behaviour can contain direct  
emails, phone calls, face to face discussions, etc. As a result  
uncertainty derives related to the past or unexpected events . The 
notified uncertainty in the workflow results to a vague approximation 
of what is its current state.  
The management team responsible for the monitoring of the EMS 
business process  was interviewed in order to identi fy the steps required 
for its efficient control.  The managers were able to ident ify potential  
patterns of events that could indicate either a healthy or a mighty 
problemat ic behaviour within the system . However, they were not able 
to characterise with absolute confidence what is the current state of the 
workflow. Based on the occurred events and the avai lable 
communication audit  trai l they could presumably identify what is the 
current state of the workflow.  
Since the business process incorporates various actors with interactive 
roles, there is a considerable margin for possible role overlap  among 
them. In most cases there can be a misinterpretation of what is  the 
current state of the workflow. Based on that i t  can be subsequently 
unclear what has to be done next.  
Furthermore actors are misled in several cases by t he workflow 
indicators. In such cases the managers should dynamically take control 
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of the overall  process in order to put it  back on t he right track. This  
can be done by either identifying what is  the problem and re -assigning 
tasks to actors  or directly init iating a series of remedial actions. The 
taken recovery measures could differ from manager t o manager since 
this is subject  to: firstly, what is the perception of how a problem has 
occurred and secondly,  how the problem could be (re )solved.  
The coordination of actors inside the system as wel l as the internal 
message exchange is  heavily based on a targeted email generation after 
an action occurrence. If an email has been missed by an actor in a key 
position for the continuation of the process, this can be a reason for an 
overall process halt.  In such a case no actor would interfere with the 
process since everybody waits for a system notification to proceed. 
However, such a message will never be initiated since i t had been 
already sent  (consumed).  
Time intervals within the execution of the business process are a key 
factor in the investigation whether the process is a t  a healthy state or at  
a problematic one. Usually the entity of a time interval within the 
process can be interpreted as a dela y between action A and action B. 
Certain delays are expected between actions within the system. 
However,  i t  is not predefined how long these delays  should be.  As a 
result something that  could be characterised as significantly slow for a 
certain period of the academic year (e.g. some days  before an exam 
paper deadline),  it  may be acceptable during some other period of the 
year (e.g. the same number of days but  within the period of summer 
holidays).  
The same attitude applies to system users from a qualitative and a 
quantitative way affecting the processes overall. The response speed in  
actions can vary from actor to actor and could be f luctuating from a 
rather small to a rather high range. As a result th ere can be several  
slow, medium and fast responders to the system given actions.  
Outcome of the above observation is the following:  an action which is  
regarded as fast for a specific ac tor may actually be significantly slow 
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in terms of the response profile of a different  actor. This could lead to 
uncertainty since it is not clear enough what a workflow auditor should 
expect in a number of different monitored workflow cases .  
The quality of the conducted actions can also vary since the users in 
the system have different experience levels.  As a result some actions 
(from specific users ) may have to be repeated in order to acquire  the 
right outcome. In order to understand the meaning o f delay in an 
investigated case, the managers have to resort to past knowledge . This 
knowledge is retrieved from similar cases that took  place in the past .  
A possible approach  to the above could be the statistical analysis of 
past  available actions. A potential aim of this analysis could be the 
classification of the workflow actors  according to their response rate .  
The application of such preliminary data analysis could help the 
managers formulate a view of what they should expect from the 
involved workflow actors and deal with them in a fi rm way.  
 
3.3 Temporal Relations  
 
The key question to address in this research is whether business 
processes can be monitored efficiently using Case -based Reasoning. In 
order to be able to monitor the execution path of a  business p rocess 
workflow, its occurred events as well as their exact temporal  
relationship has to be represented in a formal way.  The reason for the 
strict representation formalism derives from the na ture of the 
investigated cases. Since the majority of them come i n the form of 
sequential timed events extracted from existing system text -logs, their 
formal representation ensures their exactitude, con sistency and 
transferabili ty.    
For the needs of the temporal representation the ge neral time theory 
based on intervals  [Ma & Knight, 1994] was investigated. As shown in 
section 2.4.2.3 the general time theory extends the  theory of Allen and 
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+D\HV¶  E\ DGGLQJ D[LRPV ³r ela ting to the inclusion  of t ime 
points a s pr imitive elements ´ >0D 	 .QLJKW @ :LWK WKLV
unification of points and intervals the core concepts related to temporal  
information are conveniently provided under a singl e framework.  In  
the FDVH RI WLPHG HYHQW ORJV E\ XVLQJ 0D 	 .QLJKW¶V  WLPH
theory the temporal  prepositions are reduced to the  meets relationship.   
The general  time theory has been shown suitable for  temporal  
similarity measure definition for CBR systems that use graph 
representation. Th is graph representation can include the events,  
intervals, their temporal relationships as well as similarity measures.  
The similarity measures can be based on graph match ing techniques 
such as the Maximum Common Sub-graph (MCS) [Ma, Knight & 
Petridis, 2008; Wolf & Petridis,  2008;  Petridis , Saeed & Knight, 2010].  
Additionally,  such a graph can be checked for consistency of temporal  
references using linear programming techniques [Ma,  Knight & 
Petridis, 2008].  
For example, consider a scenario with a temporal  re ference (T, M, D),  
where:  
T = {t1, t2, t3,  t4,  t5, t6,  t7, t8, t9};  
M = { Meets (t1, t2), Meets ( t1, t3), Meets (t2, t5),  
Meets (t2, t6), Meets (t3, t4), Meets (t4, t7),  
Meets (t5, t8), Meets (t6, t7), Meets (t7, t8)};  
D = { Dur (t2) = 1, Dur (t4) = 0.5,  
Dur (t6) = 0, Dur (t8) = 0.3}  
The graphical representation of temporal  reference (T, M, D) is show n 
in Figure 3-5:  
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Figure 3-5: Graph representation of temporal relationships. 
 
Workflow events are stored in an event log following a timed order. A 
CBR intelligent system can represent the stored events by using the 
general time theory based on intervals.  
In the case of an investigated business process, its  event logs contain 
sequences of events with their related timestamps. An intelligent 
system based on this information can highlight and classify the events 
with the help of the above temporal theory. However , this temporal  
information can be scattered. A way to collate it  i s needed in terms of 
origin and cohesion in order to be able to compare them at  first stage. 
After their successful correlation the next task wo uld be to be able to 
apply similarity measures and subsequently elicit insights.  The 
representation of temporal  information in terms of graphs could be one 
way towards that direction.  
 
3.4 Graph Representation 
 
The events taking place while a workflow is being executed  are usually 
being logged in files using a proprietary format. W hile attempting to 
trace back an already conducted execution of a work flow, the events 
contained in a log can be utilised to efficiently represent the conducted 
operations. This information can be used afterwards  for the monitoring 
needs from a domain expert .  
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While applying monitoring, the expert  in charge should create a 
conceptual image from the sequence of the conducted events for each 
investigated case. Then s/he should be able to assess the case based on 
past  experience from event sequences which are closer to the 
investigated one.  
In the research approach presented here, the propos ed intelligent  
system XVHV D VLPLODU DSSURDFK WR WKH PDQDJHU¶V RQH ZKLOH DWWHPSWLQJ
to monitor the execution of a workflow. For each particular case study 
the system has access to several logs of conducted events. While 
analysing these logs the system is able to reproduce past  event 
sequences based on the identified temporal knowledge. Event types are 
represented as nodes and the temporal characteristi cs of the events are 
used as ranked edges connecting the nodes. In this way for every 
sequence of events a graph is being created following similar patterns 
indicated at figure 3-5.  
The transformation of the sequences  of events into interconnected 
graphs changes the setting of the monitoring procedure. The similarity 
of objects is now reduced to similarity of graphs . Consequently the 
similarity calculation of objects turns into the computation of the 
similarity of graphs (gr a ph ma tching) [Bunke, 2000] .  
Graphs can be convenient since they present a versa tile and capable 
structure in the representation of objects . Graphs present some 
invariance properties that can be used extensively in the area of pattern 
extraction with traces of incidents. Bunke (2000) points out these 
LQYDULDQFH SURSHUWLHV ZKHUH ³ if a  gr a ph, which is dr a wn on pa per , is  
tr a nsla ted, r ota ted, or  tr a nsfor med into its mir r or  ima ge;  it  is still  the 
sa me gr a ph in the ma thema tica l  sense ´ 7KH DERYH SURSHUWLHV  as well 
as the analogy of graphs to model objects  (they can preserve their 
relations) make them convenient for the identificat ion of worth 
mentionable patterns.  
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By transforming the found objects into graphs and t rying to apply 
graph matching the concepts of graph isomorphism, sub-graph 
isomorphism and maximum common sub-graph emerge. Graph 
isomorphism can be used when investigating whether two graphs are 
the same. Sub-graph isomorphism can be used to identify whether a 
part of a graph is the same with another part of th e same graph or other 
graphs. Finally the maximum common sub -graph can be applied in any 
other case (where there is no isomorphism at graph or sub -graph level).  
$ PLJKW\ REYLRXV VWDWHPHQW FRXOG EH WKDW ³ the la r ger  the ma ximum 
common sub-gr a ph of two gr a phs is , the gr ea ter  is t heir  simila r ity´
[Bunke, 2000].  
In the case of the investigated case study, the exact matching of graphs 
does not apply since the sequences of events can vary significantly.  
Another factor that has significant weight , while attempting to achieve 
graph matching, is  the so called noise within the data. Such relevance 
to noise can include all the events that are not exclusively correlated 
within a specific trace of events.  The relevance of  noise within the 
selected case study system will be extensively discussed in section 
3.6.3. Based on the above the cases of graph isomorphism and sub -
graph isomorphism are deliberately neglected throug hout this thesis 
whereas maximum common sub-graph has been broadly accepted .  
An interesting approach towards the similarity calculation between two 
workflow graphs has been presented by Minor et al. (2007a). In their 
presented research approach the similarity between two graphs was not 
estimated based on how similar two graphs are. On the contrary, the 
graph distance was estimated based on how many changes one graph 
has to be subject to,  in order to match the one in comparison. In that  
way the graph matching question instead of being How simila r  these 
two gr a phs a r e?  is being changed to How differ ent these two gr a phs 
a r e? . With this approach the distance in similarity of the 2 graphs is 
being measured based on how many steps are needed in order to 
transform the 1 s t  graph to the 2 n d  one.  
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Regarding the addressed case study, the graph nodes  are bein g 
identified by following the sequence of events identified in a log fi le.  
If  the nature of events is  part icularly structured the produced graph 
follows the format indicated at  figure 3-6.  
 
 
 
 
Figure 3-6: Graph representation of an event sequence. 
 
As it can be observed from figure 3-6 if all  the events and their 
temporal duration are known, the graph derived from  the log mining 
can be drawn in a linear way. However,  a totally di fferent shape can be 
observed if several pieces of in formation are missing in the sequence 
of events. An example can be the lack of knowledge for the exact event  
duration or whether an event happened at an unknown temporal point.  
In some extreme cases there can also be that an event occurred and had 
never been captured by the system. Figure 3-7 shows  a possible shape 
for the derived graph containing similar cases with  the above 
mentioned scenario.  
 
 
Figure 3-7: Event sequence represented as a graph. Unknown events are shown. 
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Graphical  representations of event sequences ,  as shown at  figure 3-7,  
increase the complexity while estimating the graphs similarity among 
graphs. However, such cases are seldom seen in the EMS case study. 
Cases similar to the one shown at  figure 3 -7 can be  seen where high 
dimensional uncertainty is present e.g.  lots of unreasoned events,  
unpredictable actor behaviour,  weird incidents,  etc . This appears often 
in systems where  multiple actors interact with business processes in 
different ways and there is a large m argin of flexibility in the actions 
that  they can perform.  
 
3.5 Reasoning under Uncertainty  
 
An important aspect  while monitoring business processes is dealing 
with uncertainty. Business processes deal with both humans and 
organisations. Humans working in  organisations need to have the 
flexibility to work around workflows, bypassing and  adapting them 
depending on the specific context of a  contemporary condition. Such 
conditions could be either planned or unplanned. An example of a 
planned, or anticipated, condition could be the substitution of an 
employee in a case of an illness, or due to vacation absence. Unplanned 
conditions could be the so called una nticipa ted situa tions . 
Unanticipated situations can urge for a manual business process  
override.  Such situations could be a natural  disaster,  a power outage, a 
committed crime within the working environment , etc .  
Most workflow control systems allow humans to overr ide and/or adapt  
elements of the workflow. The EMS system can usually record these 
changes internally.  However, any context or rationale behind such 
changes is rarely recorded since the changes are no t essentially being 
justified. An intelligent system needs to be able to deal with the 
uncertainty stemming from that. Additionally workflows can be subject  
to continuous change and evolution dealing with the anticipated 
business process needs. Similarly to the above , these changes can take 
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place without providing a rationale or the stated context behind them. 
Furthermore in most of the case s, the system changes were not  
recorded as separate events.  This is a characterist ic of the EMS system 
that increases the uncertainty and adds difficulty to its  efficient 
monitoring.  
Any event trace from a workflow execution will only be recorded if it  
resides within the visibil ity of the workflow orchestrated system. 
However, a significant number of  events can occur e ither from the 
interaction among people or the interaction among people and the 
system within the normal execution of the  workflow.  These events can 
relate to phone calls,  face to face discussions, a written mail,  etc., that 
cannot be captured from the system. As a result the  recorded event  
information is at its best  incomplete.  
Most of the problems within a workflow occur due to  
misunderstandings of the involved actors. The misunderstandings in 
many cases can be regarding the current state of th e workflow. They 
could also derive from confusion among the a ctors r egarding their roles 
and/or responsibil ities.  
A typical example taken from the EMS system is the uncertainty within 
the interactions of course coordinators with the eq uivalent course 
moderators. When each actor uploads something new to the system , an 
automatic notification is being generated targeting the related process 
stakeholders. In the event of a  new coordinator upload a notification is 
being sent to the relevant exam moderator.  If  this notification is being 
missed by the moderator then there will not be furt her processing . Such 
processing could include an exam approval, a possible new document 
upload or any other allowed operation from the perspe ctive of the 
moderator. In such cases a deadlock will be unavoidable since : the 
coordinator will not take further action, the other  stakeholders will  
wait for an action from the moderator and the moder ator  will remain 
inactive waiting for a notification from the coordinator.  
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A key issue contributing to the above problem is that a certain amount 
of delay is expected among the actions of the workflow. Therefore it  
might not be clear enough whether  at  a specific point in time: 
x there is  a problem within the workflow or  
x a moderator is slow in processing further his/her task 
Another example issue, taken from the EMS system, has to do with the 
limited knowledge of the system. This occurs as a result of the 
inabili ty to capture the full  range of contextual knowledge associated 
with the workflow. Communication among the system stakeholders can 
take place outside the system to an immeasurable extent. This could 
include direct emails, physical meetings, phone calls,  et c. As a result  
several actions recorded into the system simply do not make sense from 
D WKLUG SHUVRQ¶V perspective. A manager of the system should use her  
experience gained from the available past knowledge to rectify such 
situations.  
As seen from the above examples uncertainty within workflow 
represented business processes can be due to a vari ety of factors. The 
system itself could even be another factor that causes uncertainty.  
Changes that take place within it are not necessari ly obvious to all the 
related stakeholders . Therefore the possibilities f or a potential  
misunderstanding are being increased. The reasons f or that can vary 
due to the nature of changes, the frequency of them, the possible poor 
documentation, etc.   
An indicative example can be extracted from the case study system. 
The system has been running since 2004 hosting over 500 exam 
workflow processes.  Till the time this thesis was written it  had been 
subject to at least 4 major alterations in its business process that were 
not necessarily documented. Due to this lack in the system 
documentation uncertainty was present in several cases where the team 
of experts wanted to identify a current workflow st ate and make a 
decision.  
Part II: Research methodology and experiments                    Chapter 3 Research Methodology 
 
 
94 
 
Since uncertainty is present when business processes come across with 
human interaction, several approaches have been suggested to deal 
efficiently with it .  BPEL4People and Bayesian Reasoning are the most 
prominent ones, therefore they will be discussed in  the following 
sections.  
 
3.5.1 BPEL4People  
 
Business processes can be specified appropriately with existing 
standards and representations as seen in section 2.2.1. However, the 
drawback to those standards is  that human interacti on is not taken into 
account . This can lead to a major gap while business processes  are 
being executed. In order to fill  in the above gap BPEL4People has been 
introduced as an innovative approach to:  
x ³suppor t r ole ba sed inter a ction of people  
x a ssign user s to gener ic huma n r oles  
x delega te owner ship of a  ta sk to a  per son only 
x suppor t scena r ios such a s  four  eyes, nomina tion, esca la tion a nd 
cha ined execution´>,%0	6$3@  
As can be seen from the above specification BPEL4People has a rather 
human-targeted approach. Therefore BPEL4People has been sugges ted 
as an extension of the hard-coded control  systems built on top of 
enterprise workflow control systems. Such an approa ch could be 
suggested as a possible way to deal with vague conditions  since it  
could enhance the reasoning within workflows regard ing the activities 
of their actors .  
However, BPEL4People is not by itself intelligent  enough to address  
uncertainty effectively since it  works as a representation standard . 
Intelligent monitoring systems on the other hand need  to be flexible 
and agile enough to deal with uncertainty.  A more suitable approach 
should be able to observe patterns of human intervention within a 
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workflow system. This could be afterwards matched  t o certain 
conditions in the workflow and then automatically be reused as 
suggestion to experts  with the use of a CBR system. An alternative 
approach to the above could be to facilitate Bayesian reasoning in 
combination with art ificial intell igence.  
 
3.5.2 Bayesian reasoning 
 
Artificial monitoring of enterprise workflow system s faces the problem 
of dealing with partial and often uncertain info rmation. The 
LQIRUPDWLRQDYDLODEOHLQDV\VWHPPD\EHXQUHOLDEOHHJ³ a  pa tient ma y 
mis-r emember  when a  disea se sta r ted, or  ma y not ha ve noticed a  
symptom tha t is impor ta nt to a  dia gnosis ´ >/HDNH @ $GGLWLRQDOO\
the rules governing a system cannot take into account all  the possible 
SDUDPHWHUV WKDW  PD\ PDNH WKHLU FRQFOXVLRQV LQDSSOLFDEOH HJ ³ the 
cor r ectness of ba sing a  dia gnosis on a  la b test  depends whether  ther e 
wer e conditions tha t might ha ve ca used a  fa lse positive, on the test 
being done cor r ect ly, on the r esults being a ssocia ted with the r ight 
pa tient,  etc.´>/HDNH@$VD UHVXOW an artificial  monitoring system 
should be able to provide enough reasoning regardin g the probability 
of events based on their available knowledge.  
Bayesian probabi lity can be regarded as a natural approach towards 
UHDVRQLQJ EDVHG RQ XQFHUWDLQ VWDWHPHQWV %D\HV¶ DSSURDFK FDQ EH XVHG
to measure a state of knowledge rather than measure  the frequency of 
explicit  occurrences.  The confidence of a possible suggestion can b e a 
number within the scale of 0 and 1.  The rules that a Bayesian system is 
XVLQJ FDQ EH ³ justified by r equir ements of r a tiona lity a nd consis tency 
a nd inter pr eted a s a n extension of logic ´>&URZOH\@ Due to their 
wide applicability the basic principles of Bayesian logic have been 
broadly used in artificial intelligence  and more explicitly in the area of 
machine learning.  
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Bayesian reasoning can be used to calculate the probabilit ies of events 
within a monitored system.  Models that use Bayesian reasoning and 
can depict the relationships among the variables of  interest in a 
graphical way are referred to as Bayesian networks.  The l iterature can 
show examples of using Bayesian networks, applied on tasks like user 
modelling and medical diagnosis. An example  is Intellipath, a medical  
system using Bayesian networks and has been incorporated in a large 
number of hospitals across the world for pathology diagnosis [Biocare 
Medical, 2009]. Medical diagnosis is a part icular area which faces a 
great factor of uncertainty and perhaps a combinati on of probabilities 
should be taken into account. For example ³a  medica l decision-ma king 
system might ma ke decisions by consider ing the pr oba bili ty of a  pa tient 
ha ving a  pa r ticula r  condition, the pr oba bility of ba d side -effects of a  
tr ea tment a nd their  sever ity, a nd the pr oba bility a nd sever ity of ba d 
effects if the tr ea tment is  not per for med ´>/HDNH@  
A Bayesian approach could be used for the classification of workflow 
traces. From that point of view some uncertain elemen ts can be 
removed and replaced by probabilistic measures that  can allow a CBR 
system to operate in a more accurate way.  An example can be the 
classification of users based on their response speed to workflow 
events in a variety of contexts. Bayes-based techniques could be used 
to deal with the deriving uncertainty.  In such way there can be a 
probabilist ic estimation of a possible event  based on the past available 
observations.   
An example could be the following:  During the last 5 working days the 
Personnel Manager has replied his emails. For the 4  days s/he managed 
to reply to everything within 12 hours. For 1 day s /he replied all his 
HPDLOV ZLWKLQ  KRXUV $V D UHVXOW EDVHG RQ %D\HV¶ DSSURDFK WKHUH LV
80% probability that the manager will reply to her/ his inbox emails 
within 12 hours and 100% that s/he will  reply within 24 hours.  
A Bayesian approach could be used to identify norms and outlier 
behaviour in the execution of workflows. However, the structural  
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representation of workflows in terms of graphs make s the followed 
approach eventually more appropriate. A Bayesian approach could be 
used in further work, especially to deal with uncer tainty issues were 
norms and probability of diverging behaviours could  be modelled.  
 
3.6 Similarity Measures  
  
As seen in section 3.4 above the operational logs contain sequences of 
events found that can be represented in a graph  format. While 
monitoring a business process the process manager m ay want to  
investigate how similar a new case is with those occurred in the past .  
In order to do this,  a similari ty measure is needed  to estimate the 
similarity of the current trace of events with any available past  cases.  
Based on the calculated similarity the underlying knowledge of the 
similar past traces can be used to classify the investigated case. These 
similarity measures along with the retrieved past k nowledge can be 
visualised afterwards and used as explanation to the monitoring  
recommendations or suggestions.  
Since the sequences of events can be represented and handled in terms  
of a graph,  the algorithms used for graph-matching can be used for the 
calculation of the similarity measures among workflow cases .  
For the purpose of graph matching several algorithm s exist that cover 
the overall spectrum of different graphs. The algor it hms that work with 
graph isomorphism or sub-graph isomorphism have bee n excluded since 
WKH\ GHDO ZLWK WKH KROLVWLF JUDSK PDWFK DQG WKH\ GRQ¶W KDQGOH
efficiently the existence of noise, as referred to in section 3.4.    
The current research deals with workflows whose tra cked traces have 
to be compared in order to calculate the similarity  among them . 
Therefore a graph similarity algorithm has been use d for the 
calculation of their similarity measures.  
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In the workflow area the edit distance algorithm has been used to 
measure similari ty [Minor et al.,  2007a ; Minor et al.,  2007b] as well as 
its modified trace edit distance [Montani & Leonardi, 2010; Montani , 
Leonardi,  & LoVetere, 2011; Montani & Leonardi, 2012].  However,  
the above approaches were not followed in this research for a number 
of reasons:   
x the workflow representation in this research is bas ed on the 
formal temporal theory and is highl y structured in terms of 
graphs 
x the use of MCS and Components have been shown appropriate in 
a number of contexts [Mileman et al .,  2002; Wolf & Petridis,  
2008; Petridis,   Saeed & Knight, 2010], involving structural 
similarities . In highly structured graphs  the MCS and 
Components approaches have shown to be appropriate  
x the system experts when reasoning about the investigated 
workflows, in the cases used in this research, have invariably 
UHDVRQHG LQ WHUPV RI IHDWXUHV DQG ³PRWLIV´ WKDW FRUUHVSRQGHG WR
specific conditions in the execution of the workflow.  Therefore,  
a MCS & Components approach is a natural approach forward   
Finally,  this approach allows the identification of clusters of similar 
workflow executions that can be used for explanation. This would not 
be possible if the edit distance was used.  
Referring to the adopted algorithms, the Component one  is based on the 
simple count of similar event types and wi ll be described in section 
3.6.1.  Further investigating the essence of temporal information 
among workflow instances , an implementation of the Maximum 
Common Sub-graph (MCS) has been considered with some relevant  
variants.  MCS will  be described extensively in sect ion 3.6.2.  
  
Part II: Research methodology and experiments                    Chapter 3 Research Methodology 
 
 
99 
 
3.6.1 Graph Matching - Components 
 
A first approach to graph similarity was to d evise a simple count 
algorithm since previous research work has shown th at  this can be 
efficient [Petridis,  Saeed & Knight,  2010] .The algorithm was 
evaluated using data from a number of simple experiments. The 
primitive algorithm, named Components , was based on the simple count 
of events of similar type that occur in each business process execution. 
The algorithm was based on a simple rationale:  
/HW¶V DVVXPH What there are two different event sequences under 
investigation. Since the events are of a specific type, if the number  of 
differ ent ca tegor ies of events in the fir st  sequence is the sa me with the 
number  of differ ent ca tegor ies a t the second one AND if the  number  of 
events for  ea ch ca tegor y in the fir st sequence is equiva lent with the 
number  of events for  ea ch ca tegor y in the second sequence THEN the 
two differ ent event sequences ha ve the SAME number  of ea ch a nd ever y 
event.  
The mathematical representation of the algorithm can be seen in the 
equation 1  below. 
ܵሺܩǡ ܩᇱሻ ൌ ෍ ݓ௜  ே೔మே೟೚೟ೌ೗ൈே೟೚೟ೌ೗ᇲ೙೚೚೑೐ೡ೐೙೟೟೤೛೐ೞ೔సభ    (Eq.  1) 
where N i  is the number of events of type i common to both business 
processes and N t o t a l   1¶ t o t a l  are the total  number of events in business  
workflow G and G ¶  respectively.   
w i  is the weighting factor for events of type i, typically  w i   = 1 / 
(number of event types)   -XVW IRU WKH UHDGHU¶V UHIHUHQFH WKH UHDVRQ
behind adopting multiplication was to separate better the deriving 
values.  
The Components similarity algorithm seems a fine approach towards 
the calculation of graph similarit ies. However, it  cannot take into 
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consideration the concept of intervals and establish sufficient 
similarity calculations therefore a more advanced a lgorithm is nee ded. 
The following section will refer in details to the more effective 
Maximum Common Sub-graph.  
 
3.6.2 Maximum Common Sub-graph 
 
Section 3.4 has explained the reasons why graph isomorphism and sub-
graph isomorphism have to be deliberately neglected  in the current 
investigation due to the significant variances in event sequences and 
the existence of the so called noise. However, the Maximum Common 
Sub-graph (MCS) has been broadly accepted  in the current research 
approach after proving its suitability in a number of cases.  
The literature has shown several cases where MCS has been applied 
successfully in different domains.  Mileman et al. (2002) have 
efficiently used MCS to measure graph similarity in  3 -D shapes in the 
area of metal casting.  Cunningham et al.  (2004) have been using MCS 
to estimate sub-graph similarity among textual information within the 
context of CBR. Wolf & Petridis (2008) state another example of the 
MCS successful usage to estimate graph similarity measures among 
UML diagrams in the area of  software design.  Tsai e t al . (2010) have 
used the MCS with CBR into process planning and die design processes 
for automotive panels reusing existing designs to develop new ones.  
Further research work in the area of metal casting has also been using 
effectively the MCS [Petridis, Saeed & Knight, 2010]. From the above 
research cases i t can be seen that the MCS can be a suitable approach 
for the calculation of temporal  graph similarity me asures.  
By launching similarity measures in areas where cer tain sub-graphs are 
important,  the context of motifs [Wu, Harrigan & Cunningham, 2011] 
emerges. With the reference to a motif several smal l sequences of the 
same event types can be identified. These certain event sequences can 
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define specific indication patterns that c an have remarkable weight in 
the classification of a case. MCS can be fairly efficient in the 
identification of such motifs among the investigated graphs and their 
sub-graphs.  
The Maximum Common Sub-graph similari ty between two such graphs 
can be defined as:  
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 (Eq. 2) 
ZKHUH FRXQW* UHSUHVHQWV WKHQXPEHURI HGJHV LQ JUDSK*DQGı&& ¶) 
LVWKHVLPLODULW\PHDVXUH ı&& ¶ EHWZHHQWZRLQGLYLGXDOHGJHV
(intervals or events) C and C ¶ .  
In the case of t ime-stamped events , as extracted from a workflow event 
log, the duration of each interval can be calculated. As a result  the 
graphs can collapse into a single t imeline. In this  case,  the similarity 
measure is easier to calculate as the MCS is a common segment made 
up of events and intervals in a particular order in  each of the compared 
workflow logs. In such a common graph segment each edge (event or 
interval) has a similari ty measure to its  counterpa rt  in the other log 
that exceeds a specified threshold value İ .  Equation 2  above can still  
be used to provide the overall similarity between the two workflows.  
Other branches of the graph could represent relevan t temporal  
information to the operational context. This information could be used 
to interpret successfull y a sequence of events. An example could be the 
proximity to a deadline (in the Exam Moderation System), or reminder 
communication broadcasts sent by managers outside the system (these 
could be normal direct emails).  
The MCS presented in  Equation 2  is being calculated using a greedy 
algorithm. When the algorithm is applied on a certa in set composed by 
WZR JUDSKV LW UHWXUQV ³ the la r gest connected common sub -gr a ph ba sed 
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on a  minimum simila r ity thr eshold between events a nd inter va ls  
pr esent in both gr a phs ´>.Dpetanakis et  al. ,  2011] .  
The pseudo-code of the calculation of the MCS as used for the needs of 
the CMS exam moderation system is being presented below : 
0&*VLPLODULW\DOJRULWKP**¶  
F or  a ll combina tions  of events a nd inter va ls  &&¶   
Select Initia l pa iU&&¶  
UHWXUQ&DOFXODWH*UDSK6LPLODULW\**¶ &&¶  
 
End for  a ll combina tions  
End MCG simila r ity a lgor ithm 
 
&DOFXODWH*UDSK6LPLODULW\**¶ &&¶  
Define va r ia ble Sim, Sim1  
Sim1   &DOFXODWH6LPLODULW\&&¶  
If Sim1  >  Thr eshold  
 Sim =  Sim +  Sim1  
 
SKRZQRGHDVYLVLWHG&&¶  
F ind a ll neighbour  combina tions ()  
BestNeighbour  =  0  
F or  ea ch neighbour  (C 1 ,  C1¶  
 Cr ea te r ema ining gr a phs (G 1 ,  G1¶  
 Temp =  Ca lcula teGr a phSimila r ity(G 1 ,  G1¶&1 ,  C1¶  
 If temp >  BestNeighbour  
  BestNeighbour  =  Temp 
End for   
Sim= sim +  BestNeighbour  
  
End Ca lcula teGr a phSimila r ity 
  
This algorithm recursively assembles the MCSs between two 
ZRUNIORZV7KHDOJRULWKPUHWXUQV WKHVXPȈRI WKHSDUWLDOVLPLODULWLHV 
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between nodes (intervals and events) for the larges t common sub-graph 
between the two graphs as in equation 2. This is then s quared and 
divided by the product of the total  lengths of the two graphs.    
 
3.6.3 The concept of Event Sanitisation 
 
While attempting to estimate the similarity among different event 
traces, both the above algorithms are taking into consideration all the 
available events. However, i t  has been observed that a human expert  
will not necessarily follow the same approach .  This  could be due to the 
fact that  s/he can automatically skip events of minor importance and 
focus to the most important ones .  
Usually several  events within an event  trace can be redundant since:  
x they have been generated by the sys tem for administ rative 
purposes   
x they refer to confirmations of activities  
x they refer to user-repetit ive actions, e.g. the use r repeated the 
same action by mistake.  
The above cases overall  consti tute the concept of  ³QRLVH´ within the 
dataset since they refer to information of minor im portance.  This noise 
would rather be eliminated while applying similarit y measures among 
workflow execution traces. In this way the dataset cases could be 
refined and more valuable knowledge could be extrac ted. This 
subsequently leads to higher confidence for the system experts . The 
action of eliminating the noise among the data will be referred to this 
thesis as sa nitising from now onwards.  
Elimination of noise leads undeniably to better knowledge extraction 
for the system experts . However, i t  is hard to classify what is noise and 
what is  not. A typically observed example  follows, highlighting the 
GLOHPPD FUHDWHG /HW¶V DVVXPH WZR HYHQW  sequences taken from a 
random system. The events in the system are referre d to as letters A, B, 
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C, D and E. Assuming that we have two traces: ABCDAE and ACDAE . 
Their similarity measure will be calculated with Components algorithm 
(seen in section 3.6.1) ,  and it follows below:  
  S (ABCDAE, ACDAE) = ෍ ହమ଺ൈହହ௜ୀଵ    =5/6 §= 83% 
In the above traces if  event B is regarded as noise it has to be ignored 
from the similarity calculation . The calculation in  that  case will be:  
 S (ABCDAE, ACDAE) = ෍ ହమହൈହହ௜ୀଵ  = 25/ 25 = 100% 
ABCDAE can be regarded as rather similar to ACDAE f ollowing the 
first calculation but  totally identical (!)  if the second one is applied.  
However, several questions are raised with the above. Firstly:  I s  
actually event B vital for the system while calculating the similarity of 
traces? And secondly: Which factors can define the actual importance 
of a particular event B?  
Some examples follow in an investigation of what could actually be 
regarded as noise and what  could not.  
Using the EMS system there were observed several  frequent patterns in 
terms of the main actions. Actions of major importance in the exam 
preparation cycle were those of the coordinator upl oad (CU) and the 
moderator upload (MU) among other routine events. T hese routine 
events could be an admin upload (AU), a  coordinator  comment (CC), a 
moderator comment (MC) or a drafter comment (DC).  
Two predominant patterns based on the main events were those of the:  
x CU MU CU which indicated that there was an exchange of 
important documents  and the 
x CU CU which indicated that  the coordinator was poss ibly 
working hectically on the creation of an exam paper  
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Given a couple of event sequences like CU MU CU CC AU DC and CU 
CU CC AU DC if the MU event  was misclassified as noise it  would be 
ignored from the similarity calculations. In this part icular case such an 
action would definitely lead to information loss since MU was a vital  
pattern-indicator event.  
However, this may not be the case in other applicat ion domains. Such a 
domain could be that of online purchases by using a credit  FDUG /HW¶V
assume that we have two types of events such as eBay and Amazon 
transactions, defined as (ET) and (AT) respectively. By having two 
sequences of transactions in the following format:  ET AT ET and ET 
ET ET a possible similarity calculation could  ignore the AT transaction 
since it does not indicate anything useful.  A possible removal of such a 
transaction could be acceptable since it does not indicate anything 
useful  and could be regarded as noise.  
The application of sanitisation on a certain data set  is heavily based on 
the application domain area. This is due to the different importance 
(gravity) that its obtainable events could have. Referring to the 
investigated CMS exam moderation system several events could have 
trivial  impact in the similarit y measures and thus could be regarded as 
noise (e.g.  administrative actions). The elimination of such events was 
necessary since they could totally mislead the graph similarity 
algorithms in any different case . However, misclassification of 
academic actions as noise could affect the system in a negative way, 
leading unavoidably to ambiguous results. Therefore  in the followed 
approach, the events of the EMS were classified as important or not  
based on the system ontologies as presented in  section 3.2.  These 
ontologies gave to the events an appropriate weight referring to  their 
actual importance within the system. By applying event sanitisation the 
graph similarity algorithms could provide more accu rate results,  
assisting vigorously the decision support mechan ism for the system 
experts.  
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 3.7 Conclusions 
 
Chapter 3 introduced the research approach towards the investigation 
of the research questions stated in  Chapter 1. The main research 
question leading this thesis is whether we can  intelligently monitor and 
diagnose business processes using case-based reasoning. As a result  a  
real world system, coordinated via a business process has been selected 
as a case study.  
The data extracted from workflow execution traces a re usually found in 
sequential series of events. Therefore a need emerges: to handle them 
and represent them in combination with their relevant temporal  
information.  Hence a formal theory of time has been  selected and 
presented at  this chapter.  
In order to apply similarity measures among workflo w event sequences 
an efficient graph representation has been selected . A strong argument 
for that  has been the efficiency of graphs regarding information 
handling and its subsequent persistence . Graph representation allows 
the calculation of similarity measures although the  graphs may or may 
not include the overall information . This is affected from the deriving  
uncertainty in business processes when there is  intense human 
presence.  
Two similarity algorithms are being presented in th is chapter that are 
being used throughout the evaluation of both the research question and 
the subsidiary questions. Finally, the impact of noise in data has been 
discussed as well as the difficulty stated while trying to classify what 
should be regarded as noise and what should not.  
Chapter 3 has presented the research approach. Chapter 4 will  carry on 
with the experimental phase of the undergoing resea rch , using the CMS 
exam moderation system as its case study. 
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 ? 
 
Experiments and Validation 
 
 
 
4.1 Introduction 
 
Chapter 3 gave an overview of what is the approach of the addressed  
thesis towards the efficient monitoring of on -going business processes.  
However, in order to apply this approach effectivel y two requirements  
have to be fulfilled: First to have a workflow that  orchestrates and 
choreographs a business process and second to have an intell igent 
monitoring system that could supervise the workflow . For the needs of 
the above evaluation, a custom service-oriented architecture (SOA) 
[OASIS, 2006] was designed and developed . The name of the created 
platform is  Case-based Reasoning Workflow Intelligent Monitoring 
System (CBR-WIMS). CBR-WIMS has been used as a test bed in t his  
thesis investigating the grounds of the stated hypothesis. In order to do 
that a number of experiments has been designed and evaluated using 
the CBR-WIMS platform. 
CBR-WIMS LV GHYHORSHG WR PRQLWRU LQ VLPXODWHG ³UHDO -W LPH´ WKH
current state of a workflow. Additionally it does not need to represent 
the actual business process for the purpose of the monitoring . 
However, a formal representation of the business pro cess could be used 
to identify operations that break constraints as identified in the 
process. The main purpose of the monitoring is not to prove adherence 
to the workflow definition but to a typical ex ecution of the process.  
:RUNIORZV VWDNHKROGHUV FDQ IROORZ DQ ³DFFHSWDEOH´ SDWK ZLWKLQ WKH
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workflow but there can be countless paths that can be followed, be 
³DFFHSWDEOH´DQGQRWDSSURYHGIRU WKHVPRRWKRQ -going of the process.  
CBR-WIMS is using case-based reasoning in order to monitor the 
current state of a business workflow. In order to b e able to bootstrap 
the system a small set of cases that has already been classified by the 
LQYHVWLJDWHG V\VWHP¶V H[SHUWV LQ WKH FDVH RI (06 VHQLRU VWDII
members) is being used to classify the incoming, unknown cases.  The 
maintenance of the used cases is based on the users of CBR -WIMS who 
by following the normal procedures they are using t he cases and 
annotate them or write comments. However, a small number of cases is  
being used to classify the majority of the case base and equivalently a 
small  number of annotations is needed.  
In the occurrence of a  minor change in the business  process, this can be 
recorded in the CBR-WIMS and add the necessary weight to the new 
cases (in respect to the changed business process) compared to the past 
available ones.  In the case of a major change, if the past cases are not 
of use and the CBR-WIMS will not take them into account to the future 
monitoring of the investigated system.  
For the evaluation of the current research approach  a number of  
different experiment sets were designed and conducted. The 
experiments followed an evolutionary approach in order to evaluate 
thoroughly the research methodology. Therefore the initial sets  started 
with the application of simpli fied techniques on minimalistic datasets.  
Gradually the experiments were progressed with the application of 
advanced techniques on more sophisticated datasets ,  imposing both 
high complexity and significant size.  
The aim of this chapter is to guide the reader through the evaluation 
process of the undergoing research and put emphasis  on the produced 
results as well as the encountered outcomes from the series of 
undertaken experiments .  
The breakdown of the chapter is  as follows:  
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Section 4.2 gives an overview of the early conducted experiments using 
CBR-WIMS with the focus on the used similarity algorithms and the 
mining techniques rather than the nature of the dat aset  and its 
attributes. Section 4.3 discusses on the experiment  sets  with real data, 
taken from the CMS exam moderation system using the MCS and 
Components similari ty algorithms. Section 4.4 addresses the research 
motivation for the investigation of a more sophisti cated approach to the 
MCS algorithm and the experiments undertaken towards its evaluation.   
Section 4.5 unfolds the reasons that led to the adoption of clustering 
and gives an overview of the experiments conducted using the 
Agglomerative Hierarchical Clustering algorithm. Fi nally section 4.6 
concludes with discussion on the results of the research experiments .  
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4.2 First set of Experiments ± Simulated Workflows 
 
At first stage a set of preliminary experiments was  designed towards 
the evaluation of the  proposed approach in Chapter 3 . The focus was on 
whether CBR-WIMS is able to  monitor efficiently and identify simple 
patterns in already known, pre-classified cases. The dataset chosen for 
this set  of experiments was based on a simplified workflow process 
[Kapetanakis et al. ,  2009a] . The dataset was related to the chosen case-
study enterprise system, the CMS Exam Moderation system. The exam 
moderation system stated a variety of cases that could often be 
characterised in a generic way. These could be refe rred to as sta lled or 
not sta lled having as a key point indicator whe ther  they present a 
problem or not throughout  their execution. This lab el classification can 
be used when the cases are not complex. For more complex cases 
another class has to be added but this will be explained further in 
section 4.3.2.  
CBR-WIMS was called to engage recreating the role of a CMS exam 
moderation manager.  Its role was to attempt classif ication provision to 
cases already familiar to the manager. In this experiment  the system 
was challenged in terms of classification efficiency: its provided 
outputs should be as close as possible to the human ones. The 
experiment was designed with two major targets as a  priority: Firstly to 
investigate whether it  could perform successful  monitoring to an 
elementary dataset  and secondly to check the overal l  feasibility of the 
system.  
Towards the preliminary targets set , the system took into account the 
behaviours of the domain experts.  CMS exam moderation domain 
experts are senior members of staff that  are experi enced with the 
system as well as the underlying learning and quality procedures. Their 
responsibility is to ensure the smooth operation of  the business process  
in combination with any imposed rules and procedures as well as any 
involved workflow actors.  
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For the needs of the current research several inter v iews have been 
conducted in order to elucidate the way they respond in a number of 
actions. To illustrate the way that the knowledge was elicited from the 
system experts , the used classification form can be seen in Appendix B 
(EMS form). The form contains the basic questions that the experts  
should answer regarding a particular case. The expe rts at first stage 
were asked to classify simplified workflow instances on whether they 
face a problem or not. Additionally they were asked  to provide any 
available information regarding the investigated case. This information 
was provided in a free-text format.  
CBR-WIMS to a large extent should be able to replicate their 
behaviour to a stated condition. The target of the first set of 
preliminary experiments was explicit ly referring to  that:  to be able to 
rectify an investigated case based on the way a domain expert  would do 
so.  
Domain experts , while attempting to monitor the workflow execution 
traces, highlight  certain areas of the provided inf ormation  rather than 
the overall number of executed events. Being more p recise, while 
monitoring an exam creation phase, the focus can be towards the end of 
the event trace. This is due to the fact  that usual ly the late events  
contain the most up-to-date information and could indicate the current 
state of the workflow. Being more specific the nature of the events,  
e.g. uploads from key actors, as well  as their cont aining temporal  
information could highly indicate what could be the state of the 
workflow. Therefore the system gave significant at tention to those 
event traces, imitating the behaviour of a human expert .  
Workflow experts  were following similar  knowledge d iscovery patterns 
while being in the process of monitoring . Several variations could be 
also applied depending on the siz e of the trace of the event (the larger 
it  was the more possible was to contain malfunctions,  inconsistencies,  
etc). Different characteristics of each investigated workflow case were 
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also taken into account, e.g. the period of the year, the proximity to 
deadlines, important external events, etc .  
Since one of the prior targets was the feasibil ity evaluation of the 
system while monitoring an elementary dataset,  a simulation was 
proposed as the most suitable approach to that .  Therefore a simulation 
was designed consist ing of 320 simplified event logs . These logs were  
containing cut-down workflow execution traces and were used to 
produce the workflow case studies. For the needs of  the simulation  
only exam uploads where taken into account. Moreover the last three 
uploads where chosen in each log event-sequence to represent the final  
case.  
The log trace contained events in the following format:   
(Action1, Actor1, Interval1, Action2, Actor2, Interval2,  Action3, 
Actor3, Interval3)  
An example of this could be given as:  
(CoordUpload, John, 3, ModUpload, George, 0, CoordUpload, John, 5) 
with the time inter va ls specified a s da ys.   
A graphical representation of the format of the events in the log trace 
can be seen in Figure 4-1 below. 
 
 
Figure 4-1: A Simple workflow Event log segment [Kapetanakis et al., 2010a]. 
 
For the needs of the efficient investigation of CBR-WIMS two aspects 
have been examined: first whether it  can provide ef ficient monitoring 
with the actual data contained in its cas e base, second whether the 
normalisation of the behaviour of the workflow acto rs can assist  the 
A1 A2 A3 No
w 
I1 I2 I3 
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system in making robust judgements. Profile normali sation was 
considered since usually the same people tend to do same things in the 
same way. An example can i l lustrate this better:  
Assuming that there is a writing process workflow (bpw) and three 
workflow actors: A, B and C that  have to write a le tter and send it  
within ten (10) days as part of the workflow process. After the letter is  
being written and sent, the action is recorded in the system. From the 
actors above, A writes and sends it within one (1) day, B in two (2) and 
C in nine (9).  Without the concept of normalisation these three distinct  
time durations would be taken into account for any similarity 
calculation among the user behaviours. However,  by applying  
normalisation there can be assumed that: the time period between one 
and less than three days is  regarded as fast, three  to five can be 
regarded as medium and any time period after five and less th an ten 
days is  regarded as late. By applying normalisation  actors A and B can 
be regarded as fast and C as late. In a following way their actual time 
durations can be substituted with one (1) for fast,  four (4) for medium 
and seven (7) for late or with any other indicative  values for fast, 
medium and late responders respectively.  
The normalisation perspective has been investigated during the first set 
of experiments with the EMS process since the actions of the workflow 
actors (users) and their overall behaviour (profile ) could be 
distinguished in similar categories as above (slow,  medium, fast) 
responders. This  will  be discussed in further detail  in section 4.2.2.  
For the following sets of experiments real data from the EMS process 
were used after applying an anonymisation process to the actors within 
the workflow executions .  
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4.2.1 Phase1: No normalisation on the profiles of users 
 
During the first  phase of the experiment the information elements  
relating to workflow actors (as individuals) were i gnored. Only the 
actual role of the actor was taken into account.   
The similarity measure in this phase contained two parts:  
x Estimate the similari ty between two actions (A 1 ,  A2) 
x Estimate the similarity between the durations of two time 
intervals (I1 ,  I2) represented as Dur(I1) and Dur(I2) respectively.  
The similarity estimation between two actions is defined as:  
x ı$1 ,  A2) = 1 if A1= A2  and  
x ı$1 ,  A2) = 0 if A1$2  
The similarity measure between the durations of two intervals I1  and I2  
is defined as:  
x ı Dur(I1), Dur(I2)) = 1 - ( |Dur(I1) | - |Dur(I2) |) /  ( |Dur(I1) | + 
|Dur(I2) |) ,  max(|Dur(I1) |, |Dur(I2) |)  > ı 0)=1 
For the estimation of the numeric relevance of two different log 
instances the Maximum Common Sub-graph (MCS) was used. When 
0&6 LV DSSOLHG EHWZHHQ WZR FDVHV & DQG &¶ ,  it  starts from the most  
right (latest event) to the most left  (earliest event). Dur ing its 
execution it calculates the similarity measures matching each interval  
DQG DFWLRQ LQ & WR WKH FRUUHVSRQGLQJ RQH LQ &¶ 0&6 VWRSV ZKHQ WKH
similarity between two edges falls under a pre-specified threshold. The 
threshold placed for this experiment was at 0.5.  
Just to familiarise the reader with the way the extra ction of the 
information took place from the event logs provided , a n example of a 
system log follows in figure 4 -2.  This log contains 4 dist inct events.  
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Audit Trail 
Coordinator John Smith uploaded version 2 of exam document COMP398 on Monday 19 
January 2009 13:05:04 
Coordinator John Smith uploaded version 3 of exam document COMP398 on Friday 23 January 
2009 14:00:01 
Moderator Phil Deil uploaded version 4 of exam document COMP398 on Friday 23 January 
2009 15:29:21 
Coordinator John Smith uploaded version 5 of exam document COMP398 on Tuesday 27 
January 2009 09:05:01 
 
Figure 4-2:  An example of an audit trail log. 
 
From figure 4-2 we can extract a random case (C). For the needs of this 
experiment only the last  three uploads are taken in to account and given 
DQRWKHUFDVH&¶ZHFDQKDYHWKHIROORZLQJ two cases:  
³C=  (Coor dUploa d, J ohn, 3, ModUploa d, P hil , 0, Coor dUploa d, J ohn, 
5) a nd 
&¶ 0RG8SORDG3KLO0RG8SORDG3KLO ,  0, Coor dUploa d, Ma r y, 3)  
Assembling the MCS:  
1. (5,  3) =  1-2/8= 0.75 
2. (Coor dUploa d, Coor dUploa d) =  1  
3. (0,  0) =  1  
4. (ModUploa d, ModUploa d) =  1  
5. (4,  3)= 1-1/7= 0.857 
6. (Coor dUploa d, ModUploa d) =  0    . . .  MCS Ma tching stops  
So, the over a ll simila r ity be WZHHQ & DQG &¶ IURP MCS eq. 2 a s 
pr esented in section 3.6.2 is:  
6 & &¶     ´ >.DSHWDQDNLV HW  DO 
2009a]  
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Using the above similarity measures the sample of 320 cases was split  
randomly into a case base of 300 cases and a test sa mple (target 
sample) of 20 cases. The k  nearest neighbour (kNN) algorithm with 
k=3 was used afterwards in order to classify the sample cases  (target).  
Each target case was then classified as sta lled or not sta lled based on 
the votes of i ts three nearest neighbours. The produced results were 
afterwards compared against the known case classifi cation provided by 
the human expert . In order to acquire more accurate  results the 
evaluation run was repeated 10 times and the classi fication results were 
finally averaged over the 10 runs.  This methodology is followed and 
applies to all the conducted experiments in this thesis.  
The results of the evaluation runs can be found in Table 4-1.  
 Average number of 
cases /20 
Percentage 
(%) 
Target cases 
correctly classified  
13.8 69 
Missed positives  5 25 
False positives  1.2 6 
 
Table 4-1: First Evaluation results ± no normalisation for XVHUV¶ profile [Kapetanakis et al., 2009a]. 
 
As it can be seen from the above table , CBR-WIMS was able to 
correctly classify 69% of the investigated cases. Although the results 
were satisfactory for its first , pioneer usage the need to incorporate 
more environment information was outlined. Such information 
provision could possibly lead to more accurate simi larity 
measurements.   
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4.2.2 Phase2: Profile Normalisation 
 
The acquired results from the first set of experime nts have shown a 
promising monitoring performance from CBR -WIMS. The  provision of 
inner workflow information could possibly enhance even more the 
outputs of the engine. Knowledge regarding the profile of involved 
actors could possibly assist to further system insight  provision. 
Motivated by the above , CBR-WIMS took into account  the profiles of 
the human actors within the system. The results der ived from the above 
observation have shown that  the workflow actors  could be divided in to 
clusters based on their response rate. After analys i ng the existing 
cases, it  was realised that they could promptly fit  into one of the 
following three categories:  
x Fast responders: response rate between 0-2 days 
x Medium responders: response within  2-4 days  
x Slow responders: response over 4 days  
As a result , for the second phase of the experiment , normalisation was 
applied to the interval similari ty measure .  In such way the rate 
variations in the actor responses could be expressed more precisely 
among the different cases  of the case base .  
For the needs of this experiment the duration (I) for each interval was 
replaced by the difference of the actual  duration minus the nominal 
duration for the relevant type of a workflow actor. As a result the 
above categories change to:  
x Fast responders: response rate at  1 day 
x Medium responders: response rate within 3 days 
x Slow responders: response rate over 5 days  
A typical example of how this alteration chang es the log format can be 
given by changing the presented example in the beginning of section 
4.2.1 above. For the needs of th is H[DPSOH OHW¶V DVVXPH WKDW  -RKQ LV D
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fast responder and Phil is a slow one. Such profile information could 
be known to a domain expert either from personal ex perience or from 
analysis of past cases where each of those actors was involved. The 
case could be represented in the following way based on the existing 
profile information :  
C= (CoordUpload, John, 2, ModUpload, Phil, 5, Coord Upload, John, 4)  
After applying profil ing normalisation the modified  similarity measure 
could provide additional information  which was based on the 
knowledge extracted from the analysis of past cases . Throughout this 
experiment  the same approach as above was followed by repeating the 
evaluation run for 10 times and afterwards averagin g the classification 
results over the 10 runs.  Table 4-2 summaris es the produced results:  
 Average number of 
cases / 20 
Percentage 
(%) 
Target cases correctly 
classified 
15.3 76.5 
Missed positives  3.8 19 
False positives  0.9 4.5 
 
Table 4-2: Second Evaluation results ± normalisHGIRUDFWRUV¶SURILOHV>.DSHWDQDNLVHWDOD@ 
 
Phases one and two of the above experiment have shown that  the 
correct classification within the overall  number of  target  cases was 
increased after applying preliminary data profile a nalysis . As it can be 
seen from table 4-2 there was a reduction in the missed positive cases , 
having as a result  an increase  in the success rate of the classification of 
the cases. This has been regarded as a fairly positive monitor ing 
attempt for the CBR-WIMS engine performing on simplistic datasets.  
The first experiments with CBR -WIMS were encouraging after showing 
that i t  can effectively locate cas es with either healthy or problematic 
condition status.  These statuses were provided from workflow domain 
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experts and were subsequently used by the system for t he investigated 
cases.  
From its primitive evaluation CBR-WIMS has shown to be effective for 
the monitoring of simple datasets after applying the necessary 
operational measures. As a further step, larger seg ments of data could 
be used. These data could be taken from a real operational cycle in 
order to evaluate this research  approach. That was the mot ivation for 
the second set  of experiments with the CBR-WIMS by using this time 
real  workflow data taken from the EMS operational l ogs.  
 
4.3 Second set of experiments ± Using real workflow logs  
 
Motivated by the encouraging results produced by the prelimi nary 
evaluation of CBR-WIMS, a second set  of experiments was designed. 
This set took into account a complete dataset in terms of data  size and 
its relevant complexity. The chosen dataset for this set of experiments 
contained real data mined from log event sequences.  The chosen data 
were produced from the execution of the CMS exam moderation 
system. In this set of experiments large segments of event logs were 
used in order to create the case base which contained a wide range of 
exam moderation actions and events.  
AUDIT TRAIL  
Examination document Exam_COMPXX70_ver1_May_2009.DOC has been uploaded by Miltos Petridis at 
03/04/2009 12:21:43. 
Email sent to Moderator: mcXX Office: cms-exams  
 
Examination document Exam_MS_COMPXX70_ver1_May_2009.DOCX has been uploaded by Miltos Petridis at 
04/04/2009 00:06:03. 
Email sent to Moderator: mcXX Office: cms-exams  
 
Examination document Exam_COMPXX70_ver4_May_2009.DOCX has been uploaded by Ch&&&&g XX at 
07/04/2009 13:15:22. 
Email sent to Coordinator: pmXX Office: cms-exams Head of Department: pmXX  
 
Examination comment has been added by Ch&&&&g XX at 07/04/2009 13:18:32. 
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Email sent to Coordinator: pmXX Office: cms-exams Head of Department: pmXX  
 
Moderator C&&&&g XX has signed off the Exam and Marking Scheme at 08/04/2009 00:07:17. 
No Emails sent  
 
Drafter SXtX McKXXXie has removed the Moderator Sign Off for the Exam and Marking Scheme at 08/04/2009 
11:40:49. 
Email sent to Moderator: mcXX Coordinator: pmXX Office: cms-exams Head of Department: pmXX  
 
Figure 4-3: An example taken from an event log showing part of the exam moderation process 
[Kapetanakis et al., 2009b]. 
 
An example of the nature as well as  the sequence of events extracted 
from the CMS exam moderation system logs can be seen in Figure 4-3 
above. The presented events correspond to executed workflow actions. 
Figure 4-3 shows the system actors that triggered t hese workflow 
actions as well as the communication messages being exchanged among 
them.  
For the needs of the evaluation of CBR -WIMS with real workflow 
datasets a stepwise approach was adopted.  Initially familiarisation with 
a preliminary dataset  was conducted in order to eva luate the 
monitoring performance of the engine. Based on the obtained results 
the engine came across the ful ly available dataset in  an attempt to  
promote its monitoring aptitude. Such breakdown in the experiments  
allowed better approximation and handling of the results as well as  
gradual evaluation and reflection  for its  capabilities .  
 
4.3.1 Work on a Preliminary dataset 
 
As shown in section 4.2 CBR-WIMS has proven i ts monitoring 
capability in the initial attempts using simulated data.  To proceed 
further, CBR-WIMS was challenged to classify correctly real workflow 
Part III: Results & Validation                                         Chapter 4 Experiments and Validation 
 
 
121 
 
cases. As an initiation activity CBR-WIMS was trained for the 
classification task using the provided rules of the investigated system.  
A simple experiment was designed including exam papers extracted 
from the CMS database. For the needs of this experiment snapshots of 
29 exam papers were provided to CBR-WIMS. The exam papers were 
taken at the same point in time, near the exam sign off dead line. A 
domain expert had pre-classified those papers and had annotated 7 of 
them as problematic (sta lled).  
The role of CBR-WIMS was to classify the process states of the 
investigated exam papers. For the needs of the case base formulation 
76 already ranked and manually classified exam moderation workflow 
processes were used. All the exam snapshots were chosen from the 
same year and their ranking (as sta lled , non-sta lled) had been 
conducted by a domain expert.  
The classification of the target sample was based on simple voting 
using the kNN algorithm with k=3. The 3 nearest neighbours were 
retrieved for each case using the Maximum Common Sub -graph. Table 
4-3 shows the results from the evaluation conducted.   
CASES CBR-WIMS 
Correctly classified stalled workflows 4  ? 57.1% 
Missed cases 3  ? 42.9% 
False positives 4  ? 18.2% 
Correctly classified normal workflows 18  ? 81.8% 
 
Table 4-3: Evaluation results using real workflow logs [Kapetanakis et al., 2009a]. 
 
CBR-WIMS had a high percentage of correct ranking for normal 
workflow snapshots, with a percentage of 81.8%, whereas its  
classification efficiency for the problematic cases  was 57.1%. An 
additional observation that came along with this experiment was that  
the system had addit ionally picked 4 more cases and identified them as 
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sta lled. When these cases where presented to a domain expert, he was 
able to identify 2 of those, presenting signs of potential  problems that  
could lead to a problematic state. Compared with the previous 
experiment (using simulated data), this experiment did not take into 
account the previous behavioural knowledge for the involved actors.  
The case base used could also be character ised as small compared with 
the overall number of cases that could be available . However, these 
limitations were taken into consideration  (and tackled) in the design of 
the following experiments.  
This set  of experiments has shown that CBR-WIMS is reliable enough 
to assist with the efficient classification of workflow cases. The 
efficient classification was proven with both simulated and real data 
something rather encouraging for the adopted resear ch approach . 
However, this had to be further investigated with a  large volume case 
base in order to prove its operating efficiencies.   
 
4.3.2 Work on a Full scale dataset 
 
CBR-WIMS has shown that it  can classify with efficiency the current 
state of a workflow as taken at a certain point in time. However, in  
order to ensure the classification precision of the  platform, the need for 
testing it with a larger and more complicated dataset emerged. This 
was profoundly indicated after the finalisation of the previous 
experiments as they were previously presented (sect ion 4.2). Therefore 
the following experiments were targeted on  the evaluation of the  
monitoring approach given a high volume of real-workflow executed 
traces.  
Given the priorities set for this experiment the ov erall  data -repository 
available f rom the CMS exam moderation workflow pro cess was used. 
This included the total of 1588 events and 116 distinct exam 
moderation processes from one academic session [Kapetanakis et al .,  
Part III: Results & Validation                                         Chapter 4 Experiments and Validation 
 
 
123 
 
2010a]. While incorporating the dataset  into CBR ±WIMS the whole 
range of event types was included (Uploads, Sign-offs, Comments,  
Reports and management actions) as well as all the available system 
actors (Coordinators,  Moderators, Drafters and Admi nistrators).  
The data used for this experiment had significantly larger volume 
compared to the datasets used for the previous experiments.  Therefore 
significant assistance had to be provided by the domain experts. A 
domain expert  went through all the available event logs and annotated 
the given exam moderation processes using three dis tinct classes: A, B 
and C. Class A refers to the class sta lled as mentioned in section 4.2 
and class B refers to non-sta lled respectively.  By working closely with 
real  data the EMS experts annotated that certain cases had problems 
and was rather obvious what was going on. T herefore  these cases were 
annotated as class C. 
These classes are described in more detail  below:  
x Class A :  Indicates that  the exam moderation process has been 
completed with problems. The area of problems could  be a form 
of delay, the stall of a process at  a certain time point and/or a 
notable confusion, discrepancy or misunderstanding among the 
actors of the EMS.  
x Class B :  Indicates that the exam moderation process has been 
completed with minor or no problems or collisions.  
x Class C :  Indicates that  the exam moderation process has been 
stalled and was not completed correctly at the poin t  of 
observation.  
For this experiment a sl ightly different approach w as adopted regarding 
the classification evaluation of CBR±WIMS as well as the 
classification measures used  from the human domain expert. The 
reason for that was to investigate which could be the most effective 
configuration for the expert system in order to enh ance its  monitoring 
capabilities. For the needs of this investigation certain changes have 
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been made in terms of the nearest neighbour configuration as well as  
the algorithms used. 
Upon the above stated rationale, CBR±WIMS has used the kNN 
algorithm with k=1, 3, 5 and 7 respectively for each workflow process 
that was classified by the expert. An additional similarity measure 
algorithm was also used along with the Maximum Common Sub -graph. 
The second algorithm referred to as Components (already presented in 
section 3.6.1) has been based on a component event count similarity 
measure. In this algorithm the di stance between two processes is being 
calculated as the normalised sum of differences between the counts of 
events for each type of them. This similarity measure does not take 
into account the comparative length of time intervals between events,  
but focuses on the overall number of event types involved in the 
process.  
The number of parameters taken into consideration f or this experiment 
was significantly larger compared to the previous performed 
experiments . Therefore several variants of it  were conducted in order 
to be able to have efficient evaluation and at the same time understand 
the effectiveness of the current approach.  
The first variants of the experiment contained all the available events 
triggered by the workflow actors taking into accoun t their k  (for  k= 1,  
3, 5,  7) nearest neighbours . The key difficulty encountered with the 
used (large) dataset  was the unavoidable interference of events with 
minor importance. As a result  significant attention  had to be given to 
the efficient eradication of such ev ents from the processed event logs.  
As a first stage for the log refinement event sanit isation was applied 
(all admin and reporting events were filtered out).  Such events refer to 
trivial administrative operations and did not seem to have a n important  
effect on the process. At a second filtering stage,  all  the actor 
comments were removed as well as the final actions indicated by senior 
managers (Drafters) of the system. This action was taken in order to 
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focus more on the actual production stage of the exams  processes.  
Finally a rectification algorithm, developed especially for the filtering 
out procedure, has been applied to smooth the event  logs by 
consolidating similar events that happened in quick succession. The 
need for such algorithmic imposition emerged from the observation 
that actors were highly keen on repeating the same actions in a very 
short time span (e .g. fr om some seconds to one or  two minutes ). This 
could be due to an unanticipated user error (such a s a wrong file 
upload) or due to a system error (such as a web-page refresh failure ).  
Figures 4-4, 4-5, 4-6,  4-7 and 4-8 below show the results of the 
experiments conducted as well as the percentage of correct  
classification for each distinct EMS class category (A, B and C) as 
described above.  
 
 
Figure 4-4: Results for 1NN and all types of events [Kapetanakis et al., 2010a]. 
 
 
Figure 4-5: Results for 1NN and all types of events except for reports and admin actions [Kapetanakis et 
al., 2010a]. 
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Figure 4-6: Results for 1NN and no reporting/admin or comment events [Kapetanakis et al., 2010a]. 
 
 
 
Figure 4-7: Results for 1NN only for the production stage (no drafter involvement) [Kapetanakis et al., 
2010a]. 
 
 
Figure 4-8: Results for 3NN no admin and reporting events [Kapetanakis et al., 2010a]. 
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As it can be observed from the above stated figures  CBR±WIMS was 
able to classify with precision the cases w here severe problems 
occurred within the exam moderation process , mainly cases belonging 
to the C class.  The system has been shown very accurate in terms of the 
classification of class B cases, the cases where the exam moderation 
process has been conducted i n a smooth way. In cases belonging to 
status class A, where some problems incommoded the smoot h operation 
of the process, CBR±WIMS has shown some reluctance in classifying 
them accurately.  However, i t  was observed that the imposition of  
successive filters and the removal of minor importance events  have 
improved the performance of the system. Such events  included the  
administrator actions or the reporting events. Howe ver, the filtering 
process could be regarded of greater importan ce while applying the 
Maximum Common Sub-graph as the similarity measure algorithm.  
This set of experiments  could be regarded as the most prolific  one 
regarding the observations and the extracted conclusions. For the needs 
of these experiments, CBR-WIMS has applied classification techniques 
using a real , complicated event-log dataset . Throughout these 
experiments difficulty was spotted in the identification of problems 
during the early stages of the process .  However, th at  was expected 
since, based on the knowledge from domain experts , fewer problems 
occur at that early period  of the academic year. The variation in the 
imposed kNN algorithm had also proven a factor of l im ited importance 
within the 1-3 scale and not efficient for the cases where k was 5  or 7.  
The latter was due to the l imited number of cases within the case base.   
The past behaviour norms of the human actors ,  in re lated past cases ,  
were not taken into account  for this set of experiments . Another 
parameter that was part of the experiment configura tion was that the 
exam processes were investigated at a certain point  in time (just before 
the exam-paper deadline) and not throughout a movable time window.  
The reason for that was the importance of this poin t in time for the 
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creation of exam papers. Any other moment would be of trivial  
importance.  
Although the acquainted results from this extensive set of experiments 
were positive,  further questions were raised. The f irst question was 
whether CBR-WIMS efficiency was maximised or not.  This could not 
be verified and had to be investigated further by another set  of 
experiments. The extracted insight from the data clustering was also 
questionable. A raised question was whether  a different clustering 
approach could provide different or better results.   
Finally the application of a more exhaustive similarity algorithm was 
highlighted.  Would an application of such an algorithm be able to 
increase the efficiency of CBR-WIMS? Following the above question, 
would a more analytical approach to the estimation of the similarity be 
of benefit?  In order to find the answers to the rai sed questions, the idea 
of applying enhanced similarity measures plus a more descriptive way 
of clustering was formulated .  
The next sect ions will discuss in detail both the approaches of the 
enhanced similarity measures and the need for a hie rarchical 
clustering.  
 
4.4 Enhanced Similarity Measures 
 
The conducted experiments with CBR-WIMS platform have shown a 
remarkable ability towards the accurate classificat ion of several  
investigated cases within the boundaries of the EMS system. However,  
although the results have been shown successful ,  a slight reservation 
has been underlined regarding the algorithms used for similarity 
measures. The arisen concern had to do with whether  the used 
algorithms are either hiding or omitt ing parts of t he actual case 
information. Those parts could possibly be of benefit  to the case 
identification and their following system classification.  
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As shown in Chapter 3 the MCS is being calculated using a greedy 
algorithm. The algorithm returns the largest sequen tial common sub -
graph among events and intervals present in both the investigated 
graphs. If the similarity measure goes beyond a pre -specified similarity 
threshold then the similarity calculation is being terminated.  A concern 
raised, based on the above,  is  whether a more thorough calculation of 
the MCS, could lead to better similarity measures and therefore better 
monitoring insights.  A possible variant of the MCS algorithm could 
take into consideration all the available stopping points with in an 
investigated graph.  That was the rationale for the application of the 
enhanced MCS within the concept of CBR -WIMS. The following 
section refers extensively to the proposed enhanced  version of MCS as 
well the experiments towards its evaluation.  
 
4.4.1 The Enhanced MCS algorithm  
 
MCS algorithm has been proven efficient in the performed 
experiments , providing good prediction on the inves tigated cases . 
However,  further experiments had to be conducted in  order to ensure 
and verify its efficiency overall . Towards this direction an advanced 
variant of the algorithm has been developed in orde r to include into the 
similarity calculation the formerly hidden sub-graphs. These categories 
of sub-graphs contain small , non-overlapping sub-graphs (parts of  
larger graphs) that the MCS was investigating. At this stage of the 
experiments the research focus was on whether these graphs are of 
value, containing useful information  for the similarity calculation.  
Based on the above an advanced MCS variant has been developed. The 
DOJRULWKP ZDV DEOH WR UHWXUQ ³a  set of unconnected a nd non-
over la pping sub-gr a phs´ >.DSHWDQDNLV HW DO  @ DQG Fould be 
represented formally by the equation 2 in section 3 .6.2.  In order to be 
able to hold all the available non-overlapping sub-graphs, the stopping 
cri teria of the original algorithm had to be changed. MCS when used 
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for calculating similari ty measures it  returns a value either in the case 
of a successful calculation or when the measure reaches a certain 
threshold. The developed algorithm goes beyond this  stage by applying 
similarity measures consequently on any remaining unmatched 
segments of the graphs. The graphs used for this experiment were 
representing several workflow execution instances .  
The main difference between the MCS algorithm and i ts  advanced 
variant lies in the nature of the examination of the graphs. MCS 
requests the sub-graphs to be connected ones. However, its variant 
does not require that . Due to that difference the similari ty measures 
could vary significantly compared to the ones from simple MCS. 
An example illustrating how the enhanced MCS works is  given below. 
Assuming that there are twR ZRUNIORZ LQVWDQFHV * DQG *¶ ZLWK WKH
following actions: coordinator uploads (CU), modera tor uploads (MU), 
durations in days and coordinator comments (CC). These are workflow 
actions that  are allowed in the EMS system.  The instances follow:  
G : (CU, 1.5 , MU, 2,  CU, 0,  CC, 1, MU, 5)  
*¶:  (CC, 3, CU, 1, MU, 2, MU, 0, MU, 0, MU, 0, MU, 0, MU, 0, CC, 1,  
MU, 5) 
By following the MCS and having as threshold the 50% similarity, the 
DOJRULWKP ZRXOG VWDUW IURP WKH HQG WRZDUGV WKH EHJLQQLQJ RI * DQG *¶
DQG ZRXOG VHH WKH HQG VHTXHQFH RI ³&&  08 ´ DV WKHLU PD[LPXP
common sub-graph. The MCS would stop when their similarity reaches 
the 50% threshold.  
By applying the enhanced MCS, the algorithm will not stop till  it  
FDOFXODWHV DOO WKH SRVVLEOH VLPLODULWLHV DPRQJ * DQG *¶ 7KH HQKDQFHG
MCS would finish calculating by the time that  al l the unmatched 
VHJPHQWV RI * DQG *¶ DUH FRPSDUHG DQG WKHLU VLPLODUL ty is calculated. 
,Q VXFK ZD\ LW  ZLOO  EH DEOH WR LGHQWLI\ WKH ³&&  .5   08 ´ FRPPRQ
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sub-JUDSKDQG WKH ³&808´ The two common sub-graph regions 
are highlighted below.  
G : (CU, 1.5, MU, 2,  CU, 0,  CC, 1, MU, 5) 
*¶ &&CU, 1, MU, 2, MU, 0, MU, 0 , MU, 0, MU, 0, MU, 0, CC, 1,  
MU, 5) 
The simple MCS algorithm would have picked up only the second one 
(towards the end) and the similarity from the second one would not 
contribute overall.  
 
4.4.2 Experiments with the enhanced MCS algorithm 
 
In order to evaluate the enhanced version of the MCS algorithm a set of 
experiments was designed and conducted using the CBR -WIMS 
platform. The focus of this set of experiments was on whether the 
enhanced similarity algorithm was of benefit to the predictive accuracy 
of the CBR process.  Furthermore the computational per formance was 
questioned: which was actually the  difference in the computational 
overhead from the enhanced MCS algorithm compared to the original  
MCS one.  
Towards the most accurate evaluation of the new al gorithm, the earl ier 
experiments using the CBR-WIMS [Kapetanakis et al ., 2010a] were 
redesigned in order to include  the evolved algorithm.  For the needs of 
the evaluation 116 moderation workflow processes that included 1588 
events were selected from the EMS system and were provided to the 
CBR-WIMS system. The predicted outcome from the CBR process was 
compared to the outcome (based on the A, B, C classes mentioned in 
section 4.3.2) that was ranked by a domain expert. The results of the 
investigation can be seen in Table 4-4 below. 
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Prediction  MCS 
(3NN,unfiltered) 
Enhanced MCS 
(3NN,unfiltered) 
MCS 
(3NN, filtered) 
Enhanced 
MCS 
(3NN, filtered) 
Correct A  12  40.0%  8  26.7%  6  20%  8  26.7%  
Correct B  43  78.2%  40  72.7%  43  78.2%  41  74.5%  
Missed A  18  60.0%  22  73.7%  24  80%  22  73.7%  
Missed B  12  21.8%  15  27.3%  12  21.8%  14  25.5%  
 
Table 4-4: Comparison of results for the enhanced MCS similarity measures [Kapetanakis et al., 2011]. 
 
The results produced from the  evaluation of the MCS variant  had 
shown that the enhanced similarity measures did not  provide greater 
predictive accuracy to the investigated workflow execution traces.  
After thorough analysis on the results of the conducted experiments , it  
was concluded that  in most cases the connected MCS was the key 
indicator of a problem in the execution of a business process. The 
enhanced similari ty measures led to the result of over-fitting. This was 
due to the identification of  secondary patterns, common in most 
workflow executed traces , but not accurate predicto rs for problematic 
behaviour in the business process execution.  
Samples of the achieved results have shown that the enhanced MCS can 
provide further discrimination among the k -nearest neighbour cases .  
However, the operational overhead required to calculate the similarity 
measures did not sufficiently justif ied its usage in an application 
context. Furthermore, i t  was arguable whether the produced results 
were driven in such way due to the nature of the applicat ion domain 
(and its used data) or whether they could be different (a fter  a pplying 
the enha nced MCS to a  mor e gener a lised business pr ocess).  
The assessment of the enhanced version of the MCS contained a 
performance evaluation [Kapetanakis et al.,  2011] in combination with 
the previous conducted experiments. The algorithm was applied on a 
116 x 115 cases matrix in order to calculate the enhanced similarity 
measures among the cases in the case base. The overall execution time 
till  completion was 1hr 57 seconds  on a pre-set Intel Core 2 Duo 
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Pentium 2.16 GHz machine. The execution time on the same data 
matrix and using the same hardware infrastructure f or MCS was 11.8 
seconds. This performance indicator came on top of the previous 
argument that the involved computational overhead is not justified, at  
least for the investigated dataset. Further experim ents on a different 
application domain may change the current research atti tude but such 
investigation is beyond the scope of this  thesis.  
 
4.5 Hierarchical Clustering 
 
The process of monitoring and diagnosis of a business process using 
intelligent techniques requires context provision  and explanation to the 
related human stakeholders.  Especially in the area of the CBR systems 
there is an increased need for justificat ion since their  suggested 
recommendations / options  have to be backed-up by a stable argument . 
Advice and explanation provision seems essential in such cases in 
order to increase the confidence of the users to th e proposed 
suggestions .  
Work conducted in this area using CBR-WIMS [Kapetanakis et al .,  
2010b] has shown the effectiveness of a visual representation of the 
similarity measures applied on different business p rocess instances. 
This work, stated in further detail in Chapter 6, was focused on the 
effective visualisation of the similarity measures  in CBR-WIMS. This 
was also combined with the ability to drill  down into individual 
historical  business process operations . The adopted  approach  has been 
shown effective in augmenting trust to the users while proposing 
plausible recommendations . In such a way both the CBR and the 
monitoring processes rise in effectiveness.  
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4.5.1 The need for Hierarchical Clustering 
 
In the research work conducted so far, the area of enhanced 
visualisation and the explanation of the similarity measures among 
cases did not provide any insight or environmental background for the 
retrieved cases. The extraction of contextual information was presented 
to the human user and reasoning was provided by presenting the 
retrieved, raw cases.  This was an observation that  urged for a different 
approach in reasoning. Another observation deriving  from the overall 
application of the CBR-WIMS was the following:  once a process 
execution trace was identified as problematic, the domain experts were 
able to discover specific patterns within it  that  ind icated the existence 
of certain types of problems.  
Based on the above observations the need for a cluster analysis 
emerged in order to be able to deal firmly with the  stated limitations  in 
the explanation provision of cases.  
For the selection of the clustering algorithm two major factors were 
taken into consideration:  
x The temporal complexity of the case structure 
x The similarity algorithms, that provided similari ty  among cases 
instead of providing a static set of values for each case  
Based on the above specification a hierarchical cluster analysis 
algorithm could be applied  in order to identify specific types of 
problematic behaviours in the workflow execution. The dataset used for 
this experiment was taken from the EMS system. A Hierarchical  
Clustering (HC) algorithm was chosen to be used for the in-depth 
analysis of the clusters.  
HC was chosen based on the nature of the provided case-base and due 
to its unique characterist ic to organi se its formed clusters in a 
progressive way based on their similarity distance.  For the needs of the 
current research an Agglomerative Hierarchical Clus tering algorithm 
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was chosen in comparison to a Divisive (DHC) [Hare, 2010] one. The 
reason for that  was that  AHC follows a bottom up approach, allowing 
each case to formulate its own cluster. DHC follows the reverse 
approach (top down) treating all  cases as one cluster and then splitting 
them while moving down the hierarchy. For the needs  of this research 
AHC has been considered as the most suitable one since all  the cases 
are represented individually in the case base.  
Due to the distinctive bottom up characteristic of AHC, individual 
cases could be represented as clusters and those wi th the highest  
similarity among them could sequ entially be merged into a single one. 
Merging continues ti ll  the pre-specified number of clusters is reached 
or when the clusters start becoming too diverse  (this  is  subject to the 
configur a tion of the a lgor ithm). A possible configuration for this could 
be HVWDEOLVKHG ³by r estr icting the objective function which r epr esents 
the mea n dista nce of the cluster  member s fr om the notiona l centr oid of 
a  cluster ´>.DSHWDQDNLVHWDO  @   
 
4.5.2 Application of AHC to CMS exam moderation system 
 
In order to comprehensively evaluate the AHC on the provided dataset,  
two sets of experiments were designed. The role of the experiments 
was to investigate the configuration with both a fixed number of 
clusters and a dynamic one. The second configuration (dyna mic number  
of defined cluster s ) was directed from the diversit y of the cases inside 
the clusters.  This configuration could be reduced t o the centroid -based 
clustering [Jain, Murty & Flynn, 1999] where the cluster can be 
represented by a central vector. Ideally this vecto r states the 
theoretical centre-point of all the cluster cases. The application of the 
MCS similarity algorithm versus the Components one was also 
examined as part of the cluster experimentation. 
AHC with MCS application  
Part III: Results & Validation                                         Chapter 4 Experiments and Validation 
 
 
136 
 
For the initial  configuration of the AHC five (5) clusters were chosen 
as the final cluster number.  MCS was afterwards app lied on a 
combination of cases that was already ranked by a domain expert  
within the A, B and C distinct classes mentioned in section 4.3.2. No 
prior filtering was applied to the MCS cases.  Tables 4-5 and 4-6 show 
the produced results after the application of the AHC. 
 
Clusters As Bs Cs Overall Percentage % 
Cluster 1 0 0 11 9.5 
Cluster 2 1 0 13 12.1 
Cluster 3 12 13 0 21.6 
Cluster 4 10 22 7 33.6 
Cluster 5 7 20 0 23.3 
 
Table 4-5: Results with 5 AHC clusters based on the MCS [Kapetanakis et al., 2011]. 
 
Clusters As Bs Cs Overall Percentage % 
Cluster 1 0 1 0 0.9 
Cluster 2 0 0 11 9.5 
Cluster 3 1 6 7 12.1 
Cluster 4 1 0 13 12.1 
Cluster 5 12 13 0 21.6 
Cluster 6 4 7 0 9.5 
Cluster 7 9 16 0 21.6 
Cluster 8 3 12 0 12.9 
 
Table 4-6: Results with 8 AHC clusters based on the MCS [Kapetanakis et al., 2011]. 
 
Experiments with both fixed and dynamic number of clusters have 
shown that only a few of them were key indicators of the classification 
of a case as a class of type A, B  or C .  However,  there was a tendency 
for some clusters to group together series of event s with similar 
behavioural characteristics.  This could be something l ike the 
identification of a specific feature  (e.g.  the inter vention of a  system 
ma na ger  (dr a fter )). An example could be the  roll-over of a task by 
sending it  back to a different workflow actor  (e.g.  send a n exa m pa per  
ba ck for  a pplying fur ther  cha nges) . Such an intervention could not 
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have necessari ly led to a major problem in the operation of the 
business process . However, i t  could definitely assist when the business 
process becomes problematic ,  by providing useful context and 
explanation on what went wrong. Such identifications of distinct 
behaviours show the abili ty of the system to discover a variety of event 
patterns that can cause prospective problems.  
AHC with Components Application  
The first set  of experiments with the AHC has used the MCS algorithm 
to apply similarity measures among the cases. A second set of 
experiments was designed, in order to further inves tigate whether (and 
if yes how) the similari ty measurement  algorithm af fects the clustering 
result . The second set of experiments was based on the Components 
similarity measure rather than the MCS , in order to  investigate the role 
of temporal  intervals in clustering . As i t has been  seen from section 
3.6.1 the major characteristic of the Components algorithm is its 
ignorance to the duration of any temporal intervals among events . Its  
main focus is on the number and type of events  in the event-trace of 
the business process . Therefore it was taken into consideration for the 
second set of experiments.  
After the application of AHC on the provided case base, the produced 
clusters were less able to predict the outcome as a  dist inct class A, B  
or C .  However, an interesting outcome was that the clusters were able 
to indicate clearly the existence of attention -grabbing patterns along 
events . Such patterns could indicate problematic behaviours,  
inconsistencies or even other domain problems among the event trace.  
Table 4-7 shows the results after applying AHC on the case base.  
Similarity measurements have been calculated using the C omponents  
similarity algorithm. Investigation on the produced results had shown 
that in some of the clusters (4) there was a clear prevailing event 
pattern, affecting all cases that  were members of that  cluster.  Its  
percentage was actually the 35.4% of the whole case base. Other 
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clusters were also containing recognisable event pa tterns with less  
obvious patterns. 
Clusters Recognisable 
Event 
patterns 
Pattern 
Details 
As Bs Cs Overall Percentage 
% 
Cluster 1 
 
 
  0 1 0 0.9 
Cluster 2 Pattern 1 Incomplete 
due to 
delays 
0 0 11 9.5 
Cluster 3 Pattern 2 Incomplete 
due to 
staff 
problems 
0 0 11 9.5 
Cluster 4 
 
 
  1 1 0 1.7 
Cluster 5 
 
 
Pattern 3 Smooth 
operation 
0 3 0 2.6 
Cluster 6 
 
 
  1 3 0 3.4 
Cluster 7 
 
 
  0 1 1 1.7 
Cluster 8 
 
 
  7 16 2 21.6 
Cluster 9 
 
 
Pattern4 Delays in 
MU phase 
9 3 4 13.8 
Cluster 10 
 
 
  0 1 1 1.7 
Cluster 11 
 
 
  5 18 1 20.7 
Cluster 12 
 
 
  7 8 0 12.9 
 
Table 4-7: AHC using 12 clusters with Components similarity measure and event pattern identification 
[Kapetanakis et al., 2011]. 
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The results from the second experiment set , including the AHC 
clustering, were taken into account towards the enhancement  of the 
explanation component of  CBR-WIMS. The identified event patterns 
were tagged using a simple textual description , the summary of which 
can be seen in the table 4-7.  The description was indicating the type of 
the pattern, its containing problem (if a ny) and the given advice from 
the experts.  The advice could refer to possible ways to prevent the 
problem in the future  or a likely remedy for that.  
When a new case is being provided to CBR-WIMS for investigation, i ts 
k-nearest neighbour cases are being retrieved along with their known 
status classification:  A, B or C .  The system afterwards can provide a 
prediction to the investigated case by applying a simple voting 
algorithm. Furthermore the system offers the option  to look at the 
nearest neighbours of a case. Insights of the conducted similarity 
measures can be provided as well as a visual repres entation of the 
applied algorithm in the form of sequenti al  steps. Finally,  the cluster 
tagging, referring to a possible identified event pattern, provides a 
more direct insight into possible case problems.  
The purpose of the system was to amplify the confidence of its users 
regarding the extracted insights of an investigated  case. Therefore the 
explanation component of CBR-WIMS was being used extensively.  Any 
relevant case information, the knowledge from past cases and the 
calculated similarity measures were being presented and highlighted to 
its users in the form of visualisation techniques.  
The explanation component of CBR-WIMS presents a key asset in the 
increase of understanding and augmented confidence while providing 
advice [Kapetanakis et al .,  2010b]. An in depth explanation of how it  
works will  be presented in section 6.5.  
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4.6 Conclusions  
 
Chapter 4 has presented the experiments conducted with the CBR-
WIMS platform towards the evaluation of the current  research 
approach. Experiments have shown that CBR -WIMS can monitor 
efficiently a business process by investigating execution snapshots and 
applying similarity measures on them.  
In the performed experiments a combination of simil arity algorithms 
were used to enhance the classification of CBR -WIMS. Although these 
algorithms have been used in comparison to a  large extent, finally there 
was no clear insight on which of them is better to use. A reason for 
that  is that they give different answers to different questions.  MCS can 
give an answer to qualitative questions whereas Components gives 
answers to quantitat ive questions. Components can identify a general  
pattern with a sort of quick look whereas MCS can give an insight 
where more detailed or complicated patterns exist . However,  the 
advantages of MCS turn to be disadvantages where large quantit ies  of 
data exist.  A reason for that  is that  they can pose a significant amount 
of noise,  as referred to in section 3.6.3 .  
As a conclusion it  should be stated that both algorithms have been 
shown to be useful for the examined case study. This is because they 
work in a complementary mode giving a valuable overview of the 
actual state of the operational status among workflow execution traces .  
Chapter 4 has provided an insight of how CBR-WIMS can be used for 
the intelligent monitoring of workflow systems. The results for the 
investigated workflow orchestrated system have been  positive ,  
indicating partial success of the adopted research approach. However,  
motivated by the main research question , the research investigation 
should be expanded even more since a generic approach  towards 
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workflow monitoring is pursued (thus the reference to pa r tia l  success  
above).   
Chapter 5 will address how this research approach e xpand s over more 
than one workflow enacted systems as well as how the implemented 
software framework is suitable for this purpose.  
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A generic architecture for the intelligent monitoring of 
workflows using case-based reasoning 
 
 
 
 
5.1 Introduction 
 
The previous chapter has presented the conducted experiments for the 
needs of the current research covering a set  of dif ferent algorithms 
over a wide range of modulated datasets.  The datasets used so far were 
extracted from workflow executed traces. While work flows are being 
executed, actions and events can be captured as wel l as their relevant 
information. The captured information can be restor ed afterwards and 
the timed path of actions can be reproduced in terms of a graph. 
Isolated series of events within the same path can be taken apart for 
investigation while monitoring the process ( sub-gr a phs investiga tion).    
Chapter 3 has presented the research approach and C hapter 2 has 
covered the current business processes  standards, t heir workflow 
representation and the research work towards their efficient 
monitoring. However, the literature review has shown  a gap in t he 
existing technologies towards an efficient implementation that could 
allow intelligent workflow monitoring . Moreover in order to evaluate 
the presented approach in Chapter 3 and conduct successfully the 
experiments presented in Chapter 4 a new platform was required.  
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The new platform should provide two distinct  charac teristics: firstly 
comply with the existing business process standards  and secondly be 
subject to  integration in a variety of systems that contain a workflow 
monitoring element.  The specifications of the platform were also 
formulated by the requirement to be integrated with complicated 
systems, considerably large in both numbers and ran ge of cases.  This 
requirement was taken into account significantly since in any other 
case the proposed scheme would only be able to work with elementary 
systems and simplified datasets.  
The constitution of an effective intelligent system for the monitoring 
of workflows can be a puzzling task , often driven to extremes . Several  
challenges are stated due to the natu re of workflows, their multivariate 
environment and the escalated complexity of their operational domains.  
The reason for that  is that workflows are managed a cross enterprise 
systems and they should accommodate multiple interfaces. Such 
interfaces could provide adaptation to constantly changing systems, 
business processes and business needs.  
Any system that can intell igently monitor workflows has to be able to 
provide flexibil ity and agility in a continuously changing environment .  
A suitable architecture i s needed to be able to accommodate that .  As a 
plausible consequence of the above a proposed archi tecture for a 
monitoring system has to be  flexible,  agile and easily adapted to a 
workflow managed process.   
Usually such architecture should be accompanied by a resilient  
software framework which could provide generic func tionality.  
Subsequently this functionality should be selectively adapted on 
demand, hence providing a modular software approach which a t the 
same time is application explicit .  In the case of business processes 
such a framework should be able  to accommodate different systems 
with equivalently different business rules. Modern enterprise  systems 
are advanced, that  is why a proposed architecture h as to be 
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equivalently radical  in order to satisfy the escalated complexity of  
business processes  at  its utmost .  
In order to deal with the above stated needs of the  intelligent business 
process monitoring, a new framework has been developed. The 
framework, named Case-Based Reasoning Workflow Intell igent 
Monitoring System (CBR-WIMS) [Kapetanakis et al.,  2009a; 
Kapetanakis et al.,  2010b; Kapetanakis et al.,  2010c], consists of a 
series of tools and services that are encapsulated and presented under 
one framework to its  specialised users.  The aim of the development of 
CBR±WIMS is to provide automatic monitoring, diagnosis and 
explanation to workflow managers and stakeholders.  
The proposed framework gives emphasis  on a number of facets such as:  
x the identification of poten tial problems within a workflow 
x the analysis of workflow information   
x the retrieval of past information which is similar to an 
investigated case  
x the assembly of suggestions,  recommendations that could lead to 
the restoration of the workflow state to an acceptable,  stable 
(hea lthy) condition.  
This chapter presents the whole operational spectrum behind the CBR-
WIMS framework. The fundamental concepts behind its  architecture  
are being shown including the various developed components (tha t dea l  
with wor kflows in a  gener ic wa y) and the concept of  adaptors regarding 
its incorporated business processes. CBR -WIMS presents  several  
generic characteristics which can be integrated wit h any provided 
business process . This chapter is also demonstrating an example of how 
this system could also be used across different workflow-orchestrated 
enterprise systems. The breakdown of the chapter is  as follows: 
Section 5.2 describes  the architecture of CBR ±WIMS, giving a 
contextual overview of its contained components, introduces the 
concept of controllers and their inner interconnect ions.  Section 5.3  
Part III: Results & Validation                                                               Chapter 5 CBR ± WIMS 
 
 
145 
 
emphasises on the hierarchy of units  and components  within the CBR-
WIMS boundaries.  Section 5.4 gets in depth explaining the concept of  
adaptors within CBR-WIMS as well as describing their br idging 
characteristics between the platform and its external environment .  
Section 5.5 refers to the concept of CBR -WIMS and its  generic 
attributes that lead to interoperability with other  tools and platforms . 
This section demonstrates an example of the CBR -WIMS 
interoperabili ty features hav ing as a test bed a di fferent workflow-
oriented enterprise system. The experiments conduct ed throughout the 
evaluation of the new system are also presented at  this section.  Finally 
section 5.6 contains the conclusions of the chapter .  
 
5.2 CBR±WIMS Architecture 
 
Chapter 4 has addressed the effective evaluation of  the research 
approach presented in Chapter 3. However, there are two key points 
that  derive as a sequence of the current research approach:  
x Could there be systems that can show and explain successf ully,  
why a decision has been taken?  
x Could a system be easily deployed, accessed and by using its 
workflow knowledge, be able to reuse this knowledge again 
across other systems? 
In order to meet the challenges stated by the above questions a Service 
Oriented Architecture (SOA) has been develop ed and has been adopted 
for the conducted experiments of the current resear ch. The developed 
architecture as been implemented in the form of a collection of 
services. This  collection of services can be found under a un ified tool.  
Its name, has been mentioned earlier (See Chapter 4), is Case-based 
Reasoning Workflow Intell igent Monitoring System (CBR -WIMS).  
CBR±WIMS has been designed to run across  a variety of business 
processes , therefore it contains a number of resili ent  components that 
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offer high flexibili ty and adaptability to changes.  This has been 
designed explicit ly, in order to be able  to facili tate incorporation with  
an imported business process.  
The CBR-WIMS workflows are defined using UML activity diagrams 
[Kapetanakis et al. ,  2009a] which are mapped as Business Process es 
using Business Process Management Notation (BPMN) [OMG, 2011].  
Their execution is being conducted via the BPEL language. For the 
storage needs of the workflows it is taken into account that  mul tiple 
versions may be stored. A reason for that could be that a workflow is 
subject to changes due to the emergence of anticipated or unknown 
situations. For the EMS system, the exam process workflow can change 
across different times of the year since the requir ements change (final  
year exam, mid-term exam, re-sit exam). Changes can  also occur due to 
the fact that  some exams may be delivered off campus. Exam papers 
may require external validation or collaboration wi th external 
institutions due to their delivery status.  
CBR-WIMS based on the stored workflow information can dynamically 
orchestrate their execution in the system in an automatic way. Any 
workflow changes are being recorded relating to the  current version of 
the workflow. This contributes to the creation of p rovenance for the 
different versions of the workflow and can be used as a tool to improve 
WKH XVHU¶V WUXVW LQ WKH V\VWHP ,Q VRPH FDVHV WKH FKDQJHV LQ WKH V\VWHP
are followed by justifications (what was the rationale behind the 
change, how is related with past versions, etc.) which contribute 
LQFUHPHQWDOO\WRWKHV\VWHP¶VSURYHQDQFH  
CBR-WIMS was designed to allow the creation, modification and 
adaptation of workflows (fr om pr ivileged doma in user s ) in order to 
deal with the changing business process needs. The system could also 
allow variations in the business process execution in order to work 
with special  business process requirements.  
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Business processes in CBR -WIMS are represented as workflows. The 
workflow descriptions are being stored in d esignate d repositories in a 
process-specific temporal format based on their exc lusive sequence of 
temporal information. Due to this temporal format t he system is able to 
look up in past workflow executions and provide historical context 
based on the existing operation logs and their included events. If  a 
business process changes, the system preserves this  information, since 
this happens within the boundaries of the CBR -WIMS. This 
information can be used afterwards for post process ing within the 
overall context of the business process .  
 
5.3 Unit Hierarchy in CBR-WIMS 
 
CBR-WIMS is an intelligent workflow monitoring system [Kapetanakis 
et al .,  2009a] which incorporates a variety of c omponents in order to 
conduct a wide range of operations. The system has been designed to 
assist in the transparent management of workflow operations. A 
business process should be provided as input to it  and with the 
appropriate FRQILJXUDWLRQ WKH V\VWHP LV DEOH WR ³or chestr a te,  
chor eogr a ph, monitor  a nd a da pt the wor kflows to mee t ch a nging 
business pr ocesses a nd una nticipa ted oper a tiona l pr oblems a nd 
LQFRQVLVWHQFLHV´  [Kapetanakis et al. ,  2009a].  
In order to be able to deal with business processes  of scalable 
complexity,  the system was developed with the philosophy of flexible,  
collaborative components . This architecture present s a similar 
approach to the Service Component Architecture (SCA) [OASIS, 2011] 
but differs in the way it  approaches the design and implementation of 
the procedures. SCA follows the Service Oriented Ar chitecture 
principles and manages to bridge together technologies with different 
specifications across a wide range. In this way individual components 
developed in different programming languages can co llaborate together 
and combine their services besides their actual ope rating environment  
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(they could even r un a t differ ent oper a ting systems ). CBR-WIMS was 
designed and developed along with the SCA philosophy.  
The overall architecture of CBR-WIMS can be seen in  figure 5-1 
below. Figure 5-1 presents in a diagrammatical way the collection of 
components and controllers that collaborate together .  Possible routes 
of their internal message exchanges are also being indicated . 
 
 
Figure 5-1: The Intelligent Workflow Management System Architecture [Kapetanakis et al., 2009a]. 
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CBR-WIMS was developed with distinct attention to business processes 
and their representation since they present the core investigated entity 
for the system. In order to be able to coordinate t he variety of 
operations, CBR-WIMS was internally categorised to hierarchical  
suites of services based on their stated functional ity. These service-
suites will be referred in this Chapter as Controll ers, Components and 
Adaptors. All the aforementioned services refer bot h t o the specialised  
functionalities provided by the platform as well as  their complementary 
or combined parts . 
 
5.3.1 Workflow Orchestrator Controller  
 
The main part of CBR-WIMS was developed with the focus on the 
control of workflow operations.  Since the workflows  can deal  with 
internal or external actors, the workflow controlle r of WIMS is also 
able to respond to the actions of various actors. The overall  
communication among them and an investigated system or deliberately 
among them is under the CBR-WIMS control. Additionally the system 
ensures that all  the authorised actors are aware of  events that  took 
place at different time snapshots .  
In order to achieve this , CBR-WIMS has incorporated a workflow 
orchestrator component that is able to consult the investigated 
workflow definit ion and orchestrate responses by de legating the 
appropriate Web Service(s) available.  Part of the role of the 
orchestrator is  to manage and update the stored dat a as well as the 
current state of the operation of the workflow. The  control component 
could also provide an event audit log of the major events and actions 
that  occurred during the workflow execution . 
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5.3.2 The Workflow Monitoring and Intervention Controller 
 
In order to monitor an investigated business process, a specialised 
controller has been developed that is able to extract  valuable 
information from a variety of workflow sources. The  workflow 
monitoring and intervention controller was developed to monitor a 
business process and report to the workflow operati on manager. 
Additionally the intervention controller c an propose possible remedial  
actions based on the current state of the monitoring process.  
The monitoring controller of CBR-WIMS has been developed using 
extensively Case-based Reasoning (CBR). The monitoring procedure is  
heavily based on past experience from timed event sequences as well as  
any related contextual information. The CBR cycle [Aamodt & Plaza, 
1994] has been selected as the most efficient way of making a 
recommendation on an investigated case using the available past 
knowledge. This knowledge can be used to support a possible 
judgement to an investigated case based on real -time information. Such 
information can refer to existing environmental dat a, the current state  
of the actors , etc.    
Connections with past cases are being highlighted by applying 
similarity measures on the investigated case across  the knowledge 
repository (case base) . Any knowledge associated with that case is also 
retrieved, adapted if necessary and reused formulat ing a possible 
remedial action to the investigated workflow state .  
 
5.3.3 CBR Component 
 
Explaining the usage of CBR in section 5.2., CBR techniques can be 
used in a workflow monitoring tool to extract usefu l precedent  
experience regarding known past  problems. CBR-WIMS has 
incorporated a CBR component which is a vital part within i ts overall  
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architecture. The CBR component contains a strengthened collection of 
IXQGDPHQWDOPHWKRGV IRU ³ the definition, or chestr a tion a nd ha ndling of 
the CBR pr ocess´>.DSHWDQDNLVHWDO F@   
The CBR component can retrieve sequences of events or actions that  
are similar to some extent with the sequences of  the investigated 
workflow. If a fault or a possibly problematic patt ern is detected, this 
is reported to the operation manager along with the  retrieved pattern(s) 
from the case base.  Any associated experience that led to a possible 
remedy of the past case or even the solution of the past problem, are 
also reported to the workflow operation manager.  
CBR component is  a key contribution to the design and support  of the 
Monitoring system inside CBR-WIMS since it provides the extracted 
past experience from any available sources. CBR component allows the 
classification of sequences in specific types of problems. Additionally 
it provides the ability to use any associ ate knowledge, action or 
experience by retrieving it ,  adapting and reusing it.  The above abilities 
are taken into account when a workflow curative act ion is being 
suggested by the system.  
 
5.3.4 Similarity Measures Component 
 
Working along with the CBR component, the similarity calculation 
component is being used for the calculation of similarity measures . The 
applied similarity measures include  the MCS and Components 
algorithms (See Chapter 3) as well as the advanced variant  of MCS 
(See Chapters 3 & 4). The optimisation of MCS is explicitly configured  
based on the imported business process model.   
The applied similari ty measures are based on the graph representation 
of the temporal event sequences.  In certain situat ions the similarity 
calculations take into account the experience extracted from past 
behaviours of individual workflow actors . Workflow actors  can affect 
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the overall process within a business model since their individual 
actions can lean the process to different boundaries.  Unpredictable user 
actions and the rationale behind them can often lead to uncertainty.   
The nature and habits of an individual user while attempting an action  
are being taken into account from the similarity measures component. 
Based on these findings the component can apply a slight weighting to 
the measures and nor ma lise the calculations. This normalisation is 
being based on past  experience  and its purpose is to provide a better 
insight of the system while applying similarity measures . One way of 
retrieving the necessary past experience for the we ighting purposes,  is  
by identifying the past behaviour of actors  within the workflow. For 
these calculations the Pre-processing component of CBR -WIMS is 
being used. 
 
5.3.5 Pre±processing Component  
 
The investigated workflow execut ion traces often include information 
that  is hard to contextualise since a lot of environmental information 
cannot be captured by the system. This leads to uncertainty that the 
monitoring system is called to tackle. In order to deal with the given 
uncertainty and the contextual dimension of the workflow similarity,  
the CBR component of the WIMS engine relies on further knowledge 
mined from user profiles.  Certain workflow norms an d user behaviours 
that appeared in past cases a re extracted by applying statist ical 
methods and data mining pre -processing.  
To assist in that  a dedicated pre-processing component has been 
developed which is able to analyse any operational log available. The 
pre-processing component attempts to discover knowledge about norms 
and operational patterns that could be used afterwards in the 
calculation of the similarity measures. The work produced by the pre -
processing component is of high importance to the monitoring process 
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since it  contributes to the classification of inter esting beha viour  or 
a bnor ma l operation patterns. Classification of the above patterns 
cannot be attained if there is no knowledge regarding the context of  
what was a normal or abnormal behaviour in past. The p re-processing 
service contributes towards the successful  ret rieva l of this valuable 
context along with the ranking provided by the system experts.   
The workflow orchestrator component along with the CBR and its  
complementary ones, are defining a generic operational suite . This 
suite relates to  the rules, the orchest ration and t he choreography of an 
investigated business process. Any available past knowledge along 
with the mined profiling of workflow actors  is aggregated to the above 
tools leading to a robust self -manageable knowledge repository. These 
components give to CBR-WIMS the ability to apply workflow 
monitoring based on past experience. However,  their  functionality and 
specialisation is being backed up by a  different concept: that of the 
kernel and adaptors in CBR -WIMS. These entities will be discussed in 
detail at  the following section.  
 
5.4 Kernel and Adaptors in CBR ± WIMS 
 
CBR-WIMS has been developed with a principal  rationale: to work as a 
multi-discipline platform on a variety of different  business processes 
and be able to mitigate their individual requirements.  In order to deal 
with the given complexity from the wide range of di fferent business 
processes a flexible architecture has been developed. The suggested  
scientific framework could support a number of diff erent business  
processes that have in common the presence of uncertainty.  
This section refers to the key concepts of the kernel and the adaptors in 
CBR-WIMS that instrument  the above approach. 
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5.4.1 CBR-WIMS kernel 
 
CBR-WIMS contains a collection of flexible components that can be 
used towards the efficient monitoring of a business  process. Figure 5-1 
has shown the different parts of the architectural design. In  order to 
implement this architecture a sophisticated , core application 
programming interface (API) has been developed that  serves as the 
backbone of CBR-WIMS. This core API will be referred to as the 
kernel for the rest of th is thesis.  
7KH PDLQ UROH RI WKH NHUQHO LV ³ to identify the definition of exter na l 
business pr ocess components ´ >.DSHWDQDNLV HW  DO  F@ 6LQFH WKH
framework was designed with a broad vision of possible integrations 
with systems, its approach towards business processes is highly 
scalable. The kernel follows several sets of procedural ident ification 
rules in order to be able to achieve a successful  a scertainment of a 
business process component. These sets , also regarded as modes, are 
initially pre-defined in the system and offer the possibili ty to be 
reorganised and/or restructured based on the individual characteristi cs  
of the investigated system. 
Indicative options for the available mode-sets can be the specia l  
r equest mode, the lea r n mode and the str ict mode. The specia l r equest  
mode allows the system to receive a new specification for a business 
process explicitly. Exceptions could be made for a particular input 
although it would not be recommended while in specia l  r equest  mode. 
The lea r n mode can be regarded as the best approach  to a new 
environment where the system is always on an alert state, absorbing 
any new available specifications. New components are getting 
incorporated to the system during that mode increas ing its  ability to  
adjust in a new environment. Finally,  the str ict mode restricts the 
system to the number of business process components  that the system 
already knows. Anything else that  differs from the already 
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acknowledged models and their rules  will not be accepted by the 
system. 
Business  processes can be annotated in the form of  BPMN and be 
stored following the XPDL format accordingly. In this way any 
business process  actors, tasks,  their inner connect ions, any pre ±  post  
conditions and any related constraint can be repres ented in a 
comprehended, graphical way. Since these two ways of business 
process representation are widely adopted, CBR-WIMS supports both 
of them.  
CBR-WIMS can extract the information contained inside a represented 
model and be able to choreograph the underlying bus iness process in 
terms of its actions.  This could be also characteri sed as a sketch of a 
business process  graph of permitted actions. The creation of such a 
graph for an investigated business process works as a starting point  for 
several iterations. Each graph i teration allows the  CBR-WIMS to 
extract a new rule for the process. In such way the  system is able to  
generate the majority of the rules and constraints associated with a 
monitored case. If  the rule extraction is not successful  or if additional 
information has to be added, several alternatives exist in order to 
create a comprehensive set  of the process constrain ts overall .  
Every time CBR-WIMS is called to pull  resources from a new business 
process a certain methodology is being followed in order to have 
successful monitoring. This methodology is  characterised by a 
collection of steps  that can be referred to as the:  
x Recognition phase  
x Simulation phase  
x Acceptance/Rejection phase 
Recognition phase  
Within the recognition phase CBR-WIMS attempts to identify the 
behavioural needs of the imported business process structure.  This can 
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be done via a low-scale simulation of the imported system.  Throughout 
this step the internal structu re of a business proc ess workflow is 
investigated and i ts characteristics are being indexed by the engine.  
During this phase CBR-WIMS conducts a number of checks with the 
investigated process. This can be interpreted as a number of 
preliminary message-exchanges among the process and  the platform. 
The types of messages vary and are heavily dependent on the nature of 
the process requests to the platform. The kernel of  CBR -WIMS is in 
charge of estimating the necessary number of checks that is  required 
for each investigated process.  It  is  also related to the initiat ion of the 
message exchange, the results that  derive from each  process 
investigation and also a kind of a so called ca tegor isa tion of the 
investigated process.  By the time a new process has been succe ssfully 
incorporated to the platform, CBR-WIMS can initiate direct  
communication with the r ecognised process since it has been already 
classified.  
Simulation phase  
The role of the kernel is to acquire the necessary information from an 
investigated business process. When the recognition phase of the 
business process component is finished, CBR-WIMS can highlight its  
internal structure . Further investigations within its  inner-sections and 
subsections ensure that  the identified structure  is  well understood by 
the engine. If these investigations are successfully completed, then the 
kernel classifies the business process as safe to proceed with  and the 
different components of the platform can establish monitoring. In any 
other case,  the kernel will  try to allow partial  mo nitoring to the known 
parts of the process structure .  
Acceptance/Rejection phase  
Ideally the kernel tries to simulate the requested action s for an 
investigated process  before applying monitoring on both the process 
and i ts related data.  If the simulation fails the engine denies applying 
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the operation on the process as well as keeping the information into its  
operational logs. In case of a similar request in the future,  from the 
same business process, the engine will  refuse to accomplish it unless  
an expert  authorises it  to do so.   
An equivalent policy is being applied to requests regarding the same 
content. The priori ty of CBR-WIMS is ³the enfor cement of the 
FRPSRQHQW¶V GDWD LQWHJULW\ DQG SUH -ver ifica tion helps with a chieving 
this objective´ >.DSHtanakis et al.,  2010c]. Requests and transactions 
that  may wobble the integrity of the investigated process  are usually 
being rejected by the engine. The initial priority of the engine is to 
ensure the data integrity as well as the stability of any incorporated 
business process component . 
 
5.4.2 Adaptors in CBR-WIMS 
 
In order to be generic enough CBR-WIMS gives significant attention to 
the communication with internal or external factors . This can ensure its  
adaptability to a wide range of imported systems. The adaptors in CBR-
WIMS are individual components that are being created specifically for 
each incorporated business process.  The ir main role is to adjust  
existing components in the engine in order to deal with the given 
characteristics of  the investigated processes. The main component that  
is subject to such adaptation is the CBR component. For each imported 
business process, a new overlaid CBR -component is being created  and 
customised specifically for its  particular attributes .  
The new overlaid component  enhances the functionali ty of the core 
CBR one with information retrieved from historical data logs. These 
logs are being obtained from the investigated business process. History 
logs found in business processes are usually charac terised from 
diversity in their format and their contextual natu re. In order to be 
platform compliant the CBR-WIMS Parser Controller adapts the core 
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Parser and a new specialised one is being created, tailor-made for the 
investigated process.   
The Parser component analyses the historical  log of  the given business  
process and renders the sequences of system events for retrieval. These 
events will be transformed into isolated cases that  will serve as the 
past cases, case-base. Figure 5-2 illustrates the way in which an 
adaptor works in retrospect to an imported business  process .  As it can 
be seen the functionality of the  WIMS Engine is being extended by an 
adaptor in order to meet the requirements of an imp orted business 
process.  
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Figure 5-2: Simplified WIMS layer adapted to imported business process [Kapetanakis et al., 2010c]. 
 
Parsers in CBR-WIMS can vary since their provided functionality 
operates closely with the ir investigated systems. However, the ir main 
functionality is  similar, way providing a necessary benchmark for the 
investigated processes .  This allows the other components to work in a 
collaborative way within the framework.  
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Relating to the concept of adaptors , the CBR and Monitoring 
components constitute an evolutionary appara tus: since they are subject 
to constant changes in order to monitor effectively a new workflow 
execution. Referring specifically to the Monitoring component, it  is  
constantly in an alert mode in an attempt to identi fy whether an 
observed sequence of actions is part  of already known patterns .  
Patterns are being classified on a threat basis depending on the 
particular investigated system. These can be:  
x Bla ck-la belled (They caused problems to the system in the past)  
x White-la belled (They pose no threat to the system) 
x Gr ey-la belled (There cannot be safe judgment for them since 
either they are new or there is limited available k nowledge for 
them) 
Referring specifically to business process examples  the above patterns 
can be seen in more than one occurrence. For exa mple a class A 
workflow sequence (as described in section 4.3.2) can contain a black -
labelled pattern. However, it  can addit ionally contain a white -labelled 
pattern and possibly a grey-labelled one. Therefore , the class labels for 
cases are more abstract and refer to whole sequence s of events  
compared to the pattern labels above , that refer to  isolated collections 
of events within the large sequences .  
The extracted information from the Monitoring compo nent is being 
used by the Reporting and Explanation components of the engine in 
order to formulate a recommendation for the diagnos is of an 
investigated case. These services have to do with the similarity 
estimation of cases and the identification of coherence and correlation 
of the available workflow sequences .  
The results component is the one that presents the final outcome of the 
system and can be used for quick reference from the  workflow 
stakeholders.  The results are accompanied by explanation that can 
enlighten the CBR-WIMS users and increase their confidence towards a 
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possible decision (especia lly in complex ca ses ). The Explanation 
component reveals how the system itself was prompted to make a 
certain suggestion or recommendation based on an identified situation. 
Explanation can also disclose how this identification was made in 
combination with the criteria taken into account. Any relevant  
information identified is also being presented, something that can 
differentiate if the operational domain changes . 
 
5.5 CBR±WIMS and Interoperability 
 
CBR-WIMS has been designed as a generic framework providing 
intelligent monitoring on operational  workflows. Chapter 5 has 
presented so far the motivation behind its sophisti cated architecture.  
The adopted architecture was moulded on the need for an efficient  
monitoring workflow platform. Such a platform should deal effectively 
with the complexity of real business processes as well  as allow ing 
knowledge-reuse across similar workflows. For the n eeds of the 
evaluation of CBR-WIMS, a real business process was used in 
combination with its collected data over a series of years. However,  
since CBR-WIMS presents a generic  framework its monitoring abilities 
across different systems should be evaluated .  
Motivated by the above, a different system was required for the  
evaluation of the generic workflow monitoring abilit ies  of CBR-WIMS. 
The proposed system had to be  workflow orientated, choreographed and 
orchestrated in order to meet the foundations of th e proposed research. 
Section 5.5.1 presents  the system chosen for the needs of  the 
evaluation.  
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5.5.1 Box Tracking System 
 
For the needs of the interoperability evaluation of  CBR -WIMS an 
industrial  business process was selected as a case study. The selected 
business process is an on-line archive management system named Box 
Tracking System (BTS).  BTS is used by a local (London-based) 
company which operates within the area of box archiving.  Its 
operations deal mainly with the pick -up of boxes from its clients, their 
storage in one of their warehouses and their return  to their clients afte r 
a certain amount of t ime. Each available operation can be broken down 
to further tasks. An example can be the Box picking  operation which 
contains the following tasks:  
x Print  Picking List  
x Picking task 
x Move to Warehouse  
x Update the Picking List  
x Record Inves WLJDWLRQ³1RWIRXQG´  
x Confirm Pricking 
BTS is an automated workflow orchestrated system that deals with the 
efficient transfer and archiv ing of dedicated boxes  among the clients of 
the company. BTS has a number of control services that  the clients can 
use to:  
x request a pickup of a box,  
x authorise a transaction,  
x arrange the pickup details,   
x arrange the delivery details   
x arrange the archiving of the box, etc.  
The above can be an example of a possible sequence of transactions  
within the system. The reverse sequence is also possible e.g. to request  
a box being archived, authorise the transaction, etc.  BTS allows secure 
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communication among its actors who can be either BTS management 
staff  or vendors.   
The system can allow a large number of transactions  within a very 
short time span. The number of archived boxes can a lso be of 
significant size imposing no limitations to its vendors. All transactions 
that have been authorised can be executed in combination with 
company vehicles that are responsible for the carri age  throughout their 
executed routes.  BTS is responsible to provide feedback at any actual  
state of the box throughout its l ifetime. Regarding the archived items, 
the management team of BTS are responsible for them while residing at 
designated warehouses.  
The BTS services are heavily dependent on the boxes  since this is the 
basic,  thus foundational  unit of the process. The most important box 
operations are those that are connected with the ac tual  journey of a 
box. These operations can take a significantly smal l amount of time 
within the l ifecycle of a box but seem to be of utmost importance.  
Rich pictures 5.3 and 5.4 show what could be the operations Befor e a  
box¶VMRXUQH\  and After  a  box¶VMRXUQH\  respectively.  
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Figure 5-3: BTS - Before a box¶VMRXUQH\ 
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Figure 5-4: BTS - After a box¶VMRXUQH\ 
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changes e.g. have to be reallocated within their storage warehouse. 
There can also be a scenario of relocating them from warehouse A to 
warehouse B, from B back to A or a different one, e tc . The system is 
able to capture partially this information since on ly major internal 
transactions (such as warehouse transfers) are bein g logged.  
The system is automated up to a large extent . However,  there is always 
a lurking potential  for problems. P roblems could occur while a box is 
being transferred since the overall operation is he ld within the range of  
external stakeholders. Successive internal changes could also affect a 
box: as unexpected box label removal, label destruction and even label 
misallocation. Some dangers could  even be more dramatic such us:  box 
destruction due to moisture, etc. Physical threats make more difficult  
the monitoring of boxes. Since the system deals to a great  extent with 
physical artefacts there is exposure to dimensions which are outside the 
context of the system. This leads to uncertainty regarding what could 
be the exact status of an investigated box case. BTS system 
stakeholders would like to have elements of ambient reasoning while 
investigating a given box or a case (such as a loss complaint) from an 
existing vendor.  
In an investigated si tuation they would rather prefer to be assisted in 
finding out what is  the current context . Past  experience could assist  in 
such cases providing reasoning and potential scenarios for the 
investigated one. An intell igent monitoring system backed -up with a 
suitable CBR interface could definitely be of help in such case. 
 
5.5.2 BTS and CBR-WIMS 
 
The nature and the characteristics  of the BTS system make CBR-WIMS 
suitable for its intell igent monitoring . BTS: 
x is a workflow orchestrated system 
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x contains various human actors that deal  with a large variety of   
tasks 
x contains elements of uncertainty  
x is heavily reliant to monitoring, etc.  
As seen from above the monitoring needs of the BTS could be satisfied 
with the usage of CBR-WIMS. However, several changes have to be 
done in order to be able to accommodate the new system.  
CBR-WIMS offers an agile architecture where several  existing 
components and services can be (re) used in order t o incorporate the 
BTS business process.  Primarily the provided functionality of the 
kernel could enable  the smooth integration with BTS, that i t  is why it 
was used accordingly.  A new adaptor has also been created based on 
the business rules of BTS. This adaptor would enable the monitoring of 
the business process.   
Since BTS is a new workflow system for the WIMS engine, past  
operational information has to be provided for the CBR component to 
operate. Additionally the range of conducted experiments with the BTS 
was not as broad compared to those c onducted for the previous 
evaluation of the engine. The reason for that  was that the research 
investigation was on whether CBR-WIMS can provide a generic 
intelligent  system for workflow monitoring . The fol lowing sections 
will present the operational approach of CBR-WIMS towards BTS, the 
application of similarity measures among its transaction sequences and 
finally the produced results.  
 
5.5.3 BTS Adaptor 
 
Since CBR-WIMS has to be attached to a new workflow system , its  
unique characteristics have been considered. A box is an elementary 
unit of the newly investigated system, thus its explicit attributes had to 
be taken into account.  
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Each box within the BTS could be subject to a number of transfers  also 
referred as jour neys. These jour neys have taken pla ce throughout its  
lifecycle and could refer to:  
x its initial  transfer from a vendor to a designated warehouse 
x a possible return back 
x transfers among warehouses,  etc.  
Some boxes could have been transferred in bunches e ither because they 
were loaded to the same vehicle or because they belonged to the same 
vendor.  All  journeys consist of a number of stages,  these  can be 
referred to as events, and are being logged in a re lational database. 
Events can be audited on demand by an authorised member of staff.  
For the needs of the monitoring evaluation of the BTS, a  new adaptor 
has been generated in CBR-WIMS. The adaptor was based on the BTS 
business process rules in order to be able to estab lish monitoring hooks 
with it .  The rules have been extracted from the delegated com ponent of 
CBR-WIMS, allowing further imminent communication with BTS.  
Relative controllers of the platform have also been  adjusted to the 
business process based on the extracted rules and constraints .  
BTS data were stored in a database format including so me thousands of 
box transactions. The parse module of CBR-WIMS was used to extract  
the data and allocate them appropriately as cases within the system. 
Since this was a sensitive operation over a large amount of data,  
significant amount of time was spent  on optimising the layout of the 
cases. Experience from the EMS investigated system has shown that  
such layout optimisation increases the proximity of  past experience 
retrieval in i ts future uses. 
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5.5.4 Assessing the adaptability of CBR-WIMS 
 
In order to demonstrate the adaptability of CBR-WIMS two sets of 
experiments have been conducted. The first one contained a limited 
amount of data, investigating the adaptability of WIMS to a workflow 
orchestrated environment. The second one included a  significant 
amount of data, focusing on the efficiency of WIMS while monitoring a 
different workflow-orchestrated system. For the nee ds of the 
experiments a team of experts was consulted having experience in both 
the EMS and the BTS systems. The experts were used to rank the cases 
and their judgements were used to evaluate the CBR -WIMS 
performance.  
Prior evaluations presented in this thesis (see the EMS section of 
experiments  in Chapter 4) were focusing on whether the suggested 
research approach was feasible . However, the focus of these 
experiments is mainly to investigate whether the addressed rese arch 
approach can be generalised among workflow systems with underlying 
uncertainty.  
The experiments conducted with the BTS business process followed a 
similar methodology as presented in Chapter 3.  Firstly the data from 
the investigated system were imported into the WIMS engine. The 
incorporated system contained more than seventy fou r thousand 
(74000) journeys that subsequently dealt with thirt y three thousand 
(33000) unique recorded boxes. Each journey could be characterised by 
a range of events. The event attributes could vary from six (6) to more 
than a hundred (100).  
Journeys at first stage have been incorporated and indexed inside CBR -
WIMS as unique cases including several key attributes, secondary ones 
and relevant environmental information. The represe ntation of events 
among cases was conducted via graphs  in order to be  able to apply 
similarity measures to them afterwards.  
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Time is of relevant importance while monitoring ar t efacts in BTS thus 
it was taken into consideration for the estimation of the similarity 
measures among its data.  Maximum Common Sub-graph (a s expla ined 
in Cha pter  3) has been used, estimating the similarity among points 
and intervals . For this case study, events within the life of a box were 
regarded as points and the time periods among their  transportations as 
intervals .  
Initially the case base was divided into two parts in order to assess the 
adaptability of CBR-WIMS to the imported workflow system. For the 
needs of the artefact  classification a number of intervi ews were 
conducted (BTS form can be seen in Appendix B) with the system 
experts in order to define the criteria for the cla ssification mechanism 
of WIMS. The experts were asked to give a classif ication for the 
available workflow cases as well  as support  their judgement with free 
text comments, describing the faced issues of the case. Based on their 
given rankings  the status of the boxes could prompt ly fit  into one of 
the following categories: sa fely stor ed, da ma ged, lost  and no clea r  
sta tus.  
For the needs of the first experiment a  case base of a thousand (1000) 
cases has been called to classify a random ly taken sample of 50 
unranked cases. For the classification of the examined cases similarity 
measures were applied identifying the k-nearest neighbours of each 
case. The classification of any examined case has been conducted by a 
simple voting algorithm. For the needs of this experiment k was 
selected to be 3 due to the small volume of cases . In order to improve 
the proximity of results the experiment has been conducted 10 times  
and the produced results were finally averaged over  the 10 runs.  The 
results produced from the WIMS were afterwards comp ared with the 
classification of the human experts . Table 5-1 summarises the results 
of the experiments .  
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CASES CBR-WIMS ǆƉĞƌƚ ?ƐĐůĂƐƐŝĨŝĐĂƚŝŽŶ 
Correctly classified no clear status 
workflows 
13  ? 68.4% 19 
Missed cases 6  ? 31.6% 0 
False positives 4  ? 13% 0 
Correctly classified normal workflows 27  ? 87% 31 
 
Table 5-1: WIMS simple evaluation with BTS. 
 
The results gained from the conducted experiments have shown a 
relative maturity for CBR-WIMS towards the monitoring of a newly 
incorporated workflow system. A possible reason fo r  that could be the 
way the system identifies and reasons over the imported cases. The 
more careful the selection of the cases is the more  accurate the system 
is in its predictions .   
Interestingly from the derived cases there has been  no reference to 
cases with da ma ged or lost boxes. This was due to their seldom 
appearance in the overall data repository. Overall the results from the 
conducted experiment have been satisfactory having a positive 
classification of 68.4% for the unclear cases and a significant ly high 
percentage of accuracy (87%) for the non-problemati c workflows. 
Since this was a limited experiment in terms of the data used, a more 
advanced one was designed and launched taking into account the fully 
available data repository. 
 
5.5.5 Assessing CBR-WIMS with full dataset 
 
For the further investigation of the CBR-WIMS monitoring efficiency 
the full BTS dataset  was used (more than 74000 journeys).  This has 
populated the case base for the next experiment .  In a similar approach 
to the first one a random sample of 500 cases has been selected as 
unclassified and the system was called to ap ply diagnosis-check on 
them. A rationale similar to the previous experimen t has been 
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followed, having applied prior similarity measures and having the k -
nearest neighbours voting for the classification of  a scrutinised case.  
Experiments  have been conducted for 10 times (following the pr evious 
r a tiona le) and the results have been averaged over the 10 runs .  Table 
5-2 summarises the results . 
CASES CBR-WIMS ǆƉĞƌƚ ?ƐĐůĂƐƐŝĨŝcation 
Correctly classified no clear status , 
damaged, lost workflows 
94  ?  62.7% 150 
Missed cases 56  ?  37.3% 0 
False positives 72   ?  20.6% 0 
Correctly classified normal workflows 278  ? 79.4% 350 
 
Table 5-2: WIMS evaluation with the overall BTS data repository. 
 
As it  can be seen from table 5 -2, WIMS has been shown efficient with 
the classification of the BTS dataset . Normal cases were able to be 
identified in 79.4% of the times and the system was accurate in 62.7% 
of all  the other cases. These results have been regarded as satisfactory 
from the BTS experts. Due to the volume of the cases and the provided 
information a need was formulated for amplified reasoning, especially 
for the explanation of the WIMS classification. As a result an 
Agglomerative Hierarchical Clustering (AHC) algorit hm has been used, 
similar to the one discussed in section 4.5, to enhance the confidence 
of the users regarding the provided results.  
Generally workflow users and stakeholders need conv incing argu ments 
in order to increase their trust to an insight prov ided by an engine. 
Therefore AHC has been used extensively in the BTS experiments to 
amplify the provided reasoning and explanation  by being able to drill  
down to cases and show their similarities al ong with any related 
knowledge. The adopted approach regarding effective  reasoning will be 
discussed at the following chapter . 
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5.6 Conclusions 
 
This chapter investigated how the proposed research  approach can be 
applied across workflow-orchestrated and choreograp hed business 
processes. It is  profound that i n order to be able to provide intell igent 
monitoring to a complex workflow-orchestrated environment, agile 
software engineering has to be applied . The main reason for that is that  
it  should be able to provide support for constant changes, adjustments 
within a business process  and constantly developing business needs.  
CBR-WIMS has been designed as a generic workflow monitoring 
framework which facilitates a number o f flexible se rvices, control  
modules and adaptors. CBR-WIMS can offer an interoperable 
environment for workflow monitoring and diagnosis. This chapter has 
presented the architectural backbone and has reveal ed how its 
collaborative components  could accommodate that . An alternative 
system orchestrated, choreographed and operated via  a workflow has 
been used as a test  bed for the evaluation of CBR-WIMS. WIMS have 
shown efficient in terms of its adaptation capabili ties on the different 
system. 
The applicability of CBR-WIMS to different business processes has 
shown that it  can establish intelligent workflow monitoring. An 
interesting finding from its application on BTS is that heedful 
knowledge acquisition leads to its  reusability across workflows.  
CBR-WIMS has revealed how it can be expanded , adapting i ts  
monitoring functionality across systems. However,  the provided 
functionality was accompanied with a number of explanation elements 
that enhanced its monitoring, reasoning and diagnosis on workflow 
systems. These will be presented in Chapter 6 along with how 
explanation is tightly related to knowledge elicitation across systems.  
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Explanation 
 
 
 
6.1 Introduction 
 
Explanation is an important field to intelligent systems. An 
approximate definition of explanation in systems is the collection of 
logica l arguments that  could convince a user to adopt  proposed 
assumptions, recommendations and even decisions up to a certain 
extent.  In artificial intelligence, and especially in the area of case-
based reasoning, systems are able to extract explanation knowledge 
from the available past  information. This can be presented afterwards 
to their human stakeholders in order to provide reasoning a nd 
justification for any system recommendations and /or  decisions.   
The explanation provision increases the confidence in  an artificial  
intelligent system and has as a target the development  of trust  between 
itself and its  users. (YHU\ERG\¶V SHUVRQDO H[SHULHQFH VKRZV WKDW
building trust  among humans is a difficult task . Therefore if this task is 
applied to an artificial environment it  can be even  more difficult .  
This thesis investigates whether there can be intel ligent monitoring of 
business processes using case-based reasoning. A process of artificial  
monitoring is tightly connected with the provision of profound 
explanation. In any different case a system that does not explain  its  
outputs it  is difficult to be tangible and understandable by human 
stakeholders.   
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As i t has been shown in Chapters 1, 3 and 5 the process of workflow 
monitoring requires explanation provision in order to enhance its 
reasoning, diagnosis and possible remedial suggestions / 
recommendations. Therefore  the provision of effecti ve explanation has 
been investigated throughout this thesis. The focus was on what 
constitutes an effective explanation while monitoring a workflow 
process and how it should be (re)presented to the users of the system . 
This chapter refers to explanation as derived withi n the context of the 
conducted research. Its structure is as follows: Section 6.2 gives an 
overview of the explanation concept; Section 6.3 gives an outline of 
explanation in applied systems; Section 6.4 discusses the concept of 
explanation in workflows and Section 6.5 refers to the concept of  
explanation in CBR-WIMS platform. Finally section 6.6 presents  the 
conclusions of this chapter .   
 
6.2 The concept of explanation 
 
Explanation presents a prominent topic in science [ Schurz, 1995], often 
referred to as scientific expla na tions . Scientific explanations attempt to 
give answers to why questions by using existing facts and applying 
general laws. However, these answers can be different regarding the 
application domain and as a result explanations can differ. Also there 
is a distinction between ca use giving explanations and r ea son giving  
justifications [Schurz, 1995] ,  referring WR WKH HTXLYDOHQW µwhy¶
questions respectively.  The first category of the above,  questions why 
something has taken place l ike that , what was its cause or reason for 
being.  An example of that  could be:  
&KLOG¶VQuestion:  Why is the wa ter  in the la ke fr ozen?   
)DWKHU¶VAnswer :  Beca use the wa ter  temper a tur e is  below 0   Celsius.  
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The second category examines what was the reason behind the 
occurrence of an event. Explanations of this category could be referred 
to as identifying what is the reason for believing why an event has 
happened in a specific way.  An example follows:  
:LIH¶VQuestion:  Why GLGQ¶Wyou ca ll  me the whole da y?  
+XVEDQG¶VAnswer :  Beca use I ha d too much wor k in the office, da r ling.  
I GLGQ¶WKDYHWKHWLPHHYHQWRJHWVRPHOXQFK .  
Although explanation seems a self-descriptive concept which reveals 
the a nswer  to intended knowledge questions,  in real i ty explanation can 
be literally false [Roth-Berghofer,  2004] . This is being done 
deliberately due to moral, pedagogical, social and other context-
dependent reasons  [Cohnitz, 2000]. These explanations are being 
provided in the context of satisfying the questioner and not necessarily 
fulfil the purpose the questioner expects them to. An example can be a 
question from a seven-year old girl to her mother o n how her lit tle 
brother came to life.  The most prominent answer tha t she could get is  
that the stor k br ought him home,  when ever ybody wa s  a sleep  or some 
variants of the above . Explanations are heavily dependent to the 
background context of a given environment.  
Schank (1986) has characterised explanation  as the most common 
method used by humans to support understanding and decision making. 
An explanation should describe a solution to a problem as well as 
which is the path that has to be followed in order to reach the solution. 
Therefore explanations are characterised as both in clusive and 
instr uctive [Roth-Berghofer, 2004]. A system can explain i ts actions 
both to humans and/or services that inquire how it works as well as to 
itself. In such way, according to Schank, it  becomes an under sta nding 
system. The range of cognitive understanding of such a system can vary 
from ma king sense to complete empa thy [Schank, 1986].  Computer 
reasoning stands towards the ma king sense edge of the above range 
trying to convince its users rather than blindly gu ide them .  
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Explanation, according to Schank, can be distinguished to three main 
classes. These are the physica l wor ld,  the socia l wor ld and the 
individua l beha viour  pa tter ns . An artificial agent can give sufficient 
reasoning to a case that fits in to one of the above classes.  Especially 
for the first class of explanation  (physica l wor ld)  reasoning can be 
derived from the laws of physics. Having th ose as a basis, more 
complicated explanations can derive for other (presumably) more 
complicated fields. Explanations for the social world and behaviour 
patterns seem the most complicated ones  being of relevant importance  
in the modern world. For the needs of the explanation to those areas 
advanced techniques like data mining, user profiling and machine 
learning could be used. These techniques attempt to extract the 
followed behaviour patterns in an investigated discipline.   
The reasoning provision by itself is not enough to convince a human 
user for the clarity and decision accuracy o f a system. Therefore for a 
monitoring system to be efficient its  individual users should develop 
trust  in it .  Intell igent systems should provide meaningful explanation 
while presenting results or suggestions in order to  increase the user 
confidence to them. To achieve that  evidence for any specific system, 
output should be presented to its  users in order to  provide appropriate  
justification for the output . Users are always convinced more for the 
accuracy of a system when next to an output (no matter if it  is good or 
bad),  evidence is presented on how th is output was derived [Swartout,  
1983].  
While attempting to formulate explanation certain goals should be 
fulfilled. To achieve that , S¡rmo et al . (2005) have identified five 
distinct explanation goals . These goals either isolated or in 
combination could be used to construct  explanations. These are:  
x How did the System reach the answer? (Tr a nspa r ency)  
x Explain why the answer is a good answer . (J ustifica tion) 
x Explain why a question asked is relevant .  (Releva nce) 
x Clarify the meaning of concepts .  (Conceptua lisa tion) 
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x Teach the user about the domain . (Lea r ning) 
Usually explanation systems are satisfying one or more of the above 
goals while attempting to provide sufficient explanation.  
 
6.3 Explanation in Systems 
 
As seen from the previous section explanation is needed to answer 
questions regarding the cause,  reason of existence or result of an 
occurring event. Nowadays artificial systems are be ing used i n the area 
of problem solving, in a similar way to human experts. Confidence has 
to be buil t  with the human users in order to be at a posit ion to decide 
whether to accept or reject an artificial recommend ation. The user has 
to be able to dril l  down to a specific system-output and be able to 
scrutinise, if necessary,  what led the system towards that direction. 
Due to the need for sufficient reasoning , a need for providing efficient 
explanation is being increased respectively .   
The explanation that  can be extracted from a system is based on the 
nature and the contextual background of the system itself. An example 
can be an Artificial  Neural Network which by its na ture contains the 
knowledge inside its  internal structure. As a resul t it  works as a black 
box and cannot provide sufficient explanation to support its outcomes 
since its knowledge cannot be extracted. A system that uses genetic  
algorithms to calculate its output and propose recommendation s faces 
similar explanation l imitations. Rule-based systems can perform better 
since they can resort  to the reasoning provided by their rules. However,  
several restrictions apply: In order for this to be  efficient,  the domain 
should be limited for the user to be able to follow and evaluate the 
explanation. In any different case the complexity of the correlated 
rules can be unmanageable since even experienced users are not usually 
able to follow such stated explanations [Roth-Berghofer, 2004] .  
Another limitation rule -based systems face is the s ignificant growth in 
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the number of rules that  they have to contain in order to operate in a 
complex domain. This number,  as well as the effort  for their 
acquisition, makes them a relative complex domain for providing 
satisfactory explanation.  
Case-based reasoning systems could offer a solution  to the faced 
limitations of ANNs and rule-based systems. This is  due to their ability 
to present the information of their cases in order to  provide support to 
a certain system output. Therefore cases can be descriptive in terms of 
a problem and its surrounding information. However,  cases do not 
provide information in terms of their selection cri teria  and the 
rationale behind that.  As a result a different enti ty is required that  
connects the related knowledge to a case and its available structure. 
This is can be related to the concept of knowledge conta iner s .  
Knowledge conta iner s,  introduced by Richter (1995), refer to both the 
knowledge in cases as well as the structure of that  knowledge.  Due to 
its structural generalisation , a knowledge container can refer a number 
of tasks combining their related characterist ics to possibly one schema.  
Richter has introduced four (4)  knowledge categories for CBR systems. 
These are presented in Figure 6-1 and are: the voca bula r y, the 
simila r ity mea sur es ,  the solution tr a nsfor ma tion (o r a da pta tion r ules) 
and the ca se ba se.  
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Figure 6-1: The four knowledge containers of a CBR system [Roth-Berghofer, 2004]. 
 
The Voca bula r y container is the basis for the other three since it  
contains everything that defines a system: attributes, predicates and  
even the domain structure. The Simila r ity mea sur es  container contains  
cri tical knowledge on how the similarity is calculated. This is  
important since it can give answers to the questions why and how the 
most useful case is  retrieved.  The Ada pta tion knowledge accommodates 
the knowledge of how an old case is adapted to meet the requirements 
of a new case. Finally, the ca se ba se encapsulates the available past  
knowledge of the system in terms of cases.   
Knowledge in CBR systems is being deployed in a structure that  
enables smooth acquisition . Since the cases are specific,  their relations 
can be easily identified, generalised on demand and then modified 
accordingly in order to be reused. The operational domain of a case is  
also limited in contrast with rule-based systems where the knowledge 
domain is general .  By organising the CBR knowledge into containers 
the system can be more flexible and reusable since changes on one 
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container have little impact to others. For example  the addit ion of new 
cases does not affect the sim LODULW\ PHDVXUHV DQG WKLV ³helps 
ma inta ining the knowledge of ca se-ba sed r ea soner s ´ >5RWK-Berghofer, 
2003]. Changes in one container always have some or littl e impact to 
the others but their distributed approach leads to better knowledge 
management.  Finally knowledge can be shifted among containers either 
art ificially or manually based on the context of the CBR system.  
Explanation in CBR can be compactly associated with the tracing of 
provenance in systems.  By default if the provenance is known for a 
specific event it  leads to constitution of better explanations.  Mantaras 
et al. (2005) have identified two different categories in provenance: 
The first category is regarding the provenance capt ure as a po ssible 
source for the mining of cases, whereas the second one tracks 
provenance within the CBR systems in order to use their cases in a 
better way. The above provenance categories can be regarded as 
external and internal respectively.   
CBR systems seldom remember how their cases have been derived 
[Leake, 2008] within their execution time.  Recent research work has 
started focusing towards the usage of internal prov enance information 
for several tasks. Such a task could be the recover y from delayed 
feedback by propagating feedback information to rel ated cases. This  
can predict the case quality based on quality loss through repeated 
adaptation and using provenance to target maintenance [Leake & 
Whitehead, 2007; Leake, 2008]. This available internal provenance can 
be used to guide its related CBR process. By using provenance the 
maintenance is more powerful than the ordinary main tenance, which 
detects and fills  gaps or responds to problems caused by 
inconsistencies. The provenance approach presents an active role by 
suggesting a priori  possible candidates for case repl acements or 
confirmations [Leake, 2008].  
Explanation in CBR systems is tightly related with the buil t of trust  
and confidence among their users. Monitoring systems that  use CBR 
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for their reasoning and explanation are tightly con nected with the 
explanation provision in terms of context, relevance and the 
provenance of their cases. In this thesis explanation has a vital  role 
since i t deals with the monitoring of workflows with present 
uncertainty. Provenance was also used to build trus t and to  provide 
reasoning based on the fundamental assumption that similar problems 
have similar solutions . The following section will get in more detail  
regarding the explanation in workflows and the conducted experiments 
for this research will  follow.  
 
6.4 Explanation in workflows 
 
Business processes are being represented successful ly in a number of 
standards like BPMN and BPEL as shown in Chapter 2. By using 
standards like WfMC and XPDL business processes can be standardised 
and exchanged among systems and workflow products.  B usiness 
process designers, developers, managers and general ly actors can use 
the above standards to define and understand the context of business  
workflows. This can be done with relative ease since the design of the 
existing standards allows i t.  However a  problem occurs while trying to  
monitor an executed workflow. The reason for that i s that  a human 
expert should resort to the information produced fr om the workflow in 
order to be able to establish a possible monitoring  procedure.  
In order to be able to monitor workflows, the human  experts have to 
look through the information produced from an execu ted workflow. 
This information exists in the form of sequential events that took place 
during the execution of the workflow. These events are usually saved 
in operational logs within the system. Logs can vary in size based on 
the information captured as well  as the content of the information. This 
has heavily to do with the context of the operational workflow: a 
patient diagnosis workflow is expected to have  different content from a 
sales management one. Usually in well-audited or large systems the 
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found logs can be extremely large. On top of that  the more their 
facili tated system increases in size and operational  density the more 
their actual complexity increases.  This affects directly their ease of  
readiness, makes more difficult their understanding , validation and 
finally their monitoring.  
Most workflow logs nowadays are well structured  and  small  pieces of 
structured texts can be easily understood [Micha eli s et al , 2009]. 
However, i f their size rises  significantly the mental capabilities of a 
human are not enough to deal efficiently with them. In addit ion to that  
a specialised workflow structure may deprive the ex pert from 
interpreting effectively the current workflow state .  This could be due 
to the necessity for more specialised auditors for specific parts of the 
workflow log.   
Apart  from the possible problems with log size and complexity in data , 
the issue of temporal relationships can make difficult  the job of an 
auditor. Correlated events with many or overlapped temporal 
relationships are difficult to be monitored. Furthe rmore for effective 
monitoring a combination of a number of logs may be needed and/or 
their possible association with events that may not be captured 
[Kapetanakis et al. ,  2010b].  
Workflows are often adapted or manually overridden in order to deal 
with unanticipated problems and changes in their operational 
environment.  These changes are more frequent in the  aspects of 
workflows that interact primarily with human roles.  This can lead to 
incomplete contextual knowledge and possible uncertainty.  Uncertainty 
is very possible to occur in workflows since business requirements 
change often. They may also involve processes from different parts of 
an organisation or parts from collaborative organis ations which may 
cause conflicts.  
As can be seen from the above , the monitoring of workflows and their 
possible diagnosis can be a difficult  and complicated process for 
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human experts . Therefore the need for artif icial in terpretation and 
monitoring of a workflow are  being formulated. An a rtificial system 
that attempts automatic workflow monitoring should provide the ability 
to provide explanations to the human auditors of the process. These 
explanations would allow them to identify,  understand and act on 
possible problems identified in the execution of the workflow. In order 
for this to be efficient the system should be able to provide adequate 
arguments on why a particular workflow trace has be en highlighted for 
attention.  
Explanation should be additionally provided while reasoning on why a 
workflow requires intervention, what could be the i dentified ca uses as 
well as what remedial action may be required.  A step towards that 
direction could be the provision of proximity or si milarity in terms of 
the visualisation of a case. In this way the user of such a system could 
see the problem and possibly be persuaded for the i ndicated further 
actions. If  s/he is not convinced then s/he could proceed with a 
possible override or adaptation of the workflow.  
Workflows change over time,  therefore looking at  the provenance of a 
workflow instance can provide a better understandin g when extracting 
insights. This in correspondence can make cases more / less usable.  
Provenance can be significantly important when trying to reason across 
business workflows. A reason for that  is that provenance can provide 
reasoning to the whole spectrum of the steps followed towards a known 
outcome. This could lead to reusability of the acquired knowledge 
across a number of similar cases.  
An example demonstrating the importance of provenance and its  
mighty reasoning reusability could be taken from the area of financial /  
banking transactions. It is common for financial organisations to offer 
loans to their customers. By having a loan system working for a period 
of time, a certain amount of knowledge is being  acquired from the 
process. This knowledge can contain several cases including loan 
approvals and rejections along with complementary knowledge cases 
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(for example incomplete cases) . If  provenance exists in these cases it  
allows knowledge reusability across a similar loan procedure in a 
different / subsidiary organisation or even to a di fferent process, e.g. a 
mortgage approval one.   
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6.5 CBR ± WIMS & Explanation 
 
This thesis investigates whether there can be efficient artificial  
monitoring and diagnosis on workflows using CBR. A certain 
characteristic of this approach is the fact that a workflow monitoring 
system that  uses CBR does not attempt to build an  explicit  model of the 
knowledge associated with workflows. What it  does is to provide 
reasoning on the fundamental assumption that similar problems have 
similar solutions [Kapetanakis et  al .,  2010b] . Since a similarity 
measure has been defined , it  can be used afterwards  to identify 
possible solutions for a specific target workflow case. Similar 
neighbour workflow cases are being retrieved from a  case base and 
their encapsulated solutions could be used to provide a solution to the 
investigated workflow.  
The explanation required for such a system is the one that  can show to 
its users why the retrieved workflow cases are rega rded as mostly 
similar. However, this is something that can differ based on the 
different perspectives of the same problem. Atzmuel ler & Roth-
Berghofer (2010) have identified six (6) areas of explaining that refer 
to different perspectives of a problem. These can deal with the:  
1.  ³Differ ent expla na tion goa ls  
2.  Differ ent kinds of expla na tion  
3.  Modes of pr esenta tion 
4.  Level of deta il of expla na tion:  concr ete vs. a bstr a ct  
5.  Utilisa tion of differ ent knowledge conta iner .  
6.  P r iva cy:  Which da ta /infor ma tion or  knowledge fr om the differ ent 
knowledge conta iner s is  a ctua lly r evea led to the user ?´
[Atzmueller & Roth-Berghofer, 2010]  
Explanation should be able to present the selection criteria as well as  
show how the retrieved cases can be used to provide  a solution to the 
investigated problem. In a number of typical CBR systems, similarity 
and relevance of neighbour-cases to the investigated one can be simple 
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to understand. However,  providing a suitable and trustworthy 
explanation to workflows is a challenge due to the ir structural and 
temporal complexity.   
Within the adopted research approach explanation is  needed to support  
the intelligent monitoring of business workflows since it is rather 
important for a business process manager to be able  to clearly 
understand the actors and their actions.  As a resul t  visualisation 
techniques were applied when conducting the experiments, containing 
real workflow data and using workflow similarity me asures (See 
Chapter 3). Aiming to an enhanced reasoning provision the architecture 
of this approach (a s descr ibed in ter ms of CBR-WIMS a nd pr esented in 
Cha pter  5) was designed with relevant emphasis to adequate 
explanation provision.  
CBR-WIMS was buil t with the aim to provide automatic monitoring to 
workflow stakeholders. It can identify potential problems and provide 
advice on actions that can remedy an observed problem. The system is 
based on the experience from past events , their contextual knowledge 
and their available classification. The applied similarity measures  
allow the retrieval of close matches as well  as their associated 
workflow knowledge. This subsequently allows the classification of a 
sequence as a particular type of prob lem that needs  to be reported to 
the monitoring system. Additionally any associated knowledge or plan 
of action can be retrieved, adapted and reused in t erms of a possible 
recommendation / suggestion for a remedial action on the workflow. 
 
6.5.1 Visualisation in CBR - WIMS 
 
As it  has been illustrated so far the architecture of CBR-WIMS has 
been designed with significant emphasis put on the explanation 
provision. In order to be able to provide sufficien t explanation, the 
proposed suggestions have to be presented in a way that promotes trust.  
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Therefore their effective visualisation has been broadly considered and 
presented in an obtainable way.  
This section will present the routes in which the engine promotes 
explanation via highlighting the relevant areas tha t had to be 
considered. The experiments that were conducted in order to evaluate 
this explanation provision will  consequently follow.  
Since CBR-WIMS deals with the monitoring of business processes,  
newly investigated cases have to be compared with the ones available 
at the existing repository of cases. An expert that  would like to dril l  
down to a particular system output should also be able to dril l  down to 
its individual similari ty measures .  The way the result  has been 
calculated as well as the relevant in formation that  was taken into 
account has to be presented in order to increase th e reliabil ity of the 
system.  
When comparing two workflows, the similarity is measured as the 
normalised sum of similarities among the non -overlapping MCS 
segments in the two workflows. The identification of these workflow 
segments and their representation to the user allows the visual 
explanation of the CBR monitoring process  to:  
x Be explicit enough, explaining visually how similar two 
workflows are  
x Indicate visually which part s of the investigated workflows  
contribute most to this similarity.  This allows the user to focus 
to specific patterns in parts of the workflow that may  flag i t as 
problematic, unstable or on the contrary stable and  faultless  
x Visualise past remedial actions that were applied as well as the 
results of such actions. This  can assist  a user to understand why 
the system has made a particular diagnosis and  provide insights 
into potential  remedial options /  actions  to the target workflow 
case  
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Figure 6-2 below shows the visualisation of the similarity between 
simple linear workflow event  logs. Similar workflow segments as 
estimated by the MCS are being highlighted. These segments provide  
an ability to drill  down to the individual workflow segments , events 
and intervals. The similarity measures and diagnosi s as well as the 
proposed actions can also be shown on demand. As a result this can 
provide to a user a deeper understanding of the workflow monitoring 
process. 
 
 
Figure 6-2: Visualising the similarity between workflows [Kapetanakis et al. 2010b]. 
 
Effective visualisation of the conducted similarity measures among 
workflows can provide an in-depth reasoning regardi ng the foundation 
that led the system towards a certain decision. While t he volume of the 
case base rises, a better reasoning provision is re quired in order to 
Retrieved Diagnosis 
Retrieved Action Diagnosis       
Proposed Action 
Retrieved Neighbour 
Workflow 
Target Workflow 
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provide its users with a comprehensive overall (mor e a bstr a ct ) picture.  
Therefore the system offers a hierarchical clustering  visualisation 
allowing its users to understand how an investigated case fits into 
clusters  (for mula ted by existing pa st exper ience ). 
 
 
Figure 6-3: Application of AHC to an examined case. 
 
Figure 6-3 highlights how an examined case could fi t into existing 
clusters containing past experience. The division of cases into clusters 
gives a significant advantage to experienced system stakeholders to 
identify cases with similar characteristics. This was triggered from the 
assumption that when a manager of a business process has identified a 
problematic behaviour in an examined case,  a certain type of pattern is  
identified. This is  based on the acknowledgement that  certain types of 
patterns can identify certain types of problems. By applying clustering 
analysis, there is a tendency t o group together the cases with similar 
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patterns, therefore identifying the cluster(s) with  potential problematic 
behaviour.  
CBR-WIMS deals with systems that contain temporal complexity. In 
order to be able to reason upon that  a hierarchical  cluster analys is 
algorithm could be applied as seen in section 4.5, rather than 
possessing a static set of values for each case. Th e application of the 
Agglomerative Hierarchical Clustering (AHC) algorit hm has been 
regarded as the most appropriate since it  can organ ise its clusters in a 
progressive way based on their similarity distance.   
In such way cases are represented as clusters and those with the highest 
similarity between them are sequentially merged into a single one. The 
cluster merge is being conducted in a pro gressive w ay allowing the 
system experts to have an enlightened overview of the cases as a 
whole. The reverse process  is also allowed : to split  an already framed 
cluster into its elements and rationalise upon the way it was 
formulated. Such approach allows a deterministic argumentation on 
how a cluster has derived revealing in parallel elements of its  
provenance. In such way the confidence of the experts  to the 
suggestions of the system can be reinforced, raising the levels of trust  
to the system.  
For the needs of the evaluation of the WIMS explanation capabili ties 
some explicit experiments were conducted. The following section 
refers to them in detail.  
 
6.5.2 Explanation provision in CBR-WIMS 
 
The focus of the experiments was on the explanation provision in a 
wide range of facets including the similarity me asures , the retrieval  of 
cases, the clustering of cases and the final recommendation provision.  
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As a first approach towards the evaluation of CBR -WIMS explanation 
capabilities , small  datasets were used to  evaluate the efficiency of its  
visualisation components. Motivated by that a  sample of  20 exam 
moderation workflows were selected, monitored and a fterwards 
compared to a case base of 130 known-state workflows. The known-
state workflows contained expert monitoring classif ication as well as  
remedial information .  
The ability of the system to provide suitable monitoring advice on this 
dataset has been evaluated and already discussed in Chapter 4.  The 
purpose of this experiment was to evaluate the abil ity of the system to 
explain the decisions of the CBR workflow monitoring system to 
workflow stakeholders.  For the EMS system these were senior members 
of staff that were in charge of the process and for  the BTS the 
managers of the archiving process.  
Workflow stakeholders used WIMS-CBR to establish whether the 
system provides useful explanation  upon the areas of:  
a)  Correct  classification of a workflow ( sta lled / no t sta lled) 
b)  Reasoning and diagnosis for the sta lled cases  
c) Proposed remedial actions  
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Figure 6-4: The Similarity explanation in CBR-WIMS [Kapetanakis et al. 2010b]. 
 
Figure 6-4 shows a typical view of the explanation screen of CBR -
WIMS. The user can select any of the nearest neighbours of the target 
case and investigate its inner structure, the similarity among cases as 
well as any retrieved advice. A colour visualisation has been selected 
for highlighting the regions of similari ty as well as the degree of  
similarity.  The visualisation was defined as follows:  
x Gr een indicates  100% similarity 
x Blue indicates similarity from 0.001% to 99.999%  
x Red colour indicates 0% similarity  
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Figure 6-5: Colour code, indicating levels of similarity. 
The system allows users to click on any particular matching workflow 
segment within their MCS structure. This permits them to visualise any 
overlapping areas which are automatically dyed in the same colour and 
presented on the screen. Users are allowed to dr ill -down to particular 
areas of similarity among workflows and investigate  the monitoring 
advice retrieved from their closest  neighbours.  
For the need of this experiment the team of experts  from the EMS and 
BTS systems a s seen in section 5.5.4 have contributed with their 
experience to the evaluation of the CBR -WIMS explanation provision.  
Table 6-1 summarises the results of the simple evaluation of the 
explanation capabili ties of CBR-WIMS. The experts were called to 
assess the monitoring findings of the system with and with-out 
explanation provision. In order to measure their co nfid ence a scale of 1 
(disa gr ee) to 5 (str ongly a gr ee) was used indicating how convinced  
they were regarding the presented findings . The res ults were averaged 
over the 20 target cases .  
  
WIMS-CBR no explanation 
 
WIMS-CBR with explanation 
Correct classification is clear 3.2 4.2 
Similarity is obvious to the 
3NN 
2.8 3.9 
Advice clarity 3.3 4.5 
 
Table 6-1: Evaluation of the explanation and advice [Kapetanakis et al., 2010b]. 
 
This evaluation has shown that the explanation module in CBR-WIMS 
can provide a significantly better insight to workf low stakeholders.  
From the conducted experiment it  has been testified that the 
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explanation provided  allows the system experts  to understand better the 
monitoring warnings as well as to get a clear insight of the process.  
This raises the confidence levels on the associated advice regarding 
any remedial actions.  It is worth noting that even in cases that the 
CBR system retrieved low quality solutions (mainly false positives),  
the experts reported positively towards the system.  That was due to 
the explanation provided since it  allowed them to discard the retrieved 
solutions.  The drill ing down to specific workflow event data showed 
that  the retrieved advice was not relevant to the p roblem in hand . As a 
result  it  affected directly their following decisions.  
Motivated by the same attitude (eva lua tion of the expla na tion pr ovision 
of CBR-WIMS) a set of similar experiments was expanded and 
conducted on the BTS workflow system (discussed in section 5.5.2).  
The allocation of a different workflow system under  the monitoring 
hooks of CBR-WIMS gave a different angle to i ts explanation 
provision. Explanation facilities based on the generic Explanation 
component of CBR-WIMS were adjusted and adapted to the new 
system. These alterations have been conducted in order to be able to  
provide any extracted insights from similarity measurements o n 
different cases.  
In order to be able to provide sufficient reasoning  the focus of the 
explanation was concentrated firstly on the similar ity measures and 
secondly on the overall visualisation of the cases. For this set of  
experiments a sample of 30 box-workflows was selected, monitored and 
afterwards compared to a case base of 180 known -sta te workflows. The 
known-state workflows similarly to the previous example contained 
expert monitoring classification as well as any remedial activities.  
Figure 6-6 shows the visualisation and explanation provision for a 
sample of event sequences in BTS workflow system. As it can be seen 
a number of at tributes have been taken into consideration and several 
individual measures constitute the final similarity result .  
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Figure 6-6: BTS visualisation provision 
Experts that  were called to comment on the explanat ion provision came 
back with posit ive responses regarding the trustwor thiness of the 
system on the provided results. Reasoning upon the results with the 
application of relevant visualised explanation has e nhanced their 
confidence and led to faster classification of the investigated cases.  
Table 6-2 summarises the results from the actual vi sualisation of the 
conveyed explanation.  The experts based on the system provisioning 
gave response to questions using a scale of 1 ( disa gr ee) to 5 (str ongly 
a gr ee).  The results were averaged over the 30 targe t cases . 
  
WIMS-CBR no explanation 
 
WIMS-CBR with explanation 
Correct classification is clear 3.0 4.1 
Similarity is obvious to the 
3NN 
2.5 4.0 
Advice clarity 3.2 4.2 
 
Table 6-2: Evaluation of the explanation provision on BTS 
 
Based on the experiment findings it could be concluded that the 
visualisation provision enhances the confidence of the experts to the 
monitoring recommendations. However,  this can be said with regards to 
isolated cases in comparison. While examining a case overall it  would 
be better to provide a rationalised overview based on the classification 
of the case among others. Therefore a generalised approach via 
clustering has been provided and is being discussed in the following 
section. 
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6.5.3 Clustering 
 
Dril ling-down to individual similarity measures among stories  
enhances the explanation and builds confidence with  users while using 
the system. However,  it  does not provide insights on the nature of the 
retrieved cases. Initially the implemented system was expecting from 
its users to be able to extract the underlying cont ext from the raw , 
retrieved cases. However, observations on the behav iour of experienced 
managers lead to the identification of certain types of patterns which 
could indicate problematic situations.  
In order to be able to identify such problems based  on their primarily 
followed event pattern cluster anal ysis has been applied. A  
Hierarchical Clustering (HC) algorithm has been chosen in order to be 
able to provide comprehensive reasoning regarding t he individual 
characteristics of the cases and their cohesion as a set  overall.  In order 
to deal with the sparse nature of the case-base,  an Agglomerative 
Hierarchical Clustering algorithm was chosen , explo iting its abili ty to 
organise the clusters hierarchically based on their  similarity distance.  
The reasons for this have been described in detail in section 4.5 
therefore this section concentrates on its explanat ion aspects . 
The main focus of the explanation provision via the AHC was  to be 
able to identify any event pattern followed by the nodes of a selected 
cluster.  The explanation component of WIMS promotes this behaviour 
by:  
x Providing the most prominent pattern followed by information 
regarding related cluster nodes.  
x Provide patterns identified in individual nodes  
x Provide frequent sub-patterns among them. 
Figure 6-7 shows how WIMS can represent clusters along with their 
patterns, sub-patterns and relevant information . 
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Figure 6-7: Cluster selection along with included patterns. 
 
Since the clustering is being conducted via a hierarchical clustering 
algorithm, the whole case base along with the investigated case can be 
visualised and the breakdown of the followed steps can be seen. This 
breakdown could possibly reveal hidden patterns among clusters that  
are of importance. An expert could find this of benefit since s/he can 
understand better what is the relation of the cases , which are the 
similarities, which are the patterns that indicate problem or on the 
contrary a smooth operation, etc.  
The usage of clusters in WIMS allows the user to compare an 
investigated case with available  past cases taken from the case -base.  
Similarity measures are also provided allowing the user to understand 
why and how the system was driven to a particular d iagnosis.  By 
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presenting all relevant parts of the matched cases a user can then see 
possible identified issues. Provision of the related contextual 
information can also lead to solid justification  for a decision been 
taken. 
The clustering provided by the WIMS enables workflow managers to 
drive their actions accordingly based on the evidence presented to 
them. The ability of the system to identify specific event-patterns, 
potential problems and the proposition of possible solutions  enhance 
further its  explanation capabilities.  
Clustering experiments have also been conducted on the BTS workflow 
orchestrated system presented in sections 5.5.1 ±  5.5.5.  A 
characteristic of the investigated system was the s ignificantly high 
number of att ributes that should be taken into account for its similarity 
measures. The produced clusters were affected by th is characteristic 
pointing out some unanticipated results. The system experts when 
called to comment on the monitoring outcomes heavily were based on 
the WIMS explanation facilities to point  out why the system had these 
unexpected outputs .   
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Figure 6-8: AHC applied on BTS 
 
Figure 6-8 presents an AHC clustering visualisation as provided from 
CBR-WIMS. Clustering provision in explanation enhances significantly 
the confidence of the experts since it gives the opportunity to see the 
broader picture and afterwards dril l -down on demand. Clustering, as it  
can be seen from above, gives the ability to genera lise on the followed 
patterns of events and be used afterwards if there is a demand for 
further reasoning in similar cases . 
 
6.5.4 Challenges in explanation provision 
 
The WIMS explanation component is characterised by certain 
adaptability regarding its provided capabili ties and  its  approach 
towards the investigated systems. However,  throughout its application 
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several challenges have been encountered . This was mainly triggered  
due to the nature of the investigated systems. 
A first encountered challenge was the successful adaptati on of the 
original component as provided by the framework. Ea ch investigated 
workflow system poses a unique case for an intelligent monitoring 
system and its characteristics should be earnestly taken into account.  
The successful adaptation of the Explanation component  in order to be 
able to extract the relevant contextual information  has stated a sole 
challenge while designing and underpinning the system.  
Another challenge of different nature was encountered while 
attempting to provide explanation regarding  the similarity 
measurements among cases. Especially in the case of  the BTS system 
the large number of available characteristics const ituted a difficult  
region to explain to a human expert. This number of  fields was creating 
a vague multi -dimensional set which had to be provided in terms of the 
output explanation. In order to meet this challenge, careful application 
of weighing among the available fields has been shown useful since it  
managed to emphasise on important  fields and conceal the minor ones.   
The final challenge encountered while providing explanation was the 
elicitation and actual presentation of the shadowed patterns followed 
by the investigated sequences. The reason for that was that certain 
patterns contained several  redundant  events which were adding noise.  
This noise could actually mislead the engine while attempting to reason 
upon a requested case. The sanitisation of events (see section 3.6.3) by 
smoothening their sequences and bound them to their most important 
features had helped significantly in overcoming this challenge . In such 
cases the users were notified and their permission was sought in order 
to proceed with. In any case that the users were in terested in 
investigating the whole range of events,  including  any noise that  was 
omitted, they could do so since the actual event sequences are kept in  
the system for maintenance reasons.   
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6.6 Conclusions 
 
Intelligent monitoring systems deal extensively with the two parts of a 
business process: human actors from the one side and digital data f rom 
the other. Since their goal is to provide recommend ations,  proposals 
and/or solutions to their users, explanation is needed. The need of 
explanation is important in Decision Support Systems  (DSSs) since 
they need to support  with objective arguments their  suggested outputs.  
This can be done by retrieving and presenting simil ar incidents from 
the past experience of a system when compared to an  investigated case.   
This chapter has presented how explanation resides within CBR -WIMS, 
how it is formulated and presented in terms of visualisation 
components. CBR-WIMS, since it is an intell igent workflow 
monitoring system, dea ls with complicated temporal past evidence that 
has to be categorised to cases and be accurately classified. The adopted 
approach in this thesis gives the system the opportunity to resort to the 
provenance of the cases.  This approach enables the accurate handling 
of cases under investigation, since provenance provision can enlighten 
significantly the monitoring process. As a result this is ref lected to the 
recommendations /  suggestions of the system enhancing its  monitoring 
capabilities  overall .   
CBR-WIMS is able to explain the context or the probable cause of a 
problem through the clustering classification. This  has shown to 
enhance the confidence of its users overall  on making successful  
monitoring and diagnosis on particular cases. WIMS was called to 
explain its provisional judgements in more than one system that both of 
which were dealing with uncertainty. This can be seen from the 
conducted experiments, which demonstrated with success the 
explanation provision at both micro level ( individua l ca ses) and macro 
level (ca se justifica tion a mong the ca se -ba se over a ll ).  Several  
challenges have been raised while attempting to offer interoperable 
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explanation provision but were dealt successfully with the application 
of diverse techniques.  
The current chapter finalises the research approach  towards the 
intelligent monitoring of workflows by present ing t he concept of 
explanation in CBR-WIMS. The relevant research work was presented 
as well as the experiments conducted for the evaluation of the adopted  
research approach. The next chapter concludes the c urrent research 
approach by summarising the findings and conclusions of this  thesis as 
well as the future work. 
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Conclusion and further work 
 
 
 
7.1 Summary  
 
This thesis investigated the use of c ase-based reasoning as a tool for 
the effective monitoring of business processes. In order to answer the 
main research questions posed in Chapter 1 (sections 1.2 & 1.3) a 
number of different approaches were considered towards the intell igent 
monitoring and diagnosis of business processes . An approach based on  
temporal logic was chosen and proposed, tested over  a number of real -
world applications and has shown that CBR can be used effectively to 
do that .  
The literature survey has shown  the state of the ar t  in the related 
disciplines of this research work. However, a unifi ed approach towards 
the intelligent monitoring and diagnosis of workflows does not exist .  
Therefore a concrete  research approach was formulat ed (r esea r ch 
methods) in order to address the given problem.  
Throughout this research several other research dis ciplines were 
researched including workflow management, temporal logi c and 
existing time theories, areas of uncertainty and event  mining 
representation of graphs and graph-similarity as we ll as the concept s of 
explanation and reasoning provision.  
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This chapter presents the conducted research work i n pursu it of the 
answers to the quest ions stated at the introduction,  the contributions of 
this thesis as well as the arisen questions for possible future research 
work.  
As set out in the introduction the principal research question was 
whether there can be intelligent monitoring and diagnosis on business 
processes using case-based reasoning. Since business processes are 
being monitored by human auditors ,  their explicit monitoring 
approaches were taken into account. As described throughout the 
introduction the main aims of this research were:  
x To understand what is a suitable representation of a business 
process  
x To understand how similarity measures among workflows can be 
established   
x To define how the explanation of a monitoring process can be 
presented to i ts users  along with any related insights  
x To investigate which software architecture can support a CBR 
system to effectively monitor business processes   
Towards the investigation of the above aims , two workflow-
orchestrated enterprise systems were chosen as a test bed for the 
research overall.  The selected systems presented ch aracte ristics of 
modern organisations, using business processes for the coordination 
and orchestration of their procedures.  
As seen from the exhaustive literature research , the execution of 
business processes  can be represented in terms of w orkflows, giving 
insights of how tasks and stakeholders interact throughout a pre-
designed process . These workflows can afterwards be  represented in 
terms of graphs and be compared by applying similarity measures on 
them. 
Workflows, although efficient in monitoring structu red procedures, can 
state failures while attempting to monitor and interpret effectively the 
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actual state of a business process that includes uncertainty. The human 
actors of a business process can behave in an unpredictable way that  
could even reach regions outside its  formal specifi cation. Actions 
without rationale that take place within  the execut ion of a workflow 
can lead to uncertainty.  A system that monitors such workflows should 
be able to take into account several paramete rs in order to be able to 
tackle uncertainty.   
For the needs of the evaluation of this research the University of  
Greenwich, CMS exam moderation system has been used as a case 
study and several sets of experiments have been conducted. Via those 
experiments  it  has been shown that there can be eff icient monitoring of 
a business process by using Case -based reasoning. This has been based 
on the assumption that the provided cases are accompanied with the 
necessary past  experience given by domain experts.  These experiments 
along with their produced results have been discussed throughout this 
thesis.  
This research investigated whether there can be a generic approach 
towards the monitoring of business processes. A generic architectural  
framework has been developed , named CBR-WIMS. The approach of 
the addressed system has been presented,  highlighting how its provided 
architecture can smoothly incorporate external syst ems without 
affecting their structural integrity and/or provide d functionality.  For 
the needs of the evaluation of the WIMS generic characteristics  a 
different enterprise business process system was us ed ( BTS).  
Experiments conducted with the EMS and the BTS enterprise systems, 
have shown the interoperability capabil i ties of the framework. CBR-
WIMS can be used for the knowledge acquisition of business process es 
and reuse them afterwards to similar systems. An ex ample of such 
knowledge acquisition can be borrowed from everyday life :  a system 
that contains knowledge regarding school timetabling can serve as a  
knowledge base for any other system that deals with  timetabling , 
provided the necessary adaptations . This is applicable since  the ba se 
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process contains certain sequences of events  and encountered patterns 
that  can frequently occur to similar systems. CBR -W IMS via the 
experiments conducted on the above mentioned systems has shown that  
such knowledge transferability is applicable and its  resil ient 
architecture can support  it .  
This research can be used  towards the reasoning and  sufficient 
explanation provision of the conducted monitoring.  This can be done 
be il luminating insights of the similarity calculations to a human 
operator/manager as well as providing suggestions b ased on past  
available solutions to similar cases . In  order to achieve this , data 
mining is being applied to the most similar cases as derived from the 
knowledge repository.  This thesis has shown how CBR-WIMS can 
significantly help towards the successful  diagnosis of an investigated 
case. 
 
7.2 Contribution of this Research work  
 
The main contribution of this thesis is the conclusion that there can be 
efficient monitoring and d iagnosis of a business process  using case-
based reasoning. The outcomes of this research poin t out that a 
business process can be represented efficiently in terms of a wor kflow. 
Workflows can represent a business process with pre cision and this 
information can be imported to specialised systems that deal  with i ts 
intelligent  management .  
An additional contribution is the formulation of a novel monitoring 
platform which is based on an effective business process representation  
and can provide explicit monitoring and diagnosis to the selected 
process. This platform provides a generic environme nt to facilitate a 
business process in a BPMN or XPDL format in addition to its 
knowledge repository. The latter can contain any provided past 
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experience regarding the investigated system and se rves as a reference 
case base that  can be used for explanation provision . 
Deriving contribution of this thesis is  the proposi tion of adequate 
similarity measures for business processes from dif ferent operational 
domains. The business processes could contain sequences of timed 
events that could be compared with graph matching. This thesis has 
shown two major algorithms: the Components one and the Maximum 
Common Sub-graph as well as an advanced variant of  the MCS for the 
calculation of similari ty measures. The results of those  were used 
afterwards towards the successful diagnosis of business process 
execution instances.  
A further contribution is the origination of a prim ary architecture that  
supports the effective monitoring of business processes using CBR. 
This architecture has been rationalised via a gener ic att itude that  
consequently offers a blueprint for the monitoring of enterprise 
schemes. Throughout this research it  has been utili sed twice in 
enterprise systems proving its design feasibility and applicability on 
business processes .  
Final contribution of this thesis is the work conducted in the l iterature 
of the surrounding areas, giving a concrete r eview of the involved 
interdisciplinary fields such as the workflow intel ligent management,  
business processes in general, temporal representat ion and uncertainty 
in systems. This review can be regarded as another contribution of this 
work. 
 
7.3 Future work 
 
Besides the thesis contributions stated above, the future research paths 
that  it  motivates can also be regarded as a real contribution. The main 
future improvements  are summarised below as well as  a brief 
discussion upon them.  
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Regarding the actual business process representation , an interesting 
perspective is being highlighted regarding the form al workflow 
representation in terms of time. This is  an area th at carries a lot of 
interest and shows signs of maturity nowadays regarding its tangibili ty;  
therefore it  should be further explored. This as well  as the 
investigation of applying optimised graph similarit y measures along 
workflows can be part of future research.  
Part  of the future work can be a more in depth investigation of the 
knowledge interoperabi lity that the developed archi tecture offers.  
Future work on this platform could investigate how this knowledge 
transferabili ty can be exploited efficiently and be of benefit  to systems 
of a larger scale, or systems which may have been recently deployed 
and might not contain a robust past experience repository. Working 
with data from business process es of different application areas could 
investigate up to which extent there can be a safe monitoring 
generalisation. The reverse research approach could  be also  
investigated:  how from a general  monitoring approach there can be  
local optimisation based on the explicit characteristics of a process.  
Taking a step ahead but based on the architecture  proposed, further 
work can look into the issue of temporal uncertain t y combining 
contextual temporal  information to enhance the reasoning process.  
Further tests could evaluate the ability of the developed framework to 
adapt to changing business processes with minimum loss of past useful 
experience .  
There could also be evaluation of the ability to reason across similar 
but not identical business processes.  This knowledge reuse among 
processes is currently at a primitive stage and should be further 
expanded.   
Finally,  the provenance of any used cases and their associated  
solutions should be investigated further,  identifying up to which extent  
they could assist and augment the explanation process .  
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B.1 EMS Interview Form 
 
 
 
EMS Interview Form 
(Please notice that this is information is strictly confidential and it will be used only for 
educational purposes) 
Date: 
 
([SHUW¶V1DPH 
 
 
([SHUW¶V3RVLWLRQ 
 
 
Investigated system: 
 
 
 
Case Ranking (class A, B, C): 
 
 
 
 
 
Comments related to the case: 
 
 
 
 
 
 
Any other comments: 
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B.2 BTS Interview Form 
 
 
BTS Interview Form 
(Please notice that this is information is strictly confidential and it will be used only for 
educational purposes) 
Date: 
 
([SHUW¶V1DPH 
 
 
([SHUW¶V3RVLWLRQ 
 
 
Investigated system: 
 
 
 
Case Ranking (class safely stored, damaged, lost and no clear status): 
 
 
 
 
 
Comments related to the case: 
 
 
 
 
 
 
Any other comments: 
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