In the presented article, we define the R-norm entropy and the conditional R-norm entropy of partitions of a given fuzzy probability space and study the properties of the suggested entropy measures. In addition, we introduce the concept of R-norm divergence of fuzzy P-measures and we derive fundamental properties of this quantity. Specifically, it is shown that the Shannon entropy and the conditional Shannon entropy of fuzzy partitions can be derived from the R-norm entropy and conditional R-norm entropy of fuzzy partitions, respectively, as the limiting cases for R going to 1; the Kullback-Leibler divergence of fuzzy P-measures may be inferred from the R-norm divergence of fuzzy P-measures as the limiting case for R going to 1. We also provide numerical examples that illustrate the results.
Introduction
The concept of information entropy was introduced by Claude Shannon in 1948 in his article [1] . It is used in information theory [2] to quantify the amount of information or uncertainty inherent in a system. We remind that Shannon's entropy is defined in the context of a probabilistic model. Consider a measurable partition A = {E 1 , E 2 , . . . , E n } of a probability space (X, S, P) (that is a finite collection of measurable subsets E k ⊂ X, k = 1, 2, . . . , n, such that ∪ n k=1 E k = X, and E i ∩ E j = ∅ whenever i = j) with probabilities p k = P(E k ), k = 1, 2, . . . , n. Then the Shannon entropy of A is defined as the number h(A) = −∑ n k=1 p k · log b p k with the convention that 0 · log b 0 = 0 (which is justified by the fact that lim p→0 p · log b 1 p = 0). The base of the logarithm can be any positive real number; depending on the selected base of the logarithm, the entropy is expressed in bits (b = 2), nats (b = e), or dits (b = 10).
The extensions of Shannon's entropy have led to several alternatives of entropy measure, of which the Rényi entropy [3] is one of the most important. The classical logical entropy (cf. [4, 5] ) and the entropy measure called the R-norm entropy (cf. [6, 7] ) are other alternative entropy measures. In this article, we will deal with the study of the R-norm entropy. If P = {p 1 , p 2 , . . . , p n } is a probability distribution, then the R-norm entropy is defined, for every real number R ∈ (0, 1) ∪ (1, ∞), by the formula:
(X, M) is called a fuzzy measurable space, if the following conditions are satisfied: (i) 1 X ∈ M, (1/2) X / ∈ M; (ii) a ∈ M ⇒ a ⊥ ∈ M; (iii) if a n ∈ M, n = 1, 2, . . . , then ∪ ∞ n=1 a n ∈ M. The family M ⊂ [0, 1] X with the properties (i)-(iii) is said to be a fuzzy σ-algebra.
Throughout the paper, the symbols ∪ ∞ n=1 a n and ∩ ∞ n=1 a n denote the fuzzy union and the fuzzy intersection of a sequence {a n } ∞ n=1 ⊂ M, respectively, by Zadeh [13] , i.e., ∪ ∞ n=1 a n = sup n a n , and ∩ ∞ n=1 a n = inf n a n . The symbol a ⊥ denotes the complement of fuzzy set a ∈ M, i.e., a ⊥ = 1 X − a. Here, 1 X denotes the constant function with the value 1; analogously, the symbols (1/2) X and 0 X denote the constant functions with the value 1/2, and 0, respectively. Additionally, the relation ≤ denotes the usual order relation of fuzzy subsets of X, i.e., a ≤ b if and only if a(x) ≤ b(x), for every x ∈ X.
The complementation ⊥ : a → a ⊥ , a ∈ M, satisfies, for every a, b ∈ M, the conditions: (i) (a ⊥ ) ⊥ = a, and (ii) a ≤ b implies b ⊥ ≤ a ⊥ . Fuzzy subsets a, b ∈ M with the property a ∩ b = 0 X are said to be separated, fuzzy subsets a, b ∈ M with the property a ≤ b ⊥ are said to be W-separated fuzzy sets. Any fuzzy subset a ∈ M with the property a ≥ a ⊥ is said to be a W-universum, any fuzzy subset a ∈ M with the property a ≤ a ⊥ is said to be a W-empty fuzzy set. A fuzzy set from the fuzzy σ-algebra M is interpreted as a fuzzy event. W-separated fuzzy events are considered to be mutually exclusive events. A W-universum is interpreted as a certain event, a W-empty set as an impossible event. It can be shown that a fuzzy subset a ∈ M is a W-universum if and only if there exists a fuzzy subset b ∈ M such that a = b ∪ b ⊥ .
Naturally, the notion of a fuzzy measurable space generalizes the concept of a measurable space (X, S) from the classical measure theory; it suffices to put M = {χ E : E ∈ S}, where χ E is the characteristic function of the set E ∈ S. With this procedure, the classical model can be inserted into the fuzzy one.
Definition 2 ([59]
). Let (X, M) be a fuzzy measurable space. A map µ : M → [0, 1] is said to be a fuzzy P-measure, the following conditions being satisfied:
is a sequence of pairwise W-separated fuzzy sets from M, then µ ∪ ∞ n=1 a n = ∑ ∞ n=1 µ(a n ). The triplet (X, M, µ) is called a fuzzy probability space.
The fuzzy P-measure µ : M → [0, 1] has the properties that correspond to properties of a classical probability measure; the proofs can be found in [59] .
Definition 3 ([14]).
A fuzzy partition of a fuzzy probability space (X, M, µ) is a collection A = {a 1 , a 2 , . . . , a n } of W-separated fuzzy sets from M with the property µ ∪ n i=1 a i = 1.
In the system of all fuzzy partitions of (X, M, µ), we define the refinement partial order in the following way. If A and B are two fuzzy partitions of (X, M, µ), then we say that B is a refinement of A (and write A ≺ B), if for every b ∈ B there exists a ∈ A such that b ≤ a. Furthermore, for every two fuzzy partitions A = {a 1 , a 2 , . . . , a n }, and B = {b 1 , b 2 , . . . , b m } of (X, M, µ), we put A ∨ B = a i ∩ b j ; i = 1, 2, . . . , n, j = 1, 2, . . . , m . One can easily to verify that the family A ∨ B is a family of pairwise W-separated fuzzy sets from M; moreover, by the property (P4), we have
Thus, A ∨ B is a fuzzy partition of (X, M, µ). It represents a combined experiment consisting of a realization of the experiments A and B. Evidently, it holds A ≺ A ∨ B, and B ≺ A ∨ B, i.e., the fuzzy partition A ∨ B is a common refinement of fuzzy partitions A and B. If A 1 , A 2 , . . . , A n are fuzzy partitions of (X, M, µ), then we put
Definition 4.
Two fuzzy partitions A = {a 1 , a 2 , . . . , a n }, and B = {b 1 , b 2 , . . . , b m } of a fuzzy probability space (X, M, µ) are said to be statistically independent, if µ(
Example 1. Let us consider a classical probability space (X, S, P), and put M = {χ E : E ∈ S}. It can be verified that the map µ : M → [0, 1] defined by µ(χ E ) = P(E), for every χ E ∈ M, is a fuzzy P-measure and the triplet (X, M, µ) is a fuzzy probability space. A classical measurable partition A = {E 1 , E 2 , . . . , E n } of a probability space (X, S, P) can be eventually regarded as a fuzzy partition of (X, M, µ), considering χ E i instead of E i .
The Shannon entropy of fuzzy partition of a fuzzy probability space (X, M, µ) has been introduced and examined in [23] , see also [25] .
Definition 5 ([23]).
We define the entropy of a fuzzy partition A = {a 1 , a 2 , . . . , a n } of (X, M, µ) by Shannon's formula:
If A = {a 1 , a 2 , . . . , a n }, and B = {b 1 , b 2 , . . . , b m } are two fuzzy partitions of (X, M, µ), then we define the conditional entropy of A given B by the formula:
with the convention that 0 · log 0
The symbol log denotes the base 2 logarithm, so the Shannon entropy of fuzzy partition is expressed in bits. The entropy and the conditional entropy of fuzzy partitions have properties that correspond to properties of Shannon's entropy of classical measurable partitions: for every fuzzy partitions A, B, C of a fuzzy probability space (X, M, µ), it holds: 
The proofs can be found in [23, 25] . We remark that in [15] [16] [17] [18] [19] [20] [21] [22] [26] [27] [28] [29] [30] [31] , other conceptions of fuzzy partitions and their entropy measures have been introduced. Whereas our approach is based on Zadeh's connectives, in the referenced papers Zadeh's connectives have been replaced by other fuzzy set operations.
We note that in [32] , the concept of Kullback-Leibler divergence in the fuzzy probability space was introduced. Let µ, υ be two fuzzy P-measures on a fuzzy measurable space (X, M), and A = {a 1 , a 2 , . . . , a n } be a fuzzy partition of fuzzy probability spaces (X, M, µ), (X, M, υ). Then the Kullback-Leibler divergence of fuzzy P-measures µ, υ with respect to A is defined as the number:
with the convention that x log x 0 = ∞ if x > 0, and 0 · log 0 x = 0 if x ≥ 0. In the following sections, we will use the following known Minkowski inequality: for non-negative real numbers x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y n , it holds:
Furthermore, we will use the Jensen inequality which states that for a real convex function ϕ, real numbers x 1 , x 2 , . . . , x m in its domain and non-negative real numbers α 1 , α 2 , . . . , α m with ∑ m j=1 α j = 1, it holds:
and the inequality is reversed if ϕ is a real concave function. The equality holds if and only if
In addition, we will use L'Hôpital's rule: for functions f and g that are differentiable on an open interval U except possibly at a point a ∈ U, if lim x→a f (x) =lim x→a g(x) = 0, g (x) = 0, for every x in U with x = a, and lim
exists, then:
.
The R-Norm Entropy of Fuzzy Partitions
In this part we define the R-norm entropy of a fuzzy partition and its conditional version and study the properties of these entropy measures. It is shown that as the limiting cases of the R-norm entropy and the conditional R-norm entropy of fuzzy partitions for R going to 1, we obtain the Shannon entropy H µ (A), and the conditional Shannon entropy H µ (A/B), respectively, expressed in nats.
Definition 6. Let A = {a 1 , a 2 , . . . , a n } be a fuzzy partition of a fuzzy probability space (X, M, µ). The R-norm entropy of A with respect to µ is defined, for a positive real number R not equal to 1, by the formula:
Remark 1. For simplicity, we write µ(a i ) R instead of (µ(a i )) R . In the following, we will write log ∑
Theorem 1.
For arbitrary fuzzy partition A of a fuzzy probability space (X, M, µ), the R-norm entropy H µ R (A) is non-negative.
Proof. Assume that A = {a 1 , a 2 , . . . , a n }. We will consider two cases: the case of R > 1, and the case of 0
Example 2.
Let X = [0, 1], and a : 
, are fuzzy P-measures and the systems (X, M, µ), (X, M, υ) are fuzzy probability spaces. The sets A = a, a ⊥ , B = a ∪ a ⊥ , C = {1 X } are fuzzy partitions of (X, M, µ), and (X, M, υ) such that C ≺ B ≺ A. We can calculate their R-norm entropy. Evidently,
in accordance with the natural requirement, experiments resulting in a certain event have zero R-norm entropy. Furthermore, we have:
= 0.58579, and H υ R (A)
= 0.50928.
Definition 7.
Let A = {a 1 , a 2 , . . . , a n }, and B = {b 1 , b 2 , . . . , b m } be two fuzzy partitions of a fuzzy probability space (X, M, µ). Then the conditional R-norm entropy of A given B with respect to µ is defined, for a positive real number R not equal to 1, by the formula:
Remark 2. Let A be a fuzzy partition of a given fuzzy probability space (X, M, µ). Evidently, if we put B = {b},
The following theorem shows the consistency of the conditional R-norm entropy H µ R (A/B), in the case of the limit of R going to 1, with the conditional Shannon entropy H µ (A/B) defined by the formula (2), up to a positive multiplicative constant. Theorem 2. Let A = {a 1 , a 2 , . . . , a n }, and B = {b 1 , b 2 , . . . , b m } be two fuzzy partitions of a given fuzzy probability space (X, M, µ). Then lim 
Proof. In the proof, we use L'Hôpital's rule lim
, where in this case a = 1. For every R ∈ (0, 1) ∪ (1, ∞), we can write:
, where f , g are continuous functions defined for R ∈ (0, ∞) in the following way:
By continuity of the function g, we get lim R→1 g(R) = g(1) = 0. Furthermore, by continuity of the function f , and by the property (P4) of fuzzy P-measure µ, we get lim
under the assumption that the right-hand side exists. To find the derivative of the function f (R) we use the identity b α = e α ln b . Let us calculate:
Since lim
Theorem 3. Let A = {a 1 , a 2 , . . . , a n } be a fuzzy partition of a fuzzy probability space (X, M, µ).
Proof. The claim is a direct consequence of the previous theorem; it suffices to put B = {1 X }.
In the following, the properties of the R-norm entropy of fuzzy partitions are discussed.
Theorem 4.
For arbitrary fuzzy partitions A, B and C of a fuzzy probability space (X, M, µ), it holds that:
Proof. Suppose that A = {a 1 , a 2 , . . . , a n }, B = {b 1 , b 2 , . . . , b m }, C = {c 1 , c 2 , . . . , c r }. Let us calculate:
Theorem 5. For arbitrary fuzzy partitions A, B of a fuzzy probability space (X, M, µ), it holds that:
Proof. The claim is a direct consequence of the previous theorem; it suffices to put C = {1 X }.
In the following theorem, using the notion of conditional R-norm entropy of fuzzy partitions, chain rules for the R-norm entropy of fuzzy partitions are established. Theorem 6. Let A 1 , A 2 , . . . , A n and C be fuzzy partitions of a fuzzy probability space (X, M, µ). Then, for n = 2, 3, . . . , the following equalities hold:
Proof. The proof can be done using mathematical induction and Theorems 4 and 5.
In the following we prove that the R-norm entropy H µ R (A) is a concave function on the class of all fuzzy P-measures on a given fuzzy measurable space (X, M). Proposition 1. Let µ, υ be two fuzzy P-measures on a given fuzzy measurable space (X,
Proof. It is straightforward.
Theorem 7.
Let A be a fuzzy partition of fuzzy probability spaces (X, M, µ), (X, M, υ). Then, for every real number λ ∈ [0, 1], this inequality holds:
Proof. Let A = {a 1 , a 2 , . . . , a n }, and λ ∈ [0, 1]. Putting x i = λµ(a i ), and y i = (1 − λ)υ(a i ), for i = 1, 2, . . . , n, in the Minkowski inequality, we obtain for R > 1 :
, and for 0 < R < 1:
R is convex in µ for R > 1, and concave in µ for 
is a concave function on the family of all fuzzy P-measures on a given fuzzy measurable space (X, M). Thus, for every λ ∈ [0, 1], it holds that:
Proposition 2. Let A, B be fuzzy partitions of a fuzzy probability space (X, M, µ) such that A ≺ B. Then there exists a partition {I 1 , I 2 , . . . , I n } of the set {1, 2, . . . , m} such that µ(a i ) = ∑ j∈I i µ(b j ), for i = 1, 2, . . . , n.
Proof. By the assumption, for every b ∈ B there exists a ∈ A such that b ≤ a. Let us denote by I i the subset of the set {1, 2, . . . , m} such that for every j ∈ I i , it holds that b j ≤ a i , i = 1, 2, . . . , n. Then the set {I 1 , I 2 , . . . , I n } is a partition of the set {1, 2, . . . , m} and ∪ j∈I i b j ≤ a i , for i = 1, 2, . . . , n.
By monotonicity of fuzzy P-measure µ, µ(a
Theorem 8. Let A, B, C be fuzzy partitions of a fuzzy probability space (X, M, µ) such that A ≺ B. Then: A = {a 1 , a 2 , . . . , a n }, B = {b 1 , b 2 , . . . , b m }, A ≺ B. According to Proposition 2 there exists a partition {I 1 , I 2 , . . . , I n } of the set {1, 2, . . . , m} such that µ(a i ) = ∑ j∈I i µ(b j ), for i = 1, 2, . . . , n. For the case of R > 1, we obtain:
Proof. (i) Assume that
R , for i = 1, 2, . . . , n, and consequently:
Since R R−1 > 0 for R > 1, we conclude that:
For the case of 0 < R < 1, we get:
Therefore:
Since R R−1 < 0 for 0 < R < 1, we have:
(ii) By the assumption, for every b ∈ B there exists a ∈ A such that b ≤ a. Hence, for arbitrary element b ∩ c of fuzzy partition B ∨ C there exists a ∩ c ∈ A ∨ C such that b ∩ c ≤ a ∩ c. This means that A ∨ C ≺ B ∨ C. Therefore, we get:
Theorem 9. Let A, B be statistically independent fuzzy partitions of a fuzzy probability space (X, M, µ). Then:
Proof. Let A = {a 1 , a 2 , . . . , a n }, and
. . , n, j = 1, 2, . . . , m. Therefore we can write:
In view of Theorems 5 and 9, the R-norm entropy does not have the property of additivity, but it satisfies the property that is called pseudo-additivity, as stated in the following theorem.
Theorem 10. (Pseudo-additivity).
Let A, B be statistically independent fuzzy partitions of a fuzzy probability space (X, M, µ). Then:
Proof. The result follows by combining Theorems 5 and 9.
The R-Norm Divergence of Fuzzy P-Measures
In this part, the concept of the R-norm divergence of fuzzy P-measures is defined. In order to avoid expressions like 0 0 , we will use in this section the following simplification: for any fuzzy partition A = {a 1 , a 2 , . . . , a n } of a fuzzy probability space (X, M, µ), we assume that µ(a i ) >0, for i = 1, 2, . . . , n. Note that this is without loss of generality, because ∑ n i=1 µ(a i ) =∑ i:µ(a i )>0 µ(a i ). We will prove basic properties of this quantity. The results are illustrated with numerical examples. Definition 8. Let µ, υ be two fuzzy P-measures on a fuzzy measurable space (X, M), and A = {a 1 , a 2 , . . . , a n } be a fuzzy partition of fuzzy probability spaces (X, M, µ), (X, M, υ). The R-norm divergence of fuzzy P-measures µ,υ with respect to A is defined, for a positive real number R not equal to 1, as the number:
Remark 3. It is easy to see that, for any fuzzy partition A of a fuzzy probability space (X, M, µ), we have
The following theorem states that the R-norm divergence D A R (µ υ) is consistent, in the case of the limit of R going to 1, with the Kullback-Leibler divergence D A (µ υ) defined by formula (3), up to a positive multiplicative constant. Theorem 11. Let A = {a 1 , a 2 , . . . , a n } be a fuzzy partition of fuzzy probability spaces (X, M, µ), (X, M, υ).
, and c = 1 log e .
Proof. For every R ∈ (0, 1) ∪ (1, ∞), we can write:
, where f , g are continuous functions defined for R ∈ (0, ∞) by the formulas:
By continuity of the functions f , g, we get lim
Using L'Hôpital's rule this implies that:
under the assumption that the right-hand side exists. Let us calculate the derivative of the function f (R): Let A = {a 1 , a 2 , . . . , a n } be a fuzzy partition of fuzzy probability spaces (X, M, µ), (X, M, υ). In [32] , it has been shown that for the Kullback-Leibler divergence D A (µ υ) it holds the Gibbs inequality D A (µ υ) ≥ 0 with the equality if and only if µ(a i ) = υ(a i ), for i = 1, 2, . . . , n. This result allows us to interpret the Kullback-Leibler divergence D A (µ υ) as a distance measure between two fuzzy P-measures (over the same fuzzy partition). In the following theorem, we present an analogy of this result for the case of the R-norm divergence.
Theorem 12. Let A = {a 1 , a 2 , . . . , a n } be a fuzzy partition of fuzzy probability spaces (X, M, µ), (X, M, υ). Then D A R (µ υ) ≥ 0 with the equality if and only if µ(a i ) = υ(a i ), for i = 1, 2, . . . , n.
Proof. We shall consider two cases: the case of R > 1, and the case of 0 < R < 1. Consider the case of R > 1. The inequality follows from Jensen's inequality for the function ϕ defined by ϕ(x) = x 1−R , for every x ∈ [0, ∞), and putting
, for i = 1, 2, . . . , n. The assumption that R > 1 implies 1 − R < 0, hence the function ϕ is convex. Therefore, by Jensen's inequality we obtain:
and consequently:
For 0 < R < 1, the function ϕ defined by ϕ(x) = x 1−R , for every x ∈ [0, ∞), is concave. Hence, using the Jensen inequality, we obtain:
Since R R−1 < 0 for 0 < R < 1, we conclude that:
The equality in (9) holds if and only if
is constant, for i = 1, 2, . . . , n, i.e., if and only if ν(a i ) = cµ(a i ), for i = 1, 2, . . . , n. Taking the sum over all i = 1, 2, . . . , n, we get ∑
In the example that follows, it is shown that the equality
is not necessarily true which means that the R-norm divergence D A R (µ υ) is not symmetrical. Therefore, it is not a metric in a true sense. 
Theorem 13. Let µ, υ be two fuzzy P-measures on a fuzzy measurable space (X, M), and A = {a 1 , a 2 , . . . , a n } be a fuzzy partition of fuzzy probability spaces (X, M, µ), (X, M, υ). In addition, let υ be uniform over A, i.e., υ(a i ) = 1 n , for i = 1, 2, . . . , n. Then, it holds that:
Proof. Let us calculate:
It follows that: = 0.50928. Let us calculate:
Thus, the Equality (10) holds.
As a direct consequence of Theorems 12 and 13, we obtain the following property of the R-norm entropy of fuzzy partitions: Corollary 1. For arbitrary fuzzy partition A = {a 1 , a 2 , . . . , a n } of a fuzzy probability space (X, M, µ), it holds that:
with the equality if and only if the fuzzy P-measure µ is uniform over A.
Theorem 14.
Let µ 1 , µ 2 , υ be fuzzy P-measures on a fuzzy measurable space (X, M, µ 1 ), and A be a fuzzy partition of fuzzy probability spaces (X, M, µ 2 ), (X, M, υ). Then, for every real number λ ∈ [0, 1], it holds that:
Proof. Assume that A = {a 1 , a 2 , . . . , a n }, and λ ∈ [0, 1]. Putting x i = λµ 1 (a i )υ(a i )
1−R R , and
. . , n, in the Minkowski inequality, we get for R > 1 :
and for 0 < R < 1 :
This means that the function
R is convex in µ for R > 1, and concave in µ for 0 < R < 1. The same applies to the function
is convex on the family of all fuzzy P-measures on a given fuzzy measurable space (X, M). Thus, for every real number λ ∈ [0, 1], it holds that:
Theorem 15. Let A = {a 1 , a 2 , . . . , a n } be any fuzzy partition of a fuzzy probability space (X, M, µ). Then:
Proof. In the proof we use the Jensen inequality for the concave function ϕ defined by ϕ(x) = log x, for x ∈ (0, ∞), and putting
, for i = 1, 2, . . . , n. Since the logarithm satisfies the condition log x ≤ x − 1, for all real numbers x > 0, we get:
Suppose that 0 < R < 1. Then R R−1 < 0 and using the inequality (11) and the Jensen inequality, we can write:
The case of R > 1 can be obtained in the similar way.
Example 5. Consider the fuzzy P-measures µ, υ from Example 2 and the fuzzy partition A = a, a ⊥ of fuzzy probability spaces (X, M, µ), (X, M, υ). Based on the results from Example 3, we have D A 2 (µ υ) 
, which is consistent with the statement in the previous theorem.
We conclude our contribution with the formulation of a chain rule for the R-norm divergence in the fuzzy case. First, we define the conditional version of the R-norm divergence of fuzzy P-measures. Definition 9. Let A = {a 1 , a 2 , . . . , a n }, B = {b 1 , b 2 , . . . , b m } be two fuzzy partitions of fuzzy probability spaces (X, M, µ), (X, M, υ). Then, we define the conditional divergence of fuzzy P-measures µ, υ with respect to B assuming a realization of A, for a positive real number R not equal to 1, as the number: Proof. Assume that A = {a 1 , a 2 , . . . , a n }, B = {b 1 , b 2 , . . . , b m }. Then we have:
Conclusions
In this article, we have extended the study of entropy measures and distance measures in the fuzzy case. Our goal was to introduce the concepts of R-norm entropy and R-norm divergence for the case of fuzzy probability spaces and to derive basic properties of these measures. Our results are presented in Sections 3 and 4.
In Section 3, we have defined the R-norm entropy and conditional R-norm entropy of fuzzy partitions of a given fuzzy probability space and have examined the properties of the proposed entropy measures. In particular, it has been shown that the R-norm entropy of fuzzy partitions does not have the property of additivity, but it satisfies the property called pseudo-additivity, as stated in Theorem 10. In Theorem 6, chain rules for the R-norm entropy of fuzzy partitions are provided. Moreover, it was shown that the Shannon entropy and the conditional Shannon entropy of fuzzy partitions can be derived from the R-norm entropy and conditional R-norm entropy of fuzzy partitions, respectively, as the limiting cases for R → 1.
In Section 4, the concept of R-norm divergence of fuzzy P-measures was introduced and the properties of this quantity have been proven. Specifically, it was shown that the Kullback-Leibler divergence defined and studied in [32] can be derived from the R-norm divergence of fuzzy P-measures, as the limiting case for R → 1. The result of Theorem 12 allows us to interpret the R-norm divergence as a distance measure between two fuzzy P-measures. Theorem 13 provides a relationship between the R-norm divergence and the R-norm entropy of fuzzy partitions; Theorem 15 provides a relationship between the R-norm divergence and the Kullback-Leibler divergence of fuzzy P-measures. In addition, the concavity of R-norm entropy (Theorem 7) and convexity of R-norm divergence (Theorem 14) have been demonstrated. Finally, using the suggested concept of conditional R-norm divergence of fuzzy P-measures, the chain rule for the R-norm divergence of fuzzy P-measures was established.
In the proofs, the Jensen inequality, L'Hôpital's rule, and the Minkowski inequality were used. The results presented in Sections 3 and 4 are illustrated with numerical examples.
