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There’s one issue that will define the contours of this century
more dramatically than any other, and that is the urgent
and growing threat of a changing climate.
Barack Obama (2014)
Climate change, resulting from rising greenhouse gas concentrations in the atmo-
sphere, is a problem of the commons. Global commons are resources and areas,
which do not fall under the sovereignty of any state. Examples include the water
column beyond territorial seas, the outer space, the Antarctic and – the atmosphere
(Wijkman (1982)). If each country had its own atmosphere, then self-interested
countries would fulfill their climate targets, similar to their provision of education,
transportation infrastructure and other public goods. But with the atmosphere being
a global common, a country reducing its carbon emissions receives only a fraction
of the benefits, yet carries the costs for abatement. The self-interested response is
to free-ride – particularly in a globalized economy, where economic competitiveness
depends, amongst others, on costs of energy (Cramton et al. (2017)). This results in
the famous tragedy of the commons (Hardin (1968)). The solution to this game the-
oretical problem – cooperation – was concisely described by Cramton et al. (2017):
“To save the commons, the users of the commons must cooperate. That requires
trust, and trust requires reciprocal agreement – we will if you will, and you will if
we will.” Such a reciprocal agreement could be based on common commitments,
e.g., a common minimum price on carbon emissions. While recognizing the great
diplomatic success of adopting the Paris Agreement (United Nations (2015)), one
main criticism from an economic perspective has been its focus on collective goals
rather than on common commitments and the resulting difficulties in verification. A
prioritization of negotiations on a reciprocal common commitment like global car-
bon pricing is expected to ease the way to cooperation in future climate diplomacy.
From the perspective of welfare economics, climate change is a negative external-
ities problem. Taxing the negative externality with a Pigouvian tax, i.e. a tax on
carbon emissions equal to the social cost of carbon, aims at correcting the undiser-
able and inefficient market outcome. Yet, real world progress on carbon pricing still
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lacks ambition, with only 20 % of global carbon emissions being covered by carbon
pricing initiatives. In 2018, carbon prices ranged from 0.8 - 112 EUR/tCO2e, while
46 % of carbon emissions covered are priced below 8 EUR/tCO2e – considerably be-
low current estimates of social costs of carbon (World Bank (2018)).1 Yet, carbon
pricing continues to gain traction and an increasing number of organizations are us-
ing internal carbon pricing to mitigate climate-related financial risks and innovate
for the transition to a low-carbon economy.
To counteract climate change, game theory and welfare economics thus both pro-
claim carbon pricing, i.e. a minimum price on carbon emissions serving as a natural
comparison standard for abatement efforts. Its advantages can be summarized as
follows (Cramton et al. (2017)): It simplifies negotiations by focusing on a single
minimum price variable and facilitates reciprocity; it reduces countries’ risks and
makes it easier to account for “common but differentiated responsibilities”; and it
is compatible with (supra-)national climate policies such as carbon taxes, emission
trading systems or command and control policies, which are typically applied to
regulate sectors.
Within the fields of energy and climate economics, this thesis focuses on the elec-
tricity and transport sectors. With 25 % and 14 % of global greenhouse gas emis-
sions, respectively, both sectors are prominent targets for effective regulation to
combat climate change (IPCC (2014b)). Moreover, despite the electricity sector still
being the largest single contributor to greenhouse gas emissions, it has been iden-
tified as a key enabler for deep decarbonization scenarios limiting global warming
to 1.5 ◦C above pre-industrial levels, as envisaged by the Paris Agreement. With
technologies for decarbonization of the electricity sector being readily available, de-
carbonized electricity can be used for electrification of energy end use and decar-
bonization of other fuels via power-to-x processes. In enabling the decarbonization
of other sectors, the electricity sector is projected to double its electricity supply by
2050, reaching a 3.5 to 6-fold increase by 2100 in 1.5 ◦C-consistent pathways (IPCC
(2018a)). The transition towards decarbonized electricity systems is expected to be
largely based on variable renewable energies in light of recent cost reductions, par-
ticularly for wind and solar PV, in combination with increasing awareness and reg-
ulation of environmental externalities (e.g., Ueckerdt et al. (2017), IPCC (2018c),
IEA (2017)). However, electricity systems based on variable renewable energy gen-
erators need to be designed for the specific characteristics of these generators, such
1Multilateral Development Banks, such as the World Bank, Asian Development Bank or European
Investment Bank, use social cost of carbon estimates for project evaluation ranging from 29 -
65 EUR/tCO2e for 2020 and 40 - 81 EUR/tCO2e for 2030 (World Bank (2018)).
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as low short-run cost, variability, uncertainty and location constraints, to name a few
(IEA (2014)). Therefore, designing a regulatory framework guiding this transition
in an economic efficient way while keeping the pace required for climate change
mitigation is of utmost importance.
In light of this apparent need for a regulatory framework, this thesis investigates
the transformation towards deep decarbonization of the electricity and road trans-
port sectors. The integration of variable renewable energies into electricity systems
requires an understanding of their contribution to security of supply. Moreover, flex-
ibility needs and decarbonization will lead to a significant coupling between sectors.
Therefore, this thesis contributes to the academic debate on security of supply and
cross-sectoral decarbonization based on four papers that are contained in Chapters
2 - 5. Three of the four chapters are joint work with co-authors, who contributed
equally to all parts of the corresponding paper.
Chapter 2: Reliability in Multi-Regional Power Systems – Capacity Adequacy and
the Role of Interconnectors (with Simeon Hagspiel and Andreas Knaut).
EWI Working Paper Series, No. 17/07 (Hagspiel et al. (2017)). Published
in The Energy Journal, Vol. 39 (5), 2018 (Hagspiel et al. (2018)).
Chapter 3: Optimal Allocation of Variable Renewable Energy Considering Contribu-
tions to Security of Supply (with Johannes Wagner).
EWI Working Paper Series, No. 18/02 (Peter and Wagner (2018)). Re-
vised and resubmitted to The Energy Journal.
Chapter 4: How Does Climate Change Affect Optimal Allocation of Variable Renew-
able Energy?
EWI Working Paper Series, No. 19/03 (Peter (2019)). Forthcoming in
Applied Energy.
Chapter 5: The Role of Electricity in Decarbonizing European Road Transport – De-
velopment and Assessment of an Integrated Multi-Sectoral Model (with
Broghan Helgeson).
EWI Working Paper Series, No. 19/01 (Helgeson and Peter (2018)). In
revision at Applied Energy.
The remainder of the introduction is structured as follows: Section 1.1 gives an
outline of the four chapters. Building on that, Section 1.2 critically discusses the
methodology and gives an outlook for further research. Section 1.3 concludes.
3
1 Introduction
1.1 Outline of the thesis
In my thesis, I investigate several aspects of the economics and regulatory design of
the electricity and transport sectors. All chapters focus on systems with high shares
of variable renewable energies (VRE), characterized by time-varying and interdepen-
dent temporal and spatial distributions of electricity supply and electricity demand.
While Chapters 2 and 3 analyze the implications on security of supply, Chapter 4
investigates the impact of climate change on electricity systems in general and VRE
in particular. Chapter 5 assesses, how the electricity and road transport sector can
optimally be decarbonized, accounting for synergies in supply and demand when
coupling the two sectors via electrification and power-to-x processes. In the follow-
ing, the chapters will be outlined in more detail.
Chapter 2 deals with the question, how reliability targets can efficiently be reached
considering the firm capacity provision of VRE and interconnectors. While intercon-
nections with neighboring regions have proven an effective means to foster reliability
of supply in power systems, it is often considered an issue of national interest from
a political perspective. For instance in capacity mechanisms, reliability contribu-
tions of interconnectors and VRE are often included in a very simplified manner, or
even excluded explicitely. This inevitably results in market distortions and economic
inefficiencies.
Against this background, this paper develops, based upon probabilistic reliabil-
ity metrics, an optimization model to determine the efficient amount and location of
firm generation capacity to achieve reliability targets in multi-regional electricity sys-
tems. A particular focus lies on the representation and contribution of interconnector
capacities as well as VRE. The model is calibrated with a comprehensive dataset for
Europe. Results show that there are substantial benefits from regional cooperation.
The amount of firm generation capacity to meet a perfectly reliably system could be
reduced by 36.2 GW (i.e., 6.4 %) compared to an isolated regional approach, which
translates to savings of 14.5 bn Euro. Interconnectors contribute in both directions,
with capacity values up to their technical maximum of close to 200 %, while wind
power contributions are in the range of 3.8 - 29.5 %. Furthermore, the paper finds
that specific reliability targets heavily impact the efficient amount and distribution
of reliable capacity as well as the contribution of individual technologies.
These results provide empirical evidence that a consistent analysis of multi-regional
systems with restricted interconnector capacities is crucial for reliability of supply
analyses. In practice, the approach could thus be used for the improved design
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of capacity mechanisms by providing an approach to consider interdependencies
with physically connected neighbors. Moreover, the large differences between the
first-best and isolated results provide strong arguments to achieve reliability targets
efficiently in a cooperative manner, e.g., by means of joint capacity mechanisms.
Chapter 3 picks up the approach developed in Chapter 2 and develops a frame-
work, which allows to apply it in combination with a large-scale investment and
dispatch model for electricity markets. VRE are typically less correlated on a wider
geographical scope, which enables balancing effects because of imperfectly corre-
lated supply and demand patterns at different locations. Moreover, the capacity
value of VRE, i.e. their contribution to security of supply, is characterized by de-
creasing returns to scale. Against this background, it is ex-ante unclear, how the
optimal mix and allocation of VRE capacity should be organized in order to bene-
fit from balancing effects both in generation and contribution to security of supply
while reaching an envisaged reliability target.
This paper aims at closing this research gap by developing a new methodology to
endogenously determine the capacity value of VRE in large-scale investment and dis-
patch models for electricity markets. The framework allows to account for balancing
effects due to the spatial distribution of generation capacities and interconnectors.
The practical applicability of the methodology is shown with an application for wind
power in Europe. The paper finds that wind power can substantially contribute to
security of supply in a decarbonized European electricity system in 2050, with re-
gional capacity values ranging from 1 - 40 %. Analyses, which do not account for
the temporal and spatial heterogeneity of the contribution of wind power to security
of supply therefore lead to inefficient levels of dispatchable back-up capacity. Ap-
plying a fixed wind power capacity value of 5 % results in an overestimation of firm
capacity requirements in Europe by 66 GW in 2050. This translates to additional
firm capacity provision costs of 3.8 bn EUR per year in 2050, which represents an
increase of 7 %.
The results suggest that capacity mechanisms should allow for participation of
generation capacities based on VRE resources as well as cross-border contributions.
However, the assigned capacity values should be determined based on careful as-
sessments of the statistical properties of the VRE generators and need to be regularly
updated in order to account for changes in the system configuration. Finally, the re-
sults show that market integration by increasing interconnections between different
countries increases the potential of variable renewable energy sources to contribute
to security of supply.
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Chapter 4 investigates impacts of strong climate change on electricity systems.
The analysis focuses on climate change scenario RCP8.5, the most extreme scenario
used in the latest IPCC reports, which is associated with a likely range of global
average temperature increase by the end of century of 3.2 - 5.4 ◦C compared to pre-
industrial levels. For Europe, most important are effects on variable renewable en-
ergy resources (both availability and gradients), hydro power availability, cooling
water availability for thermal power plants and electricity consumption. Each of
these effects may work differently in size, direction and transmission mechanism.
Hence, it is not only important to understand the total effects, i.e., how much wel-
fare may be gained when accounting for climate change impacts in all dimensions,
but also to disentangle various effects in terms of their marginal contribution to the
potential welfare loss. This may be particularly relevant when accounting for uncer-
tainties in climate change scenarios and discussing policy reactions and priorities.
In this paper, a two-stage modeling framework is applied to assess RCP8.5 climate
change impacts on the European electricity system. Thereby, the performance of two
electricity system design strategies – one based on no anticipation of climate change
and one anticipating impacts of climate change – is studied under a variety of cli-
mate change impacts. Impacts on wind and solar resources are found to cause the
largest system effects in 2100. Combined climate change impacts increase system
costs of a system designed without climate change anticipation due to increased fuel
and carbon permit costs. Applying a system design strategy with climate change an-
ticipation increases the cost-optimal share of VRE based on additional wind offshore
capacity in 2100, at a reduction in nuclear, wind onshore and solar PV capacity.
Compared to a no anticipation strategy, total system costs are reduced.
Our results imply that impacts of climate change show non-negligible effects on
electricity systems with system cost increases up to 12 % when climate change im-
pacts are not anticipated. Ramping up climate ambition to comply with the Paris
Agreement and designing mitigation measures to avoid drastic climate change im-
pacts should therefore be treated with highest priority in order to limit economic
damage in a world beyond 1.5 ◦C global warming, compared to a world with 1.5 ◦C.
However, in order to be prepared for futures beyond 2 ◦C – which are likely given
today’s climate ambition level – and considering the long technical lifetime of certain
assets like hydro and nuclear power plants, as well as grid infrastructure, long-term
electricity system planning should consider impacts of climate change. Thereby, in
particular allocation effects in optimal wind onshore and wind offshore capacity
should be accounted for. Next to impacts on VRE, the regulator is advised to take
6
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into consideration constraints in cooling water availability when setting the regula-
tory framework for cost-optimal power plant investments, including the choice of
cooling technology.
Chapter 5 takes a closer look at the European road transport sector, where progress
on decarbonization is challenging in view of a 22 % increase in emissions since 1990.
Decarbonization via electrification is expected to play an important role, as electric-
ity as an energy carrier can be used for fueling both electric vehicles and power-to-x
systems to produce synthetic power-to-x fuels. Yet, decarbonizing the road trans-
port sector via electricity results in the road transport and electricity sectors being
coupled, i.e. supply and demand become linked across sectors. This has a range of
implications. On the one hand, increased electricity consumption from road trans-
port and power-to-x systems requires additional electricity generation, which must
obey to its own emission reduction regulations. On the other hand, linking the road
transport and electricity sectors provides system flexibility since, e.g., electric vehi-
cles or power-to-x systems may serve as energy storage capacities for the electricity
sector.
To understand the economic implications of increased coupling of the road trans-
port and electricity sectors, this paper develops an integrated multi-sectoral partial-
equilibrium investment and dispatch model for the European electricity and road
transport sectors, linked by an energy transformation module to endogenously ac-
count for, e.g., increasing electricity consumption and flexibility provision from elec-
tric vehicles and power-to-x systems. The model is applied to analyze the effects of
sector-specific CO2 reduction targets on the vehicle, electricity and power-to-x tech-
nology mix as well as trade flows of power-to-x fuels in European countries from
2020 to 2050. The results show that, by 2050, the fuel shares of electricity and
power-to-x fuels in the European road transport sector reach 37 % and 27 %, respec-
tively, creating an additional electricity demand of 1200 TWh in Europe. To assess
the added value of the integrated modeling approach, an additional analysis is per-
formed in which all endogenous ties between sectors are removed. The results show
that by decoupling the two sectors, the total system costs are significantly overesti-
mated and the production costs of power-to-x fuels are inaccurately approximated,
which affects the merit order of decarbonization options.
Regulatory practice often does not yet account for the implications of decarboniza-
tion via coupled sectors. In order to reach cost-optimal allocation of power-to-x
systems, the regulator may design a market environment focusing on transparent
price signals, e.g., via nodal pricing. Also, the current regulatory design of levies
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and taxes is creating inefficiencies and market distortions. It should be adjusted in
anticipation of an energy system characterized by a considerable increase in elec-
tricity consumption and flexibility needs due to coupled sectors and cross-sectoral
decarbonization.
1.2 Discussion of methodological approaches
The four essays of this dissertation focus on different aspects of electricity and trans-
port systems. Depending on the specific research questions of each chapter, suitable
methodological approaches are chosen and developed. Thereby, economic models
are solved by means of numerical methods. Assumptions are made in view of keep-
ing the analysis tractable without loosing relevant aspects for the respective research
question. Nevertheless, as each choice of methodology or assumptions implicates a
loss in generality, such issues will be critically discussed in the following, comple-
mented with hints for promising fields of future research.
As discussed in Section 1.1, the aspects of security of supply investigated in Chap-
ters 2 and 3 stem from the interdependent temporal and spatial distribution of sup-
ply, in particular from VRE, and demand. The developed probabilistic optimization
problem, which enables us to endogenously derive the efficient amount of required
equivalent firm capacity to reach a certain reliability target, is analytically hardly
solvable. Thus we formulate the deterministic equivalent of the probabilistic prob-
lem, resulting in a linear program. The idea is to replace probabilities and random
variables by their deterministic counterpart, which may then be calibrated based
on data covering a large range of possible outcome. We apply the so-called hind-
cast approach, i.e. we calibrate the model using a large number of historical joint
observations. In order to better represent the joint probability space, we combine
historical observations from load and wind. Thereby, we assume stochastic inde-
pendence between wind and load distributions. With a mean correlation between
wind and load over all European countries of 0.08 (median 0.06), this assumption
can be justified. In further research, the developed methodology could be applied
to solar power. In doing so, the stochastic independence between solar and load
distributions should, however, be further investigated.
While Chapter 2 introduces the probabilistic optimization program, Chapter 3 de-
velopes a novel iteration framework, where the probabilistic optimization program is
combined with a partial-equilibrium investment planning model for electricity mar-
kets. The iterative solution approach is chosen to integrate the non-linear contribu-
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tion of wind power to security of supply in a linear model framework for investment
planning. Thereby, the non-linear properties of the capacity value of wind is succes-
sively linearized by iteratively solving two corresponding linear problems. However,
as the non-linearity of the underlying problem remains, we can only numerically
check for the existence and uniqueness of a global optimum without formal proof.
Further research could focus on this aspect of the problem. To keep long-term invest-
ment planning models computationally tractable, they commonly apply a reduced
temporal resolution (time slices). Thereby, relevant properties of wind and solar
generation as well as load have to be captured, despite the reduced resolution. In
order to do so, Chapter 3 implements a two-stage spatial and temporal clustering
algorithm to derive time slices, which represent the characteristics of the original
dataset. Future research could further investigate, how the number of spatial and
temporal clusters affects the results.
Chapter 4 is based on a two-stage modeling framework building on a partial equi-
librium investment planning model for electricity markets. In the first stage, the
model is run in a long-term investment planning mode. Hereby, analogous to Chap-
ter 3, a reduced temporal resolution based on time slices derived via clustering is
applied. In the second stage, the model is run in a high-resolution dispatch mode
with fixed power plant capacities from the first stage, representing a full year in
hourly resolution, which is also derived via clustering. While the historical load
data is available on a hourly basis, the data for wind speeds and solar irradiation,
taken from climate projections within the EURO-CORDEX project, is only available
in three-hourly resolution. Further research could therefore – as soon as data with
higher temporal resolution is available – apply hourly data also for wind and so-
lar. It is important to keep in mind that the data for wind and solar, which is used
throughout this dissertation, is based on meteorological models. Obviously, model
data is not equivalent to measured wind speed and solar irradiation data. However,
measurements with the required spatial resolution (Europe, on a 6 - 12 km grid) for
historical time periods of 20 years are not available. Therefore, either so-called
gridded data, based on interpolation between measurement points, or model-based
data are typically applied. Model-based data may particularly in regions with sparse
measurement data have advantages and are, e.g., in the case of reanalysis models,
calibrated with measurements. It is therefore certainly a promising research direc-
tion to further validate and calibrate the data used in the context of electricity market
models.
Chapter 5 develops a model framework, in which a partial equilibrium invest-
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ment planning model for the electricity sector is coupled to a partial equilibrium
investment planning model for the road transport sector. The latter is a novel model
framework developed in this paper. Furthermore, as a link between the two sectors,
an energy transformation module is developed, representing fuel conversion tech-
nologies such as power-to-x processes. The resulting multi-sectoral model frame-
work allows to endogenously account for supply and demand effects when coupling
different sectors. Thereby, interaction effects between the sectors due to, e.g., de-
carbonization or technology adoption constraints, can be endogenously analyzed,
resulting in endogenous price reactions. Promising research extensions hereby in-
clude endogenous charging of electric vehicles, which in this analysis are represented
by exogenous average charging profiles.
Complex model frameworks dealing with increasingly large datasets have to be
kept computationally tractable, e.g. by formulation as linear programs. Under cer-
tain assumptions, non-linear welfare maximization problems can be transformed to
linear problems and solved via cost minimization: Electricity demand is assumed to
be inelastic, except for the demand endogenously covered by the model, e.g., from
storage or power-to-x processes. Market participants are assumed to behave fully
rational and have perfect foresight. Furthermore, the assumption of perfect compe-
tition implies that conditions such as perfect information, no transaction costs, no
externalities and no market entry or exit barriers are met. While these assumptions
are common in literature, they have to be kept in mind when interpreting the re-
sults. Electricity demand is, especially in the short-term, still rather inelastic, mainly
due to large shares of consumers not being exposed to short-term price variations in
the wholesale market. This is, however, expected to change in light of the expected
large-scale deployment of smart devices linked to, e.g., industry appliances, homes
or electric vehicles. While partly accounted for in this thesis by endogenous elec-
tricity demand from storage or power-to-x processes, this aspect could certainly be
further investigated in future work. The issue of perfect foresight is often addressed
by using stochastic modeling. Keeping large-scale stochastic models computation-
ally tractable, however, often represents a challenge, leading to trade-offs between
complexity vs. accounting for stochasticity. While the assumption of perfect compe-
tition in liberalized electricity markets is not uncommon in light of the large amount
of market participants with to their best knowledge rational behaviour, it can cer-
tainly be questioned for the road transport sector, in particular when it comes to
private vehicles. The results of Chapter 5 should therefore be interpreted from a
social planner perspective who strives for an optimal joint decarbonization of the




The necessity of decarbonized electricity and transport will shape future energy sys-
tems. Thereby, the topics analyzed in this thesis will gain importance. Both the
contribution of VRE to security of supply and interdependencies between sectors in
coupled energy systems will be highly relevant for the efficient operation of decar-
bonized energy systems. Also, the chance that future systems will have to deal with
impacts of drastic climate change like the RCP8.5 scenario analyzed in this thesis is
not unrealistic, given today’s climate ambition level.
Most studies on energy markets – including this thesis – take climate targets as
politically defined external boundary conditions. Moreover, the focus mostly lies on
estimating and comparing the costs of different climate change mitigation instru-
ments. Recognizing this, concerns with this practice need to be mentioned: With
political decisions being, amongst others, based on such economic studies, we as
scientists informing politics should never get tired of constrasting the costs with the
benefits from climate change mitigation, in order for the politicians to have a bal-
anced decision basis. Global warming, currently at about 1 ◦C above pre-industrial
levels, will have and already has severe impacts on various aspects of life all over the
world. Extreme events, such as cold temperature extremes, heat waves, droughts,
heavy precipitation events and storm surges are more likely with climate change
(Mann et al. (2017), Kharin et al. (2018), IPCC (2014a)). Armed-conflict risks
are enhanced by climate-related disasters (Schleussner et al. (2016), Burke et al.
(2015), IPCC (2014a)). Global sea level rises with climate change, affecting in-
habitated coastal areas (Schuerch et al. (2018), Hauer et al. (2016)). Migration
increases due to armed-conflicts, sea level rise and changes in crop yield (Abel et al.
(2019), Feng et al. (2010)). Ocean acidification increases with strong impacts on
marine ecosystems (IPCC (2014a)). Naturally, translating such consequences into
measurable economic figures, which can be compared to abatement costs, is inher-
ently difficult. Yet, scientific evidence increases that a world beyond 1.5 ◦C global
warming implies larger economic damage, compared to a world with 1.5 ◦C (Burke
et al. (2018), IPCC (2018b)). The imagination of a higher frequency in events like
the 2018 drought in Europe, with low Rhine river flows resulting in logistics and
production shortfalls and losses for large corporations such as BASF and COVESTRO
adds anecdotal evidence to such projections (FAZ (2018), SPIEGEL (2018)).
The long lifetime of greenhouse gases in the atmosphere make climate change
a cumulative problem, where delayed action requires stronger action to reach the
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same outcome. However, as societal transformation processes take time, there is a
limit to the pace of delayed strong action. Therefore, decisions to ramp up climate
ambition in line with the Paris Agreement and to design robust mitigation mea-
sures are crucial for stabilizing the climate and need to be taken within the next
two decades in order to have a chance of limiting global warming to 1.5 ◦C (IPCC
(2018b)).
Most importantly, as a society, we should keep in mind that such economic con-
siderations often fall short of accounting for ethical aspects of global inequality and
justice, which are at the very core of the climate change crisis. I am thinking of
aspects like the distribution and correlation of historical emissions and wealth, the
disproportionately higher risk of adverse climate change consequences for disad-
vantaged populations, and the prolongation of existing and creation of new poverty
traps. The Philosopher Hans Jonas observed that technology has introduced human
actions of such novel scale that a whole new dimension of ethical relevance has
opened up. He thus suggested, in dependence on Kant’s categorical imperative, a
new imperative accounting for the novel scale and time horizon of human action:
‘Act so that the effects of your action are compatible with the permanence of genuine
human life’ (Jonas (1973)).
Profound comprehension of the implications of a RCP8.5 climate change outlook
should make us run to ring the alarm bells in all our communities and demand bold
climate ambition from our political leaders. Ultimately, I believe that successful cli-
mate change mitigation will depend on economic and political commitment. The
main obstacles will in large parts not be technical issues, but a lack in political ambi-
tion to guide the necessary transformation. As the global political community tries to
define and enforce measures to reach commonly shared goals, we face a race against
time, as climate change is a process following its own physical laws. Designing
economic frameworks that account for these political constraints, both on a supra-
national and national level, will therefore be key. While pursuing efforts to reach
economic first-best solutions, it seems reasonable to consider economic second- or
third-best solutions that reconcile economic efficiency and political feasibility. This is
what makes our task as economists particularly interesting. And, combined with the
impressive dynamics of recent technological innovations and resulting economic op-
portunities, this is what helps me remain optimistic and makes me looking forward
to contributing to climate change mitigation in my future career.
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2 Reliability in Multi-Regional Power Systems –
Capacity Adequacy and the Role of
Interconnectors
Based upon probabilistic reliability metrics, we develop an optimization model to
determine the efficient amount and location of firm generation capacity to achieve
reliability targets in multi-regional electricity systems. A particular focus lies on
the representation and contribution of transmission capacities as well as variable re-
newable resources. Calibrating our model with a comprehensive dataset for Europe,
we find that there are substantial benefits from regional cooperation. The amount
of firm generation capacity to meet a perfectly reliably system could be reduced by
36.2 GW (i.e., 6.4 %) compared to an isolated regional approach, which translates to
savings of 14.5 bn Euro. Interconnectors contribute in both directions, with capacity
values up to their technical maximum of close to 200 %, while wind power contri-
butions are in the range of 3.8 - 29.5 %. Furthermore, we find that specific reliability
targets heavily impact the efficient amount and distribution of reliable capacity as
well as the contribution of individual technologies.
2.1 Introduction
Due to its high economic value, reliability of supply has always been a major con-
cern in electricity systems. The topic has been subject to extensive scientific research
effort, both from a technical as well as an economic perspective (see, e.g., Billinton
(1970) or Telson (1975) for early contributions in the two fields). However, new
challenges are currently arising due to the large-scale deployment of renewable en-
ergies to avoid greenhouse gas emissions and combat climate change. The reason
lies in the variable nature of many renewable energy resources, such as wind and
solar, and the possible risk of recurring unavailability during times of stress (e.g.,
Cramton et al. (2013)).
In order to foster reliability of supply in power systems, interconnections with
neighboring regions have proven an effective means. As such, balancing effects in
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supply and demand may be lifted, and better overall reliability levels be reached
(e.g., Cepeda et al. (2009) or Hagspiel (2017)). In fact, enhanced reliability of sup-
ply was the main reason to create large interconnected electricity systems, such as
the European or the North-American one. In the context of renewable energy inte-
gration, large-scale systems gain further importance due to the fact that renewable
energy resources are typically more diverse on a wide geographical scope. Hence,
cooperative actions with respect to reliability gain further importance to account for
balancing effects (both in load and generation) and to reach envisaged reliability
levels at lower costs compared to an isolated approach.
From a political perspective, however, reliability of supply is often considered an
issue of national interest. As a consequence, assessments and measures to ensure
reliability often have a narrow spatial scope, e.g., bounded by national borders.1
For instance, capacity mechanisms have been put into place in many power systems
worldwide, with the aim to reach a certain level of reliability within national borders
(e.g., Joskow (2008)). In this context, interconnectors with neighboring countries
are often included in a very simplified manner, or even excluded explicitly. This
inevitably results in market distortions and economic inefficiencies (e.g. Newbery
(2015)). As a countermeasure, the European Union has recently required mem-
ber states to account for cross-border trade within capacity mechanisms (European
Commission (2016c)). Benefits shall thus be lifted by means of cooperative consid-
erations and actions. However, it so far lacks stringent approaches to investigate re-
liability in multi-regional power systems with capacity-constrained interconnectors
to ensure security of supply in highly meshed and interdependent electricity systems
(Newbery (2015)). At the same time – as we will show in this paper – cross-regional
effects and interconnectors have a major impact on reliability assessments. Espe-
cially, they largely drive the overall amount and distribution of generation capacity
needed to ensure reliability. Therefore, misspecifications may entail substantial eco-
nomic inefficiencies and distributive effects.
As a simple intuitive example, consider two systems A and B: In an isolated system-
state, A and B both require 5 units of reliable capacity to achieve a certain reliability
target. It is clear that the overall amount of reliable capacity might be decreased
to less than 10 units when these systems interconnect, for instance due to statisti-
cal balancing in load. However, determining the optimal overall amount of reliable
1This is particularly relevant for the European context where energy policy is largely driven by id-
iosyncratic yet interconnected and interdependent nation states. Note that this is in contrast to
other more integrated systems, such as – for instance – the multi-state approach of the PJM inde-
pendent system operator in the Eastern interconnection (U.Ss) controlled by the Federal Energy
Regulatory Commission (a single policy maker).
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capacity Z and its best locational shares ZA, ZB for reliable capacities requires a con-
sistent analysis of the entire system, including the joint probability distribution of
load and generation as well as limited interconnection capacities. Naturally, the
extension to N > 2 interconnected systems further complicates the problem and
constitutes a complex multivariate probabilistic optimization problem.
Against this background, this paper provides a comprehensive framework to inves-
tigate reliability in power systems consisting of multiple technologies and multiple
interconnected regions. We first review well-known probabilistic metrics to deter-
mine the level of reliability in isolated one-regional power systems as well as the
contribution of individual generators (known as capacity value2). Subsequently, we
extend this literature which typically neglects capacity-constrained transmission in-
frastructure. In contrast to (stochastic) simulation techniques, we propose a novel
approach based on a comprehensive optimization model that flexibly accounts for
multi-regional settings and multiple generation technologies, including dispatchable
power plants and variable renewable energies, as well as capacity-constrained trans-
mission lines. The main innovative strength of this model lies in its ability to quantify
the economically efficient amount and distribution of reliable capacity in each region
within a consistent optimization framework. Furthermore, it may also be used to de-
termine the capacity value of individual technologies in a system context. Our paper
therefore incurs some noticeable difference compared to papers or reports that as-
sess adequacy for a given or assumed system state, such as the report of the PLEF on
system adequacy (Pentalateral Energy Forum (2018)) or ENTSO-E’s Seasonal Out-
look (ENTSO-E (2017)). While these latter assessments take generation capacities
as exogenous input to derive reliability metrics, our approach tackles the issue from
the opposite side: we take reliability metrics as given and endogenously optimize
the firm capacity levels across interconnected regions to achieve these targets.
After a general description of our methodology, we introduce the comprehensive
numerical dataset used to calibrate our model for different European case studies.
The focus of the data lies on system properties incorporating large-scale variations
– such as infeed from wind and solar power – to replicate the (joint) probability
of various possible system outcomes. As direct observations are missing (due to
a rapid system development with respect to the deployment of variable renewable
energies), we build our optimization on a synthetic dataset created from 20 years
of hourly reanalysis data with a high level of spatial resolution. In contrast, we
abstract from a full representation of other existing generators in the system to be
2Capacity value is also often referred to as capacity credit. Throughout this paper we will, however,
stick to the term capacity value.
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in line with our objective to endogenously determine the amount of equivalent firm
capacity needed to serve load at some level of reliability.
In a first step, we illustrate our approach based on two two-regional systems
(namely France - Germany and France - Great Britain). Specifically, we depict how
an interconnector can contribute to reliability, dependent on its size as well as the
joint probability of load levels and capacity availability. Second, we apply the model
to the entire European electricity system in order to quantify the efficient amount
and location of firm generation capacity to achieve reliability targets as well as the
contribution of wind power and interconnectors in a realistic case study. Compared
to an isolated region-by-region approach, cooperation by means of an efficient us-
age of interconnectors would allow to reduce the overall necessary amount of re-
liable generation capacity by 32.4 GW (i.e., 6.1 %) on a European level to ensure
perfect reliability, also impacting the distribution of capacities. In this cooperative
solution, several interconnectors contribute in both directions, with up to their tech-
nical maximum of close to 200 % of their nominal capacity.3 In contrast, due to
its variability, the contribution of wind power is only in the range of 3.8 - 29.5 %.
These results provide empirical evidence that a consistent analysis of multi-regional
systems with restricted interconnector capacities is crucial for reliability of supply
analyses. In practice, our approach could thus be used for the improved design
of capacity mechanisms by providing an approach to consider interdependencies
with physically connected neighbors. Moreover, the large differences between the
first-best and isolated results provide strong arguments to achieve reliability targets
efficiently in a cooperative manner, e.g., by means of joint capacity mechanisms.
As an additional insight, we find that specific reliability targets heavily impact
the efficient amount and distribution of reliable capacity as well as the contribution
of individual technologies. In practice, policymakers and system engineers should
therefore choose reliability targets for power systems with care to avoid inefficiencies
from excessively high (or low) capacity levels.
The rest of this paper is structured as follows: In Section 2.2, we introduce our
methodology. The data are discussed in Section 2.3, while our results are comprised
in Section 2.4. Section 2.5 concludes.
3In our calibration, we will assume a directional transmission efficiency <100 %, such that the ca-




Different methodologies have been proposed to determine generation adequacy and
the capacity value of individual technologies in settings with one region only (i.e.,
without considering grid restrictions). The Loss-of-Load-Expectation (LOLE) and
the Expected-Energy-Unserved (EEU) are two well established measures to depict
the ability of a system to cover expected load levels (e.g., Allan and Billinton (1996)).
After having determined the total system’s adequacy, one may derive the contribu-
tion of individual technologies – typically referred to as capacity value or capacity
credit (e.g., Keane et al. (2011), Madaeni et al. (2013)). Different approaches exist,
but the equivalent firm capacity (EFC) is often recommended due to its ability to
provide consistent results (Amelin (2009)).
In the following, we will first revise the well-known LOLE, EEU and EFC mea-
sures, valid for a one-region one-technology setting. We will then present an alter-
native formulation based on an optimization problem, before we extend our analysis
to generation adequacy and the capacity value in a multi-region multi-technology
context.
2.2.1 Notation
We will use the notation as listed in Table 2.1 in Appendix 2.6. Unless noted differ-
ently, we will use capital letters for random variables, bold capital letters for sets,
and lower case letters for parameters, and bold lower case letters for nominal opti-
mization variables.
2.2.2 Reliability metrics for one region only
In a self-contained system without transmission constraints, we follow Allan and




t < Lt), (2.1)
i.e., as the probability that the available existing capacity X e is smaller than load
Lt . X
e
t will typically represent the availability of multiple power generators in the
system, each characterized by its nominal capacity x¯ ei and its capacity availability
X ei,t ∈ [0, 1], such that X et =
∑
i∈I x¯ ei X ei,t . Note that in the above equation, we implic-
itly assume that load is inelastic with no adjustment when capacity is scarce, e.g.,
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due to the lack of real time pricing. Consequently, in a market environment, there
may be situations where all capacities are running at maximum availability without
being able to serve the level of load, i.e., market clearing cannot be guaranteed even
if there are high price levels.
Summing up probabilities over some time-period T yields the well-known relia-





A straightforward extension of the LOLE is the reliability measure EEU , weighting
the LOLPs with the expected load level that cannot be served (therefore indicating




E(Lt − X et ) ∗ LOLPt . (2.3)
To determine the contribution of individual technologies, we determine their equiv-
alent firm capacity. I.e., we derive the amount of equivalent firm capacity zy by
which X et can be reduced when installing some new capacity y¯ with availability
Yt ∈ [0, 1] whose capacity value shall be determined, such that the initial (target)
reliability level EEU is achieved. To this end, the modified equation that needs to




E(Lt − (X et + y¯Yt − zy)) ∗ P(X et + y¯Yt − zy < Lt). (2.4)
Due to the fact that y¯ > 0 and 0 ≤ Yt ≤ 1, it must hold that zy ≥ 0. The capacity





with 0≤ v ≤ 1.
Note that the above equations for the capacity value are typically solved by means
of numerical iteration. Loosely speaking, after y¯ has been added to the system,
in each step zy is increased by some small amount until the target EEU is reached.




2.2.3 The effect of interconnections
In contrast to the self-contained system considered before (say, system m), let us
now study the effect of system interconnections. For illustration, assume m is inter-
connected with system n by means of a line with maximum transfer capacity k¯. In
this case, the LOLP of m needs to be extended by several terms:4
LOLPm←n = P(Xm < Lm and (2.6a)
[Xn < Ln or (2.6b)
(Xn > Ln and Lm − Xm > Xn − Ln) or (2.6c)
(Xn > Ln and Lm − Xm < Xn − Ln and Lm − Xm > k¯)]). (2.6d)
The above equations state that a capacity shortage Xm < Lm in system m may be
relieved by means of an interconnection with system n. However, this does not hold
if there is no spare capacity in n (Equation (2.6b)), if the spare capacity is not large
enough to cover the shortage in m (Equation (2.6c)), or if the transfer capacity is
not sufficient to cover the shortage in m (Equation (2.6d)). We will illustrate the
meaning of these four terms for a numerical example in Section 2.4.
Note that comparing Equation (2.6) with Equation (2.1) reveals that it must hold
that LOLPm←n ≤ LOLPm, i.e., that an interconnected system m is at least as reliable
as if it was isolated. Consequently, interconnections will have a neutral or a low-
ering effect on the level of equivalent firm capacity needed to serve load at some
predefined level of reliability in the respective systems.
This beneficial effect may also be seen in an alternative formulation for the LOLP
of m being interconnected with n, where capacity imports are contained in a lump-
sum variable Km←n:
LOLPm←n = P(Xm + Km←n < Lm) (2.7)
Due to the fact that only imports are considered, K is positive. From above, K
is bounded by the import capacity k¯, such that the support of Km←n is [0, k¯]. Of
course – as stated above – if K is positive, it must be that LOLPm←n ≤ LOLPm. Or,
conversely, that the amount of equivalent firm capacity needed may be smaller in an
interconnected system to reach a fixed target reliability.
4For better readability, we skip the subscript t and superscript e here.
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Unfortunately, beyond the statement that interconnections must yield positive ef-
fects, this theoretical analysis does not allow to derive further details regarding the
size of the effect. This is due to the fact that the specific system’s LOLP (and thus,
its LOLE, too) depends on the specific statistical characteristics of the random vari-
ables involved, i.e., their joint distributions. In fact, even if assuming independent
variables in the above equations, the joint distributions and inequalities can – if at
all – analytically only be tackled by means of upper and lower bounds (e.g., by ap-
plying Hoeffding’s or Bennett’s inequality). The case is further complicated when
considering dependent variables which naturally occur in our area of application,
such as load and wind profiles in neighboring countries.
Because of these inherent analytical complexities, we will continue our analysis
by presenting a framework to endogenously determine the level of equivalent firm
capacity which we can calibrate with numerical data to derive further insights into
the generation adequacy of multi-regional interconnected systems.
2.2.4 A framework for endogenous equivalent firm capacity
The above introduced reliability metrics typically build upon exogenous systems,
characterized by the availability of existing capacities X et and (expected future) de-
mand levels Lt . In contrast, we suggest an approach to endogenize the level of equiv-
alent firm capacity. Similar to the concept of equivalent firm capacity described in
Equation (2.4), we strive for a probabilistic optimization program minimizing the
equivalent firm capacity z that needs to be added to (or removed from) the system
to achieve the target reliability level EEU . For notational simplicity, let us drop the
capacity additions y¯ and aggregate all capacities exogenously given to the system
by their nominal capacities x¯ ei and their capacity availabilities X
e
i,t . The program to















i,t + z< Lt)≤ EEU (2.8b)
Due to the fact that the above probabilistic problem is hardly solvable for the gen-
eral case, we formulate its deterministic equivalent which is a linear program. The
idea is to replace probabilities and random variables by their deterministic counter-
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part, which may then be calibrated based on data covering a large range of possible
outcomes. The validity and consistency of the result obtained may then be justified
by the central limit theorem (Zachary and Dent (2012)).
For one single region (or market), the objective function (2.9a) minimizes the
equivalent firm capacity z in this region subject to two constraints: First, the ade-
quacy constraint (2.9b) states that the equivalent firm capacity should be greater or
equal to the region-specific and time-varying demand lt minus the load curtailment
variable ut minus the sum of the exogenously given technologies’ available capac-
ity at every instant in time t. And second, the reliability constraint (2.9c) requires
the sum of load curtailment activities ut not to exceed a certain reliability target,
specified as expected energy unserved EEU within the considered period of time
T .5
minz (2.9a)







ut ≤ EEU (2.9c)
Note that the load curtailment variable ut allows for a relaxation of the load serv-
ing requirement in Equation (2.9b). If EEU is set to zero, only one of the hourly
constraints (2.9b) is binding, namely the hour of peak residual demand (given that
all residual demand levels are distinct).6 With EEU increasing, the peaks are in-
creasingly shaved off by the load curtailment variable ut .
Solving roblem (2.9) yields z∗, i.e., the equivalent firm capacity required to obtain
the requested level of reliability in one region. In order to determine the capacity
value of technology i = i′, we simply need to set x¯ i′ to zero and resolve the model,
thus yielding z+. Equivalent to the difference in equivalent firm capacity depicted
5Note that it is straightforward to reformulate the problem when reliability targets are based on the










Note that for the case of LOLE, the problem becomes a mixed integer optimization.
6Residual demand = lt −∑i x¯ ei x ei,t .
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in Equation (2.5), the technology and region-specific capacity value can then be





2.2.5 Extension to interconnected regions
Extending Problem (2.9) to multiple interconnected regions while assuming coop-
eration with respect to reliability, the planning problem becomes an integrated op-
timization. The objective function (2.11a) aims at minimizing the sum of required
equivalent firm capacity zm over all regions, subject to four constraints: First, the
adequacy constraint (2.11b) states that the required equivalent firm capacity should
be greater or equal to the region-specific and time-varying load lm,t minus the load
curtailment variable um,t , minus the sum of the additional technologies’ available
capacity, and plus electricity exchanges km,n,t from region m to region n at every
instant in time t. We charge electricity imports with an efficiency loss ηm,n in or-
der to account for transmission losses. The reliability constraint (2.11c) remains
unchanged compared to the one-region optimization above. Note that by Equation
(2.11c), a specific target reliability shall be reached within each region. Additionally,
however, we now need an electricity exchange constraint (2.11d) limiting km,n,t to


















ηm,nkn,m,t ∀m, t, m 6= n (2.11b)∑
t∈T
um,t ≤ EEUm ∀m (2.11c)
km,n,t ≤ k¯m,n ∀m, n, t, m 6= n (2.11d)
Solving Problem (2.11) yields z∗m. In order to determine the capacity value of
technology i = i′ in region m = m′ with respect to the entire system, we set the
7Again, reformulation to represent the LOLE measure is straightforward.
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corresponding capacity x¯ ei′,m′ to zero and resolve the model, which yields z
+
m. Based





. In contrast, if we aim at the
capacity value of technology i = i′ in region m = m′ with respect to its own isolated






Analogously, we can determine the capacity value of a specific transmission capacity
k¯m′,n′ between region m = m′ and n = n′ by setting the capacity to zero and solving
for capacity levels z+m.
2.3 Data
The data required to calibrate our model can be classified into three areas: First, we
need region- and time-specific load levels (lm,t). Second, information is required for
capacity availabilities of existing generators, i.e., installed nominal capacity levels
x¯ ei,m as well as their corresponding availabilities x
e
i,m,t . Third, we need data on the
transmission capacities k¯m,n.
Common to all data will be the regional coverage: We aggregate data on a national
level, and cover the following European regions: Austria (AT), Belgium (BE), Bul-
garia (BG), Switzerland (CH), Czech Republic (CZ), Germany (DE), Denmark (DK),
Estonia (EE), Spain (ES), Finland (FI), France (FR), Great Britain (GB), Greece (GR),
Croatia (HR), Hungary (HU), Ireland (IE), Italy (IT), Lithuania (LT), Luxembourg
(LU), Latvia (LV), Netherlands (NL), Norway (NO), Poland (PL), Portugal (PT), Ro-
mania (RO), Sweden (SE), Slovenia (SI), Slovakia (SK).
Recall that load lm,t and generation availability x
e
i,m,t need to be calibrated with
a large amount of possible outcomes to replicate the characteristics of the corre-
sponding random variables Lt , X
e
t . To this end, we will deploy the so-called hindcast
approach, i.e., we calibrate the model using a large number of historical joint ob-
servations (for details, the reader is referred to Zachary and Dent (2012) and Keane
et al. (2011)). Furthermore, we combine historical observations in order to better
represent the joint probability space. Specifically, we focus our attention on load and
wind capacity availability, which are the system properties with the largest variation.
Load data are taken from ENTSO-E (ENTSO-E (2016a)) for the years 2010 - 2015.
They depict the national vertical load, i.e., the amount of electricity consumed, on an
hourly basis. It should be noticed that these historical measurements were a result
of a functioning electricity system and may include some price responsiveness of
consumers or load shedding. To calibrate our model, however, we need to assume
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that the observed load data is price inelastic. Meanwhile, historical load data is
the best proxy available for the fluctuating electricity demand over time, and price
responsiveness during times of scarcity was indeed found to be fairly low (Lijesen,
2007).
Our hourly wind generation profiles are based on wind speeds from reanalysis data
in COSMO-REA6 provided by the Hans Ertel Centre for Weather Research (HErZ)
(Bollmeyer et al., 2014). Energy output has been calculated for the existing wind
parks in 2014 using data from The Wind Power8 with the methodology explained
in Henckes et al. (2018). The total dataset consists of 20 years with hourly wind
production levels from 1995 - 2014. In contrast to wind power, solar power could
not be included due to the lack of sufficiently disaggregated data with respect to
installed capacities.
We combine each load year with each wind year available in order to get a good
representation of the joint probability space. Noticeably, we implicitly assume there
is no causal relationship between wind and load.9 This leads us to a total of 120
years with hourly load and wind data. Note that the amount of data used in our
analysis is well beyond the requirements identified by Hasche et al. (2011), and can
hence be expected to yield consistent results. In order to reduce the computational
burden, we focus our analysis on the relevant, most extreme conditions. This was
done by sorting and filtering the data at a threshold of 0.1 % of the highest residual
load cases being relevant for system adequacy.10
In contrast to the detailed representation of load and wind, we abstract from a
full representation of other existing generators in the system. This is mainly due
to three reasons: First, detailed information about installed capacities of individual
generators and their capacity availabilities is difficult to obtain (i.e., for thermal and
hydro power plants, but also for other renewable technologies, such as PV). Second,
abstraction allows to circumvent the need to derive a probability function for the
availability of capacity X , usually depicted via a Capacity Outage Probability Table
(COPT) and calculated via convolution.11 Third, and most importantly, abstraction
is in line with our objective to determine the amount of equivalent firm capacity
8www.thewindpower.net
9The average correlation over all countries between wind and load is 0.08 with a median of 0.06.
Therefore we assume no causal relation between both.
10We tested up to which point the filtering had an effect on the results and found that while increasing
the threshold from 0.1 % to 0.2 % had no effect, a further reduction to 0.07 % indeed influenced
the results.
11Note that implicitly, we thus also circumvent the need to further reflect on fundamental policy dif-
ferences between countries that might affect the entire argument of a more efficient Europe, such
as substantial differences in nuclear or renewable policies, for instance.
24
2.4 Results
needed to serve load at some level of reliability. Therefore, our model can be seen as
a way to endogenously determine the amount of equivalent firm capacity that needs
to enter the system while other system characteristics are fixed. For instance, the
expansion of renewable energies is typically driven by support schemes and hence
largely exogenous.
Data on transmission capacities are based on publications by ENTSO-E in the Ten
Year Network Development Plan (ENTSO-E, 2016c). We make use of Net Transfer
Capacity (NTC) values to represent average transmission capacities between coun-
tries in 2016. NTC is the maximum exchange program between two areas compat-
ible with security standards applicable in both areas and taking into account the
technical uncertainties on future network conditions ETSO (2011).
2.4 Results
We present our results in two main steps: first, we consider the illustrative case of
two-regional systems to gain insights into the general problem characteristics and
model outcomes. Second, we deploy our complete dataset for the entire European
continent for more comprehensive and realistic results.
2.4.1 Two-regional system
Isolated regions
For illustration, we parametrise our isolated region model (i.e., Problem (2.9)) with
one year of data from France, Germany and Great Britain. Figure 2.1 shows scatter
plots of residual load (i.e., load - wind power) for the region combinations Great
Britain - France (left) and Germany - France (right).
The dashed lines represent the level of equivalent firm capacity (zm) required in
the respective region when they strive for reliability in an isolated approach.12 We
apply here a typical reliability benchmark of 3 hours per year which is often used in
theory (e.g., Keane et al. (2011)) as well as in practice (e.g., in the capacity markets
in Great Britain or by the ISO New England). Therefore, the scatter plots depict
12Recall from the previous sections that this level of equivalent firm capacity relates to the overall
system needs and does not distinguish existing power generation units, except for wind power.
Nevertheless, for deriving further practical implications, one may compare these figures with (de-
rated) existing capacities present in today’s power system. We will do so in Section 2.4.2.
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Figure 2.1: Critical residual demand in the isolated two-regional systems Great Britain (GB) -
France (FR) and Germany (DE) - France (FR) for LOLE = 3 h/y.
residual load levels exceeding the necessary level of equivalent firm capacity during
3 hours in each region. In our methodology section, this would have been depicted
by an expected value of 3 in Equation (2.2). Naturally, tightening the reliability
target shifts the required equivalent firm capacity lines outwards, up to a perfectly
reliable system (LOLE = 0) where the dotted lines cover all residual load levels and
no load shedding is allowed to occur.
Note that in the right hand side figure, there is one situation where residual load
cannot be met in both regions at the same time (indicated by the dot in the rect-
angle in the upper right corner). In contrast, the data in the left hand side figure
show no coincidental load shedding. This is crucial for benefits from cooperation,
as demonstrated in Equation (2.6) and discussed in the subsequent section.
Cooperating regions
In case of cooperation, regions take into account interconnections with neighbors to
reach their envisaged reliability target while solving the integrated problem (2.11).
Therefore, they take full advantage of balancing effects on the supply as well as on
the demand side.
Requirements for equivalent firm capacity For illustration, in Figure 2.2 we re-
capture the region combinations Great Britain - France and Germany - France. Again,
the thicker dashed lines depict the necessary equivalent firm capacity level per re-
gion which can now be reduced due to gains from cooperation (corresponds to term
(2.6a) in Equation (2.6)). The thinner dotted lines represent the sum of equivalent
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firm capacity plus transmission capacity (2 GW for GB - FR and 1.2 GW for FR - DE),
derated by a transfer efficiency of 0.95.13 Thus, all points in between the dashed and
dotted lines – indicated by green triangles – can be covered by capacity exchange
between the two regions.
Noticeably, interconnectors can only contribute to system adequacy if there is suf-
ficient generation in the adjacent region to be exported. This is the case as long
as the point of interest does not lie above the sloped dotted line in the top right
corner which limits the interconnector’s contribution to system adequacy (depicted
by terms (2.6b)-(2.6d) in Equation (2.6)). Interestingly, as the critical situations
change due to the interconnection, there are now two situations in the right hand
side figure where residual load cannot be met in both regions simultaneously (indi-
cated by the two crosses in the upper right corner). Also in the left hand side figure,
there is now one simultaneous load curtailment situation. This explains the reduced
number of crosses compared to Figure 2.1.
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Figure 2.2: Critical residual demand in the cooperating two-regional systems Great Britain
(GB) - France (FR) and Germany (DE) - France (FR) for LOLE = 3 h/y.
The capacity value of wind power Figure 2.3 shows the capacity value of wind
power derived from Equation (2.10)) and the full dataset for isolated and cooperat-
ing two-regional systems. The graph depicts the capacity value of increasing wind
capacities ranging from 0 - 80 GW in the respective region, while in the cooperation
case the installed wind capacity in the interconnected region is held constant at its
installed capacity in 2014, as listed in Table 2.3 in Appendix 2.6. In general, our
13The directional efficiency factors of transmission capacities are hard to quantify and break down to
one single number. In reality they depend on line length and the topology of the grid. As our model
is focused on gaining first insights based on the methodology proposed we use a value of 0.95 as
an estimate.
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results confirm that the capacity value decreases with increasing capacity installa-
tions due to decreasing returns to scale (e.g., see numerical evidence by Hasche et al.
(2011) or Keane et al. (2011), or theoretical analyses by Zachary and Dent (2012) or
Hagspiel (2018)). For perfectly reliable systems (LOLE = 0), the problem reduces
to the analysis of the hour with peak residual load. Due to the stochastic nature and
at times low output of wind power, this approach yields low and rather flat capacity
values in a perfectly reliable system (Figures 2.3(a), 2.3(b)). Flat capacity values
arise when peak residual load is reduced at a constant rate with increasing wind
capacity. Relaxing the reliability constraint to LOLE = 3 (Figures 2.3(c), 2.3(d))
and the corresponding EEU (Figures 2.3(e), 2.3(f)) increases the capacity value of
wind, due to the fact that wind is then allowed to deliver its contribution within
a longer (i.e., relaxed) period.14 Note that this results from the shaved off peaks
due to load curtailment. Thus we observe that setting a low reliability level EEU
results in flat capacity values for wind power which in turn increases equivalent firm
capacity requirements and thereby total system costs.
Figure 2.3 also shows how the capacity value of wind is affected by cooperation,
i.e., a change in the reference system the wind may contribute to. For LOLE = 0,
wind in Great Britain and France does not benefit from cooperation, as the intercon-
nector is used to its full capacity during peak load, irrespective of the installed wind
capacity in the two regions (Figures 2.3(a), 2.3(b)). In contrast, the usage of Ger-
man interconnectors during peak load increases with increasing wind capacity, thus
reducing the equivalent firm capacity requirements of the interconnected system,
and resulting in improved wind capacity values (Figure 2.3(b)).
Interestingly, at relaxed reliability levels and wind capacities >10 GW in Great
Britain, the capacity value of wind for cooperating regions is (slightly) lower than
for isolated regions. This at first counter-intuitive result can be explained by the
observation that, in contrast to wind capacities <10 GW, the critical residual load
situations switch to hours where the interconnectors with France and Great Britain
are congested, resulting in higher equivalent firm capacity requirement.
Even though the EEU reliability target is directly derived from LOLE = 3, capacity
values are different (Figures 2.3(e), 2.3(f)). Especially, the capacity value of wind in
France for capacities <10 GW is not constant as for LOLE = 3, but decreases starting
from a higher value. This is due to the fact that the EEU target allows to distribute
the energy unserved to an arbitrary amount instead of only a restricted amount of
14The EEU has been derived from Equation (2.3) with a LOLE =3 in isolated regions, resulting in
EEU values amounting to GB 3.72 GWh, FR 6.17 GWh, and DE 2.43 GWh.
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(a) Wind power in GB and FR, respectively, for
two-region system GB - FR | LOLE = 0
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(b) Wind power in DE and FR, respectively, for
two-region system DE - FR | LOLE = 0
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(c) Wind power in GB and FR, respectively, for
two-region system GB - FR | LOLE =3
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(d) Wind power in DE and FR, respectively, for
two-region system DE - FR | LOLE = 3
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(e) Wind power in GB and FR, respectively, for
two-region system GB - FR | EEU
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(f) Wind power in DE and FR, respectively, for
two-region system DE - FR | EEU
Figure 2.3: Capacity value of wind power for isolated and cooperating two-region systems
Great Britain (GB) - France (FR) and Germany (DE) - France (FR) with different
reliability targets. Upper graphs: LOLE =0, middle graphs: LOLE =3, lower
graphs: corresponding EEU (GB 3.72 GWh, FR 6.17 GWh, DE 2.43 GWh).
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hours.
The capacity value of interconnectors Figure 2.4 shows the capacity value of the
interconnectors for cooperating two-regional systems. Noticeably, values can exceed
100 % due to its utilisation in two directions. Thus, they are limited by 200 % in a
world without transmission losses, and by 190 % when taking into account direc-
tional efficiency factors of η= 0.95.
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(b) Germany - France
Figure 2.4: Capacity value of interconnectors for cooperating two-region systems Great
Britain (GB) - France (FR) and Germany (DE) - France (FR) with different reli-
ability targets: LOLE =0, LOLE =3, and corresponding EEU: GB 3.72 GWh,
FR 6.17 GWh, and DE 2.43 GWh.
The interconnector between Great Britain and France is found to be highly benefi-
cial, contributing its technical maximum to both regions at low capacity levels. This
implies that peak load hours are mutually exclusive. Capacity values begin to drop
slightly after 4.3 GW for LOLE = 0, and after 2 GW for relaxed reliability targets.
Looking at the two-region system Germany - France with LOLE = 0, the intercon-
nector capacity value is at its maximum up to an interconnector capacity of 1.3 GW,
followed by a sharp decrease. Relaxing the reliability level to LOLE = 3 or EEU
leads to new peak residual demand situations where the interconnector capacity is
not fully utilized anymore. This results in lower values for small capacities, but also
much slower decrease (such that the curves intersect with the one for LOLE = 0).





We will now investigate efficiency gains through cooperation on a European level.
More specifically, we look at minimum required equivalent firm capacity in each
region considering all system interactions under the assumption of cooperation, and
compare it to the results in isolated regions. Moreover, we calculate the reliability
contributions of individual technologies.
Requirements for equivalent firm capacity The equivalent firm capacity aggre-
gated over Europe as a function of the reliability target EEU for isolated regions
and cooperating regions is shown in Figure 2.5. Recall that for the case of isolated
regions, Problem (2.9) is solved for each country individually, and the firm capacity
requirements are summed up to obtain the red line, while the yellow line results
from an integrated optimization including interconnection (i.e., Problem (2.11)).
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Figure 2.5: Capacity requirements aggregated over Europe as a function of EEU with the
respective gains from cooperation (marked in black).
We observe that – as expected – relaxing the reliability target reduces the re-
quired level of equivalent firm capacity. While capacity requirements are reduced
more significantly when moving away from an EEU of zero, reductions become
smaller for further relaxations of the reliability target. The capacity savings induced
by European cooperation (compared to isolated efforts) are significant and range
from 36.2 GW for EEU = 0 % to 25.8 GW for EEU = 0.01 %. This corresponds to a
relative reduction of 6.4 %-5.1 %. When valuing the reduced capacity needs with
400 EUR/kW (i.e., typical investment costs of an open-cycle gas turbine which can
be regarded as safe back-up capacity), the gains from cooperation amount to 10.3 -
14.5 bn EUR.
Even though capacity requirements are generally decreased with relaxed targets,
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region-specific gains from cooperation are more diverse (Figure 2.6). For instance,
in Denmark, at a reliability level of EEU =0.001 % of annual load, the reduction in
equivalent firm capacity is lower than for EEU =0.01 %. Therefore, cooperation not
only affects efficiency (i.e., the overall amount of capacity needed), but also entails
distributive effects. The region-specific capacity savings for EEU =0.001 %, which
corresponds roughly to LOLE = 3, range from 82 to 6430 MW. Comparing to the
market size in the respective countries, we find relative capacity savings of 1.6 % -





























































































































































































Figure 2.6: Gains from cooperation: Reduction in equivalent firm capacity with cooperation
of total system (EU), compared to isolated regions.
Comparison of firm capacity requirements to European generation capacities
To put the above results into context, statistical data on installed generation capac-
ities in Europe as well as their derating factors (i.e., technical availabilities) were
collected in order to obtain derated capacities installed in each country which can
be compared to our results for an optimized system.15 Net generation capacities
were obtained for the year 2016 from ENTSO-E (2016b), while historical derating
factors are available in VGB and Eurelectric (2012) and dena (2010). Wind power
was derated according to the results which will be presented hereafter. Meanwhile,
two comments are noteworthy: First, the comparison builds on systems with dif-
ferent levels of reliability: it is predefined in our model results, but endogenous in
the real system. And second, summing up the derated capacities across Europe can
only be directly compared to the case of isolated regions, but not to the firm capac-
15Note that this approach is not meant to be a full-fledged adequacy assessment of the European power
system. Especially, the capacity derating builds on the simplification that generation capacities are
sufficiently small and outages statistically independent. Moreover, derating factors are assumed to
be constant throughout the year, including times of scarcity.
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ity requirements in the cooperating regions case. This is due to that in our model
we consider transmission constraints between countries, while the summation of
European derated capacities would assume a copper plate.
From these data, the derated installed capacity for each country can be derived.
Aggregated over Europe, it amounts to 650 GW and is considerably higher than the
equivalent firm capacity resulting from our optimization. Specifically, even for the
case of EEU = 0, the derated capacity is 87 GW higher than in our optimized isolated
regions, and 123 GW higher than for our interconnected and cooperating regions.
Even though this gives a clear indication that Europe as a whole might have a con-
servative level of installed capacities, the picture needs to be complemented with
a more detailed analysis on a more disaggregated regional level. This is done in
Figure 2.7, where the equivalent firm capacity for isolated and cooperating regions
is compared to the 2016 derated capacities in the respective region, for a reliability
level of EEU = 0.001 % of annual load. As expected from the Pan-European compari-
son, the derated capacity typically exceeds the equivalent firm capacity requirements
in most regions (most significant overcapacities are observed for Germany, Italy and
Spain). However, there are also cases for which the derated capacity is lower than
the equivalent firm capacity requirements, namely in Finland, France, Lithuania and
Luxembourg, basically reflecting a strong need to import electricity during times of

























































































































































































] Cooperating regions, EEU=0.001%
Isolated regions, EEU=0.001%
Derated capacity
Figure 2.7: Equivalent firm capacity for isolated and cooperating regions compared to exist-
ing derated capacities.
The capacity value of wind power Figure 2.8 shows the region-specific capacity
value of wind power in 2014 with respect to two different system boundaries. It
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ranges broadly from 3.2 % to 25.5 % in isolated, and from 3.8 % to 29.5 % in co-
operating regions (i.e., on a European level).16 Noticeably, changing the system
boundaries from isolated to cooperating entails increasing capacity values for some
of the regions (e.g., for wind in Germany), but also adverse effects (e.g., for wind in
France). This is due to the fact that the load profile wind power needs to match is




















































































































































































Figure 2.8: Region-specific capacity value of wind power with respect to total system (EU)
for isolated and cooperating regions.
The influence of the reliability level on the capacity value of wind power (in case
of cooperation on an EU level) is shown in Figure 2.9. We observe that in tendency,
lower reliability levels have an increasing effect on the capacity value of wind. For
perfectly reliable systems (EEU = 0%), the analysis is limited to the peak residual
demand hour, and thus very sensitive. Therefore, the capacity values vary consider-
ably depending on the respective generation level in that particular hour.
Besides the optimized values, our modeling framework also allows to determine
marginal capacity values of technologies. This is done by substituting the nominal
capacity parameters with variables and adding additional constraints fixing the vari-
ables to the nominal capacity parameters. This seemingly cumbersome formulation
helps us to derive the marginal capacity value via the Lagrange multiplier. We find
that for wind power, marginal values are smaller but close to the actual values, due
to decreasing returns to scale. Thus, marginal values differ most for regions with
large amounts of wind power being installed, such as Germany or Denmark, for
instance. The detailed results can be found in Appendix 2.6.






















































































































































































Figure 2.9: Region-specific capacity value of wind power with respect to total system (EU)
for different reliability levels EEU .
The capacity value of interconnectors Figure 2.10 shows the capacity values of
the existing interconnector capacities in 2016 with respect to the total system for
different reliability levels EEU . Results are driven by the difference in demand and
generation profiles, as well as their correlation. Some less embedded regions take
particular advantage when being interconnected, i.e., Great Britain, Italy, and Ro-
mania. The interconnector from/to the Iberian Peninsula (FR-ES) is also highly ben-
eficial to ensure reliability of supply in an efficient way. Marginal values are again


























































































































































Figure 2.10: Capacity values of interconnectors between two regions with respect to total
system (EU).
2.5 Conclusions
Reliability of supply is of key importance in any power system. In order to achieve
reliability targets efficiently, balancing effects and gains from cooperation may be
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deployed by means of large-scale interconnected systems. In practice, however, reli-
ability is often considered on a narrow spatial scale (e.g., national). Furthermore, it
lacks consistent approaches to consider interdependencies with other regions along
with scarce transmission capacities.
In this paper, we have therefore developed a comprehensive computational frame-
work to determine the efficient amount and location of firm generation capacity
needed to achieve reliability targets in multi-regional systems with constrained trans-
mission capacities. In addition, the model allows to value the contribution of indi-
vidual technologies to reliability, such as wind power in a particular region or specific
interconnectors.
Calibrated with a detailed dataset for Europe, our calculations show that there are
indeed large benefits from cooperation: compared to an isolated region-by-region
approach, the amount of firm capacity to meet a perfectly reliably system may be
reduced by 36.2 GW (i.e., 6.4 %) when considering reliability in an cooperative man-
ner, which translates to 14.5 bn Euro when valued with typical investment costs of
an open-cycle gas turbine. Individual countries could reduce their amounts by up to
31.8 %. In this cooperative solution, some interconnectors contribute substantially
– in both directions – with up to their technical maximum. Especially valuable are
the interconnectors from/to Great Britain, Italy, and Romania, as well as the inter-
connector between France and Spain. Capacity expansions at those borders would
therefore help most to further reduce the need for firm generation capacity. Despite
its fluctuations, wind power in European countries would in the cooperative solu-
tion be able to contribute with 3.8 - 29.5 % of its nominal capacity to the reduction
of necessary firm generation capacity, compared to a capacity value of 3.2 - 25.5 %
when considering reliability in isolated countries.
As an additional key insight, we find that the amount and distribution of reliable
capacity as well as the contribution of individual technologies strongly depend on the
specific reliability target required from the system. For instance, pushing the target
from an Expected Energy Unserved of 0.001 % of annual load to perfect reliability
requires 29.1 GW of additional firm capacity in a coordinated European solution,
and 33.0 GW for isolated target fulfillment. Therefore, targets should be carefully
revisited and chosen to avoid substantial economic inefficiencies.
Based on our model, we are able to show that cooperation can lead to signifi-
cant reductions of firm capacity and costs (36.2 GW, 14.5 bn Euro). Nevertheless, it
has to be kept in mind that the values are based on a zonal model accounting for
NTCs. This means the numbers are based on a high abstraction of the real network
36
2.5 Conclusions
by introducing NTCs and not accounting for internal network congestion within the
zones. On the one hand, this may lead to an overestimation of the potential benefit
if internal network congestions are the limiting factor. On the other hand, if the
possible flows between zones are higher than the NTCs it may lead to an underes-
timation. Besides technical feasibility, countries need also be open to cooperate to
provide a secure supply of electricity. While a reduction in costs for end consumers
seems to be a promising incentive to do so there may be national motivations that
hinder cooperation.
Therefore, our paper could be extended in several directions: The network in-
frastructure could be represented in more detail, e.g., by means of full-fledged load
flow equations in our optimization framework. Strategic interactions between re-
gions could be considered to investigate (and eventually, facilitate) the process of
cooperative actions. The model could also be extended to tackle the problem of
optimal reliability targets by a more detailed and endogenous representation of the
supply, transmission and demand side including their cost structures.
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i ∈ I Existing generators
m, n ∈M Regions
t ∈ T Time slices
Random variables
L Load
X e Availability of existing capacity
Y Availability of extra capacity
K Availability of import capacity
Parameters
LOLP Loss of load probability
LOLE Loss of load expectation
EEU Expected energy unserved
x¯ e Nominal capacity of existing generator
x e Availability of existing generator
y¯ Nominal capacity of extra generator





z Overall equivalent firm capacity needed
zy Equivalent firm capacity of extra capacity y¯
u Load curtailment
k Capacity exchange
Table 2.1: Model sets, parameters and variables.
AT Austria FI Finland NL Netherlands
BE Belgium FR France NO Norway
BG Bulgaria GB Great Britain PL Poland
CH Switzerland GR Greece PT Portugal
CZ Czech Republic HR Croatia RO Romania
DE Germany HU Hungary SE Sweden
DK_E Eastern Denmark IE Ireland SI Slovenia
DK_W Western Denmark IT Italy SK Slovakia
EE Estonia LT Lithuania
ES Spain LV Latvia





COPT Capacity Outage Probability Table
CO2 Carbon dioxide
ENTSO-E European Network of Transmission System Operators for Electricity
EUR Euro
GW Gigawatt
MtCO2 Million tons of CO2
MW Megawatt
NTC Net transmission capacity
OCGT Open-cycle gas turbine
PJM Pennsylvania-New Jersey-Maryland Interconnection




VRE Variable renewable energy
Table 2.3: Abbreviations.
Input parameters
In Table 2.4, installed wind capacities per region in 2014 are depicted.
Austria (AT) 2.01 GW Belgium (BE) 1.83 GW Bulgaria (BG) 0.59 GW
Switzerland (CH) 0.06 GW Czech Republic (CZ) 0.30 GW Germany (DE) 35.19 GW
Denmark (DK) 4.64 GW Estonia (EE) 0.29 GW Spain (ES) 22.24 GW
Finland (FI) 0.52 GW France (FR) 9.14 GW Great Britain (GB) 12.08 GW
Greece (GR) 1.40 GW Croatia (HR) 0.22 GW Hungary (HU) 0.51 GW
Ireland (IE) 2.00 GW Italy (IT) 8.80 GW Lithuania (LT) 0.20 GW
Luxembourg (LU) 0.06 GW Latvia (LV) 0.05 GW Netherlands (NL) 3.14 GW
Norway (NO) 0.84 GW Poland (PL) 3.24 GW Portugal (PT) 4.68 GW
Romania (RO) 2.55 GW Sweden (SE) 3.17 GW Slovenia (SI) 0.01 GW
Slovakia (SK) 0.01 GW
Table 2.4: Installed wind capacities in 2014.
Additional results
The marginal capacity value of wind power in case of cooperation is shown in Fig-
ure 2.11 for different reliability targets EEU . One can observe that a higher reliabil-
ity level has no clear directional influence on the capacity value of wind power.
Figure 2.12 shows the marginal capacity values of interconnectors. As expected,
in line with the capacity values derived in Figure 2.10, the marginal capacity values
of the interconnectors of little interconnected regions are highest. This points to the
insight that an expansion of these interconnectors would be most beneficial with
respect to system reliability in case of cooperation.
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Figure 2.11: Region-specific marginal capacity value of wind power with respect to total

































































































































































































































































































Figure 2.12: Marginal capacity values of interconnectors between two regions with respect
to total system (EU).
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3 Optimal Allocation of Variable Renewable
Energy Considering Contributions to Security
of Supply
Electricity markets are increasingly influenced by variable renewable energy such
as wind and solar power with a pronounced weather-induced variability and im-
perfect predictability. As a result, the evaluation of the capacity value of variable
renewable energy, i.e. its contribution to security of supply, gains importance. This
paper develops a new methodology to endogenously determine the capacity value in
large-scale investment and dispatch models for electricity markets. The framework
allows to account for balancing effects due to the spatial distribution of generation
capacities and interconnectors. The practical applicability of the methodology is
shown with an application for wind power in Europe. We find that wind power can
substantially contribute to security of supply in a decarbonized European electric-
ity system in 2050, with regional capacity values ranging from 1 - 40 %. Analyses,
which do not account for the temporal and spatial heterogeneity of the contribution
of wind power to security of supply therefore lead to inefficient levels of dispatch-
able back-up capacity. Applying a fixed wind power capacity value of 5 % results in
an overestimation of firm capacity requirements in Europe by 66 GW in 2050. This
translates to additional firm capacity provision costs of 3.8 bn EUR per year in 2050,
which represents an increase of 7 %.
3.1 Introduction
The Paris Agreement aims at holding global warming to well below 2 degrees Celsius
(United Nations (2015)), creating the need for a deep decarbonization of the global
electricity sector. Recent cost reductions suggest that the optimal pathway will to
a substantial part be based on variable renewable energy sources (VRE). As a con-
sequence, global electricity markets are increasingly influenced by generation tech-
nologies based on VRE such as wind and solar energy. Electricity generation from
VRE differs from dispatchable power generation in its pronounced dependency on
weather conditions. These weather-induced variations show spatial dependencies
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and are not perfectly predictable. Accordingly, there arise important implications
for reliability of supply in power systems as electricity is only storable at compara-
tively high cost and the supply-demand balance has to be maintained at all times in
order to prevent outages.
Reliability of supply has always been a major concern in electricity systems as out-
ages incur high economic losses. With increasing shares of VRE, reliability issues
gain further importance due to the variability, spatial dependency and imperfect
predictability of electricity generation based on VRE and the resulting risk of un-
availability during times of stress (e.g. Cramton et al. (2013)). VRE resources are
typically less correlated on a wider geographical scope, which reduces fluctuations
because of imperfectly correlated generation patterns at different locations. Sub-
sequently, this will be referred to as balancing effects. Hence, markets can benefit
from these balancing effects via interconnections and cross-border cooperation. En-
visaged reliability levels can thereby be reached at lower costs compared to reliabil-
ity measures restricted to national borders (e.g., Cepeda et al. (2009) and Hagspiel
(2017)). Against this background, the following research question arises: What is
the optimal mix and allocation of VRE capacity in order to benefit from balancing ef-
fects both in generation and contribution to security of supply to reach an envisaged
reliability target?
Assessing the contribution of VRE to security of supply is complex, because of the
stochasticity of electricity generation based on weather-dependent resources. The
ability of an additional VRE generation unit to provide secure capacity depends on
the correlation of its electricity generation with electricity demand and with elec-
tricity generation from other units. To give intuition for this dependency, consider
a simple example for wind energy: An electricity system has an off-peak demand
of one and a peak demand of two with off-peak periods being more frequent com-
pared to peak demand situations. Additionally, there are two possible sites A and
B for investment into wind capacities. Wind generation at site A is perfectly cor-
related with off-peak demand and wind generation at site B is perfectly correlated
with peak demand hours. In this setting, wind capacities at site A generate more
electrical energy because off-peak situations are more frequent. Nevertheless, wind
investments at site B can be preferable because wind generation capacities at site B
generate electricity in the critical peak demand situations. Thus, one unit of wind ca-
pacity at site B reduces the need for one unit of dispatchable capacity and therefore
contributes to security of supply. Now consider the situation where there is already
one unit of wind capacity in place at site B, which generates one unit of electricity
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in peak demand hours. The remaining residual demand, which must be supplied by
dispatchable generation capacity, is one in off-peak and one in peak demand periods.
As a result, installing one additional unit of wind capacity at site B cannot contribute
to security of supply because firm capacity is still required in the off-peak demand
period and thus cannot be substituted. However, if there were wind capacities of
one unit installed at both sites, investing in one additional unit of wind capacity at
site B would indeed contribute to security of supply.
The highly stylized example clarifies that the marginal contribution to security of
supply from additional generation capacities based on VRE depends on all existing
installed capacities within the system, because these capacities and their weather-
dependent generation determine the critical residual demand situations. Typically,
generation patterns of wind and solar power plants at different locations are posi-
tively correlated. Therefore, the ability of one unit of VRE generation capacity to sub-
stitute firm capacity, which is referred to as its capacity value (or capacity credit)1,
declines as the share of VRE in total generation increases.2 Nevertheless, economic
long-term simulation models for electricity markets, which are widely used in scien-
tific and political practice, often assign fixed exogenous capacity values to wind and
solar generation and neglect cross-border effects for reasons of simplification and
computational tractability. Similarly, adequacy studies and capacity mechanisms of-
ten do not or only crudely allow for participation of VRE and are often confined to
national borders.3
Against the described backdrop, this paper develops a new methodology to en-
dogenously determine the contribution of VRE to security of supply in a long-term
partial equilibrium model for electricity markets. The proposed methodology builds
on an iterative approach, which captures the non-linear dependency of the capac-
ity value of VRE on installed capacity and its spatial distribution considering cross-
border cooperation via interconnectors. The methodology therefore determines cost-
minimal investment into power plants taking into account electricity generation as
well as provision of security of supply of VRE, while keeping computational tractabil-
ity in a large-scale application. After introducing our methodology, we apply it in a
1In literature, capacity value and capacity credit are used as synonyms. Throughout this paper we
will stick to the term capacity value. It is important not to confuse a technologyÂ´s capacity value
with its capacity factor describing its yearly average capacity utilization.
2See IRENA (2017) for an overview of empirical studies showing this decreasing return to scale effect.
3See e.g. Cepeda et al. (2009) and Hobbs and Bothwell (2017) for a discussion. An overview on
how U.S. and European capacity mechanisms credit VRE contributions to reliability is given in
Byers et al. (2018) and European Commission (2016a). Furthermore, there are efforts to coordi-
nate European adequacy assessments and foster cross-border cooperation (European Commission
(2016c)).
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first step to a simple two-country example. Building on that, we extend it to the Eu-
ropean electricity system to determine an optimal decarbonization pathway until the
year 2050, starting from the existing power plant fleet. Our analysis focuses on wind
power, however the presented approach can be applied to all VRE technologies. We
build the analysis on a new dataset, which is based on meteorological reanalysis data
featuring a high spatial and temporal resolution. The data is therefore well suited
to optimally capture the stochastic properties of wind generation and the resulting
contribution to security of supply.
We show that the proposed methodology is capable to endogenously determine
the capacity value of wind power in large-scale investment and dispatch models
for electricity markets. The results of the large-scale application imply that wind
power can substantially contribute to security of supply in a decarbonized European
electricity system cooperating with respect to reliability, with an average wind power
capacity value of 13 % in 2050. Additionally the results show that the capacity value
of wind power is heterogeneous across different regions and years, which is a result
of varying wind conditions as well as increasing total installed capacities and techno-
logical innovation over time. Existing modeling approaches, which typically assign
constant exogenous capacity values for wind power, therefore result in inefficient
levels of dispatchable capacities, which are required to guarantee security of supply
in electricity systems with high shares of VRE. In our application for the European
electricity system, the additional yearly costs for firm capacity provision4 when ap-
plying exogenous fixed wind power capacity values of 5 % compared to endogenous
capacity values amount to 1.5 and 3.8 bn EUR in 2030 and 2050, respectively, which
represents additional costs of 3 % and 7 %. Finally our results suggest that European
market integration can substantially improve the contribution of wind power to se-
curity of supply due to cross-border balancing effects.
Our paper is mainly related to two streams of literature. The first relevant stream
examines system adequacy and reliability of supply in electricity systems. Reliability
of supply in electricity systems has been subject to extensive scientific research effort,
both from a technical as well as an economic point of view.5 In particular, the con-
tribution of individual technologies to system adequacy, i.e. the capacity value, has
been a focus of interest. The probability theory of the capacity value of additional
generation for the cases of statistical independence and dependence is presented in
4The yearly costs to provide firm capacity are calculated by summing the annuitized investment costs
and the fixed operation and maintenance costs of all dispatchable power plants. Thereby, the fixed
costs to hold available dispatchable capacity are represented.
5Early contributions in the two fields include e.g. Billinton (1970) and Telson (1975).
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Zachary and Dent (2012). Based on these theories, various contributions investi-
gate empirical methods to evaluate the capacity value of wind power in electricity
systems.6 Cepeda et al. (2009) investigate the positive implications of connecting
different electricity systems on reliability and ways to internalize cross-border effects
in a two-zone model. Hagspiel et al. (2018) introduce a comprehensive framework
to investigate reliability in power systems consisting of multiple technologies and
interconnected regions. All the mentioned studies focus on static analyses for given
power systems. Consequently, the capacity value is not evaluated within a dynamic
model, which determines the optimal future structure of an electricity system. This
research gap is filled in this work by developing a dynamic framework, which builds
on the framework introduced by Hagspiel et al. (2018) and combines it with an
investment planning model through an iterative process.
The second relevant literature stream focuses on the analysis of electricity sys-
tems with high shares of VRE based on long-term dynamic partial equilibrium mod-
els. Typical research questions within this literature are optimal decarbonization
pathways for electricity systems or optimal allocation of renewable generation ca-
pacites. However, the contribution of VRE to security of supply is often only crudely
accounted for by assigning fixed exogenous capacity values.7 Grave et al. (2012)
address this issue by varying the capacity value of wind power exogenously in order
to determine sensitivities in the resulting amount of required dispatchable back-up
capacity. The endogenous dependency of the capacity value on total installed ca-
pacity of VRE and the impact of interconnections are not accounted for. Welsch
et al. (2015) integrate a stepwise linear function for the capacity value into an op-
timization model. As a result, the capacity value declines endogenously. However,
balancing effects of imperfectly correlated wind power generation in different ge-
ographical areas and technological innovation over time are not captured by this
approach. Hobbs and Bothwell (2017) use a market equilibrium model for the ER-
COT system to endogenously assess the capacity value of wind and solar power.
However, they apply a greenfield approach with a limited regional representation
of wind and solar power generation. The scalability of the applied methodology to
more complex models with various years and a higher geographical resolution is
computationally limited.
In summary, our contribution with respect to the above mentioned literature is
6See e.g. Keane et al. (2011) for a discussion of different methodologies including capacity value
approximation techniques and Milligan et al. (2017) for a recent review of research into the capacity
value of wind power.
7See for example Hagspiel et al. (2014) or Fürsch et al. (2013).
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to (i) endogenously evaluate the capacity value of wind power within a dynamic
investment and dispatch model for electricity markets, while (ii) accounting for the
statistical properties of wind power in interconnected systems and (iii) keeping com-
putational tractability in a large-scale application.
The remainder of the paper is structured as follows. Section 3.2 introduces our
methodology. Section 3.3 illustrates the proposed approach based on a simple ex-
ample with two countries. Section 3.4 discusses a large-scale application for the
European electricity system. Section 3.5 concludes.
3.2 Methodology
In order to develop a consistent economic framework to investigate the system ad-
equacy of future electricity systems and the contribution of VRE generation to reli-
ability, we will start with a brief revision of the reliability metrics, in particular the
well-known loss of load expectation, expected energy unserved and equivalent firm
capacity measures, and a definition of the capacity value (Section 3.2.1). We will
then revisit a framework to calculate the contribution of a single supplier to reliabil-
ity, i.e. its capacity value, based on an optimization problem introduced by Hagspiel
et al. (2018) (Section 3.2.2) Subsequently, we will introduce the optimization prob-
lem for planning and operation of power systems in order to show, how the capacity
value of individual technologies is typically accounted for in long-term investment
and dispatch models (Section 3.2.3). Finally, we will discuss how the two economic
modeling frameworks are linked by means of an iteration procedure developed in
this work (Section 3.2.4).
We will use the notation as listed in Table 3.2 in Appendix 3.6. Unless noted
differently, we will use capital letters for random variables, bold capital letters for
sets, lower case letters for parameters and bold lower case letters for optimization
variables.
3.2.1 Reliability metrics
The reliability measure expected energy unserved (EEU) is often applied to depict
the ability of a system to cover expected load levels (Allan and Billinton (1996)). The
contribution of individual technologies to system adequacy, i.e. their capacity value,
has been investigated using different approaches, whereof the most commonly used
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are the effective load carrying capability (ELCC) and the equivalent firm capacity
(EFC) approaches (Keane et al. (2011), Madaeni et al. (2013), Zachary and Dent
(2012)). Following Hagspiel et al. (2018), we apply the EFC approach.8 Note
that the EFC approach provides consistent results with the ELCC approach (Amelin
(2009)).
In the following, we will briefly revisit the derivation of the well-known EEU
measure applied in this analysis. We define the loss of load probability (LOLP) at a
specific instant in time t as
LOLPt = P(X t < Lt), (3.1)
i.e., as the probability that the available existing capacity X t is smaller than load
Lt (Allan and Billinton (1996)).
9 To calculate the expected energy unserved EEU ,




E(Lt − X t) ∗ LOLPt . (3.2)
The contribution of individual technologies is then determined by applying the
EFC approach. Our focus of interest is the amount of equivalent firm capacity zy
by which the available existing capacity X t can be reduced when installing some
new capacity y¯ with availability Yt ∈ [0, 1], such that the initial (target) reliability
level EEU is achieved. Thus, by replacing X t by its equivalent (X t + y¯Yt − zy) and





E(Lt − (X t + y¯Yt − zy)) ∗ P(X t + y¯Yt − zy < Lt). (3.3)
Based on the resulting zy , the capacity value v of a technology with capacity y¯





8Amelin (2009) define the equivalent firm capacity of a generating unit as the capacity of a fictitious
100 % reliable unit, which results in the same loss of load probability decrease as the respective
unit.
9Note that in Equation (3.1), we implicitly assume that load is inelastic with no adjustment when
capacity is scarce, e.g., due to the lack of real-time pricing.
10For completeness and comparability for the interested reader, the definition of the loss of load ex-
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with 0≤ v ≤ 1.
In practice, Equation (3.3) is typically solved by means of numerical iteration:
after y¯ has been added to the system, in each iteration step zy is increased by some
small amount until the reliability target EEU is reached.
The above equations describe a self-contained system without interconnections
to neighboring systems. In interconnected systems, the LOLP and LOLE depend
on the statistical characteristics of the random variables involved, i.e. their joint
distributions. If we consider dependent stochastic variables such as load and wind
profiles in neighboring countries, the problem becomes analytically highly complex
and thus not tractable in a large-scale application.11 Thus we apply a framework that
endogenously determines the level of equivalent firm capacity by means of numerical
optimization, as described in the following section.
3.2.2 A framework for endogenous equivalent firm capacity in multiple
interconnected markets
In the following, the optimization framework introduced by Hagspiel et al. (2018) is
briefly revisited, being a crucial component of the iteration algorithm developed in
this study (Section 3.2.4).12 In contrast to the above introduced reliability metrics,
which typically build upon exogenously given existing capacities X t and demand lev-
els Lt , the framework at hand endogenizes the level of equivalent firm capacity by
minimizing the firm capacity z that needs to be available in the system to achieve
the target reliability level EEU . The framework is based on Problem (3.3), with the
probabilistic problem being transformed to its deterministic equivalent and extended
to multiple interconnected regions.13
The general idea of the optimization framework is the following: A central author-
ity (social planner) minimizes the required firm capacity over all markets to reach
11See Zachary and Dent (2012) for a thorough discussion of the probability theory of the capacity
value of additional generation considering independent and dependent variables.
12The reader is referred to Hagspiel et al. (2018) for a comprehensive derivation of the methodol-
ogy. While Hagspiel et al. (2018) introduce the capacity value framework, the contribution of this
analyis consists in combining the framework with an investment planning model through an iter-
ation algorithm in order to endogenize the capacity value of VRE and applying it in a large scale
application to derive allocation effects.
13The deterministic equivalent of a probabilistic problem is obtained by replacing probabilities and
random variables by their deterministic counterpart based on data covering a large range of pos-
sible outcomes, which is typically referred to as hindcast approach in the literature. Hereby, the
probability measure P models the distributions of the random variables, approximated via sums
over historic time series. The validity of the hindcast approach may be justified by the central limit
theorem (Zachary and Dent (2012)).
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a certain market-specific target reliability level EEU , taking into consideration load,
solar and wind characteristics as well as interconnection constraints.14 Alternatively,
the social planner problem can be interpreted as a representation of multiple inter-
connected markets, which perfectly cooperate with respect to reliability. The result-
ing planning problem can then be formulated as the integrated optimization problem
(3.5).15
The objective function (3.5a) minimizes the sum of firm capacity zm over all mar-
kets, subject to four constraints: The adequacy constraint (3.5b) states that the
required firm capacity has to be greater or equal to the market-specific and time-
varying load lm,t minus the load curtailment variable um,t , minus the sum of the
available generation capacity, plus the sum over electricity exchanges km,n,t and
kn,m,t between market m and market n at every instant of time t. Thereby, we charge
electricity imports with an efficiency loss ηm,n in order to account for transmission
losses. The reliability constraint (3.5c) requires the sum of load curtailment activities
ut not to exceed a certain reliability target, specified as expected energy unserved
EEU within the considered period of time T . Hence, the load curtailment variable ut
allows for a relaxation of the load serving requirement (Equation (3.5b)) by shaving
off load peaks until the reliability level EEU is reached. And finally, the electricity





s.t. zm ≥ lm,t − um,t −
∑
i∈I







ηm,nkn,m,t ∀m, t, m 6= n (3.5b)∑
t
um,t ≤ EEUm ∀m (3.5c)
km,n,t ≤ k¯m,n ∀m, n, t, m 6= n (3.5d)
14It is straightforward to reformulate the problem for reliability targets based on the LOLE measure
instead of EEU (see Hagspiel et al. (2018)). Note however, that, as this approach includes binary
load shedding variables, the problem becomes a mixed integer optimization problem as opposed
to the linear program optimization at hand.
15Note that for notational simplicity, the capacity additions y¯ in Equation (3.3) were dropped and
all capacities exogenously given to the system were aggregated by their nominal capacities x¯ i and
their capacity availabilities x i,t .
49
3 Optimal Allocation of Variable Renewable Energy Considering Contributions to Security of Supply
for i ∈ I, m, n ∈M, t ∈ T.
Solving Problem (3.5) yields the required firm capacity in each market z+m to reach
the specified level of reliability, assuming cooperation with respect to reliability. In
order to determine the capacity value of technology i in market n under perfect
cooperation, we set the corresponding capacity x¯ i,n to zero and resolve the model,
which yields the required firm capacity z−i,n,m.
Based on the result we then calculate the technology- and region-specific capacity




∀i, m, n. (3.6)
This framework can be applied to derive the local capacity value vi,m,m of technol-
ogy i with capacity x¯ i,m with respect to market m where the technology is located
(n = m), but also to derive the cross-border capacity value vi,n,m of a technology x¯ i,n
located in market n with respect to an interconnected neighboring market m. The
cross-border capacity value vi,n,m describes the cross-border contribution of technol-
ogy i to reliability, i.e. the change in required firm capacity (z−i,n,m− z+m) in an inter-
connected neighboring market m considering the reliability contribution of capacity
x¯ i,n located in market n.
Note that in this formulation, the capacity value represents the marginal contribu-
tion of a technology to reliability, given the contribution of all other technologies. Or,
framed as a coalition game, it depicts the marginal contribution of a single coalition
member to the total coalition of suppliers, e.g. wind and solar generators.16 Addi-
tionally, note that each market m can consist of more than one region for solar and
wind generation to account for their spatial heterogeneity. Thereby, we implicitly
assume no internal network constraints inside a market.17
16Such a coalition game, namely the allocation of the joint contribution of a set of multiple interdepen-
dent suppliers to reliability has been analysed by Hagspiel (2018). He finds that the Shapley value
represents a unique additive consistent allocation rule. While the Shapley value represents the av-
erage marginal contribution of a single supplier over all possible permutations to form a coalition,
our approach captures the marginal contribution of the analyzed supplier to the full coalition (see
Equation (3.6)). Because of the decreasing returns to scale of the capacity value with respect to
total installed capacity, our approach can be interpreted as a conservative estimate in comparison
to the Shapley value.
17Our approach generally allows for consideration of internal network constraints. It could be ex-
tended in this direction, e.g. by applying a load flow approach with multiple nodes per market.
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3.2.3 Accounting for the contribution to reliability in an investment
and dispatch model
To pursue our objective of investigating allocation effects of different ways to account
for contributions to reliability, we apply an investment and dispatch model based on
optimization problem (3.7). The problem at hand is similar to the integrated prob-
lem for investment and operation as formulated e.g. in Turvey and Anderson (1977).
By assuming inelastic demand, e.g. due to the lack of real-time pricing, and market
clearing under perfect competition - which is common in electricity market model-
ing literature - we are able to treat the problem as a cost minimization problem. It
can be interpreted as a social planner problem where a social planner with perfect
foresight minimizes total system costs for investment in generation capacity and the
operation of generation and transmission between markets.













kn,m,t ∀m, t, m 6= n (3.7b)
gi,m,t ≤ x i,m,t x¯i,m ∀i, m, t (3.7c)
|km,n,t | ≤ k¯m,n ∀m, n, t, m 6= n (3.7d)









for i ∈ I, m, n ∈M, t ∈ T .
The objective function (3.7a) minimizes total system costs over all markets m,
technologies i and time steps t. It consists of a fixed costs term and a variable costs
term. Generation capacity x¯, electricity generation g and transmission between mar-
kets k are optimization variables. Additional generation capacities can be installed
at the costs of δi,m and electricity generation incurs variable costs of γi,m,t . The cost
minimizing objective function is subject to various constraints: The equilibrium con-
straint (3.7b) states that the load level lm,t has to be satisfied at all times by the sum
of generation in market m and electricity exchanges between markets m and n. Con-
straints (3.7c) and (3.7d) mirror that generation and transmission are restricted by
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installed generation and transmission capacities.18 Furthermore, electricity trades
from market m to market n are necessarily equal to negative trades from market n
to market m (Equation (3.7e)). The peak capacity constraint (3.7f) requires the sum
of generation capacities x¯i,n weighted with their capacity values vi,n,m to be greater
or equal than the market-specific annual peak load lm,peak. Note that both local ca-
pacity (n = m) as well as capacity from a neighboring market n can contribute to the
peak constraint in market m. Finally, the decarbonization constraint (3.7g) requires
the sum of yearly carbon emissions of all technologies in all markets to be lower
than a yearly greenhouse gas cap. In practical applications, Problem (3.7) is usually
complemented with additional constraints in order to improve the representation of
technical properties of electricity systems and politically implied restrictions. These
constraints include, amongst others, constraints for capacity investment and decom-
missioning, capacity development over time, start up, ramping and storage.19
The capacity value as discussed in the previous section enters Problem (3.7) via
the peak capacity constraint (3.7f). This constraint is introduced in order to rep-
resent the full variability of demand and VRE supply as well as unavailabilites of
dispatchable generation while optimizing over a limited set of time slices T ⊂ T. Es-
pecially for reliability assessments, large time periods of VRE generation and demand
have to be considered in order to generate statistically robust results.20 However,
the temporal resolution in investement and dispatch models is limited in practice
due to computational limitations. Consequently, Equation (3.7f) allows to integrate
robust reliability measures into Problem (3.7), which is based on a representative
subset of time slices T in order ensure computational tractability. Note that relia-
bility measures such as EEU do not explicitly enter into Problem (3.7). However, as
the capacity value vi,n,m is calculated based on specific EEU requirements, reliability
is considered implicitly via the capacity value, which measures the share of installed
capacity, which can be considerd as firm capacity. A higher reliability target would
for example decrease the capacity value of VRE and therefore increase the required
18Note that in this formulation, we neglect a market’s internal transmission constraints. Like in the
capacity value framework introduced above, the model at hand could be extended to account for
internal transmission constraints, e.g. by applying a load flow approach with multiple nodes per
market.
19Such constraints are considered in this work’s large-scale application for the European electricity
market (Section 3.4). Note that while Problem (3.7) describes a greenfield investment model,
the model applied in this analysis accounts for path dependencies in investment decisions. The
interested reader is referred to Bertsch et al. (2016a) and Richter (2011) for a detailed description
of the definition of additional constraints, such as constraints for investment and decommissioning
decisions, capacity development over time, start up, ramping and storage.
20In the application presented in Section 3.4 we a use combination of 20 years of wind and solar
generation and 5 years of load data resulting in a total of 100 years.
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amount of firm back-up capacity in problem (3.7).
The investment and dispatch model (3.7) is formulated as a linear program. How-
ever, as discussed above, the capacity value vi,n,m is a function of generation capacity
x¯ . Hence, if the capacity value in the peak capacity constraint (3.7f) would be for-
mulated as a function of generation capacity x¯i,m, e.g. by applying the analytical
expression introduced by Voorspools and D’haeseleer (2006) for the capacity value
of wind, the problem would become non-linear. While solution algorithms exist to
solve non-linear problems, the applicability of non-linear problems in real-world,
large-scale electricity market applications often suffers from prohibitively high solv-
ing times. Alternatively, piece-wise linearization would represent a way to deal with
non-linear analytical expressions in linear problems. However, analytical expres-
sions so far only exist for systems without interconnections and are thus not suited
to address our research question. Against this background, we solve the non-linear
problem by means of iteration, as discussed in the following section.
3.2.4 A framework to endogenize the capacity value in a large-scale
electricity market model
In order to endogenize the capacity value of VRE in a large-scale electricity market
model, we introduce the iteration algorithm depicted in Figure 3.1 and discuss its ap-
plication for the example of wind power: after running the investment and dispatch
model (3.7) with exogenous start values for the region-specific capacity values of
wind generation, the capacity value framework (3.5) is applied based on the result-
ing optimal region-specific wind generation capacities. In the next iteration step, the
updated capacity values vi,n,m calculated in Equation (3.6) are passed to the peak
capacity constraint (3.7f) of the investment and dispatch problem. Subsequently,
updated capacity values are calculated considering the new wind capacities. This
iteration algorithm is continued until convergence is reached. Note that the itera-
tion framework presented in Figure 3.1 decouples the integrated non-linear problem
into a linear cost minimization problem and a linear capacity minimization problem.
The formulation of the capacity value framework as a capacity minimization prob-
lem allows to reduce computational effort and therefore enables the optimization
over large sets of historical data. Nevertheless, the results are consistent with the
cost minimization problem because investment costs for back-up capacity are con-
sidered to be equal across markets. Consequently, a system with minimal back-up
capacity is – ceteris paribus – also cost minimal.
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The investment model is solved based on a dataset with reduced temporal reso-
lution (time slices) in order to keep the model computationally tractable. We apply
a two-stage spatial and temporal clustering algorithm in order to derive a reduced
dataset, which captures the relevant properties of wind and solar generation as well
as load.21 The capacity value on the other hand is calculated based on the full tem-













Figure 3.1: Iteration algorithm.
The procedure depicted in Figure 3.1 successively linearizes the non-linear prop-
erties of the capacity value by iteratively solving two corresponding linear problems.
Hence, this novel framework allows to endogenously account for the non-linear de-
pendency of the capacity value of wind power on the amount and spatial distribution
of installed wind capacity, as well as resulting system effects via interconnectors.
Building on that, effects on system costs and optimal allocation of capacities result-
ing from different ways of crediting the contribution of wind power to reliability can
be quantified. Despite the iterative linearization, the non-linearity of the problem
remains. As a result, existence and uniqueness of a global optimum can not gener-
ally be guaranteed.22 In order to address this issue, we numerically test optimality
by comparing model runs for a wide range of start values.23
From a practical perspective, the social planner in the presented capacity value
framework can be interpreted as a central authority, e.g. the European Commis-
sion, which assesses the required firm capacity in each market in order to reach
21See Section 3.4.2 and Appendix 3.6 for a description of the comprehensive high-resolution data set
and the clustering algorithm.
22Global unique optima can be guaranteed for convex minimization problems. A formal proof of the
convexity of the problem is out of the scope of the paper. Nevertheless the decreasing returns to
scale of the capacity value with respect to installed capacity, which is observed in empirical studies,
suggest convexity.
23See Sections 3.3 and 3.4.
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market-specific target reliability levels, taking into consideration load, solar and
wind characteristics as well as interconnection constraints. This centralized assess-
ment of market-specific required dispatchable capacity is then taken as a basis for
the amount of capacity procurement in each market. Consequently, the capacity
value framework determines the required quantity of dispatchable generation ca-
pacity, while the specific cost-minimal structure of back-up capacities to meet this
requirement is determined in the investment and dispatch model.
In the following, we apply the presented methodology to a simple two-country
system for illustrative purposes (Section 3.3), followed by a large-scale application
covering the European electricity system (Section 3.4).
3.3 Illustrative example: Two-country system
In order to illustrate the basic functioning of the proposed methodology, this section
presents an application to a simple case with only two countries, namely France
and Germany. The example follows a greenfield approach, which optimizes the
system configuration in both countries for the year 2030. For reasons of simplifi-
cation, only investments into gas-fired power plants, battery storage and onshore
wind power capacities are allowed with each country consisting of only one wind
region. The interconnection between both countries is assumed to have a capacity of
5 GW. The remaining data assumptions for example on costs, electricity demand and
CO2 reduction targets are equivalent to the large-scale application and are described
in detail in Section 3.4.2.
By solving the integrated problem (3.5), it is assumed that the two countries per-
fectly cooperate with respect to reliability. As such, they take full advantage of bal-
ancing effects in capacity supply and demand. In this illustrative example, for sim-
plification, the reliability target expected energy unserved is set to perfect reliability
(EEU = 0) in both countries, which means that load must be fully served in all
hours as no peak shaving is allowed. Thus, the problem reduces to the analysis of
the hour with peak residual load in each country and derives the minimally required
firm capacity, considering capacity exchanges via the interconnector. The resulting
firm capacity requirement is then applied as minimal capacity procurement level in
the electricity market investment and dispatch model (3.7).
We start the iteration by running the investment and dispatch model with a start
value of 5 % for the local capacity value of wind power and 0 % for cross-border
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contributions of wind to security of supply. The resulting capacity values, installed
capacities for wind power and required firm capacity as well as total system costs
are depicted in Figure 3.2 for the first eight steps of the iteration. Figure 3.2(a)
shows the local capacity value of wind power (e.g. ‘FR in FR’ for the capacity value
of French wind power in France) as well as the cross-border capacity value via the
interconnector from France to Germany (‘FR in DE’) and vice versa. In the first itera-
tion step, the electricity market model determines the optimal wind power capacities
based on the start values for the wind power capacity values. The resulting wind
power capacities are then used in the capacity value framework to calculate capac-
ity values based on actual wind infeed and load time series. As shown in Figure
3.2(a), the local capacity value of wind in Germany increases in the second iteration
step, while the French capacity value slightly decreases. Moreover, the cross-border
capacity values both increase to non-zero values.
(a) Capacity value of wind power in FR and DE
(national and cross-border)
(b) Installed wind power capacity in FR and DE
(c) Required firm capacity in FR and DE (d) System costs for two-country system FR-DE
Figure 3.2: Iteration results in 2030 for the illustrative two-country system FR-DE.
Based on the updated capacity values the electricity market model determines
new optimal wind power investment, taking into consideration the adjusted contri-
bution to security of supply from wind power. As shown in Figure 3.2(b), optimal
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wind power capacities increase in the second iteration step because of the higher
capacity value. The corresponding required firm capacity to reach the reliability tar-
get decreases, as shown in Figure 3.2(c). Consequently, the required firm capacity
provided by dispatchable capacities is reduced as the contribution of wind power to
security of supply is increased. In the third iteration, the capacity values are slightly
reduced because increased wind capacities decrease the relative contribution to se-
curity of supply. After the fifth iteration, convergence is reached and the model
results remain constant in the following iterations.24
The two country case shows the basic interactions of the key model variables
throughout the iteration process. In the following section, the methodology will
be applied to a real-world large-scale application. The basic logic of the model in-
teractions is identical to the discussion in this section.
3.4 Large-scale application: European electricity market
This section presents an application and extension of the previously developed method-
ology to the European electricity system. A large-scale investment and dispatch
model for the European electricity market is applied in order to determine the op-
timal pathway to a low-carbon electricity system in 2050. Based on the presented
methodology, the development of regional capacity values of wind power over time
and the corresponding implications on optimal allocation of wind power capacities
are assessed.
The analysis is structured as follows: Sections 3.4.1 and 3.4.2 give a brief descrip-
tion of the applied electricity market model as well as assumptions and data sources.
Section 3.4.3 presents the model results.
3.4.1 Electricity market model and scenario definition
The applied model is a partial equilibrium model that determines the cost minimal
configuration of the European electricity system, considering investment decisions
as well as dispatch of power plants. Cost minimization over several years reflects
perfect competition and the absence of market distortions as well as perfect foresight
as fundamental model assumptions. The model is an extended version of the linear
large-scale investment and dispatch model presented in Richter (2011), which has
24In order to test for robustness, the calculations were conducted for a wide range of start values.
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been applied for example in Bertsch et al. (2016a), Bertsch et al. (2016b) and Knaut
et al. (2016).
The model represents a total of 27 European countries.25 Transmission between
countries is represented by net transfer capacities (NTC), which are assumed to
be extended according to the ENTSO-E Ten-Year Network Development Plan 2018
(ENTSO-E (2018)). The starting year of the model is 2015. The considered power
plant technologies include wind onshore, wind offshore, photovoltaics, biomass,
geothermal, hydro (run-of-river and hydro storage), pumped hydro storage, com-
pressed air storage, battery storage, nuclear, lignite, coal, combined and open cycle
gas turbines (CCGT/OCGT). Existing power plant capacities in 2015 are based on
a detailed database developed at the Institute of Energy Economics at the Univer-
sity of Cologne, which is mainly based on the Platts WEPP Database (Platts (2016))
and constantly updated. Based on these start values, the model optimizes the eu-
ropean electricity system up to year 2050. Investment into nuclear power is only
allowed for countries with no existing nuclear phase-out policies. Fuel costs and
investment costs for new generation capacities are based on the World Energy Out-
look 2017 (IEA (2017b)).26 Yearly national electricity consumption is assumed
to develop according to the ENTSO-E Ten-Year Network Development Plan 2018
(ENTSO-E (2018)). The European CO2 reduction targets are implemented as yearly
CO2 quotas, which impose a reduction of emissions by 95 % in 2050 compared to
1990 levels. Additional reduction targets for the intermediate years are implemented
with 21 % reduction in 2020 compared to 2005 and 43 % in 2030 compared to 2005.
All values are based on official reduction targets formulated by the European Com-
mission.27 In summary, the model optimizes investments and dispatch of the Eu-
ropean power system from 2015 to 2050, subject to CO2 reduction constraints, ex-
ogenous interconnection capacity expansion and cost assumptions for technologies
and fuels. Detailed numerical assumptions on fuel prices, costs, techno-economic
parameters and development of electricity consumption are presented in Appendix
3.6.
The country-specific reliability target in the capacity value framework of the large-
25Austria (AT), Belgium (BE), Bulgaria (BG), Switzerland (CH), Czech Republic (CZ), Germany (DE),
Denmark (DK), Estonia (EE), Spain (ES), Finland (FI), France (FR), Great Britain (GB), Greece
(GR), Croatia (HR), Hungary (HU), Ireland (IE), Italy (IT), Lithuania (LT), Latvia (LV), Nether-
lands (NL), Norway (NO), Poland (PL), Portugal (PT), Romania (RO), Sweden (SE), Slovenia (SI),
Slovakia (SK)
26The levelized cost of electricity generation (LCOE) of the technologies considered are a result of
the optimization, as the utilization of single technologies results from the dispatch decisions of the
model.
27See https://ec.europa.eu/clima/policies/strategies for detailed explanations.
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scale application is set to an EEU , which corresponds to a loss of load expectation
of 3 hours per year in every modeled country. This value is often applied in theory
(e.g., Keane et al. (2011)) as well as in practice (e.g., in the capacity markets in
Great Britain or by the ISO New England).28
3.4.2 Input data for variable renewable electricity generation and load
In addition to the assumptions described in the previous section, detailed data on
weather-dependent renewable energy sources are required in order to assess con-
tributions to security of supply of wind power generation and to generate robust
estimates for the capacity value. We apply a novel dataset for wind and solar power
generation based on the meteorological weather model COSMO-REA6. The data for
wind power generation from existing capacities is based on Henckes et al. (2018).
The wind speed data derived from the weather model is combined with a detailed
dataset of European wind parks, which includes location, installed capacity, hub-
height and turbine data in order to generate a consistent hourly time series of wind
power generation over 20 years (1995-2014).29
The same methodology is extended in our application for potential future gen-
eration capacities. We assume power curves based on state-of-the-art onshore and
offshore wind power plants for new capacity investment.30 These plants are assumed
to be distributed on a 24x24 km grid over whole Europe in order to determine wind
generation data for potential new generation investment. Again, a consistent hourly
20 year time series of wind power generation is generated.
Even though solar power generation is not the focus of the present analysis we
also use high resolution hourly time series for solar power. The data is generated
based on solar irradiance data of COSMO-REA6 for the same 24x24 km grid over
Europe as for wind power generation. The methodology is described in detail in
28In European countries, reliability targets measured in LOLE generally range from 3 to 8 hours per
year (Table 6 in European Commission (2016a)). Note that in case of a loss of load event, the system
operator typically still has a number of options before finally resorting to selective disconnections,
amongst others asking generators to exceed their rated capacity, invoking demand side balancing
reserves or reducing voltage levels (Newbery (2016)). We estimate the EEU corresponding to
LOLE = 3 in each country based on the historical ordered residual load curve in each modeled
country. The resulting EEU for all markets are listed as shares of yearly demand in Table 3.6 in
Appendix 3.6.
29A detailed statistical analysis of the weather data including correlation maps and comparisons to
measured historical wind power generation data is presented in Henckes et al. (2018).
30The considered wind turbines are Enercon E-126 EP4 for onshore wind and Vestas V164 for offshore
wind. Power curves for both turbines were determined based on technical data on the manufacturer
websites.
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Frank et al. (2018) and Henckes et al. (2019).
In order to keep the large-scale investment and dispatch model computationally
tractable, the spatial and temporal resolution of wind and solar power generation
data has to be reduced. We apply a two-step clustering approach in order to ac-
complish this. In a first step the spatial resolution is reduced by clustering the high
resolution data into representative wind and solar regions. The number of regions
for onshore wind and solar is chosen based on the surface area of each country. Ad-
ditionally one offshore wind region with water depths smaller than 50 m for bottom-
fixed offshore wind turbines and one region with water depths between 50 m and
150 m for floating offshore wind turbines are considered. In total the model consists
of 54 representative regions both for onshore wind and solar power and 41 repre-
sentative regions for offshore wind in Europe (see Table 3.10 in Appendix 3.6). A
detailed description of the spatial clustering methodology is presented in Appendix
3.6.
Based on the spatially reduced data a temporal clustering is performed in order
to identify time slices, which allow to reduce the temporal resolution without los-
ing the statistical properties of weather-dependent wind and solar power generation
and load. Load data is based on hourly national vertical load31 data for all consid-
ered countries for the years 2011-2015 taken from ENTSO-E (2016a). Note that
these historical measurements - being the result of a functioning electricity market
- may include some price responsiveness of consumers or load shedding. However,
historical load represents the best approximation available for the variable electric-
ity demand over time. Additionally, price responsiveness during times of scarcity is
low (Lijesen (2007)), which justifies the assumption of inelastic load. The historical
load data is normalized and scaled based on the assumptions for total yearly future
electricity demand development in order to generate consistent time series.32 Each
of the five years is then combined with the 20 years of renewable energy generation
data in order to get a good representation of the joint probability space, resulting in
100 synthetic years of hourly load and renewable energy data. Hereby, we assume
stochastic independence between load and wind.
Based on this dataset and the temporal clustering approach presented in Nahm-
macher et al. (2016a), we generate 16 typical days for the time slices used in the
31i.e., national net electricity consumption plus network losses.
32Scaling historical load time series implies that the temporal structure of electricity demand does
not change in the future. Consequently, possible changes in the demand structure as a result of
increasing electrification in the mobility or heating sector are not accounted for.
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investment and dispatch model.33 As depicted in Figure 3.1, these typical days are
used as input data only for the electricity market model while the capacity value
calculations are based on the full temporal resolution of the data set.
3.4.3 Results and discussion
This section presents the model results, which are determined based on the described
methodology and assumptions in an application for wind power. First, the result-
ing contribution of wind power to security of supply is presented. Based on these
results, this section then discusses differences between the proposed optimization
methodology and existing modeling approaches, which do not account for the en-
dogeneity of the capacity value of wind power generation. The discussion focuses
on wind power and its contribution to reliability. Additional model results for the
cost-optimal development of the European power plant capacity and electricity gen-
eration until 2050 are shown in Appendix 3.6.
The applied iteration algorithm converges also in the large-scale application af-
ter only a few iterations (see Figure 3.13 in Appendix 3.6). In order to check the
presented results for robustness we ran the model with a wide range of start values
for the capacity value. All robustness checks showed quick convergence and merely
identical results.
Contribution of wind power to security of supply
The main novelty of the presented methodology is the explicit endogenous repre-
sentation of the contribution of wind power generation to security of supply in a
large-scale model for electricity markets. Figure 3.3 shows the resulting aggregated
average national capacity value of European wind power plants together with total
installed wind power capacity in Europe for the simulated years. The presented val-
ues can be interpreted as the average share of wind power capacity in Europe that
can be considered as firm capacity in the respective year, assuming cooperation with
respect to reliability by means of an efficient usage of interconnectors.
The depicted results show that the contribution of wind power to security of supply
is above 10 % in all considered model years. In 2015 the capacity value of wind
amounts to roughly 14 % on average. Until 2020 this value only slightly decreases
33Nahmmacher et al. (2016a) show in their analysis that, in investment models for electricity markets,
even less than 10 typical days are sufficient to obtain similar results to model runs with very high
temporal resolution.
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(a) Aggregated average capacity value of wind
power in Europe
(b) Aggregated installed wind capacity in Europe
Figure 3.3: Average contribution of wind power to security of supply in Europe.
despite capacity additions. The reason is that interconnections between European
countries are extended according to the Ten-Year Network Development Plan 2018
of ENTSO-E. As a result the decline in average capacity value, which results from
additional generation capacities and decreasing returns to scale, is dampened by
additional interconnectors. This dampening effect emerges because we calculate
the capacity value based on the ability of wind power to provide secure capacity
given the availability of interconnections to neighboring countries. Consequently,
as interconnector capacities increase, the ability of wind power to provide secure
capacity in combination with interconnectors also increases.
Remarkably, between 2020 and 2030 the average capacity value of European wind
power increases despite continued capacity additions. This effect can be explained
by technological innovation as a large share of the existing wind power plants reach
the end of their technical lifetime during this time span. Consequently, many old
wind power plants with relatively low rated capacities and hub heights are substi-
tuted by state-of-the-art wind turbines, which enable more stable and reliable wind
power generation on average. As a result the capacity value increasing effect of
technological innovation in combination with continued increased market integra-
tion outweighs the decreasing effect of decreasing returns to scale. After 2030, the
two increasing effects are less pronounced because the wind power plant fleet is
already to a large part renewed and the extension of interconnectors is less pro-
nounced. Additionally total installed wind power capacity more than doubles from
roughly 230 GW in 2030 to over 560 GW in 2050. Accordingly, the average capacity
value of wind power decreases between 2030 and 2050.
In addition to the described average effects in Europe, the model results show a
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strong heterogeneity across different regions. To illustrate this, Figure 3.4 shows
the regional capacity value in 2030 and 2050, based on color-coded maps. It is
shown that the capacity credit varies between 1 % and 40 % across countries and
declines in most regions between 2030 and 2050. Interestingly this is not the case
for all regions, for example in some regions in France and Italy as well as some
offshore regions in France and Norway, the capacity value remains constant or even
increases. In all mentioned regions, this can be explained by small installed wind
power capacities in 2030 and no or relatively small capacity additions between 2030
and 2050. Thus, no decreasing return to scale effect arises, which would reduce
the capacity value. At the same time, the temporal structure of residual load in
neighboring regions changes due to wind and solar capacity additions, increasing the
value of the temporal wind structure in the mentioned regions. It can be concluded
that the differing temporal patterns of wind power generation as well as the differing
total installed capacities, technology mixes and interconnection capacities lead to
heterogeneous contributions of wind power to security of supply across countries.
(a) Capacity value of wind power in 2030 (b) Capacity value of wind power in 2050
Figure 3.4: Regional capacity values of wind power in the European electricity system.
Based on the market-specific capacity values the equivalent firm capacity of wind
power can be calculated. The results for all considered countries in 2050 are shown
in Figure 3.5. It differentiates between firm capacity that is provided by wind power
plants within the respective country and firm capacity that is provided cross-border
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Figure 3.5: National and cross-border equivalent firm capacity provision of wind power in
European countries in 2050.
via interconnections to neighboring markets, given they cooperate with respect to
reliability. Again it is apparent that the contribution of wind power to security of
supply varies substantially between countries depending on the capacity value and
the installed capacities. In comparatively large countries such as Germany, France or
Great Britain the national equivalent firm capacity of wind power amounts to more
than 10 GW. Additionally, it is shown that substantial cross-border contributions are
present in many countries. In Switzerland, for example, the equivalent firm capacity
provided by wind in neighboring countries amounts to more than 5 GW. This is a re-
sult of increasing Swiss market integration and large installed wind power capacities
in neighboring countries, especially Germany and France.
Implications on electricity system configuration
As shown in the previous section, the contribution of wind power capacities to secu-
rity of supply can be substantial. Additionally the results show that the capacity value
of wind power is heterogeneous across countries and varies over time depending on
the installed capacity of wind power, the available transmission capacities between
countries and technological innovations. In practice however, long-term scenarios
of the electricity system are typically based on the assumption of a fixed exogenous
capacity value (e.g. 5 % in Jägemann et al. (2013)). Because of these modeling
practices we analyze in this section how the results of our proposed methodology
differ from existing modeling approaches with fixed capacity values for wind power.
We thereby compare our model results to equivalent model runs with fixed capacity
values for wind ranging from 0 % to 20 %.
Figure 3.6 shows the difference in firm capacity requirements for European coun-
tries in 2050 for simulations applying exogenous wind power capacity values com-
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pared to simulations applying endogenous capacity values, which account for their
temporal and spatial heterogeneity. Positive values imply additional firm capacity
requirements with exogenous capacity values. Applying fixed exogenous wind ca-
pacity values results in inefficient amounts of firm capacity provision, with an over-
estimation of firm capacity requirements when applying wind capacity values below
10 % for most countries. In addition, the heterogeneity of the capacity value across
different countries implies that country- or even region-specific evaluations of the
capacity value are necessary in order to correctly estimate the required dispatchable
firm capacity.
Figure 3.6: Difference in firm capacity requirements in 2050: Endogenous wind power ca-
pacity values vs. exogenous capacity values.
The requirement for additional firm capacity translates into additional yearly costs
for its provision, i.e. annuitized investment costs as well as fixed operation and main-
tenance costs. Typically, such additional dispatchable back-up capacity is provided
by low-cost open-cycle gas turbines. The absolute and relative difference in yearly
costs of firm capacity provision between a model run with endgenous capacity val-
ues and model runs with exogenous capacity values ranging from 0 % to 20 % is
presented in Table 3.1. The results show that costs of firm capacity provision are
substantially overestimated when low exogenous capacity values are applied. For
exogenous capacity values of, e.g., 5 % the difference amounts to 1.5 and 3.8 bn
EUR in 2030 and 2050, respectively, which represents additional costs of 3 % and
7 %. Applying high exogenous capacity values of 20 % underestimates the required
costs of firm capacity provision.
In addition to cost differences the results of our modeling approach also differ in
comparison to existing approaches with respect to the geographical distribution of
the installed wind power capacity. This is a result of the marginal local contribution
of wind power to security of supply, which is reflected in our modeling approach
and is often neglected in existing methodologies. To analyze the impact of this ef-
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Year 0 % 5 % 10 % 15 % 20 %
2030 2.1 (3 %) 1.5 (3 %) 1.0 (2 %) 0.5 (1 %) - 0.1 (- 0.2 %)
2050 5.3 (10 %) 3.8 (7 %) 1.9 (4 %) 0.2 (0 %) - 1.5 (- 3 %)
Table 3.1: Additional yearly costs for firm capacity provision when applying exogenous fixed
wind power capacity values of 0 % to 20 % compared to endogenous capacity
values. Absolute cost differences are stated in bn EUR.
fect, Figure 3.7(a) shows the geographically differentiated installed wind capacities
in 2050 based on endogenous capacity value calculations. Figure 3.7(b) displays
the regional differences in installed capacities compared to an equivalent model run
with fixed wind power capacity values of 5 %. Green areas on the map in Figure
3.7(b) indicate that more wind power capacities are installed when endogenously
calculating the contribution to reliability, red areas on the other hand indicate that
less wind power capacities are installed in the respective area. The equivalent com-
parisons for exogenous capacity values of 0 %, 10 %, 15 % and 20 % are presented
in Appendix 3.6.
The results illustrate that there are substantial regional differences between a
model run with a constant capacity value of 5 % and our methodology. The rea-
son for the regional shifts in wind power capacity is that when the contribution to
security of supply is accounted for, it can be cost optimal to prefer locations with
relatively lower total wind power generation, which instead have a higher capacity
value. Consequently there is a trade-off between electricity generation and contribu-
tion to security of supply of one unit of wind power capacity. Because of the weather
dependency of wind power generation this trade-off depends on the wind conditions
in a specific region and the correlations with demand and wind power generation at
other sites.
It can be seen from Figure 3.7 that there is for example a shift of offshore wind
power capacity from the Netherlands to German and Belgian offshore wind regions
if the contribution to security of supply is endogenously accounted for. Additionally,
the results show that there is less onshore wind power capacity installed in central
Germany. Instead more capacity is installed for example in Spain, Romania, Finland
and Norway. Consequently, the results suggest that wind power generation is shifted
from Germany to other countries in order to spread wind power plants over a wider
area, and take advantage of differing wind conditions on a wider geographical scope.
More generally it can be concluded that there are regional as well as technological
differences regarding offshore and onshore wind power plants between our method-
66
3.4 Large-scale application: European electricity market
(a) Optimal wind power capacity in 2050
based on endogenous capacity value cal-
culations
(b) Difference in optimal wind power capacity
in 2050: Endogenous capacity values vs
exogenous capacity values of 5%
Figure 3.7: Allocation effects of endogenizing the capacity value of wind power in invest-
ment and dispatch models for the European electricity market.
ological approach and existing modeling approaches. Hence, our results suggest that
the contribution to security of supply should be considered in studies that analyze
optimal locations of wind power generation in electricity systems based on long-term
investment models.
The impact of cross-border cooperation
The previous sections identify substantial cross-border contributions of wind power
to security of supply. In order to quantify the benefit of cross-border cooperation
with respect to reliability, this section analyzes an additional scenario, in which each
country ensures the reliability target within its own jurisdiction. Cross-border con-
tributions to reliability are therefore not considered. The remaining model assump-
tions are unchanged compared to the results presented in the previous sections.
Figure 3.8 shows the aggregated average capacity value of wind power in Europe
without cross-border cooperation, based on the endogenous capacity value frame-
work. The equivalent value for the model runs with cooperation as presented in
Figure 3.3(a) is shown as a dashed line for comparison. The results show that there
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are substantial gains of cross-border cooperation. The average difference in wind
power capacity values amounts to roughly 2 % in 2015. This gap increases over
time and amounts to almost 6 % in 2050. The additional benefits over time can
be explained by the assumed exogenous grid extensions. Without cooperation, the
increased potential for cross-border contributions to reliability enabled by the addi-
tional grid capacities remain unused.
Figure 3.8: Aggregated average capacity value of wind power in Europe with and without
cross-border cooperation.
Figure 3.9 shows the difference in firm capacity provision from wind power in
2050 between the model results with and without cross-border cooperation for each
country. The results show that the contribution of wind power to reliability de-
creases in almost all countries. The difference is larger for large and well integrated
countries with many European neighbours such as Germany. Additionally, the re-
sults show that not only the cross-border contribution of wind power to reliability
is reduced to zero without cooperation but that there is also a reduction in the na-
tional contribution to reliability. The latter can be explained by the lack of cross-
border back-up for wind power generation from dispatchable generation capacities.
If wind power cannot be backed up by dispatchable generation from neighboring
countries, more national back-up capacities are required, which is reflected in the
lower capacity value and firm capacity provision.
In consequence, the yearly costs of firm capacity provision are higher when cross-
border contributions to reliability are neglected. The cost difference on a European
level amounts to 0.8 and 2.9 bn EUR in 2030 and 2050, respectively, which repre-
sents additional costs of 2 % and 6 %.
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Figure 3.9: Difference in national and cross-border equivalent firm capacity provision of
wind power in European countries in 2050: No cooperation vs. cooperation.
3.5 Conclusions
This article analyzes the contribution of wind power generation to security of sup-
ply in electricity systems and develops a new methodology to endogenously deter-
mine the capacity value of generation capacities based on variable renewable energy
sources in large-scale optimization models. Our novel framework allows to account
for the non-linear dependency of the capacity value of wind power on the amount
and spatial distribution of installed wind capacity, considering cross-border cooper-
ation via interconnectors. Building on that, we quantify differences in system costs
and wind power capacity allocation in comparison to existing modeling approaches,
which typically assign fixed exogenous capacity values for wind power.
We find, based on a large-scale application of the proposed methodology, that
wind power substantially contributes to security of supply in a decarbonized Euro-
pean electricity system with capacity values between 1 % and 40 %. The regional
capacity value of wind power depends on the region-specific wind conditions, its
correlation to other regions, as well as on the installed wind power capacity and the
capacity of interconnections to neighboring markets. Assigning fixed and invariable
capacity values therefore results in inefficient levels of required back-up capacities
in electricity systems with high shares of variable renewable energy. We find that,
for the European electricity system, the additional yearly costs for firm capacity pro-
vision when applying exogenous fixed wind power capacity values of 5 % compared
to endogenous capacity values amount to 1.5 and 3.8 bn EUR in 2030 and 2050,
respectively, which represents additional costs of 3 % and 7 %.
Our results imply that long-term scenarios for electricity systems should account
for the contribution of variable renewable energy sources to security of supply. Addi-
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tionally our results suggest that capacity mechanisms, which are being implemented
in many countries, should allow for participation of generation capacities based on
variable renewable energy sources as well as cross-border contributions. However,
the assigned capacity values should be determined based on careful assessments of
the statistical properties of the variable renewable energy generators and need to be
regularly updated in order to account for changes in the system configuration. Fi-
nally, our results show that cross-border cooperation and market integration based
on increasing interconnections between different countries increases the potential
of variable renewable energy sources to contribute to security of supply.
The results of this analysis are subject to model limitations which result from spe-
cific assumptions and simplifications. Transmission investment is exogenous in the
model. Consequently, possible additional contributions to reliability with optimal
transmission investment are not accounted for. Additionally, power flows are mod-
eled based on net transfer capacities between regions without taking into account
potential internal transmission constraints within regions, which could limit the con-
tribution of wind power to reliability. Extending the presented model with a physi-
cal load flow model as well as allowing for endogenous transmission investment are
promising directions for future research. Additionally, the model assumes perfect
competition and perfect foresight. Consequently, an analysis of the impact of mar-
ket imperfections and myopic behaviour on reliabilty could be investigated. Also,
the analysis assumes that solar power does not contribute to security of supply. Fu-
ture work could therefore analyze possible interactions and optimal combinations
of wind and solar power with respect to reliability. Finally, the model could be ex-
tended with other reliability metrics in order to improve the understanding of secu-
rity of supply in electricity systems with high shares of generation based on variable
renewable energy sources.
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i ∈ I Generation technologies
m, n ∈M Markets
t ∈ T,T Time (T: complete data set, T : time slices)
Random variables
L Load
X Availability of existing capacity
Y Availability of extra capacity
K Availability of import capacity
Parameters
LOLP Loss of load probability
LOLE Loss of load expectation
EEU Expected energy unserved
EFC Equivalent firm capacity
x¯ Nominal capacity of existing generator
x Availability of existing generator
y¯ Nominal capacity of extra generator
v Capacity value of extra capacity y¯
k¯ Transmission capacity




γ Variable costs electricity generation
κ Fuel-specific emission factor
GHGcap Greenhouse gas emissions cap
Optimization variables
z Overall equivalent firm capacity needed
zy Equivalent firm capacity of extra capacity y¯
u Load curtailment
k Capacity / electricity transmission between markets
x¯ Generation capacity
g Electricity generation
Table 3.2: Model sets, parameters and variables.
AT Austria FI Finland NL Netherlands
BE Belgium FR France NO Norway
BG Bulgaria GB Great Britain PL Poland
CH Switzerland GR Greece PT Portugal
CZ Czech Republic HR Croatia RO Romania
DE Germany HU Hungary SE Sweden
DK_E Eastern Denmark IE Ireland SI Slovenia
DK_W Western Denmark IT Italy SK Slovakia
EE Estonia LT Lithuania
ES Spain LV Latvia
Table 3.3: Country codes.
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a Years
bn Billion
CCGT Combined-cycle gas turbine
CCU Carbon capture and utilization
CO2 Carbon dioxide
DSR Demand side response
ENTSO-E European Network of Transmission System Operators for Electricity
ERCOT Electric Reliability Council of Texas
EUR Euro
FOM Fixed operation and maintenance
GHG Greenhouse gas
GW Gigawatt
LCOE Levelized costs of electricity
MtCO2 Million tons of CO2
NTC Net transmission capacity




VRE Variable renewable energy
Table 3.4: Abbreviations.
Additional results
The transition towards a cost-optimal 95 % decarbonization of the European electric-
ity sector is driven by large-scale investments in wind and solar, as shown in Figure
3.10(a).
(a) Power plant capacity (b) Electricity generation
Figure 3.10: Cost-optimal development of European power plant capacity and electricity
generation for system with endogenous wind power capacity values and 95 %
decarbonization.
Flexibility is provided by interconnector capacities, storage, hydro and gas power
plants. As this analysis is not a greenfield analysis, the path dependency of invest-
ments is considered via the technical lifetime of power plants. Thus, the model can
decide to decommission a power plant ahead of its end-of-lifetime, while the annu-
itized capital costs still incur until the end of the economic lifetime. Figure 3.10(b)
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presents the development of electricity generation. In 2050, more than half of elec-
tricity generation comes from VRE, followed by hydro, nuclear, gas and biomass.
(a) Endogenous (b) 0% (c) 5%
Figure 3.11: Absolute capacity and difference in optimal wind power capacity in 2050: En-
dogenous capacity values vs exogenous capacity values of 0 % and 5 %, respec-
tively.
(a) 10% (b) 15% (c) 20%
Figure 3.12: Difference in optimal wind power capacity in 2050: Endogenous capacity val-
ues vs exogenous capacity values of 10 %, 15 %, and 20 %, respectively.
Convergence
Figure 3.13 shows total system costs for each step of the iteration for different start
values for the capacity value. It can be seen that total system costs converge quickly
to very similar values independently of the start value. It is also apparent that
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changes in total system costs are negligible after the third iteration. We abort the
iteration after the tenth step. The relative change in total system costs between the
ninth and the tenth iteration is less than 0.1 %. The results for other start values
within the depicted range were merely identical and are therefore omitted in Figure
3.13.
Figure 3.13: Convergence of total system costs in large-scale application for different starting
values.
Spatial clustering methodology
The input data for wind and solar power generation is derived from the meteoro-
logical reanalyis dataset COSMO-REA6. The data has a high spatial resolution with
data points on a 24x24 km grid over whole Europe. In order to keep the electricity
market model computationally tractable the spatial resolution has to be reduced. We
apply a spatial clustering methodology in order to construct representative regions,
which optimally reduce the spatial resolution. Our methodology consists of three
basic steps:
1. Derive number of clusters per market and energy source
2. Apply the clustering algorithm
3. Determine regional potential for wind and solar power capacities
In the first step we choose the number of clusters. We use a simple heuristic
approach based on the surface area of a country to determine the number of clusters
for onshore wind and solar power. The total surface are of each market is divided
by 100’000 km2 and the resulting number is rounded to determine the number of
clusters. For offshore wind we choose only one region per market for water depths
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below 50 m and one region for water depths between 50 m and 150 m. The results
are presented in Table 3.10.
In the second step we apply a k-means clustering algorithm in order to cluster
the data points into the number of chosen regions. Wind power and solar power
are clustered independently in order to capture the spatial properties of both energy
sources. Based on the clustered data points the energy output of one representative
region is calculated by averaging over all data points in a cluster. Figure 3.14 shows
exemplary the clustering results for onshore wind and solar power in Germany. Each
data point is represented by a dot, while the color coding differentiates the resulting
clusters.
(a) Wind onshore (b) Solar
Figure 3.14: Exemplary results of spatial clustering for onshore wind power (a) and solar
power (b) in Germany.
In the third step the potential for installed capacity in each region is calculated for
wind and solar power. The calculation is based on the country-level area potentials
in Schmidt et al. (2016). Based on the total area potentials we calculate the regional
area potentials with the ratio between the number of data points per region and the
total data points in the corresponding country, assuming an equal distribution.
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Numerical assumptions
Fuel type 2015 2020 2030 2040 2050
Nuclear 3 3 3 3 3
Lignite 2 3 3 3 3
Coal 9 10 11 11 11
Oil 22 33 49 58 58
Natural gas 15 19 25 28 28
Table 3.5: Assumptions on gross fuel prices (EUR/MWhth).
Country 2015 2020 2030 2040 2050 EEU (%)
AT 70 73 77 80 80 0,005
BE 85 87 89 90 90 0,008
BG 33 41 42 44 44 0,011
CH 63 62 58 56 56 0,006
CZ 63 69 71 74 74 0,007
DE 521 565 547 552 552 0,007
DK_E 13 15 17 18 18 0,014
DK_W 20 26 30 32 32 0,014
EE 8 9 10 11 11 0,015
ES 263 268 282 283 283 0,010
FI 82 90 94 96 96 0,007
FR 475 481 467 447 447 0,013
GB 333 328 322 313 313 0,010
GR 51 57 63 70 70 0,013
HR 17 19 22 24 24 0,010
HU 41 43 47 52 52 0,002
IE 27 31 36 38 38 0,010
IT 314 326 362 400 400 0,007
LT 11 12 13 15 15 0,006
LV 7 8 8 9 9 0,008
NL 113 115 119 122 122 0,006
NO 128 136 150 143 143 0,019
PL 151 163 207 253 253 0,006
PT 49 51 53 56 56 0,009
RO 55 58 64 70 70 0,007
SE 136 142 143 142 142 0,008
SI 14 13 17 20 20 0,007
SK 27 29 33 36 36 0,004
Table 3.6: Assumptions on the future development of net electricity demand including net-
work losses (TWh) and the reliability target expected energy unserved EEU as
share of yearly demand (%). Electricity demand is based on scenarios Best Esti-
mate (2020), European Commission (2030), Global Climate Action (2040 - 2050)
in TYNDP2018 (ENTSO-E (2018)). EEU is based on a loss-of-load expectation
LOLE of 3 h/y.
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Technology 2015 2020 2030 2040 2050
Wind onshore 1656 1602 1548 1512 1476
Wind offshore (bottom-fixed, <50 m depth) 3493 3168 2473 2236 2061
Wind offshore (floating, >50 m depth) 3749 3460 2581 2300 2099
Photovoltaics (roof) 1440 1152 972 882 792
Photovoltaics (ground) 1188 936 774 702 630
Biomass (solid) 3298 3297 3295 3293 3287
Biomass (gas) 2826 2826 2826 2826 2826
Geothermal 12752 10504 9500 9035 9026
Hydro (river) 5000 5000 5000 5000 5000
Compressed air storage 1100 1100 1100 1100 1100
Pump storage 2336 1237 1237 1237 1237
Battery 1000 1000 750 650 550
Nuclear 5940 5400 4590 4050 4050
OCGT 450 450 450 450 450
CCGT 1031 900 900 900 900
IGCC 2115 2115 2115 2070 2070
Coal 1800 1800 1800 1800 1800
Coal (advanced) 1980 1980 1980 1980 1980
Lignite 1596 1596 1596 1596 1596
Table 3.7: Assumptions on generation technology investment costs (EUR/kW). Conventional
power plants, PV and wind onshore are based on scenario New Policies in World
Energy Outlook 2017 (IEA (2017b)). Wind offshore is based on Myhr et al.







Wind onshore 13 1 25
Wind offshore (bottom-fixed, <50 m depth) 93 1 25
Wind offshore (floating, >50 m depth) 93 1 25
Photovoltaics (roof) 17 1 25
Photovoltaics (ground) 15 1 25
Biomass (solid) 120 0.30 30
Biomass (gas) 165 0.40 30
Geothermal 300 0.23 30
Hydro (river) 12 1 60
Compressed air storage 9 0.70 40
Pump storage 12 0.76 60
Battery 10 0.90 20
Nuclear 101-156 0.33 60
OCGT 19 0.28-0.40 25
CCGT 24-29 0.39-0.60 30
IGCC 44-80 0.46-0.50 30
Coal 44-60 0.37-0.46 45
Coal (advanced) 64 0.49 45
Lignite 46-53 0.32-0.46 45
Table 3.8: Assumptions on techno-economic parameters of electricity generators, based on
scenario New Policies in World Energy Outlook 2017 (IEA (2017b)) and Knaut
et al. (2016).
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2015 2020 2030 2040 2050
CO2 quotas 1079 1039 779 425 72
Table 3.9: Assumptions on yearly CO2 quotas for the European electricity market
(MtCO2/a), based on official reduction targets formulated by the European Com-
mission.
Number of clusters





AT 1 0 0 1
BE 1 1 0 1
BG 1 1 1 1
CH 1 0 0 1
CZ 1 0 0 1
DE 4 1 0 4
DK_E 1 1 1 1
DK_W 1 1 1 1
EE 1 1 1 1
ES 5 1 1 5
FI 3 1 1 3
FR 6 1 1 6
GB 2 1 1 2
GR 1 1 1 1
HR 1 1 1 1
HU 1 0 0 1
IE 1 1 1 1
IT 3 1 1 3
LT 1 1 1 1
LV 1 1 1 1
NL 1 1 0 1
NO 4 1 1 4
PL 3 1 1 3
PT 1 1 1 1
RO 2 1 1 2
SE 4 1 1 4
SI 1 0 0 1
SK 1 0 0 1
Table 3.10: Number of spatial clusters for VRE per country.
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4 How Does Climate Change Affect Optimal
Allocation of Variable Renewable Energy?
Ongoing climate change affects complex and long-lived infrastructures like electric-
ity systems. Particularly for decarbonized electricity systems based on variable re-
newable energies, there is a variety of impact mechanisms working differently in
size and direction. Main impacts for Europe include changes in wind and solar re-
sources, hydro power, cooling water availability for thermoelectric generation and
electricity demand. Hence, it is not only important to understand the total effects,
i.e., how much welfare may be gained when accounting for climate change impacts
in all dimensions, but also to disentangle various effects in terms of their marginal
contribution to the potential welfare loss. This paper applies a two-stage model-
ing framework to assess RCP8.5 climate change impacts on the European electricity
system. Thereby, the performance of two electricity system design strategies – one
based on no anticipation of climate change and one anticipating impacts of climate
change – is studied under a variety of climate change impacts. Impacts on wind
and solar resources are found to cause the largest system effects in 2100. Com-
bined climate change impacts increase system costs of a system designed without
climate change anticipation due to increased fuel and carbon permit costs. Applying
a system design strategy with climate change anticipation increases the cost-optimal
share of variable renewable energy based on additional wind offshore capacity in
2100, at a reduction in nuclear, wind onshore and solar PV capacity. Compared to a
no anticipation strategy, total system costs are reduced.
4.1 Introduction
The current nationally stated mitigation plans are expected to lead to a global warm-
ing of about 3 ◦C above pre-industrial levels by 2100 (IPCC (2018b)). Increasing the
mitigation ambition levels is therefore key for a successful implementation of the
central well below 2 ◦C-statement of the Paris Agreement (United Nations (2015)).
Scientific evidence indicates that ongoing climate change, particularly when reach-
ing levels beyond 2 ◦C, will have severe consequences such as increasing surface
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temperatures, changes in water and wind availability and a rising frequency of ex-
treme weather events (IPCC (2014b), IPCC (2018b)).
The analysis of climate change scenarios suggests various ways of how changes in
climate will affect complex and long-lived infrastructures like electricity systems.1
Particularly for decarbonized electricity systems based on variable renewable ener-
gies (VRE), there are important and ample effects and mechanisms, how a changing
climate will affect the (well-)functioning of electricity systems within the next 50
to 100 years.2 For Europe, which is the focus of this analysis, most important are
effects on VRE resources (both availability and gradients), hydro power availabil-
ity, cooling water availability for thermal power plants and electricity consumption.
Each of these effects may work differently in size, direction and transmission mech-
anism. E.g., periods with low wind speeds are expected to increase, potentially in-
creasing the need for back-up energy (Moemken et al. (2018), Weber et al. (2018)).
Low summer river flows with high water temperatures are expected to increase in
frequency, affecting cooling water availability of thermoelectric power plants (Vliet
et al. (2013), Tobin et al. (2018)). The hydro power potential is expected to expe-
rience on average a decrease in Europe due to changed precipitation patterns (Vliet
et al. (2013), Schlott et al. (2018)). Furthermore, electricity demand for heating is
expected to decrease in northern Europe, while electricity demand for cooling will
increase in southern Europe (Eskeland and Mideksa (2010), Wenz et al. (2017)).3
Hence, it is not only important to understand the total effects, i.e., how much wel-
fare may be gained when accounting for climate change impacts in all dimensions,
but also to disentangle various effects in terms of their marginal contribution to the
potential welfare loss. This may be particularly relevant when accounting for uncer-
tainties in climate change scenarios and discussing policy reactions and priorities.
In this paper, we will contribute to fill this research gap. Based on a detailed par-
tial equilibrium model for the European electricity sector, we compare the evolution
of electricity systems up to 2120, which in the planning, i.e. investment, either ne-
glect climate change, or account for climate change. In the dispatch, of course, both
systems have to cope with climate change. The difference between the two invest-
1The technical lifetime of certain electricity sector assets like hydro and nuclear power plants, as well
as grid infrastructure, spans time frames of 40 up to 80 years.
2Cost-optimal decarbonized electricity systems are expected to be largely based on VRE in light of re-
cent VRE cost reductions, particularly for wind and solar PV, in combination with increasing aware-
ness and regulation of environmental externalities (e.g., Ueckerdt et al. (2017), IPCC (2018c), IEA
(2017)).
3Climate change impacts on biomass yield are not accounted for in this study, as the changes in
biomass yield for electricity generation are expected to be small and the overall biomass energy
potential in Europe is limited (IEA (2018)).
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ment strategies will inform us on the order of magnitude of consequences that are
caused when ignoring climate change in electricity system planning. Furthermore,
each of the different effects of climate change may vary in their order of magnitude
of impact on electricity systems. We will therefore disentangle the different effects
by comparing isolated climate change effects to a world without climate change, fo-
cusing on an electricity system, which was planned without anticipation of climate
change.
The analysis is based on a two-stage modeling framework building on a numerical
large-scale partial equilibrium model of the European electricity market. In the first
stage, the model is run in a long-term investment planning mode in order to derive
the evolution of two cost-optimal power plant capacity mixes from 2015 until the
year 2120, based on the two design strategies without and with climate change antic-
ipation. For computational tractability, hereby a reduced temporal resolution based
on typical days is applied. In the second stage, the model is run in a high-resolution
dispatch mode with fixed power plant capacities from the first stage, representing a
full year in hourly resolution. Thereby, the two systems are dispatched for a set of
scenarios representing climate change impacts on wind and solar resources, hydro
resources, cooling water availability for thermoelectric generation and electricity de-
mand. This setup allows to investigate, on the one hand, the order of magnitude of
isolated climate change impacts on an electricity system, which was designed with-
out anticipation of climate change impacts. On the other hand, the performance
of the two electricity system design strategies can be analyzed in a scenario repre-
senting the best-guess expectation of future climate change impacts, i.e. a scenario,
where all climate change impacts occur combined. Variable renewable energy re-
source availability without and with climate change impacts is represented by a
high-resolution dataset based on the EURO-CORDEX project. The analysis builds on
one of the official scenarios of the IPCC reports on climate change, namely RCP8.5,
which represents a scenario with very high greenhouse gas (GHG) emissions and
accordingly drastic climate change. Far-reaching impacts on the worlds population
and ecosystems are expected in consequence of a RCP8.5 climate crisis.4
4RCP8.5 is characterized by an increase in radiative forcing of 8.5 W/m2 around the year 2100 relative
to pre-industrial values. The Representative Concentration Pathways (RCPs) describe different 21st
century pathways of GHG emissions and atmospheric concentrations, air pollutant emissions and
land use. The last IPCC reports on climate change were based on four RCPs, consisting of a stringent
mitigation scenario (RCP2.6), two intermediate scenarios (RCP4.5 and RCP6.0) and one scenario
with very high GHG emissions (RCP8.5). Business-as-usual scenarios without additional efforts to
constrain emissions lead to pathways ranging between RCP6.0 and RCP8.5 (IPCC (2014b)). Only
RCP2.6 is representative of a scenario that aims to keep global warming likely below 2 ◦C above
pre-industrial temperatures, in line with the Paris Agreement (United Nations (2015)).
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Our analysis shows that the RCP8.5 climate change impact on wind and solar en-
ergy resource availability has the largest consequences for the European electricity
system, compared to climate change impacts on hydro power, cooling water avail-
ability for thermoelectric generation and electricity demand. All isolated climate
change effects on the supply side lead to a reduction in the availability of the respec-
tive technology, resulting in compensating electricity generation by other generation
technologies. Additionaly, effects on electricity demand also require an increase in
generation. A system designed without anticipation of climate change reacts to all
isolated climate change effects with increased gas and biomass electricity generation
in order to comply with the decarbonization target, however to different extents. The
predominant impact of a reduction in VRE availability follows the intuition that sys-
tems based on high VRE shares, which are not allowed to adjust their investments,
react sensibly – even to small changes in VRE availability. When subject to all cli-
mate change effects combined, system costs in 2100 increase by 24 bn EUR, or 12 %,
due to increased fuel and carbon permit costs compared to a world without climate
change, and marginal electricity generation costs show strong increases of 15 to
75 EUR/MWh. Applying a system design strategy based on climate change anticipa-
tion results in a trend towards wind offshore capacity in 2100, while nuclear, wind
onshore and solar PV capacities are reduced. Overall, the share of VRE electricity
generation is increased. The trend towards wind offshore is driven by a combination
of reduced base-load nuclear capacity, cost structures and local capacity factor reduc-
tions in wind due to climate change, resulting in a shift in competitiveness towards
wind offshore. Compared to a system designed without climate change anticipation,
the climate change anticipating system reduces total system costs by 3.6 bn EUR in
2100 in a world with all RCP8.5 climate change impacts combined. Marginal elec-
tricity generation costs can thereby be reduced in most countries, with reductions
ranging from -12 to -46 EUR/MWh.
Our contribution with respect to the existing literature is to i) analyze major im-
pacts of RCP8.5 climate change on cost-optimal electricity system planning in a con-
sistent manner, taking into account existing generation assets and path dependen-
cies, and ii) to disentangle various climate change impacts on electricity systems and
compare their order of magnitude. Tobin et al. (2018) also assess climate change
impacts on wind, solar PV, hydro and thermoelectric power generators. Their study
focuses on how these single power generators are impacted, applying a consistent
modeling approach. However it does not account for system effects between gen-
erators in a cost-optimizing framework. Nahmmacher et al. (2016b) analyze, how
different power system design strategies are able to deal with shocks on the European
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power system, such as heat waves or periods of low wind production. The study in-
vestigates short-term shocks, which may be caused by climate change, however the
focus does not lie on assessing the impacts of climate change based on a consistent
framework within a specific climate change scenario. Wohland et al. (2017) and We-
ber et al. (2018) focus on back-up energy requirements in the European electricity
system under RCP8.5 climate change impacts on wind energy. The studies are based
on a back-up energy minimization problem, representing a simplified electricity sys-
tem without a detailed representation of dispatchable power plant characteristics
and climate change impacts other than on wind. They find an increase in long peri-
ods of low wind generation and seasonal variability, resulting in increased back-up
requirements. Kozarcanin et al. (2018) use a simplified representation of wind, so-
lar and a generic dispatchable power source to analyze climate change impacts on
the European electricity system and key metrics such as short-term variability. Com-
plex system interactions are not accounted for. Schlott et al. (2018) apply a detailed
greenfield power system investment model to derive the cost-optimal European ca-
pacities of power plants and transmission lines under RCP8.5 climate change im-
pacts on wind, solar and hydro power. They find an increase in the share of solar PV
in the cost-optimal power system under climate change. The greenfield approach,
however, does not take into consideration path dependencies of the power plant mix
during the transition towards a decarbonized electricity system.5 Also, interaction
effects between base-load nuclear generation and VRE are not accounted for. Various
studies investigate isolated impacts of climate change on VRE generation (e.g., Rey-
ers et al. (2016), Moemken et al. (2018), Tobin et al. (2016), Tobin et al. (2015),
Jerez et al. (2015)). However, these studies focus on meteorological aspects and
isolated impacts on electricity generation from wind or solar PV, without a detailed
representation of the entire electricity system. Additionally, none of the literature
mentioned above disentangles and compares the single effects of climate change and
assesses the order of magnitude of their impact on the electricity system.
The remainder of the paper is structured as follows. Section 4.2 introduces the
methodology. Section 4.3 introduces the scenario framework and data. Section 4.4
discusses the resulting impacts of climate change on electricity systems, based on a
large-scale application for the European electricity system. Section 4.5 concludes.
5In a greenfield model, the power plant capacity mix in each considered model year is built without
consideration of existing capacities from preceeding model years.
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4.2 Methodology
Throughout the paper, notation as listed in Table 4.5 is applied. Unless otherwise
noted, bold capital letters indicate sets, lowercase letters parameters and bold low-
ercase letters optimization variables.
4.2.1 Investment and dispatch model
In order to investigate the impacts of climate change on the European electricity
system, this analysis applies a partial equilibrium model that determines the cost
minimal configuration of the European electricity system, considering investment
decisions as well as dispatch of power plants. The investment and dispatch model
is based on optimization problem (4.1).6 The commonly applied assumptions of
market clearing under perfect competition, i.e. absence of market distortions, and
inelastic demand, e.g. due to the lack of real-time pricing, allows to treat the prob-
lem as a cost minimization problem. With the complete time frame being optimized
at once, the problem can be interpreted as a social planner problem where a social
planner with perfect foresight minimizes total system costs for investment in gener-
ation capacity and the operation of generation and transmission between markets.
The objective function (4.1a) minimizes total costs T C over the complete time
period, i.e., the sum of the fixed costs of generation capacity x¯i,m,y and variable costs
of generation gi,m,y,d,h of technology i in market m. The objective function is subject
to various constraints: an equilibrium condition (4.1b) for supply and demand, two
capacity constraints (4.1c) and (4.1d) to restrict generation and transmission, an
electricity trade constraint (4.1e) for consistency, a peak capacity constraint (4.1f)
to ensure sufficient firm capacity and a decarbonization constraint (4.1g) to limit
6See, e.g., Turvey and Anderson (1977) for a similar formulation of the integrated optimization prob-
lem for investment and operation in electricity systems.
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carbon emissions for climate change mitigation.7













kn,m,y,d,h ∀m, y, d, h, m 6= n (4.1b)
gi,m,y,d,h ≤ x i,m,y,d,hx¯i,m,y ∀i, m, y, d, h (4.1c)
|km,n,y,d,h| ≤ k¯m,n,y ∀m, n, y, d, h, m 6= n (4.1d)








κi gi,m,y,d,h/ηi,m ∀y (4.1g)
for technologies i ∈ I, markets m, n ∈M and time y, d, h ∈ Y,D,H.
The large-scale model for the European electricity market applied in this analysis
follows the same basic model structure as in Problem (4.1), however additional fea-
tures are included in order to improve the representation of technical properties of
electricity systems and politically implied restrictions. Such features include for ex-
ample capacity investment and decommissioning constraints, ramping and storage
constraints, as well as a module for power-to-x processes such as electrolysis, which
allows the model to produce carbon-neutral gases for use in the electricity sector
in order to further decarbonize it. The model was originally presented in Richter
(2011) and has been applied for example in Bertsch et al. (2016b) and Peter and
Wagner (2018). An extended version of the model including the power-to-x mod-
ule is described in Helgeson and Peter (2018). The subsequent analysis covers the
European electricity market represented by a total of 27 European countries.8
7See, e.g., Peter and Wagner (2018) for a more comprehensive description of the constraints.
8Austria (AT), Belgium (BE), Bulgaria (BG), Switzerland (CH), Czech Republic (CZ), Germany (DE),
Denmark (DK), Estonia (EE), Spain (ES), Finland (FI), France (FR), Great Britain (GB), Greece
(GR), Croatia (HR), Hungary (HU), Ireland (IE), Italy (IT), Lithuania (LT), Latvia (LV), Nether-
lands (NL), Norway (NO), Poland (PL), Portugal (PT), Romania (RO), Sweden (SE), Slovenia (SI),
Slovakia (SK).
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4.2.2 Performance of investment strategies without and with climate
change anticipation
The goal of this analysis is to study the performance of electricity systems designed
without and with anticipation of climate change under a variety of possible futures of
climate change impacts. Thereby, a two-stage modeling framework is applied, based
on a long-term investment planning stage and a high-resolution dispatch stage.
In the first stage, the long-term investment planning model (4.1) is run based on
two design strategies, one without climate change anticipation (No-CC-anticipation)
and one with climate change anticipation (CC-anticipation). It covers a time period
from 2015 to 2120, applying 10-year time steps from 2020 onwards. Running in-
vestment planning models for such large time periods at full temporal resolution
results in prohibitively high solving times. Therefore, for computational tractability,
in this first stage, the investment and dispatch model applies a reduced temporal
resolution based on 16 typical days.9 In order to represent a full year, the typical
days are scaled up by multiplying each typical day with its frequency of occurrence.
Each typical day consists of eight time slices representing three consecutive hours.
In the second stage, the dispatch of the two power systems, No-CC-anticipation and
CC-anticipation, is recalculated under a variety of possible climate change futures.
As such, the performance of the two design strategies under different climate change
impact scenarios can be assessed. In this second stage, the cost-optimal power plant
capacities resulting from the two investment planning model runs are fixed, i.e. the
capacity variables x¯ are treated as parameters x¯:
x¯ i,m,y,dispatch = x¯i,m,y,invest (4.2)
The dispatch of power plants is then calculated for single years running optimiza-
tion problem (4.1) with fixed power plant capacities (4.2). Calculating single years
without the investment stage allows to apply the full temporal resolution and con-
sequently to consider the full variability and flexibility needs of the power system.
9As shown by Nahmmacher et al. (2016b), even less than 10 typical days are sufficient to obtain
investment planning results that are similar to results based on a 365-day resolution.
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4.2.3 Clustering of variable renewable energy and load data
In order to study power systems with high shares of variable renewable energy, a
detailed representation of weather-dependent renewable energy sources is required.
However, in order to keep the large-scale investment planning model computation-
ally tractable, the spatial and temporal resolution of wind and solar as well as load
data has to be reduced. This analysis applies a two-step clustering approach as
described in Peter and Wagner (2018), which will be briefly introduced in the fol-
lowing. A description of the utilized high-resolution data set will be given in Section
4.3.2.
In a first step, the spatial resolution is reduced by clustering the spatially high-
resolved wind and solar data into representative wind and solar regions, where the
number of regions for wind onshore and solar is chosen based on the surface area
of each country. Wind offshore is accounted for by two regions per country, where
applicable, with one region with water depths smaller than 50 m for bottom-fixed
offshore wind turbines and one region with water depths between 50 m and 150 m
for floating offshore wind turbines. Aggregated over Europe, this results in 54 rep-
resentative regions for wind onshore and solar, respectively, and 41 representative
regions for wind offshore.10 Wind onshore, wind offshore and solar are clustered in-
dependently in order to capture the spatial properties of the different energy sources.
As clustering method, this analysis applies the k-means clustering algorithm. After
the spatial clustering, the time series of the representative regions are calculated by
averaging over all data points within the respective cluster. Figure 4.1 shows exem-
plary spatial clustering results for France, where each data point is represented by a
dot and color coding represents the resulting representative regions.
(a) Wind onshore (b) Wind offshore<50m (c) Wind offshore>50m (d) Solar
Figure 4.1: Results of spatial clustering for France for different variable renewable energy
sources.
10See Table 4.12 in Appendix 4.6 for a complete list of the number of representative regions per country
and variable renewable energy resource.
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In a second step, a temporal clustering is performed in order to identify typical
days at full hourly resolution. The goal of the temporal clustering is to reduce the
temporal resolution without losing the statistical properties of weather-dependent
VRE and load. As input for the temporal clustering, the spatially reduced VRE data,
i.e. the time series of the representative regions determined in the first clustering
step, and load time series on a country-level are combined as described in Section
4.3.2. This analysis applies a ward clustering algorithm for the temporal clustering
and follows the approach presented in Nahmmacher et al. (2016a).
4.3 Scenario definition and data
4.3.1 Scenario definition
The scenarios applied in this study are based on two electricity system design strate-
gies. The No-CC-anticipation system is based on a strategy of no climate change
impacts anticipation. As such, for the investment planning, the social planner as-
sumes no changes in, e.g. wind resources or cooling water availability due to climate
change. The CC-anticipation system, on the other hand, foresees and takes into ac-
count impacts of climate change when planning power plant capacity investments.11
The two system designs are then dispatched under a variety of possible futures.
Thereby, a set of seven scenarios is analyzed in order to study the order of magni-
tude of isolated climate change impacts and compare the performance of the two
electricity system designs under all climate change impacts combined (Table 4.1).
The first scenario, No-CC, represents the No-CC-anticipation system dispatched un-
der no climate change impacts. The next four scenarios are defined by the No-CC-
anticipation system being subject to four isolated impacts of climate change during
high-resolution dispatch, namely impacts on variable renewable energy resources
(CC-VRE), impacts on hydro power (CC-hydro), impacts on cooling water availability
for thermal power plants (CC-therm) and impacts on electricity demand (CC-eldem).
In the last two scenarios, CC-all and CC-all-anticipation, the two system designs No-
CC-anticipation and CC-anticipation are dispatched under all climate change impacts
combined.
Comparing the five scenarios CC-VRE, CC-hydro, CC-therm, CC-eldem, and CC-all
to scenario No-CC then allows to analyze and compare the order of magnitude of the
11Note that the impacts of climate change applied in the first stage (investment planning) are assumed
to emerge from 2050 onwards.
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Scenario name Investment stage Dispatch stage
No-CC No climate change anticipation No climate change impacts
CC-VRE No climate change anticipation Climate change impact on VRE
CC-hydro No climate change anticipation Climate change impact on hydro power
CC-therm No climate change anticipation Climate change impact on thermoelectric power
CC-eldem No climate change anticipation Climate change impact on electricity demand
CC-all No climate change anticipation All climate change impacts combined
CC-all-anticipation Climate change anticipation All climate change impacts combined
Table 4.1: Scenario definition.
isolated and combined impacts of climate change on the No-CC-anticipation system,
respectively. Subsequently, a comparison of scenario CC-all-anticipation to scenario
CC-all analyzes the behaviour of the two system designs when dispatched under a
future with climate change impacts. Thereby, the performance of the two systems
in dealing with climate change impacts can be assessed.
Next to the differences in scenario definition discussed in Table 4.1, all scenarios
are based on an identical scenario framework as described in the following. The
European electricity sector is subject to a decarbonization of minus 95 % in 2050
compared to 1990, implemented as yearly CO2 quotas. From 2050 until 2120, the
CO2 quota is kept constant. Additional emission reduction targets for the interme-
diate years require a 21 % reduction in 2020 compared to 2005 and 43 % reduction
in 2030 compared to 2005. For 2040, the emission reduction target is linearly in-
terpolated. The emission reduction targets for 2020, 2030 and 2050 are based on
official reduction targets formulated by the European Commission.12
Existing capacities in 2015 are taken from a detailed database developed at the
Institute of Energy Economics at the University of Cologne, which is mainly based on
the Platts WEPP Database (Platts (2016)) and constantly updated. Based on these
start values, the model optimizes the European electricity system until the year 2120
in 10-year time steps from 2020 onwards. Investment into nuclear power is only
allowed for countries with no existing nuclear phase-out policies. Investments in
carbon capture and storage (CCS) technologies are not allowed due to a general
lack of social acceptance in European countries. Fuel costs and investment costs
for new generation capacities are based on the World Energy Outlook 2017 (IEA
(2017b)). Yearly national electricity consumption is assumed to develop according
to the ENTSO-E Ten-Year Network Development Plan 2018 (ENTSO-E (2018)) with
the values being kept constant from 2040 onwards. Transmission between countries
is represented by net transfer capacities (NTC), which are assumed to be extended
12See https://ec.europa.eu/clima/policies/strategies for detailed explanations.
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according to the ENTSO-E Ten-Year Network Development Plan 2018 (ENTSO-E
(2018)). See Appendix 4.6 for a detailed presentation of numerical assumptions.
4.3.2 Data for variable renewable electricity generation and load
Next to the parameters used for scenario definition described in the previous sec-
tion, a detailed representation of weather-dependent renewable energy sources is
required in order to study power systems with high shares of VRE. This analysis ap-
plies a dataset for wind and solar resources for the historical 30-year time period
(1970 - 1999) based on the EURO-CORDEX project (Jacob et al. (2014)).13 The
original data is resolved on a 0.11◦grid (about 12.5 km) in 3-hourly resolution. For
computational tractability, every fourth grid point of the original data was consid-
ered for this analysis, resulting in a grid of about 50 km in 3-hourly resolution. Wind
speeds, which are available at 10 m, are extrapolated via power law to the respective
hub height as in Henckes et al. (2019). Subsequently, wind speeds are converted to
electricity generation via power curves based on state-of-the-art onshore and off-
shore wind power plants according to Henckes et al. (2019).14 Based on this, a
consistent hourly15 30-year time series of wind power capacity factors over whole
Europe is generated for historical climate wind speeds (1970 - 1999).
Solar data is generated based on solar irradiance data of the EURO-CORDEX
project for the same 50 km grid over Europe as for wind power generation. The
methodology used to convert solar irradiance to electricity is described in detail in
Frank et al. (2018) and Henckes et al. (2019). Again, based on this, a consistent
hourly 30-year time series of solar power capacity factors over whole Europe is gen-
erated for historical climate irradation (1970 - 1999).
Load is assumed to be inelastic except for electricity demand from storage and
power-to-x processes, which is part of the integrated optimization and thus endoge-
nously determined. The assumption of inelastic load can be justified by Lijesen
(2007), who found that price responsiveness during times of scarcity is low. Load
13The standard WMO climate normal is defined as a 30-year average, according to the World Meteo-
rological Organisation (WMO) (Arguez and Vose (2011)). The EURO-CORDEX project provides -
next to historical time periods - also data for future climate projections. Such data will be used to
estimate impacts of climate change on wind and solar, as described in Section 4.3.3.
14This analysis is based on the onshore wind turbine Enercon E-126 EP4 and the offshore wind turbine
Vestas V164. Power curves for both turbines were determined based on technical data on the
manufacturer websites.
15The hourly time series are generated by taking identical values for each 3-hour interval of the original
data in 3-hourly resolution.
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data is based on hourly national vertical load16 data for all considered countries for
the years 2011 - 2015, taken from ENTSO-E (2016a). It is important to note that
such historical load measurements are the result of a functioning electricity market
and may therefore include some price responsiveness of consumers or load shed-
ding. Nevertheless, historical load is commonly seen as the best approximation of
actual load time series. After normalization, the load data is scaled with the assumed
yearly future electricity demand development in order to generate consistent time
series.17
In order to generate a good representation of the joint probability space of wind,
solar and load, each of the five load years in then combined with the 30 years of
VRE data, while wind and solar data are kept synchronous.18 This results in an
ensemble of 150 synthetic years of hourly load and VRE data for historical climate
data (1970 - 1999).
For the investment planning model, the 150 synthetic years are then used as in-
put for the temporal clustering as described in Section 4.2.3, resulting in one year
represented by 16 typical days.
For the high-resolution dispatch calculations, the 150 synthetic years are clustered
to one year represented by 365 typical days. In doing so, the high-resolution dispatch
can be run with a typical year generated from a large ensemble of data.
4.3.3 Description of climate change impacts
The impacts of climate change and resulting interaction effects within the power sys-
tem can be isolated and analyzed by comparing the power system dispatch based on
future climate projection data to the power system dispatch based on historical data,
assuming that historical climate is still prevailing in the future in a world without
climate change.
This analysis focuses on climate change scenario RCP8.5 (Meinshausen et al. (2011)),
the most extreme scenario used in the latest IPCC reports. The likely range of global
16National vertical load = national net electricity consumption + network losses.
17By scaling the normalized historical load time series with a future demand development scenario, it
is assumed that the temporal structure of electricity demand does not change in the future. Possi-
ble changes in the temporal demand structure, e.g. from increasing electrification of the mobility
or heat sector, are therefore not accounted for. However, changes in the temporal demand struc-
ture from storage and power-to-x processes are endogenously accounted for via the integrated
optimization.
18Note that hereby, stochastic independence between load and VRE is assumed. Correlations between
wind and solar, however, are accounted for via applying synchronous time series.
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average temperature increase by the end of century (2081 - 2100) associated with
RCP8.5 amounts to 3.2 - 5.4 ◦C compared to pre-industrial levels (1850 - 1900), re-
sulting in severe climate change impacts (IPCC (2014b)).19 In combination with
the 95 % decarbonization target for the European power sector, the realization of
the RCP8.5 climate change scenario is constrained to a scenario of prevalent in-
action with respect to decarbonization on continents other than Europe. As such,
the underlying scenario of this analysis can be interpreted as an extreme scenario
with strong climate action in the European power sector, accompanied with a strong
weather-dependency due to VRE, and modest climate action in the rest of the world.
Impact of climate change on wind and solar generation
In order to study the impact of climate change on wind and solar power generation,
data representing future changes in wind and solar energy potentials over Europe
at a high temporal resolution are required. Such climate change affected weather
datasets are, amongst others, available as ensemble members of the EURO-CORDEX
project (Jacob et al. (2014)). In addition to the historical 30-year period (1970 -
1999), wind and solar power generation timeseries were calculated for a future
30-year period with RCP8.5 climate projection (2070 - 2099). In order to guarantee
consistency, both 30-year periods were calculated using the same GCM-RCM20 model
chain: EC-EARTH (GCM) and RCA4 (RCM) from the EURO-CORDEX project. The
original data from the RCM simulations is resolved on a 0.11◦grid (about 12.5 km) in
3-hourly resolution. As for the historical data, for computational tractability, every
fourth grid point of the original data is considered in this analysis, resulting in a grid
of about 50 km in 3-hourly resolution. Wind speeds at 10 m are extrapolated to hub
height and converted to electricity analogous to the historical dataset. Combined
with the five load years, again 150 synthetic years are used as input for the temporal
clustering as described in Section 4.3.2.
The resulting relative change in capacity factors of wind and solar energy due
to RCP8.5 climate change in 2100 is shown in Figure 4.2. The general trend of a
19Climate change impacts of RCP8.5 include more frequent hot temperature extremes and heat waves,
extreme precipitation events, increased ocean acidification and sea level rise, strong reduction in
near-surface permafrost and global glacier volume. Associated future risks of a RCP8.5 climate
crisis affect food security, poverty, displacement of people, intensify competition for water and
exacerbate already existing health problems (IPCC (2014b)).
20Generation circulation models / global climate models (GCM) are global numerical climate models
on a coarse spatial grid, which replicate large-scale circulation features of the climate. In order to
increase the spatial resolution, GCM data are then used to drive regional climate models (RCM),
which yield regionally higher resolved data, e.g., for Europe.
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(a) Wind power (b) Solar power
Figure 4.2: Relative change in wind and solar power capacity factor in 2100.
reduction in wind onshore capacity factor of -5 % to -15 % in central and southern
Europe, and an increase in capacity factor by 5 % to 15 % in some parts of northern
Europe is in line with previous literature (e.g., Moemken et al. (2018)). Changes
in solar PV capacity factor include reductions in central and northern Europe from
-2 % to -20 % and small increases in southwestern Europe by 2 %, similar to results
in, e.g., Jerez et al. (2015).
Impacts of climate change on hydro generation
In order to estimate the impact of climate change scenario RCP8.5 on hydro power
potential in Europe, this analysis builds on data provided by Schlott et al. (2018).
They use three ensemble members of the EURO-CORDEX project as climate change
affected weather datasets for water runoff under RCP8.5. Historical hydro inflow
is characterized by major seasonal patterns. For example in Norway, Austria and
Italy, one can observe major peaks during late spring due to snow melting and large
inflow in autumn with its predominant rainfall. Climate change reduces the size of
the spring peaks considerably, while at the beginning and end of the year, inflow
increases (Schlott et al. (2018)). In Spain, however, the seasonal inflow pattern
looks different: It shows homogeneous amounts during the whole year except for
summer, where the inflow is almost inexistent. Climate change exacerbates this
pattern in Spain, combined with a considerable overall reduction in total inflow
(Schlott et al. (2018)).
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Austria +18.4 |+12.3 % Germany -0.6 | -1.7 % Norway +2.6 |+21.1 %
Belgium -0.5 |+1.6 % Great Brit. +4.6 |+4.5 % Poland +1.8 |+1.0 %
Bulgaria -18.2 | -17.9 % Greece -29.4 | -27.6 % Portugal -18.8 | -20.1 %
Croatia -7.6 | -10.5 % Hungary -5.1 | -6.3 % Romania -4.2 | -0.2 %
Czech Rep. +0.7 |+1.9 % Ireland -2.1 | -2.6 % Slovakia n.a. |+1.3 %
Denmark n.a. |+0.6 % Italy -3.6 | -5.7 % Slovenia -3.4 | -4.6 %
Estonia n.a. |+20.6 % Latvia n.a. |+18.2 % Spain -23.3 | -24.1 %
Finland +0.5 |+23.9 % Lithuania +23.9 |+24.7 % Sweden +1.8 |+25.6 %
France -7.5 | -9.7 % Netherlands n.a. | -2.3 % Switzerland +20.5 |+15.3 %
Table 4.2: Changes in availability for hydro potential (Reservoir | Run-of-river), based on
Schlott et al. (2018).
In this analysis, country-specific average values of yearly changes in hydro po-
tential from three ensemble members of the EURO-CORDEX project used in Schlott
et al. (2018) were applied (Table 4.2). The end-of-century hydro potential changes
in European countries range between -29 % and 24 % for reservoir hydro inflow, and
between -28 % and 26 % for run-of-river hydro.
Impacts of climate change on thermoelectric generation
Climate change is likely to impact cooling water availability for thermoelectric power
plants. In particular coal-fired and nuclear power plants rely on large volumes of
cooling water. Compared to other sectors like agriculture, industry or domestic use,
the thermoelectric power sector has the largest share in water consumption, account-
ing for about 43 % of total surface water withdrawal (Vliet et al. (2013)). In recent
warm and dry summers (e.g. 2003, 2006, 2009 and 2018), several thermoelectric
power plants, in particular nuclear power plants, were forced to reduce electricity
generation because of environmental restrictions on cooling water use based on wa-
ter availability and legal temperature limits (Förster and Lilliestam (2010)). Several
studies use simulations of daily river flow and water temperature projections using
a physically based hydrological-water temperature modeling framework (e.g., Vliet
et al. (2013), Tobin et al. (2018)). Their results show in line that due to climate
change, periods with low summer river flows in combination with high water tem-
peratures are expected to occur more frequently in Europe. Low flow values, defined
as the 10-percentile of daily river flow, are projected to decline all over Europe ex-
cept for Scandinavia. Strongest declines are expected in southern and south-eastern
European countries like Spain, Italy, Bulgaria, Romania and Greece.
This analysis builds on data from Tobin et al. (2018) to estimate the impacts of
climate change on cooling water availability of thermoelectric power plants (Table
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Austria -8.3 % Germany -8.3 % Norway 0.0 %
Belgium -7.9 % Great Britain -8.3 % Poland -6.4 %
Bulgaria -10.7 % Greece -10.0 % Portugal -0.8 %
Croatia -8.4 % Hungary -5.6 % Romania -9.0 %
Czech Republic -7.3 % Ireland -4.0 % Slovakia -7.7 %
Denmark 0.0 % Italy -8.9 % Slovenia -9.4 %
Estonia -8.4 % Latvia -8.8 % Spain -10.9 %
Finland -5.1 % Lithuania -8.6 % Sweden -5.5 %
France -8.6 % Netherlands -8.4 % Switzerland -9.6 %
Table 4.3: Changes in availability in thermoelectric generation, based on Tobin et al. (2018)
and Vliet et al. (2013).
4.3).21 The reductions in thermoelectric power plant availability are imposed on
nuclear, lignite and coal power plants.22 Yearly availability reduction values in Eu-
ropean countries range between -10.9 % and 0 %.
Impacts of climate change on electricity demand
Next to electricity supply, climate change is also expected to impact electricity de-
mand due to adaptive responses to a changing environment. Short-term human
responses to weather shocks and long-term adaptation to changing climatic condi-
tions will alter electricity consumption in all sectors (Wenz et al. (2017)). Electricity
demand for heating is projected to decrease in northern Europe and electricity de-
mand for cooling will increase in southern Europe (Eskeland and Mideksa (2010)).
Wenz et al. (2017) statistically estimate country-level dose-response functions be-
tween total electricity load and ambient temperature. The dose-response functions
are then used to compute national electricity loads for temperatures that lie outside
each country’s currently observed temperature range. This allows the authors to im-
pose end-of-century climate under RCP8.5 on today’s European economies, ceteris
paribus, e.g., with respect to the economic structure. They find a significant north-
south polarization across Europe with increases in annual electriciy consumption in
southern and western Europa and decreases in northern Europe.
In this analysis, data from Wenz et al. (2017) were used to estimate the end-of-
21The estimated impacts in Tobin et al. (2018) are discussed to be upper range estimates, as all ther-
moelectric power plants are assumed to be using river water (see discussion in Tobin et al. (2018)).
To account for this and possible adaptive measures to reduce cooling water dependence, a factor
accounting for adaptive measures based on Vliet et al. (2013) was applied on the cooling water
availability reduction values from Tobin et al. (2018).
22Note that in some locations, lignite power plant cooling systems are connected to mine water, which
reduces their vulnerability to low river flow occurrences. This does, however, not affect the results
of this analysis, as in decarbonized power systems, lignite power plants without carbon capture
and storage play no role.
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Austria -1.0 % Germany -0.8 % Norway -0.3 %
Belgium -0.7 % Great Britain -1.7 % Poland -1.1 %
Bulgaria +5.5 % Greece +7.3 % Portugal +3.6 %
Croatia -2.5 % Hungary +0.6 % Romania +1.6 %
Czech Republic -1.2 % Ireland -1.1 % Slovakia -0.8 %
Denmark -1.4 % Italy +1.3 % Slovenia +0.4 %
Estonia -3.0 % Latvia -2.4 % Spain +5.2 %
Finland -2.5 % Lithuania -1.8 % Sweden -3.0 %
France +0.9 % Netherlands -0.4 % Switzerland -1.3 %
Table 4.4: Changes in electricity demand, based on Wenz et al. (2017).
century changes in annual electricity consumption under RCP8.5 (Table 4.4). As
relative percentage changes are calculated with respect to today’s economies, this
analysis applies the changes to today’s electricity consumption in order to add the
absolute change in consumption to the future development of country-level electric-
ity consumption. The end-of-century electricity consumption changes in European
countries range between -3 % and 7 %.
4.4 Results
Based on the introduced modeling framework and parametrization, this section as-
sesses the resulting impacts of climate change on the European electricity system.
Section 4.4.1 starts with a brief discussion of general trends of the cost-optimal ca-
pacity mix towards the end-of-century under a 95 % decarbonization target for the
No-CC-anticipation system, i.e., a system without climate change anticipation. Based
on this and given the assumptions on climate change impacts presented before, the
performance of the No-CC-anticipation system under various climate change impacts
is discussed. By comparing the effects, predominant impacts of climate change on
the electricity system can be identified. Section 4.4.2 then discusses the cost-optimal
CC-anticipation system, which anticipates climate change impacts. The section con-
cludes by discussing allocation effects for wind and solar generation capacities as a
consequence of climate change impacts.
4.4.1 Impacts of climate change on a system with no climate change
anticipation strategy
The transition towards a cost-optimal 95 % decarbonization of the European elec-
tricity sector is driven by large-scale investments in wind and solar, as shown for
the No-CC-anticipation system in Figure 4.3(a). In 2100, wind onshore capacity
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reaches 530 GW, wind offshore 50 GW and solar PV 481 GW. Nuclear power still
plays a role in 2100 (79 GW), its cost-optimal capacity is however reduced by 35 %
compared to 2020 due to competitive disadvantages. Flexibility is provided by inter-
connector capacities, storage (116 GW), hydro power (180 GW) and mainly open-
cycle gas turbines (343 GW OCGT, 57 GW CCGT). After 2050, the cost-optimal mix
of power plants sees only slight changes, mainly driven by the decommissioning of
coal and nuclear power plants being replaced by VRE and gas power plants. In 2040,
1 GW of electrolysis starts to feed-in hydrogen into the gas grid for subsequent re-
electrification. In 2050, the electrolysis capacity for decarbonized gas production
reaches 28 GW, while in 2100, it is slightly reduced to 24 GW as the residual power
system is further decarbonized via other technologies. Figure 4.3(b) presents the
high-resolution dispatch of the No-CC-anticipation system in 2100 for a world with-
out climate change impacts. About 63 % of electricity generation comes from VRE
(42 % wind onshore, 6 % wind offshore, 15 % solar PV), 14 % from nuclear and
hydro, respectively, 3 % from gas (with 18 % of the gas being decarbonized via hy-
drogen feed-in) and 2 % from biomass. In 2050, a small amount of lignite and coal
capacity is kept online for capacity provision (Figure 4.3(a)), however its electricity
generation is phased-out before 2050 due to decarbonization constraints.23
(a) Capacity (b) Generation (c) Generation difference in 2100
Figure 4.3: Power plant/electrolysis capacity, electricity generation in 2100, and differ-
ence in electricity generation in 2100 due to climate change impacts (No-CC-
anticipation system).
In order to study the effects of climate change on the No-CC-anticipation system,
the system is dispatched under various impacts of climate change as described in
Section 4.3.3. Figure 4.3(c) shows the resulting difference in electricity generation
compared to the dispatch in a world without climate change. Comparing the or-
der of magnitude of isolated impacts, climate change impacts on wind and solar
resources have the largest consequences for electricity generation (CC-VRE). The re-
23The suitability and economic business case of lignite and coal power plants being used for flexible
capacity provision at very low capacity factors is debatable and would need a further in-depth
analysis beyond the scope of this work.
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duced resource availability of VRE results in reduced electricity generation, mainly
from wind onshore, but also wind offshore and solar PV. Given the fixed power plant
fleet of the No-CC-anticipation system, the lack in electricity generation is offset by
increased utilization of generation assets with upwards potential in capacity factor,
such as gas and biomass power plants.
The next largest impact on the electricity system, however on a much smaller level,
stems from climate change impacts on thermoelectric generation due to changes in
cooling water availability (CC-therm). Mainly coal-fired and nuclear power plants
will be affected due to their large consumption of cooling water. However, in view
of the 95 % decarbonization target, in 2100 only nuclear capacity is still part of the
cost-optimal power plant mix, whereas coal power plants mostly exit the market un-
til 2050. The reduction in cooling water availability leads to an aggregated reduction
in nuclear power generation of 25 TWh (4.6 %) in 2100. The missing generation is
mainly compensated by gas generation (partly biogas), combined with some addi-
tional biomass generation and a gas fuel-switch from other generation sources to
stay within the decarbonization target.
Impacts of climate change on hydro power potential lead to an aggregated reduc-
tion in hydro generation of 4 TWh on a European level (CC-hydro). On a region-
specific scale, however, local climate change impacts on hydro potential are much
larger, resulting in changes in hydro generation ranging between -29 % and 24 %
for reservoir hydro, and between -28 % and 26 % for run-of-river hydro. The reduc-
tion in hydro generation on a European level is mainly compensated by increased gas
generation (partly fueled with decarbonized gas from hydrogen feed-in and biogas),
and minor shifts with other generation sources to keep the emissions balance.
Impacts of climate change on electricity demand stem from adaptive responses
to changing climatic conditions (CC-eldem). On a European level, the cumulative
change in electricity demand amounts to 8 TWh of additional demand. With het-
erogenous demand changes in different countries, ranging between -3 % and 7 %,
the reaction of the electricity system also differs between countries. As a general
trend on a European level, the additional demand is to large parts supplied by addi-
tional gas generation, which is partly decarbonized with feed-in hydrogen. To keep
the emissions balance, some fuel-switch to gas from other generation with higher
emission factors is observed.
All climate change impacts combined lead to cumulative effects on the power
system due to decreased VRE, nuclear, hydro and storage generation (CC-all). The
missing generation is replaced by gas and biomass generation, combined with a fuel-
98
4.4 Results
switch to gas from other generation to comply with the decarbonization target.
Figure 4.4: Differences in marginal electricity generation costs in 2100 due to climate change
impacts (No-CC-anticipation system).
The changes in electricity generation mix due to climate change impacts trans-
late into changes in marginal electricity generation costs (Figure 4.4). In line with
Figure 4.3(c), the reduction in wind and solar generation (CC-VRE) due to climate
change have the largest effect on annual mean marginal electricity generation costs,
with absolute and relative increases ranging from 14 to 46 EUR/MWh and 43 % to
69 %, respectively. The impact of climate change on thermoelectric generation due
to cooling water restrictions (CC-therm) also shows an increasing effect on marginal
electricity generation costs, however on a much smaller scale with increases rang-
ing from 1 to 16 EUR/MWh (9 % to 43 %). Impacts of climate change on hydro
resource potential (CC-hydro) shows heterogeneous effects on marginal electricity
generation costs, in line with the opposite direction of change. I.e., increasing hy-
dro potential leads to decreasing marginal electricity generation costs. Resulting
changes in marginal electricity generation costs range between -5 and 3 EUR/MWh
(-9 % to 3 %). Changes in demand due to climate change (CC-eldem) also result in
heterogeneous changes in marginal electricity generation costs, in line with the sign
change compared to the dispatch in a world without climate change. Values range
between -5 and 9 EUR/MWh (-8 % to 11 %). All climate change impacts combined
(CC-all) lead to strong increases in marginal electricity generation costs between 15
and 75 EUR/MWh (100 % to 178 %).
The general trend of higher biomass and gas generation, partly fueled with decar-
bonized gas from hydrogen feed-in and biogas, combined with a fuel-switch from
higher emitting other generation to gas results in higher fuel costs in 2100 (Figure
4.5).
Also, given the fixed decarbonization target and reduced generation from low-
carbon technologies, the endogenous prices for carbon permits are bound to in-
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Figure 4.5: Difference in system costs in 2100 due to climate change impacts (No-CC-
anticipation system).
crease, resulting in higher spendings for carbon permits. Note that, as the power
plant fleet is fixed in all scenarios (No-CC-anticipation system), capital costs and
fixed operation and maintenance (FOM) costs do not change. Absolute and relative
aggregated additional system costs over Europe amount to 15.4 bn EUR (8 %) in
2100 for changing wind and solar resources due to climate change (CC-VRE), and
to 0.6 bn EUR to 3.0 bn EUR (0.3 % to 1.6 %) for changes in thermoelectric cooling
water availability (CC-therm), hydro potential (CC-hydro) and electricity demand
(CC-eldemand). Combined impacts of climate change on the No-CC-anticipation sys-
tem result in additional costs of 24 bn EUR in 2100, which represents an increase of
12 %.
4.4.2 Impacts of climate change on a system with climate change
anticipation strategy
In order to investigate changes in optimal system configuration when anticipating
impacts of climate change, the investment planning model is run based on a cli-
mate change anticipation strategy, i.e., taking into consideration expected impacts
of climate change. Thereby, from 2050 onwards, the social planner sees in perfect
foresight what changes to wind, solar and hydro resources are expected to occur, as
well as to which extent cooling water will be available and how electricity consump-
tion will evolve under strong RCP8.5 climate change.
Figure 4.6(a) shows the resulting evolution of the cost-optimal European power
plant mix for a 95 % decarbonization target with anticipation of climate change im-
pacts. Again, in the long term, the CC-anticipation power system is mainly based on
wind and solar capacity, while hydro, storage and gas serve as back-up capacity.
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(a) Capacity (b) Capacity difference
Figure 4.6: Power plant/electrolysis capacity (CC-anticipation system) and capacity differ-
ence compared to No-CC-anticipation system.
In contrast to the No-CC-anticipation system, the CC-anticipation system takes into
consideration impacts of climate change. As such, the expected reduced availabil-
ity of cooling water for nuclear power plants results in a 22 GW reduction in cost-
optimal nuclear capacity in Europe in 2100 (Figure 4.6(b)). Also, expected reduced
wind onshore and solar resource potentials result in 29 GW less wind onshore and
22 GW less solar PV capacity. At the same time, wind offshore sees a large increase of
85 GW over Europe. Apparently, even though wind offshore wind speeds are also ex-
pected to slightly decline in most parts of Europe as a result of climate change (Figure
4.2), the combination of reduced base-load nuclear capacity, cost structures and local
capacity factor reductions leads to a shift in competitiveness between wind onshore
and offshore. Overall, the CC-anticipation system increases its VRE share, compared
to the No-CC-anticipation system. Due to the reduced variability of the changed mix
of VRE towards wind offshore, cost-optimal storage capacity is reduced by 9 GW.
Also, 18 GW of additional gas capacities are built (13 GW OCGT, 5 GW CCGT). The
expectation of higher marginal electricity generation costs in the CC-anticipation
system results in a reduction of cost-optimal electrolysis capacity by 10 GW, because
the competitiveness of other decarbonization options, such as biogas, is increased
compared to the higher power-to-x fuel prices.
Cost-optimal electricity generation of the CC-anticipation system under combined
climate change impacts in 2100 is characterized by a stronger dominance of VRE
electricity generation, accounting for a share of 66 % (Figure 4.7(a)). In line with the
difference in installed capacity, electricity generation from wind offshore increases
to 15 % of total generation, while the share of wind onshore and nuclear decreases
to 38 % and 10 %, respectively.
In order to assess the system performance in a world with climate change, in sce-
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(a) Generation (b) Generation difference (c) System costs / emissions difference
Figure 4.7: Electricity generation in 2100 (CC-anticipation system) and difference in genera-
tion, system costs and emissions in 2100 compared to No-CC-anticipation system,
dispatched under combined climate change impacts.
narios CC-all and CC-all-anticipation, the two strategies No-CC-anticipation and CC-
anticipation are dispatched under all climate change impacts combined. In the CC-
anticipation system, electricity generation from wind offshore sees a strong increase
of 351 TWh compared to the No-CC-anticipation system under combined climate
change impacts (Figure 4.7(b)). It partly replaces the increased gas and biomass
generation being dispatched in the No-CC-anticipation system when subject to com-
bined climate change impacts. On the other hand, it compensates for reduced nu-
clear, hydro, wind onshore and solar PV electricity generation due to their reduced
capacity factors and resulting reduced cost-optimal capacities under combined cli-
mate change impacts.
Reduced nuclear, gas (partly from power-to-x) and biomass generation translates
into reduced fuel costs of -9.5 bn EUR in 2100 (Figure 4.7(c)). As the CC-anticipation
system is able to optimize its investments in decarbonized technologies, the carbon
permit price is reduced compared to the No-CC-anticipation system, leading to a re-
duction in carbon permit costs of -5.8 bn EUR. While the CC-anticipation system fea-
tures increased capital and fixed operation and maintenance costs, mainly driven by
wind offshore investments, they are overcompensated by the fuel and carbon permit
cost reductions. As a result, the cost-optimal power plant mix of the CC-anticipation
system outperforms the No-CC-anticipation system in terms of total system costs by
-3.6 bn EUR in 2100, which represents a reduction of -1.7 %.
As the CC-anticipation system is optimized with respect to climate change impacts,
its cost-optimal power plant mix leads in most parts of Europe to lower marginal elec-
tricity generation costs when dispatched under combined climate change impacts,
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Figure 4.8: Difference in marginal electricity generation costs of the CC-anticipation system
compared to the No-CC-anticipation system, dispatched under combined climate
change impacts.
compared to the No-CC-anticipation system (Figure 4.8).
This is mainly the result of increased VRE generation in the CC-anticipation sys-
tem compared to increased gas and biomass generation in the No-CC-anticipation
system, with resulting higher fuel and carbon permit costs to compensate for unfore-
seen climate change impacts. Interestingly, however, in Norway, a reduction in wind
onshore capacity in the CC-anticipation system due to lower wind onshore capac-
ity factors leads to an increase in marginal electricity generation costs compared to
the No-CC-anticipation system. Reductions in marginal electricity generation costs
in single countries range from -12 to -46 EUR/MWh, except for Norway with an
increase of 9 EUR/MWh. On average, the marginal electricity generation costs in
Europe decrease by -34 EUR/MWh.
Allocation effects of climate change anticipation on wind and solar capacity
Optimal allocation of wind onshore, wind offshore and solar PV capacity is influ-
enced by both the impact of climate change on wind and solar resources (Figure
4.2) as well as the configuration of the residual power system. Figure 4.9(a) and
4.9(b) show the optimal allocation of wind onshore and offshore capacity in the No-
CC-anticipation system and the CC-anticipation system, respectively. The resulting
allocation effects are depicted in Figure 4.9(c).
Wind onshore capacity is overall reduced by 29 GW over Europe in 2100. Spain
and Norway see a reduction in wind onshore capacity of -7 GW and -6 GW, respec-
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(a) Wind power capacity in
2100: No CC anticipation
(b) Wind power capacity in
2100: CC anticipation
(c) Difference CC anticipation
vs no CC anticipation
Figure 4.9: Allocation effects in optimal wind onshore and offshore capacity of the CC-
anticipation system compared to the No-CC-anticipation system in 2100.
tively, while in Norway, there is a shift in optimal capacity allocation from south to
the north. Great Britain, Germany, Poland, Austria, Slovenia, and Estonia also face
reductions in cost-optimal wind onshore capacity, however at amounts lower than
-4 GW. Relative reduction values compared to the total capacity per country range
from -3 % to -10 %.
Wind offshore capacity is strongly increased by a total amount of 85 GW in Europe
in 2100. The increased offshore wind capacity in the optimal CC-anticipation system
is mainly located in north-western France (66 GW), the North Sea coast of Germany
(10 GW) and Denmark (4 GW), as well as the Baltic Sea coast of Poland (5 GW) and
Lithuania (3 GW). The changes in wind offshore capacity allocation is particularly
relevant for grid reinforcement planning, due to the high grid connection costs of
offshore wind sites and the long lifetime of grid infrastructure.
Changes in cost-optimal solar PV capacity allocation over Europe are depicted
in Figure 4.10. Total solar PV capacity is reduced by -22 GW in 2100. Allocation
effects of the CC-anticipation system compared to the No-CC-anticipation system can
be observed in southern Germany (-20 GW, -16 %) and western Poland (-2 GW, -2 %).
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(a) Solar power capacity in
2100: No CC anticipation
(b) Solar power capacity in
2100: CC anticipation
(c) Difference CC anticipation
vs no CC anticipation
Figure 4.10: Allocation effects in optimal solar PV capacity of the CC-anticipation system
compared to the No-CC-anticipation system in 2100.
4.5 Conclusions
This article analyzes the impacts of drastic climate change (RCP8.5) on the Euro-
pean electricity system by applying a two-stage modeling framework based on a
large-scale partial equilibrium model of the European electricity market. Two elec-
tricity systems, which are based on a no climate change anticipation strategy and a
climate change anticipation strategy, are dispatched under climate change impacts
on wind and solar resources, hydro resources, cooling water availability for ther-
moelectric generation and electricity demand. Thereby, the order of magnitude of
isolated climate change impacts on the no climate change anticipation electricity
system is assessed. Building on that, the performance of the two electricity system
design strategies is analyzed in a scenario representing the best-guess expectation
of future climate change impacts, i.e. a scenario where all climate change impacts
are combined.
The analysis shows that the RCP8.5 climate change impact on wind and solar en-
ergy resource availability has the largest consequences for the European electricity
system, compared to climate change impacts on hydro power, cooling water avail-
ability and electricity demand. A system designed without anticipation of climate
change impacts reacts to combined climate change impacts with increased gas and
biomass electricity generation to compensate for the reduced capacity factors of wind
and solar, reduced hydro generation, reduced nuclear generation due to cooling wa-
ter constraints and increased demand due to climate change. In consequence, system
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costs in 2100 increase by 24 bn EUR, or 12 %, due to increased fuel and carbon per-
mit costs. Marginal electricity generation costs show strong absolute and relative
increases of 15 to 75 EUR/MWh and 100 % to 178 %, respectively. Applying a sys-
tem design strategy based on climate change anticipation results in a large increase
in cost-optimal wind offshore capacity in 2100 (85 GW), at a reduction of 29 GW
wind onshore, 22 GW solar PV and 9 GW storage capacity. Consequently, overall
cost-optimal VRE capacity increases. Nuclear capacity is reduced by 22 GW due to
lower cooling water availability and resulting competitive disadvantages. The trend
towards wind offshore is driven by a combination of reduced base-load nuclear ca-
pacity, cost structures and local capacity factor reductions in wind due to climate
change, resulting in a shift in competitiveness towards offshore. Compared to a sys-
tem designed without climate change anticipation, the climate change anticipating
system reduces total system costs by 3.6 bn EUR in 2100 in a world with RCP8.5 cli-
mate change impacts. Marginal electricity generation costs can thereby be reduced
by -12 to -46 EUR/MWh, except for Norway, where reduced wind onshore capacity
factors due to climate change lead to an increase in marginal electricity generation
costs of 9 EUR/MWh.
Our results imply that impacts of climate change show non-negligible effects on
electricity systems with system cost increases up to 12 % when climate change im-
pacts are not anticipated. Ramping up climate ambition to comply with the Paris
Agreement and designing mitigation measures to avoid drastic RCP8.5 climate change
impacts should therefore be treated with highest priority in order to limit economic
damage in a world beyond 1.5 ◦C global warming, compared to a world with 1.5 ◦C
(Burke et al. (2018), IPCC (2018b)). However, in order to be prepared for futures
beyond 2 ◦C, which are likely from today’s perspective, long-term electricity system
planning based on energy scenarios from numerical optimization models should ac-
count for impacts of climate change. In particular considering the long technical
lifetime of certain assets like hydro and nuclear power plants, as well as grid infras-
tructure, some decisions on the end-of-century electricity system design may have
to be taken in the years to come. Thereby, in particular allocation effects in optimal
wind onshore and wind offshore capacity should be accounted for. In order to reach
cost-optimal allocation as a market outcome, the regulator may design a market
environment focusing on transparent price signals, e.g., via nodal pricing. Consid-
ering the order of magnitude of isolated climate change impacts, next to impacts on
VRE, the regulator is advised to take into consideration constraints in cooling wa-
ter availability when setting the regulatory framework for cost-optimal power plant
investments, including the choice of cooling technology.
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In future work, this analysis could be extended to account for different climate
change scenarios based on various GCM-RCM model chain combinations to account
for the uncertainty of single climate model runs. Furthermore, the effect of increas-
ing the temporal granularity of the impacts on hydro power potential, cooling water
availability and electricity consumption could be analyzed. Finally, further research
could extend this analysis towards robust decision making considering the uncer-
tainty of different climate change futures.
Acknowledgments
The author thanks Felix Höffler for his helpful comments, Philipp Henckes for the
inspiring cooperation and access to the meteorological data, Johannes Wagner for
in-depth discussions and Henrike Sommer for her support. The work was carried out
within the UoC Emerging Group on ‘Energy Transition and Climate Change (ET-CC)’.
Funding by the DFG Zukunftskonzept (ZUK 81/1) is gratefully acknowledged.
107
4 How Does Climate Change Affect Optimal Allocation of Variable Renewable Energy?
4.6 Appendix
Sets
i ∈ I Technologies
m, n ∈M Markets
y ∈ Y Years
d ∈ D Days (D: Typical days or all days)
h ∈ H Hours (H: Reduced hours or all hours)
Parameters
l MWh Exogenous electricity demand
lpeak MWh Peak electricity demand
x - Availability of electricity generator
x¯ MW Electricity generation capacity for dispatch
v - Capacity value of electricity generators
k¯ MW Transmission capacity
η - Efficiency
δ EUR/MW Fixed costs
γ EUR/MW Variable costs electricity generation
κi tCO2eq/MWh Fuel-specific emission factor
GHGcap tCO2eq Greenhouse gas emissions cap
T C bn. EUR Total costs
Variables
x¯ MW Electricity generation capacity
g MWh Electricity generation
k MWh Electricity transmission between markets
Table 4.5: Model sets, parameters and variables.
AT Austria FI Finland NL Netherlands
BE Belgium FR France NO Norway
BG Bulgaria GB Great Britain PL Poland
CH Switzerland GR Greece PT Portugal
CZ Czech Republic HR Croatia RO Romania
DE Germany HU Hungary SE Sweden
DK (East) Eastern Denmark IE Ireland SI Slovenia
DK (West) Western Denmark IT Italy SK Slovakia
EE Estonia LT Lithuania
ES Spain LV Latvia





CCGT Combined-cycle gas turbine
CCU Carbon capture and utilization
CO2 Carbon dioxide
CSP Concentrated solar power
DSR Demand side response
EUR Euro
FOM Fixed operation and maintenance
GCM Generation circulation pathway / global climate model
GHG Greenhouse gas
GW Gigawatt
IPCC Intergovernmental Panel on Climate Change
LCOE Levelized costs of electricity
NTC Net transmission capacity
OCGT Open-cycle gas turbine
PV Photovoltaics
RCM Regional climate model
RCP Representative concentration pathway
t Ton
TWh Terawatt hour
VRE Variable renewable energy
WMO World Meteorological Organization
Table 4.7: Abbreviations.
Numerical assumptions
Fuel type 2015 2020 2030 2040 2050 ... 2120
Nuclear 3 3 3 3 3 ... 3
Lignite 2 3 3 3 3 ... 3
Coal 9 10 11 11 11 ... 11
Oil 22 33 49 58 58 ... 58
Natural gas 15 19 25 28 28 ... 28
Table 4.8: Assumptions on gross fuel prices (EUR/MWhth), based on scenario New Policies
in World Energy Outlook 2017 (IEA (2017b)).
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Technology 2015 2020 2030 2040 2050 ... 2120
Wind onshore 1656 1602 1548 1512 1476 ... 1476
Wind offshore (bottom-fixed, <50 m depth) 3493 3168 2473 2236 2061 ... 2061
Wind offshore (floating, >50 m depth) 3749 3460 2581 2300 2099 ... 2099
Photovoltaics (roof) 1440 1152 972 882 792 ... 792
Photovoltaics (ground) 1188 936 774 702 630 ... 630
CSP 4494 3989 3429 3102 2805 ... 2805
Biomass (solid) 3298 3297 3295 3293 3287 ... 3287
Biomass (gas) 2826 2826 2826 2826 2826 ... 2826
Geothermal 12752 10504 9500 9035 9026 ... 9026
Hydro (river) 5000 5000 5000 5000 5000 ... 5000
Compressed air storage 1100 1100 1100 1100 1100 ... 1100
Pump storage 2336 1237 1237 1237 1237 ... 1237
Battery 1000 1000 750 650 550 ... 550
Nuclear 5940 5400 4590 4050 4050 ... 4050
OCGT 450 450 450 450 450 ... 450
CCGT 1031 900 900 900 900 ... 900
IGCC 2350 2350 2350 2300 2300 ... 2300
Coal 1800 1800 1800 1800 1800 ... 1800
Coal (advanced) 1980 1980 1980 1980 1980 ... 1980
Lignite 1596 1596 1596 1596 1596 ... 1596
Table 4.9: Assumptions on generation technology investment costs (EUR/kW). Conventional
power plants, PV and wind onshore are based on scenario New Policies in World
Energy Outlook 2017 (IEA (2017b)). Wind offshore is based on Myhr et al.







Wind onshore 13 1 25
Wind offshore (bottom-fixed, <50 m depth) 93 1 25
Wind offshore (floating, >50 m depth) 93 1 25
Photovoltaics (roof) 17 1 25
Photovoltaics (ground) 15 1 25
CSP 100 0.37 25
Biomass (solid) 120 0.30 30
Biomass (gas) 165 0.40 30
Geothermal 300 0.23 30
Hydro (river) 12 1 60
Compressed air storage 9 0.70 40
Pump storage 12 0.76 60
Battery 10 0.90 20
Nuclear 101-156 0.33 60
OCGT 19 0.28-0.40 25
CCGT 24-29 0.39-0.60 30
IGCC 44-80 0.46-0.50 30
Coal 44-60 0.37-0.46 45
Coal (advanced) 64 0.49 45
Lignite 46-53 0.32-0.46 45
Table 4.10: Assumptions on techno-economic parameters of electricity generators, based on




Country 2015 2020 2030 2040 2050 ... 2120
AT 70 73 77 81 81 ... 81
BE 85 87 96 92 92 ... 92
BG 33 41 34 44 44 ... 44
CH 63 62 72 58 58 ... 58
CZ 63 69 71 76 76 ... 76
DE 521 565 576 576 576 ... 576
DK_E 13 15 15 21 21 ... 21
DK_W 20 26 24 33 33 ... 33
EE 8 9 9 11 11 ... 11
ES 263 268 273 290 290 ... 290
FI 82 90 90 102 102 ... 102
FR 475 481 501 469 469 ... 469
GB 333 328 373 341 341 ... 341
GR 51 57 55 70 70 ... 70
HR 17 19 18 25 25 ... 25
HU 41 43 42 52 52 ... 52
IE 27 31 30 41 41 ... 41
IT 314 326 318 405 405 ... 405
LT 11 12 11 15 15 ... 15
LV 7 8 9 10 10 ... 10
NL 113 115 118 137 137 ... 137
NO 128 136 152 148 148 ... 148
PL 151 163 185 251 251 ... 251
PT 49 51 49 58 58 ... 58
RO 55 58 61 73 73 ... 73
SE 136 142 160 146 146 ... 146
SI 14 13 16 21 21 ... 21
SK 27 29 33 36 36 ... 36
Table 4.11: Assumptions on the future development of net electricity demand including net-
work losses (TWh), based on scenarios Best Estimate (2020), European Com-
mission (2030), Global Climate Action (2040 - 2120) in TYNDP2018 (ENTSO-E
(2018)).
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Number of clusters





AT 1 0 0 1
BE 1 1 0 1
BG 1 1 1 1
CH 1 0 0 1
CY 1 0 0 1
CZ 1 0 0 1
DE 4 1 0 4
DK_E 1 1 1 1
DK_W 1 1 1 1
EE 1 1 1 1
ES 5 1 1 5
FI 3 1 1 3
FR 6 1 1 6
GB 2 1 1 2
GR 1 1 1 1
HR 1 1 1 1
HU 1 0 0 1
IE 1 1 1 1
IT 3 1 1 3
LT 1 1 1 1
LU 1 0 0 1
LV 1 1 1 1
NL 1 1 0 1
NO 4 1 1 4
PL 3 1 1 3
PT 1 1 1 1
RO 2 1 1 2
SE 4 1 1 4
SI 1 0 0 1
SK 1 0 0 1
Table 4.12: Number of spatial clusters for VRE per country.
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5 The Role of Electricity in Decarbonizing
European Road Transport - Development and
Assessment of an Integrated Multi-Sectoral
Model
Despite regulation efforts, CO2 emissions from European road transport have con-
tinued to rise. Increased use of electricity offers a promising decarbonization option,
both to fuel electric vehicles and run power-to-x systems producing synthetic fuels.
To understand the economic implications of increased coupling of the road transport
and electricity sectors, an integrated multi-sectoral partial-equilibrium investment
and dispatch model is developed for the European electricity and road transport sec-
tors, linked by an energy transformation module to endogenously account for, e.g.,
increasing electricity consumption and flexibility provision from electric vehicles and
power-to-x systems. The model is applied to analyze the effects of sector-specific
CO2 reduction targets on the vehicle, electricity and power-to-x technology mix as
well as trade flows of power-to-x fuels in European countries from 2020 to 2050.
The results show that, by 2050, the fuel shares of electricity and power-to-x fuels in
the European road transport sector reach 37 % and 27 %, respectively, creating an
additional electricity demand of 1200 TWh in Europe. To assess the added value of
the integrated modeling approach, an additional analysis is performed in which all
endogenous ties between sectors are removed. The results show that by decoupling
the two sectors, the total system costs may be significantly overestimated and the
production costs of power-to-x fuels may be inaccurately approximated, which may
affect the merit order of decarbonization options.
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5.1 Introduction
Preventing severe, pervasive and irreversible impacts of climate change requires
rapid emission reduction in all sectors (IPCC (2014b)). However, European road
transport emissions have increased by 22 % since 1990, accounting for a share of
21 % of total European greenhouse gas emissions in 2016 (EEA (2018)). European
regulation such as fleet targets for the average carbon emission levels for new ve-
hicles is one of the more recent attempts to decarbonize road transport; however,
factors such as increasing road transport demand and the countinued adoption of
fossil-fueled gasoline and diesel motors have counteracted emission reduction ef-
forts. Diversification of the current fuel and vehicle mix using alternatives such as
natural gas, hydrogen, biofuels, synthetic fuels and electricity would offer decar-
bonization opportunities – yet the cost-optimal pathway to a low-carbon fuel mix
remains unclear.
Most recently, electricity has gained attention as an energy carrier capable not only
of fueling electric vehicles but also power-to-x (ptx) systems to produce synthetic
power-to-x fuels (ptx fuels). More specifically, stand-alone electrolysis or electroly-
sis coupled with, e.g., methanation or Fischer-Tropsch synthesis can produce zero-
carbon and carbon-neutral fuels for the road transport sector.1 Yet decarbonizing
the road transport sector via electricity results in the road transport and electricity
sectors being coupled such that supply and demand become linked across sectors,
which may have significant impacts on the future energy system. On the one hand,
increased electricity consumption from road transport and ptx systems would re-
quire additional electricity generation, which must be produced subject to its own
emission reduction regulations. In this case, both the marginal cost of electricity
generation as well as marginal CO2 abatement costs of the electricity sector would
be influenced by the electricity demand from road transport and ptx systems. On
the other hand, linking the road transport and electricity sectors may provide sys-
tem flexibility since, e.g., electric vehicles or electrolysis may serve as energy storage
capacities for the electricity sector. Especially in the case of high variable renewable
energy (VRE) deployment, power-to-x systems may consume electricity in hours of
high VRE supply and very low or even negative electricity prices as well as may offer
ptx fuels to generate electricity in times of poor VRE supply and critical demand.
1Zero-carbon fuels refers to fuels with a chemical composition without C-atoms and thus with no
carbon emissions associated when burnt. Carbon-neutral fuels, however, generate carbon emissions
during combustion, but consist of recycled carbon and thus form part of the carbon cycle (see
Section 5.2.1 for a more detailed discussion).
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With growing pressure for decarbonization and an increased interest in electri-
fication, it becomes vital to understand the economic implications of coupling the
road transport and electricity sectors. One common method to assess long-term
market behavior is via numerical optimization models, which assume future devel-
opments in, e.g., emissions, electricity demand and technologies. However, many
current modeling approaches tend to either focus on a single sector or on the energy
system as a whole. As such, they either fall short of accounting for cross-sectoral
interdependencies or lack granularity in their representation of technologies regard-
ing, e.g., road transport and energy transformation such as power-to-x. Therefore,
the paper at hand seeks to answer the following research questions: i) how can the
road transport sector and energy transformation technologies be integrated into an
electricity market model?, ii) what are the key interactions between the sectors and
technologies, and how may these contribute to decarbonization?, and iii) what is the
added value of modeling the electricity and road transport sectors as well as energy
transformation processes in an integrated multi-sectoral framework?
Within the scope of this paper, an integrated multi-sectoral partial-equilibrium
investment and dispatch model combining the European electricity and road trans-
port sectors is developed. A linear dynamic electricity market optimization model
is extended to include both the European road transport sector in a road transport
module as well as cross-sectoral conversion technologies such as power-to-x systems,
with the x indicating a synthetic gas or fuel, in an energy transformation module.
The focus lies not only on creating a detailed technological representation within
each module but also on properly accounting for any interconnections between the
electricity and road transport sectors as well as energy transformation processes.
These include all electricity consumption from electric mobility or from energy trans-
formation as well as ptx fuel flows to the road transport and electricity sectors, both
within countries and across borders. Furthermore, the model observes any cross-
sectoral emissions, such as upstream emissions in the electricity sector emitted dur-
ing electricity generation for the road transport sector. Many cross-sectoral tech-
nologies such as power-to-x systems may only become competitive if they can be
rewarded for their carbon-neutral nature, which is only apparent when considering
the complete emissions cycle of the fuel production pathway.
The extended integrated multi-sectoral model is then able to simulate cost-minimal
decarbonization pathways for the electricity and road transport sectors in European
countries up to 2050. In order to demonstrate the capabilities of the model devel-
oped, an exemplary scenario is presented to analyze the effects of sector-specific CO2
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reduction targets on the long-term vehicle, electricity and ptx technology mix in Eu-
rope. The model yields the cost-optimal solution, minimizing the total costs of the
electricity sector as well as the total costs for the vehicles, fuel use and infrastructure
needed to reach the CO2 reduction goals. The results of the single scenario analy-
sis show that, by 2050, the fuel share of electricity and ptx fuels in the European
road transport sector reaches 37 % and 27 %, respectively, creating an additional
electricity demand of 1200 TWh in Europe. The scenario results provide a basis for
understanding the integrated multi-sectoral model, revealing endogenous marginal
costs of electricity generation and sector-specific marginal CO2 abatement costs as
well as cross-border trade flows that reflect the cost-optimal decarbonization path-
way under integrated sectors.
In order to understand the added value of building complex integrated models,
the second part of the analysis applies the model with decoupled sectors, removing
all endogenous ties between the modules and allowing each to be optimized inde-
pendently of one another. Additional electricity demanded by road transport and
energy transformation is therefore ignored by the electricity sector. Electricity prices
for the road transport module are defined exogenously. The energy transformation
module, which is by definition coupled to the electricity sector, is shut off; however
power-to-x fuels can be bought by either the electricity or road transport sector at
a fixed price equal to the expected production costs. The results show that by de-
coupling the two sectors, the total system costs may be significantly overestimated
and the production costs of ptx fuels inaccurately approximated, which may affect
the merit order of decarbonization options. By comparing the model results, con-
clusions may be made as to the added value of integrated multi-sectoral modeling
and the key discrepancies that may occur when performing single-sector analyses.
This paper is related to two streams of literature. The first relevant stream en-
compasses research that develops multi-sectoral models covering electricity, road
transport and energy transformation. In particular, a large body of literature seeks
to extend the MARKAL family of models2 to include additional sectors and technolo-
gies, with a smaller niche addressing electrification of road transport and power-to-x
fuels. Dodds and McDowall (2014) and Dodds and Ekins (2014) extend the MARKAL
model to simulate the road transport sector in the UK, with a particular focus on hy-
drogen consumption. Similarly, Börjesson and Ahlgren (2012) develop and integrate
2The MARKAL (Market Allocation) family of models, including GMM, TIMES and TIAM, were some of
the first energy system models (early contributions include Fishbone and Abilock (1981)). MARKAL
and its descendants are widely-applied partial equilibrium, bottom-up, dynamic optimization mod-
els that are used to identify the energy system meeting energy service demands with the lowest
discounted capital, operating and resource costs (Loulou et al. (2004), Dodds and Ekins (2014)).
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a transport module into MARKAL for the Nordic regions in order to asses taxation
strategies. Two other MARKAL models, namely TIMES and TIAM, are also often
seen in literature on coupling the road transport and electricity sectors. Both Sgobbi
et al. (2016) and Thiel et al. (2016) extend the TIMES model developed in Simoes
et al. (2013) to simulate road transport in Europe with approximately 50 vehicle
technologies, assessing decarbonization with hydrogen and electricity, respectively.
Studies by van der Zwaan et al. (2013) and Rösler et al. (2014) build on the TIAM
model described in Rösler et al. (2011) to perform an integrated assessment of de-
carbonizing the global and European road transport sector, comparing endogenous
CO2 prices across sectors. Apart from MARKAL-based analyses, other simulations of
the electricity and road transport sectors include papers by Hedenus et al. (2010)
and Krishnan et al. (2014), who build on the models GET 7.0 and NETPLAN, respec-
tively, to determine the future vehicle mix and fuel supply under carbon constraints.
Although many of the aforementioned studies use modeling techniques to address
similar issues to the study at hand, none of the methodologies were found to imple-
ment the same level of temporal, spatial and technological granularity. Often only
hydrogen production via electrolysis and the direct use of electricity appear to be
coupled to the electricity sector, ignoring the production of other ptx fuels. The pos-
sibility to use ptx fuels to decarbonize the electricity sector next to the road transport
sector is also not taken into account. Furthermore, the dispatch of ptx technologies
is often exogenous, i.e., the utilization rate of, e.g., an electrolysis system is exoge-
nously defined while its investments are endogenous. In the model developed in
this paper, ptx systems are exposed to developments in the electricity system at a
higher temporal resolution than in the models mentioned. Trade flows of ptx fuels
were also found to be possible in only a limited number of cases and are never ex-
amined in detail. As such, the study at hand seeks to contribute to the literature
on integrated electricity and road transport sector models by accounting for a wide
range of ptx applications, optimizing European electricity and ptx fuel production
as well as simulating cost-minimizing trade flows according to endogenous market
conditions.
The second relevant literature stream focuses on single-sector analyses of the road
transport sector and the resulting optimal decarbonization pathways. Many studies
assess the penetration of alternative vehicle technologies under certain scenarios
(e.g., Pasaoglu et al. (2016), Harrison et al. (2016)). Ou et al. (2013) as well as
Gambhir et al. (2015) simulate the Chinese road transport sector up to 2050 to
determine total costs under varying penetration levels of electric or hydrogen fuel-
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cell vehicles. Applying similar methods to those used in the road transport module
developed in this paper, Romejko and Nakano (2017) perform a cost minimization
for the Polish road transport sector in order to determine endogenous vehicle invest-
ments and carbon emissions up to 2030. However, as the models used are decoupled
from the energy system, all three papers must assume exogenous prices for all fuels,
including electricity. One aim of the study at hand is to gain understanding as to
how exogenous assumptions on cross-sectoral parameters may cause the model to
deviate from the cost-optimal solution. The assessment of the added value of cou-
pled models, a step that none of the aforementioned studies perform, is another key
contribution of this paper.
The remainder of the paper is organized as follows: In Section 5.2, the method-
ology behind the coupling of the electricity market, energy transformation and road
transport modules as well as behind the individual modules are explained in detail.
The scenario framework and results of the integrated model are presented in Section
5.3, and the comparison to a decoupled model is made in Section 5.4. Section 5.5
concludes.3
5.2 Methodology
One of the main objectives of the research at hand is to develop a consistent, inte-
grated energy system model. The foundation of the work presented is the electricity
market model DIMENSION, which has been used in numerous analyses;4 yet with
increasing electrification in synthetic fuel production and road transport, complex
interactions arise that cannot be investigated with a single-sector model. In order to
account for these multi-sectoral effects, not only do the energy transformation and
road transport modules themselves need to be modeled in detail, it is also critical
that any interdependencies with the electricity market are also properly simulated.
The remainder of this section is structured as follows: Section 5.2.1 begins by
providing an overview of the model developed in this study as well as identifies the
key links connecting the individual modules. The main equations, assumptions and
parameters for the energy transformation and road transport modules are then given
in Sections 5.2.2 and 5.2.3, respectively. For completeness, a short overview of the
electricity market module is also included in Appendix 5.6.
3See Appendix 5.6 for a list of abbreviations and nomenclature used throughout this paper.
4See, e.g., Jägemann et al. (2013), Knaut et al. (2016) and Peter and Wagner (2018).
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5.2.1 Developing an integrated multi-sectoral model
Overview of the model
Figure 5.1 presents an overview of the model developed and shows how the indi-
vidual modules (electricity market, energy transformation and road transport) are
connected on the supply side. A key factor of this analysis is that the entire fuel
supply chain, from the primary energy source to final fuel consumed, is taken into
account. The different fuel types and their production paths can be seen in Figure
5.1.
Figure 5.1: Overview of the model developed for this study. The yellow area indicates the
electricity market module, the blue area the energy transformation module and
the red area the road transport module.
The electricity market module, as shown in the yellow area of Figure 5.1, is re-
sponsible for providing the necessary investments to supply electricity to meet both a
country-specific exogenous electricity demand5 (indicated by the black box) as well
as any electricity-consuming technologies in both the energy transformation module
(the blue area of Figure 5.1) or the road transport module (the red area of Figure
5.1). The yellow lines exiting the yellow area of the electricity market module in-
5The electricity market module is also subject to an endogenous electricity demand from, e.g., storage
or demand side response (see Appendix 5.6). For simplification, this is excluded from Figure 5.1.
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dicate these electricity flows. The green and gray boxes are the renewable/bio and
fossil fuels, respectively, that are available to the power plant fleet.6
The energy transformation module (the blue area) installs power-to-x as well as
liquefaction capacities. The blue boxes in Figure 5.1 show the different ptx processes
that are accounted for in the energy transformation module, including electrolysis,
CO2 air capture, methanation, Fischer-Tropsch synthesis as well as hydrogen and
methane/gas liquefaction.7 Endothermic processes such as electrolysis, which splits
water into oxygen and hydrogen, and liquefaction require an electricity input from
the electricity market module, as indicated by the yellow lines. The blue lines indi-
cate the flow of ptx fuels, which include zero-carbon ptx hydrogen gas (PtX H2) and
ptx liquefied hydrogen (PtX LH2) as well as carbon-neutral ptx methane gas (PtX
CH4), ptx liquid methane (PtX LCH4) as well as ptx synthetic gasoline (PtX Gaso-
line) and ptx synthetic diesel (PtX Diesel).8 The dark green boxes and lines depict
the production of a gas mixture (Gas Mix), created by feeding in zero-carbon hydro-
gen from the electrolysis system into the existing natural gas grid.9 The resulting
gas mixture is equivalent to a low-carbon substitute for fossil natural gas and can
also be liquefied via methane/gas liquefaction to provide a low-carbon alternative
to fossil liquefied natural gas (Liq. Gas Mix). The energy transformation module is
not subject to an exogenous demand but rather optimizes its supply according to the
other modules, meaning that ptx fuels can either be supplied back to the electricity
market module (i.e., as ptx methane or gas mix for electricity generation) or to the
road transport module to be used in a wide range of vehicle technologies.
The road transport module invests in vehicle technologies as well as infrastructure
to cover an exogenous demand for road transport (indicated by the black box), vary-
ing across countries and years. In the model, the equilibrium condition is defined
in annual vehicle kilometers, which in turn defines an energy demand based on the
vehicle’s motor type and specific fuel consumption. As indicated by the red lines,
a single vehicle technology may consume multiple fuel types, as explained in Sec-
6Investments in nuclear power are only allowed in countries with no existing nuclear phase-out poli-
cies. Investments in carbon capture and storage (CCS) technologies are not allowed due to a
general lack of social acceptance in European countries.
7Unlike the other processes presented, CO2 air capture is not modeled as an investment object but
rather assumed to be available at a feedstock price equal to the average costs of CO2 air capture
(see Section 5.2.2).
8The upstream emissions from the electricity generation used as input for the ptx production processes
are accounted for within the electricity market emissions. Therefore, the zero-carbon and carbon-
neutral properties hold with respect to the sector in which the fuel is used, irrespective of how the
electricity was generated in the first place.
9The existing natural gas grid is not modeled as an investment object but rather as an energy con-
straint (see Section 5.2.2).
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tion 5.2.1. In addition to ptx fuels (blue and dark green boxes), the road transport
module may also purchase fossil fuels (gray boxes) such as gasoline, diesel, natural
gas (CNG), liquefied natural gas (LNG), hydrogen gas (H2) and liquefied hydrogen
(LH2) from natural gas reformation as well as biofuels (light green boxes) such as
biodiesel, biogasoline, biogas and bio LNG. Fossil fuels and biofuels can be bought
from the global commodity market at a price reflecting both the raw fuel and the fuel
production costs.10 Electricity may also be consumed in the road transport module,
which is endogenously supplied by the electricity market module.
The integrated multi-sectoral model optimizes the energy transformation and road
transport modules simultaneously with the electricity market module to determine
the cost-efficient investment and dispatch strategy for meeting electricity and road
transport demand of each country. To this end, accumulated discounted total sys-
tem costs are minimized subject to regulatory conditions as well as technical con-
straints such as carbon emission reduction targets11 or energy balance restrictions.
The model allows for an integrated analysis yielding a cost-minimal, welfare-optimal
solution across multiple coupled sectors. The spatial scope of the model covers 28
countries, including 26 countries of the European Union as well as Norway and
Switzerland.12 The analyzed time period spans 2015 to 2050 in 5-year steps. For
computational tractability, the model applies a reduced temporal resolution based
on 16 typical days.13
Understanding the structure of the electricity market module
The model developed within the scope of this study is an extended version of the
dynamic electricity market model DIMENSION, similar to the integrated problem
for investment and operation as presented in, e.g., Turvey and Anderson (1977). It
may be interpreted as a social planner problem in which the social planner minimizes
10Costs for oil refining, natural gas reformation, etc. are added as a price markup to the commodity
price. Note that such a marginal cost approach does not take into account any sunk costs such as
the investment costs for oil refineries. Biofuels are assumed to be traded on a European market,
with prices based on the fossil-based equivalent plus a 20 % markup.
11In its current form, the model only considers CO2 emissions and does not account for other exter-
nalities such as air pollution and resulting health damage.
12See Table 5.3 in Appendix 5.6 for a complete list of the countries considered.
13In order to represent a full year, the typical days are scaled up by multiplying each typical day with its
frequency of occurrence. Each typical day consists of four time slices representing six consecutive
hours. The authors have chosen this temporal resolution due to restrictions in computational power
given the complexity of the multi-sectoral model framework. As shown in Nahmmacher et al.
(2016a), a temporal resolution exceeding 48 time slices is assumed to be sufficient to ensure reliable
results when using investment models for electricity.
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total system costs under perfect foresight for investments in generation capacity and
the operation of generation and transmission between markets.14
As is often seen in the literature on electricity market modeling, fundamental as-
sumptions are necessary to reduce the complexity of the optimization problem. The
model at hand assumes inelastic demand due to, e.g., the lack of real-time pricing
as well as market clearing under perfect competition. As such, the problem can be
treated as a linear optimization, as shown in Equation (5.1). The objective func-
tion (5.1a) minimizes total costs T C , i.e., the sum of the fixed costs of generation
capacity x¯i,m and variable costs of generation gi,m,t of technology i in market m.
15
Investing in additional generation capacities comes with costs of δi,m and generation
incurs variable costs of γi,m,t .













kn,m,t ∀m, t, m 6= n (5.1b)
gi,m,t ≤ x i,m,t x¯i,m ∀i, m, t (5.1c)
|km,n,t | ≤ k¯m,n ∀m, n, t, m 6= n (5.1d)









for technologies i ∈ I, markets m, n ∈M and time t ∈ T.
The cost-minimizing objective function is subject to various constraints: The equilib-
rium condition (5.1b) ensures that supply, i.e., the sum of generation gi,m,t and elec-
tricity exchanges between markets m and n, kn,m,t and km,n,t , equals demand lm,t .
The two capacity constraints (5.1c) and (5.1d) require that generation and trans-
mission are restricted by installed generation and transmission capacities. Equation
(5.1e) states that electricity trades from market m to market n are equal to nega-
tive trades from market n to market m. The peak capacity constraint (5.1f) requires
14The electricity market model DIMENSION will be referred to as the electricity market module hence-
forth. The reader is referred to Richter (2011), Fürsch et al. (2013) and Jägemann et al. (2013) for
more detailed descriptions of the model DIMENSION, which was developed and has been main-
tained at the Institute of Energy Economics at the University of Cologne (EWI).
15See Table 5.2 in Appendix 5.6 for a complete list of model sets, parameters and variables. Unless
otherwise noted, bold capital letters indicate sets, lowercase letters parameters and bold lowercase
letters for optimization variables.
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the sum of generation capacities x¯ weighted by their capacity values16 vi,m is to
be greater than or equal to the market-specific annual peak load lm,peak. The peak
capacity constraint is typically introduced in long-term investment models that are
based on a reduced temporal resolution, e.g., a typical-days approach, to ensure se-
curity of supply even when only modeling select hours. Finally, the decarbonization
constraint (5.1g) requires the sum of greenhouse gas emissions of all technologies
in all markets to be lower than a certain greenhouse gas cap. The emissions are cal-
culated by dividing electricity generation gi,m,t by the technology-specific efficiency
ηi,m to determine the technology’s fuel consumption, which is then multiplied with
its fuel-specific emission factor κi .
Identifying key links between modules
Within the scope of this research, two additional modules were developed and em-
bedded into the optimization problem shown in Equation (5.1): a road transport
module simulating the European road transport sector and an energy transforma-
tion module simulating conversion technologies, e.g., power-to-x systems providing
fuels to the electricity and road transport sectors.
The complexity of a multi-sectoral model lies within the proper representation of
interlinkages between the modules.17 Within the integrated multi-sectoral model,
the electricity market module is still represented by Equations (5.1b) - (5.1f), which
now, however, only apply to the set of electricity market technologies i ∈ Iel, i.e., a
sub-quantity of the entire quantity of technologies I = Iel + Irt + Iet comprising all
technologies from the electricity market module, the road transport module and the
energy transformation module.
The cost-minimizing objective function (5.1a) is still valid; however it now en-
compasses technologies from all modules, i.e., i ∈ I, and thereby represents the core
of the integrated modeling approach. The fixed costs δi,m include the annuity as
well as the yearly fixed operation and maintenance costs of power plants, vehicles
and infrastructure as well as ptx and liquefaction systems. The variable costs γi,m,t
include fuel costs as well as costs for, e.g., CO2 air capture and fuel distribution (see
Sections 5.2.2 and 5.2.3).
One key link between the modules is achieved via modifying the equilibrium con-
16In the existing literature, capacity value and capacity credit are often used as synonyms. Throughout
this paper, the term capacity value is used.
17See Figure 5.8 in Appendix 5.6 for a schematic representation of the key links between the modules.
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dition (5.1b) in order to account for the endogenous electricity demand from all
modules. In addition to the endogenous electricity demand in the electricity market
module, e.g., by storage technologies, both the energy transformation module and
the road transport module may demand electricity in order to generate ptx fuels
(see Section 5.2.2) or fuel electric vehicles (see Section 5.2.3), which in turn must
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where the electricity demand has both an exogenous component, lm,t , and an
endogenous component, represented by the electric energy consumption ec f , f 1,m,s,t
for f 1 = f = electricity, summed over sectors s.
Another key link between the modules is the endogenous country-specific electric-
ity price. It is implicitly visible to all modules as they are all subject to one common
cost-minimizing objective function (5.1a). The endogenous country-specific elec-
tricity price is derived from the dual variable of Equation (5.2) and represents the
change in total system costs for supplying one additional unit of electricity. The
remaining two key links between the modules consist of the endogenous ptx fuels
demand and the resulting endogenous ptx fuel price in the energy transformation
module: The endogenous ptx fuel demand drives investments in ptx and liquefac-
tion technologies, which in turn determines the implicit ptx fuel prices, discussed in
Section 5.2.2.
Introducing substitute fuels
Both the electricity market module and road transport module have a wide range of
fuels to choose from when making the investment decision in an electricity genera-
tion or vehicle technology. However, some of the fuel choices are substitutes, varying
only in, e.g., production costs and upstream carbon emissions. For example, a fuel-
cell vehicle running on hydrogen can run both on ptx and fossil-based hydrogen;
yet the model must be able to distinguish between the two fuel types as hydrogen
from electrolysis differs strongly in terms of production cost and upstream carbon
emissions compared to that from natural gas reformation. Moreover, both carbon-
based ptx fuels and biofuels are assumed to be carbon neutral, which can only be




As a result, the concept of substitute fuels is introduced in order to differentiate
fuels by how they are produced while still allowing for fuels to be grouped by their
type (Table 5.1).18 It should be noted that for fuels without multiple substitute fuels
(e.g., electricity, coal, lignite), f equals f 1. For simplification they are omitted from
Table 5.1.
Fuel type f Substitute fuels f1
Diesel Diesel PtX Diesel Biodiesel
Gasoline Gasoline PtX Gasoline Biogasoline
Gas CNG PtX CH4/Gas Mix Biogas
Liquefied Gas LNG PtX LCH4/Liq. Gas Mix Bio LNG
Hydrogen H2 PtX H2
Liquefied Hydrogen LH2 PtX LH2
Table 5.1: Fuel types and the corresponding substitute fuels.
By applying the concept of substitute fuels, not only can each sector’s endogenous
energy consumption ec f , f 1,m,s,t be determined for a certain fuel type f , but the mix
of substitute fuels f 1 can be simultanously derived, taking into account constraints
such as decarbonization targets. As such, in terms of the electricity market model
given in Equation (5.1), the energy consumption of power plants in the electricity
sector is then defined by
∑
f 1







For example, the ptx methane consumption of a power plant in the electricity
sector s = el of market m is depicted by ec f , f 1,m,s,t with f = gas and f 1 = ptx
methane. The electricity consumption of, e.g., a pump storage is denoted by f 1 =
f = electricity.
18It should be noted that the concept of substitute fuels ignores any differences in the chemical com-
position of the respective fuels. Substitute fuels are thus treated, economically speaking, as perfect
substitutes. This assumption is justified in an economic model as long as the fuel-consuming tech-
nologies can interchangeably switch between fuels without affecting their performance.
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Accounting for upstream emissions and the carbon cycle
Carbon emissions from combustion processes are based on the carbon content of the
respective fuel, i.e., a fuel-specific carbon emission factor κ f 1. For non-carbon fuels
such as electricity or hydrogen, this value is equal to zero. Fuel-specific upstream
carbon emissions, on the other hand, include emissions from fuel extraction and
transformation and are accounted for by a fuel-specific upstream carbon emission
factor κ f 1,upst ream.
19 For fossil fuels and biofuels, this includes carbon emissions gen-
erated during fuel production and conditioning at the source, fuel transformation at
the source, transformation near market and conditioning and distribution (Edwards
et al. (2014)).20 It should be noted that the upstream emissions of electricity as an
input fuel for, e.g., electric vehicles or ptx processes are accounted for in the elec-
tricity market module. Thus, the upstream emissions of ptx fuels produced in the
energy transformation module consist only of emissions resulting from the distribu-
tion of the final fuel from the central ptx system to the consumer. The fuel-specific
carbon emission factors and upstream carbon emission factors are shown for each
substitute fuel in Table 5.5 of Appendix 5.6.
The carbon emissions emm,s from sector s in market m are then defined by
emm,s =
∑
f , f 1,t
ec f , f 1,m,s,t(κ f 1 +κ f 1,upst ream) (5.4)
In order to account for the carbon cycle of carbon-neutral fuels such as biofuels
or ptx fuels (discussed in detail in Section 5.2.2), a carbon capture variable cptm,s is
introduced and defined as
cptm,s =
∑
f , f 1,t
ec f , f 1,m,s,t κ f 1

f 1=bio/pt x (5.5)
Thereby, it is assumed that the entire carbon content of the biofuels or ptx fu-
els, represented by κ f 1, is captured from air either by natural carbon bonding via
biomass photosynthesis or by a direct air capture process (DAC) (see Section 5.2.2).
It thus forms a carbon cycle and the respective fuel can be regarded as carbon neu-
tral.
19Note that the carbon emission factor from combustion processes κ f 1 is equal for fuel f and its
substitute fuels f 1, assuming the fuels are perfect substitutes. The upstream carbon emissions
factor κ f 1,upst ream however varies for different substitute fuels f 1.
20Upstream emissions differs from a Life Cycle Analysis (LCA), as it does not consider energy and
emissions involved in building facilities and the vehicles, or end of life aspects.
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A generalized formulation of the decarbonization constraint (5.1g) in Equation




(emm,s − cptm,s) (5.6)
It should be noted that for carbon-neutral fuels, i.e., biofuels and ptx fuels, the
emissions κ f 1 cancel out in Equation (5.6); however, any upstream emissions based
on κ f 1,upst ream do not. Furthermore, the sum on the right hand side of Equation
(5.6) has to be adjusted depending on the definition of the decarbonization target,
be it a multi-national sectoral target, a national sectoral target, or a national multi-
sectoral target.
5.2.2 Simulating energy transformation
The energy transformation module is a tool that was developed to simulate the in-
vestment in as well as energy consumption and production volumes of energy con-
version technologies in order to serve, among others, the electricity and road trans-
port sectors. Within the scope of this analysis, the module endogenously reacts to
developments in the electricity market (i.e., increased VRE production) as well as
the demand for ptx fuels in the electricity and road transport modules, which may
be necessary to achieve, e.g., decarbonization targets. This section seeks to intro-
duce the conversion technologies considered as well as provide key details on how
the ptx fuel supply is modeled. Finally, further explanation on how the conversion
technologies are linked to the electricity market module is provided.
Power-to-x, liquefaction and carbon neutrality via CO2 air capture
The ptx conversion technologies, analogous to the electricity generation technolo-
gies, are investment objects with defined techno-economical parameters that vary
across vintage classes. These technologies include alkaline and PEM electrolysis,
catalytic methanation and Fischer-Tropsch synthesis. Key techno-economic assump-
tions for each ptx investment object considered in the energy transformation module
including investment costs, fixed operation and maintenance costs (FOM), efficiency
and technical lifetime can be found in Table 5.6 in Appendix 5.6. Plants to liquefy
gaseous hydrogen or natural gas are also taken into account in the energy trans-
formation module. Analogous to ptx systems, liquefaction plants are modeled as
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investment objects. The techno-economic assumptions for the liquefaction plants
may be found in Table 5.7 in Appendix 5.6.
Electrolysis



























Figure 5.2: Inputs and outputs of ptx processes.
Figure 5.2 gives an overview of the relevant input and outputs for each ptx technol-
ogy modeled in this analysis. The hydrogen gas produced in electrolysis can either
be sold directly or be stored to successively produce methane via catalytic metha-
nation or hydrocarbons via Fischer-Tropsch synthesis. Alternatively, ptx hydrogen
may be mixed with natural gas in the existing gas grid infrastructure up to a certain
threshold which depends on the design and certification of end appliances. An upper
limit of 10 vol-% of the natural gas grid is assumed for hydrogen feed-in.21 It should
be noted that, as shown in Figure 5.2, an electrolysis system produces oxygen as by-
product. As such, in addition to selling ptx fuels, the energy transformation module
also sells oxygen to an exogenously-defined market at an exogenous price, increasing
the profitability of ptx systems.22 Detailed descriptions of the energy transformation
processes can be found in Appendix 5.6.
As previously stated, the ptx fuels produced in the energy transformation mod-
ule are assumed to be either zero-carbon or carbon neutral. Upstream emissions
aside, hydrogen fuel produced from electrolysis is by definition carbon-free as elec-
tricity splits water into oxygen and hydrogen. Technologies such as methanation
and Fischer-Tropsch synthesis, however, produce carbon-based fuels that, via com-
bustion, will emit carbon dioxide into the atmosphere. Yet these ptx fuel production
processes require carbon dioxide together with hydrogen as an input in order to
create carbon-based ptx methane or ptx gasoline and ptx diesel (see Figure 5.2).
The classification carbon neutral depends on the origin of the carbon fed into the
ptx processes. More specifically, if the carbon stems from a fossil-based origin, the
eventual release of carbon dioxide during the ptx fuel combustion process cannot be
21In the future, it is expected that gas turbines, motors and consumer appliances will be able to function
under higher shares of hydrogen gas. However, the authors have chosen 10 vol-% as an average in
order to account for a wide range of older and newer technologies. In order to set the limit in the
model, the national gas demand is used as a proxy for gas grid size in each respective country.
22An oxygen price of 0.07 EUR/cubic meter is assumed based on Brynolf et al. (2018). The country-
specific upper limit for oxygen sales is estimated based on industry data for Germany (VCI (2014))
and for the other European countries scaled according to GDP (Eurostat (2017)), whereby only
25 % of a country’s oxygen demand is assumed to be able to be provided by electrolysis.
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regarded as carbon neutral.23 If, however, the carbon is based on air capture either
from biomass photosynthesis or a technical direct air capture process, the CO2 is
recycled, resulting in a carbon-neutral process being part of a carbon cycle. In this
work, it is assumed that the carbon required for ptx fuel production stems from CO2
extracted from the atmosphere via direct air capture.24
Key aspects of modeling the supply of ptx fuels
The equilibrium condition for ptx fuels ensures that the ptx fuel production, fp f 1,i,m,t ,
within each country m in addition to any ptx fuel trade ft f 1,n,m,t , i.e., ptx fuels
being imported into country m from other EU countries n or from outside of Eu-
rope, ft f 1,nonEU ,m,t , is equal to the amount of ptx energy consumption in country m,
ec f , f 1,m,s,t , plus ptx fuel exports from country m to country n, ft f 1,m,n,t :∑
i
fp f 1,i,m,t +
∑
n




ec f , f 1,m,s,t +
∑
n
ft f 1,m,n,t (5.7)
This equilibrium condition holds for all liquid fuels f 1 produced by ptx technologies
i such as ptx gasoline, ptx diesel, ptx liquefied hydrogen, ptx liquid methane and
liquefied gas mix.
The gaseous ptx fuels, namely ptx hydrogen, ptx methane and gas mix, are subject
to a slightly modified equilibrium condition in order to account for any ptx hydrogen
that is injected into the natural gas grid. Similar to Equation (5.7), the equilibrium
23Note that carbon from fossil-based carbon capture and utilization (CCU) is, while relieving the first
combustion process from its carbon emissions, still fossil-based carbon. Thus, it does not qualify
for production of carbon-neutral ptx fuels, as this would entail double counting.
24The CO2 feedstock prices from air capture are assumed to reduce from 300 EUR/tCO2 in 2020 to
84 EUR/tCO2 in 2050 (Sanz-Pérez et al. (2016)), as shown in Figure 5.9 in Appendix 5.6.
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conditions for gaseous ptx fuels are∑
i
fpP tX H2,i,m,t +
∑
n








+ ffiP tX H2,m,t (5.8)∑
i
fpP tX CH4,i,m,t +
∑
n








ftP tX CH4/GasMix ,m,n,t (5.9)
with the extra variable ptx fuel feed-in ffiP tX H2,m,t indicating the amount of ptx
hydrogen injected into the natural gas grid. In Equation (5.8), the ptx hydrogen into
grid contributes to the hydrogen demand, whereas in Equation (5.9) it becomes part
of the gas supply. Apart from being fed into the natural gas grid (ffiP tX H2,m,t), ptx
hydrogen can be directly used in sectors such as road transport or sent to a liquefac-
tion plant in order to produce ptx liquefied hydrogen (ecH2,P tX H2,m,s,t). Ptx methane,
analogous to ptx hydrogen, can be either fed into the natural gas grid or liquefied,
represented by each sector’s energy consumption (ecGas,P tX CH4/GasMix ,m,s,t).
25
As shown in Equation (5.7), (5.8) and (5.9), ptx fuels can either be traded be-
tween European countries or bought from outside of Europe, e.g., from North Africa.
Inner-European import and export volumes via trucks are determined endogenously,
being subject to tanker transport costs relative to delivery distance.26 As the model
does not cover investments outside Europe, an exogenous ptx fuel import price is
calculated based on the expected production and distribution costs of ptx fuels at a
typical location in North Africa.27 For the recycled carbon supply for ptx diesel, ptx
gasoline and ptx methane production outside of Europe, CO2 air capture is assumed
and included in the production costs. Ptx fuels from European production are not
permitted to be exported outside Europe.
25Note that liquefaction plants use gaseous ptx hydrogen and ptx methane as input, representing an
energy consumption of the energy transformation module in Equations (5.8) and (5.9).
26The transport costs are derived based on km-specific transport costs and the distance between capital
cities as a proxy, see Table 5.8 in Appendix 5.6.
27The production costs include the investment and FOM costs of the ptx systems as well as the variable
costs, i.e., the electricity price, calculated as the LCOE of a hybrid onshore wind and photovoltaics
plant in North Africa.
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Linking the energy transformation module to the electricity market and road
transport modules
One key link between the energy transformation and electricity market module is the
demand of electricity by power-to-x and liquefaction systems to produce gaseous
and liquid ptx fuels, determined endogenously. The electric energy consumption
ec f , f 1,m,s,t of the energy transformation module is defined as
∑
f 1
ec f , f 1,m,s,t





fp f 1,i,m,t/ηi,m (5.10)
where the factor ηi,m represents the efficiency of the ptx or liquefaction system,
i.e., the ratio of fuel output to electricity input. This equation holds also for metha-
nation and Fischer-Tropsch systems, as they are modeled as integrated systems with
integrated efficiencies (see discussion in Appendix 5.6). Equation (5.10) together
with Equation (5.2) then defines the link between the electricity market module and
the energy transformation module, integrating the endogenous electricity demand.
Short-term drops in the electricity price, for example, may cause ptx systems to ramp
up their production and, in turn, their electricity demand. On the other hand, deep
decarbonization of sectors, e.g., the road transport sector, may drive the demand
for ptx fuels upwards, increasing electricity consumption. Greater electricity con-
sumption requires greater investments in generation capacities, raising total system
costs of the electricity sector and, therefore, driving the endogenous electricity price
upwards.
Analogous to the endogenous electricity price, the endogenous ptx fuel price rep-
resents another key link, which is implicitly visible to all modules as they are subject
to one common cost-minimizing objective function. More specifically, for every unit
of increased ptx fuel consumption in country m or export to another country, an ad-
ditional unit of ptx fuel has to be produced in country m or imported from another
country or from outside of Europe. The resulting increase in total system costs can
be understood as the marginal price of that unit of additional fuel production. Thus,
the endogenous market-specific ptx fuel price can be derived from the dual vari-
ables of the equilibrium conditions (5.7), (5.8) and (5.9) and represents the change
in total system costs for supplying one more unit of ptx fuel.
Another key link between the energy transformation module and the electricity
market and road transport modules is the endogenous ptx fuel demanded by the
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electricity and road transport sectors, defined via the energy consumption ec f , f 1,m,s,t
for f 1 = ptx fuels as part of the ptx fuel equilibrium conditions (5.7), (5.8) and (5.9).
As such, the model has the option to decarbonize the electricity and road transport
sectors using, e.g., a carbon-neutral ptx methane gas or a low-carbon natural gas
and ptx hydrogen gas mix.
5.2.3 Simulating the European road transport sector
A key contribution of this analysis lies within the detailed modeling of the Euro-
pean road transport sector and the representation of interlinkages with the electric-
ity market and energy transformation modules. The road transport module invests
in vehicle technologies as well as infrastructure to cover an exogenous demand for
road transport. The choice of vehicle technology, in turn, drives the fuel demand
for the road transport sector, being supplied by the electricity market module and
the energy transformation module. In the following, the relevant parameters and
assumptions as well as equations are presented in detail. Furthermore, the key vari-
ables and equations linking the road transport module to the electricity market and
the energy transformation module are presented.
Vehicle segments, vehicle technologies, fuels and infrastructure
Modeling the European road transport sector requires a detailed dataset to define
parameters, which are categorized according to those that vary across vehicle seg-
ment, vehicle technology and fuel type.
The road transport sector is divided into three vehicle segments: private passenger
vehicles (PPV), light-duty vehicles (LDV) and heavy-duty vehicles (HDV).28 Similar
to the approach for the electricity sector, technologies are defined for each of these
vehicle segments; however, in the case of road transport, technologies can be under-
stood as motor types. The vehicle technologies considered include gasoline motors,
gasoline hybrids, diesel motors, diesel hybrids, natural gas motors, natural gas hy-
brids, battery electric vehicles (BEVs) and fuel-cell electric vehicles (FCVs). Hybrid
vehicles (gasoline, diesel, natural gas) are represented by mild hybrids (HEVs) and
plug-in hybrids (PHEVs). The existing technology mix in each country for 2015 as
well as any recent growth in, e.g., electric vehicles between 2015 and 2017 is defined
28Light-duty vehicles are considered to weight less than 3.5 tonnes, heavy-duty vehicles more than
3.5 tonnes. Motorbikes, scooters and bicycles are excluded from this analysis, as are buses.
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exogenously.29 PPVs and LDVs are available for any fuel in Table 5.1 except for liq-
uefied natural gas and liquefied hydrogen, which can solely be consumed by HDVs.
HDVs have a variety of liquid fuels available, although gasoline is not assumed to be
an option for heavy transport. Similarly, gaseous fuels such as hydrogen and gas are
not available for HDVs in the road transport module due to lower energy densities
and, as such, lower driving range (DLR et al. (2010), Bünger et al. (2016)).
As in the electricity market module, vintage classes are defined for each vehicle
technology such that new investment objects are made available in future years to
account for, e.g., cost degressions and technological innovations. One key cost com-
ponent for vehicles is the investment cost or purchase price, with the values for PPVs,
LDVs and HDVs shown in Tables 5.9 - 5.11 in Appendix 5.6. The costs of vehicle tech-
nologies vary greatly not only according to the motor type but also across vehicle
segments. This also holds true for fuel consumption, with values differing not only
between, e.g., a diesel vehicle and a FCV but also between a passenger vehicle and
a heavy-duty vehicle (see Tables 5.15 - 5.17 in Appendix 5.6). As a result, under a
sector-specific decarbonization target for the road transport sector, different vehicle
technologies will compete not only within their segment (e.g., diesel PPV vs. FCV
PPV) but also against the CO2 abatement costs of the other segments (e.g., FCV PPV
vs. FCV HDV).
In addition to investments in vehicle technologies, the model also endogenously
builds the accompanying refueling or charging station infrastructure, depending on
the fuel type. Just as in the other modules, infrastructure is an investment object
with capital, FOM and variable costs.30 Apart from refueling and charging station
infrastructure costs, the distribution costs to the refueling or charging station is also
taken into account and shown in Table 5.18 in Appendix 5.6.
As explained in Section 5.2.1, substitute fuels are defined as subsets to the fuel
types and are priced according to how they were produced. Fossil-based hydrogen,
CNG, LNG, gasoline and diesel as well as biogas, bio LNG, biogasoline and biodiesel
are assumed to be available at global market prices. The fuel costs reflect not only
the raw fuel prices but also additional production costs such as, e.g., natural gas
reformation and oil refining. The price for electricity-based fuels, e.g. ptx gas, ptx
diesel, etc., as well as the electricity price for BEVs and PHEVs are endogenously
determined together with the electricity market and energy transformation modules.
29Based on European Commission (2016b), KBA (2017), IEA (2016a), CBS (2015), Statistics Sweden
(2017), Statistics Norway (2017), Bundesamt für Statistik (2017), ZSW (2017) and Department
of Transport (2017).
30Any additions or reinforcements to the electricity grid are not considered in this analysis.
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Key aspects of modeling road transport and its infrastructure
The road transport module invests in vehicle technologies as well as infrastructure
to cover an exogenous demand for road transport. The underlying equilibrium con-
dition requires the exogenous demand road transport drm,t to be covered by supply





The demand for road transport drm,t defines the annual kilometers driven within
each vehicle segment in each country up to 2050 (Tables 5.12 - 5.14 in Appendix
5.6). Investments in vehicle technologies therefore supply the kilometers sri,m,t
needed to serve demand based on a vehicle’s annual driving distance, assumed to
be 13’800 km for PPVs, 21’800 km for LDVs and 70’000 km for HDVs.31 A single
FCV PPV, for example, can supply 13’800 km of zero-carbon driving to a country’s
yearly demand for road transport. Large differences in yearly driving distance affect
the vehicle lifetime, assumed to be 15 years for PPVs and 10 years for LDVs and
HDVs. Such characteristics may influence the results as technologies in one vehicle
segment must be replaced more often than others (e.g., FCV HDV vs. FCV PPV).
In order to prevent a single technology from dominating the market from one time
period to the next, maximum yearly adoption rates are defined, limiting the share
of new registrations in the vehicle fleet in a single time period.32
Carbon emissions and emission reductions in the road transport sector are ac-
counted for as described in Section 5.2.1. Thereby, both direct and upstream emis-
sions are accounted for via the decarbonization constraint (5.6), which also applies
31Assumptions on annual driving distance and vehicle lifetimes are based on EWI et al. (2014), Euro-
pean Commission (2016b), McKinsey (2010), KBA (2017), Rhenus Logistics (2007), Knörr et al.
(2012) and Papadimitriou et al. (2013).
32The upper bounds for the short term are taken from current data on new vehicle registrations and
vary between 1.8 % and 4.8 % per year for a single vehicle technology. For the long term, they are
assumed to increase up to 6.6 %. The values are the same across vehicle technologies but vary across
vehicle segments due to discrepancies between segment fleet sizes. These maximum adoption rates
were set in order to best allow for an exponential deployment curve for new technologies. Note
that the condition may become binding under strict decarbonization targets.
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to the road transport sector.33
Linking the road transport module to the electricity market and energy
transformation modules
The fuel demanded, or energy consumed, by the road transport sector is determined
endogenously based on the cost-optimal vehicle and infrastructure investments to
cover the total demand for road transport per vehicle segment. The energy consump-
tion ec f , f 1,m,s,t by fuel type f for the road transport sector s = r t is determined by
the sum over supply road transport divided by the vehicle efficiencies ηi,m for all
vehicles i of the respective fuel type:
∑
f 1







with vehicle efficiency ηi,m being the inverse of vehicle fuel consumption and i ∈ Ir t .
One key link between the road transport module and the electricity market mod-
ule is the direct use of electricity as a fuel for electric vehicles, i.e. PHEVs and BEVs.
Combining Equations (5.12) and (5.2) is how the endogenous electricity demanded
by electric vehicles, ec f , f 1,m,s,t for f 1 = f = electricity, is accounted for in the elec-
tricity market module.34 The endogenous electricity price represents another key
link.
The key links between the road transport module and the energy transformation
module are represented by the endogenous ptx fuel price and the ptx fuel demand of
the road transport sector, i.e. its energy consumption ec f , f 1,m,s,t for f 1 = ptx fuels,
as defined in Equation (5.12), which directly feeds in the ptx fuel equilibrium condi-
tions (5.7), (5.8) and (5.9). For example, under increased decarbonization targets,
33Literature on the road transport sector often uses the concept of well-to-tank (WTT), i.e., the carbon
emissions released during fuel production, and tank-to-wheel (TTW) emissions, i.e., the carbon
emissions released upon combustion in the vehicle. In this analysis, the fuel-specific upstream
carbon emission factor κ f 1,upst ream is analogous to the WTT emission factor in the road transport
sector, whereas the fuel-specific carbon emission factor κ f 1 is analogous to the TTW emission factor
from vehicles. The road transport module therefore follows an approach, which is equivalent to a
well-to-wheel (WTW) approach.
34For electric vehicles, exogenous hourly charging profiles are applied. Three types of charging stations
are simulated: private (e.g., households), semi-private (e.g., workplace) and public (fast charging).
Private charging is assumed to take place mostly during evenings, whereas semi-public charging
occurs primarily in daytime hours on weekdays. Public charging is possible at any hour but assumed
to be less common than private and semi-private charging options (see, e.g., BAST (2015) and DLR
(2015)). PHEV are assumed to follow the same charging profiles; however, PPVs are assumed to
run 67 % and LDVs 50 % electric (see Kelly et al. (2012)).
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one option to decarbonize may be to displace carbon-heavy fossil fuels with ptx fuels.
The increase in electricity consumption due to ptx fuel production is then accounted
for via the energy transformation module and the electricity market module.
5.3 Application of the integrated model
In order to demonstrate the capabilities of the integrated model developed, an ex-
emplary single scenario analysis is performed. The goal is to simulate the future
European electricity-, road transport- and ptx-technology mix under sector-specific
decarbonization targets and examine the role of electricity in achieving emission
reductions. Within this section, first the scenario framework is presented (Section
5.3.1), followed by key results for the road transport sector (Section 5.3.2). The
section ends with a discussion on the production of ptx fuels and how equilibrium is
reached via the trading of ptx fuels throughout Europe (Section 5.3.3). The results
for the European electricity sector are shown in Appendix 5.6.
5.3.1 Scenario framework
The scenario is built on the medium- and long-term CO2 targets given in the EU’s
climate strategy (European Commission (2014)). In the electricity market module,
a sector-specific European emission reduction target is set to require a decline in
emissions by 43 % compared to 2005 by 2030 and 90 % compared to 1990 by 2050.
No additional national decarbonization targets for the electricity sectors are intro-
duced. For the road transport sector, the decarbonization targets are set nationally,
based on the Effort Sharing Decision of the European Commission for 2030 (Euro-
pean Commission (2016c)), shown in Table 5.19 of Appendix 5.6. The targets for
2050 converge to a 90 % emission reduction compared to 1990, consistent with the
electricity sector target.35 In addition to CO2 constraints, the modeled scenario in-
hibits the energy transformation module from importing ptx fuels from outside of
Europe.36 The fuel price assumptions for the scenario are based on a global com-
modity market at a price reflecting both the raw fuel and the fuel production costs
(Figure 5.9 in Appendix 5.6). All other parameters are defined as described in Sec-
35See Appendix 5.6 for a detailed description of the CO2 target definition.
36The goal of the analysis is to maximize the endogeneity of the model. Any exogenous decarboniza-
tion options such as ptx fuel imports from outside EU at fixed import costs may weaken the effects
of the endgenous model output. Therefore, only endogenous investments in ptx and liquefaction
capacities within Europe are allowed.
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tion 5.2.
5.3.2 Scenario results for the European road transport sector
The vehicle mix cumulated over all European countries is shown in Figure 5.3. The
introduction of a country-specific sectoral decarbonization target in road transport
drives an almost immediate alteration to the current vehicle mix. Hybrid (HEV)
gasoline and diesel engines emerge as a short-term option to replace their fully in-
ternal combustion-powered counterparts. Furthermore, vehicles running on natural
gas and electricity also show accelerated growth, with varying penetration levels
across segments.
Figure 5.3: EU vehicle mix up to 2050 for PPVs (top left), LDVs (top right), HDVs (bottom
left) and all vehicles (bottom right).
For the PPV segment, a mix of hybrid and internal combustion-powered vehicles
running on compressed natural gas (CNG) dominate new vehicle investments in
the short term. Starting in 2035, the model begins to maximize BEV deployment
alongside continued investments in natural gas hybrids. HDVs also use natural gas
to jump-start decarbonization, introducing internal combustion-powered trucks in
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2020 and hybrid trucks in 2030 that run on liquefied natural gas (LNG) to push out
their diesel counterpart; however, diesel HEVs remain in the vehicle mix through
2050. It is not until after 2040 that electric vehicles also begin to break through in
the HDV segment, growing quickly to a 25 % share of HDVs by 2050. LDVs, on the
other hand, begin to maximize the deployment of electric vehicles early on, reaching
upper bound adoption rates already in 2025. Natural gas LDVs help the remaining
share to decarbonize, first via internal combustion-powered vehicles and then via
plug-in hybrids. Hydrogen FCVs emerge in the LDV segment in 2045 and in the PPV
and HDV segments in 2050, as the CO2 bound becomes more and more restrictive.
Figure 5.4 provides further information about the fuel type consumed by the road
transport sector.37 The amount of fossil gasoline and diesel consumed in the road
transport sector decreases by 46 % and 60 %, respectively, between 2020 and 2030.
Within this decade, the amount of fossil CNG and LNG, on the other hand, increases
ten-fold to account for over 40 % of all fuels consumed in 2030. As the techno-
economic characteristics of the vehicles do not drastically differ from one another,
the switch from gasoline and diesel to natural gas is driven primarily by compara-
tively lower well-to-wheel CO2 emissions as well as cheaper fuel prices. The reduc-
tion in non-hybrid gasoline and diesel engines as well as gains in vehicle efficiency
drive the total fuel consumption downwards.
Figure 5.4: Fuel consumption in the road transport sector in Europe in 2020, 2030 and 2050
in the coupled model.
Non-fossil fuels mostly enter the market between 2030 and 2050 as a result of the
37The results for the infrastructure follow the developments shown in Figure 5.4, as investments in
infrastructure are made independent of vehicle segment and instead serve the total vehicle demand
according to fuel type. A detailed discussion of the infrastructure results is omitted from this study
as the focus lies primarily on the interdependencies between the modules rather than the individual
module results.
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long-term country- and sector-specific 90 % CO2 reduction targets. Most notable is
the increase in electricity, accounting for 570 TWh or 37 % of total fuel consumption
in the European road transport sector in 2050. Restrictions in new vehicle deploy-
ment via maximum adoption rates are binding for BEVs in the PPV and LDV segments
relatively early on, which constrains the amount of electricity that can be directly
consumed. As such, in order to reach the decarbonization targets, other low-carbon
fuels must play a role. In particular, ptx fuels emerge from 2040 onwards, primarily
for use in the HDV segment: First as liquefied gas mix and then together with ptx liq-
uefied hydrogen (PtX LH2) and ptx diesel.38 In fact, in 2050, over 55 % of ptx fuels
sold to the European road transport sector is consumed by HDVs. The remaining ptx
fuels are in the form of ptx hydrogen gas (PtX H2) and ptx gasoline, consumed by
the PPV and LDV segments. In total, the fuel share of ptx fuels in the European road
transport sector reaches 27 % by 2050. At this point, fossil as well as biogasoline
and biodiesel are completely excluded from the fuel mix. Biogas, on the other hand,
makes up a 20 % share of total energy use.
Table 5.20 of Appendix 5.6 shows the corresponding marginal CO2 abatement
costs for the road transport sector in each country for each model year. The coun-
tries with higher road transport demand and stricter CO2 reduction targets in 2030
exhibit non-zero marginal CO2 abatement costs in all years. A handful of other coun-
tries, however, appear to have zero costs for CO2 abatement in several years up to
2040, i.e., the investments in lower-carbon vehicles and/or fuels are cost-efficient
without any price signal from a binding CO2 constraint. This holds particularly true
for countries with higher shares of PPV and LDV demand, as the short-term switch
to natural gas and electric cars/vans is cost competitive and thus appears to displace
enough carbon emissions to undercut the decarbonization targets. Countries with
higher shares of HDV demand, like Belgium, Poland and Spain, reveal some of the
highest marginal CO2 abatement costs in 2040 due to the consumption of liquefied
gas mix, which is necessary to reach their sectoral decarbonization target. Because
trucks have a higher fuel consumption and longer annual driving distance, the HDV
segment in these countries is responsible for a larger share of the emissions. By
switching from fossil LNG to low-carbon liquefied gas mix, the model can signifi-
cantly reduce emissions without a major reinvestment in new vehicle technologies
but rather maintaining (and adding to) the existing LNG and LNG hybrid HDV fleet.
38The striped areas in Figure 5.4 indicate the share of the gas mix that is decarbonized by ptx hy-
drogen gas. For example, in 2050, the liquefied gas mix consists of a share of 140 TWh that is
decarbonized via ptx hydrogen gas feed-in (red striped area) and a share of 140 TWh liquefied
natural gas (red area). For the years without any striped areas, the gas mix is completely fossil.
For more information on the assumptions underlying the concept of gas mix, see Appendix 5.6.
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By 2050, the country-specific marginal CO2 abatement costs in the road transport
sector in every country reach levels around 500 EUR/tCO2 as the European-wide
production and consumption of ptx fuels in all segments, especially the HDV seg-
ment, becomes necessary to reach the 90 % reduction target. Investments in FCV
HDVs (with ptx liquefied hydrogen) and BEV HDVs as well as FCVs (with ptx hydro-
gen gas) in the PPV and LDV segments in 2050 also add to the comparatively high
marginal CO2 abatement costs of the road transport sector.
5.3.3 Supplying ptx fuels in an integrated modeling framework
Decarbonization of the road transport sector appears to create a demand for ptx
fuels that must be supplied by either the countries themselves or imported from
another European country. As such, a country’s electricity market conditions (e.g.,
endogenous electricity demand, electricity generation mix, NTC constraints) as well
as ptx fuel production conditions (e.g., endogenous electricity price, natural gas grid
capacities, ptx fuel transport costs) will affect not only how their own road transport
sector is decarbonized but whether they supply ptx fuels to or demand ptx fuels from
other countries.
A deeper analysis of the ptx investment behavior provides insight into the cost-
minimal supply of ptx fuels. Figure 5.12 in Appendix 5.6 shows the development
of ptx installed capacities and production across Europe between 2030 and 2050.
As can be seen in the figure, investments in ptx first begin to take hold in 2040,
with 22 GW electrolysis systems and 400 MW natural gas liquefaction plants. The
hydrogen produced from the electrolysis systems (60 TWh) is completely fed into
the natural gas grid to produce a low-carbon gas mixture, which is then liquefied
(Liq. Gas Mix). The demand for liquefied gas mix in 2040 is driven by the need to
decarbonize the fuel consumption in Belgium, Poland and Spain – the three coun-
tries with the highest share of HDVs. These three countries both consume their own
gas mix production as well as import additional gas mix (via the natural gas grid)
and liquefied gas mix (via tankers) to cover their ptx fuel demand. The two largest
exporters of gas mix are France and Great Britain, who continue to have significant
amounts of nuclear generation in 2040 next to large amounts of VRE. In addition,
along with the third largest exporter Germany, these countries profit from large nat-
ural gas grid capacities available to feed-in ptx hydrogen gas as well as low transport
costs due to the close proximity to the importing countries.
By 2050, the decarbonization targets in the road transport sector have driven every
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European country to both produce as well as consume ptx fuels. As shown in Figure
5.12 in Appendix 5.6, 114 GWel of electrolysis systems and 3 GWel of hydrogen and
natural gas liquefaction plants are installed across Europe to produce hydrogen gas
that is directly consumed (161 TWhth), directly liquefied (56 TWhth) or fed into the
natural gas grid (140 TWhth) and eventually liquefied. In addition, 12 GWel of in-
tegrated electrolysis/Fischer-Tropsch systems are installed to produce ptx gasoline
(16 TWhth) and ptx diesel (33 TWhth).
The ptx-fuel flows in 2050 are shown in Figure 5.5, with red indicating exporting
countries and blue importing countries. In addition, Table 5.21 in Appendix 5.6
provides key country-level results for 2040 and 2050 including the marginal costs of
electricity generation as well as the average input electricity price for the electrolysis
and integrated Fischer-Tropsch systems.39
The map on the left-hand side shows the trading of gas mix, i.e., ptx hydrogen gas
mixed into the natural gas grid. Although Poland has significantly lower marginal
costs of electricity generation than Italy in 2050, the lack of sufficient natural gas grid
capacity combined with growing pressure to reduce emissions from its HDV segment
result in large import volumes of gas mix. Investing in methanation systems locally,
which would be a possible alternative to trading gas mix, does not appear in the
cost-optimal solution due to the lower methanation efficiency and resulting higher
costs. The model maximizes the feeding-in of ptx hydrogen into the natural gas grid,
and, as such, reaches the hydrogen feed-in limit for gas mix in Europe.
As a result, more fuels and/or vehicle technologies to reduce emissions are re-
quired to reach the sector-specific decarbonization targets. With the maximum adop-
tion rates for all BEVs, including the HDV segment, have been reached by 2050, the
next cost-optimal decarbonization option that emerges in the road transport sector
is the consumption of ptx liquefied hydrogen in fuel-cell trucks (FCV HDVs). In fact,
all countries invest in FCV HDVs up to their maximum adoption rates during the
five-year period between 2045 and 2050, creating a European-wide demand for ptx
LH2. As shown in the middle map of Figure 5.5, several countries import signif-
icant (>1 TWhth) amounts of ptx LH2 including Czech Republic, Germany, Great
Britain, Italy and Poland. The three major exporters include Romania, Sweden and
Finland, who not only have significant levels of VRE generation but nuclear genera-
tion as well. These effects drive the marginal costs of electricity generation in these
39The average input electricity price is calculated for each ptx technology by summing the marginal
costs of electricity generation across all hours in which the ptx system produces fuel and then
dividing by the respective number of hours. By definition, an average input electricity price only
exists if the ptx system is in operation.
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Figure 5.5: Net imports and exports of gas mix (left), ptx liquefied hydrogen (middle) and
ptx diesel (right) in TWhth, with positive values in blue indicating net import and
negative values in red indicating net export.
countries downwards, lowering the average electricity input price of ptx hydrogen
production to 33, 21 and 14 EUR/MWh, respectively (Table 5.21). The liquefaction
of hydrogen, in particular, is an energy-intensive process and, as such, requires a
large number of hours with very low electricity prices in order to be profitable. De-
spite the additional costs of transporting LH2, the exporting countries are able to
supply the importing countries with ptx LH2 at lower cost than the countries would
pay in producing the fuel themselves.
Binding adoption rates also for FCV HDVs however drive the need for an additional
decarbonized fuel to enter the market, namely ptx diesel. Analogous to ptx LH2, ptx
diesel is produced in select countries with profitable ptx conditions and then ex-
ported throughout Europe. The right-hand side of Figure 5.5 shows the correspond-
ing trade flows. Fischer-Tropsch synthesis is, compared to electrolysis, significantly
less efficient and, therefore, is only exported by the four countries with the lowest
marginal electricity generation costs: Portugal, Sweden, Romania and Finland. As
shown in Table 5.21 in Appendix 5.6, the Fischer-Tropsch systems in these coun-
tries have an average input electricity price ranging from 47-54 EUR/MWh, similar
to their marginal costs of electricity generation. The greatest importer is Spain, who
imports over 90 % of its ptx diesel consumption (12 TWhth) from Portugal in order
to decarbonize its large HDV fleet. The other producers export small amounts of ptx
diesel to fourteen countries across Europe.
Lastly, having exhausted the cost-optimal decarbonization options for the HDV
segment, the model chooses to supply the PPV and LDV segments with ptx hydrogen
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gas by ramping up investments in fuel-cell vehicles in all countries. Convergence in
decarbonization targets to 90 % reduction and similar price-setting abatement tech-
nologies result in converging marginal CO2 abatement costs for the road transport
sectors in 2050, as shown in Table 5.20 in Appendix 5.6. Due to very high transport
costs of gaseous hydrogen, however, no trading of ptx hydrogen takes place. In other
words, all countries supply and consume their own ptx hydrogen, despite significant
differences in ptx production costs across countries. The share of ptx hydrogen of
total fuel consumption ranges from 3 % (Germany) to 20 % (Ireland); however the
maximum adoption rates are never reached. As a by-product of Fischer-Tropsch syn-
thesis, the four exporters of ptx diesel also export small amounts of ptx gasoline for
the PPV segments to the neighboring countries with the lowest transport costs, i.e.,
Spain, Bulgaria, Norway and Denmark.40
5.4 Understanding the value of integrated models
Developing and applying an integrated model of this kind can be complex, requiring
long computation times and intensive evaluation of the results and their implica-
tions. It is not uncommon to question whether such models are more valuable than
single-sector or decoupled multi-sectoral models. The model created in this study
addresses fundamental economic questions that, given a single market or multiple
decoupled markets, could possibly be solved with, e.g., an analytical model. Yet the
introduction of multiple coupled markets with integrated demands, substitute fuels
across different fuel types, endogenous prices as well as trade possibilities requires
that computer-based methods such as linear programming be used to account for
the complexity of the coupling of the electricity sector to other sectors.
To provide a quantitative inclination of the added value of the integrated multi-
sectoral model at hand, in the following, the results of the integrated model are
compared to the results of a model run in which the modules are decoupled and the
single sectors optimized independently of one another. In the decoupled model, all
endogenous links between the modules are instead fed into the model exogenously.
The logic and assumptions behind the exogenous parameters are explained in Sec-
tion 5.4.1. The results are then compared to the coupled model in Section 5.4.2,
with particular focus on key indicators such as CO2 and electricity prices.
40Fischer-Tropsch systems produce a wax (hydrocarbon mixture) that can be upgraded into different
fuels. Within the scope of this study, it is assumed that for every unit of ptx diesel, nearly one half
unit of ptx gasoline is produced (Becker et al. (2012)). See Appendix 5.6 for more information.
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5.4.1 Decoupled versus coupled models
In order to decouple the model, the endogenous links between the electricity market,
road transport and energy transformation modules, i.e. the endogenous demands
for electricity and ptx fuels, are broken such that each module stands on its own with
its own exogenous inputs. As a result, the electricity market module invests in the
cost-minimal electricity generation mix in order to cover its own demand, ignoring
any additional electricity demand from electric vehicles or ptx technologies, just as
in the original DIMENSION model. The road transport module can, nevertheless,
invest in electric vehicles, resulting in an electricity demand; however, analogous to
the fossil fuels, the module buys the electricity at an exogenous price.41 The energy
transformation module is shut off in order for the electricity and road transport
sectors to be independent of one another. Ptx fuels can, however, be bought by the
electricity and road transport sectors at an exogenous price, just as is the case with
supplying electric vehicles.42 Gas mix and liquefied gas mix, the result of feeding ptx
hydrogen gas into the grid, is not considered in the decoupled case because the link
between hydrogen production and gas mix demand cannot be quantified without
the energy transformation module. Furthermore, no trading occurs as there is one
single European market price for ptx fuels assumed. The exogenous ptx fuel prices
as well as the exogenous electricity price for the road transport sector are shown in
Figure 5.13 in Appendix 5.6.
5.4.2 Identifying the added value of integrated multi-sectoral models
Figure 5.6 depicts the European electricity demand and electricity generation mix for
the coupled and decoupled models in 2050 as well as the developments in marginal
electricity generation costs and marginal CO2 abatement costs in the electricity sec-
tor across Europe up to 2050. As expected, the electricity generation levels in the
decoupled case are significantly lower (1300 TWh) than in the coupled case, as the
additional electricity demand from the road transport and energy transformation
modules (1200 TWh), indicated by the striped columns, and additional storage de-
41In this analysis, the exogenous electricity price is based on the LCOE of onshore wind generation, ac-
counting for decreasing capital costs and technological improvements (see Figure 5.13 in Appendix
5.6).
42The price for ptx fuels is determined according to the production costs, taking into account the
annualized investment, variable and fixed costs of different ptx technologies. The electricity price
assumptions for the ptx processes are – as for electric vehicles – based on the LCOE of onshore
wind. The lack of endogenous information means that the ptx technologies can no longer optimize
their electricity consumption according to hourly changes in the electricity price.
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mand (100 TWh) is not accounted for.43 The increase in electricity generation for
the additional demand in the coupled model is mainly based on onshore wind and
PV due to the identical decarbonization constraint.
Figure 5.6: Electricity demand by module and electricity generation by fuel type in Europe
in 2050 for the coupled and decoupled model (left); Results of average European
marginal electricity generation costs and marginal CO2 abatement costs for the
electricity sector in the coupled and decoupled model, including the exogenous
electricity price used by the decoupled road transport and energy transformation
modules (right).
The prices on the right side of Figure 5.6 also reflect these developments, with the
dashed lines indicating the values from the decoupled model. Because the modules
are optimized independently of one another, the endogenous electricity price in the
decoupled case only reflects the cost of supplying the demand within the electric-
ity market module. While the difference in marginal electricity generation costs is
negligible until 2030 due to limited demand increase, from 2040 onwards, the addi-
tional electricity demand from the road transport and energy transformation module
results in higher marginal electricity generation costs. This is mainly due to fixed
decarbonization targets subject to an increasing electricity generation. In 2050, the
marginal electricity generation cost delta between the decoupled and coupled model
is 16 EUR/MWh on average across all EU countries. The exogenous electricity price
assumption for the road transport sector and the ptx fuel production, being based
on the LCOE of wind onshore, underestimates the endogenous marginal electricity
generation costs of the coupled model by 5 EUR/MWh on average across Europe.
Analogous to the marginal electricity generation costs, the marginal CO2 abatement
costs for the electricity sector also begin to diverge from 2030 onwards, reaching
a difference of 6 EUR/tCO2 when comparing the coupled to the decoupled model
43Any discrepancy between generation and demand in Figure 5.6 is due to transmission losses.
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results.44
Comparing the results for the road transport sector, both the vehicle technology
mix as well as fuel consumption behavior varies, most notably in the trade-off be-
tween ptx and fossil fuels. The results for the coupled and decoupled model in 2040
and 2050 are shown in Figure 5.7. In both models, the adoption rates for BEVs reach
their maximum yearly values in the long term, leading the direct electricity consump-
tion to be almost identical in both the coupled and decoupled cases. The same holds
true for FCV HDVs and PtX LH2 in 2050. Nevertheless, the rest of the fuels show sig-
nificant discrepancies between the coupled and decoupled cases beginning in 2040.
The lack of available gas mix in the decoupled case makes it more expensive to decar-
bonize LNG and, in turn, drives a decrease in LNG consumption. As such, compared
to the coupled case, HDVs in 2040 are supplied by greater amounts of low-cost fossil
diesel, which is then balanced out by a growth in biofuel consumption (biogasoline,
biodiesel, biogas).
Figure 5.7: Difference in the fuel consumption in the road transport sector in Europe in 2040
and 2050 between the decoupled and the coupled model.
By 2050, carbon-neutral ptx liquid methane (PtX LCH4) displaces much of the
fossil LNG at levels equivalent to the decarbonized share of the liquefied gas mix
(Liq. Gas Mix (PtX H2)) in the coupled case. Similar to 2040, lower levels of LNG
consumption drive higher levels of diesel consumption in the HDV segment, which
are, by 2050, entirely made up of carbon-neutral ptx diesel. In the decoupled case,
80 % of all fuel consumption in the HDV segment in 2050 is ptx fuels, compared
to the coupled case with 60 %. Given the 90 % decarbonization target in 2050, the
44As discussed in Appendix 5.6, the marginal CO2 abatement costs of the electricity sector sink to
2 EUR/tCO2 in 2030. Because the model is designed as a social planner problem with perfect
foresight, the model anticipates the long-term decarbonization targets with early-on investments
in VRE due to limited yearly adoption rates, driving down the marginal CO2 abatement costs in
2030.
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decoupled model reacts to the increased ptx fuel consumption in the HDV segment by
avoiding investments in fuel-cell vehicles, driving a 97 % reduction in FCV PPVs and
50 % reduction in FCV LDVs with an accordingly lower ptx hydrogen consumption.
In sum, the total amount of ptx fuel consumption in the road transport sector is
15 TWhth lower in the decoupled case compared to the coupled case, a discrepancy
which arises due to the overestimation of ptx fuel costs in the decoupled case. More
specifically, the exogenous electricity price used in estimating the production costs
of the ptx fuels is a constant value that does not react to hourly changes in electric-
ity market conditions. In the coupled model, however, the ptx systems can reduce
their production costs by consuming electricity at times of low marginal costs of
electricity generation. In the coupled case, for example, electrolysis operators pay
on average across Europe 38 EUR/MWh for their electricity input in 2050 — an av-
erage of 15 EUR/MWh less than the exogenous price assumed in the decoupled case
(see Table 5.21 in Appendix 5.6). As a result, the production costs of ptx hydro-
gen are overestimated in the decoupled case. The average EU input electricity price
for ptx diesel, on the other hand, only differs by 2 EUR/MWh, which yields similar
production costs for ptx diesel across models.
Furthermore, endogenous electricity consumption of the ptx systems yields a sig-
nificant price spread between the production costs of ptx hydrogen and ptx diesel in
the coupled case. The decoupled case, on the other hand, does not take the differ-
ences in electricity input prices across ptx systems into account and, as such, exhibits
a smaller price spread between ptx hydrogen and ptx diesel. This change in ptx fuel
price spreads drives a change in the merit order of decarbonization options: low-cost
diesel hybrid (HEV) HDVs fueled with ptx diesel appears to jump ahead of high-cost
fuel cell LDVs and PPVs fueled with ptx hydrogen in the decoupled model. Thus,
in the decoupled model, decarbonization in the HDV segment is stronger, leaving
room for reduced decarbonization in the PPV and LDV segments. The overestima-
tion of ptx production costs and the accompanying change in investment behavior
has a direct effect on the marginal CO2 abatement costs of the road transport sector,
with an overestimation of approximately 30 EUR/tCO2 in the decoupled model (see
Table 5.22 in Appendix 5.6).
Overall, the decoupled model overestimates the total system costs in 2050 by 30
billion EUR. The difference in total system costs is a result of the inaccuracy of the
estimations for exogenous costs such as electricity and ptx fuel costs compared to
the endogenous system costs resulting from the integrated model. In particular, the
overestimation of electricity input costs for ptx systems due to a disregard of their
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flexibility potential adds to the increase in total system costs of the decoupled model.
5.5 Conclusions
This analysis introduces and assesses an integrated multi-sectoral partial-equilibrium
investment and dispatch model to simulate the coupling of the European electricity
and road transport sectors. The focus lies not only on depicting a detailed techno-
logical representation within each sector but also on properly accounting for any in-
terconnections resulting from electricity consumption from electric mobility or from
energy transformation via ptx processes. High technological, spatial and temporal
granularity allows for the optimization of European electricity and ptx fuel produc-
tion as well as the simulation of cost-minimizing trade flows according to endoge-
nous market conditions.
The integrated multi-sectoral model is applied for an exemplary scenario to an-
alyze the effects of sector-specific CO2 reduction targets (-90 % by 2050 compared
to 1990) on the vehicle, electricity and ptx technology mix in European countries
from 2020 to 2050. The results show that both electricity and ptx fuels play a key
role in decarbonizing the road transport sector, reaching 37 % and 27 % of total fuel
consumption in 2050, respectively. The HDV segment, in particular, demands the
majority of ptx fuels in Europe, consuming liquefied gas mix, ptx liquefied hydrogen
and ptx diesel that is produced primarily in high VRE countries such as Portugal and
Sweden. Coupling of the electricity and road transport sectors results in 1200 TWh
additional electricity demand in Europe, with average marginal costs of electricity
generation across Europe reaching 58 EUR/MWh in 2050.
In order to understand the added value of building complex integrated models, the
second part of the analysis examines an identical scenario with decoupled sectors,
removing all endogenous ties between sectors and allowing each to be optimized in-
dependently of one another. Comparison between the two scenario results confirms
that quantitative methods that fail to account for the interdependencies between the
electricity and road transport sectors may significantly overestimate the total system
costs. The flexibility of ptx systems, in particular, cannot be taken into account once
exogenous annual electricity prices are used. As shown in the decoupled model re-
sults, ignoring fluctuations in short-term electricity prices may lead to the costs of
ptx fuels to be falsely estimated, which may affect the merit order of decarboniza-




In future work, further detailed scenarios and sensitivity analyses could increase
the understanding of the robustness of the presented decarbonization pathway. In
particular, the effects of behavioral aspects regarding, e.g., the adoption of new tech-
nologies, driving patterns or consumer preferences could be investigated. Further-
more, endogenous charging of electric vehicles may be a promising extension. The
model could also be extended to simulate additional modes of transport that may
contribute to decarbonization such as, e.g., rail. Although excluded from the dis-
cussion, the modeling of the infrastructure for the road transport may be improved
to include, e.g., electricity grid investments. Additionally, further research efforts
could go into the refining of temporal resolution and technological granularity.
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5.6 Appendix
Nomenclature and abbreviations
Throughout the paper, notation as listed in Table 5.2 is applied. Unless otherwise
noted, bold capital letters indicate sets, lowercase letters parameters and bold low-
ercase letters optimization variables.
Sets
f ∈ F Fuel type ( f 1: Subfuels)
i ∈ I Technologies (electricity generators, ptx plants, cars)
m, n ∈M Markets
s ∈ S Sector (rt: road transport, el: electricity, et: energy transformation)
t ∈ T Time (T: time slices)
Parameters
lm,t MWh Exogenous electricity demand
lpeak MWh Peak electricity demand
drm,t bn. km Exogenous demand road transport
x - Availability of electricity generator
v - Capacity value of electricity generators
k¯ MW Transmission capacity
η - Efficiency
δ EUR/MW Fixed costs
γ EUR/MW Variable costs electricity generation
κ f 1 tCO2eq/MWh Fuel-specific emission factor
κ f 1,upst ream tCO2eq/MWh Fuel-specific upstream emission factor
GHGcap,s,t tCO2eq Sector-specific greenhouse gas emissions cap
T C bn. EUR Total costs
Optimization variables
x¯ MW Electricity generation capacity
g MWh Electricity generation
k MWh Electricity transmission between markets
ec MWh Energy consumption
sr bn. km Supply road transport
fp MWh Fuel production
ft MWh Fuel trade
ffi MWh Fuel feed-in
em tCO2eq GHG emissions
cpt tCO2 CO2 capture
Table 5.2: Model sets, parameters and variables.
AT Austria FI Finland NL Netherlands
BE Belgium FR France NO Norway
BG Bulgaria GB Great Britain PL Poland
CH Switzerland GR Greece PT Portugal
CZ Czech Republic HR Croatia RO Romania
DE Germany HU Hungary SE Sweden
DK (East) Eastern Denmark IE Ireland SI Slovenia
DK (West) Western Denmark IT Italy SK Slovakia
EE Estonia LT Lithuania
ES Spain LV Latvia




BEV Battery electric vehicle
bn Billion
CAES Compressed air energy storage
CCU Carbon capture and utilization
CHP Combined heat and power
CHP Open cycle gas turbine
CNG Compressed natural gas
CO2 Carbon dioxide
cp. Compared to
CSP Concentrated solar power
DAC Direct air capture
DSR Demand side response









HEV Hybrid electric vehicle
km Kilometer
kWel / kWth Kilowatt (electric / thermal)
kWhel / kWhth Kilowatt hours (electric / thermal)
LCA Life cycle analysis




LNG Liquefied natural gas
m Million
MtCO2 eq Million tons carbon dioxide equivalent
MW Megawatt
NTC Net transmission capacity
O2 Oxygen
OCGT Open-cycle gas turbine
PEM Polymer electrolyte membrane electrolysis
PHEV Plug-in hybrid electric vehicle
PPV Private passenger vehicles
PtX Power to X (heat, gas, liquid, fuel, chemicals etc.)
PtX H2 Ptx hydrogen gas
PtX LH2 Ptx liquid hydrogen
PtX CH4 Ptx methane gas
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Modeling the European electricity sector
The model covers all 28 countries of the European Union, except for Cyprus and
Malta, but includes Norway and Switzerland. Existing electricity generation capac-
ities in 2015 are based on a detailed power plant database developed at the Insti-
tute of Energy Economics at the University of Cologne, which is mainly based on
the Platts WEPP Database (Platts (2016)) and regularly updated. The investment
decisions and generation profiles for a wide range of power plants are optimized
endogenously. These include conventional, combined heat and power (CHP), nu-
clear, onshore and offshore wind turbines, roof and ground photovoltaic (PV) sys-
tems, biomass (CHP-) power plants (solid and gas), hydro power plants, geother-
mal power plants, concentrating solar power (CSP) plants and storage technologies
(battery, pump, hydro and compressed air energy (CAES)).45 Only countries with-
out existing nuclear phase-out policies are allowed to invest in nuclear power plants.
Investments in carbon capture and storage (CCS) technologies are not allowed due
to a general lack of social acceptance in European countries. Technological improve-
ments in, e.g., efficiency are taken into account using vintage classes. These are then
included in the model as an additional technology option that is only available from
a certain point in time onwards.
The objective function of the model seeks to minimize the accumulated discounted
total system costs.46 All cost assumptions for technologies listed above are taken
from the power plant database at the Institute of Energy Economics at the University
of Cologne. Key cost factors are investment, fixed operation and maintenance and
variable production costs as well as costs due to ramping thermal power plants.
Investment costs occur for new investments in generation and storage units and are
annualized with a 7 % interest rate for the depreciation time. The fixed operation
and maintenance costs represent staff costs, insurance charges, interest rates and
maintenance costs. Variable costs are determined by the fuel price, net efficiency and
total generation of each technology. Depending on the ramping profile additional
costs for attrition occur. CHP plants can generate income from the heating market,
thus reducing the objective value (Jägemann et al. (2013)). The model applies a
discount rate of 2.75 % for discounting of future cashflows to the present (net present
value).
45The use of lignite and biomass sources (solid and gaseous) is restricted by a yearly primary energy
potential in MWh per country.
46The total system costs do not include investment costs for electricity grid extensions nor operational
costs for grid management.
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Short-term deployment of renewable technologies is taken into account via mini-
mal deployment targets (based on ENTSO-E (2015a)) for 2020 and remain constant
up to 2050.47
The model also considers several subregions within the countries, which differ
with regard to the hourly electricity feed-in profiles and the achievable full load
hours of wind turbines (onshore and offshore) and solar power plants (PV and CSP)
per year. Overall, the model distinguishes between 47 onshore wind, 42 offshore
wind and 38 solar subregions across Europe. The hourly electricity feed-in of wind
and solar power plants per subregion are based on historical hourly wind speed
and solar radiation data by EuroWind (2011).48 The deployment of wind and solar
power technologies is restricted by a space potential in km2 per subregion.
Yearly national electricity consumption is assumed to follow the Ten-Year Net-
work Development Plan (TYNDP) from ENTSO-E (2015b) and the European Com-
mission’s e-Highway 2050 Project (European Commission (2015)). It is important
that the countries’ future electricity consumption, i.e., their exogenous electricity
demand, does not assume any additional electricity demand from, e.g., electric ve-
hicles or power-to-x systems. This additional electricity demand is determined en-
dogenously from the energy transformation and road transport modules. Therefore,
specific scenarios fitting this criteria were chosen from ENTSO-E (2015b) and Eu-
ropean Commission (2015), namely the Small & Local scenario for 2040 and 2050.
Hourly electricity demand is based on historical hourly load data from ENTSO-E
(ENTSO-E (2012)). Interconnector capacities are taken into account via one node
per country. Hence, the model covers 28 countries connected by 65 transmission
corridors. Existing and future extensions of net-transfer capacities are exogenously
defined and may in some cases limit the power exchange across country borders.
This data has been taken from ENTSO-E (2015b), Bundesnetzagentur (2016) and
European Commission (2015).
47This statement holds true for all technologies with the exception of offshore wind. Expected deploy-
ment projections were taken from WindEurope (2017) for 2020 and EWEA (2015) for 2030 and
2050
48While the securely available capacity of dispatchable power plants within the peak-demand hour is
assumed to correspond to the seasonal availability, the securely available capacity of wind power
plants (onshore and offshore) within the peak-demand hour (capacity value or capacity credit) is
assumed to amount to 5 %. In contrast, PV systems are assumed to have a capacity value of 0 % due
to the assumption that peak demand occurs during evening hours in the winter. A peak-demand
constraint ensures enough back-up capacity to meet security of supply requirements given a high
share of fluctuating renewables (Jägemann et al. (2013)).
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Key links between the modules
Figure 5.8 provides an illustration of the links between the electricity market, the
energy transformation and the road transport modules, represented by endogenous
demands for electricity and ptx fuels as well as the respective endogenous prices
resulting from the integrated optimization.












(plus dispensing at retail site)
Diesel 0.268 0.052 Crude oil production, crude refining. distri-
bution
Biodiesel 0.268 0.192 Rape cultivation, rapeseed drying, oil pro-
duction, biodiesel production, distribution
PtX Diesel 0.268 0.005 Distribution
Gasoline 0.253 0.046 Crude oil production, crude refining, distri-
bution
Biogasoline 0.253 0.191 Wheat cultivation, grain drying, storage and
handling, ethanol production, distribution
PtX Gasoline 0.253 0.005 Distribution
CNG 0.204 0.028 NG production, distribution, compression
Biogas (hc) 0.204 0.053 Fermentation, upgrading, compression, dis-
tribution
Biogas (lc) 0.204 0.053 Fermentation, upgrading, compression, dis-
tribution
PtX CH4 0.204 0.012 Distribution
LNG 0.204 0.053 NG production, liquefaction, loading & un-
loading terminal, road transport
Bio LNG 0.204 0.077 Fermentation, upgrading, liquefaction, dis-
tribution
PtX LCH4 0.204 0.016 Distribution
H2 0.000 0.334 NG production, stream reforming, pipeline,
compression
PtX H2 0.000 0.047 Distribution
LH2 0.000 0.423 NG production, stream reforming, liquefac-
tion, road transport
PtX LH2 0.000 0.015 Distribution
Biosolid 0.327 0.028 Wood plantation & chipping
Coal 0.339 0.059 Hard coal provision
Lignite 0.403 0.020 Lignite provision
Nuclear 0.000 <0.001 Uranium ore extraction, fuel production
Table 5.5: Direct and upstream emission factors [tCO2eq/MWh].
50The upstream emission factors are taken from Edwards et al. (2014) and include CO2 emissions
resulting from production and conditioning. Any CO2 emissions emitted during transportation of
the fuel to market is not accounted for in the upstream emission factor.
50The direct emissions factors are taken from Department for Business, Energy and Industrial Strategy
(2016) and UBA (2017).
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Selected data and assumptions used in the energy transformation module
In the following, additional explanations and technical details about the technolo-
gies used in the energy transformation module are presented. An electrolysis system
uses electricity in an endothermic process to split water into hydrogen and oxygen.
Alkaline and PEM electrolysis vary according to their electrolyte solution and elec-
trode composition; however, both operate at temperatures ranging from 50 to 80
degrees Celsius. The hydrogen produced can either be sold directly or be stored to
successively produce methane via catalytic methanation, hydrocarbons via Fischer-
Tropsch synthesis, or a low-carbon natural gas mixture via feeding into the natural
gas grid. During catalytic methanation, carbon dioxide and hydrogen undergo an
exothermic reaction at temperatures between 200 and 400 degrees Celsius to yield
methane, steam and heat.51 Fischer-Tropsch synthesis is a more complex process in
which carbon monoxide and hydrogen build carbon chains via a series of exother-
mic reactions followed by an endothermic hydrocracking isometrisation distillation
to separate the crude product into usable fuels (e.g., ptx gasoline, ptx diesel). A
simplified production ratio of ptx gasoline to ptx diesel of 9.8 : 20.1 is applied in the
model (Becker et al. (2012)). CO2 is used to create the carbon monoxide via reverse
CO shift (Schmidt et al. (2016)).
The feed-in of hydrogen into the natural gas grid is modeled with an upper limit
of 10 vol-% of natural gas. Note that hereby it is assumed that the changes in the
energy density of the gas mix (natural gas / ptx hydrogen gas mix) are negligible,
i.e., one MWh of injected ptx hydrogen adds one MWh to the natural gas supply,
or, stated differently, it substitutes one MWh of natural gas and thereby reduces
the amount of CO2 emissions from combustion accordingly. Thereby, the model
implicitly assumes a certificate market for units of decarbonized gas (i.e., hydrogen
feed-in). As such, the energy transformation module can feed-in hydrogen gas up
the upper 10 vol-% limit, being based on the natural gas demand of all sectors in each
respective country as a proxy. The certificate market for decarbonized gas allows the
road transport module to buy decarbonized gas. Note that thereby the total amount
of decarbonized gas consumed in the road transport sector may exceed 10 vol-%
of the total gas consumption of the road transport, as the feed-in limit is defined
on total gas demand of all sectors and not of the road transport sector alone. In
a model covering multiple sectors, the single sectors thereby compete for low-cost
decarbonized gas via hydrogen feed-in on the certificate market.
51As the heating sector is not accounted for in this analysis, efficiency gains due to the recycling of the
heat generated by methanation is not considered.
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For every mole of hydrogen produced, an electrolysis system produces a half-mole
of oxygen that can be sold to, e.g. the industry or services sectors. The amount of
oxygen produced is determined stoichiometrically based on the amount of ptx hydro-
gen produced by electrolysis, which is driven not only by the endogenous hydrogen
demand but from the need for ptx hydrogen in the methanation or Fischer-Tropsch
processes as well. To determine the amount of oxygen produced, octane was as-
sumed for gasoline and hexadecane for diesel.
Table 5.6 gives an overview of the key assumptions made for each ptx investment
object considered in the energy transformation module with regard to investment
costs, FOM costs, efficiency and technical lifetime. It should be noted that only inte-
grated systems are considered for methanation and Fischer-Tropsch systems, mean-
ing that all investments in methanation and Fischer-Tropsch technologies include
the simultaneous investment in a PEM electrolysis to produce the ptx hydrogen re-
quired in the subsequent methanation or Fischer-Tropsch processes. Therefore, the
techno-economical parameters, e.g., investment costs, for methanation and Fischer-
Tropsch systems in Table 5.6 are for integrated, as opposed to stand-alone, systems.
This is especially important when considering the efficiencies, which are always de-
fined with respect to the electricity input of the integrated system, i.e., the amount
of fuel output relative to the amount of electricity input.52 The FOM costs also in-
clude the stack replacement costs of the electrolysis system, calculated based on the
assumptions in Grahn (2017).
Conversion systems to liquefy gaseous hydrogen or natural gas are also taken into
account in the energy transformation module. Because liquefaction plants also con-
sume electricity, they are modeled analogous to ptx systems as investment objects.
Unlike the integrated ptx systems, liquefaction plants are assumed to be stand-alone
systems. The techno-economic assumptions for the liquefaction plants are in Table
5.7.
52PEM electrolysis in integrated systems is also allowed to produce ptx hydrogen in stand-alone mode.
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Fuel transport costs between markets [EUR/MWh/km]
PtX Gasoline/PtX Diesel 0.010
Gas Mix/PtX CH4 0.002
Liq. Gas Mix/PtX LCH4 0.015
PtX H2 0.090
PtX LH2 0.020
Table 5.8: Ptx fuel transport costs between markets53
Selected data and assumptions used in the road transport module
In the following, additional details about the technologies used in the road transport
module are presented.
2015 2020 2030 2040 2050
Gasoline 22’475 22’573 22’769 22’769 22’769
Diesel 24’275 24’373 24’569 24’569 24’569
Gasoline HEV 23’890 23’752 23’476 23’123 22’769
Diesel HEV 25’803 25’646 25’332 24’951 24’569
Gasoline PHEV 31’774 30’125 26’829 26’110 25’371
Diesel PHEV 34’318 32’529 28’950 28’174 27’377
CNG 24’729 24’631 24’436 24’363 24’289
CNG HEV 26’286 25’922 25’195 24’742 24’289
CNG PHEV 34’960 32’905 28’793 27’979 27’146
H2 FCV 66’746 54’892 31’184 27’990 24’796
BEV 34’900 31’042 27’581 26’114 24’646
Table 5.9: PPV Vehicle Cost [EUR/vehicle]54
2015 2020 2030 2040 2050
Diesel 26’003 26’585 27’748 27’748 27’748
Diesel HEV 31’156 30’966 30’498 29’123 27’748
Diesel PHEV 41’437 38’523 32’696 31’820 30’920
CNG 28’955 28’841 28’612 28’526 28’440
CNG HEV 34’692 33’594 31’448 29’940 28’440
CNG PHEV 46’141 41’999 33’714 32’761 31’785
BEV 41’021 36’967 32’100 30’392 28’684
H2 FCV 78’452 64’519 36’653 32’899 29’145
Table 5.10: LDV Vehicle Cost [EUR/vehicle]55
53Based on Balat (2008), Dodds and McDowall (2014), IEA (2013), Yang and Ogden (2007).
54Own calculations based on Wietschel et al. (2010), Fraunhofer IWES et al. (2015), Henning and
Palzer (2015), ADAC (2015), Arndt et al. (2016), IEA (2017a) and Özdemir (2011).
55Own calculations based on Wietschel et al. (2010), Fraunhofer IWES et al. (2015), Henning and
Palzer (2015), ADAC (2015), Arndt et al. (2016), IEA (2017a) and Özdemir (2011).
56Own calculations based on Wietschel et al. (2010), Fraunhofer IWES et al. (2015), Henning and
Palzer (2015), ADAC (2015), Arndt et al. (2016), IEA (2017a) and Özdemir (2011).
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2015 2020 2030 2040 2050
Diesel 108’157 109’959 113’565 113’565 113’565
Diesel HEV 144’209 143’332 140’757 138’181 135’196
LNG 130’689 130’046 128’758 127’471 126’183
LNG HEV 174’253 170’819 163’952 157’085 150’218
BEV 441’640 397’219 250’000 180’000 130’689
LH2 FCV 441’640 397’219 308’376 219’533 130’689
Table 5.11: HDV Vehicle Cost [EUR/vehicle]56
2015 2020 2030 2040 2050
AT 65 67 71 76 80
BE 76 82 89 95 101
BG 34 35 37 39 40
HR 19 21 23 24 26
CZ 48 52 60 68 75
DK (East) 16 17 18 18 19
DK (West) 18 20 21 22 22
EE 8 8 9 9 10
FI 48 48 50 51 52
FR 453 480 507 533 550
DE 621 626 651 663 671
GB 417 444 483 513 540
GR 58 59 60 62 63
HU 29 32 36 41 45
IE 31 34 41 45 48
IT 342 358 379 387 407
LV 9 10 10 11 11
LT 17 18 19 19 20
NL 104 108 114 120 125
NO 33 34 36 37 39
PL 112 128 149 167 179
PT 56 57 64 68 72
RO 42 46 57 67 74
SK 14 17 22 24 26
SI 16 17 19 20 21
ES 192 201 231 257 278
SE 77 79 86 91 95
CH 59 61 65 69 74
Table 5.12: PPV Road Transport Demand [Billion km]57
57Own calculations based on European Commission (2016b) and EWI et al. (2014).
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2015 2020 2030 2040 2050
AT 11 12 14 16 18
BE 13 14 16 17 19
BG 3 3 3 3 3
HR 4 5 5 6 6
CZ 9 9 11 12 13
DK (East) 5 5 6 7 8
DK (West) 6 6 6 7 8
EE 1 1 1 1 1
FI 5 6 6 6 7
FR 118 125 140 156 174
DE 44 46 51 57 62
GB 73 75 81 87 94
GR 14 15 17 18 20
HU 9 9 10 11 12
IE 16 16 18 20 21
IT 85 87 92 96 101
LV 1 1 2 2 2
LT 2 2 3 3 3
NL 21 22 23 25 28
NO 9 10 11 12 13
PL 21 23 30 38 48
PT 21 21 22 23 24
RO 7 7 8 9 10
SK 4 4 5 5 6
SI 3 3 4 4 5
ES 22 23 24 26 28
SE 12 12 13 14 15
CH 4 5 5 5 6
Table 5.13: LDV Road Transport Demand [Billion km]58
58Own calculations based on European Commission (2016b) and EWI et al. (2014).
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2015 2020 2030 2040 2050
AT 4 4 5 6 6
BE 11 12 15 17 18
BG 1 1 1 2 2
HR 1 1 2 2 2
CZ 5 6 6 7 8
DK (East) 1 2 2 2 2
DK (West) 2 2 2 3 3
EE 0 0 0 0 0
FI 2 3 3 3 3
FR 30 34 42 47 50
DE 53 59 67 70 72
GB 33 34 38 41 44
GR 4 5 5 5 6
HU 3 3 4 4 4
IE 1 2 2 3 3
IT 20 22 24 26 28
LV 1 1 1 1 1
LT 1 1 1 1 1
NL 7 8 8 9 9
NO 2 3 3 3 3
PL 25 28 35 40 43
PT 1 2 2 2 2
RO 3 4 5 6 6
SK 2 2 3 3 3
SI 1 1 2 2 2
ES 51 55 63 70 75
SE 3 3 3 4 4
CH 4 5 5 5 6
Table 5.14: HDV Road Transport Demand [Billion km]59
59Own calculations based on European Commission (2016b) and EWI et al. (2014).
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2015 2020 2030 2040 2050
Gasoline 0.71 0.60 0.55 0.53 0.53
Diesel 0.66 0.54 0.46 0.42 0.42
Gasoline HEV 0.46 0.43 0.40 0.36 0.34
Diesel HEV 0.43 0.40 0.37 0.36 0.34
Gasoline PHEV 0.37 0.33 0.29 0.28 0.28
Diesel PHEV 0.35 0.31 0.26 0.24 0.24
CNG 0.70 0.61 0.58 0.55 0.53
CNG HEV 0.53 0.44 0.39 0.37 0.37
CNG PHEV 0.36 0.33 0.30 0.28 0.28
H2 FCV 0.34 0.32 0.28 0.26 0.24
H2 Hybrid FCV 0.34 0.32 0.28 0.26 0.24
H2 PHEV FCV 0.25 0.24 0.21 0.20 0.19
H2 ICE 0.45 0.44 0.41 0.40 0.38
BEV 0.20 0.19 0.16 0.15 0.15
Table 5.15: PPV Fuel Consumption [kWh/km]60
2015 2020 2030 2040 2050
Diesel 1.01 0.86 0.77 0.75 0.71
Diesel HEV 0.81 0.69 0.61 0.60 0.57
Diesel PHEV 0.54 0.49 0.42 0.40 0.38
CNG 1.25 1.22 1.17 1.08 1.03
CNG HEV 1.00 0.98 0.94 0.86 0.82
CNG PHEV 0.62 0.60 0.56 0.51 0.49
LNG 1.25 1.22 1.17 1.08 1.03
LNG HEV 1.00 0.98 0.94 0.86 0.82
BEV 0.31 0.30 0.25 0.23 0.22
H2 FCV 0.61 0.52 0.46 0.45 0.43
LH2 FCV 0.61 0.52 0.46 0.45 0.43
Table 5.16: LDV Fuel Consumption [kWh/km]61
60Own calculations based on EWI et al. (2014), Dodds and McDowall (2014), Dodds and Ekins (2014),
DLR et al. (2012), dena and LBST (2017), PLANCO Consulting and Gewässerkunde (bfg) and
Papadimitriou et al. (2013).
61Own calculations based on EWI et al. (2014), Dodds and McDowall (2014), Dodds and Ekins (2014),
DLR et al. (2012), dena and LBST (2017), PLANCO Consulting and Gewässerkunde (bfg) and
Papadimitriou et al. (2013).
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2015 2020 2030 2040 2050
Diesel 2.45 2.30 2.10 1.90 1.77
Diesel HEV 1.72 1.61 1.47 1.33 1.24
CNG 2.54 2.36 1.97 1.88 1.79
CNG HEV 1.78 1.65 1.38 1.31 1.25
LNG 2.54 2.36 1.97 1.88 1.79
LNG HEV 1.78 1.65 1.38 1.31 1.25
BEV 0.80 0.80 0.80 0.80 0.80
H2 FCV 1.47 1.38 1.26 1.14 1.06
LH2 FCV 1.47 1.38 1.26 1.14 1.06
Table 5.17: HDV Fuel Consumption [kWh/km]62
Supporting information scenario framework
The CO2 constraint in the electricity market module covers cumulative emissions
from electricity generation across all European countries, regardless of the sector
that uses the electricity. In the scenario at hand, the aim is to reduce not only the
direct emissions from, e.g., the burning of fossil fuels but the upstream emissions
as well. Within the electricity market module, upstream emissions may result from,
e.g., coal mining or biofuel production. Historical data on European greenhouse gas
emissions is taken from the European Environmental Agency (EEA (2017)).63 For
2020, an emission reduction of 24 % compared to 2005 emission levels is set for
the European electricity sector.64 Furthermore, the scenario requires that emissions
decline by 43 % compared to 2005 emission levels by 2030 and 90 % compared to
1990 by 2050. All percent values are based on official reduction targets formulated
by European Commission (2014).
For the road transport sector, the CO2 constraint is implemented as a percentage
reduction of CO2-equivalent emissions emitted not for Europe as a whole, but rather
for each individual European country. Whereas policies to decarbonize the electric-
ity sector tend to be regulated on the European level (e.g., via instruments such as
the EU-ETS), the road transport sector is assumed in this scenario to be overseen
nationally. The decarbonization target for the road transport sector applies to both
the TTW and the WTT emissions. Historical emissions data is based on the EEA
(2017) and UBA (2017).65 National reduction targets for the road transport sec-
62Own calculations based on EWI et al. (2014), Dodds and McDowall (2014), Dodds and Ekins (2014),
DLR et al. (2012), dena and LBST (2017), PLANCO Consulting and Gewässerkunde (bfg) and
Papadimitriou et al. (2013).
63Historical values were adjusted to account for upstream emissions.
64The European 2020 Climate & Energy Package outlines a 21 % reduction relative to 2005 emission
levels European Commission (2014). However, latest developments and discussions have shown
that this target is likely to be surpassed and was therefore adjusted accordingly in the model.
65Historical values were adjusted to account for the WTT emissions.
165
5 The Role of Electricity in Decarbonizing European Road Transport





Schmidt et al. (2016)
Gas 65 30




Interest Rate [%] All 10 10 Platts (2016)
Lifetime [a] All 25 25 IEA (2013)
FOM Cost
[% of investment cost]
Gasoline/Diesel 3.2 3.2
Schmidt et al. (2016)
Gas 0.4 0.4












Full Load Hours All 2000 2000 IEA (2013)




Balat (2008), Dodds and
McDowall (2014), IEA
(2013), Yang and Ogden
(2007)
Gas 1.0 1.0




Table 5.18: Techno-economic assumptions for refueling/charging stations as well as fuel dis-




tor are based on the Effort Sharing Decision of the European Commission for 2020
European Commission (2009) and 2030 European Commission (2016c) for each
European member state and can be found in Table 5.19. For 2050, CO2 emissions
in the transportation sector are to be reduced by 90 % compared to 1990 values in
every country, consistent with the electricity sector target. The energy transforma-
tion module is not subject to a CO2 reduction target. The produced zero-carbon and
carbon-neutral ptx fuels, however, contribute to the targets imposed on the elec-
tricity and road transport sectors, depending on the sector in which the fuels are
consumed.
2020 2030
MtCO2 Target (cp. 2015) MtCO2 Target (cp. 2005)
AT 19.1 -5% 13.9 -36%
BE 25.4 -10% 18.0 -35%
BG 9.0 4% 7.4 0%
HR 6.5 4% 5.5 -7%
CZ 17.6 5% 13.8 -14%
DK (East) 5.1 -13% 3.8 -39%
DK (West) 6.0 -13% 4.4 -39%
EE 2.2 2% 1.7 -13%
FI 12.1 -8% 9.0 -39%
FR 143.8 -7% 100.8 -37%
DE 170.4 -7% 113.2 -38%
GB 126.0 -6% 89.5 -37%
GR 20.4 2% 20.4 -16%
HU 12.1 10% 9.9 -7%
IE 10.9 -13% 9.4 -30%
IT 108.0 -3% 86.8 -33%
LV 2.8 5% 2.5 -6%
LT 2.6 -44% 3.5 -9%
NL 29.9 -10% 23.4 -36%
NO 10.7 -7% 6.8 -38%
PL 48.4 3% 34.7 -7%
PT 19.7 3% 18.4 -17%
RO 14.5 10% 10.7 -2%
SK 6.1 6% 5.5 -12%
SI 5.1 1% 3.6 -15%
ES 82.2 -4% 75.0 -26%
SE 19.7 -8% 14.4 -40%
CH 15.6 -7% 10.7 -38%
Table 5.19: Decarbonization targets for the road transport sector, based on the EU Effort
Sharing CO2 Targets.
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Figure 5.9: Assumptions on fossil fuel and CO2 feedstock (from direct air capture) price
developments based on IEA (2016b), DLR et al. (2014), Krewitt and Schmid
(2005), EIA (2015), Henderson (2016) and Schmidt et al. (2016). Fossil fuel
prices include any production costs (e.g., oil refining or methane reformation)
and exclude taxes and fees.
Additional European road transport results
The marginal CO2 abatement costs for single countries are shown in Table 5.20.
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2015 2020 2030 2040 2050
AT 0 147 0 114 496
BE 0 175 112 121 497
BG 0 0 0 0 496
HR 0 0 0 42 496
CZ 0 0 0 130 501
DK (East) 0 175 100 116 496
DK (West) 0 175 96 116 496
EE 0 0 0 0 469
FI 0 175 0 0 470
FR 0 175 73 59 496
DE 0 168 70 92 499
GB 0 168 80 88 496
GR 0 0 0 0 496
HU 0 0 0 35 496
IE 0 175 0 63 499
IT 0 0 0 0 496
LV 0 0 0 0 495
LT 0 903 0 0 481
NL 0 175 0 46 496
NO 0 114 25 6 496
PL 0 129 110 137 501
PT 0 0 0 0 496
RO 0 0 0 111 496
SK 0 0 0 57 497
SI 0 0 40 130 498
ES 0 168 0 124 501
SE 0 175 0 0 488
CH 0 175 75 105 496
Table 5.20: Marginal CO2 Abatement Costs, Road Transport Sector [EUR/tCO2].
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Developments in the European electricity sector
One of the main objectives of the research at hand is to develop a consistent, in-
tegrated multi-sectoral energy system model that can be used to understand the
cross-sectoral effects under the increased electrification of fuel production and road
transport. The scenario results for the European road transport sector shown in Sec-
tion 5.3.2 reveal that both electric vehicles and ptx fuels will play an important role
in reaching the sector-specific decarbonization targets. Because of the endogenous
nature of the model presented, the consequences of these changes in fuel consump-
tion patterns in the electricity sector can be quantified.
Figure 5.10 shows the results of the electricity capacities and generation in Eu-
rope in 2020, 2030 and 2050. The overall installed capacity in Europe more than
doubles, from 1160 GW in 2020 to 2660 GW in 2050. Declining costs as well as
the sector-specific European CO2 target drives the investments in renewable energy,
which ultimately dominate the electricity mix. For the European conventional power
plant fleet, decarbonization drives a switch from coal- to gas-fired power plants. In
2050 there is a large share of open-cycle gas turbines (OCGT) which serve as backup
capacities, offering security of supply under high penetration of VRE. The net elec-
tricity generation in Europe rises from 3600 TWh in 2020 to 4950 TWh in 2050.
Renewable energy resources comprise 54 % in 2030 and 88 % in 2050 of all Euro-
pean electricity produced. Wind power yields the largest share with 40 % in 2050,
followed by PV with a share of 30 % of total electricity generation in 2050.
Figure 5.10: Installed electricity capacity (left) and generation (right) in Europe in 2020,
2030 and 2050 in the coupled model.
The developments in the European road transport sector described in Section 5.3.2
drive a significant increase in electricity demand over time. As such, the investments
in electricity capacities between 2030 and 2050 shown in Figure 5.10 are made,
in part, to generate electricity to serve the additional electricity demand from road
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transport and ptx processes. As shown in Figure 5.11, the exogenous demand before
ptx and electric mobility decreases over time due to, among others, efficiency im-
provements. Nevertheless, electrolysis, integrated Fischer-Tropsch and liquefaction
systems, accounting for nearly 130 GWel in 2050, demand an additional 630 TWh
of electricity to serve fuel-cell and natural gas PPVs, LDVs and HDVs. An additional
570 TWh of electricity is consumed directly by BEVs. As a result, the European elec-
tricity demand is increased by nearly 33 % in 2050, from 3675 TWh to 4870 TWh.
Figure 5.11: Electricity consumed by the exogenous electricity demand as well as the en-
dogenous ptx and road transport demand in Europe in 2020, 2030 and 2050
in the coupled model (left); Results of the marginal electricity generation costs
(weighted-average across all EU countries) and marginal CO2 abatement costs
for the electricity sector in the coupled model (right).
The average short-term marginal costs of electricity generation across all Euro-
pean countries are shown in Figure 5.11. The average European marginal costs
of electricity generation increases from 38 EUR/MWh in 2030 to 58 EUR/MWh by
2050. Increasing investments in VRE, which are needed to achieve the sector-specific
decarbonization target, require investments in flexible backup capacities to ensure
security of supply. Also, changes in variable costs of price-setting power plants due
increasing fuel price projections or fuel switches may increase average marginal elec-
tricity generation costs. Countries with lower marginal costs tend to build VRE ca-
pacity for export into other EU countries. In 2050, large NTC capacities allow the
electricity prices across Europe to converge, as electricity imports and exports are
often unrestricted until equilibrium is reached. Finland, for example, exhibits the
lowest marginal costs of electricity generation at 50 EUR/MWh and Italy the highest
at 67 EUR/MWh in 2050 (Table 5.21).
The marginal CO2 abatement costs in the European electricity sector, driven by the
sector-specific European-wide decarbonization target of -90 % compared to 1990,
are also shown in Figure 5.11. Between 2020 and 2030, Europe relies on low-cost
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decarbonization options such as a gradual switch from coal to gas and renewable
expansion at cost-efficient locations. In particular, because the model is designed as
a social planner problem with perfect foresight, it anticipates the 2050 emissions tar-
get. Restrictions on yearly capacity additions increase investments in low-emission
generation capacities ahead of time, causing a gradual decrease in the marginal CO2
abatement costs. By 2030, the marginal CO2 abatement costs sink to 2 EUR/tCO2,
as investments in VRE have relaxed the CO2 constraint. After 2030, the decar-
bonization target becomes more restrictive, pushing the CO2 price to reach just over
75 EUR/tCO2 by 2050. Because of the consistent, integrated nature of the model,
the marginal costs of electricity generation as well as the marginal CO2 abatement
costs of the electricity sector properly account for the endogenous demand from
electric vehicles and ptx systems. As such, the electricity sector enables not only the
decarbonization of itself but also of major parts of the road transport sector, both via
the increased electrification and ptx fuel production.
Developments in energy transformation technologies
Figure 5.12: Installed capacities (left) as well as electricity consumption and fuel production
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Supplementary assumptions and results of the decoupled model: Exogenous
parameters
Figure 5.13: Exogenous ptx fuel and electricity prices assumed in the decoupled model.
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Supplementary results of the decoupled model: Selected delta comparisons
2015 2020 2030 2040 2050
AT 0 17 0 -40 27
BE 0 -6 0 65 27
BG 0 0 0 0 27
HR 0 0 0 -42 27
CZ 0 0 0 -8 23
DK (East) 0 -6 7 -27 27
DK (West) 0 -6 12 -26 27
EE 0 0 0 0 55
FI 0 -6 11 70 54
FR 0 -6 19 10 27
DE 0 -4 36 -22 25
GB 0 2 13 -10 27
GR 0 0 0 0 27
HU 0 0 0 -35 27
IE 0 -6 0 11 25
IT 0 0 0 0 27
LV 0 0 0 0 29
LT 0 5 0 0 42
NL 0 -6 0 24 27
NO 0 56 83 84 27
PL 0 12 2 49 32
PT 0 0 0 0 27
RO 0 0 0 10 27
SK 0 0 0 -41 27
SI 0 0 13 -9 25
ES 0 -4 0 19 27
SE 0 -6 11 70 36
CH 0 -6 18 -15 27
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