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We present a detailed study of the phase diagram of copper intercalated TiSe2 single crystals, com-
bining local Hall-probe magnetometry, tunnel diode oscillator technique (TDO), and specific heat
and angle-resolved photoemission spectroscopy measurements. A series of the CuxTiSe2 samples
from three different sources with various copper content x and superconducting critical temperatures
Tc have been investigated. We first show that the vortex penetration mechanism is dominated by
geometrical barriers enabling a precise determination of the lower critical field, Hc1. We then show
that the temperature dependence of the superfluid density deduced from magnetic measurements
(both Hc1 and TDO techniques) clearly suggests the existence of a small energy gap in the sys-
tem, with a coupling strength 2∆s ∼ [2.4 − 2.8]kBTc, regardless of the copper content, in puzzling
contradiction with specific heat measurements which can be well described by one single large gap
2∆l ∼ [3.7 − 3.9]kBTc. Finally, our measurements reveal a non-trivial doping dependence of the
condensation energy, which remains to be understood.
I. INTRODUCTION
The discovery of a charge ordered phase in underdoped
cuprates [1] recently invigorated the debate on the ori-
gin of the coupling mechanism in high Tc superconduc-
tors, which remains one of the major unsolved questions
in solid state physics. As in many unconventional sys-
tems, the superconducting state develops in the vicinity
of other electronic and/or magnetic instabilities and the
interplay between superconductivity and those compet-
ing phases remains unclear. Dichalcogenides are then
particularly interesting as they offer the opportunity to
study this interplay in a much simpler system. Indeed, no
competing magnetic instability develops in those systems
but superconductivity still coexists with a charge density
wave (CDW) instability. This interplay has first been
studied into detail in 2H-NbSe2 [2] and, more recently,
1T -TiSe2 became the focus of considerable interest as
a (commensurate) CDW driven by an exciton-phonon
mechanism [3] develops below ∼ 200 K. This CDW is
progressively suppressed upon Cu intercalation and re-
cent x-ray diffraction measurements [4] suggested that
domain walls - associated with some (slight) incommen-
suration - appear for doping content over which a su-
perconducting dome develops [5]. The influence of those
domain walls remains to be understood, but the concomi-
tant onset of superconductivity and incommensurability
suggests that they may play a role in the formation of
the superconducting state.
Moreover, despite its simple electronic structure [6],
the nature of the superconducting gap(s) remains un-
clear in CuxTiSe2. On one hand, thermal conductivity
measurements [7] suggested that this system is a conven-
tional single-gap s-wave superconductor, in agreement
with our recent specific-heat measurements [8]. On the
other hand, µSR measurements [9] displayed an anoma-
lous temperature dependence of the London penetration
depth indicating the presence of two superconducting
gaps in underdoped CuxTiSe2 where coexistence between
CDW and superconductivity was anticipated. Recently,
our local magnetic measurements revealed the existence
of an unexpected transverse Meissner effect, clearly show-
ing that vortices remain locked along the ab−planes in
tilted magnetic fields [10], hence indicating the presence
of an unexpected - and still unexplained - strong modula-
tion of the pinning energy along the c−direction, which
might be related to a modulation of the gap/order pa-
rameter.
In order to shed light on the nature of the supercon-
ducting properties, we performed a detailed study of the
phase diagram of copper-intercalated TiSe2 single crys-
tals, combining local Hall-probe magnetometry (HPM),
tunnel diode oscillator (TDO) technique and specific-
heat measurements. We present a quantitative analysis
of both the temperature and doping dependencies of the
critical fields (Hc1 andHc2), and hence of the correspond-
ing penetration depth, λ and coherence length, ξ as well
as the doping dependence of the superconducting gap(s).
All the measurements demonstrate very good quality of
the single crystals which all display well defined specific
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2heat anomalies and very small pinning. We show that the
vortex penetration mechanism is dominated by geomet-
rical barriers which enables a reliable determination of
Hc1. Those measurements, however, revealed a puzzling
discrepancy between thermodynamic and magnetic prop-
erties. Indeed, whereas the former indicate the presence
of one single large gap 2∆l ∼ [3.7−3.9]kBTc, the temper-
ature dependence of the superfluid density deduced from
magnetic measurements (both HPM and TDO) is driven
by a small gap 2∆s ∼ [2.4 − 2.8]kBTc at low temper-
atures. Finally, we show that the condensation energy
density calculated extracting λ from Hc1 and ξ from Hc2
measurements is consistent with previous measurements
of the heat capacity; however, its temperature depen-
dence is found to be nontrivial.
II. SAMPLE PREPARATION AND
EXPERIMENTS
Single crystals were prepared via the iodine gas trans-
port method [11]. Energy dispersive x-ray spectroscopy
(EDS) analysis was performed to determine the copper
content in the samples. The critical temperature Tc of
each sample, determined from the specific heat measure-
ments, is displayed in the inset of Fig.1 together with the
overall phase diagram previously suggested by Morosan
et al. [5]. Samples A, B, C and D were grown in Kara-
petrov’ s group, samples E and F by Berger and sample
G by Levy-Bertrand and Michon. This latter sample is
optimally doped, with the highest critical temperature,
samples B, C and D are underdoped, while samples A,
E, and F are overdoped. The large collection of crys-
tals hence made it possible to study the superconduct-
ing properties over a large part of the superconducting
dome. The characteristic parameters deduced from our
work have been summarized in Table I.
Angle-resolved photoemission spectroscopy (ARPES)
measurements were performed using ”1-cubed” station at
BESSY (Berliner Elektronenspeicherring-Gesellschaft fr
Synchrotronstrahlung) on a sample from the series grown
by Berger. The doping level of the inspected sample,
determined from the Fermi surface area is 0.07. From
the measurements we infer the band dispersion and the
Fermi surface shape (Fig.2). The Fermi surface consists
of the approximately elliptic electron-like sheets centered
around the M points. The observed ratio of the elliptical
axes is about 2.5, and the depth of the band is about 120
meV. The measurements were performed with photon
energy of 80 eV (Fig.2b) and 110 eV (Fig.2c). In both
cases the sample temperature was 7 K. The orientation
of the analyzer slit is given in Fig. 2(a).
Although the TiSe2 is a layered compound, the Fermi
surface, according to the bands structure calculations,
is substantially three-dimensional. In ARPES measure-
ments the large degree of threedimensionality is con-
firmed by the smearing observed in the spectra. Both
from theory and from experiment we estimate that the
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FIG. 1: Temperature dependence of the electronic contribu-
tion to the specific heat of sample E. The solid line is a theo-
retical dependence for 2∆/kTc ∼ 3.7. Inset: Tc as a function
of the copper content as proposed by Morosan et al. (Ref.
[5], solid lines) together with the critical temperatures of the
samples studied in the present work (large symbols).
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FIG. 2: ARPES measurements of the electronic structure for
Cu0.07TiSe2. (a) Schematic representation of the observed
Fermi surface. (b,c) Energy-momentum cuts through the pho-
toemission intensity distribution along the lines indicated in
the panel (a). (d) Determination of the band dispersion in
the vicinity of the Fermi level.
observed (maximal) depth of the band and size of the
Fermi surface are effectively halved by the presence of the
interlayer (kz) dispersion. Uncertainty in this parameter
is the main source of possible errors in the calculations
based on the ARPES data.
The local magnetic field has been measured by plac-
ing the samples on top of high sensitivity (∼ 1kΩ/T)
Hall-sensors patterned in epitaxial GaAs/AlGaAs het-
erostructures, forming 2D quantum wells. The magnetic
field Ha was applied perpendicularly to the sample basal
3TABLE I: Cu-doping content x, sample label, critical temperature Tc (deduced from specific-heat measurements), first pene-
tration field Hp corresponding to the onset of the field penetration (for T → 0, as deduced from local Hall probe measurements),
α coefficient for geometrical barriers [12] and corresponding lower critical field Hc1 = αHp, zero temperature upper critical
field Hc2 (deduced from specific heat measurements [8]), penetration depth λ, and coherence length ξ deduced from the critical
fields and κ = λ/ξ. Small gap values ∆s (deduced from TDO measurements), and large gap values ∆l (deduced from the
temperature dependence of the specific heat).
x label Tc(K) Hp(0)(G) α H
c
c1(0)(G) H
c
c2(0)(kG) λab(0)(nm) ξab(0)(nm) κ(0) ∆s(0)(K) ∆l(0)(K)
0.052 D 2.3 - - - 5.0 - 25.5 - - 4.3
0.061 C 2.8 14 4.3 60 5.5 290 24.5 11.8 4 5.2
0.064 B 3.2 18 4.5 80 7.0 250 21.7 11.5 4 5.9
0.075 G 4.1 50 2.3 115 9.5 207 18.6 11.1 4.9 -
0.084 A 3.8 30 3.8 110 7.5 208 21 9.9 4.6 7
0.086 E 3.5 21 5.0 105 5.5 207 24.5 8.5 - 6.5
0.092 F 3.0 30 3.1 95 4.5 215 27 8.0 - 5.5
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FIG. 3: Magnetic field dependence of the local induction Bz
measured close to the center of sample E, at the indicated
temperatures (different temperatures are marked by different
colours). The field has been gradually increased up to 100
G and then decreased back to 0. The line marks the initial
linear slope that is subtracted before further data treatment
(see text). Hp is unambiguously determined as the applied
field above which Bz departs from this linear behavior.
planes (ab). The Hall probe arrays with 10x10 µm2 active
area and pitch ranging from 35 to 25 µm have been used
to determine the field distribution over a length span of ∼
300 µm. Depending on the sample dimensions, the crys-
tal was shifted several times along the sensor line and
a partial profile was recorded for every position. The
complete profile has then been reconstructed by super-
imposing all partial measurements. Figure 3 displays, as
an example, the magnetic field dependence of the local
field, Bz, measured on a probe located close to the cen-
ter of the sample (see discussion below) for the indicated
temperatures, in a magnetic field perpendicular to the
sample planes.
In the Meissner state, no magnetic field penetrates into
the crystal but even minute distance between the sample
and the probe gives rise to a small initial slope, as indi-
cated in Fig.3. This contribution has been removed prior
to any further data treatment. The number of vortices
in the sensor area - and, correspondingly, the local mag-
netic field Bz detected by the probe - suddenly starts to
grow when the applied field, Ha, reaches the first pene-
tration field, Hp. Finally, some flux remains trapped in
the sample when Ha is turned back to zero leading to a
finite remanent B value. This remanent field indicates
the presence of some bulk pinning. Taking B ∼ 5 G
over a sample width ∼ 100µm, one obtains a very small
critical current on the order of 500 A/cm2, highlighting
the very good quality of the samples. The onset of the
field penetration is very sharp and the presence of a small
critical current does not put in question the determina-
tion of Hp. Note that an anomalous transverse Meissner
effect has been observed for the tilted magnetic fields in
the samples C, G and A [10] (labeled sample 1, 2 and 3,
respectively).
In the TDO measurements, the samples were attached
to the end of a sapphire rod which was introduced in
a coil of inductance L. Due to mutual inductance be-
tween the sample and the coil the resonant circuit of
the LC oscillator (where L represents an inductor and
C a capacitor) driven by the tunnel diode changes with
the variation of the magnetic state of the sample. The
variation of the magnetic penetration depth induces a
change in L and hence a shift of the resonant frequency
δf(T ) = f(T ) − f(Tmin) of a LC oscillating circuit (14
MHz) driven by a tunnel diode. This shift, renormal-
ized to the one corresponding to the extraction of the
sample from the coil (∆f0) is then equal to the volume
fraction (δV/V ) of the sample which is penetrated by the
4field [13]. For H‖c, δV is related to the in-plane pene-
tration depth λab through some calibration constant that
depends on the sample geometry. However, this constant
can be altered by edge roughness effects (see discussion
in [14]) introducing a wrong temperature dependence of
the magnetic penetration depth. To avoid this, we have
hence decided to perform all TDO measurements with
H‖ab. In the following we show that even in this config-
uration the magnetic penetration depth probed is char-
acteristic of λab. Indeed, the surfaces parallel to the ab-
planes are much flatter and δV/V is, in this case, directly
given by δV/V ∼ 2(λc/w+λab/d) ∼ 2/d×[λab+(d/w)λc]
without any geometrical correction (λc being the pene-
tration depth parallel to the c-axis and d and w sam-
ple thickness and width respectively). Since d/w << 1,
λab + (d/w)λc ∼ λab in this weakly anisotropic system
[8]. A typical temperature dependence of the frequency
shift in the TDO measurements up to Tc is displayed in
the inset of Fig.6 showing a very sharp decrease of ∆f
for T < Tc, highlighting the high quality of the measured
samples.
Finally, specific-heat measurements have been per-
formed using an ac technique, as described elsewhere
[8, 15]. The ac-calorimetry technique consists of apply-
ing a periodically modulated power and measuring the
resulting time-dependent temperature response. In our
set-up, heating was provided by an optical fiber, and the
temperature of the sample was recorded by a thermocou-
ple, a precise insitu calibration of the thermocouples in
magnetic field was included in the data treatment. We
performed measurements at temperatures down to 0.7 K
and in magnetic fields up to 2 T. In this paper, only the
measurements with the magnetic field oriented in the c
direction are considered. The electronic contribution to
the specific heat ∆Cp/T = [Cp(T,H = 0) − Cp(T,H >
Hc2)]/T , together with the theoretical dependence for
2∆/kBTc ∼ 3.7 is displayed in Fig.1 in sample E, as an
example. Very similar results were obtained in sample
F (not shown here). The specific-heat anomaly at Tc is
very well resolved in all samples, once again attesting
for their high quality. For all samples ∆Tc/Tc is smaller
than 0.08, ∆Tc being the transition width calculated be-
tween 10% and 90% of the specific heat anomaly. For
the best sample, sample G, it is as small as 0.025.The
specific-heat properties of samples A, B, C, and D were
previously investigated into detail in [8] (same sample la-
beling); specific heat of the sample G was presented in
[16].
III. RESULTS AND DISCUSSION
A. Evidence for geometrical barriers in the vortex
penetration mechanism
Figure 4a displays the induced magnetic field Bz as a
function of applied field Ha in sample E (as an example)
for several different Hall-probe positions [see sketch in
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FIG. 4: (a) B as a function of applied magnetic field mea-
surement at different probe positions, at T = 0.5 K. The red
thick line corresponds to Hall-probe No.4 located close to the
sample edge and the purple thick line to Hall-probe Nos.11
corresponding to the center of the dome [see Fig.4b], dark blue
to pale blue symbols/lines (from left to right) correspond to
Hall-probes No.10, 9, 8, 7. Notation ”dome center” and ”cor-
ner” refers to Fig.4b, purple and red shaded boxes respec-
tively. (b) Magnetic field profiles measured at 0.5 K in and
around the sample for increasing applied magnetic field. Blue
vertical lines indicate edges of the sample. Red and purple
shaded boxes highlight the evolution of B on HP4 and HP11
respectively [see red and purple lines in Fig4a]. The complete
profile has been obtained by shifting the sample three times
- see text for details. The right-most and left-most points
in every profile correspond to the value of applied magnetic
field. Inset: Sketch of the probe positions with respect to the
sample.
the inset of Fig.4b].The spatial profile of induced mag-
netic field can be reconstructed by taking the Bz values
for each Hall-probe at a given Ha value [main panel of
Fig.4b]. For small Ha values, the external field is shielded
from all of the probes located below the sample (HP4
to HP14) and B = 0 (see the lowest -orange- profile for
Ha = 10 G). As Ha exceeds some critical value (Hp ∼ 20
G), B starts to increase more or less abruptly giving rise
to a dome-like magnetic field profile (green and gray pro-
files). This profile is characteristic of low pinning materi-
5als [17] in the situation when the Meissner currents guide
the vortices to the center of the sample. However, it is
worth mentioning (see discussion below) that a partial
penetration of the field is observed on HP4 and HP14
(edges on both sides of the sample) already for Ha ∼
13 G, i.e. for Ha << Hp. Note also that the profile is
slightly shifted towards the right side of the sample and
the center of the dome does not match with the center
of the sample. This is due to nonuniform distribution of
the Meissner current density across the sample related to
the slight thickness variation (the right side of the sample
being slightly thinner).
In low pinning samples, the penetration process is
determined by two main barriers: the Bean-Livingston
barriers due to the attraction of penetrating vortices to
the sample surface [18] and the geometrical barriers re-
lated to the nonelliptical shape of the plateletlike sample
[12, 17]. In the former case, B = 0 in the whole sample
for Ha < Hp as the field penetrates only over a distance
on the order of λ (see discussion in Ref.[12]). On the con-
trary, in the presence of geometrical barriers, the mag-
netic field first penetrates partially through the sample
corners, creating tilted vortices stuck in the edges. These
partial field penetration regions expand from the corners
both in z direction (perpendicular to the sample surface)
and towards the sample center. Vortices finally jump to
the center of the sample as the top and bottom parts meet
at the equatorial point (z = 0) for Ha = Hp. As shown
in Fig.4a, this partial penetration in the sample corners
is clearly observed in our crystals, as a finite B value
is measured on probe HP4 (and HP14, not shown here)
for Ha values significantly smaller than for other probes,
hence clearly indicating that the penetration process is
dominated by geometrical barriers (see Refs.[19] and [10]
for a detailed analysis of the field dependence of the pro-
files in the framework of the geometrical barriers theory
[17]).
B. Gap values
In the presence of geometrical barriers, Hp is directly
proportional to Hc1, Hp = αHc1, where α is a geometri-
cal factor depending on the sample thickness to width ra-
tio [20] and, neglecting a small temperature dependence
of κ = λ/ξ, one has:
Hp(T )
Hp(0)
≈ λ
2(0)
λ2(T )
= 1− 2
∫ ∞
∆(T )
∂f
∂E
E√
E2 −∆2(T )dE
where f is the Fermi function and ∆ the superconduct-
ing gap. The corresponding temperature dependence of
Hp(T )/Hp(0) for all investigated samples is reported in
Fig.5 (for normalized temperatures). As shown, the data
can be well fitted introducing two energy gaps (thick
line) in a simple α−model [22]: 2∆l/kBTc ∼ 3.7 and
2∆s/kBTc ∼ 2.4, both with similar weight.
The presence of this small energy scale has been con-
firmed by TDO measurements. Indeed, as shown in
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FIG. 5: Temperature dependence of the first penetration
field Hp in several samples (in normalized scales). As
shown, very similar temperature dependencies have been ob-
tained in all measured samples. The dashed line is a the-
oretical dependence of Hp corresponding to coupling ratio
2∆ = 3.7 kBTc and the thick line is the theoretical curve cor-
responding to presence of two energy gaps, 2∆l/kBTc ∼3.7
and 2∆s/kBTc ∼2.4, both with similar weight. Open sym-
bols correspond to data previously obtained on NbS2 (from
[21]).
Fig.6, the temperature dependence of the penetration
depth can clearly be fitted by an exponential law at-
testing to the presence of a fully open superconducting
gap with 2∆s ∼ 2.4kBTc (in sample A as an exam-
ple). Very similar results have been obtained in sam-
ple B (2∆s/kBTc ∼ 2.5), C (2∆s/kBTc ∼ 2.8), and
G (2∆s/kBTc ∼ 2.4), attesting to the presence of a
small gap for all doping contents, in good agreement
with the temperature dependence of the lower critical
field. The presence of this small gap is, to some ex-
tent, consistent with the µSR data [9]. However, in con-
trast with the present measurements, which do not show
any significant change of the coupling ratios with doping
(2∆s ∼ [2.4− 2.8]kBTc), the µSR experiments suggested
a clear increase of the coupling ratio of the small gap
with Cu content, leading to the merging of the two en-
ergy scales for optimal doping.
Surprisingly, the observation of this small gap in mag-
netic measurements is in striking contrast with the re-
sult obtained in the specific-heat measurements. Indeed,
in [8] some of us showed that the temperature depen-
dence of the specific heat of samples A, B, C, and D can
be well described, introducing one single coupling ratio
2∆ = [3.7 − 3.9]kBTc for all copper concentrations, in
agreement with the thermal conductivity measurements
[7], which were suggesting that this system is a conven-
tional single-gap superconductor. This fact is further
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FIG. 6: Temperature dependence of the penetration depth
deduced from TDO measurements (sample A, as an exam-
ple). As shown, λ(T ) can be well described by a standard
exponential law with 2∆ ∼ 2.4kBTc (solid red line). On the
other hand, an exponential law with 2∆ ∼ 3.7kBTc (as de-
duced from specific-heat measurements, see Fig.1) leads to
only very poor agreement with the experimental data (dashed
black line). Inset: Temperature dependence of the frequency
shift in the TDO measurements up to Tc showing a sharp de-
crease of ∆f for T < Tc highlighting the high quality of the
measured samples.
supported by our present heat capacity measurements
on samples E (see Fig.1) and F (not shown here). In-
deed, even if the presence of the small gap (∆ ∼ kBTc,
with the contribution weight of less than 10%) can not be
fully excluded, the temperature dependence of the elec-
tronic specific heat ∆Cp/T = [Cp(T,H = 0)−Cp(T,H >
Hc2]/T can be well described by a single gap model with
2∆ ∼ 3.7kBTc (see solid line in Fig.1). Note that tak-
ing 2∆ ∼ 3.7kBTc leads to only very poor agreement
with the experimental TDO data (see dashed black line
in Fig.6) or with the temperature dependence of Hp (see
dashed line in Fig.5). While TDO is a surface sensi-
tive method, Hall probe measurements are probing bulk
properties; thus the difference between the surface and
the bulk cannot explain our findings.
The explanation of such a discrepancy remains missing
but it is worth noting that the magnetic measurements
are probing the gap structure in the ab−plane, whereas
the specific-heat measurements are averaging the gap
structure over all k−directions and that the specific-heat
measurements are mainly sensitive to heavy quasiparti-
cles (γ ∝ m∗), whereas the magnetic measurements are
mainly probing the light quasiparticles (1/λ2 ∝ 1/m∗).
This suggests a strong anisotropy of the effective mass
over the Fermi surface and that the amplitude of the gap
is strongly related to the effective mass. However, the
temperature dependence of Hc1 (and hence the gap dis-
tribution) is very similar to the one previously observed
in 2H-dichalcogenides (NbSe2 or NbS2 [21], open sym-
bols in Fig.5) despite very different electronic structures
(see [6] and [23], respectively). Note also that, in those
later systems, the multi-gap structure observed in mag-
netic measurements has been confirmed by both specific
heat [24] and tunneling spectroscopy [25] measurements.
The influence of the presence of a CDW leading to a
strong k−dependence of the electron phonon coupling
[26] (and hence of the gap) first seemed also to be ex-
cluded since this CDW is present only in NbSe2 (and not
NbS2), but recent measurements clearly showed a strong
softening of the phonon modes in some directions even
in NbS2 [27].
The origin of the superconducting dome in Cu-TiSe2
remains unclear. First-principles calculations empha-
siszed the possible role of electron-electron correlations in
the coupling constant of TiSe2 (and MoS2 flakes) [28]. On
the other hand, x-ray experiments performed on TiSe2
single crystals [29] showed that the end point of the CDW
region occurs for pressures (∼ 5 GPa) being much larger
than the pressures over which a superconducting dome
is observed (∼ 2 − 3.5 GPa). Thus the superconduct-
ing dome is probably not directly related to a quantum
critical point corresponding to the vanishing of the CDW
phase. On the other hand, some incommensurability of
CDW was observed in the superconducting region, sug-
gesting that superconductivity could be related to the
formation of CDW domain walls. This idea is further
supplemented by the observation of CDW incommensu-
rability also in Cu-doped samples by x-ray [4] and by op-
tical measurements [30]. Note that the correlation length
of the CDW (the size of the incommensurable domains)
in the c direction was reported to be on the order of
22 unit cells [4], which is strikingly similar to the super-
conducting coherence length. In high-Tc superconductors
the lock-in effect accommodates due to the interlayer dis-
tance being larger than, or at least on the order of the
coherence length. A domain superstructure with exactly
this scale could be the reason for this effect in CuxTiSe2.
Note also that observation of the lock-in effect [10] in this
system points to a strong variation of the line tension
(i.e., superfluid density) along the c direction. Even if
this scenario requires further consideration, strong mod-
ulations of the superconducting parameter might proba-
bly lead to different ”gap measurements” depending on
the probe used to determine this gap.
After 30 years of intensive research, the
superconducting-gap structure still remains a hot
topic in cuprates. Recently, Brue´r et al. has shown that
in YBa2Cu3O7−δ the tunneling spectrum gets parallel
contributions from a two-dimensional band structure
where beside a conventional BCS d-wave pairing gap an
additional small ”gap” is revealed coming from unpaired
states [31]. A large body of experimental data suggesting
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FIG. 7: Tc dependence of the upper [Hc2, panel (a)], lower
[Hc1, panel (b)] and thermodynamic (Hc, panel (c)) critical
fields in underdoped (closed symbols) and overdoped (open
symbols) CuxTiSe2 single crystals. The dotted and solid lines
in panel (a) correspond to Tc and T
2
c dependencies, respec-
tively, suggesting that underdoped samples are in the dirty
limit whereas overdoped ones would be in the clean limit (see
text for details). The dashed line in panel (c) indicates that
that Hc scales as T
1.5
c clearly deviating from the standard Tc
dependence (dot-dashed line).
a coexisting two-gap scenario, i.e., superconducting gap
and pseudogap, over the whole superconducting dome in
several classes of cuprates has been collected [32]. While
the latter scenario seems to be excluded in CuxTiSe2 the
detailed study of different spatially sensitive channels
are to be addressed.
C. Critical fields and condensation energy
The critical fields Hc1 and Hc2, and corresponding val-
ues of penetration depth and coherence length of the dif-
ferent samples were collected and are listed in Table I.
The Hc2(0) values were derived from the specific-heat
measurements. The data for crystals A, B, C, and D
have been taken from [8] and are supplemented by mea-
surements on the other samples. The values of Hc1(0) are
directly derived from Hp(0) introducing the α correction
displayed in the table.
In order to prove the accuracy of the λ values de-
duced from our Hp measurements we performed a ther-
modynamic consistency check (see also [33]). The den-
sity of condensation energy, µ0H
2
c /2 is related to the
density of states at the Fermi level g(EF ) through
µ0H
2
c /2 ∼ g(EF )∆2/2 (Hc = Φ0/(µ02
√
2piλ(0)ξ(0)) be-
ing the thermodynamic field). Introducing the Som-
merfeld coefficient (γ) through γ = pi2k2Bg(EF )/3 and
taking 2∆ ∼ [3.7 − 3.9]kBTc, one obtains γ ∼ (1.6 ±
0.5).109/(λ(0)[nm]ξ(0)[nm]Tc[K])
2 ∼ 6 ± 2 mJ/molK2
from our measurements. This value is in reasonable
agreement with the measurements of the heat capac-
ity performed by Morosan et al. [5], giving γ ∼ 4 − 5
mJ/molK2, hence validating our results.
Figure 7 displays an evolution of the critical fields with
the critical temperature of the samples. As shown in
panel (a), Hc2 roughly scales as T
n
c , with n ∼ 1 (dashed
line) and ∼ 2 (solid line) for the underdoped and the
overdoped samples, respectively, suggesting that the sys-
tem is in the dirty (Hc2 ∝ 1/(ξ0l) ∼ ∆/(vF l) ∼ Tc)
and clean (Hc2 ∝ 1/ξ2 ∼ ∆2/v2F ∼ T 2c ) regimes, respec-
tively. The Tc dependence of Hc1 [panel (b)], and sub-
sequently of Hc (panel (c)), is much more puzzling. In-
deed, in conventional superconductors, one expects that
n ∼ 1 and n ∼ 0 for Hc1 in the dirty and clean lim-
its, respectively (in the dirty limit λ ∝ λL
√
ξ0/l and
Hc1 ∝ /λ2 ∼ l/λ2Lξ0 ∼ Tc). Then, the Tc dependencies
for Hc2 and Hc1 lead to Hc ∝
√
Hc1Hc2 ∼ Tc whatever
the disorder. Our measurements, however, suggest that
Hc follows rather Hc ∝ T 1.5c dependence; see dashed line
in panel (c). For a comparison, the Hc ∝ Tc is shown
by the dash-dotted line as well. Such a surprising Tc de-
pendence of Hc has been reported in iron-based materials
(see for instance [34]) and could be the signature of either
a strong pair-breaking effect or the presence of supercon-
ducting quantum critical points in the vicinity of the end
point of the superconducting dome. The former possibil-
ity can here be excluded as strong pair-breaking effects
are expected to lead to some power-law dependence of
the superfluid density, in striking contrast with our mea-
surements. Note that the important change in Hc1 with
doping cannot be attributed to the change in the carrier
concentration (n ∝ 1/λ2).
Finally, we compare values of λ, as well as ξ, derived
from the lower and upper critical fields with those from
ARPES measurements. ARPES supplies the London
penetration depth λL and the Pippard coherence length
8ξ0 directly from electronic band structure. On the other
hand, the quantities λ and ξ obtained from Hc1 and
Hc2 are affected by the mean free path of the electrons,
l. In the dirty limit they are related through formulas
ξ0 =
ξ2
0.731l and λL = λ
√
1.33l
ξ0
.
In order to calculate λL we need to take into account
the shape of the Fermi surface and Fermi velocity vF [35].
Here we get an estimate of λL = 150 ± 50 nm. Assum-
ing the size of the superconducting gap ∆ = 0.6 meV,
we estimate the coherence length ξ0 using the formula
ξ0 = ~vF /(pi∆), which results in ξ0 = 40 ± 8 nm. These
values were obtained on a sample with x = 0.07, the
concentration between those of samples B and G. In or-
der to compare the samples with similar copper concen-
trations, we interpolated the values of the penetration
depth and coherence length from Table I and obtained
λ = 220 nm and ξ = 20 nm that would correspond to a
sample with the same copper concentration as the one
from ARPES. Taking these values, using the formulas
from above, we obtained consistent results of the mean
free path l = 13.5 nm from both λ and ξ. This confirms
that such an underdoped sample is indeed in the dirty
limit, as suggested by the evolution of Hc2. We would
like to point out, that it is remarkable that in such a com-
plicated system with CDW and shallow electronic bands,
like CuxTiSe2, we could arrive at very good agreement
between two completely independent experimental ap-
proaches. It shows that a rather simple Fermi-liquid-like
approach works well also in this complicated system, yet
leaving an open question about where, in such smooth
band structure, the two energy gaps could reside.
IV. CONCLUSIONS
We have highlighted a surprising discrepancy between
magnetic and thermodynamic measurements which led
to seemingly contradictory results. Indeed, whereas the
latter clearly suggested that this system is a conventional
superconductor with 2∆l ∼ [3.7− 3.9]kBTc, the temper-
ature dependence of the superfluid density (for T → 0)
deduced from magnetic measurements (both HPM and
TDO) clearly shows the existence of a much smaller gap
2∆s ∼ [2.4−2.8]kBTc. Our measurements are also point-
ing out a surprising dependence of the condensation en-
ergy density on Tc.
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