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A result of Smith and Thieme shows that if a semiflow is strongly order
preserving, then a typical orbit converges to the set of equilibria. For the equation
Ž . Ž . Ž Ž Ž Ž ....with state-dependent delay x t  x t  f x t r x t , where  0 and f˙
Ž .and r are smooth real functions with f 0  0 and f  0, we construct a semiflow
which is monotone but not strongly order preserving. We prove a convergence
result under a monotonicity condition different from the strong order preserv-
ing property, and apply it to the above equation to obtain generic convergence.
 2001 Academic Press
1. INTRODUCTION
In this paper we study the state-dependent delay equation
x t  x t  f x t r , r r x t , 1.1Ž . Ž . Ž . Ž . Ž .Ž . Ž .˙
Ž .where  0 and f and r are smooth real functions with f 0  0 and
f  0.
Ž . Equation 1.1 with r 1 appears in several applications; see 4, 11,
1517, 19, 20, 22, 31 . Over the past several years it has become apparent
that equations with state-dependent delay arise in several areas such as in
   classical electrodynamics 59 , in population models 2 , in models of
 commodity price fluctuations 3, 18 , and in models of blood cell produc-
 tions 21 .
Ž  .In the case r constant consider the space C r, 0 , as a phase
space. Define the closed partial order relation in the following way:  
Ž . Ž .  whenever  s   s for all s	 r, 0 ,   whenever   and
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Ž . Ž .    , and   whenever  s   s for all s	 r, 0 . Equation
Ž .1.1 generates a semiflow H on the phase space. The condition f  0
Ž  .guarantees that H is monotone, that is, for every ,  in C r, 0 , with
Ž . Ž .  , H t,   H t,  holds for all t
 0. It is also true that H is
Ž .strongly order preserving SOP , that is, H is monotone, and for every , 
Ž  .in C r, 0 , with   , there exist t  0 and open subsets U, V of0
Ž  . Ž . Ž .C r, 0 , with 	U and 	 V such that H t , U  H t , V . Then0 0
 the result of Smith and Thieme 26, 29, 30 concludes that the omega limit
set of a generic point of the phase space is contained in the set of
equilibria.
We remark that analogous results were obtained by Smith and Thieme
 in 27, 28 for non-quasi-monotone functional differential equations, that
is, under a weaker condition than f  0.
Ž Ž ..In the case r r x t the situation becomes more difficult, because it is
not obvious how to choose the phase space. The questions about existence,
Ž .uniqueness, and continuous dependence of solutions of Eq. 1.1 are also
 not standard, see, e.g., 25 . In Section 3 we show that for suitable M 0
Ž .and A 0, the solution of Eq. 1.1 defines a semiflow H on the metric
 space containing Lipschitz continuous functions mapping M, 0 into
  Ž .  Ž . Ž . A, A with metric d ,   sup  s   s . The constantM  s 0
 M 0 is related to the maximum of r on A, A . The result of Smith
Ž .and Thieme is not applicable for this semiflow generated by Eq. 1.1 , since
it does not have, in general, the SOP property. Indeed, consider two
Ž . Ž .functions  and  in the phase space such that  s   s  A for all s
 . Ž . Ž .  in M,M  and  s   s for all s in M  , 0 , where  0.
Let U be an open subset of the phase space with 	U. Clearly, there is a
Ž . Ž .   function 	U such that  s   s for all s	 M  , 0 . Let x
 Ž .and x denote the solutions of Eq. 1.1 with initial function  and  ,
Ž  Ž ..   Ž  Ž ..respectively. If we also have r x t 	 M  , 0 and r x t 	
 M  , 0 for all t
 0, then it is easy to see that there exists t  00
Ž . Ž .such that H t ,  H t ,  . Therefore, in this case H cannot be SOP.0 0
Our goal in this paper is to obtain a convergence result which is
Ž .applicable for Eq. 1.1 . We observe that H satisfies the following prop-
erty. H is monotone, and for every  and  in the phase space with
Ž . Ž .  and H t,  H t,  for all t
 0, there exist t  0 and open0
subsets U, V of the phase space with 	U and 	 V such that
Ž . Ž .H t , U H t , V . This is why our aim is to prove a convergence result0 0
for monotone semiflows having the above property instead of the SOP
property. The following assumption seems to be crucial in achieving our
goal. If  and  are in a compact invariant subset of the phase space, then
Ž . Ž .  implies H t,  H t,  for all t
 0. This condition is satisfied
Ž .for the semiflow generated by Eq. 1.1 as well.
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In the proofs of the monotonicity the hypothesis f  0 can be weak-
 ened like in 27, 28 , but f  0 seems to be crucial in the verification of
Ž . Ž .the property H t,  H t,  , t
 0, for all ,  in a compact invariant
subset with   .
The paper is organized as follows. Section 2 contains a general conver-
gence result, which is a modified version of the convergence result of
 Smith and Thieme 26, 29 . Section 3 gives explicit hypotheses on f and r
Ž .ensuring the applicability of our convergence result for Eq. 1.1 . Section 4
proves the general convergence result.
2. CONVERGENCE IN MONOTONE
DYNAMICAL SYSTEMS
In this section we give the result of Smith and Thieme first and then the
 modified version of this convergence result. In 26, 29 a metric space X is
considered and a closed partial order relation  on X. For x and y in X,
x y is written whenever x y and x y.
 .A semiflow  is considered on X, that is, a map  : 0,	  X X,
Ž . Ž . Ž . Ž .which satisfies: i  is continuous, ii  0, x  x for all x	 X, ii
Ž Ž .. Ž . t,  s, x  t s, x for all t
 0, s
 0, and x	 X.
Ž . Ž .  Ž . 4The orbit O x of x	 X is defined by O x   t, x : t
 0 . A point
Ž .  4x	 X is called an equilibrium point if O x  x . The set of all equilib-
Ž .rium points of  is denoted by E. The omega limit set 
 x of x	 X is
Ž . Ž .defined by 
 x    s, x . Recall that 
 x is a nonempty,Ž .t
 0 s
 t
Ž Ž . Ž ..compact, invariant subset of X and d  t, x , 
 x  0 as t 	 pro-
vided O x is a compact subset of X. A point x	 X is called a quasicon-Ž .
Ž .vergent point if 
 x  E. The set of all such points is denoted by Q. A
Ž .point x is called a convergent point if 
 x consists of a single point of E.
The set of all convergent points is denoted by C.
It is supposed that  is monotone, that is, for every x, y in X with
Ž . Ž .x y,  t, x  t, y holds for all t
 0. It is assumed that  is strongly
Ž .order preserving SOP , that is,  is monotone, and for every x, y in X
with x y, there exist t  0 and open subsets U, V of X with x	U and0
Ž . Ž .y	 V such that  t , U  t , V .0 0
Ž .Assume that for each x in X, O x has compact closure in X.
It is supposed that for every x in X,
Ž . Ž .	 Ža there exists a sequence x in X satisfying x  x  x xn 1 n n1
.x  x for all integers n
 1 and x  x as n 	, andn1 n n
Ž . Ž .	 Ž .b for the sequence x with the property guaranteed by a ,n 1
Ž . 
 x has compact closure in X.n
1 n
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 Then the result of Smith and Thieme 26, 29 states that under the above
assumptions X Int Q Int C. In particular Int Q is dense in X.
Ž .If we consider Eq. 1.1 , a difficulty arises: the semiflow generated by
Ž .Eq. 1.1 is not in general SOP. Thus the result of Smith and Thieme is not
applicable. Our aim is to prove a convergence result which is applicable for
Ž . Ž .Eq. 1.1 . We observe that the semiflow  generated by Eq. 1.1 has the
following property.  is monotone, and for x, y in X with x y and
Ž . Ž . t, x  t, y for all t
 0, there exist t  0, and open subsets U, V of0
Ž . Ž .X with x	U and y	 V such that  t , U  t , V .0 0
Ž . Ž .We shall write x y if x y and  t, x  t, y for all t
 0. For
 4two subsets a  A and B of X with A B or A B or A B, we
shall write a B or a B or a B. We give some definitions.
Ž .We say that  is mildly order preserving MOP if it is monotone, and
for every x, y in X with x y, there exist t  0 and open subsets U, V 0
Ž . Ž .of X with x	U and y	 V such that  t , U  t , V .0 0
Note that the difference between the MOP and SOP properties is that
Ž .we have one more assumption for the MOP property, that is,  t, x 
Ž . t, y for all t
 0 and for all x, y in X with x y. Thus the MOP
property is weaker than the SOP property.
Ž .We say that x	 X can be approximated from below above in X if
Ž .	 Žthere exists a sequence x in X satisfying x  x  x xn 1 n  n1  
.x  x for all integers n
 1 and x  x as n 	.n1  n n
Ž .Since the semiflow generated by Eq. 1.1 is MOP, we are interested in
proving a convergence result for the monotone semiflow being MOP
instead of SOP. Thus a natural question appears: Under what conditions
can we prove such a convergence result? In Section 4 we prove the
following theorem.
THEOREM 2.1. Consider a metric space X with a closed partial order
relation and a semiflow  on X. Assume that
Ž .A if x and y are in a compact inariant subset of X, then x y1
implies x y,
Ž .A  is MOP,2
Ž .A each point in X can be approximated either from below or from3
aboe in X,
Ž . Ž .A for each x in X, the orbit O x of x has compact closure in X,4
and
Ž . Ž .	A for each x in X and for each sequence x , which approximates5 n 1
Ž .x either from below or from aboe in X,  
 x has compact closuren
1 n
in X.
Then X Int Q Int C. In particular Int Q is dense in X.
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We mention that the differences between Theorem 2.1 and the theorem
Ž .of Smith and Thieme are that assumption A in Theorem 2.1 does not1
appear in the result of Smith and Thieme, the semiflow  in Theorem 2.1
is MOP instead of SOP, and the definition of approximation in Theorem
2.1 differs from the one used by Smith and Thieme. An examination of the
proof of the result of Smith and Thieme shows that due to assumption
Ž .A the proof of Theorem 2.1 follows more or less the same line as that in1
 26, 29 .
3. CONVERGENCE OF SOLUTIONS FOR AN EQUATION
WITH STATE-DEPENDENT DELAY
In this section we apply Theorem 2.1 for the differential equation with
state-dependent delay
x t  x t  f x t r x t , t
 0. 3.1Ž . Ž . Ž . Ž .Ž .Ž .Ž .˙
In order to achieve our goal, we need to establish hypotheses on f and r
and choose an appropriate phase space ensuring that the conditions of
Theorem 2.1 are satisfied.
1Ž . Ž .Let  0, and the functions f and r be in C , with f 0  0 and
Ž .f  x  0 for all x	. Suppose that there exists a positive constant A
 Ž .       Ž . such that f x   x for all x 
 A. Let Mmax r xx	A, A 
Ž .  and assume that r x  0 for all x 	 A , A . Set R 
 Ž .  Ž .   Ž . Ž .  max   x f y , and lip   sup  s   t  sŽ x, y .	A, A A, A 
1   4 Ž  .t : s, t	 M, 0 , s t , where  is in C M, 0 , .
Ž .Let F be the map defined by the right hand side of Eq. 3.1 , that is,
Ž . Ž . Ž Ž Ž Ž ....F   0  f  r  0 . Observe that F is not necessary de-
Ž  . Ž  . Ž .fined for all 	 C M, 0 , . For 	 C M, 0 , with  0 
  Ž .A, A , F  may not exist. Therefore consider the retraction
Ž  . Ž  . Ž . : C M, 0 , D defined by C M, 0 ,     	D, where
 Ž  . Ž . 4 Ž .D 	 C M, 0 , :A  t  A, for M t 0 .   is a
   function mapping M, 0 into A, A in the following way:
A for  t 
 A ,Ž . t for A  t  A ,Ž . Ž .  t  3.2Ž . Ž . Ž .A for  t A.Ž .
Ž  . Ž Ž ..Consider the function F  : C M, 0 ,  defined by F   
Ž .Ž . Ž Ž .Ž Ž Ž .Ž .... Ž  .  0  f   r   0 for all  in C M, 0 , and the
equation
x t  F  x . 3.1Ž . Ž . Ž .Ž .˙ t
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First we show existence, uniqueness, and continuous dependence of
Ž . Ž .solutions of Eq. 3.1 and then of solutions of Eq. 3.1 .
 . Ž .We say that a function x : M,   is a solution of Eq. 3.1 on
 .  .M,  , 0  	, if there exists  0 such that x : M,   is
 .  .continuous on M,  , it is continuously differentiable on 0,  , and it
Ž .  .satisfies Eq. 3.1 for all t	 0,  .
 .   Ž .We say that a function x : M,	  A, A is a solution of Eq. 3.1
 . Ž .    .  .  on M,	 if x t 	 A, A for all t	 M,	 , x : M,	  A, A
 .  .is continuous on M,	 , it is continuously differentiable on 0,	 , and it
Ž .satisfies Eq. 3.1 for all t
 0.
We begin with proving the following claim.
Ž  .CLAIM. The function F  : C M, 0 ,  is continuous and satis-
fies the following property: there exist constants a 0 and b 0 such that for
Ž  . Ž .all R  0 and for all ,  in C M, 0 , with lip   R ,1 1
 F    F    a bR   . 3.3Ž . Ž . Ž . Ž .Ž . Ž . 1
Proof. It is easy to check that  is continuous; thus F  is continu-
Ž  .ous, and for all ,  in C M, 0 , , we have
         3.4Ž . Ž . Ž .
and
lip    lip  . 3.5Ž . Ž . Ž .Ž .
Ž .To show 3.3 , we make the estimations
F    F  Ž . Ž .Ž . Ž .
    0    0  f   r   0Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž .Ž .
f   r   0 . 3.6Ž . Ž . Ž . Ž .Ž .Ž .Ž .
The function f is locally Lipschitzian because it is continuously differen-
tiable. Thus there exists L 0 such that
f   r   0  f   r   0Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .Ž . Ž .
 L   r   0    r   0Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .
 L   r   0    r   0Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .
 L   r   0    r   0 . 3.7Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .
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Ž .Using 3.5 and the fact that r is locally Lipschitzian, being continuously
differentiable, we obtain that there exists N 0 such that
  r   0    r   0Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .
 R r   0  r   0  R N   0    0 .Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 1
3.8Ž .
Ž . Ž . Ž .Combining 3.7 with 3.8 and 3.4 , we find
f   r   0  f   r   0Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .Ž . Ž .
  LR N L   . 3.9Ž . Ž .1
Ž . Ž . Ž .We deduce from 3.6 , 3.9 , and 3.4 that
   F    F        LR N L  Ž . Ž . Ž .Ž . Ž . 1
   L  LNR  Ž .Ž .1
  a bR   .Ž .1
Observe that the constant a bR depends on  and it is independent of1
 . The proof is complete.
 For local and global existence we refer to Theorem 1.1 of 25 . Consider
Ž  . Ž  .	 C M, 0 , . Since F  : C M, 0 ,  is continuous, by The-
    .orem 1.1 of 25 , for some  0, there exists a solution x : M,  
Ž .  Ž .of Eq. 3.1 through  ; that is, x is a solution of Eq. 3.1 such that
 x  . As there exist constants C and C such that for all  inM , 0 1 2
Ž  .  Ž Ž ..     C M, 0 , , F    C   C by Theorem 1.1 of 25 , the solu-1 2
  .tion x can be defined on M,	 .
 For uniqueness we refer to Theorem 1.2 of 25 . Consider 	
Ž  . Ž .C M, 0 , with lip   	, and for some  0 two solutions
  .   . Ž .y : M,   and z : M,   of Eq. 3.1 through . Since
Ž  . Ž .F  is continuous on C M, 0 , and it satisfies property 3.3 , by
  Ž . Ž .  .Theorem 1.2 of 25 , we obtain y t  z t for all t in M,  . For
Ž .continuous dependence of solutions of Eq. 3.1 we refer to Theorem 1.6
 of 25 .
We define the phase space X as the metric space of all real-valued
    Ž .continuous functions  : M, 0  A, A with lip   	, where the
   Ž . metric is obtained from  max  s . We introduce the closedM  s 0
Ž .partial order relation on X in the following way:   whenever  s 
Ž .   s for all s	 M, 0 ,   whenever   and   , and  
Ž . Ž .  whenever  s   s for all s	 M, 0 .
To prove existence, uniqueness, and continuous dependence of solutions
Ž .of Eq. 3.1 , we need the following proposition.
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  .PROPOSITION 3.1. For eery 	 X the solution x x : M,	 
Ž . Ž .  of Eq. 3.1 through  satisfies x t 	 A, A for all t
 0.
 Ž .    4Proof. Set t  sup s : x t 	 A, A for all t	 0, s . If t belongs1 1
Ž . Ž .to the interval of existence, then either x t  A and x t 
 0 or˙1 1
Ž . Ž . Ž . Ž .x t A and x t  0. Suppose x t  A and x t 
 0. Since r is˙ ˙1 1 1 1
  Ž Ž Ž ...positive on A, A , we have x t  r x t  A. The monotonicity of f1 1
Ž Ž Ž Ž .... Ž . Ž .yields f x t  r x t  f A . The solution x satisfies Eq. 3.1 , that1 1
Ž . Ž .Ž . Ž Ž .Ž Ž Ž .Ž .... Ž .  is, x t  x 0  f  x r  x 0 . As x 0 	 A, A˙ 1 t t t t1 1 1 1
Ž Ž Ž ...  and x r x 0 	 A, A , according to the definition of , we obtaint t1 1
Ž .Ž . Ž . Ž .Ž Ž Ž .Ž ... Ž Ž Ž ... Ž . x 0  x 0 and  x r  x 0  x r x 0 . Thus, x t ˙t t t t t t 11 1 1 1 1 1
Ž . Ž Ž Ž Ž .... Ž . x t  f x t  r x t . The assumption A f A  0 implies1 1 1
Ž .x t  0. This is a contradiction. A similar argument leads to a contradic-˙ 1
Ž . Ž . Ž .  tion in the case x t A and x t  0. Therefore x t 	 A, A for˙1 1
all t
 0.
PROPOSITION 3.2. For eery 	 X there is a unique solution x
  .   Ž . x : M,	  A, A of Eq. 3.1 such that x  .M , 0
  .Proof. Let 	 X. Then there exists a solution x x : M,	 
Ž . Ž .  of Eq. 3.1 through . By Proposition 3.1, x t 	 A, A for all t
 0.
Ž . Ž Ž .. Ž .  .Hence  x  x and F  x  F x for all t
 0. Thus, x : M,	t t t t
  Ž .  A, A is a solution of Eq. 3.1 with x  . Consider a solutionM , 0
  .   Ž . y y : M,	  A, A of Eq. 3.1 such that y  . SinceM , 0
Ž .   Ž .y t 	 A, A for all t
 0, by the definition of , y   y , andt t
Ž . Ž Ž .. Ž .F y  F  y for all t
 0. Thus y is also a solution of Eq. 3.1t t
Ž . Ž .through  ; therefore x t  y t for all t in the interval of existence.
  .  PROPOSITION 3.3. Let 
 0, , 	 X, x x : M,	  A, A be
Ž . Ž . the unique solution of equation x t  F x such that x  , and˙ M , 0t
  .   Ž . Ž .y y : M,	  A, A be the unique solution of equation y t  F y˙ t
  such that y   . Then there exists a constant C 0 independentM , 0
of  , ,  such that

C t C t x t  y t  e    e  1 for all t
 0.Ž . Ž . Ž .
C
Ž .   Ž .   Ž .Proof. Since x t 	 A, A and y t 	 A, A for all t
 0, F xt
Ž Ž .. Ž . Ž Ž .. F  x and F y  F  y for all t
 0. Thus x is the solution oft t t
Ž . Ž Ž .. equation x t  F  x with x  , and y is the solution of˙ M , 0t
Ž . Ž Ž ..   equation y t  F  y   with y   . By Theorem 1.6 of 25 ,˙ M , 0t
 Ž .there exists C 0 such that we have the desired estimation for x t 
Ž . y t .
 . Ž .  We define the map H by 0,	  X t,   x 	 X, where xt
Ž . denotes the solution of Eq. 3.1 through , and x is defined byt
Ž . Ž .  x s  x t s for all s	 M, 0 .t
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PROPOSITION 3.4. The map H is a semiflow on X, that is:
Ž .i H is continuous,
Ž . Ž .ii H 0,    for all 	 X,
Ž . Ž Ž .. Ž .iii H t, H s,  H t s,  for all t
 0, for all s
 0, and for
all 	 X.
Ž .Proof. Proof of i . The continuity of H in the first variable is obvious.
To prove the continuity of H in the second variable, consider the solutions
  0 Ž .x x and y x of Eq. 3.1 through  and  	 X, respectively.0
Applying Proposition 3.3 with  0, we obtain that there exists a constant
 Ž . Ž .  C t    C 0 such that x t  y t  e   for all t
 0. Hence x  y0 t t
C t   e   for all t
 0, which implies the continuity of H in the0
Ž . Ž .second variable. It is easy to see that ii and iii are satisfied.
Ž . Ž .PROPOSITION 3.5. The semiflow H is monotone, that is, H t,  H t, 
wheneer   and t
 0.
Proof. Let ,  be in X with   , and   0 such that A0
Ž . Ž .f A    0. For all  in 0,  , consider the equation0 0
z t  z t  f z t r z t   . 3.10Ž . Ž . Ž . Ž .Ž .Ž .Ž .˙
Ž .First we show that the solution of Eq. 3.10 through  exists and it is
Ž . Ž Ž ..unique. Consider the retraction  defined by 3.2 , the map F   
Ž .Ž . Ž Ž .Ž Ž Ž .Ž .... Ž  .  0  f   r   0 for all 	 C M, 0 , , and the
equation
z t  F  z   . 3.10Ž . Ž . Ž .Ž .˙ t
Ž .Since the function defined by the right hand side of Eq. 3.10 is continu-
Ž .ous, it satisfies property 3.3 , and there exist constants C and C such1 2
Ž  .  Ž Ž ..   that for all 	 C M, 0 , , F      C   C , by Theorem1 2
    .1.1 of 25 , we obtain that there exists a unique solution z : M,	 
Ž .   Ž .  of Eq. 3.10 with z   . We prove that z t 	 A, A for all t
 0.0
  Ž .    4Set t  sup s : z t 	 A, A for all t	 0, s . If t belongs to the1 1
 Ž .  Ž .  Ž .interval of existence, then either z t  A and z t 
 0 or z t A˙1 1 1
 Ž .  Ž .  Ž .and z t  0. Suppose z t  A and z t 
 0. Since r is positive, we˙ ˙1 1 1
 Ž Ž  Ž ... Ž  Ž Žhave z t  r z t  A. The monotonicity of f yields f z t  r t1 1 1 1
Ž  Ž .... Ž .  Ž .    Ž Ž  Ž ...   r z t  f A . As z 0 	 A, A and z r z 0 	 A, A ,1 t t t1 1 1
we infer
z  t  z  0  f  z  r  z  0  Ž . Ž . Ž .˙ Ž . Ž . Ž .Ž .ž /ž /1 t t t1 1 1
 z  t  f z  t  r z  t  A f A   .Ž . Ž . Ž .Ž .Ž .Ž .1 1 1 0
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Ž .  Ž .The assumption A f A    0 implies z t  0. This is a con-˙0 1
 Ž .tradiction. A similar argument leads to a contradiction in the case z t 1
 Ž .  Ž .  A and z t  0. Therefore, z t 	 A, A for all t
 0. Hence˙ 1
Ž  .  Ž Ž  .. Ž  .   . z  z and F  z  F z for all t
 0. Thus, z : M,	 t t t t
  Ž .A, A is a solution of Eq. 3.10 through  . To prove uniqueness,
  .   Ž . consider a solution y : M,	  A, A of Eq. 3.10 with y   .0
 Ž .    Ž .Since y t 	 A, A for all t
 0, y is a solution of Eq. 3.10 through
 Ž .  Ž .  .   . . Therefore z t  y t for all t	 M,	 . Thus z : M,	 
  Ž .A, A is the unique solution of Eq. 3.10 through  . Denote by x and y
Ž .the solutions of Eq. 3.1 with x   and y   . Proposition 3.3 implies0 0
  .z  y uniformly on compact subsets of M,	 as  0. Therefore, in
Ž .order to conclude the monotonicity of H, it suffices to show that x t 
 Ž . Ž . Ž . Ž .z t for all t
 0 and for all  in 0,  . Fix an  . If  0   0 then0
 Ž . Ž .  Ž . Ž . Ž Ž Ž Ž .... Ž Ž Ž Ž ....z 0  x 0 . So z 0  x 0  f  r x 0  f  r x 0   . As˙ ˙
Ž Ž Ž ... Ž Ž Ž ...  r x 0    r x 0 , the assumption f   0 implies
Ž Ž Ž Ž .... Ž Ž Ž Ž ....  Ž . Ž .f  r x 0  f  r x 0 . Consequently, z 0  x 0 
  0.˙ ˙
Ž .  Ž . Ž .Hence there exists  0 so that x t  z t for all t in 0,  . The
Ž . Ž .existence of such a  in the case  0   0 follows immediately from
the continuity of z  and x. Therefore, by way of contradiction we can
Ž .  Ž . Ž .  Ž .choose s 0 such that x t  z t for 0 t s and x s  z s . Clearly,
Ž .  Ž .x s 
 z s . On the other hand we have˙ ˙
z  s  z  s  f z  s r z  s   . 3.11Ž . Ž . Ž . Ž .Ž .Ž .Ž .˙
  Ž Ž Ž ...  Ž Ž Ž ...  ŽAs r is positive on A, A , x s r x s  z s r x s  z s
Ž  Ž ... Ž Ž Ž Ž .... Ž  Žr z s . The assumption f  0 implies f x s r x s  f z s
Ž  Ž ....r z s . Consequently,
 x s  f x s r x s  z  s  f z  s r z  s .Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .Ž . Ž .
3.12Ž .
Ž . Ž .  Ž . Ž .Combining 3.11 with 3.12 , we conclude z s  x s . This contradiction˙ ˙
completes the proof.
Our next goal is to prove that if  and  belong to some compact
invariant subset of X and   , then   . This assertion followsH
immediately from the following lemma.
   LEMMA 3.6. If x : A, A and y : A, A are two solutions
Ž . Ž . Ž .of Eq. 3.1 and x  y , then x t  y t for all t	.0 0
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Proof. Set z x y. We get
z t  z t  f x t r x t  f y t r y tŽ . Ž . Ž . Ž .Ž . Ž .Ž . Ž .Ž . Ž .˙
 z t  f x t r x t  f y t r x tŽ . Ž . Ž .Ž . Ž .Ž . Ž .Ž . Ž .
 f y t r x t  f y t r y t for all t	.Ž . Ž .Ž . Ž .Ž . Ž .Ž . Ž .
Using the equality
d1
f u  f   f su 1 s  dsŽ . Ž . Ž .Ž .H ds0
1
 f  su 1 s  ds u for all u ,  	,Ž . Ž .Ž .H
0
3.13Ž .
we obtain, for t	
1
z t  z t  f  sx t r x t  1 s y t r x t dsŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .˙ H
0
 z t r x tŽ .Ž .Ž .
1
 f  sy t r x t  1 s y t r y t dsŽ . Ž . Ž .Ž . Ž .Ž . Ž .H
0
 y t r x t  y t r y t , 3.14Ž . Ž . Ž .Ž . Ž .Ž . Ž .
y t r x t  y t r y tŽ . Ž .Ž . Ž .Ž . Ž .
1
 y s t r x t  1 s t r y t dsŽ . Ž . Ž .Ž . Ž .Ž . Ž .H
0
 r x t  r y t , 3.15Ž . Ž . Ž .Ž . Ž .
1
r x t  r y t  r  sx t  1 s y t ds z t . 3.16Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . H
0
Define
1
a t  f  sy t r x t  1 s y t r y t dsŽ . Ž . Ž . Ž .Ž . Ž .Ž . Ž .H
0
1
 y s t r x t  1 s t r y t dsŽ . Ž . Ž .Ž . Ž .Ž . Ž .H
0
1
 r  sx t  1 s y t ds for all t	 3.17Ž . Ž . Ž . Ž .H
0
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and
1
b t  f  sx t r x t  1 s y t r x t dsŽ . Ž . Ž . Ž .Ž . Ž .Ž . Ž .H
0
for all t	. 3.18Ž .
Ž . Ž . Ž .Combining 3.14 with 3.15 and 3.16 , it follows that z satisfies the linear
equation
z t  a t z t  b t z t r x t for all t	, 3.19Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž .˙
Ž . Ž . Ž .where a t and b t are continuous, bounded functions defined by 3.17
Ž . Ž . Ž .and 3.18 . Moreover, b t  0 for all t	 since f  0. Define  t 
Ž . H0t aŽ s. d s Ž . H0t aŽ s. d sz t e for all t	. Multiplying 3.19 by e , we infer
 t  b t z t r x t eH0t aŽ s. d s for all t	. 3.20Ž . Ž . Ž . Ž .Ž .Ž .˙
Ž .The definition of  t yields
z t r x t  t r x t eH0t r Ž xŽ t .. aŽ s. d s for all t	.Ž . Ž .Ž . Ž .Ž . Ž .
Ž .Thus  t satisfies the linear equation
 t  c t  t r x t for all t	, 3.21Ž . Ž . Ž . Ž .Ž .Ž .˙
Ž . Ž .where c t is a continuous, bounded function defined by c t 
Ž . H t r Ž xŽ t ..t aŽ s. d s Ž .b t e for all t	, and c t  0 for all t	. In order to
Ž . Ž .show that z t  0 for all t	, it suffices to prove that  t  0 for all
Ž .t	. Note that  t  0 for all t
M due to the uniqueness of
 Ž . 4solutions and x  y . Set  inf t :  s  0 for all s
 t . We claim that0 0
Ž .	. Otherwise 	 M. We have  t  0 for all t
  .
Ž . Ž . ŽTherefore  t  0 for all t
  . Then it follows by 3.21 that  t˙
Ž Ž ... r x t  0 for all t
  , which using the definition of  , implies  inf t
Ž Ž .. 4 Ž . r x t : t
  . On the other hand using the assumption r u  0 for all
   Ž Ž .. 4 Ž Ž ..u	 A, A , we obtain inf t r x t : t
    r x    . This
Ž .contradiction shows that 	. Consequently,  t  0 for all t	
and the lemma is proved.
Ž .In the above proof it is important that the delay r depends only on x t
and not on x . The hypothesis f  0 seems to be also crucial.t
COROLLARY 3.7. Let B be a compact inariant subset of X, where
 Ž .inariance means that for any 	 B, there exists a solution x of Eq. 3.1 on
 with x  and x	 B for all t	. If , 	 B with   , then0 t
x x for all t	.t t
The semiflow H has the following property.
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PROPOSITION 3.8. If , 	 X with   , then there exists t  0H 0
Ž . Ž .such that H t,  H t,  for all t
 t .0
Proof. Consider , 	 X with   , and the solutions xH
  .     .   Ž .x : M,	  A, A and y x : M,	  A, A of Eq. 3.1
Ž . Ž .through  and  , respectively. The monotonicity of H implies x t  y t
Ž . Ž .for all t
M. Our aim is to prove that x t  y t for all t
 2 M. Then
Ž . Ž .  it follows that x s  y s for all s	 M, 0 and for all t
 3M, that is,t t
Ž . Ž .H t,  H t,  for all t
 3M. Set z x y. As in the proof of
Lemma 3.6 it can be shown that z satisfies a linear equation. Equation
Ž . Ž .3.14 holds as well, but 3.15 holds whenever the solution y is differen-
Ž . Ž .tiable, that is, for t
M. We also define the functions a t and b t as in
Ž . Ž . Ž .3.17 and 3.18 but only for t
M. Equation 3.19 holds for t
M. We
Ž . Ž . HMt aŽ s. d s Ž .define  t  z t e for all t
M. Instead of 3.20 here we obtain
 t  b t z t r x t eHMt aŽ s. d s for all t
M . 3.22Ž . Ž . Ž . Ž .Ž .Ž .˙
Ž . t satisfies the equation
 t  c t  t r x t for all t
M , 3.23Ž . Ž . Ž . Ž .Ž .Ž .˙
Ž . Ž . Ž . H tt r Ž xŽ t .. aŽ s. d swhere c t is defined by c t  b t e for all t
M. The
assumption   implies x  y , that is, z  0. By the defini-H 2 M 2 M 2 M
Ž .tion of  , it follows that   0. Since  t  0 for all t
M, there2 M
  Ž . Ž Ž Ž ...exists u	 M, 2 M such that  u  0. Having  t r x t  0 for all
Ž . Ž . Ž .t
M and c t  0, by 3.23 , we deduce  t  0 for all t
M. Therefore˙
Ž . Ž . Ž . Ž . t  u  0 for all t
 u. Hence x t  y t for all t
 2 M. The proof
is complete.
Proposition 3.5 and Proposition 3.8 imply that H is MOP.
PROPOSITION 3.9. The semiflow H is MOP, that is, it is monotone, and
for eery ,  in X with   , there exist t  0 and neighbourhoods U ofH 0
Ž . Ž . and V of  such that H t , U H t , V .0 0
Proof. We have already shown the monotonicity of H in Proposition
3.5. Consider ,  in X with   . Proposition 3.8 implies that thereH
˜Ž . Ž .exists t  0 such that H t ,  H t ,  . There are neighbourhoods U0 0 0
˜ ˜ ˜Ž . Ž .of H t ,  and V of H t ,  such that U V. By the continuity of0 0
Ž .H t ,  , there exist neighbourhoods U of  and V of  such that0
˜ ˜Ž . Ž . Ž . Ž .H t , U  U and H t , V  V. Consequently, H t , U  H t , V .0 0 0 0
Ž . Ž .Hence H t , U H t , V as required.0 0
As the proof of Proposition 3.9 shows, we have also proved that for all
,  in X with   , there exists t  0 and neighbourhoods U of H 0
Ž . Ž .and V of  such that H t , U H t , V . Since t can be chosen 3M, by0 0 0
Proposition 3.8, we conclude the following property of H.
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Remark 3.10. If , 	 X with   , then there exist neighbour-H
Ž . Ž .hoods U of  and V of  such that H 3M, U H 3M, V .
Our next goal is to prove that each point in X can be approximated
either from below or from above in X. In order to do this, we need one
more property of the semiflow H.
Ž .PROPOSITION 3.11. If , 	 X with   and t
 0, then H t,  
Ž .H t,  .
Proof. Consider , 	 X with   , and the solutions x
  .     .   Ž .x : M,	  A, A and y x : M,	  A, A of Eq. 3.1
through  and  , respectively. Suppose by way of contradiction that there
Ž . Ž . Ž . Ž .exists s 0 such that x t  y t for all 0 t s and x s  y s . Clearly,
Ž . Ž . Ž Ž Ž ... Ž Ž Ž ... Ž Ž Ž ...x s 
 y s . We have x s r x s  y s r x s  y s r y s˙ ˙
  Ž Žsince r is positive on A, A . The assumption f  0 implies f x s
Ž Ž .... Ž Ž Ž Ž .... Ž . Ž . Ž Ž Ž Ž ....r x s  f y s r y s . Therefore x s  y s  f x s r x s ˙ ˙
Ž Ž Ž Ž ....f y s r y s  0. This contradiction completes the proof.
PROPOSITION 3.12. Each point in X can be approximated either from
below or from aboe in X.
1Ž .  Ž . 4 Ž .Proof. Let  be in X. Define  s min A,  s  and  s n nn
1 Ž . 4    4max A,  s  for all s	 M, 0 and n	  0 . We prove that 
n
Ž .	can be approximated either from below by a subsequence of  or fromn 1
Ž .	above by a subsequence of  in X. Clearly,  and  are in X for alln 1 n n
 4n	  0 , and    and    as n 	. First we show that forn n
 4  4every n	  0 , either    or   . As for every n	  0 ,n H H n
 4   , Proposition 3.11 implies that for every n	  0 and t
 0,n n
Ž . Ž .  4H t,  H t,  . Hence it follows that for every n	  0 , eithern n
Ž .   or   . Therefore there is a subsequence n such thatn H H n k
 4  4either    for all k	  0 or   for all k	  0 .n H H nk k
 4Without loss of generality assume that   for all k	  0 . ByH nk
 4Remark 3.10, for all k	  0 , there is a neighbourhood U of  suchk
Ž . Ž .that H 3M, U H 3M,  . Since    as k 	, we obtain thatk n nk k
 4  4for all k	  0 , there exists l	  0 such that  	U . Conse-n kk l
 4  4quently, for all k 	   0 , there exists l 	   0 such that
Ž . Ž .  4H 3M,  H 3M,  . This implies that for all k	  0 , theren nk l k
 4exists l	  0 such that    . Now it is clear how to choose an H nk l k
Ž .subsequence  such that it approximates  from above.nk j
It remains to show the following.
Ž .PROPOSITION 3.13. For each  in X, the orbit O  of  has compact
Ž .	closure in X. Furthermore, for each  in X and for each sequence  ,n 1
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Ž .which approximates  either from below or from aboe in X,  
 n
1 n
has compact closure in X.
Proof. The first assertion follows by the ArzelaAscoli theorem using`
Ž .the fact that lip x  R for all t
M. For the second assertion noticet
Ž .that, for all  in X, 
  is a nonempty, compact, and invariant set, and,
Ž .for all  in X, 
  is contained in the set of all functions  in X with
Ž . Ž .	lip   R. Thus, for a sequence  , which approximates  either fromn 1
Ž .below or from above in X,  
  is also included in the set of alln
1 n
Ž .functions  in X with lip   R, which by the ArzelaAscoli theorem is`
compact. Hence  
  is compact in X as well.Ž .n
1 n
 Ž . Ž .The set of equilibrium points of X is E 	 X :  s   0 for all
  Ž Ž .. Ž .4s	 M, 0 , and f  0   0 . Note that for all  ,  	 E with1 2
   , we have either    or    . According to Claim 21 2 1 2 2 1
Ž .Section 4 an omega limit set cannot contain two points  ,  such that1 2
Ž .   or    . Then it follows that for all  in X, the set 
   E1 2 2 1
has at most a single point. Therefore the set of quasiconvergent points Q
coincides with the set of convergent points C. Consequently, Theorem 2.1
states in this special case:
THEOREM 3.14. Under the aboe hypotheses on f and r, X Int C, that
is, Int C is dense in X.
 Note that in general X C. Krisztin et al. 13 have shown the existence
of periodic orbits in the case r 1 for certain , f , and r. A similar result
   is proved by Mallet-Paret and Nussbaum 23, 24 , Kuang and Smith 14 ,
  Ž Ž ..and Arino et al. 1 in the case r r x t with negative feedback condi-
 tion. Krisztin and Arino 12 have shown that there exists a smooth disk of
Ž Ž ..nonquasiconvergent points for case r r x t with negative feedback
Ž .condition. A similar result is expected for Eq. 3.1 in the positive feedback
case.
4. PROOF OF THEOREM 2.1
Ž . Ž .Hereafter we suppose that assumptions A  A of Theorem 2.1 are1 5
satisfied. The proof of Theorem 2.1 consists of the following steps.
Ž . Ž . Ž .CLAIM 1. i If  T , x 
 x for some T 0, then 
 x is a T-periodic
orbit.
Ž . Ž .ii If  t, x 
 x for t belonging to some nonempty open subset of
Ž . Ž .0,	 , then  t, x  p	 E as t 	.
Ž . Ž . Ž .iii If  T , x  x for some T 0, then  t, x  p	 E as t 	.
Ž . Ž . Proof. The proofs of assertion i and ii can be found in Smith 26,
 Ž . Ž .Theorem 2.1 . To prove iii consider x  T , x . Since  is MOP, there
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Ž . Ž .exist neighbourhoods U of x, V of  T , x , and t  0 such that  t , U0 0
Ž . Ž . Ž t , V . As there exists  0 such that  t, x 	 V for all t	 T0
. Ž . Ž Ž .. Ž , T  , it follows that  t , x  t ,  t, x for all t	 T  , T0 0
. Ž . Ž . . Case ii implies  t, x  p	 E as t 	.
CLAIM 2. An omega limit set cannot contain two points x and y such that
x y.
Ž .Proof. Suppose by way of contradiction that there are x, y in 
 z
Ž .such that x y. Then x y because 
 z is a compact, invariant subset
of X. As  is MOP, there exist neighbourhoods U of x, V of y, and
Ž . Ž . Ž .t  0 such that  t , U  t , V . Choose t  0 such that  t , z 	U0 0 0 1 1
Ž . Ž . Žand t  t such that  t , z 	 V. Since  t, z 	 V for all t	 t 2 1 2 2
. Ž . Ž . , t   and for some 	 0, t  t , it follows that  t  t , z 2 2 1 0 1
Ž Ž .. Ž Ž .. Ž . t ,  t, z  t t ,  t  t , z for all t	 t   , t   . By0 1 0 1 2 2
Ž . Ž . Ž .Claim 1 ii ,  t, z  p	 E as t 	. Thus 
 z  p and x y, which is
a contradiction.
An immediate consequence of Claim 2 is that an omega limit set cannot
Ž .contain a maximal minimal element.
Ž . Ž . Ž Ž .. Ž .CLAIM 3. If a	 
 x and 
 x  a a 
 x , then 
 x  a.
Ž . Ž .Proof. Consider a	 
 x and 
 x  a. Suppose that there exists
Ž . Ž .b	 
 x such that b a. Then b a. Since b and a are in 
 x , we
have obtained a contradiction to Claim 2.
Ž . Ž .CLAIM 4. If x y, t  	,  t , x  p, and  t , y  p as k 	, k k k
then p	 E.
Proof. Let x y. Since  is MOP, there exist neighbourhoods U of
Ž . Ž .x, V of y and t  0 such that  t , U  t , V . Let  0 be so small0 0 0
 Ž . 4  Ž . 4that  s, x : 0 s  U and  s, y : 0 s   V. Then
  s, x  r , y for all s and r in t , t   . 1Ž . Ž . Ž .0 0
Ž . Ž .  Thus,  s, x  t , y for all s in t , t   . The monotonicity of 0 0 0
Ž Ž .. Ž .  implies  t  t ,  s, x  t , y for all s in t , t   and for allk 0 k 0 0
Ž Ž .. Ž .large k. Denoting r s t , we get  r,  t , x  t , y for all r in0 k k
  Ž .0,  and for all large k. Passing to the limit as k 	, we infer  r, p  p
  Ž . Ž . Ž .for all r in 0,  . Replacing  s, x with  t , x in 1 and arguing as0
Ž .   Ž .above, we obtain p r, p for all r in 0,  . Thus,  r, p  p for all
0 r  and therefore, for all r
 0, so p	 E.
Ž . Ž .CLAIM 5. If x y then 
 x  
 y  E.
Ž . Ž . Ž .	Proof. Consider p	 
 x  
 y . Then there exists a sequence tk 1
Ž . Ž Ž ..	such that t  	 and  t , x  p as k 	.  t , y is a sequence ink k k 1
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the compact set O y . By passing to a subsequence if necessary, we canŽ .
Ž .assume that  t , y  q as k 	. The monotonicity of  impliesk
Ž . Ž . t , x  t , y for all integers k
 1. Letting k 	, we find thatk k
Ž .p q. The case p q contradicts Claim 2, since p, q	 
 y . Hence
p q and by Claim 4, p	 E.
CLAIM 6. Let K and K be compact subsets of X satisfying K  K .1 2 1  2
Then there are open sets U and V, with K U and K  V, and t  0,1 2 1
Ž . Ž . 0 such that  t s, U  t, V for all t
 t and for all 0 s  .1
Proof. Fix an x in K . Since  is MOP, for each y	 K , there exist1 2
Ž . Ž .neighbourhoods U of x, V of y, and t  0 such that  t, U  t, Vy y y y y
 4for all t
 t . As K is compact and V is an open cover of K , wey 2 y y	 K 22
may choose a finite subcover, K  n V , where y 	 K for all2 i1 y i 2i˜ n ˜ n ˜1 i n. Set V V , U U and tmax t . Theni1 y i1 y 1 i n yi i i˜Ž . Ž . Ž . ˜ t, U  t, U  t, V for all t
 t and for all 1 i n. It followsy yi i˜ ˜ ˜ ˜ ˜ ˜Ž . Ž . ˜that  t, U  t, V for all t
 t. Denote V  V and U U to empha-x x
size the dependence of these open sets on the point x	 K . Similarly,1
˜ ˜t  t. We have obtained that for each x	 K , there exist neighbourhoodsx 1
˜ ˜ ˜ ˜Ž . Ž .˜ ˜U of x, V of K , and t  0 such that  t, U  t, V for all t
 t .x x 2 x x x x
˜ 4Again, as U is an open cover of K , we may extract a finitex x	 K 11m ˜subcover, K  U , where x 	 K for all 1 im. Set U1 i1 x i 1im ˜ m ˜ ˜Ž . Ž .˜ U , V V , and t max t . Since  t, V  t, Vi1 x i1 x 1 1 im x xi i i i˜ ˜Ž . Ž .and  t, U  t, V for all t
 t and for all 1 im, we concludex x 1i i˜Ž . Ž . Ž .that  t, U  t, V for all t
 t and for all 1 im. Thus,  t, Ux 1i
Ž . t, V for all t
 t . In order to obtain the stronger conclusion of the1
claim, we observe that, by the continuity of , for each x	 K , there exist1
Ž . .  0 and a neighbourhood W of x such that  0,  W U. Asx x x x
 4W is an open cover of K , we may choose a finite subcover,x x	 K 11
K m W . Denote Um W and min  . If x	U1 i1 x i1 x 1 im xi i i
Ž .and 0 s  , then x	W for some i. Thus  s, x 	U. Therefore,x i
Ž . . Ž . 0,  U U and then  s, U U for all 0 s  . It follows
Ž . Ž . Ž .that  t s, U  t, U  t, V for all t
 t and for all 0 s  .1
Ž . Ž .CLAIM 7. If x y, t  	,  t , x  a,  t , y  b as k 	 andk k k
Ž .a b, then O a  b.
Proof. For u	O x ,  	O y with u , defineŽ . Ž .
J u ,   sup r
 0 :  t , u  , 0 t r . 4Ž . Ž .
Ž .Our aim is to prove that J a, b 	. First we verify two properties of
Ž .J u,  .
Ž . Ž Ž . Ž ..P J  t, u ,  t,  is monotone nondecreasing in t.1
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Ž . Ž Ž . Ž .. Ž .To show P , it suffices to establish J  t, u ,  t,  
 J u,  for all1
Ž . Ž .t
 0. We have  s, u  for all 0 s J u,  . The monotonicity of 
Ž Ž .. Ž . Ž .implies  s,  t, u  t,  for all 0 s J u,  and t
 0. Thus,
Ž Ž . Ž .. Ž .J  t, u ,  t,  
 J u,  for all t
 0.
Ž .P If u  , u 	O x ,  	O y , and u  u,    , thenŽ . Ž .2 k k k k k k
Ž . Ž .lim sup J u ,   J u,  .k	 k k
Ž . Ž .If J u,   	, then the assertion is obvious. Assume J u,   	. Sup-
pose by way of contradiction there exists   0 such that
Ž . Ž . Ž .lim sup J u ,    J u,  . Let k be a sequence in  withk	 k k i
Ž . Ž .k  	 as i 	 such that lim sup J u ,   lim J u ,  . Con-i k	 k k i	 k ki i
Ž . Ž .sequently, J u,    J u ,  for all large i. From the definition ofk ki i
Ž . Ž . Ž .J u ,  it follows that  s, u  for 0 s J u,    and for allk k k ki i i i
Ž . Ž .large i. Letting i 	, we obtain  s, u  for 0 s J u,    ,
Ž .which contradicts the definition of J u,  .
Ž Ž . Ž ..  Denote  lim J  t, x ,  t, y , which exists in 0,	 accordingt	
Ž . Ž . Ž . Ž .to P . By P , we obtain  J a, b . Suppose J a, b  	. For 0 r1 2
Ž . Ž . Ž . Ž .J a, b ,  r, a  b. Moreover,  r, a  b for 0 r J a, b . Otherwise
Ž . Ž . Ž .b	 
 x , by the invariance of 
 x , a	 
 x , and a b, in contradic-
Ž . Ž .tion to Claim 2. We assert that  r, a  b for 0 r J a, b . Indeed,
Ž . Ž . Ž . Ž . Ž . Ž .by the invariance of 
 x , O a  
 x . So  r, a is in 
 x  
 y for
Ž . Ž . Ž . Ž . Ž .0 r J a, b and b is also in 
 x  
 y . As 
 x  
 y is compact
Ž . Ž .and invariant, we deduce  r, a  b for 0 r J a, b . Set K
 Ž . Ž .4 r, a : 0 r J a, b . K is compact and K b. Thus, Claim 6 im-
plies that there exist t  0,  0 and open sets U, V with KU and1
Ž . Ž .b	 V such that  t s, U  t, V for all t
 t and 0 s  . Since1
Ž . Ž . t , y  b as k 	, there exists an integer k such that  t , y 	 Vk 0 k
Ž . Ž Ž .. Ž .for all k
 k . As  t , x  a as k 	,  r,  t , x  r, a uni-0 k k
 Ž .formly in r	 0, J a, b as k 	. Consequently, there exists k  0 such1
Ž Ž ..  Ž .that  r,  t , x 	U for all k
 k and for all r	 0, J a, b . We inferk 1
Ž Ž Ž ... Ž Ž .. t s,  r,  t , x  t,  t , y for all t
 t , for all 0 s  , fork k 1
 4  Ž .all k
 k max k , k , and for all r	 0, J a, b . On rearranging the2 0 1
Ž Ž .. Ž .arguments, we conclude  r s,  t t , x   t t , y for all t
 t ,k k 1
Ž . Ž Žfor all k
 k and for all 0 s r  J a, b . It follows that J  t2
. Ž .. Ž .t , x ,  t t , y 
 J a, b   for all t
 t and for all k
 k . Lettingk k 1 2
Ž . Ž .k 	, we obtain 
 J a, b   . But J a, b 
  , which provides a
Ž . Ž . Ž .contradiction. Hence J a, b  	. Then O a  b, that is,  r, a  b for
all r
 0. Otherwise, as we have shown above, we get a contradiction to
Ž . Ž . Ž .Claim 2. Moreover, O a  b. Indeed, by the invariance of 
 x ,  r, a
Ž . Ž . Ž . Ž .	 
 x for all r
 0, thus,  r, a 	 
 x  
 y for all r
 0, and b is
Ž . Ž . Ž . Ž .also in 
 x  
 y . The compactness and invariance of 
 x  
 y
implies the desired assertion.
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Ž . Ž .CLAIM 8. If u,  	 X and there exists x	 
 u such that x 
  , then
Ž . Ž . Ž . Ž .
 u  
  . Similarly, if there exists x	 
 u such that 
   x, then
Ž . Ž .
   
 u .
Ž . Ž . Ž .Proof. First note that x	 
 u , x 
  implies x 
  . Indeed,
Ž . Ž . Ž . Ž . Ž .we have x	 
 u  
  and y	 
 u  
  for all y in 
  . By the
Ž . Ž . Ž .compactness and invariance of 
 u  
  , x y for all y	 
  ,
Ž .that is, x 
  . Applying Claim 6, we obtain that there exist t  0 and 0
Ž . Ž . Ž .neighbourhoods U of x and V of 
  such that  t , U  t , V .0 0
Ž . Ž . Ž . Ž . Ž .Since 
   V and 
  is invariant,  t , U  
  . As x	 
 u ,0
Ž . Ž . Ž .there exists t  0 such that  t , u 	U. Thus,  t  t , u  
  . The1 1 0 1
Ž . Ž . Ž .monotonicity of  and invariance of 
  imply  t  t  s, u  
 0 1
Ž . Ž . Ž . Ž .for all s
 0. Hence 
 u  
  . We assert that 
 u  
  . Suppose
Ž . Ž . Ž .that there exists z in 
 u  
  . Due to the fact that z 
  and
Ž . Ž . Ž .z	 
  , by Claim 3, we find that z 
  . Similarly, since 
 u  z and
Ž . Ž . Ž .z	 
 u , we get z 
 u . On the other hand x 
  implies x z,
Ž . Ž . Ž .and x	 
 u implies x z, which is impossible. Finally, 
 u  
 
Ž . Ž .because of the compactness and invariance of 
 u  
  .
Ž . Ž .CLAIM 9. If x y, t  	,  t , x  a,  t , y  b as k 	 andk k k
Ž . Ž .a b, then 
 x  
 y .
Ž . Ž .Proof. According to Claim 7, O a  b. Hence 
 a  b. We assert
Ž . Ž . Ž .that 
 a  b. Suppose b	 
 a . Then 
 a  b, by Claim 3. Since
Ž . Ž . Ž . Ž .a 
 a and a	 
 x , Claim 8 implies 
 x  
 a . This is impossible
Ž . Ž . Ž .as 
 a  
 x . Consequently, 
 a  b. Due to the fact that b is in
Ž . Ž . Ž . Ž .
 y , by Claim 8, we obtain 
 a  
 y . Since every z	 
 a belongs
Ž . Ž . Ž .to 
 x as well, Claim 8 gives 
 x  
 y .
CLAIM 10. If x y then either
Ž . Ž . Ž .a 
 x  
 y or
Ž . Ž . Ž .b 
 x  
 y  E.
Ž . Ž . Ž . Ž .Proof. If 
 x  
 y , according to Claim 5, we obtain 
 x  
 y
Ž . Ž . Ž . E. If 
 x  
 y , then we may suppose that there exists q	 
 y 
Ž . Ž .
 x . The other case is treated similarly. There exists a sequence t suchk
Ž . Ž Ž ..that t  	 and  t , y  q as k 	. Since  t , x is a sequence ink k k
the compact set O x , we may assume, by passing to a subsequence ifŽ .
Ž .necessary, that  t , x  p as k 	. The monotonicity of  impliesk
Ž . Ž . t , x  t , y for all k. Letting k 	, we get p q. We assert thatk k
Ž .p q. Indeed, if p q, then q	 
 x , which is a contradiction. Thus, by
Ž . Ž .Claim 9, it follows that 
 x  
 y .
CLAIM 11. If x 	 X can be approximated from below in X by a sequence0
Ž .	 Ž .	 Ž .	x , then there exists a subsequence x of x such that x  x˜ ˜n 1 n 1 n 1 n  n1
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 x for all integers n
 1, with x  x as n 	, satisfying one of the 0 n 0
following properties.
Ž .a There exists u 	 E such that0

 x  
 x  u  
 x for all integers n
 1Ž . Ž . Ž .n  n1  0 0
and
lim dist u , 
 x  0.Ž .Ž .0 n
n	
Ž .b There exists u 	 E such that0

 x  u  
 x for all integers n
 1.Ž . Ž .n 0  0
Ž .If u	 E and u 
 x , then u u . 0 0
Ž . Ž . Ž .c 
 x  
 x  E for all integers n
 1.n 0
An analogous result holds if x can be approximated from above in X.0
Claim 11 describes three alternatives for the point x : x can be a0 0
Ž . Ž .convergent point by a , or x can be a quasiconvergent point by c , or x0 0
Ž .can belong to the closure of the set of convergent points according to b .
Ž .	 Ž .	Proof. By Claim 10, there exists a subsequence x of x such that˜n 1 n 1
Ž . Ž . Ž . Ž .either 
 x  
 x  E for all integers n
 1 or 
 x  
 xn n1 n  n1
for all integers n
 1.
Ž . Ž .Consider the case 
 x  
 x for all integers n
 1, which isn  n1
Ž . Ž .equivalent to 
 x  
 x for all integers n
 1, by the invariancen n1
Ž . Ž . Ž . Ž .and compactness of 
 x  
 x . It follows that 
 x  
 x forn n1 n  0
Ž . Ž .all integers n
 1. Indeed, if there exists n 
 1 such that 
 x  
 x ,0 n 00
Ž . Ž .then 
 x  
 x for all n
 n , which is a contradiction. Set n 0 0
 Ž .4y : y lim y , y 	 
 x  
 x .  is nonempty due toŽ .n	 n n n n
1 n
	Ž .the fact that y is a monotone sequence in the compact set 
 x .Ž .n 1 n
1 n
 4We claim that  consists of a single element, that is,  u . Indeed, if0
there are y and u in  so that y  y and u  u as n 	, where y ,n n n
Ž . Ž . Ž .u 	 
 x , then 
 x  
 x implies y  u and u  y forn n n  n1 n n1 n n1
all integers n
 1. Letting n 	, we infer y u and u y, that is,
Ž .y u. We claim that u 	 E. Consider y 	 
 x . Then y  u as0 n n n 0
Ž . Ž .n 	. By the continuity of ,  t, y  t, u as n 	. Sincen 0
Ž . Ž . Ž . Ž . t, y 	 
 x by the invariance of 
 x , we obtain  t, y  u asn n n n 0
Ž .n 	. Thus,  t, u  u for all t
 0. It follows from the definition of0 0
Ž Ž .. and the compactness of  
 x that lim dist u , 
 x  0.Ž .n
1 n n	 0 n
Ž . Ž . Ž .Finally, 
 x  
 x for all integers n
 1 implies u  
 x . Ifn  0 0 0
Ž . Ž . Ž .u 	 
 x , then by Claim 3, we get 
 x  u , which is case a .0 0 0 0
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Ž . Ž . Ž .Suppose u  
 x . Then u  
 x , that is, u  
 x by the invari-0 0 0 0 0  0
 4 Ž .ance and compactness of u  
 x . Claim 6 implies that there is a0 0
Ž . Ž . Ž .neighbourhood W of 
 x and t  0 such that u  t, u  t, W0 0 0 0
Ž .for all t
 t . There exists t  0 such that  t , x 	W. By the continu-0 1 1 0
Ž . Ž .ity of  t ,  , there is an integer n 
 1 such that  t , x 	W for all1 0 1 n
Ž Ž ..n
 n . Consequently, u  t t ,  t , x for all t
 t  t and for0 0 1 1 n 0 1
Ž .all n
 n . Letting t 	, we obtain u  
 x for all n
 n . Since0 0 n 0
Ž . Ž . Ž .
 x  
 x for all large k, it follows that 
 x  u . Thus,n 1  k n 1 00 0
Ž . Ž .u  
 x  
 x  u , which is a contradiction.0 n  n 1 00 0
Ž . Ž .Consider the case 
 x  
 x  E for all integers n
 1. Asn n1
Ž . Ž .x  x , Claim 10 implies that either 
 x  
 x  E for all integersn  0 n 0
Ž . Ž . Ž .n
 1, which is case c , or 
 x  
 x for all integers n
 1. Sup-n  0
Ž . Ž . Ž . Ž .pose 
 x  
 x for all integers n
 1. Let u 	 
 x  
 x  E.n  0 0 1 n
Ž .Consequently, u  
 x . Arguing exactly as above, we obtain that0  0
Ž .there exist an integer n 
 1 and t  0 such that u  t, x for all0 2 0 n
Ž .t
 t and for all n
 n . Then u  
 x for all n
 n . Since u 	2 0 0 n 0 0
Ž . Ž .
 x , by Claim 3, 
 x  u for all n
 1. Finally, if u	 E andn n 0
Ž . Ž .u 
 x , then arguing as above, we find that u 
 x for all n
 n . 0 n 0
Ž .As 
 x  u , it follows that u u .n 0 0
The next result gives some information which strengthens the assertion
Ž .concerning case b of Claim 11.
Ž .CLAIM 12. In case b we hae in addition the following properties:
Ž .i There exist a neighbourhood O of u , t , t  0, and n such that0 0 1
 t , O  t t , x for all t
 t .Ž . Ž .1 n 0
Ž .ii There is a neighbourhood U of x with the following property: for0
each x	U with x x , there exist a neighbourhood V of x in U, an integer 0
N, and T 0 such that
u  t , V  t , x for all t
 T .Ž . Ž .0 N
Ž .iii x 	 Int C.0
Ž . Ž . Ž .Proof. Proof of i . In case b , we have u  
 x . Thus Claim 60  0
Ž .implies that there exist a neighbourhood W of 
 x , O of u , and t  00 0 0
Ž . Ž .such that  t, O  t, W for all t
 t . There exists t  0 such that0 1
Ž . Ž . t , x 	W. By the continuity of  t ,  , it follows that there exists an1 0 1
Ž . Ž . Ž .integer n
 1 such that  t , x 	W. Then  t, O  t t , x for1 n 1 n
all t
 t .0
Ž . Ž .Proof of ii . We choose a neighbourhood U of x such that  t , U 0 1
W. Let x	U with x x . Since  is MOP, there exist a neighbour- 0
Ž . Ž .hood V of x with VU, N of x , and t  0 such that  t, V  t, N0 2
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Ž .for all t
 t . As there is an integer N such that x 	 N, we get  t, V 2 N
Ž . Ž . Ž . Ž . Ž . t, x for all t
 t . By i , u  t, u 	 t, O  t, W for allN 2 0 0
Ž . Ž .t
 t . Due to the fact that  t , V  t , U W, we obtain u 	0 1 1 0
Ž . Ž . Ž . Ž . t, O  t t , V for all t
 t . Hence u  t, V  t, x for1 0 0 N
all t
 T , where T t  t  t .0 1 2
Ž . Ž . Ž .Proof of iii . Since 
 x  u ,  t, x  u as t 	. Thus, byN 0 N 0
Ž . Ž .ii , we obtain 
   u for all  in V. Therefore, for all x	U with0
Ž .x x , we get 
 x  u and x	 Int C. If we consider the sequence 0 0
Ž .	x , which approximates x from below, then x 	 Int C for all large n.n 1 0 n
Hence x 	 Int C.0
Now we are in the position to prove Theorem 2.1.
Proof of Theorem 2.1. Suppose x 	 X  Int Q. Then there exists a0
Ž .	sequence y such that y 	 X Q and y  x as n 	. By assump-n 1 n n 0
Ž .tion A of Theorem 2.1, for each n, y can be approximated either from3 n
below or from above in X. Consider the former case as the latter case is
similar. Using Claim 11, we obtain, by passing to a subsequence if neces-
Ž n .	 nsary, that for each n, there exists a sequence x such that x m m1 m 
x n  y for all integers m
 1 and x n  y as m 	. For each n,m1  n m n
Ž . Ž .y Q; therefore case b of Claim 11 must hold. Claim 12 iii implies thatn
for each n, y 	 Int C. Hence x 	 Int C, which completes the proof.n 0
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