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Abstract
We study the time evolution of the expectation value of the anharmonic
oscillator coordinate in a coherent state as a toy model for understanding
the semiclassical solutions in quantum field theory. By using the deformation
quantization techniques, we show that the coherent state expectation value
can be expanded in powers of h¯ such that the zeroth-order term is a classical
solution while the first-order correction is given as a phase-space Laplacian
acting on the classical solution. This is then compared to the effective action
solution for the one-dimensional φ4 perturbative quantum field theory. We
find an agreement up to the order λh¯, where λ is the coupling constant,
while at the order λ2h¯ there is a disagreement. Hence the coherent state
expectation values define an alternative semiclassical dynamics to that of
the effective action. The coherent state semiclassical trajectories are exactly
computable and they can coincide with the effective action trajectories in the
case of two-dimensional integrable field theories.
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1 Introduction
The notion of a semiclassical trajectory as a quantum corrected classical
trajectory is a very useful idea in various areas of physics. In the case of field
theories, the classical trajectory represents a classical field configuration, and
the semiclassical field configurations are usually calculated from the effective
action [1, 2], i.e. by solving the corresponding equations of motion .
The effective action approach was tailor-made for the problems of scatter-
ing of the elementary particles, and strictly speaking, one is not calculating
the expectation value of an appropriate operator, but a matrix element be-
tween the “in” and the “out” vacuum. This means that the obtained values
can be complex and this is a problem in the context of quantum gravity and
quantum cosmology applications because the field operator is a metric, and
the effective metric has to be real. This problem can be resolved by using the
effective action formalism where the field variable is a true expectation value
[3, 4]. However, in order to obtain a semiclassical trajectory, one needs to
solve the corresponding effective equation of motion, which is often a difficult
task.
This type of problems were encountered in the context of two-dimensional
dilaton gravity models of quantum black holes, where the effective metric
gives the information about the back-reaction of the black hole evaporation
[5]. It was demonstrated in [6] that a relevant one-loop (O(h¯)) solution
could be obtained as an expectation value of the metric operator in the
coherent state corresponding to the initial matter distribution. Furthermore,
a two-loop (O(h¯2)) solution was found by using this approach [7], which was
otherwise impossible to do by solving the corresponding two-loop effective
action equations.
This then suggests an approach to constructing semiclassical trajectories
for field theories via expectation values of the appropriate operators in the
coherent states. This is reasonable because the coherent states are the closest
approximation to the classical point in the phase space. Using the coherent
states in the perturbative quantum field theory (QFT) can be justified by
the fact that the “in” and the “out” states correspond to asymptotically free
particles. The free particles in QFT can be considered as a collection of har-
monic oscillators, and it is known that the expectation value of the harmonic
oscillator coordinate in the coherent state follows the classical trajectory.
In this paper we will study the expectation values of the Heisenberg op-
erators in the coherent states for finite-dimensional systems as a preparation
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for the field theory case. In [8] and [9] a study of the classical and the effec-
tive quantum dynamics of field theory toy models (anharmonic oscillators)
was performed, but in the effective potential approximation. It is possible
to improve this approximation by including more relevant terms in the effec-
tive action [8], but there is no simple expression for the complete one-loop
contribution, i.e. the h¯ correction. However, it has been known from the
deformation quantization applications to quantum optics how to evaluate
the coherent states expectation values [10]. Hence one can apply these tech-
niques to the case of the anharmonic oscillator (AHO). The result can be
then expanded perturbatively in the coupling constant and compared to the
corresponding effective action expansion.
In section two we introduce the basic concepts of deformation quanti-
zation (DQ) and derive a new formula for the expectation value (EV) of a
generic dynamical variable in an arbitrary state. We then use this result in
section three to derive the O(h¯) contribution to the coherent state EV of
a generic dynamical variable. We then derive the corresponding quantum
equation of motion for the coordinate EV and in section four we specialize
to the case of an AHO. In section five we derive the perturbative quantum
equations of motion for an AHO coming from the effective action formalism
and compare the results of the two approaches. In section six we present our
conclusions and in the Appendix we describe how to solve the perturbative
equations of motion.
2 Expectation values
Let us consider an N -dimensional system with coordinates q = (q1, · · · , qN)
and canonical momenta p = (p1, · · · , pN). We shall assume a flat phase space
T ∗M ≃ R2N with symplectic form σ(z, z′) = q · p′ − p · q′, where z = (p, q),
z′ = (p′, q′).
In the context of deformation quantization [10]-[27] one computes the
expectation value of a generic operator Aˆ (zˆ, t) from the algebra of observables
at time t in a state ψ ∈ L2
(
R
N , dq
)
as
A(t) ≡ 〈ψ|Aˆ(zˆ, t)|ψ〉 =
∫
dz FW (z)AW (z, t) , (1)
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where FW (z) is the Wigner function [12] associated with ψ
FW (p, q) =
1
(πh¯)N
∫
dy e−2ip·y/h¯ψ∗(q − y)ψ(q + y) . (2)
AW (z, t) is the Weyl symbol [11] associated with Aˆ(zˆ, t) given by
AW (z, t) =
(
h¯
2π
)N ∫
dξ Tr
{
Aˆ(zˆ, t)eiξ·zˆ
}
e−iξ·z . (3)
The Weyl symbol defines a noncommutative twisted product [13],
(
Aˆ · Bˆ
)
W
≡ AW ⋆W BW = exp
[
ih¯
2
σ
(
∂
∂z1
, ∂
∂z
)]
AW (z1)BW (z)
∣∣∣
z1=z
=
= AW (z)BW (z) +O(h¯) ,
(4)
where ∂
∂z
=
(
∂
∂p
, ∂
∂q
)
. Likewise, one may define a bracket- the Moyal bracket
- according to [14]:
[AW , BW ]W ≡
(
1
ih¯
[
Aˆ, Bˆ
])
W
= 1
ih¯
(AW ⋆W BW −BW ⋆W AW ) =
= 2
h¯
sin
[
h¯
2
σ
(
∂
∂z1
, ∂
∂z
)]
AW (z1)BW (z)
∣∣∣
z1=z
= {AW (z), BW (z)}+O(h¯2) ,
(5)
These algebraic operations are formal deformations of the usual product and
of the Poisson bracket with deformation parameter h¯.
The dynamics is governed by the Moyal equation
A˙W (z, t) = [HW (z), AW (z, t)]W = {HW (z), AW (z, t)}+ O(h¯2) , (6)
where HW is the Weyl symbol of the quantum Hamiltonian.
The following remark is important for the sequel. If the Hamiltonian is
of the form
H =
p2
2m
+ U(q) , (7)
then there are no ordering ambiguities and we conclude that eq.(6) only yields
corrections of even order in h¯ to the classical solution Acl(z, t) so that
AW (z, t) = Acl(z, t) +O(h¯
2) . (8)
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The Wigner function being a square integrable function admits a Fourier
transform:
F˜W (a) =
∫
dz FW (z)e
ia·z =
∫
dx eiv·xψ∗
(
x− h¯u
2
)
ψ
(
x+
h¯u
2
)
, (9)
with the inverse
FW (z) =
1
(2π)2N
∫
da F˜W (a)e
−ia·z. (10)
Here a = (u, v) lives in the dual of the phase space. The function F˜ (a˜), with
a˜ = (u,−v) is known as the symplectic Fourier transform or chord function
and finds many applications in the context of deformation quantization and
decoherence [25]-[27].
If we substitute (10) into (1), we obtain
A(t) = F˜W
(
1
i
∂
∂z
)
AW (z, t)
∣∣∣∣∣
z=0
. (11)
Equation (11) has a nice interpretation in the context of deformation quan-
tization. In eq. (1) the objects appearing on the right-hand side are defined
up to an isomorphism, in the following sense. The Weyl symbol stems from
a correspondence rule according to which operators are first written in a
fully symmetric form - the Weyl order - before they are “dequantized”. Al-
ternatively, one may choose other ordering prescriptions for the operators
(e.g. normal ordering). The price to pay is that one also needs to change
the corresponding quasi-distribution, in order to leave the expectation value
(1) unchanged. This ambiguity has been systematized by Cohen [24]. Each
correspondence rule is associated with an analytic so-called Cohen function
f(ξ), such that f(0) = 1, which allows us to define a new f -symbol [10]
Af (z, t) = f
(
1
i
∂
∂z
)
AW (z, t) , (12)
and the corresponding quasi-distribution
Ff(z) = f
−1
(
i
∂
∂z
)
FW (z) . (13)
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Likewise one naturally defines a ⋆f -product and an f -bracket
Af ⋆f Bf = f
(
1
i
∂
∂z
)
AW ⋆W BW , [Af , Bf ]f = f
(
1
i
∂
∂z
)
[AW , BW ]W .
(14)
The dynamics is then dictated by
A˙f (z, t) = [Hf(z), Af (z, t)]f . (15)
Equation (11) can thus be interpreted in the following terms. If we regard
F˜W as one of Cohen’s functions, then AF˜ (z, t) ≡ F˜W
(
1
i
∂
∂z
)
AW (z, t) is just
the F˜W -symbol associated with the operator Aˆ. The only difference is that
one eventually sets z = 0. The symbol AF˜ (t) is a solution of eq.(15).
Note that eq.(11) remains valid even if FW is the Wigner function of a
mixed state given by a density matrix ρ. However, in this paper we will be
concerned with the pure states only.
3 Coherent states
The equation (11) derived in the previous section simplifies drastically if we
choose the state ψ to be the coherent state
ψα0(q) =
(
mω
πh¯
)N
4
exp
[
−mω
2h¯
(q − q0)2 + ip0
h¯
·
(
q − q0
2
)]
, (16)
where in the standard notation
α0 ≡
√
mω
2h¯
q0 +
ip0√
2mωh¯
. (17)
¿From (9) we have
F˜W (u, v) = exp
[
−mωh¯u
2
4
− h¯v
2
4mω
+ iu · p0 + iv · q0
]
. (18)
Substituting into (11), we obtain
Aα0(t) = exp
[
h¯
4mω
∂2
∂q2
+ h¯mω
4
∂2
∂p2
]
AW (p+ p0, q + q0, t)
∣∣∣
q=p=0
=
= exp
[
h¯
4mω
∂2
∂q2
0
+ h¯mω
4
∂2
∂p2
0
]
AW (p0, q0, t) .
(19)
6
The last expression is well known to be the phase space symbol stemming
from normal ordering [10]. Now, this equation is particularly well suited
for semiclassical expansions in powers of h¯. Following the remark after the
equation (6), we conclude that if the Hamiltonian is of the form (7), then we
get at the order h¯ (cf.(8,19))
Aα0(t) = Acl(p0, q0, t) +
[
h¯
4mω
∂2
∂q20
+
h¯mω
4
∂2
∂p20
]
Acl(p0, q0, t) +O(h¯
2) . (20)
The expression (20) is valid for any trace-class operator Aˆ and any Hamilto-
nian of the form (7) provided the wavefunction is the coherent state (16).
In fact these semiclassical expansions can be performed for other states,
by using (11), as long as the chord function admits a regular expansion in
powers of h¯
F˜W (a) =
∞∑
n=0
ρn(a)h¯
n . (21)
In most applications one is interested in the case Aˆ = qˆ. For simplic-
ity, we shall henceforth consider a one-dimensional system. Let us define
Q(p0, q0, t) ≡< ψα0 |qˆ|ψα0 > and qcl(p0, q0, t) ≡ q(p0, q0, t). In order to com-
pare to the effective action approach, let us derive the equations of motion
to order h¯ for Q(p0, q0, t). From (20) we have
mQ¨ = mq¨ + h¯
4ω
∂2
∂q2
0
q¨ + h¯m
2ω
4
∂2
∂p2
0
q¨ +O(h¯2) =
= −U ′(q)− h¯
4mω
∂2
∂q2
0
U ′(q)− h¯mω
4
∂2
∂p2
0
U ′(q) +O(h¯2) .
(22)
Notice that U(q) depends on p0, q0 only through q(p0, q0, t). Consequently
mQ¨ = −U ′(q)− h¯
4mω
[
U ′′′(q)
(
∂q
∂q0
)2
+ U ′′(q)∂
2q
∂q2
0
]
− h¯mω
4
[
U ′′′(q)
(
∂q
∂p0
)2
+ U ′′(q) ∂
2q
∂p2
0
]
+O(h¯2) .
(23)
We then obtain
U ′(q) = U ′(Q)− U ′′(q)
[
h¯
4mω
∂2q
∂q20
+
h¯mω
4
∂2q
∂p20
]
+O(h¯2) . (24)
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By substituting (24) into (23), we finally obtain
mQ¨ = −U ′(Q)− h¯
4
U ′′′(Q)

 1
mω
(
∂Q
∂q0
)2
+mω
(
∂Q
∂p0
)2+O(h¯2) . (25)
This is a partial differential equation for Q(p0, q0, t) where (p0, q0) play a
double role. They are variables, but also the initial conditions
Q(p0, q0, t)|t=0 = q0, Q˙(p0, q0, t)
∣∣∣
t=0
=
p0
m
. (26)
One may instead derive an ordinary differential equation for Q and its
time derivatives which is more suited for comparison with the effective action
formalism. In order to do this let us consider the solution for q of the classical
equations of motion given by
t = ±
∫ q
q0
dx
[
2
m
(E − U(x))
]−1/2
, (27)
where
E =
p20
2m
+ U(q0) =
1
2
mq˙2 + U(q) (28)
is the total energy of the classical system. Taking into account that E and q
depend on p0 and q0, and applying the implicit function theorem we obtain
∂q
∂q0
=
m
p0
q˙ +
q˙U ′(q0)
2
√
m
2
f(q, p0, q0) ,
∂q
∂p0
=
p0q˙
2
√
2m
f(q, p0, q0) , (29)
where
f(q, p0, q0) ≡
∫ q
q0
dx [E − U(x)]−3/2 . (30)
In the eq.(25) it is immaterial whether we write q or Q in the terms
proportional to h¯. From (29) we then obtain
mQ¨ = −U ′(Q)− h¯
4
Q˙2U ′′′(Q)
{
m
ωp2
0
+ V
′(q0)
ωp0
√
m
2
f(Q, p0, q0)+
+
[
(U ′(q0))
2
8ω
+
ωp2
0
8
]
f 2(Q, p0, q0)
}
+O(h¯2) .
(31)
If we neglect the O(h¯2) terms in (31) we obtain a second order nonlinear
ordinary differential equation for Q(t) with the initial conditions (26).
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4 The anharmonic oscillator
As an application we consider the quartic anharmonic oscillator
H =
p2
2m
+
1
2
mω2q2 +
λ
4!
q4 , (32)
where λ is a positive coupling constant. Let us define Λ = λ/4! and
α2 ≡
√
m2ω4 + 16EΛ−mω2
4Λ
, β2 ≡
√
m2ω4 + 16EΛ +mω2
4Λ
. (33)
By substituting
x =
αβ sinϕ√
β2 + α2 cos2 ϕ
, (34)
into (30) we obtain
f(q, p0, q0) =
1
[Λ(α2+β2)]3/2
{
1
β2
E (ϕ(q)|n) +
+ 1
α2
[
tanϕ(q)
√
1− n sin2 ϕ(q) + F (ϕ(q)|n)−E (ϕ(q)|n)− (q ←→ q0)
]}
,
(35)
where
ϕ(q) ≡ arcsin
√√√√ q2
n(q2 + α2)
, n ≡ α
2
α2 + β2
, 0 ≤ n ≤ 1, (36)
and
F (φ|m) ≡
∫ φ
0
dθ
1√
1−m sin2 θ , E (φ|m) ≡
∫ φ
0
dθ
√
1−m sin2 θ , (37)
are the incomplete elliptic integrals of the first and second kind, respectively
[28].
In order to compare this with the equations of motion stemming from the
effective action, let us expand the right-hand side of (31) in powers of λ
Q¨ = −ω2Q− λ
6m
Q3
− h¯λk
2
t xt
4m2
{
1
ωp20
+
mωq0
p0
√
2m
f0(xt, p0, q0) +
ωE0
4
f 20 (xt, p0, q0)
}
+O(h¯λ2) , (38)
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where xt and kt are the classical harmonic oscillator (HO) solutions for the
coordinate and the momentum
xt = q0 cos(ωt) +
p0
mω
sin(ωt) , kt = p0 cos(ωt)−mωq0 sin(ωt) , (39)
with the energy
E0 =
p20
2m
+
1
2
mω2q20 . (40)
Moreover
f0(xt, p0, q0) =
∫ xt
q0
dx
(
E0 − 1
2
mω2x2
)−3/2
=
√
2m
E0
(
xt
kt
− q0
p0
)
. (41)
The terms proportional to h¯λ in (38) yield − h¯λxt
4m2ω
and up to order h¯λ we may
replace xt by Q in the terms proportional to h¯λ. By neglecting the O(h¯λ
2)
terms we obtain
Q¨+
(
ω2 +
h¯λ
4m2ω
)
Q+
λ
6m
Q3 = 0 , (42)
as a semiclassical equation of motion.
5 The effective action results
Let us consider a D-dimensional scalar field theory given by the action
S[φ] =
∫
dDx
[
1
2
(∂µφ)
2 − 1
2
M2φ2 − V (φ)
]
, (43)
where V (φ) is polynomial in φ. The corresponding effective action can be
written as [29]
Γ[φ] =
∞∑
n=2
∫
dDx1 · · ·
∫
dDx1
1
n!
Γ(n)(x1, · · · , xn)φ(x1) · · ·φ(xn) , (44)
where
Γ(n)(x1, · · · , xn) =
∫
dDp1 · · ·
∫
dDpne
i(p1x1+···+pnxn)
(
Γ(n)(p1, · · · , pn)
)ǫn
.
(45)
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The Γ(n)(p) are the momentum space n-particle irreducible Greens functions
whose external legs are amputated for n > 2 and ǫn = −1 for n = 2 and
ǫn = 1 for n > 2. These objects can be calculated perturbatively via the
Feynman diagrams and for V = λφ4/4! the perturbative expansion can be
organized in powers of λ (number of the vertices) and in powers of h¯ (number
of the loops), so that
Γ(n)(p) =
∑
v,l
λv h¯l Γ
(n)
v,l (p) . (46)
Up to the order of λh¯ only the tadpole diagram contributes [29], so that
in the case of D = 1 field theory, i.e. Quantum Mechanics (QM), one obtains
Γ
(2)
E (p) =
1
p2 +M2
− λh¯/2
(p2 +M2)2
∫ ∞
−∞
dq
2π
1
q2 +M2
+O(λ2h¯)
=
1
p2 +M2
− λh¯
2(p2 +M2)2
1
2M
+O(λ2h¯) , (47)
where ΓE is the Euclidean propagator. The physical (Minkowski) propagator
is given by Γ(2)(p) = −Γ(2)E (ip), and the position space vertex function is given
by
Γ(2)(x1, x2) = 2π
∫
dp1
2π
∫
dp2
2π
δ(p1 + p2)
(
Γ(2)(p1)
)−1
ei(p1x1+p2x2) . (48)
This gives
Γ[φ] = S[φ] +
λh¯
8M
∫ x2
x1
dx φ2(x) +O(λ2h¯) . (49)
Passing to the anharmonic oscillator parameters (M → ω , λ→ λ/m2) gives
Γ[q] = S[q] +
λh¯
8m2ω
∫ t2
t1
dt q2(t) +O(λ2h¯) . (50)
Up to order O(h¯λ) this action gives the same equation of motion as (42).
When going to higher orders in perturbation theory, one obtains the non-
local terms in the effective action. For example, at the order λ2h¯ one has to
include four Γ(4) diagrams (one three-diagram plus three one-loop diagrams
[29]) so that
Γ
(4)
E (p) = −λ+ λ2h¯
∫ ∞
−∞
dq
2π
1
q2 +M2
1
(p1 + p2 − q)2 +M2
11
+ λ2h¯
∫ ∞
−∞
dq
2π
1
q2 +M2
1
(p1 − p3 + q)2 +M2
+ λ2h¯
∫ ∞
−∞
dq
2π
1
q2 +M2
1
(p1 − p4 + q)2 +M2 . (51)
This gives
Γ
(4)
E (p) = −λ +
λ2h¯
M
[
− 1
(p1 + p2)2 + 4M2
+
1
(p1 − p3)2 + 4M2 +
1
(p1 − p4)2 + 4M2
]
. (52)
The physical vertex function is given by Γ(4)(p) = Γ
(4)
E (ip), and the posi-
tion space vertex function is given by
Γ(4)(x1, · · · , x4) = 2π
∫ dp1
2π
· · ·
∫ dp4
2π
δ(p1 + · · ·+ p4)
Γ(4)(p1, · · · , p4) ei(p1x1+···+p4x4) . (53)
One then obtains the effective action contribution∫
dx
[
− λ
4!
φ4 − λ
2h¯
4!M
∫
dy G2M(x− y)φ2(x)φ2(y)
]
, (54)
where
Gµ(x) = Re
∫
dp
2π
eipx
p2 − µ2 + iǫ =
1
2µ
sin(µx)[θ(−x)− θ(x)] , (55)
is the real part of the D = 1 Feynman propagator and θ(x) = 1 for x > 0
and θ(x) = 0 for x ≤ 0.
By going to the QM parameters via λ→ λ/m2, M → ω and φ → √mq,
one obtains the following effective equations of motion
0 = q¨ + ω2q +
λ
6m
q3 +
λh¯
4m2ω
q
+
λ2h¯
6m3ω
q
∫ ∞
−∞
dτ G2ω(t− τ)q2(τ) + O(λ3h¯) . (56)
This effective equation of motion can be solved perturbatively as
q(t) = q0,0(t) +
∑
m≥1, n≥0
λmh¯nqn,m(t) , (57)
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where q0,0(t) is the classical HO solution. The first and the second quantum
correction will satisfy the equations
q¨1,1 + ω
2q1,1 = − 1
4m2ω
q0,0 (58)
q¨1,2 + ω
2q1,2 = − 1
2m
q20,0q1,1 −
1
4m2ω
q0,1
− 1
6m3ω
q0,0
∫ ∞
−∞
dτ G2ω(t− τ)q20,0(τ) . (59)
The solution (57) has a classical part given by
qc = q0,0 + λq0,1 + λ
2q0,2 + · · · . (60)
Up to the order of λ2 the classical solution is given by
q0,0 = a cosωt+ b sinωt (61)
q0,1 = a1 cos 3ωt+ b1 sin 3ωt+ (c1t+ e1) cosωt+ (d1t + f1) sinωt (62)
q0,2 = a2 cos 5ωt+ b2 sin 5ωt+ (c2t+ c
′
2) cos 3ωt+ (d2t+ d
′
2) sin 3ωt
+(e2t
2 + e′2t + g2) cosωt+ (f2t
2 + f ′2t+ h2) sinωt , (63)
where a = q0, b = p0/mω and the coefficients ak, bk, ... are the homogeneous
polynomials of a and b of the order 2k+1, see the equations (A.4) and (A.5)
in the Appendix.
From (61) and (58) it follows that
q1,1 =
t
8m2ω2
(b cosωt− a sinωt)− b
8m2ω3
sinωt , (64)
which coincides with the coherent state result
Q1,1 =
1
4mω
(
∂2
∂a2
+
∂2
∂b2
)
q0,1 . (65)
This is an expected result since the equations of motion coincide up to this
order.
In order to solve the equation for q1,2 we need to evaluate the expression
I(t) =
∫ ∞
−∞
dτ G2ω(t− τ)[a cos(ωτ) + b sin(ωτ)]2
=
ξ
32ω2
[
(b2 − a2) cos(2ωt)− 2ab sin(2ωt)− 4(a2 + b2)
]
, (66)
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where ξ =
∫∞
0 dx sin x. The divergent integral can be regularized by the
formula ∫ ∞
0
dx e−ǫx+ix = (ǫ− i)−1 , ǫ > 0 , (67)
which in the ǫ→ 0 limit gives ξ = 1. The solution will then have the form
q1,2 = (γ2t + γ
′
2) cos 3ωt+ (δ2t + δ
′
2) sin 3ωt
+ (ǫ2t
2 + ǫ′2t+ κ2) cosωt+ (φ2t
2 + φ′2t+ χ2) sinωt , (68)
see the equation (A.7).
The coherent state expectation value will give the correction of the form
Q1,2 =
1
4mω
(
∂2
∂a2
+
∂2
∂b2
)
q0,2
= (c˜2t+ c˜
′
2) cos 3ωt+ (d˜2t+ d˜
′
2) sin 3ωt
+ (e˜2t
2 + e˜′2t+ g˜2) cosωt+ (f˜2t
2 + f˜ ′2t+ h˜2) sinωt , (69)
see the eq. (A.6), which could in principle coincide with (68) if the corre-
sponding coefficients were identical. However, by comparing (A.6) to (A.7)
one can see that q1,2 6= Q1,2, and therefore there is a discrepancy at the order
λ2h¯.
One can also try to obtain a nonperturbative in λ effective action equa-
tions of motion, which amounts to suming all the diagrams with different
powers of λ at a fixed order in h¯. This can be achieved by using the saddle
point approximation in the path-integral formalism, see [29]. This then boils
down to evaluating the traces of D-dimensional differential operators. The
drawback of this approach is that one can only obtain certain terms at a fixed
order of h¯, i.e. not the complete correction. The standard approximation is
Γ[φ] ≈
∫
dDx
[
1
2
(1 + Z(φ))(∂µφ)
2 − 1
2
M2φ2 − Veff(φ)
]
, (70)
where Veff is the effective potential. In the D = 1 case one obtains at O(h¯)
[8]
Veff(q) = V (q) +
h¯ω
2


√
1 +
V ′′(q)
mω2
− 1

 , Z(q) = h¯
32m3
(V ′′′(q))2(
ω2 + V
′′(q)
m
)5/2 ,
(71)
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so that
Γ[q] ≈
∫ t2
t1
dt
[
1
2
m(1 + Z(q))(q˙)2 − 1
2
mω2q2 − Veff(q)
]
. (72)
The equations of motion coming from (72) are given by
0 = (1 + Z)q¨ +
1
2
Z ′(q)(q˙)2 + ω2 q + V ′eff(q) . (73)
By using
Veff(q) = λ
q4
4!
+ h¯λ
q2
8mω
− h¯λ2 q
4
64m2ω3
+O(λ3h¯) , (74)
Z(q) = h¯λ2
q2
32m3ω5
+O(λ3h¯) , (75)
(73) can be expanded in powers of λ and one can see that (73) agrees with
(56) up to O(λh¯). At O(λ2h¯) there is a disagreement, reflecting the fact that
there are other terms contributing at O(h¯) which we have not included in
the approximation (72) (for example
∫
dtA(q)(q˙)4 or non-local terms).
One can also compare the perturbative solutions, and it can be shown
by using the techniques from the Appendix that the O(h¯λ2) perturbative
solution of (73) has a form
q˜1,2 = γ˜
′
2 cos 3ωt+ δ˜
′
2 sin 3ωt
+ (ǫ˜2t
2 + ǫ˜′2t+ κ˜2) cosωt+ (φ˜2t
2 + φ˜′2t+ χ˜2) sinωt , (76)
which differs from the coherent state and the perturbative effective action
results by the absence of the t cos 3ωt and t sin 3ωt terms.
6 Conclusions
Comparing the effective action equations of motion (56) and (73) to the
coherent state expectation value equation of motion (38) gives an agreement
up to O(λh¯). For the higher orders it is simpler to compare the solutions and
we find that at O(λ2h¯) there are discrepancies between all three approaches.
Although all three solutions (68), (69) and (76) are linear combinations of
tn cos(2k+1)ωt and tn sin(2k+1)ωt functions, the corresponding coefficients
differ.
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Note that the effective action perturbative solution (68) depends on a reg-
ularization dependent parameter ξ. However, the ξ-independent coefficients
are different from the corresponding expectation value solution coefficients,
see the Appendix. Hence the discrepancy cannot be explained as a regu-
larization scheme artifact. Therefore the state whose EV gives the effective
action trajectory is not the coherent state in the AHO case. This agrees with
the assumption made in the reference [9], where the effective action state was
taken to be the ground state of the AHO with a source. The arguments for
this state were first presented in [30].
The discrepancy between the perturbative effective action solution (68)
and the perturbative effective potential solution (76) is simply due to the
fact that the effective potential method is an approximation which did not
take into account all possible terms which could contribute at a given order.
Although the formula (20) is valid for the coherent states, it can be used
as an approximation for the field expectation value coming from the effective
action. We expect that it can give the same result as the effective action in the
case of two-dimensional integrable field theories. This happens in the case of
the Callan-Giddings-Harvey-Strominger dilaton gravity model [6], and this
is not surprising because the two-dimensional integrable field theories are
closely related to the free-field theories for which the effective action and the
coherent state expectation value give the same dynamics.
In order to use the formula (20) in the field theory case, one would have
to extend the DQ formalism to the field theory case, see [31].
Our results imply that the coherent state expectation values define in gen-
eral an alternative semiclassical dynamics to that coming from the effective
action. The advantage of using the coherent states is that they give directly
a semiclassical trajectory through computable h¯n corrections to the classical
one, while in the effective action approach it is often impossible to obtain
a complete h¯n correction to the classical equations of motion. Furthermore,
the effective action equations of motion are non-local and difficult to solve
nonperturbatively in the coupling constant. Hence using the coherent states
to obtain the semiclassical trajectories represents a promissing approach.
APPENDIX
The classical AHO equation of motion can be solved perturbatively via
16
the expansion (60). One then obtains the equations
Lq0,1 = −
q30,0
6m
, Lq0,2 = −
q20,0q0,1
2m
, · · · (A.1)
where L = d
2
dt2
+ ω2. These equations can be solved by the method of unde-
termined coefficients for the forced HO equation of motion Lq = f(t).
In order to solve the first two equations in (A.1) we will need a particular
solution for
f(t) = (At+ A′) cosΩt+ (Bt +B′) sinΩt .
It is given by
q(t) =
(
At + A′
ω2 − Ω2 −
2BΩ
(ω2 − Ω2)2
)
cosΩt +
(
Bt+B′
ω2 − Ω2 +
2AΩ
(ω2 − Ω2)2
)
sinΩt ,
(A.2)
for Ω 6= ω and by
q(t) =
1
4ω
(
−Bt− 2B′ + A
ω
)
t cosωt+
1
4ω
(
At+ 2A′ +
B
ω
)
t sinωt ,
(A.3)
for Ω = ω.
By using the formulas (A.2) and (A.3) we obtain (62) and (63). The
initial conditions
q(0) = a , q˙(0) = ωb ,
are imposed by requiring
qn,m(0) = 0 , q˙n,m(0) = 0 ,
for (n,m) 6= (0, 0). These conditions determine the coefficients of the HO
terms as
e1 = −a1 , f1 = −c1
ω
, g2 = −a2 − c′2 , h2 = −5b2 −
c2 + e
′
2
ω
,
etc.
One then obtains
q0,1 =
1
192mω2
{
a(a2 − 3b2) cos 3ωt− b(b2 − 3a2) sin 3ωt
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+[−a3 + 3ab2 + 12b(a2 + b2)ωt] cosωt
+[21a2b+ 9b3 + 4a(a2 + b2)ωt] sinωt
}
, (A.4)
and
q0,2 =
1
36864m2ω4
{
(a5 − 10a3b2 + 5ab4) cos 5ωt
−12[2a5 − 15a3b2 − (9a4b+ 6a2b3 − 3b5)ωt] cos 3ωt
+[23a5−170a3b2−113ab4−48b(7a4+19a2b2+8b4)ωt−72a(a2+b2)2ω2t2] cosωt
+(b5 − 10a2b3 + 5a4b) sin 5ωt
+[132a4b+ 12a2b3 + 48b5 − (36a5 − 72a3b2 − 108ab4)ωt] sin 3ωt
+[599a4b+ 854a2b3 + 271b5 + (96a5 + 528a3b2 + 240ab4)ωt
+(72a4b− 144a2b3 − 72b5)ω2t2] sinωt
}
. (A.5)
The coherent state expectation value is then obtained from (20). This
gives (64) and
Q1,2 =
1
6144m3ω5
{
[24(3a2b− b3)ωt+ 99ab2 − 5a3] cos 3ωt
−[63a2b− 41b3 + 24(a3 − 3ab2)ωt] sin 3ωt
+[5a3 − 99ab2 − 396b(a2 + b2)ωt− 72a(a2 + b2)ω2t2] cosωt
+[27b(19a2 + 11b2) + 4a(31a2 + 63b2)ωt− 72b(a2 + b2)ω2t2] sinωt
}
. (A.6)
The O(h¯λ2) correction from the effective action equation of motion (56)
can be obtained by solving the equation
Lq1,2 = − 1
2m
q20,0q1,1 −
1
4mω2
q0,1
+
ξ
96m3ω2
(
2a2 + 2b2 +
a2 − b2
2
cos 2ωt+ ab sinωt
)
q0,0 ,
where ξ is a regularization dependent constant. The Cauchy problem solution
will have the form (68), and the ξ independent coefficients are γ2, δ2, ǫ2 and
φ2. For ξ = 1 one obtains
q1,2 =
1
3072m3ω5
{
[27ab2 − 5a3 + 6(3a2b− b3)ωt] cos 3ωt
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+[11b3 − 21a2b+ 6(3ab2 − a3)] sin 3ωt
+[5a3 − 27ab2 − 6b(21a2 + 25b2)ωt− 24a(a2 + b2)ω2t2] cosωt
+[3b(57a2 + 41b2) + 2a(31a2 + 51b2)ωt− 24b(a2 + b2)ω2t2] sinωt
}
. (A.7)
We have checked the results (A.4-7) by using the MATHEMATICA pro-
gram [32].
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