It is well known that collisionless systems are dissipation free from the perspective of particle collision and thus conserve entropy. On the other hand, processes such as magnetic reconnection and turbulence appear to convert large-scale magnetic energy into heat. In this paper, we investigate the energization and heating of collisionless plasma. The dissipation process is discussed in terms of fluid entropy in both isotropic and gyrotropic forms. Evolution equations for the entropy are derived and they reveal mechanisms that lead to changes in fluid entropy. These equations are verified by a collisionless particle-in-cell simulation of multiple reconnecting current sheets. In addition to previous findings regarding the pressure tensor, we emphasize the role of heat flux in the dissipation process.
I. INTRODUCTION
Particle acceleration and heating are common phenomena in plasma. For example, magnetic reconnection converts free magnetic energy into particle energy and thus leads to the acceleration of particles. In this case, the energy source is the free magnetic energy stored in the unstable anti-parallel magnetic field. Another example is turbulence, which results from the nonlinear interaction of structures and waves, and transports energy from large-scale to small-scale flow energy (or in other words, large eddies to small eddies). The energy is eventually dissipated as heat at very small scales, which leads to the heating of plasma.
Magnetic reconnection and turbulence are frequently invoked to explain space observations of particle acceleration and the heating of solar corona and solar wind (e.g., Ref [1] [2] [3] ).
It is well known that the typical space plasma has a very long collisional mean free path (e.g., on the order of au, or astronomical unit, in the solar wind near Earth) and thus is considered as collisionless [4] . A consequent question is then how to characterize the dissipation process in a collisionless system. An increase in temperature corresponds to plasma heating, but it does not necessarily represent physical dissipation as it might be adiabatic. The pressure-strain interaction was recently suggested as a proxy of dissipation [5] , but its validity needs to be further tested.
Classic statistical physics tells us that the dissipation process can be described by entropy, which is a nondecreasing function for an isolated macroscopic system according to the second law of thermodynamics. In kinetic theory, the entropy is often related to Boltzmann's Hfunction [6, 7] . The Boltzmann's H-theorem states that the H-function only decreases in the presence of a collision operator. In this sense, entropy is conserved in collisionless plasma.
The conservation of entropy has been verified by recent kinetic simulations [8] .
In fluid dynamics, the entropy is frequently defined as S ∼ log(p/ρ γ ) where p is the pressure, ρ is the density, and γ is the adiabatic index (ratio of specific heats). This expression, which we refer to as fluid entropy, has the advantage that it is easy to calculate. However, as we will show in this paper, the fluid entropy may not be a good proxy for entropy in plasma.
In Section II, we show a derivation of fluid entropy as well as its gyrotropic extension from the thermodynamic perspective. From the basic kinetic theory, it is straightforward to derive evolution equations for the fluid entropy, as shown in Section III. These equations suggest several mechanisms that are responsible for the change of fluid entropy. The relation of entropy and previously discussed pressure-strain interaction [5] is thus established in this study. In addition, we discuss the role of heat flux, which has been neglected in most previous studies. In Section IV, we demonstrate our results by a collisionless particle-in-cell simulation. Finally, a brief dicussion and conclusions are found in Section V.
II. KINETIC AND FLUID ENTROPY
A. Kinetic entropy
Kinetic entropy or Boltzmann entropy is discussed in most textbooks of statistical physics [e.g., 9]. It is defined through the number of microstates Ω,
where k is the Boltzmann constant. Equation (1) is the most general and precise definition of entropy. The second law of thermodynamics states that the entropy thus defined is a nondecreasing quantity for an isolated system.
In kinetic theory, another useful quantity is the "Boltzmann H" function:
where f is the particle distribution function. The Boltzmann H-theorem states that the H function of a system is nonincreasing, i.e.,
Thus the function −kH can be interpreted as the entropy. Indeed, one can show that the decreasing of H function is due to collision [e.g., 10]. A recent study shows that the Boltzmann entropy or H function, when carefully evaluated in collisionless PIC simulations, is approximately conserved [8] .
B. Entropy of ideal gas
In fluid dynamics and MHD, the entropy is frequently defined as the following
where as usual, p is the pressure, ρ is the mass density, and γ is the adiabatic index. What is often overlooked is that this definition of entropy stems from the ideal gas equation of state, and may not be valid for magnetized plasmas. For completeness, we show a brief derivation of the expression (3). We start with the thermodynamic relation
where T is the temperature, dQ is the heat, dE is the change in energy, and dW is the work.
For ideal gas, we have the equation of state
where N is the number of particles, and n is the number density. The important property of ideal gas is that the internal energy E is only a function of temperature (but not the volume) with the following relation
where C v is the specific heat at a constant volume. Now we use p and n as independent variables, and assuming a fixed number of particles, so that dT = 1 nk dp − p n 2 k dn; dV = − N n 2 dn.
Using the above relations and dW = pdV , we find
Notice that C v + N k = C p the specific heat at a constant pressure, and γ = C p /C v the adiabatic index, implying that the above relation then becomes
Thus, Equation (3) is recovered except for some constant factors.
C. Entropy of an anisotropic fluid
One of the key assumptions made in the derivation of the fluid entropy (3) is the ideal gas equation of state (5) and (6). Now we go one step further and consider anisotropic fluid. The simplest plasma model with anisotropic pressure is the CGL model due to Chew, Goldberger & Low [11] , where the pressure tensor is assumed to be of the form
Here, P is the pressure tensor, I represents the identity tensor, and b represents the magnetic field unit vector. The scalar pressure is related to the parallel and perpendicular pressure according to p = (p + 2p ⊥ )/3. When the parallel and perpendicular pressure are the same, p = p ⊥ = p, and the pressure tensor reduces to the isotropic pressure P = pI. A comprehensive review of the CGL model is found in Ref [12] . On neglecting the heat flux, the CGL pressure follows the evolution equations, dp dt
See also equations (27) and (28) 
Note that u here is the flow velocity, which can be approximated by the ion flow velocity u i . This simplifies the term bb : ∇u to
From here, assuming cold electrons, it is straightforward to derive the classical CGL double
It should be emphasized that the pressure here consists only of ion contributions, and ρ = ρ i + ρ e is the total mass density, although the pressure equations (9) and (10) are valid for all species (after assuming CGL pressure and neglecting heat flux).
To find the entropy for a CGL fluid, we again use the thermodynamic relation (4). The equation of state is similar to the ideal gas case, but we need consider separately the parallel and perpendicular pressure/temperature:
The internal energy now relates to both parallel and perpendicular temperature as
Although the relation is the same as the ideal gas case when expressed in terms of the isotropic temperature T = (T + 2T ⊥ )/3, we argue that a single temperature is no longer sufficient to characterize the macrostate of thermodynamic equilibrium-both T and T ⊥ are needed. Therefore, we separate the entropy equation into parallel and perpendicular components:
In calculating the parallel and perpendicular work, one should take into account the exchange between parallel and perpencidular energy in addition to the pdV contribution. Using the CGL pressure equations (9) and (10) and the induction equation, the work is modified as
so that the combination of the two yields dW = pdV in the limit p = p ⊥ . The relation between Equations (9), (10) and (13) is shown explicitly in the Appendix. Physically, Equation (13) stems from the conservation of magnetic flux and particles (see Ref [7] for a more physical derivation). Then, following the same procedure of the ideal gas case, we obtain the parallel and perpendicular entropy as
dS ⊥ = C v⊥ dp
Here, we have C v = N k/2; C v⊥ = N k, and thus γ = 3; γ ⊥ = 2 following Equation (12) .
Note that because the pdV term only appears in the parallel work in Equation (13), the perpendicular adiabatic index γ ⊥ is not used in the entropy equation. The sum of Equations (14) and (15) gives the total entropy:
or
Thus we recover the early result obtained by Abraham-Shrauner (see Equation (9)- (11) of Ref [13] ). Under classical CGL assumptions, the parallel, perpendicular, and total entropy are all conserved quantities following the double adiabatic equations (11) . However, the regular isotropic fluid entropy (3) may not be conserved in this scenario using the normal definition p = (p + 2p ⊥ )/3. Reference [13] also points out that the CGL fluid entropy (17) is consistent with the Boltzmann H-function (2) evaluated with a bi-Maxwellian distribution
which can be easily verified.
III. PLASMA ENERGIZATION, HEATING, AND THE ENTROPY EQUATIONS A. Plasma energization and heating
We now use the fluid equations to study the plasma energization and heating. Deriving moments equations from the Vlasov equation is known from most standard plasma textbooks, so it is not shown here (see e.g., Ref [10, 14] ). The relevant results are the equations of bulk kinetic energy and thermal energy, as shown in Ref [5] ,
Here, E is the electric field and q is the charge of the considered particle species (we drop the species subscript for simplicity). Other quantities in the equations are defined as moments:
n and u are the number density and bulk flow velocity as usual; ε = (1/2) f mv 2 d 3 v is the total energy density of a plasma species with f (v) the velocity distribution function; ε k = (1/2)nmu 2 is the bulk flow energy density;
is the thermal energy density. The pressure tensor is defined as the second moment
and the heat flux vector is q = (1/2) f m|v − u| 2 (v − u)d 3 v (note that it is not to be confused with the charge q).
For an isolated system, one may argue that the divergence terms in Equation (18)- (20), when integrated over space, vanish because of Gauss' theorem. Therefore, one arrives at the conclusion that the total plasma energization is due to the work done by the electric field, and the pressure tensor term P : ∇u acts as a channel that connects the bulk flow energy to the thermal energy [5] . In other words, it is the work done by the pressure tensor that contributes to the plasma heating.
To further illustrate the physical meaning of the term P : ∇u, the full pressure tensor is decomposed as
Here, we recognize the familiar CGL pressure tensor P c as in Equation (8) and the remaining part may be called nongyrotropic pressure P n (see Ref [12] for a detailed discussion). Upon decomposing the pressure tensor, it is easily verified that
where we define the shear tensor σ as
The shear tensor is equivalent to the traceless strain-rate tensor (D ij of Ref [5] ) within a factor of 2. The first term of Equation (22) represents the energization due to fluid compression, the second term represents the shear or viscous energization, and the third term is due to nongyrotropic effects [15, 16] . Since the nongyrotropic pressure P n is traceless, the last term can also be written as
Alternatively, if one considers an isotropic pressure instead, the pressure tensor can be decomposed as
where Π is the anisotropic pressure tensor (or deviatoric pressure tensor). This decomposition is adopted by e.g., Yang et al. [5] . Under this decomposition, the pressure tensor work
which is Equation (12) in Ref [5] . Here, the fluid compression effect is the same as Equation (22), and we find that the pressure-strain interaction (sometimes called "Pi-D") term is equivalent to the sum of shear and nongyrotropic energization.
B. The entropy evolution equations
The discussion above suggests that the plasma heating in an isolated collisionless system is due to the pressure tensor work, which includes compression, shear, and nongyrotropic energization. Another related question is how the heating process relates to actual dissipation and entropy change. In general, an isolated system should conserve entropy when collisions are completely ignored. This is indeed the case for the Boltzmann entropy as illustrated nicely in Ref [8] . On the other hand, the fluid entropy (3) or (17) (also note that this is consistent with the ideal gas equation of state (5) and (6)). The result
where we let S = 3 2 log p n 5/3 . Note that we have introduced the convective derivative d/dt on the left side of the equation. Equation (26) suggests that the entropy change of a fluid element is due to the pressure-strain interaction (or shear/nongyrotropic energization) and the heat flux. Comparing equation (26) with (20) , one notices that the compression energization p∇ · u is absent in the entropy equation, which indicates that adiabatic compression effect does not contribute to the change of entropy. This is because the compression term is absorbed into the convective derivative.
However, compression could be important in plasma heating as it is part of the pressure tensor work, and this has been verified by previous simulation studies [15, 16] . Another key difference is that there are no divergence terms in the entropy equation. This means that in principle, all terms in Equation (26) could contribute to the entropy change, even if integrated over the volume of an isolated system. For cases of anisotropic pressure, we need the equations for both parallel and perpendicular pressure, and they can be derived from the Vlasov equation in a similar way as the scalar pressure equation. Here we take the result from Ref [12] (after slight rearrangements),
We have introduced the symmetric third rank heat flux tensor
, and it is related to the heat flux vector via a trace operation
It can be easily verified that the sum of Equations (27) and (28) yields the thermal energy equation (19) . Using the parallel and perpendicular pressure equations, we can derive the evolution equation for the CGL entropy (17) ,
where
On comparing to Equation (26), it is clear that the increase of CGL entropy is determined by higher-order moments, namely the nongyrotropic pressure and the full heat flux tensor, while the increase of normal fluid entropy depends also on the gyrotropic pressure and heat flux vector. In the limit of p = p ⊥ , (29) and (26) reduce to the same equation. Equation (29) is fully general for nonrelativistic collisionless plasmas regardless of the closure.
As is evident from Equations (26), for ideal MHD where all third-order or higher moments are cut off and only the isotropic scalar pressure is included, the entropy of a fluid element will be conserved. And similarly for a CGL plasma that satisfies the double adiabatic equations, the CGL fluid entropy is conserved according to Equation (29). We caution that strictly speaking, these conclusions may not be valid in a weak sense. For example, it is well known that shock waves provide dissipation and increase fluid entropy across discontinuous surfaces even within the framework of ideal-gas or ideal MHD (e.g., Ref [17] ). However, these simple fluid models cannot provide the physical mechanisms that explain the entropy increase and kinetic theory has to be used.
IV. SIMULATION RESULTS
In this section, we evaluate the fluid entropy in fully kinetic collisionless particle-incell (PIC) simulations, using the code VPIC. It has been recently reported that kinetic
Boltzmann entropy is conserved in collisionless PIC simulations [8] . Fluid entropy (3) has also been evaluated in previous PIC simulations such as Ref [18] , but the detailed mechanisms underlying the increase in fluid entropy remain obscure. We will analyze the change of fluid entropy based on the results presented in the previous section.
We set up a 2D PIC simulation of reconnecting current sheets in a force-free configuration with magnetic field,
Here, B 0 is the asymptotic in-plane magnetic field, B g is the out-of plane guide field, and L Toward the end of the simulation, about 70% of the initial magnetic energy is released via magnetic reconnection. Of the released magnetic energy, the majority goes to the ion kinetic energy. The second and third panels show the partition of thermal and bulk flow energy respectively, calculated by
Again, the solid blue curves represent ions and dashed red curves electrons. The plasma energization is dominated by the thermal energy as more than 90% the plasma energy resides in the thermal energy at the end of the simulation. The bulk flow energy of electrons is decreasing most of the time during the simulation because the current is carried by electrons initially. The ion bulk flow energy increases at the beginning and is later converted to thermal energy. In the bottom panel, we plot the rate of change in the ion and electron thermal energy.
We then evaluate the rate of change in fluid entropy using Equation (26) and the result is shown in Figure 3 It is clear from Figure 3 that the total fluid entropy of the system is always increasing in our simulation since its rate of change remains positive. This is similar to the thermal energy as illustrated in the bottom panel of Figure 2 Similarly, we evaluate the CGL fluid entropy using Equation (29), as shown in Figure   4 . Similar to Figure 3 , the rate of change of the CGL entropy S c is displayed in the top panels as solid black lines. As a comparison, the rate of change of the isotropic fluid entropy S is shown as dot-dashed lines (which is the same as the solid black curves in Figure 3 ).
The result shows that the two quantities S and S c differ only slightly, probably because the anisotropy is not very strong [18] . In the bottom panels of Figure 4 , we separate Equation (29) into three parts. The first part is the convection, which is very close to the convection term in Figure 3 . The other two parts are denoted by A and B, where:
Term A corresponds to the sum of Pi-D (with nongyrotropic pressure only) and heat flux, 
V. DISCUSSION AND CONCLUSIONS
In this paper, we discuss the evolution of the commonly used fluid entropy in both isotropic and gyrotropic (or CGL) forms. The isotropic fluid entropy is conserved for ideal gas or ideal MHD, and the CGL fluid entropy is conserved within the CGL plasma model. By simply taking moments of the Vlasov equation, we show that the fluid entropy of either form is not necessarily conserved even for an isolated collisionless system. This result is confirmed by a collisionless PIC simulation of multiple reconnecting current sheets. As pointed out by Liang et al. [8] , kinetic entropy in a collisionless PIC simulation is approximately conserved.
Clearly, the true Boltzmann entropy cannot be fully represented by a finite number of fluid moments. The increasing entropy in our simulation suggests that the fluid entropy is insufficient to capture the physical dissipation process. Instead, the change in fluid entropy may simply imply the breakdown of the ideal gas equation of state or the CGL double adiabatic equations.
The pressure-strain interaction or Pi-D has been proposed to capture the dissipation processes in space plasma [5] . We illustrate in this paper that Pi-D does contribute to Finally, we note that we do not completely rule out the possibility that the increase of fluid entropy is due to numerical issues (at least partly). A good way to clarify this will be to combine our analysis with the evaluation of kinetic entropy. This will be the goal of a future study. Here, we show the relation between the parallel/perpendicular work (13) and the pressure equations (9) and (10) . Using the ideal MHD induction equation, the parallel and perpendicular pressure equations become dp dt + p ∇ · u + 2p 1 B dB dt + ∇ · u = 0; dp ⊥ dt + 2p ⊥ ∇ · u − p ⊥ 1 B dB dt + ∇ · u = 0.
Since p = 2ε and p ⊥ = ε ⊥ , we find the energy equations
The term p ∇ · u on the RHS corresponds to the familiar pdV work as
Thus we multiply V dt on the RHS of the energy equations to obtain the work. The magnetic field related terms exchange parallel and perpendicular energy, and they provide additional work as
Hence we establish the connection between Equations (9), (10) and (13) .
