Categories of Pairings  by Schmitt, William
Advances in Applied Mathematics 23, 91–114 (1999)
Article ID aama.1999.0649, available online at http://www.idealibrary.com on
Categories of Pairings
William Schmitt
University of Memphis, Memphis, Tennessee 38152
E-mail: wschmitt@memphis.edu
Received September 15, 1998; accepted February 9, 1999
1. INTRODUCTION
The notion of pairing, or bilinear map, is basic to all of algebra, and in-
cludes as special cases such constructions as the product maps and actions
defining rings and modules, inner products, and canonical pairings of mod-
ules with their duals. Measurings of algebras by coalgebras, which arise in
the theory of Hopf algebras (a.k.a. quantum groups) and generalize pairings
of coalgebras with their dual algebras, constitute another class of pairings
that has gained a great deal of importance in recent years. One of the cen-
tral constructions in the work of Rota and his school on invariant theory is
the Laplace pairing, which is a pairing of Hopf algebras that is a universal
two-sided measuring and coalgebra map. The Laplace pairing of free su-
persymmetric Hopf algebras provides the basis for the powerful letter-place
techniques used in [2] and [6], and subsequently in many other places. The
current work grew out of the author’s efforts to understand the construc-
tions involving pairings in these papers and thus, in particular, to use them
in current work with Henry Crapo on Whitney algebras of matroids.
Pairings may be defined in any monoidal category C simply as morphisms
of the form x ⊗ y → z, and morphisms between pairings are defined as
triples of morphisms in C, making the obvious diagram commute. In order
for the category of pairings thus defined and its various subcategories to be
interesting places to work, the category C must have additional structure;
in particular it must have a braiding, that is, a coherent natural twist iso-
morphism τx; y x x ⊗ y → y ⊗ x, if the tensor product of pairings is to be
defined in a reasonable manner. If C is symmetric, that is, if τ is an involu-
tion, then there is a natural twist isomorphism on pairings themselves, and
hence our categories of pairings become symmetric monoidal categories.
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Rather than work at this level of generality, we limit our attention to pair-
ings in the category of G-graded R-modules, where G is an abelian group,
R is a commutative ring, and the symmetric structure is defined in terms
of a bicharacter on G. Most of the results here hold in the general setting
of symmetric monoidal categories, but we choose this more restricted con-
text for two reasons. First, having the twist map defined by the bicharacter
allows us to prove many results by direct calculation, rather than by the
more esoteric (but beautiful) methods of the theory of braided and sym-
metric monoidal categories. Second and foremost, though, the pairings that
arise in invariant theory, and in particular the fundamental Laplace pair-
ings, are pairings of graded modules, and the primary aim of this work is
to develop a framework that is directly applicable to working with these
pairings.
2. GRADINGS, BRAIDINGS, AND SYMMETRIES
Suppose that R is a commutative ring with 1 and G is an additive abelian
group. Given a G-graded R-module M = La∈GMa, we refer to the ele-
ments of Ma as homogeneous of degree a and write x = a to indicate that
x ∈Ma. If M and N are G-graded and a ∈ G, an R-linear map f x M → N
is said to be homogeneous of degree a if it satisfies f Mb ⊆ Na+b; for all
b ∈ G. We denote the R-module of all such maps by HomM;Na and the
G-graded R-module
L
a∈G HomM;Na by HomM;N. We write GMod
for the category whose objects are G-graded R-modules and morphisms
are homogeneous R-linear maps of degree zero; hence GModM;N =
HomM;N0, for G-graded R-modules M and N .
The tensor product of G-graded modules M ⊗ N = M ⊗R N is G-
graded, with x ⊗ y = x + y, for homogeneous x and y, and if
f ∈ GModM1;N1 and g ∈ GModM2;N2, then f ⊗ g ∈ GModM1 ⊗
M2;N1 ⊗N2 is defined by
f ⊗ gx⊗ y = f x ⊗ gx;
for all x ∈ M1 and y ∈ M2. It follows that if also f ′ ∈ GModP1;M1 and
g′ ∈ GModP2;M2, then
f ⊗ gf ′ ⊗ g′ = ff ′ ⊗ gg′y (2.1)
thus tensor product is a bifunctor GMod× GMod→ GMod, which is eas-
ily shown to be associative up to coherent natural isomorphism. The ring
R, viewed as a G-graded R-module with all elements homogeneous of de-
gree zero, is the unit object of GMod, and the scalar multiplication maps
λM x R ⊗M → M and ρM x M ⊗ R → M constitute coherent natural iso-
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morphisms (called the left and right unit constraints). Hence the triple
GMod;⊗; R is a monoidal category (see [4]). Another monoidal structure
on GMod is given by the opposite tensor product ⊗opx GMod × GMod →
GMod, which satisfies M ⊗op N = N ⊗M and f ⊗op g = g ⊗ f .
From now on, unless otherwise indicated, all modules (with or without
additional algebraic structure) will be G-graded R-modules, all tensor prod-
ucts will be taken over R, and all maps will be finite sums of homogeneous
R-linear maps, that is, elements of the modules HomM;N. We shall al-
ways specify when maps are morphisms in GMod.
In keeping with the usual practice when working in monoidal categories,
we avoid explicit mention of associativity isomorphisms (that is, maps built
from the natural isomorphisms M ⊗N ⊗ P →M ⊗ N ⊗ P and their in-
verses by composition and tensoring with identity maps) and instead treat
them as equalities. There is no danger of ambiguity arising from doing
so since coherence of associativity guarantees a unique associativity iso-
morphism between any two parenthesizations of a given tensor product of
modules. Coherence of unit constraints allows us to treat the natural iso-
morphisms R⊗M ∼=M and M ⊗R ∼=M as equalities also, with no fear of
inconsistency, but we usually refrain from doing so; many of the mappings
considered here are defined using these isomorphisms, and their definitions
are generally clearer if the isomorphisms λM and ρM appear explicitly.
Now suppose that σ is a bicharacter on G, in other words, a map from
G ×G into the group of units R∗ that is multiplicative in both variables.
Given modules M and N , and homogeneous x ∈ M , y ∈ N , we usually
will write σx; y as σx; y. We define the twist map τM;N x M ⊗N →
N ⊗M by
τM;Nx⊗ y = σx; yy ⊗ x; (2.2)
for homogeneous x and y. The family of isomorphisms τM;N constitutes a
natural isomorphism of functors τx ⊗ → ⊗op, that is to say, the square
M1 ⊗M2 M2 ⊗M1
N1 ⊗N2 N2 ⊗N1
-
τM1;M2
?
f⊗g
?
g⊗f
-
τN1;N2
(2.3)
commutes for all f ∈ GModM1;N1 and g ∈ GModM2;N2.
A natural isomorphism τx ⊗ → ⊗op is called a braiding, and the category
GMod is called braided monoidal, if the following “hexagon” coherence
identities hold for all modules M , N , and P (see [3]):
τM⊗N;P = τM;P ⊗ 1N1M ⊗ τN;P (2.4)
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and
τM;N⊗P = 1N ⊗ τM;PτM;N ⊗ 1P: (2.5)
The identity (2.4) says that if we begin with the tensor product M ⊗N ⊗
P and twist M ⊗ N past P , we obtain the same result as we do by first
twisting N past P and then M past P , and similarly for (2.5). The following
proposition is easy to prove and may be found, for example, in [5].
Proposition 2.6. A map σ x G ×G → R is a bicharacter if and only if
the family of maps τM;N defined by (2.2) constitutes a braiding on GMod.
Note, in particular, that for any two modules M and N there are two
isomorphisms, τM;N and τ
−1
N;M from M ⊗N to N ⊗M , and that these are
not necessarily equal. In general, the family of isomorphisms τ−1N;M defines a
different braiding τ′ on GMod, called the mirror reflection of τ, that satisfies
τ′M;Nx⊗ y = σy; x−1y ⊗ x; (2.7)
for homogeneous x and y. In the special case that τ and its mirror reflection
coincide, τ is called a symmetry rather than a braiding, and GMod is a
symmetric monoidal category [4]. Comparing Eqs. (2.2) and (2.7) shows
that τ is a symmetry if and only if the bicharacter σ satisfies
σa; b = σb; a−1; (2.8)
for all a; b ∈ G; following Brini [1] we refer to such bicharacters as pseudo-
involutory.
Example 2.9. Suppose G =  and R contains . Setting σa; b =
−1ab defines a pseudo-involutory bicharacter on G, and the category of
-graded R-modules, with twist map x⊗ y 7→ −1x yy ⊗ x, is thus sym-
metric monoidal.
Example 2.10. Suppose that G = α is cyclic of order n and that R
contains  if n = 2; otherwise R contains . We define a bicharacter σ
on G by setting σαr; αs = ζrs, where ζ is a primitive nth root of unity. If
n = 2, then σ is pseudo-involutory, but otherwise it is not. Hence for n > 2,
the twist map x⊗ y 7→ ζ x yy ⊗ x defines braiding that is not a symmetry
on the category of n-graded R-modules.
Important Remark. From now on, we assume that the bicharacter σ is
pseudo-involutory and hence GMod is a symmetric monoidal category with
symmetry τ given by (2.2).
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3. PAIRINGS OF MODULES
A pairing is a quadruple M;N;P;pi, where M , N and P are modules
and pix M ⊗ N → P is a homogeneous linear map of degree zero. We
often will write pix M ⊗N → P , or simply pi, for the pairing M;N;P;pi.
We denote the bilinear map M ×N → P corresponding to pi by x; y 7→
x; y. The opposite pairing piopx N ⊗M → P is the composition of pi
with the twist map, and we write x; yop for piopx⊗ y; hence x; yop =
σx; yy; x, for homogeneous x and y.
Example 3.1. For any module M , the dual module is M∗ =HomM;R.
Note that HomM;Ra = HomM−a; R, for all a ∈ G, and so M∗ =L
a∈G HomMa;R. The evaluation map evM x M∗ ⊗ M → R, given by
evMf ⊗ x = f x is a pairing.
A pairing pix M ⊗N → P defines linear maps pilx M → HomN;P and
pir x N → HomM;P, satisfying
pilxy = pix⊗ y and piryx = σy; xpix⊗ y;
for homogeneous x and y. Note that pil and pir are homogeneous of degree
zero, and that pir = piopl.
If pi1x M1 ⊗ N1 → P and pi2x M2 ⊗ N2 → P are pairings, then maps
f x M1 → M2 and gx N2 → N1 are called adjoint (with respect to pi1 and
pi2) if f x; y = x; gy, for all x ∈M1 and y ∈ N2, that is, if the square
M1 ⊗N2 M2 ⊗N2
M1 ⊗N1 P
-f⊗1
?
1⊗g
?
pi2
-pi1
commutes. Under these conditions, we call f a left adjoint for g and g a
right adjoint for f .
Suppose that pi1x M1 ⊗N1 → P and pi2x M2 ⊗N2 → P are pairings and
that gx N2 → N1. If pi2l is surjective, then g has a left adjoint f xM1 →M2,
and if pi2l is injective, g has at most one left adjoint. Similarly a map
f x M1 → M2 has a right adjoint if pi1r is surjective and has at most one
right adjoint whenever pi1r is injective. In particular, if pi2l and pi1r are
bijective, then formation of adjoints defines a bijection HomM1;M2 ↔
HomN2;N1.
We denote by Pair the category having all pairings as objects, with mor-
phisms M1;N1; P1; pi1 → M2;N2; P2; pi2 given by triples f; g; h of de-
96 william schmitt
gree zero homogeneous maps such that the square
M1 ⊗N1 P1
M2 ⊗N2 P2
-pi1
?
f⊗g
?
h
-pi2
commutes. Letting φ = f; g; h, we write this morphism as φx pi1 → pi2.
Tensor product of pairings is defined by
M1;N1; P1; pi1 ⊗¯ M1;N1; P1; pi2
= M1 ⊗M2;N1 ⊗N2; P1 ⊗ P2; pi1 ⊗¯pi2;
where the map pi1 ⊗¯pi2 is given by
pi1 ⊗¯pi2 = pi1 ⊗ pi21M1 ⊗ τ ⊗ 1N2:
In the notation of bilinear forms, u ⊗ v; x ⊗ y = σv; xu; x ⊗ v; y;
for homogeneous v and x. Given morphisms in Pair ,
φi = fi; gi; hix Mi;Ni; Pi; pii → M ′i ; N ′i ; P ′i ; pi ′i;
for i = 1; 2, the tensor product φ1 ⊗¯φ2 = f1 ⊗ f2; g1 ⊗ g2; h1 ⊗ h2 is a
morphism,
M1;N1; P1; pi1 ⊗¯ M2;N2; P2; pi2
−→ M ′1;N ′1; P ′1; pi ′1 ⊗¯ M ′2;N ′2; P ′2; pi ′2
in Pair , and it follows that ⊗¯ is a functor Pair × Pair → Pair . The crucial
fact needed to show that φ1 ⊗¯φ2 is indeed a morphism is that
g1 ⊗ f2 · τM2;N1 = τM2;N1 · f2 ⊗ g1;
which is just the naturality (2.3) of τ. We emphasize that (2.3) holds because
f2 and g1 are morphisms in GMod and thus are homogeneous of degree
zero. It follows immediately from the associativity properties of ⊗ that ⊗¯
is associative up to coherent natural isomorphism.
For any pairing M;N;P;pi, the diagrams
R⊗M ⊗ R⊗N R⊗ P
M ⊗N P
-µR ⊗¯pi
?
λM⊗λN
?
λP
-pi
;
M ⊗ R⊗N ⊗ R P ⊗ R
M ⊗N P
-pi ⊗¯µR
?
ρM⊗ρN
?
ρP
-pi
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commute and thus we have isomorphisms
λpi x R;R;R;µR ⊗¯ M;N;P;pi → M;N;P;pi (3.2)
and
ρpi x M;N;P;pi ⊗¯ R;R;R;µR → M;N;P;pi (3.3)
in Pair , where λpi = λM; λN; λP and ρpi = ρM; ρN; ρP. These iso-
morphisms are easily checked to be coherent, and so Pair is a monoidal
category with product ⊗¯ and unit object R;R;R;µR. In our abbrevi-
ated notation for pairings, µR is the unit object of Pair , and the left and
right unit constraints (3.2) and (3.3) are written λpi x µR ⊗¯pi → pi and
ρpi x pi ⊗¯µR→ pi, respectively.
Proposition 3.4. For all pairings M1;N1; P1; pi1 and M2;N2; P2; pi2,
the triple τM1;M2; τN1;N2; τP1;P2 is an isomorphism pi1 ⊗¯pi2 → pi2 ⊗¯pi1 in
Pair .
Proof. It clearly suffices to show that τM1;M2; τN1;N2; τP1; P2 is a mor-
phism in Pair , i.e., that the square
M1 ⊗M2 ⊗N1 ⊗N2 P1 ⊗ P2
M2 ⊗M1 ⊗N2 ⊗N1 P2 ⊗ P1
-pi1 ⊗¯pi2
?
τ⊗τ
?
τ
-pi2 ⊗¯pi1
commutes. For homogeneous xi ∈Mi and yi ∈ Ni,
τpi1 ⊗¯pi2x1 ⊗ x2 ⊗ y1 ⊗ y2
= σx2; y1τx1; y1 ⊗ x2; y2
= σx2; y1σx1y1; x2y2x2; y2 ⊗ x1; y1;
which is equal to σx1; x2σx1; y2σy1; y2x2; y2 ⊗ x1; y1, by multi-
plicativity of σ and Eq. (2.8).
On the other hand, pi2 ⊗¯pi1τ ⊗ τx1 ⊗ x2 ⊗ y1 ⊗ y2 is equal to
σx1; x2σy1; y2pi2 ⊗¯pi1x2 ⊗ x1 ⊗ y2 ⊗ y1
= σx1; y2σx1; x2σy1; y2x2; y2 ⊗ x1; y1:
Hence the square commutes.
Corollary 3.5. The triple τ; τ; τ is a symmetry on Pair , and hence
Pair is a symmetric monoidal category.
98 william schmitt
Proof. To show that τ; τ; τx ⊗¯→⊗¯op is a natural isomorphism it
clearly suffices to verify naturality, that is, commutativity of the square
pi1 ⊗¯pi2 pi2 ⊗¯pi1
α1 ⊗¯α2 α2 ⊗¯α1
-
τ;τ;τ
?
φ1 ⊗¯φ2
?
φ2 ⊗¯φ1
-
τ;τ;τ
(3.6)
for all morphisms of pairings φ1x pi1 → α1 and φ2x pi2 → α2. Now if
piix Mi ⊗ Ni → Pi, αix M ′i ⊗ N ′i → P ′i , and φi = fi; gi; hi, for i = 1,2,
then commutativity of (3.6) is equivalent to that of the cube
M1 ⊗M2 ⊗N1 ⊗N2 M2 ⊗M1 ⊗N2 ⊗N1
P1 ⊗ P2 P2 ⊗ P1
M ′1 ⊗M ′2 ⊗N ′1 ⊗N ′2 M ′2 ⊗M ′1 ⊗N ′2 ⊗N ′1
P ′1 ⊗ P ′2 P ′2 ⊗ P ′1:
-τ⊗τ
?
f1⊗f2⊗g1⊗g2
HHHHHjpi1 ⊗¯pi2
?
f2⊗f1⊗g2⊗g1
HHHHHj
pi2 ⊗¯pi1
-τ
?
h1⊗h2
?
h2⊗h1
HHHHHjα1 ⊗¯α2
-
τ⊗τ
HHHHHj
α2 ⊗¯α1
-τ
The front and back faces of the cube commute by naturality of τ, and
the left and right faces commute because φ1 ⊗¯φ2x pi1 ⊗¯pi2 → α1 ⊗¯α2 and
φ2 ⊗¯φ1x pi2 ⊗¯pi1 → α2 ⊗¯α1 are morphisms in Pair . The top and bottom
faces commute by Proposition 3.4; hence the entire cube commutes.
It is a simple matter to check that τ; τ; τ satisfies the hexagon identities
(2.4) and (2.5) and is therefore a braiding on Pair . The fact that τ; τ; τ is
an involution then follows immediately from τ being an involution. Hence
τ; τ; τ is a symmetry.
Example 3.7. The definition of degree of a morphism f ∈ HomM;N
ensures that the evaluation map evM;N x HomM;N ⊗M → N , given by
f ⊗ x 7→ f x, is homogeneous of degree zero and thus a pairing. Note
that evM;Nlx HomM;N → HomM;N is the identity map. If M1, M2,
N1, and N2 are modules, then the product evM1;N1 ⊗¯ evM2;N2 is the pairing
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HomM1;N1 ⊗HomM2;N2 ⊗ M1 ⊗M2 → N1 ⊗N2 given by
f ⊗ g; x⊗ y = σg; xf; x ⊗ g; y;
for homogeneous g and x. Hence, if we denote the image of f ⊗ g under
the map
evM1;N1 ⊗¯ evM2;N2lx HomM1;N1 ⊗HomM2;N2
→ HomM1 ⊗M2;N1 ⊗N2
also as f ⊗ g, then
f ⊗ gx⊗ y = σg; xf x ⊗ gy; (3.8)
whenever g and x are homogeneous. It follows from (3.8) that if also f ′ ∈
HomP1;M1 and g′ ∈ HomP2;M2, then the composition of f ⊗ g and
f ′ ⊗ g′ is given by
f ⊗ gf ′ ⊗ g′ = σg; f ′ff ′ ⊗ gg′;
whenever f ′ and g are homogeneous. Therefore, if we write GMod′ for
the category of G-graded R-modules, with morphism sets GMod′M;N
equal to the full G-graded modules HomM;N, then tensor product is not
a bifunctor GMod′ × GMod′ → GMod′; hence GMod′ is not a monoidal
category under tensor product. Note that when f and g are homogeneous
of degree zero, the map defined by (3.8) corresponds to the tensor product
of morphisms in GMod, that is, the image under the functor ⊗ of the pair
f; g.
Finally, we remark that everything in this section can be dualized; in
particular, a copairing is a quadruple γ;M;N;P, where M , N , and P are
modules and γx M → N ⊗ P is a homogeneous map of degree zero. We
denote by CoPair the category having copairings as objects, and morphisms
γ1;M1;N1; P1 → γ2;M2;N2; P2 given by triples f; g; h of degree zero
homogeneous maps such that the square
M1 N1 ⊗ P1
M2 N2 ⊗ P2
-γ1
?
f
?
g⊗h
-γ2
commutes. The product γ1;M1;N1; P1 ⊗¯ γ2;M2;N2; P2 of copairings
γ1;M1;N1; P1 and γ2;M2;N2; P2 is the copairing
γ1 ⊗¯γ2;M1 ⊗M2;N1 ⊗N2; P1 ⊗ P2;
where γ1 ⊗¯γ2 = 1N1 ⊗ τ ⊗ 1P2γ1 ⊗ γ2:
As is the case for Pair , the category CoPair , equipped with tensor prod-
uct, is symmetric monoidal with symmetry τ; τ; τ.
100 william schmitt
4. SUBCATEGORIES OF Pair AND CoPair
If Q is a fixed module, then a triple M;N;pi, with pix M ⊗ Q → N
homogeneous of degree zero, is called a right Q-pairing; in other words
M;N;pi is a right Q-pairing if and only if M;Q;N;pi is a pairing. Simi-
larly, M;N;pi is called a left Q-pairing if Q;M;N;pi is a pairing, and a
pairing to Q if M;N;Q;pi is a pairing. We write PairQ for the category
whose objects are right Q-pairings and whose morphisms are ordered pairs
of maps f; g such that f; 1Q; g is a morphism of pairings. We define
analogously the categories QPair and Pair
Q of left Q-pairings and pairings
to Q, respectively.
Now suppose that Q and P are fixed modules. An ordered pair M;pi
is a right Q-pairing to P if M;Q;P;pi is a pairing, a left Q-pairing to P if
Q;M;P;pi is a pairing, and a Q-P-pairing if Q;P;M;pi is a pairing. We
denote by PairPQ the category whose objects are right Q-pairings to P , with
morphisms given by maps f such that f; 1Q; 1P is a morphism in Pair ,
and we define the categories QPair
P of left Q-pairings to P , and QPairP of
Q-P-pairings similarly.
Example 4.1. An (associative) algebra is a pairing A;A;A;µA sat-
isfying µAµA ⊗ 1 = µA1⊗ µA, together with a map ηAx R→ A such
that ηAx λA→ µA and ηAx ρA→ µA are morphisms in PairAA and APairA,
respectively. We denote this algebra simply as A, and refer to µA and ηA
as the product and unit of A, respectively. An algebra map A→ B is a map
f x A→ B that preserves units and is such that f; f; f x µA→ µB is a mor-
phism of pairings. The usual tensor product of algebras A⊗ B is just the
tensor product of pairings; hence µA⊗B = µA ⊗¯µB. The opposite algebra
Aop is the pairing A;A;A;µopA , with the same unit as A. The algebra A
is commutative if µA = µopA .
Commutative -graded and 2-graded algebras (see Examples 2.9 and
2.10) are usually referred to as graded commutative and supersymmetric al-
gebras, respectively.
We remark that, for any pairing of the form A;A;A;µ, associativity
of µ is equivalent to the condition that either (and hence both) of the
maps µlx A→ HomA;A and µr x A→ HomA;A preserves products,
where the product on HomA;A is composition; the unitary conditions
on ηx R→ A are equivalent to µl and µr preserving units.
We denote by GAlg the category of G-graded R-algebras and algebra
maps. The restriction of τ; τ; τ to GAlg is a symmetry, and hence GAlg is
a symmetric monoidal category.
Example 4.2. If A is an algebra, a pairing pix A ⊗M → M is called
a (left) A-action if pi1A ⊗ pi = piµA ⊗ 1M and λM = piηA ⊗ 1M, in
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which case we say that M is a (left) A-module. Right actions are defined
analogously. If pi is an action, we use the standard notation a · x, rather than
a; x, for the value pia⊗ x. If M and N are A-modules, then f x M →
N is a morphism of A-modules (that is, an A-linear map) if and only if
f; 1; f  is a morphism of pairings, and so the category of A-modules is a
subcategory of APair .
Just as we did for Pair , we obtain subcategories of CoPair by fixing
various arguments of our mappings. For example, if M and N are modules
then the category NCoPair
M of left N- copairings from M consists of all
ordered pairs γ;Q such that γ;M;N;Q is a copairing, with morphisms
given by maps f such that 1M; 1N; f  is a morphism in CoPair .
Example 4.3. A (coassociative) coalgebra is a copairing δC;C;C;C
satisfying δC ⊗ 1δC = 1⊗ δCδC , together with a map C x C → R such
that ηC x δC → λ−1C and ηC x δC → ρ−1C are morphisms in CoPairCC and
CCoPair
C , respectively. We denote this coalgebra as C, and refer to δC and
C as the coproduct and counit of C. A coalgebra map C → D is a map
f x C → D that preserves counits and is such that f; f; f x δC → δD is a
morphism of copairings. The usual tensor product of coalgebras is just the
tensor product of pairings, and the opposite coalgebra Cop is the copairing
δopC ;C;C;C, with the same counit as C. The coalgebra C is cocommutative
if δC = δopC .
We denote by GCoalg the category of G-graded R-coalgebras and coal-
gebra maps. The restriction of τ; τ; τ to GCoalg is a symmetry, and hence
GCoalg is a symmetric monoidal category.
From now on, we will denote all products, coproducts, units, and counits
by µ, δ, η, , respectively, using subscripts to avoid ambiguity whenever
necessary.
5. MONOIDAL STRUCTURES
A map hx P → Q induces functors h∗x PairP → PairQ, h∗x PairQ →
PairP and
∗hx QPair → PPair , defined on objects by M;N;pi 7→
M;N;hpi, M;N;pi 7→ M;N;pi1M ⊗ h, and M;N;pi 7→ M;N;
pih ⊗ 1M, respectively, and defined on morphisms in each case by
f; g 7→ f; g.
Suppose that A is an algebra. The restriction of the product ⊗¯ to
PairA × PairA takes values in PairA⊗A, so we may compose the functors
µA∗x PairA⊗A → PairA and ⊗¯ x PairA × PairA → PairA⊗A, to obtain a
product  on PairA. Hence if M1;N1; pi1 and M2;N2; pi2 are pairings
to A, then M1;N1; pi1 M2;N2; pi2 = M1 ⊗M2;N1 ⊗ N2; pi1pi2,
102 william schmitt
where
pi1pi2 = µApi1 ⊗¯pi2 = µApi1 ⊗ pi21M1 ⊗ τ ⊗ 1N2;
and the corresonding bilinear map M1 ⊗M2 × N1 ⊗N2 → A satisfies
u ⊗ v; x ⊗ y = σv; xu; xv; y, for homogeneous v and x. If φi =
fi; gix pii → pi ′i are morphisms in PairA, for i = 1; 2, then we write
φ1φ2 for the morphism h∗φ1 ⊗¯φ2x pi1pi2 → pi ′1pi ′2 and note that
φ1φ2 is equal to f1 ⊗ f2; g1 ⊗ g2.
If eAx R⊗R→ A is the pairing given by eA = ηA∗µR = ηAµR, then
the diagrams
M ⊗ R⊗N ⊗ R A
M ⊗N A
-pi  eA
?
ρM⊗ρN
?
1A
-pi
;
R⊗M ⊗ R⊗N A
M ⊗N A
-eA pi
?
λM⊗λN
?
1A
-pi
commute for all pairings pi to A; hence we have isomorphisms
ρpi = ρM; ρNx pi eA→ pi and λpi = λM; λNx eApi → pi
in PairA that are easily checked to be coherent. It follows from the asso-
ciativity of µA and associativity properties of ⊗¯ that  is associative up to
coherent natural isomorphism, and thus PairA is a monoidal category with
product  and unit object eA.
Proposition 5.1. If A is a commutative algebra then PairA, equipped
with product  and unit eA, is a symmetric monoidal category, with symmetry
τ; τ.
Proof. We show that τ; τ is a natural isomorphism  → op; the fact
that τ; τ satisfies the hexagon identities and is an involution then follows
directly from the corresponding properties of τ.
Suppose that M1;N1; pi1 and M2;N2; pi2 are pairings to A. We first
need to show that τM1;M2; τN1;N2 is a morphism in PairA, i.e., that the
square
M1 ⊗M2 ⊗N1 ⊗N2 A
M2 ⊗M1 ⊗N2 ⊗N1 A
-pi1 pi2
?
τ⊗τ
?
1
-pi2 pi1
(5.2)
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commutes. Now the square on the left in the diagram
M1 ⊗M2 ⊗N1 ⊗N2 A⊗A A
M2 ⊗M1 ⊗N2 ⊗N1 A⊗A A
-pi1 ⊗¯pi2
?
τ⊗τ
-µ
?
τ
?
1
-pi2 ⊗¯pi1 -µ
op
(5.3)
commutes by Proposition 3.4, and the square on the right commutes by
definition of µopA ; hence the whole diagram commutes. Since A is commu-
tative, µopA pi2 ⊗¯pi1 = µApi2 ⊗¯pi1 = pi2pi1, and so the outside rectangle
of (5.3) is just the square (5.2), which therefore commutes. The naturality
of τ; τ is verified just as in Corollary 3.5.
If C is a coalgebra, we may compose the functors δ∗x PairC⊗C → PairC
and ⊗¯x PairC × PairC → PairC⊗C to obtain a product  on PairC . Hence
if M1;N1; pi1 and M2;N2; pi2 are right C-pairings then M1;N1;
pi1 M2;N2; pi2 = M1 ⊗M2;N1 ⊗N2; pi1pi2, where
pi1pi2 = pi1 ⊗¯pi21⊗ 1⊗ δC
= pi1 ⊗ pi21M1 ⊗ τ ⊗ 1C1⊗ 1⊗ δC:
The corresponding bilinear map M1 ⊗M2 × C → N1 ⊗ N2 is deter-
mined by
x⊗ y; z =X
z
σy; z1x; z1 ⊗ y; z2
for homogeneous y and z.
The right C-pairing R;R; eC, defined by eC = C∗µR = µR1R ⊗
C, makes the diagrams
M ⊗ R ⊗ C N ⊗ R
M ⊗ C N
-pi  eC
?
ρ⊗1
?
ρ
-pi
;
R⊗M ⊗ C R⊗N
M ⊗ C N;
-eC pi
?
λ⊗1
?
λ
-pi
commute for all pi, and so the ordered pairs ρpi = ρM; ρN and λpi =
λM; λN are isomorphisms pi eC → pi and eC pi → pi in PairC . Asso-
ciativity of  up to coherent isomorphism, as well as coherence of the left
and right unit isomorphisms, is easily checked; hence PairC is a monoidal
category, with product  and unit object eC . The proof of the following
proposition is similar to that of Proposition 5.1 above.
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Proposition 5.4. If C is a cocommutative coalgebra then PairC , equipped
with product  and unit eC , is a symmetric monoidal category, with symmetry
τ; τ.
The category CPair of left C-pairings, with product ∗δC ⊗¯ and unit object∗CµR, is also monoidal and is symmetric if the coalgebra C is cocommu-
tative.
Example 5.5. If H is a bialgebra and pix H ⊗M →M and αx H ⊗N →
N are actions, it is readily verified that piα is an H-action on M ⊗N . In
the usual notation for actions,
h · x⊗ y =X
h
σh2; xh1 · x ⊗ h2 · y;
for h ∈ H, x ∈M , and y ∈ N , with h and x homogeneous. This corresponds
to the (graded version of the) usual definition of the tensor product of
modules over a bialgebra, and so the category of H-modules is a monoidal
subcategory of HPair .
If A is an algebra and C is a coalgebra then the category PairAC of right
C-pairings to A is monoidal, with product ∗ equal to the composition of
functors µA∗δC∗ ⊗¯; so if M;pi and N;α are objects of PairAC , then
M;pi ∗ N;α = M ⊗N;pi ∗ α, where
pi ∗ α = µApi ⊗¯α1⊗ 1⊗ δC
= µApiα
= piα1⊗ 1⊗ δC:
The unit object of PairAC is the pairing R; eC;A, where eC;A =
ηA∗C∗µR = ηAµR1 ⊗ C. To check this, we observe that if
M;pi is a right C-pairing to A, then the square
M ⊗ R ⊗ C A
M ⊗ C A
-
pi∗eC;A
?
ρ⊗1
?
1
-pi
commutes, because
pi ∗ eC;Am⊗ r ⊗ c =
X
c
rm; c1c2
=X
c
rm; c2 · c1
= rm; c
= piρM ⊗ 1Cm⊗ r ⊗ c;
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for all m⊗ r ⊗ c ∈ M ⊗ R⊗ C, and thus ρM x pi ∗ eC;A → pi is an isomor-
phism in PairAC . Similarly, λM x eC;A ∗ pi → pi is an isomorphism.
In order for τ to define a symmetry on PairAC , we need both commuta-
tivity of A and cocommutativity of C.
Proposition 5.6. If A is a commutative algebra and C a cocommutative
coalgebra then PairAC , equipped with product ∗ and unit eC;A, is a symmetric
monoidal category, with symmetry τ.
Analogous results hold for the category CPair
A of left C-pairings to A.
If C and D are coalgebras, then the category CPairD of C–D-pairings is
monoidal, with product  and unit object eC;D given by the compositions∗δCδ∗D ⊗¯ and ∗C∗DµR, respectively. For objects M;pi N;α = M ⊗
N;piα, we thus have
piα = pi ⊗ α1C ⊗ τ ⊗ 1DδC ⊗ δD
= pi ⊗¯αδC ⊗ δD
= pi ⊗ αδC⊗D:
As the reader may have guessed, we have the following proposition.
Proposition 5.7. If C and D are cocommutative coalgebras, then CPairD,
equipped with product  and unit eC;D, is a symmetric monoidal category,
with symmetry τ.
6. MEASURINGS
The dual algebra C∗ of a coalgebra C is defined such that when C and C∗
are paired as dual modules, the product and unit of C∗ are adjoint to the
coproduct and counit of C. A measuring is a pairing that relates a coalgebra
to an arbitrary algebra in this manner. Precisely, if A and B are algebras
and C is a coalgebra, a pairing pix A ⊗ C → B is a measuring (or, right
C-measuring) if µA and δC are adjoint with respect to pi and pipi, and
ηA and C are adjoint with respect to pi and eB = ηBµR; in other words,
pi is a measuring if and only if the diagrams
A⊗A⊗ C A⊗A⊗ C ⊗ C
A⊗ C B
-1⊗1⊗δ
?
µ⊗1
?
pi pi
-pi
;
R⊗ C R⊗ R
A⊗ C B
-1⊗
?
η⊗1
?
eB
-pi
(6.1)
commute. We may state these conditions in terms of bilinear maps as
µx⊗ y; z = x⊗ y; δz and 1A; x = x · 1B:
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The first of these may be written as
xy; z =X
z
σy; z1x; z1y; z2; (6.2)
for homogeneous y and z.
Left C-measurings pix C ⊗A→ B are defined in the obvious manner; in
this case, the adjointness of δC and µA takes the form
x; yz =X
x
σx2; yx1; yx2; z; (6.3)
for x ∈ C and y; z ∈ A, with x, y homogeneous.
We denote by Meas the category having all right measurings as objects,
with morphisms pi → α given by morphisms of pairings f; g; hx pi → α
such that f and h are algebra maps and g is a coalgebra map. We use
the same notation for subcategories of Meas as we did for those of Pair ;
for example, MeasC denotes the category of right C-measurings, with mor-
phisms given by ordered pairs of algebra maps f; g such that f; 1C; g is
a morphism of pairings.
If A is a coalgebra and C is a coalgebra, then HomC;A is an algebra
and the evaluation map evC;Ax HomC;A⊗C → A, discussed in Example
3.7, is a measuring. This measuring is universal in the following sense.
Proposition 6.4. If A is an algebra and C a coalgebra, then the evalua-
tion map evC;A is a terminal object in the category Meas
A
C .
Proof. Suppose that pix B ⊗ C → A is a right C-measuring to A; then,
for x ∈ B and y ∈ C,
evC;Apil ⊗ 1x⊗ y = evC;Apilx ⊗ y
= pilxy
= pix⊗ y;
and so pi = evC;Apil ⊗ 1. Therefore pil; 1C; 1A is a morphism in Pair ,
which means that pilx pi → evC;A is a morphism in MeasAC . If f is any
morphism pi → evC;A in MeasAC , then evC;Af ⊗ 1C = pi, which implies
that f = pil. Hence evC;A is terminal.
The ungraded version of the following proposition is a standard fact and
may be found, for example, in Sweedler’s book [7].
Proposition 6.5. A pairing pix A⊗ C → B is a measuring if and only if
pilx A→ HomC;B is an algebra map.
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Proof. Suppose that pi is a measuring and that x; y ∈ A and z ∈ C, with
y and z homogeneous; then
pilxyz = xy; z
=X
z
σy; z1x; z1y; z2
= µpilx ⊗ pilyδz;
which is equal to pilx ·pilyz. Hence pil preserves products, and since
1A; x = ηBCx, and ηBC is the unit element of HomC;B, the map pil
also preserves units. All of these statements are reversible, so the converse
also holds.
The left-handed version of Proposition 6.5 is somewhat more complicated
and follows as a corollary to the next proposition.
Proposition 6.6. The pairing pix A ⊗ C → B is a right C-measuring if
and only if the opposite pairing piopx C ⊗A→ B is a left C-measuring.
Proof. Suppose that pi is a right C-measuring, and x; y ∈ A and z ∈ C
are homogeneous. Then
z; xyop = σz; xyxy; z
=X
z
σz; xσz; yσy; z1x; z1y; z2;
since σ is a bicharacter and pi is a measuring. Thus, using the fact that σ
satisfies (2.8), we have
z; xyop =X
z
σz; xσz; yσy; z1σx; z1
· σy; z2z1; xopz2; yop
=X
z
σz; xσx; z1z1; xopz2; yop
=X
z
σz2; xz1; xopz2; yop;
and so piop satisfies (6.3). The adjointness condition for C and ηA is trivial
to check; hence piop is a left C-measuring. The converse follows similarly.
Corollary 6.7. A pairing pix C ⊗A→ B is a left measuring if and only
if pir x A→ HomC;B is an algebra map.
Proof. By the previous proposition, pi is a left measuring if and only if
piopx A⊗C → B is a right measuring, which, by Proposition 6.5, is the case
if and only if pioplx A→ HomC;B is an algebra map. But piopl = pir ;
hence the result follows.
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The next two results show that the functors h∗, h∗, and ∗h, introduced at
the beginning of Section 5, define functors on the corresponding categories
of measurings for appropriate h.
Proposition 6.8. If pix A⊗C → B1 is a right measuring and hx B1 → B2
is a homogeneous algebra map of degree zero, then hpi is a right measuring;
hence h∗ is a functor Meas
B1 → MeasB2 .
Proof. Since h is homogeneous of degree zero, hpi is also homogeneous
of degree zero and is thus a pairing. Since pi is a measuring, we have
piµA ⊗ 1 = pipi1A ⊗ 1A ⊗ δC
= µB1pi ⊗ pi1⊗ τ ⊗ 11A ⊗ 1A ⊗ δC:
Therefore, since h is an algebra map,
hpiµA ⊗ 1 = hµB1pi ⊗ pi1⊗ τ ⊗ 11A ⊗ 1A ⊗ δC
= µB2hpi ⊗ hpi1⊗ τ ⊗ 11A ⊗ 1A ⊗ δC
= hpi hpi1A ⊗ 1A ⊗ δC:
Also,
hpiηA ⊗ 1C = heB11R ⊗ C
= hηB1µR1R ⊗ C
= ηB2µR1R ⊗ C
= eB21R ⊗ C;
and so hpi is a measuring.
The proof of the following proposition is similar, so we omit it.
Proposition 6.9. If pix A2 ⊗ C2 → B is a measuring, and f x A1 → A2
and gx C1 → C2 are homogeneous algebra and coalgebra maps of degree zero,
then the compositions pif ⊗ 1x A1 ⊗ C2 → B and pi1⊗ gx A2 ⊗ C1 → B
are also measurings; thus ∗f and g∗ are functors A2 Meas → A1 Meas and
MeasC2 → MeasC1 , respectively.
We now consider products of measurings.
Proposition 6.10. If α1 and α2 are measurings, then so is α1 ⊗¯α2.
Proof. Suppose that Ai and Bi are algebras, Ci is a coalgebra, and αi is
a measuring Ai ⊗ Ci → Bi, for i = 1; 2. We need to show that
a⊗ bc ⊗ d; x⊗ y = a⊗ b⊗ c ⊗ d; δx⊗ y (6.11)
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and
1A1⊗A2; x⊗ y = x⊗ y · 1B1⊗B2; (6.12)
for all homogeneous a; c ∈ A1, b; d ∈ A2, x ∈ C1, and y ∈ C2. The left-hand
side of (6.11) is equal to
σb; cac ⊗ bd; x⊗ y = σb; cσbd; xac; x ⊗ bd; y;
which may be written as
σb; cσbd; x X
x;y
σc; x1σd; y1a; x1c; x2 ⊗ b; y1d; y2;
since α1 and α2 satisfy Eq. 6.2. On the other hand, the right side of (6.11)
is equal toX
x; y
σx2; y1a⊗ b⊗ c ⊗ d; x1 ⊗ y1 ⊗ x2 ⊗ y2
= X
x; y
σx2; y1σcd; x1y1
· a⊗ b; x1 ⊗ y1c ⊗ d; x2 ⊗ y2
= X
x; y
σx2; y1σcd; x1y1σb; x1σd; x2
· (a; x1 ⊗ b; y1(c; x2 ⊗ d; y2;
which is equal toX
x; y
σx2; y1σcd; x1y1σb; x1σd; x2σby1; cx2
· a; x1c; x2 ⊗ b; y1d; y2:
Using the fact that the bicharacter σ satisfies Eq. (2.8), it is readily verified
that the coefficient
σx2; y1σcd; x1y1σb; x1σd; x2σby1; cx2
is equal to
σb; cσbd; xσc; x1σd; y1y
and hence Eq. (6.11) holds. We omit the proof of Eq. (6.12), which is
straightforward.
The category Meas, with tensor product, is thus monoidal. In general,
the products that we have defined on various subcategories of Pair do not
induce monoidal structures on the corresponding subcategories of Meas.
However, with the appropriate (co)commutativity conditions, we obtain the
desired result.
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Corollary 6.13. Suppose αx A1 ⊗ C1 → B1 and βx A2 ⊗ C2 → B2 are
measurings: if B1 = B2 is commutative, then αβ is a measuring; if C1 = C2
is cocommutative, then αβ is a measuring; if B1 = B2 is commutative and
C1 = C2 is cocommutative, then α ∗ β is a measuring.
Proof. By Proposition 6.10, the pairing α ⊗¯βx A1⊗A2⊗ C1⊗C2 →
B1 ⊗ B2 is a measuring. If B = B1 = B2 is commutative, then the product
µB is an algebra map and so by Proposition 6.8, αβ = µB∗α ⊗¯β is
a measuring. If C = C1 = C2 is cocommutative, then δC is a coalgebra
map and thus αβ = δC∗α ⊗¯β is a measuring by Proposition 6.9. If
B = B1 = B2 is commutative and C = C1 = C2 is cocommutative, then
Propositions 6.8 and 6.9 together imply that α ∗ β = δC∗µB∗α ⊗¯β is
a measuring.
Of course the corresponding result for left measurings holds as well.
IfH and K are bialgebras andA is an algebra then a pairing pixH⊗K→
A is a bimeasuring if it is both a left H-measuring and a right K-measuring.
Proposition 6.14. If H and K are cocommutative bialgebras and α,
βx H ⊗K→ A are bimeasurings, then αβ is a bimeasuring.
Proof. Immediate from Corollary 6.13.
Suppose that H and K are bialgebras and that A is an algebra. Since
H ⊗K is a coalgebra in particular, the set HPairAK = HomH ⊗K;A0 is
an algebra under convolution product, defined by
αβ = µAα⊗ βδH⊗K
= µAαβ;
for all α;β ∈ HPairAK .
Proposition 6.15. If H and K are cocommutative bialgebras and A is a
commutative algebra, then the set of bimeasurings in HPair
A
K is closed under
convolution.
Proof. Since A is commutative, the product µA is an algebra map,
and therefore by Propositions 6.14 and 6.8, αβ = µAαβ is a
bimeasuring.
Example 6.16. In this example, we use the terminology of [6] and [2].
For any signed set L, the superalgebra SuperL is a commutative, co-
commutative G-graded Hopf algebra, with G =  × 2. The degree of a
word w is the ordered pair l; p, where l is the length and p is the parity
of w, and the bicharacter G × G → ∗ = 1;−1 is given by compos-
ing the projection G ×G → 2 × 2 with the bicharacter on 2 defined
in Example 2.10. If L and P are proper signed sets, the Laplace pairing
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piLx SuperL ⊗ SuperP → SuperLP, denoted by v ⊗ w → v  w, is
both a bimeasuring and a coalgebra map. The mapping defined by
v1 ⊗ v2 ⊗ w1 ⊗w2 7→

v1 w1
v2 w2

is equal to the product piLpiL and is hence also a bimeasuring, by Propo-
sition 6.13. The Laplace pairing has the following universal property: for
any algebra A and bimeasuring pix SuperL ⊗ SuperP → A, there ex-
ists a unique algebra map θx SuperLP → A such that θpiL = pi. Hence
there is a bijection between the set of bimeasurings BimeasSuperL ⊗
SuperP;A and the set AlgSuperLP;A. Since SuperLP is a Hopf
algebra, the set AlgSuperLP;A is in fact a group under convolution,
and it follows from Proposition 6.15 that BimeasSuperL ⊗ SuperP;A
is a group under convolution; since piL is a coalgebra map, the above bijec-
tion is a group isomorphism.
7. MONOIDS IN CATEGORIES OF PAIRINGS
Recall that a monoid in a monoidal category C;⊗; e is an object x,
together with a product morphism µx x⊗ x→ x, making the square
x⊗ x⊗ x x⊗ x
x⊗ x x
-µ⊗1
?
1⊗µ
?
µ
-µ
(7.1)
commute, and a unit morphism ηx e→ x such that the diagram
e⊗ x x⊗ x x⊗ e
x
-η⊗1
@
@
@
@R
λ
?
µ
1⊗η
 
 
 
 	
ρ
(7.2)
commutes. The category MonC of monoids in C has all such monoids as
objects and morphisms in C that commute with products and units as mor-
phisms.
Example 7.3. A monoid in the category GMod of G-graded modules is
a G-graded algebra, so MonGMod = GAlg.
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Example 7.4. Suppose that A is an algebra and that M;N;pi is a
monoid in PairA, with product µpi = µM;µNx pipi → pi and unit ηpi =
ηM;ηNx eA→ pi. Associativity of µpi is equivalent to that of µM and µN ,
and the unitary property of ηpi is equivalent to that of ηM and ηN . The
fact that µpi and ηpi are morphisms in Pair
A is equivalent to pi being an
algebra map. Hence a monoid in PairA is a pairing pix M ⊗N → A, where
M and N are algebras and pi is an algebra map.
If C is braided, with braiding τ, then the product of monoids x and y in
C is also a monoid, with product given by
µx⊗y = µx ⊗ µy1x ⊗ τx;y ⊗ 1y;
and unit
ηx⊗y = ηx ⊗ ηyλ−1e = ηx ⊗ ηyρ−1e :
We also may define the mirror product ⊗′ of monoids in C, using the mirror
braiding τ′. If x and y are monoids, then τx;y x x⊗′ y → y ⊗ x is a monoid
morphism, but in general, τx;y x x ⊗ y → y ⊗ x is not. In the special case
that C is symmetric we have ⊗′ = ⊗, and so the following result (which is
well known) holds.
Proposition 7.5. If C is a symmetric monoidal category then the cate-
gory of monoids MonC is also symmetric monoidal and the forgetful functor
MonC→ C is monoidal.
Our next result provides a characterization of monoids in the category of
right C-pairings.
Proposition 7.6. If C is a coalgebra, then the categories MonPairC and
MeasC coincide.
Proof. Suppose that M;N;pi is a monoid in the category PairC ; this
means that we have morphisms µpi = µM;µNx pipi → pi and ηpi =
ηM;ηNx eC → pi that satisfy the associativity and unit conditions (7.1)
and (7.2). The associativity of µpi is equivalent to the maps µM x M ⊗M →
M and µN x N ⊗N → N being associative, and the unit property of ηpi is
equivalent to ηM x R → M and ηN x R → N being units for µM and µN ,
respectively; hence M and N are algebras. The fact that µpi and ηpi are
morphisms in PairC means that the diagrams
M ⊗M ⊗ C N ⊗N
M ⊗ C N
-pi pi
?
µ⊗1
?
µ
-pi
;
R⊗ C R
M ⊗ C N
-eC
?
η⊗1
?
η
-pi
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are commutative, which is precisely the statement that pi is a right C-
measuring.
Now suppose that M;N;pi and M ′;N ′; pi ′ are monoids in PairC and
that f; gx M;N;pi → M ′;N ′; pi ′ is a morphism in PairC . We need to
show that f; g is a morphism in MonPairC if and only if f x M →M ′ and
gx N → N ′ are algebra maps. Now the morphism f; gx pi → pi ′ belongs
to MonPairC if and only if the square and triangle
pi pi pi
pi ′ pi ′ pi ′
?
f;g f;g
-µpi
?
f;g
-µpi′
;
eC pi
pi ′
-ηpi
@
@
@R
ηpi′
?
f;g (7.7)
are commutative diagrams in PairC , equivalently, if and only if the cube
M ⊗M ⊗ C M ⊗ C
N ⊗N N
M ′ ⊗M ′ ⊗ C M ′ ⊗ C
N ′ ⊗N ′ N ′
-µ⊗1
?
f⊗f⊗1
HHHHjpi pi
?
f⊗1
HHHHj
pi
-µ
?
g⊗g
?
g
HHHjpi ′ pi ′
-
µ⊗1
HHHHj
pi ′
-µ
and the prism
R⊗ C R
M ⊗ C N
M ′ ⊗ C N ′
-eC
HHj
η⊗1
A
A
A
A
A
A
A
A
AU
η⊗1
HHHHj
η
A
A
A
A
A
A
A
A
AU
η
-
pi
?
f⊗1
?
g
-pi
′
are commutative diagrams in GMod. The left and right faces of the cube
commute because f ⊗ f; g ⊗ g = f; g f; g and f; g are morphisms
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in PairC , and the top and bottom commute because the monoid products
µpi and µpi ′ are morphisms in PairC . Now f and g preserve multiplication
if and only if the front and back faces commute, which is the case if and
only if the entire cube commutes.
The three rectangular faces of the prism commute because ηpi , ηpi ′ , and
f; g are morphisms in PairC , and the maps f and g preserve units if
and only if the triangular faces commute, that is, if and only if the entire
prism commutes. Hence f and g are algebra maps if and only if f; g is a
morphism in MonPairC .
If the coalgebra C is cocommutative, then Proposition 5.4 says, in partic-
ular, that the monoidal category PairC is braided, and hence the product
of monoids in PairC is again a monoid in PairC . Thus, in particular, the
second part of Corollary 6.13 follows directly from Proposition 7.6.
When C is a coalgebra and A an algebra, the monoids in PairAC are
characterized similarly. We omit the proof of the following result.
Proposition 7.8. If C is a coalgebra and A is an algebra, then the cate-
gories MonPairAC and Meas
A
C coincide.
If C is cocommutative and A commutative then PairAC is braided, by
Proposition 5.6; hence the product of monoids in PairAC is a monoid, and
so the third part of Corollary 6.13 follows from Proposition 7.8.
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