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We study the problem of resource sharing within a system of users, each with the same resource 
capacity, but with varying resource demands. For model simplicity, we assume system saturation, 
so that the total demand matches the total capacity, and permit only a limited form of sharing 
in which a user is free to share its unused capacity with exactly one other user. We seek to 
maximize the total amount of unshared capacity over all feasible solutions, reflecting an environ- 
ment in which sharing incurs a cost proportional to the overall quantity shared. For the general 
problem, which is NP-hard, we derive a tight worst-case performance bound for a greedy algo- 
rithm G as well as for a number of other sharing rules. We also prove several results concerning 
G’s behavior in more restricted settings. 
Keywords. Resource allocation, computational complexity, approximation algorithms, com- 
binatorial optimization. 
1. Introduction 
Consider a collection of n users, each with an identical resource capacity C, and 
each with a specific resource demand di, 1 si<n. The simplest case, and the one 
on which we focus our attention, assumes that the system is saturated, so that 
C?= t dj = nC. A user whose demand is less than C is permitted to share its excess 
capacity with one whose demand exceeds C. We seek to redistribute such excess 
within the system so as to maximize the total capacity unshared, modeling an environ- 
ment in which the cost of sharing is directly proportional to the overall quantity 
shared. 
If the number of users allowed to share one user’s excess is unlimited, then this 
problem can be easily solved in polynomial time and is left to the reader as an exer- 
cise. If a bound is placed on the number of users who may simultaneously share one 
user’s excess, then the problem is NP-hard. The extreme case, and the one we ex- 
plore here, permits a very limited form of sharing, in which only one user is permitted 
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to share another’s excess. (This limit applies to the lender’s excess, not the borrower’s 
demand. A user with a great demand may have to borrow from several other users. 
Moreover, a borrower whose demand is strictly less than C plus the capacity he must 
borrow subsequently becomes a lender himself.) As we shall show, even this primi- 
tive formulation is combinatorially rich and exceedingly difficult to optimize. 
This model can be interpreted in several ways. It was first brought to our attention 
as a problem of efficiently generating random choices from a finite set [5]. Here, 
the well-known “square-the-histogram” method corresponds to the limited sharing 
problem just described, with the objective to maximize the expected number of 
direct memory accesses. (A uniformly generated pseudo-random number that falls 
in a shared region corresponds to a unique but secondary choice, thus requiring an 
indirect memory fetch. See [9, lo] for more details.) One can also visualize the model 
as representative of a distributed computing environment in which the local memory 
of a processing element can share unused storage with other elements. Limited I/O 
porting, communications overhead, memory addressing restrictions (e.g., bounds 
registers) and a host of other hardware and software limitations can severely inhibit 
sharing. Our problem can even be viewed as one of resource balancing, a one- 
dimensional analog of the problem of evenly distributing goods among a collection 
of warehouses, where transportation costs or other factors dictate that excess space 
must be occupied by goods coming from only one other warehouse. Perhaps the 
most superficially similar, previously-studied problem is that of variable sized bin 
packing [2], where a bin is akin to a demand exceeding C, and a piece to be packed 
is much like a user’s excess capacity. 
The remainder of this paper is organized as follows. In the next section, we in- 
troduce some necessary notation, state the decision version of this problem, and 
demonstrate that it is NP-complete. We also define a natural greedy rule G whose 
analysis makes up the main thrust of this study. Section 3 contains our proof that, 
for the general case, G’s solution always exceeds half the optimum. We devise a 
powerful, easy-to-apply chain lemma to aid in the analysis and show, through a 
family of problem instances, that this bound is asymptotically tight. Furthermore, 
we discuss a number of sharing alternatives and demonstrate that (in the worst-case 
sense) these appealing but more complicated rules do no better than G. In Section 
4, we consider G’s behavior in more restricted settings. For some (most notably, 
when all demands exceeding C are equal and all demands less than C are equal), we 
prove that G is optimal. We address research directions and related issues in the 
closing section, showing that this problem is so difficult that when it is generalized 
slightly by allowing users to possess unequal resource capacities, the problem of 
determining whether any feasible solution exists is NP-complete. 
2. Notation and preliminaries 
Without loss of generality, we assume a scaling so that the common resource 
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capacity C is a positive integer, and so that the elements of the initial demand list 
D’O’ = (dl’“‘, @’ , . . . , cl:‘) are nonnegative integers, where the quantity d/o’, 15 is n, 
denotes the initial demand of user i. For simplicity, we assume a user indexing whereby 
the initial demand list is sorted so that dr’r G$“I ..a 2 d:‘. We dynamically alter 
the demand list as we implement limited sharing, requiring that, at any time t, D(l) 
denotes the current demand list, with 4”’ representing the current demand of user i. 
Let A(‘) denote the list made up of the elements of D@) that are greater than or 
equal to C. Let IA(‘)1 denote the number of elements in A(‘). Similarly, let B(j) 
denote D(j) --A(‘) (that is, B(j) contains every element of D (j) that is less than C), 
where lB(‘)I denotes the number of elements in B(j). Thus Ato’ (B(O)) is a prefix 
(suffix) of D(O). 
To define limited sharing formally, we now describe how D(j) (and, hence, A(‘) 
and B(j)) may be altered in an effort to satisfy all demands. As long as IB(‘)I >O, 
we denote a sharing action by the ordered pair of indices (a, b), where df’> C and 
dt’<C. For notational convenience, we associate one sharing action with the 
passage of one time unit. The effect of a sharing action at time t + 1 is to transform 
D(l) into D (‘+ I) by replacing d:) with d(” ‘) = d:’ + dt’ - C and replacing dt’ with 
dt+ ‘) = C. Thus a sharing action directs’user b to allocate all of its excess capacity 
to user a. 
Note that a sharing action is possible whenever IB(‘)I > 0. Moverover, such an 
action (a, b) denies user b the opportunity to participate in a subsequent action. 
Therefore, it is elementary that a series of at most n - 1 sharing actions produces 
a feasible solution, forcing every demand to converge on C. We term such a series 
a sharing sequence. 
For a sharing sequence S with k < n sharing actions (which by definition produces 
Dck’ such that d,(k) = dik) = . . . = dik’ = C), we define the unshared capacity of user i 
to be the minimum value in the set {d; (j). 0~ t s/c}. Notice that this value is exactly . _ 
C if and only if the demand of user i was represented in A(‘) at every time t, 0~ t zz k. 
Given D(O) and an applicable sharing sequence S, we define the total unshared 
capacity in the obvious way, as the sum of every user’s unshared capacity. 
In the sequel, we shall restrict our attention to solution strategies that operate by 
producing a sharing sequence. That is, such a strategy must direct that (1) user b 
can lend only when its demand is less than C and (2) user a can borrow only when 
its demand is greater than C. Condition (1) is merely a convenience, since a user can 
lend only once. If we first compute the amount to be lent and to whom it goes, the 
time of the relevant sharing action is immaterial. Condition (2), on the other hand, 
is significant since a user can borrow repeatedly, and our restriction is justified as 
follows. 
Theorem 2.1. An optimal solution cannot direct that excess capacity be allocated 
to a user whose current demand is less than or equal to C. 
Proof. Suppose otherwise for an optimal solution that, at some time t, directs user 
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j with dj”- ‘)< C to allocate its excess to user i with di(‘- ‘)s C. Without loss of 
generality, suppose the optimization rule next directs user i to allocate its excess to 
some user h. Then &’ ‘) = &) + d!” - C = df’ + d,“- ‘) + d,“- ‘) - 2C, since the un- 
shared capacity of user i is d!‘) = d/‘- ‘) + dj”- ‘) - C, and that of user j is simply 
dj’-‘I. In this situation, we can modify the solution by directing user j to allocate 
its excess directly to user h at time t, then next directing user i to allocate its excess 
to user h as well. This modification preserves dh (t+1)=d~)+d!f-1)+d!j~1)_2C. The 
unshared capacity of user j is still dj (’ ‘) But now the unshared cabacity of user i - . 
is d!‘- ‘)> d!‘- ‘) + d!‘- ‘) - C, contradicting the presumption that the original solu- 
tion maximized the” unshared capacity. q 
We now address the complexity of limited sharing with the following decision ver- 
sion of the problem. 
LIMITED SHARING PROBLEM (LSP) 
Input. A positive integer Q and a list L of 12 nonnegative integers. 
Question. Is there a sharing sequence, using D ((3 = L sorted in nonincreasing 
order and using C= Cr=t d/“/n, for which the total unshared capacity is at least Q? 
This problem has already been shown to be NP-complete [9]. We shall present 
our simple proof of its complexity here for the purpose of illustration and because 
it will be referenced and built upon in proving subsequent results. 
Theorem 2.2. LSP is NP-complete. 
Proof. LSP is clearly in NP, since a candidate solution can be easily checked in poly- 
nomial time. To show that LSP is NP-hard, transform any instance of PARTITION 
[4] into an instance of LSP as follows. Let the list of integers input to PARTITION 
be denoted by p=(p,,p2,...,pm), where pt~p~~...~p,. Let s denote Cy=,p,. 
Set n = m + 2, set Q = np, -s, and set L = (I,, I,, . . . , I,), where 1, = I2 =pl + s/2 and 
&+2=Pl -Pm-r+1 for 15 is m. The answer to this instance of LSP is “yes” if and 
only if the answer to the given instance of PARTITION is “yes”. q 
Thus we conclude that finding a sharing sequence that maximizes the total un- 
shared capacity is NP-hard. Hence we turn our attention to the design and analysis 
of fast approximation algorithms. For a heuristic algorithm ALG and an optimiza- 
tion algorithm OPT, we use ALG(Z) and OPT(I) to denote their respective total un- 
shared capacities for LSP instance I. We seek to establish a worst-case ratio RALG, 
defined as follows: 
R 
OPT(I) 
ALG = suP ~ : I is an instance 
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If we can prove that RALG is bounded above by some constant, then we say that 
ALG is a relative approximation algorithm. 
For notational convenience, we shall also employ the term ALG,(1) to denote 
the contribution to ALG(1) made by the users whose demands were represented in 
A”’ for instance I. We define ALG,(Z) analogously for B(O), so that ALG(Z)= 
ALG,(Z) + ALG,(Z). 
At every time t, our greedy rule G (dubbed the “Robin Hood” rule in [lo]), simply 
selects a so as to maximize df’ and b so as to minimize df’. That is, it iteratively 
directs that user b, currently with the largest excess capacity, lend it all to user a, 
currently with the greatest demand. Ties are broken in favor of the user with the 
lower index. The time complexity of G is O(n log n), since O(n log n) time is suffi- 
cient for the initial sorting of the n demands, and since the values for a and b during 
each of G’s at most n - 1 sharing actions can be determined in O(log n) time with 
the use of a max-heap for A and a min-heap for B. 
3. The general case 
The main goal of this section is to establish the exact value of R,. We first 
demonstrate that R, exceeds any real number strictly less than 2. 
Example 3.1. A troublesome instance Ik for G. 
Let k denote any integer exceeding 1 and let n = 3 k - 1. 
Let D(O) be defined as follows: 
d’“‘=k2+k+ 1, 
1 
d!“=2k+2 I 7 for lcisk, 
d!” = 1 I for kcis2k, 
d!O’ = 0 I for 2k<is3k- 1. 
Thus C=k+ 1, and 
R, I OPT(4) k(k+2) =2_ 6 
G(b) = k(k+ 5)/2 k+5 ’ 
which approaches arbitrarily close to 2 from below as k grows without bound. 
In Example 3.1, observe that G ‘s-first k - 1 sharing actions distribute most of d,“) 
across the last k- 1 users, and so d, (km’)=k2+k+l -(k- l)(k+l)=k+2. G’s next 
k - 1 sharing actions produce di (2kP2)=k+2, for l<i<k, andB(2k~2)=(d~2kk~2)=l). 
Therefore GA(l,) = Cf:i i= k(k+ 3)/2. Since GB(lk) = k, we conclude that G(Z,) = 
k(k + 3)/2 + k = k(k + 5)/2. A better solution can be devised by first directing that 
the unsatisfied demand of user i be allocated the excess capacity of userj = i + 2k - 1, 
for 1 <is k, from which it follows that OPT(Z,) = k(k + 1) + k = k(k + 2). 
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Thus we know that 2 is a lower bound on R,. We now proceed to prove that 2 
is an upper bound as well. 
Lemma 3.2. If ALGA(Z) > IA”‘1 C/2, then OPT(Z) < 2ALG(Z). 
Proof. Clearly, OPT,(Z)< lA”‘/C. Any algorithm, ALG, that produces a sharing 
sequence in an attempt to solve LSP insures that ALG,(Z) is precisely the total 
demand in B(O), and hence ALG,(I) = OPT,(I). Thus it follows that, if ALGA(I) > 
IA(‘)1 C/2, then OPT(Z) = OPT,(Z) + OPT,(I) I IA(‘)l C+ ALG,(Z) < 2ALGA(I) + 
ALGB(I) I 2ALG(Z). 0 
In order to state and prove the next lemma, it will be helpful first to define a chain 
of users, each of whose demands were represented in A(‘), with respect to a sharing 
sequence S. We denote such a chain of length k by the ordered list of indices 
U=(u,,uz ,..., Us), where 1 I uh 5 /A”‘1 for 15 h 5 k. At some time tr I 0, the first 
member of such a chain, ur, must occur in a sharing action of S of the form 
(al = ul, b,), where d:’ is in B(O) and di:“< C. (Thus c$$= di:‘-“< C, and di:“= C.) 
If, at some time t,> t,, u1 occurs in a sharing action of the form (az, b2 = uI) where 
dj:“< C, then u2 = a2 is the second user in the chain, and so on. The chain ends with 
uk when, at time tk+,, uk occurs in a sharing action of the form (ak+ 1, bk+ 1 = uk), 
where dJF++,“:,” L C. 
Lemma 3.3 (the chain lemma). Zf H is an LSP heuristic that produces a sharing se- 
quence in which, at every given time t, a is selected so as to maximize dz’, then the 
contribution to H,(I) made by the users in a user chain of length k is at least kC/2. 
Proof. Let Hsatisfy the statement of the lemma. Let Idenote an instance of LSP with 
chain U = (u,, u2, . . . , uk) for some k>O. Since H produces a sharing sequence, the 
contribution to H,(I) made by the users in U is Ci=, d$‘. By H’s choice of a for 
each sharing action, dU, 
&_&h 
(‘h-l)~d(fh-‘) for 15 h < k. Therefore, d$l)LdL:)- dL:l). Also, 
l)&‘h+I)_&) for i+;‘h<k, and d 
k”ihnequ%ies w?zbtain%U,’ L ( ) 
(lk)- d(tkml)> C- d:f). From this set of 
C/(k + l), else v?e deri%‘C= d,,’ (i ) + (d;;) _ &:I’) + . . . + 
(C- d:fkk)) <(k + l)C/(k + 1) = C, which is impossible. Similarly, we obtain d:t’? 
hC/(k+l) for l<h<k. Hence we conclude that C~=1d~~‘2C~=lhC/(k+1)= 
(k(k + 1)/2)C/(k + 1) = kC/2. 0 
We now establish the general utility of the chain lemma. 
Theorem 3.4. If H is an LSP heuristic that produces a sharing sequence in which, 
at every time t, a is selected so as to maximize df’, then Rn~2. 
Proof. Given such an H and any instance I of LSP, no user can be represented in 
more than one user chain. Moreover, there must always exist at least one user from 
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A(‘) that is not represented in any chain. We apply the chain lemma to every chain 
in I, guaranteeing that HA(Z) 2 (/A”‘\ - l)C/2 + C> \A”‘\ C/2, from which Lemma 
3.2 tells us that OPT(Z)/A(Z)<2. Therefore, by the definition of worst-case ratio, 
R,12. 0 
Corollary 3.5. RG = 2. 
Proof. Follows immediately from Example 3.1 and Theorem 3.4. 0 
Thus G is a relative approximation algorithm. That LSP permits such an algo- 
rithm is interesting, since some NP-hard problems do not (see, for example, the non- 
Euclidean traveling salesman problem [S] or the weighted depth-first spanning tree 
problem [ 11). 
Are there relative approximation algorithms with lower worst-case ratios? A 
second alternative algorithm, which we denote by A2, selects a as does G so as to 
maximize d(‘) but selects b so as to maximize df’ as well. Thus A2 is nearly op- a ’ 
timal for Example 3.1. Unfortunately, A2 asymptotically fares no better than G in 
the worst case. 
Example 3.6. A troublesome instance Zk for A2. 
Let k denote any integer exceeding 1 and let n = k2 + 2k + 2. 
Let D(O) be defined as follows: 
d!“=k2+2k+ 1 I , for lrilk+l, 
d!O’ I 1, I for k+ 1 <is2k+2, 
d!” = 0, I for 2k+2<iik2+2k+2. 
Thus C=k+l, and 
RAZZ 
OPT(Z,,) (k+l)(k+2) =2_ 4 
A2(Z,) =(k + l)(k+ 4)/2 k+4 ’ 
which approaches arbitrarily close to 2 from below as k grows without bound. 
In Example 3.6, observe that an optimal sharing sequence can be devised by first 
directing that the unsatisfied demand of user 1 be allocated the excess capacity of 
the k+ 1 users with indices in the range [k + 2,2k + 21. 
Corollary 3.7. RA2 = 2. 
Proof. Follows immediately from Example 3.6 and Theorem 3.4. 0 
A third alternative A3 selects CI so as to minimize d!)> C and b so as to minimize 
df’ (in which case the chain lemma does not apply). Thus A3 is optimal for both 
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Examples 3.1 and 3.6. However, A3 fails to certify as even a relative approximation 
algorithm. 
Example 3.8. A troublesome instance Z, for A3. 
Let k denote any integer exceeding 1 and let n = 2k+ 1. 
Let D(O) be defined as follows: 
d(a) = kz 
1 ’ 
&“-k-t 1 I , for 1 <isk+ 1, 
(j!O) = 0 I for k+l<il2k+l. 
Thus C= k, and 
RA, 2 
OPT(Z,) k(k + 3)/2 > k 
A3(Z,) = 2k 4’ 
which is unbounded above. 
A fourth alternative A4 selects a so as to minimize dz’ and b so as to maximize 
df’. Like A3, A4 is not a relative approximation algorithm. 
Example 3.9. A troublesome instance Zk for A4. 
Let k denote any integer exceeding 1 and let n = k + 2. 
Let D(O) be defined as follows: 
d(O) = 2k2 - k I 
d!‘)=k2+ 1, I for 1 <irk+ 1, 
d -0. k+2- 




k(k + l)(k - l/2) > k 
k(3k+ 1)/2 2 ’ 
which is unbounded above. 
What about a “best fit” strategy of some sort? For example, such an alternative 
A 5 could initially choose a and b as G would, but then, if df’ - C> C- dr’, reselect 
a so that df’ is a least demand satisfying d, (‘) - CL C- df). But this scheme is 
asymptotically no better than G. To see this, simply modify Example 3.1 by setting 
d,“‘=2k+ 1 for l<i<kandd, (‘I = 2 for kc is 2k - 1, in which case A5 reduces to G. 
Corollary 3.10. RA, ~2. 
Proof. Follows immediately from the modification to Example 3.1 described above 
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and the observation that the chain lemma (and hence Theorem 3.4) holds as long 
as H maximizes di’ whenever it must start a new chain or append to an existing 
chain, at which time di” - C< C- df). 0 
Finally, what of “compound” algorithms (those that implement multiple heuristics 
and select the best solution produced)? Although this approach may work well in 
practice, it might not yield improved worst-case behavior or its analysis might be 
exceedingly difficult (proofs of improved worst-case behavior for compound algo- 
rithms are very rare [3,6]). To illustrate, consider alternative A6, a compound 
algorithm running both G and A2. 
Corollary 3.11. R,, = 2. 
Proof. Follows immediately from Example 3.6 (although the lower bound thereby 
obtained for G is neither as simple nor as fast-growing as the one exhibited in 
Example 3.1) and either Corollary 3.5 or 3.7. 0 
As of this writing, we know of no polynomial-time algorithm ALG with R,,, < 2, 
and suspect that guaranteeing a bound strictly less than 2 may be NP-hard. 
4. Special cases of LSP 
In this section, we investigate G’s behavior in more restricted problem settings. We 
know from Example 3.1 that G may not guarantee an optimal solution when n 2 5. 
Theorem 4.1 [7]. Zf Z denotes any instance of LSP with n 5 4, then G(Z) = OPT(Z). 
Suppose all demands greater than C are alike, as are all demands less than C. 
Theorem 4.2. Zf Z denotes any instance of LSP with dy) =p r C or d,‘o’ = q < C for 
every i E [ 1, n], then G(Z) = OPT(Z). 
Proof. Suppose otherwise, and let Z denote a counterexample with ID(‘)I = n. With- 
out loss of generality, we assume that Zis minimal. That is, no counterexample exists 
with fewer than n demands. Since, by assumption, D(O) is sorted in nonincreasing 
sequence, there exists a unique k, where 15 k < n, such that d,“’ = df’ = 1.. = df’ =p 
and d~~,=d~~,=...=d(‘)=q. 
Let us now scrutinize “an optimal sharing sequence S to discover how it can pro- 
vide a greater total unshared capacity than does G. S must contain exactly n-k 
sharing actions of the form (a, 6), with 6> k. Since the capacity shared in each of 
these actions is fixed at C- q, we can for simplicity assume that these n - k actions 
occur first in S. This implies that S must distribute the excess capacity in Z?(O) (which 
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is (n - k)(C- q)) in a manner fundamentally different from that of G, else the two 
sublists Acnpk) - B(O) and B(“-k) constitute a counterexample with k<n demands, 
violating the presumed minimality of I. Moreover, some demand represented in 
A(n-k) must exceed C + (C - q) = 2C - q, since otherwise, to be different from G, 
S would have to leave some user in B(“-k) with an unshared capacity less than 
C- (C- q) = q, which is impossible for a sharing sequence. 
We shall now prove that S is not optimal, thereby deriving a contradiction. Let 
g denote the index of an arbitrary user with dg (“-k’>2C-q. From the set of sharing 
actions (after time n -k) of the form (g, bl k), select t so as to maximize df- ‘) - di’. 
Define h as the lender at time t. That is, the action at time t is (g,h). 
We insist that (g, h) be the last sharing action with g as the borrower. If this is 
not the case, we modify S at no cost as follows. Define t, as the time of the last ac- 
tion of the form (g, 6). We delay the action (g, h) until time t,, and advance by one 
time unit the subsequence of t,- t actions originally scheduled to begin at time 
t+ 1. After this, we reset t to t,. By our choice of h, this modification produces a 
sharing sequence, with no loss in the total unshared capacity. 
Recalling the definition of a user chain as presented in Section 3, we observe that 
S contains a chain U= (u,, u2, . . . , uk) such that for some i, 15 is k, ui = h and thus 
ti+1- - t. If i = k, then we know that di’ = C. If i< k, then we know that ui+ i = g and 
df)< C. Let t’> n - kz tl denote the earliest time at which dj”s2C- q. For future 
reference let x=C-dt-‘)>O and y=C-di”rO. Note that x>y. 
We now modify S as follows. First, we change the sharing action at time tl from 
(u,, b > k) to (g, b). Next, we change every sharing action of the form (g, b 5 k) that 
occurs after time t’ but before time t to (u,, b). We delete the action (g, h) at time 
t. We insert in its place the action (u,, g), but only if dfpl) is now less than C. 
Finally, we check to see if there is a subsequent action of the form (f, g) and, if 
so, delete it, inserting in its place the action (f,h). In the new sequence, let z= 
C-df’)>O. Note that, by our choice of h and t’, x>z. 
Consider the effect of this modification. To the unshared capacity of user g, we 
have added y-z, which may reflect an increase or a decrease. To the unshared 
capacity of U, (and hence also to the unshared capacity of each user uj, 1 <j I i), we 
have added x-y, which is an increase, and which is small enough not to halt U 
prematurely. The unshared capacity of all other users, including any that follow g 
in 17, is unaltered. Therefore, the total unshared capacity is increased by (y-z) + 
i(x - y) =x - z + (i - 1)(x-y) > 0. (Furthermore, the actions at user U, may not now 
even constitute a sharing sequence, in which case a further increase may be ob- 
tainable.) We conclude that S as originally given was not optimal, a contradiction. 
Suppose only the demands greater than (less than) C are equal. Let LSP, (LSPB) 
denote all problem instances under this restiction. 
Corollary 4.3. LSP, is NP-complete. 
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Proof. Follows immediately from the construction used in the proof of Theorem 
2.2. 0 
Corollary 4.4. When restricted to instances of LSP,, R, = 2. 
Proof. Follows immediately from Theorem 3.4 and from observing G’s behavior 
when applied to the family of instances defined in Example 3.6. 0 
Theorem 4.5. LSP, is NP-complete. 
Proof. Modify the proof of Theorem 2.2 as follows. Set n = 2m + 2. Set Q = 2ms + 3s. 
Set 1, = l2 = .5s/2. Set lj+Z =4s-p,for l<i~mandI,=Oform+2<i~2m+2. (Thus 
C= 2s, and all demands less than C are equal. By this choice of Q, there can be no 
sharing action of the form (a, b) where a = 1 or 2 and b > m + 2, so that the first m 
sharing actions must absorb all the excess capacity in B(O).) The answer to this in- 
stance of LSPB is “yes” if and only if the answer to the given instance of PARTI- 
TION is “yes”. 0 
Although Ro for LSP, cannot exceed 2 (by Theorem 3.4), its exact value is an 
open issue as of this writing. We conjecture that it is strictly less than 2. To justify 
this sentiment, we observe that our worst examples for G depend on G at some point 
driving a demand in A nearly to zero, while OPT is able to avoid doing the same. 
However, as the construction employed in the proof of Theorem 4.5 suggests, if an 
instance of LSPB is difficult for G, then C is so large that no demand in A can be 
driven nearly to zero by G but not by OPT. 
Finally, as an interesting problem generalization, suppose that every user’s demand 
must be greater than or equal to some minimum threshold value T E [0, C]. This 
models a system in which each resource has some fixed capacity r< C that is 
dedicated to the primary user. (For example, in a distributed computing realization, 
a user’s operating system kernel must remain resident in his local memory.) Let 
LSP, denote all instances of this problem. 
Corollary 4.6. LSP, is NP-complete. 
Proof. Follows immediately from Theorem 2.2 (LSP, includes LSP, as a special 
case). 0 
Theorem 4.1. For LSP,, (2C+4r)/(C+ 5t)rR,i2C/(C+~). Moreover, these 
bounds are tight when 7 = 0 or 7 = C. 
Proof. Suppose T E (0, C). To demonstrate the lower bound, modify Example 3.1 as 
follows. Add r to every demand, and hence to C as well. Thus C= T+ k + 1 gives 
both C and r in terms of k. (For instance, if r= C/2, then C= 2k-t 2 and r= k-t 1.) 
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Therefore OPT(Z,) = OPT,(Z,) + OPT,(Z,) = kC + ((2k - 1)s + k) = kC+ 2kr + k - r 
and G(Z,) =GA(Zk)+ Gs(Zk)=kr+ k(C-t)/2+k+ ((2k- l)t+ k)= k(C+ t)/2+ 
2kr+2k-s. So R,2(2C+4~+(2-2r/k))/(C+5~+(4-2r/k)), which approaches 
arbitrarily close to (2C+ 4r)/(C+ 5t) from below as k grows without bound (since, 
for any fixed r, r/k is bounded above by a constant). 
To prove the upper bound, let Z denote any instance of LSP,. Clearly, 
OPT,(Z) I /A(‘)I C. F rom the proof of the chain lemma and its application in 
Theorem 3.4, we derive GA(Z)> IA”‘l(r+ (C- t)/2) = IA”‘I(C+ r)/2. Therefore, 
since OPT,(Z)=G,(Z), we have 
OPT(Z) IA’“‘IC + OPT,(Z) /A(O)/ c 2c 
G(Z) < IA”‘I(C+ r)/2 + G&Z) 5 IA”‘I(C+ r)/2 = c+s ’ 
If r = 0, then the range of values specified in Theorem 4.7 collapses to 2, which 
is confirmed by Corollary 3.5. If r = C, then the range of values collapses to 1, which 
is confirmed by observing that no sharing exists in this extreme case. 0 
5. Directions for future research 
Several interesting questions remain unanswered. Is there any polynomial-time 
algorithm ALG with R,,, < RG for LSP? What is the exact value of Ro for LSP,? 
Can our bounds on R, for LSP, be tightened when the threshold r is strictly 
greater than zero and less than C? (For example, Theorem 4.7 only guarantees that 
8/7 5 R,< 4/3 when r= C/2.) And what of other special cases, such as when 
IA(O)l L IB”‘I or when there is an upper bound on any demand (say, for example, 
2C)? 
The study of limited sharing can be expanded in a number of ways. One might 
permit k users to share another’s excess for some fixed k > 1. The requirement that 
total system demand saturates total resource capacity could be eased (although this 
may no longer model resource balancing, an interpretation mentioned in Section 1). 
Lest the reader be left with any suspicion that LSP, as defined here, is overly con- 
strained, we close with the following result. Let us remove the restriction that every 
user must possess the same resource capacity. Let Cj denote the (now arbitrary) 
capacity of user i and let LSPc denote this relaxed version of LSP. 
Theorem 5.1. It is NP-complete to determine whether an arbitrary instance of 
LSP, has any feasible ,olution. 
Proof. Modify the proof of Theorem 2.2 (in which Q is now insignificant), by set- 
ting I,=I,=s/2 with C,=C,=O, and setting 1j+2=0 with Ci+,=pi for lsilm. 
This instance of LSP, has a feasible solution if and only if the answer to the given 
instance of PARTITION is “yes”. 0 
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