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Abstract
Photochemical reactions, which involve both the ground and excited electronic states of
a molecule, can promote processes otherwise inaccessible by normal reactions. In general,
photochemical reactions may be classified as adiabatic or nonadiabatic depending on
whether the reaction takes place on the same adiabatic potential energy surface or not.
From research over the last two decades, we now understand that many processes in nature
turn out to be nonadiabatic { including charge transfer, electronic excitation quenching,
and spin-forbidden transitions. The efficiency of such processes depends critically on the
electron-nuclear interaction, which is quantified by the derivative coupling between the two
involved states.
The first part of the work (chapters 3-6) presented here mainly focuses on understanding
the electron-nuclear interaction using the electronic structure theory. Two approaches
are developed calculating the derivative couplings between the excited states within the
time-dependent density functional theory. The behavior of the derivative couplings around
a conical intersection is analyzed for two real molecules: benzaldehyde and protonated
formaldamine.
The second part of this work (chapters 7-8) focuses on understanding the electron-electron
interaction in the framework of Green's function. Detailed working equations are derived
for the GW approximation, which is used to calculate the electron attachment/detachment
energy, and the Bethe-Salpeter equation, which is used to obtain the electron excitation
energies of a system.
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ABSTRACT
TDDFT DERIVATIVE COUPLINGS AND OTHER TOPICS IN QUANTUM
CHEMISTRY
Qi Ou
Joseph E. Subotnik
Photochemical reactions, which involve both the ground and excited electronic states of
a molecule, can promote processes otherwise inaccessible by normal reactions. In gen-
eral, photochemical reactions may be classified as adiabatic or nonadiabatic depending on
whether the reaction takes place on the same adiabatic potential energy surface or not.
From research over the last two decades, we now understand that many processes in nature
turn out to be nonadiabatic – including charge transfer, electronic excitation quenching,
and spin-forbidden transitions. The efficiency of such processes depends critically on the
electron-nuclear interaction, which is quantified by the derivative coupling between the two
involved states.
The first part of the work (chapters 3–6) presented here mainly focuses on understand-
ing the electron-nuclear interaction using the electronic structure theory. Two approaches
are developed calculating the derivative couplings between the excited states within the
time-dependent density functional theory. The behavior of the derivative couplings around
a conical intersection is analyzed for two real molecules: benzaldehyde and protonated
formaldamine.
The second part of this work (chapters 7–8) focuses on understanding the electron-electron
interaction in the framework of Green’s function. Detailed working equations are derived
for the GW approximation, which is used to calculate the electron attachment/detachment
energy, and the Bethe-Salpeter equation, which is used to obtain the electron excitation
energies of a system.
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CHAPTER 1 : Introduction1
This thesis investigates advanced theoretical treatments of the electron-nuclear and electron-
electron interactions. Before presenting our research results, we will review some of the theo-
retical background which is essential for the following chapters. In section 1.1, we begin with
the description of the Born-Oppenheimer (BO) approximation and its breakdown. Next, in
section 1.2, we review several methods for describing adiabatic electronic states, including
the Hartree-Fock (HF) method, configuration interaction singles (CIS), and random-phase
approximation (RPA). Finally, in section 1.3 we briefly introduce the fundamental idea of
the many-body perturbation theory (MBPT) and the concept of a Green’s function.
1.1. Born-Oppenheimer approximation and its breakdown
Over the years, the BO approximation has been the standard ansatz to describe the in-
teraction between electron and nuclei. [2,3] Resting on the fact that nuclei are much more
massive than electrons, the BO approximation assumes electrons move much more quickly
compared with nuclei. Consequently, the nuclei are nearly fixed with respect to the electron
motion, which allows one to treat the electrons and the nuclei separately. Mathematically,
for a general molecular system, the total Hamiltonian is given by
Hˆ = TˆN (R) + Tˆe(r) + VˆeN (r,R) + VˆNN (R) + Vˆee(r) (1.1)
where R is the set of nuclear coordinates and r is the set of electronic coordinates. Within
the BO approximation, the nuclear momentum should not impact the behavior of electrons.
Instead, the electron wavefunctions depend parametrically on the nuclear position, making
1Unless otherwise specified, we use lowercase latin letters to denote spin molecular orbitals (MO)
(a, b, c, d for virtual orbitals, i, j, k, l,m for occupied orbitals, p, q, r, s, w for arbitrary orbitals), Greek letters
(α, β, γ, δ, λ, σ, µ, ν) to denote atomic orbitals (AO). The electronic excited states are denoted by Ψ (with
uppercase latin indices I, J).
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the total Hamiltonian separable into electronic and nuclear components.
Hˆel = Tˆe(r) + Vˆee(r) + VˆeN (r; R) (1.2)
Hˆnuc = TˆN (R) + VˆNN (R) + Eel (1.3)
For a fixed nuclear configuration, the electronic Schro¨dinger equation is given by
Hˆel|Ψ(r; R)〉 = Eel|Ψ(r; R)〉 (1.4)
where {|Ψ(r; R)〉} constitutes the adiabatic basis of electronic states.
The BO approximation is well justified when the energy gap between the adiabatic elec-
tron states is larger than the energy scale of the nuclear motion. The validity of the BO
approximation has been proved in many cases such as chemical reactions [4] and molecu-
lar dynamics. [5] However, there can be significant electron-nuclear entanglement when two
adiabatic electronic states become very close in energy, which gives rise to the breakdown
of the BO approximation. One can think of this scenario as follows: if electronic states
are close in energy, the nuclei do not need to move much to allow an energy conserving
transition, and thus electrons can change state. Otherwise, such transitions, known as the
nonadiabatic processes, are effectively forbidden (i.e. the BO approximation holds).
From research over the last two decades, we now understand that many processes in nature
turn out to be nonadiabatic – including charge transfer, electronic excitation quenching, and
spin-forbidden transitions. [6] Furthermore, the efficiency of such processes depends critically
on the derivative couplings between the two involved electronic states. Neglecting by the
BO approximation, the derivative couplings are “unusual”nonadiabatic forces and the key
to understand the nonadiabatic processes. Mathematically, the derivative coupling between
electronic states I and J is a vector of size 3Nnuc and is given by
dIJ = 〈ΨI |∇Q|ΨJ〉 (1.5)
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where |ΨI〉 and |ΨJ〉 denote the adiabatic electronic wavefunctions and Q denotes the
nuclear degrees of freedom. Given that the adiabatic basis of electronic states are chosen
to be orthonormal, one has
〈ΨI |ΨJ〉 = δIJ (1.6)
Applying the nuclear gradient operator gives
∇Q〈ΨI |ΨJ〉 = 〈∇QΨI |ΨJ〉+ 〈ΨI |∇QΨJ〉 = 0, (1.7)
so that
〈∇QΨI |ΨJ〉 = −〈ΨI |∇QΨJ〉 (1.8)
Noting that the electronic Hamiltonian is diagonalized under the basis of the adiabatic
electronic wavefunctions, one further has
0 = ∇Q〈ΨI |Hˆel|ΨJ〉 (1.9)
= 〈∇QΨI |Hˆel|ΨJ〉+ 〈ΨI |Hˆel|∇QΨJ〉+ 〈ΨI |∇QHˆel|ΨJ〉 (1.10)
= EJ〈∇QΨI |ΨJ〉+ EI〈ΨI |∇QΨJ〉+ 〈ΨI |∇QHˆel|ΨJ〉 (1.11)
Plugging Eqn. 1.8 into Eqn. 1.11 gives
〈ΨI |∇QΨJ〉 = 〈ΨI |∇QHˆ
el|ΨJ〉
EJ − EI (1.12)
Enq. 1.12 shows that the derivative coupling is proportional to the reciprocal of the energy
gap between two involved electronic states. When these two states become close in energy,
the derivative coupling can no longer be neglected, which results in the breakdown of the
BO approximation.
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1.2. Quantum chemistry excited states methods2
1.2.1. Configuration interaction singles
CIS is conceptually the simplest and the least expansive wavefunction-based ab initio
method for the calculation of electronic excitation energies and excited states properties.
Starting from the original time-independent HF, the ground state wavefunction can be
written as a single Slater determinant
|ΨHF(r)〉 = |φ1(r)φ2(r) . . . φn(r)〉 (1.13)
where φi(r) correspond to doubly occupied spatial orbitals for a closed-shell system and
n = Nel/2. |ΨHF(r)〉 is obtained by solving the time-independent HF equation which is
given by
Fˆ (r)|ΨHF(r)〉 = EHF|ΨHF(r)〉 (1.14)
where Fˆ (r) =
∑n
i fˆi(r) is the total Fock operator and a sum over each Fock operator for
the individual orbitals fˆi(r). As shown in Eqn. 1.15, fˆi(r) consists of the Hamiltonian hˆi(r),
which describes the kinetic energy of the ith electron and its electron-nuclei attraction, and
the Coulomb operator Jˆi(r) and the exchange operator Kˆi(r), which describes the average
electron-electron interactions.
fˆi(r) = hˆi(r) + Jˆi(r)− Kˆi(r) (1.15)
2Unless otherwise cited, much of the material from section 1.2 has been adapted from Ref. 7.
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The Coulomb operator and the exchange operator are defined as
Jˆi(r)φi(r) =
[
Nel∑
j
∫
dr′
φ∗j (r
′)φj(r′)
|r− r′|
]
φi(r) (1.16)
Kˆi(r)φi(r) =
[
Nel∑
j
∫
dr′
φ∗j (r
′)φi(r′)
|r− r′|
]
φj(r) (1.17)
The CIS states {|ΨI〉} are linear combinations of the singly-excited states |Φai (r)〉, which
differ from the HF determinant |ΨHF(r)〉 by the replacement of an occupied orbital i with
a virtual orbital a.
|ΨI〉 =
∑
ia
tIai |Φai (r)〉 (1.18)
=
∑
ia
tIai a
†
aai|ΨHF(r)〉 (1.19)
The excitation amplitudes {tIai } are determined by diagonalizing the Hamiltonian in the
singles space. The Hamiltonian in second-quantized form is given by
HˆCIS =
∑
pq
hpqa
†
paq +
1
4
∑
pqrs
〈pq||sr〉 a†pa†qaras (1.20)
where the two-electron integral 〈pq||sr〉 in physicists’ notation is defined as
〈pq||sr〉 = 〈pq|sr〉 − 〈pq|rs〉 (1.21)
=
〈
pq
∣∣∣∣ 1r12
∣∣∣∣sr〉−〈pq∣∣∣∣ 1r12
∣∣∣∣rs〉 (1.22)
The procedure for determining the CIS amplitudes typically involves diagonalizing HˆCIS −
EHF, which yields the CIS excitation energies (rather than the total energies). A constant
shift has no effect on the amplitudes, however, and so we may instead diagonalize the tensor
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composed of elements
Aldkc =
〈
Φdl
∣∣∣HˆCIS∣∣∣Φck〉 (1.23)
that appears in the eigenvalue equation
AX = ΩCISX (1.24)
where X is the tensor of amplitudes for all states and ΩCIS corresponds to the excitation
energies for all states. CIS is known to be the Tamm-Dancoff approximation (TDA) for the
time-dependent Hartree-Fock (TDHF), [8] which will be introduced in the next section.
1.2.2. Random-phase approximation
The RPA, also known as TDHF, has been an extremely useful tool for calculating excited
state properties and the oscillator strength of atoms and molecules since 1960s. [9–13] In the
RPA, electrons respond only to the total electric potential which is the sum of the external
perturbing potential and a screening potential.
Without the electric field applied, the molecular system is in its ground state given by
Eqn. 1.14. The matrix element of Fˆ is given by
Fpq = hpq +
∑
rs
〈ps|qr〉 γ(0)rs (1.25)
where γ
(0)
rs is the time-independent density matrix
γ(0)rs =
〈
ΨHF|a†ras|ΨHF
〉
=
∑
j
〈r|j〉 〈j|s〉 = δoccrs (1.26)
When the time-dependent electric field is applied, the state of the system is determined
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time-dependent Schro¨dinger equation
Hˆ|Ψ(r, t)〉 = i ∂
∂t
|Ψ(r, t)〉 (1.27)
where Hˆ is the time-dependent Hamiltonian
Hˆ = Fˆ + λHˆ1(t) (1.28)
Hˆ1(t) =
∑
α
(V (α)eiωαt + V (α)∗e−iωαt) (1.29)
The exact time-dependent wavefunction |Ψ(r, t)〉 can be written as a single Slater determi-
nant
|Ψ(r, t)〉 = |φ˜1(r, t)φ˜2(r, t) . . . φ˜n(r, t)〉 (1.30)
where φ˜i(r, t) corresponds to the perturbed orbital and can be expanded as (to second
order)
|φ˜i(r, t)〉 = e−iεit/~
(
|φi(r)〉+ |φ(1)i (r, t)〉+ |φ(2)i (r, t)〉
)
(1.31)
Here, |φ(1)i (r, t)〉 and |φ(2)i (r, t)〉 are first- and second-order orbital corrections, respectively.
The time-dependent density matrix is (to the first order)
γ˜(r, t) =
∑
i
|φ˜i(r, t)〉〈φ˜i(r, t)| (1.32)
= γ(0)(r) + γ˜(1)(r, t) (1.33)
where
γ˜(1)(r, t) =
∑
i
(
|φi(r)〉〈φ(1)i (r, t)|+ |φ(1)i (r, t)〉〈φi(r)|
)
(1.34)
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Let us define
γ˜(1)(r, t) =
∑
α
(
γ(1)(r, ωα)e
iωαt + γ(1)(r,−ωα)e−iωαt
)
(1.35)
so that
γ˜(r, t) = γ(0)(r) +
∑
α
(
γ(1)(r, ωα)e
iωαt + γ(1)(r,−ωα)e−iωαt
)
(1.36)
In the frequency domain, the first-order density matrix response is:
γ(1)(ω) =
∑
α
γ(1)(ωα)δ(ω − ωα) (1.37)
γ(1)(ωα) =
∑
ia
X˜ia(ωα)|φa〉〈φi|+ Y˜ia(ωα)|φi〉〈φa| (1.38)
where X˜ia(ωα) and Y˜ia(ωα) are the virt-occ and occ-virt matrix elements of γ
(1)(ωα) re-
spectively. [14] Expanding the matrix elements of the Hamiltonian to the first order, one
has
Hpq = H
(0)
pq +
∑
α
H(1)pq (ωα)e
iωαt +H(1)pq (−ωα)e−iωαt (1.39)
H(0)pq = Fpq (1.40)
H(1)pq (ωα) =
∑
rs
〈ps||qr〉γ(1)rs (ωα) + V (α)pq (1.41)
Recall that the time dependence of γ˜(r, t) is given by
i~
d
dt
γ˜pq =
∑
r
Hprγ˜rq − γ˜prHrq (1.42)
By plugging the Eqn. 1.39 and Eqn. 1.36 into Eqn. 1.42 and equating the coefficients of the
exponential term (and setting ~ = 1), one has
ωαγ
(1)(ωα) = [H
(0), γ(1)(ωα)] + [H
(1)(ωα), γ
(0)] (1.43)
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With the help of Eqns. 1.38, 1.40, and 1.41, one obtains two combinations of equations
ωαX˜ia(ωα) = (Faa − Fii) X˜ia(ωα) +
∑
jb
(
〈aj||ib〉 X˜jb(ωα) + 〈ab||ij〉 Y˜jb(ωα)
)
+ V
(α)
ai (1.44)
ωαY˜ia(ωα) = (Fii − Faa) Y˜ia(ωα)−
∑
jb
(
〈ij||ab〉 X˜jb(ωα)− 〈ib||aj〉 Y˜jb(ωα)
)
− V (α)ia (1.45)
which is equivalent to

 A B
B A
− ωα
 1 0
0 −1


 X˜(ωα)
Y˜ (ωα)
 = −
 V (α)
V (α)
 (1.46)
where
Aiajb =
〈
Φai
∣∣∣HˆCIS∣∣∣Φbj〉 = δijFab − δabFij + 〈aj||ib〉 (1.47)
Biajb = 〈Φabij |HˆCIS|ΦHF〉 = 〈ab||ij〉 (1.48)
By evaluating the residue at pole ΩI = ωα, one finally obtains the TDHF working equation A B
−B −A

 XI
YI
 = ΩI
 XI
YI
 (1.49)
for excitation amplitudes XI and YI , and excitation energy ΩI of the Ith excited state. It
is clear that if one allows B→ 0, one will recover the CIS eigenvalue equation (Eqn. 1.24),
which corresponds to the TDA.
1.2.3. Extension to time-dependent density functional theory
In the HF method, the Coulomb operator and the exchange operator are employed to
describe the average electron-electron interaction, which neglects the dynamical electron
screening. This may lead to qualitatively wrong results for strongly correlated systems.
To recover the explicit electron correlation effect, many theoretically approaches have been
developed over the years and density functional theory (DFT) is one of the most widely
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used methods today. [15,16]
Present-day DFT calculations almost exclusively rely on the Kohn-Sham formalism. [17] In
analogy to HF theory, Kohn-Sham formalism is also a single-particle theory which treats
electrons as independent particles moving in the average field of all other electrons. The
electron correlation, which does not appear in HF theory, is included in DFT by virtue of
the exchange-correlation (xc) functional. This again gives rise to single molecular orbitals
and orbital energies, although the resulting orbitals (known as Kohn-Sham orbitals) are
physically meaningless and can be used only as mathematically tools. Contrary to the
wavefunction-based methods, the fundamental quantity in DFT is the electron density and
the total energy is formally solved as a unique functional of the electron density.
In the work presented here, the excited state method time-dependent DFT (TDDFT) is
mostly treated as a natural extension to TDHF theory, i.e. we use Kohn-Sham orbitals
to replace the HF orbitals and the Kohn-Sham operator in the second-quantized form to
replace the CIS Hamiltonian. As shown in chapters 4 and 5, all the relevant equations and
desired properties from TDDFT are derived in the same fashion as TDHF/CIS theory. The
formal way to analyze molecular properties from TDDFT is through the time-dependent
response theory, which is employed to calculate the TDDFT derivative couplings in chapter
6.
1.3. Many-body perturbation theory3
For a many-electron system, the electron-electron interaction makes the Hamiltonian ex-
ponentially difficult to diagonalize. Consequently, many approximate, mean-field theories
have been developed within the single-particle approximation for the Coulomb term, which
allow one to estimate the properties of large systems analytically. [7] Though being one of
the most prominent approximated theories, the HF theory neglects the electron correlation
completely and thus fails to describe strongly-correlated system. As an alternative method,
3Unless otherwise cited, much of the material from section 1.3 has been adapted from Ref. 18.
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DFT is formally exact. However, DFT can generate exact results only if the exact xc
functional were found, which is theoretically impossible. In fact, while often qualitatively
correct, DFT fails to give reliable quantitative values for the band gaps of insulators and
semiconductors, which are often underestimated by as much as 1.0 eV or more.
To find better means to treat electronic screening effect, on the one hand, quantum chem-
istry has traditionally sought either (i) improved xc kernels within DFT or (ii) optimal
wavefunction ansatzes.. [19–22] On the other hand, condensed matter theorists usually treat
correlated electrons (or holes) as approximately independent quasiparticles and correlation
effects are addressed through MBPT in terms of the self-energy of the quasiparticles. [23–25]
Given the fact that MBPT is less popular the chemistry community and that there has not
yet been enough work been done comparing the behavior of MBPT with quantum chem-
istry approaches, this thesis provides a detailed derivation of relevant equations in MBPT
in the language of quantum chemistry and benchmarking calculations that compare MBPT
methods against traditional configuration interaction (CI) methods.
The idea of the quasiparticle picture is as follows: when an electron is injected to a system,
the repulsive Coulomb interaction creates a Coulomb hole around it. Analogously, if the
electron leaves the system, its Coulomb hole also disappears. Consisting of the bare electron
and its oppositely charged Coulomb hole, this ensemble behaves in many ways like a single-
particle and is thus called “quasiparticle”. The opposite charge of the Coulomb hole reduces
the total charge of the electron and thus the interaction between quasiparticles is expected
to be significantly weaker than the bare Coulomb interaction between electrons. Therefore
the quasiparticle can be regarded as approximately independent, which ensures the success
of the single-particle approximation and the mean-field theory.
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1.3.1. Green’s function
The central variable in MBPT is the one-partcle time-ordered Green’s function G(r, t; r′, t′)
which is defined as
G1(r, t; r
′, t′) = − i
~
〈N |Tˆ
[
Ψˆ(r, t)Ψˆ†(r′, t′)
]
|N〉 (1.50)
where |N〉 is the ground state for an interacting N -body system, aˆ(rt) is the electron
annihilation operator which annihilates an electron at (r, t), and Tˆ is the Fermionic time-
ordering operator, which rearranges a series of field operators in order of ascending time
arguments from right to left with a factor (−1) for each pair permutation. Depending on
the time order, G1(r, t; r
′, t′) propagates either electron (t > t′) or hole (t < t′) and can thus
be written as a combination of two parts
G1(r, t; r
′, t′) = − i
~
〈N |Ψˆ†(r, t)Ψˆ(r′, t′)|N〉θ(t− t′) (1.51)
+
i
~
〈N |Ψˆ(r, t)Ψˆ†(r′, t′)|N〉θ(t′ − t)
For a stationary system, G1 depends only on τ = t − t′. In the molecular orbital (MO)
basis, G1(r, r
′; τ) is represented as
G1(r, r
′, τ) = − i
~
[∑
a
φa(r)φ
∗
a(r
′)θ(τ)e−
iε
QP
a τ
~ −
∑
i
φi(r)φ
∗
i (r
′)θ(−τ)e−
iε
QP
i
τ
~
]
(1.52)
where εQPa and ε
QP
i correspond to the quasiparticle orbital energies.
1.3.2. Self-energy and Dyson equation
In MBPT, the electron correlation effect is addressed in terms of the self-energy of the
quasiparticles. The self-energy is related to the Green’s function via the Dyson equation.
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For a many-electron system, the Hamiltonian is given by
Hˆ =
∑
i
[
− 1
2
∇2(ri) + Vext(ri)
]
+
1
2
∑
i 6=j
v(ri, rj) (1.53)
where Vext is a local external potential caused by nuclear-electronic coupling, and v(ri, rj) =
1
|ri−rj | is the Coulomb interaction. In second-quantized form, Hˆ can be rewritten as
Hˆ =
∫
drΨˆ†(r)hˆ(r)Ψˆ(r) +
1
2
∫∫
drdr′Ψˆ†(r)Ψˆ†(r′)v(r, r′)Ψˆ(r′)Ψˆ(r) (1.54)
with the one-particle operator
hˆ(r) = −1
2
∇2(r) + Vext(r) (1.55)
The equation-of-motion of the one-particle Green’s function is given by
(
i~
∂
∂t
− Hˆ
)
G1(r, r
′, t, t′) = δ(r− r′)δ(t− t′) (1.56)
Plugging the second-quantized expression of Hˆ (Eqn. 1.54) into Eqn. 1.56, one has
i~
∂
∂t
G1(r, r
′, t, t′) = δ(r− r′)δ(t− t′) + hˆ(r)G1(r, r′, t, t′) (1.57)
− i
~
∫
dr′′v(r, r′′)〈N |T [Ψˆ†(r′′, t)Ψˆ(r′′, t)Ψˆ(r, t)Ψˆ†(r, t)]|N〉
Note that Eqn. 1.57 is not a closed equation because of the last term, which involves the
two-particle Green’s function. Formally, the two-particle Green’s function is defined as
G2(12; 1
′2′) = (−i/~)2〈N |Tˆ [Ψˆ(1)Ψˆ(2)Ψˆ†(2′)Ψˆ†(1′)]|N〉 (1.58)
Here we use the simplified notation for the indices (r1, t1)→ (1), (r2, t2)→ (2), i.e. (1) and
(2) denote both space and time. With the definition of the two-particle Green’s function
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(Eqn. 1.58), one can rewrite Eqn. 1.57 as
i~
d
dt1
G1(1, 2) = δ(1, 2) + hˆ(1)G1(1, 2)− i~
∫
d3v(1+, 3)G2(13; 23
+) (1.59)
The notation 1+ signifies that time t1 should be replaced by t1+η, where η is an infinitesimal
positive time. The additional infinitesimals in 1+ and 3+ ensures the consistency of the time
order. To eliminate the two-particle Green’s function in Eqn. 1.59, we introduce an external
potential u(1) that is set to zero at the end. The functional derivative of the one-particle
Green’s function with respect to u(1) is given by
δG1(1, 2)
δu(3)
∣∣∣∣∣
u=0
= G1(1, 2)G1(3, 3
+)−G2(13; 23+) (1.60)
Now the two-particle Green’s function can be eliminated by plugging Eqn. 1.60 into Eqn. 1.59
i~
d
dt1
G1(1, 2) = δ(1, 2) + hˆ(1)G1(1, 2) (1.61)
−i~G1(1, 2)
∫
d3v(1+, 3)G1(3, 3
+)
+i~
∫
d3v(1+, 3)
δG1(1, 2)
δu(3)
= δ(1, 2) + hˆ(1)G1(1, 2) + V
H(1)G1(1, 2) +
∫
d3Σ(1, 3)G(3, 2)(1.62)
where we define
V H(1) = −i~
∫
d3v(1+, 3)G1(3, 3
+) (1.63)
as the Hartree potential, and
Σ(12) = i~
∫∫
d3d4v(1+, 3)
δG1(1, 4)
δu(3)
G−11 (4, 2) (1.64)
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as the self-energy. From Eqn. 1.62, one has
[
i~
d
dt1
− hˆ(1)− V H(1)
]
G1(1, 2)−
∫
d3Σ(1, 3)G(3, 2) = δ(1, 2) (1.65)
The one-particle Green’s function for the non-interacting system G01(1, 2) satisfies
[
i~
d
dt1
− hˆ(1)− V H(1)
]
G01(1, 2) = 0, (1.66)
Multiplying Eqn. 1.65 by G01 and Eqn. 1.66 by G1, one obtains the Dyson equation
G1(1, 2) = G
0
1(1, 2) +
∫∫
d3d4G01(1, 3)Σ(3, 4)G1(4, 2) (1.67)
1.3.3. GW approximation
In MBPT, electrons are screened and the electron-electron interaction is described by the
screened Coulomb potential. When an external potential u(1) is applied to a system, the
reaction of the charge density to changes in the external potential is governed by the linear-
response function
χ(1, 2) =
δρ(1)
δu(2)
∣∣∣∣∣
u=0
(1.68)
The external potential and the Coulomb potential created by the induced charge can be
combined as a total effective potential V (1)
V (1) = u(1) +
∫
dr2v(r1, r2)ρ(r2, t1) (1.69)
The screening of the system is defined in terms of a dielectric constant. In many-body
theory, the inverse of the dielectric response is defined as
−1(1, 2) ≡ δV (1)
δu(2)
∣∣∣∣∣
u=0
(1.70)
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The screened Coulomb interaction is then defined as
W (1, 2) =
∫
d3−1(1, 3)v(3, 2) (1.71)
which describes the screening effect of the system. Using the matrix equality δA
−1
δx =
−A−1 δAδxA−1, we rewrite Eqn. 1.64 as
Σ(1, 2) = −i~
∫∫
d3d4v(1+, 3)G1(1, 4)
δG−11 (4, 2)
δu(3)
(1.72)
By applying the chain rule, Eqn. 1.72 becomes
Σ(1, 2) = −i~
∫∫
d3d4d5v(1+, 3)G1(1, 4)
δG−11 (4, 2)
δV (5)
δV (5)
δu(3)
(1.73)
= −i~
∫∫
d3d4d5v(1+, 3)G1(1, 4)
δG−11 (4, 2)
δV (5)
−1(5, 3) (1.74)
= −i~
∫∫
d4d5W (1+, 5)G1(1, 4)
δG−11 (4, 2)
δV (5)
(1.75)
= i~
∫∫
d4d5W (1+, 5)G1(1, 4)Γ(42, 5) (1.76)
where we define the vertex function as
Γ(12, 3) = −δG
−1
1 (1, 2)
δV (3)
(1.77)
In the GW approximation, the vertex corrections are neglected and the vertex function is
approximated as Γ(12, 3) ≈ δ(1, 2)δ(1, 3) so that the self-energy becomes
ΣGW(1, 2) = i~G1(1, 2)W (1+, 2) (1.78)
In chapters 7 and 8, we work within the GW approximation and make comparison between
the physical-based approaches and the chemical-based approaches for the calculation of
electron attachment/detachment energies as well as the excitation energies for various model
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systems.
At this point, we have presented enough background information. An outline will be given
in chapter 2 that summarizes each major projects involved in this thesis.
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CHAPTER 2 : Outline
Let us now outline the remaining of this thesis.
In chapter 3, we analyze the photophysics of benzaldehyde through the lens of time-
dependent density-functional theory (TDDFT) adiabatic excited states and Boys or Edmiston-
Ruedenberg localized diabatic states. We predict rate constants for two processes in excited
benzaldehyde: (i) the intersystem crossing from S1 → T2 and (ii) the phosphorescence from
T1 → S0. We also study (iii) the conical intersection between T2 and T1 that is putatively
responsible for an ultrafast internal conversion process, T2 → T1. In agreement with N.
Ohmori et al [26], our results suggest that the S1 → T2 intersystem crossing in benzaldehyde
is rapid not only because of a large spin-orbit matrix element (i.e. El-Sayed’s rule), but
also due to a fortuitously small energy barrier. Furthermore, when studying the T2 →
T1 internal conversion, we find that both Boys and Edmiston-Ruedenberg localization give
remarkably stable and accurate diabatic states which will be useful for ongoing studies of
dynamics near conical intersections. To our knowledge, this is the first example whereby
localized diabatization techniques have been tested and successfully recovered the topology
of a conical intersection.
In chapter 4, we calculate the derivative couplings between TDDFT excited states within
the Tamm-Dancoff approximation (TDA) by assuming that the Kohn-Sham superposition
of singly-excited determinants represents a true electronic wavefunction. All Pulay terms
are included in our derivative coupling expression. The reasonability of our approach can be
established by noting that, for closely-separated electronic states in the infinite basis limit,
our final expression agrees exactly with the Chernyak-Mukamel expression (with transition
densities from response theory). Finally, we also validate our approach empirically by
analyzing the behavior of the derivative couplings around the T1/T2 conical intersection of
benzaldehyde.
In chapter 5, we present a formalism for derivative couplings between TDDFT excited
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states within the random-phase approximation (RPA) using analytic gradient theory. Our
formalism is based on a pseudo-wavefunction approach in a companion paper (Ref. 27), and
can be checked against finite-difference overlaps. Our approach recovers the correct prop-
erties of derivative couplings around a conical intersection, which is a crucial prerequisite
for any derivative coupling expression. As an example, we study the test case of protonated
formaldimine (CH2NH
+
2 ).
In chapter 6, we present a complete derivation of derivative couplings between excited states
in the framework of adiabatic time-dependent density functional response theory. Explicit
working equations are given and the resulting derivative couplings are compared with deriva-
tive couplings from a pseudo-wavefunction ansatz. For degenerate excited states, i.e., close
to a conical intersection, the two approaches are identical apart from an antisymmetric
overlap term. However, if the difference between two excitation energies equals another ex-
citation energy, the couplings from response theory exhibit an unphysical divergence. This
spurious behavior is a result of the adiabatic or static kernel approximation of TDDFT
leading to an incorrect analytical structure of the quadratic response function. Numerical
examples for couplings close to a conical intersection and for well-separated electronic states
are given.
In chapter 7, we calculate the ionization potential and the electron affinity of 1D Hub-
bard chains from two perspectives: (i) the physics-based GW approximation and (ii) the
chemistry-based configuration interaction (CI) ansatz. Results obtained from all methods
are compared against the exact values for three classes of system: metallic, impurity doped,
and molecular (semiconducting/insulating) systems. While all methods are reasonablya
ccurate for weakly correlated systems, the GW method is significantly more reliable for
strongly correlated systems with little disorder. In principle, our results should offer some
intuition about the choice of methodologies as well as state references for different classes
of physical systems.
In chapter 8, we calculate the excitation energies of finite 1D Hubbard chains with a va-
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riety of different site energies from two perspectives: (i) the physics-based Bethe-Salpeter
equation (BSE) method and (ii) the chemistry-based configuration interaction (CI) ap-
proach. Results obtained from all methods are compared against the exact values for three
classes of systems: metallic, impurity doped, and molecular (semiconducting/insulating)
systems. While in a previous study, we showed that the GW method holds a comparative
advantages versus traditional quantum chemistry approaches for calculating the ionization
potentials and electron affinities across a large range of Hamiltonian, we show now that the
BSE method outperforms CI approaches only for metallic and semiconducting systems. For
insulating molecular systems, CI approaches generate better results.
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CHAPTER 3 : Electronic Relaxation in Benzaldehyde evaluated via TDDFT and
Localized Diabatization: Intersystem Crossings, Conical Intersections,
and Phosphorescence
This chapter was adapted from Ref. 28.
3.1. Introduction
3.1.1. Benzaledhye and its cascade of electronic relaxation
The photophysical processes of benzaldehyde have been extensively studied for decades [26,29–37].
It is commonly accepted that most aromatic carbonyl compounds, exemplified by benzalde-
hyde and benzophenone etc., are weakly fluorescent, processing a very small value of fluo-
rescence quantum yield (ΦF ∼ 0.0001−0.01) in contrast with aromatic hydrocarbons(ΦF ∼
0.1− 1) [38]. Assuming the electronic relaxation is not purely vibronic, this feature implies
a relatively fast intersystem crossing (ISC) process for aromatic carbonyls from the singlet
state to the triplet state, which is putatively promoted by strong spin-orbit couplings [38].
The robust phosphorescence of aromatic ketones also suggests a fast ISC process, which
further highlights the importance of ISC in studies of the functional properties of organic
chromophores. Because benzaldehyde is the smallest aromatic carbonyl compound, and be-
cause the molecule phosphoresces intensely, quantifying the transient photophysics of ben-
zaldehyde is essential for broadly understanding electronic relaxation in organic molecules
with triplet channels.
As a practical matter, benzaldehyde is known to have a complex manifold of n-pi∗ and
pi-pi∗ excited states, both singlet and triplet. Previous experimental results [26,29–33] show
that the two lowest excited singlet states, S1 and S2, are assigned to be n-pi
∗ and pi-pi∗
transitions respectively. While benzaldehyde dissociates to benzene and carbon monoxide
after being excited to the S2 state – according to both photolysis
[29,39] and multiphoton
ionization (MPI) experiments [40–42] – if we consider only photophysical processes (without
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bond making or breaking), then there are only four states of interest for benzaldehyde: S0,
S1, T1 and T2. For convenience, see the schematic graph shown in Fig. 3.1.
The origin of S1(n-pi
∗) is found to lie 26,919 cm−1 above the ground state with weak intensity
as measured by sensitized phosphorescence excitation spectrum [26]. Following excitation to
the S1 state, benzaldehyde undergoes a rapid ISC to the pi-pi
∗ triplet state [26,43–46]. The
efficiency of S1 →T ISC is near unity in the vapor phase according to the absorption
and phosphorescence excitation spectra [47]. The two lowest triplet states, T1(n-pi
∗) and
T2(pi-pi
∗), are found lying below the S1 state and close to each other while only the n-pi∗
triplet state has been successfully located in the gas phase [26,29,34,48,49]. The band origin
of T1(n-pi
∗) lies ∼25,180 cm−1 above the ground state from the phosphorescence excitation
spectrum of isolated benzaldehyde [26,49], which is slightly below the S1 origin. Experimental
data obtained from spectroscopic studies of beam isolated benzaldehyde implicitly shows
that the slight congestion of spectral lines in excess vibrational energy of 1,000-1,350 cm−1
above the T1(n-pi
∗) origin can be attributed to the onset of the T2(pi-pi∗) state [49]. The
interconversion of these two states has also been observed in the same study, implying
an efficient internal conversion (IC) from T2(pi-pi
∗) to T1(n-pi∗) state, the latter being the
so-called phosphorescent state [32].
S0 
T2 
T1 
S1 
Absorption Phosphorescence  
ISC 
IC via CI 
Figure 3.1: Schematic graph of the photophysical process in benzaldehyde
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3.1.2. Previous computational studies
Several theoretical studies have been carried out to explain the various photophysical pro-
cesses in benzaldehyde [30,35–37,43,45,50–52]. Both ISC and IC contribute to the highly phos-
phorescent character of benzaldehyde by forcing the molecule into the T1 state and therefore
must be addressed. First, regarding ISC, several authors [26,36,50,53,54] have shown qualita-
tively the fast ISC between S1 and T2(pi-pi
∗) state following El-Sayed rules [55]. To our
knowledge, however, quantitative estimates of the ISC rate constant have not been calcu-
lated using modern electronic structure theory.
Second, the IC between T1(n-pi
∗) and T2(pi-pi∗) has been identified recently by several groups
with a conical intersection (CI) of interest [36,37,51]. Interestingly, W. Fang et al [37,51]. and
G. Cui et al [36] both predict that the T1/T2 conical intersection point of lowest energy is
nearly degenerate with S1. While these authors have used highly accurate multiconfigura-
tional levels of theory, CASSCF and CASPT2, the demanding cost of their calculations has
precluded the study of the topology of the T1/T2 conical intersection seam, and the rich
dynamics of the corresponding internal conversion have not been fully investigated.
3.1.3. Outiline and motivation
In this work, we will quantitatively investigate the electronic relaxation processes in ben-
zaldehyde via time-dependent density functional theory (TDDFT) with a long-range cor-
rected functional ωB97X [56], working in the Tamm-Dancoff approximation. Because ωB97X
includes exact Hartree-Fock exchange in both short and long range, it is believed to be an
effective way of dealing with charge-transfer states [56]. Taking advantage of the cheap com-
putational cost of TDDFT, our central goal is to explore the dynamics and photophysics of
benzaldehyde, quantitatively studying both radiationless processes (i.e. (i.) ISC and (ii.)
IC) as well as (iii.) the phosphorescence from the T1 state to the ground state. An outline
of this paper is as follows: The optimized geometries and excitation energies are evaluated
in Sec. 3.2, followed by the analysis of the S1/T2 spin-orbit coupling and ISC in Sec. 3.3.
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In Sec. 3.4, we investigate the T1/T2 conical intersection at which point we will assess
the validity of localized diabatization methods. Finally in Sec. 3.5, the phosphorescence
lifetime of benzaldehyde from T1 to the ground state will be evaluated.
For any system displaying an electronic crossing or CI, there is always some ambiguity for
the notation of the electronic states. For convenience, we will use T1 and T2 to denote the
diabatic states T(n-pi∗) and T(pi-pi∗) respectively as shown in Fig. 3.1. The energy of T2
may be less than that of T1 at certain geometries due to the mixing between them, but
hopefully our notation will always be clear.
3.2. Evaluation of the optimized geometries and excitation energies
3.2.1. Optimized structures for S0, S1 and T1.
Every study of electronic relaxation begins with potential energy surfaces. The geometries
of the four states of interest for benzaldehyde (S0, S1, T1 and T2) ware each optimized with
the ωB97X functional using a 6-31G∗∗ basis. The ab initio quantum chemistry package Q-
Chem was employed for all calculations [57]. The character of each excited state transition
was analyzed by the attachment-detachment [1] densities shown in Fig. 3.2, indicating that
the S1, T1 and T2 involve n-pi
∗, n-pi∗ and pi-pi∗ transitions respectively.
The four optimized structures are shown in Table 3.1 with the corresponding atoms order
shown in Fig. 3.3. All of the optimized geometries have a nearly planar shape. The S0
optimized geometry shows a typical phenyl ring with an average 1.392 A˚ C-C bond length
and the C=O bond length here is 1.210 A˚. The structures at S1 and T1 optimized geometries
are quite similar, perhaps because they both carry a n-pi∗ transition. Compared with the
ground state, the most prominent change in geometry for the two n-pi∗ states is that the
C=O bond is elongated to be around 1.295 A˚ and the distance between the carbonyl group
and the phenyl ring is shortened by about 0.05 A˚. This geometric difference is caused
by the fact that the n-pi∗ transition couples strongly to the C=O stretching mode, which
greatly changes the position of C7 and O while marginally influencing the phenyl ring.
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The optimized geometry of the T2 state, which has the pi-pi
∗ character, shows a standard
quinoid-type structure and the average C-C bond length of the aromatic ring is increased
by 0.03 A˚. These optimized parameters are consistent with the experimental data given
by Zewail and co-workers via ultrafast electron diffraction (UED) [43], which to some extent
shows the reliability of the TDDFT/ωB97X dealing with the benzaldehyde system.
(a) Detachment-density for S1 (b) Attachment-density for S1 (n-pi
∗)
(c) Detachment-density for T1 (d) Attachment-density for T1 (n-pi
∗)
(e) Detachment-density for T2 (f) Attachment-density for T2 (pi-pi
∗)
Figure 3.2: Attachment-detachment [1] densities for S1, T1 and T2 states at their optimized
geometries respectively.
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Figure 3.3: Schematic structure of benzaldehyde
3.2.2. Adiabatic and vertical excitation energies
The adiabatic energies of S1, T1 and T2 states are shown in Table 3.2. The adiabatic energy
of the S1 excited states is the energy of S1 at the optimized geometry for S1 minus the energy
of S0 at the optimized ground state geometry; and so forth for T1 and T2. Compared with
experimental values [26], the results given by TDDFT/ωB97X are consistent for the triplet
states and are much more satisfying than those given by configuration interaction singles
(CIS), which orders the triplet states incorrectly. As might be expected, CIS overestimates
the excitation energy of the n-pi∗ states because of the charge-transfer character [58]. The
excitation energy of the S1 state is overestimated by ∼0.4 eV. A complete set of S0, S1,
T1 and T2 energies at all possible optimized geometries is shown in Table 3.3, along with
a comparison of the CASPT2 results given by V. Molina et al [35]. The good agreement
between these two methods confirms the validity of the TDDFT/ωB97X for both charge-
transfer states and noncharge-transfer states in benzaldehyde.
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Table 3.1: Experimental and computational results for the key geometric parameters (in A˚
for bond length and degree for angles) of benzaldehyde in different optimized geometries
Parameter S0-loc-min
1 S1-loc-min T1-loc-min T2-loc-min
a
C1-C2 1.396 (1.388±0.004) 1.410 1.408 1.478 (1.479±0.029)
C2-C3 1.387 (1.381±0.004) 1.388 1.389 1.360 (1.322±0.029)
C3-C4 1.395 1.392 1.391 1.422
C4-C5 1.392 1.397 1.396 1.450
C5-C6 1.390 (1.381±0.004) 1.382 1.384 1.352 (1.322±0.029)
C1-C6 1.394 (1.388±0.004) 1.412 1.409 1.460 (1.479±0.029)
C1-C7 1.483 (1.480±0.005) 1.431 1.437 1.414 (1.420±0.045)
C7-O 1.210 (1.200±0.002) 1.293 1.297 1.255 (1.263±0.031)
C1-C7-O 124.2 (126.4±0.3) 124.3 123.3 122.2 (125.4±2.6)
C2-C1-C7 119.7 121.1 121.6 119.4
Table 3.2: Experimental and theoretical results for the adiabatic excitation energies (in eV)
of S1, T1 and T2 states
State CIS TDDFT/ωB97X Experimental data2
T1 3.94 3.17 3.12
T2 2.85 3.34 3.30
S1 4.64 3.75 3.34
3.3. S1/T2 spin-orbit coupling and intersystem-crossing rate
It is well-known that benzaldehyde’s highly phosphorescent character is caused by a very
fast ISC process between the n-pi∗ singlet state and the pi-pi∗ triplet state. To analyze the
rate of ISC, the one-electron Breit Pauli Hamiltonian [59] was employed to calculate the
S1/T2 spin-orbit coupling
HˆSO = −α
2
0
2
∑
i,A
ZA
r3iA
(riA × pi) · si (3.1)
where i denotes electrons, A denotes nuclei, α0 = 137.037
−1 is the fine structure constant.
ZA is the bare positive charge on nucleus A. In the second quantization representation, the
spin-orbit Hamiltonian in different directions can be expressed as
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Table 3.3: Comparison in eV of S0, S1, T1and T2 relative energies at different optimized
geometries for TDDFT/ωB97X (versus CASPT2 reference energies )
State S0-loc-min S1-loc-min T1-loc-min T2-loc-min
S0 0(0) 0.30(0.57) 0.33(0.48) 0.49(0.37)
S1 4.01(3.71) 3.75(3.27) 3.76(3.29) 4.07(3.76)
T1 3.45(3.40) 3.18(3.07) 3.17(3.07) 3.53(3.52)
T2 3.78(3.49) 3.64(3.39) 3.64(3.40) 3.34(3.16)
HˆSOx = −
α20
2
∑
pq
L˜xpq ·
~
2
(
a†paq¯ + a
†
p¯aq
)
(3.2)
HˆSOy = −
α20
2
∑
pq
L˜ypq ·
i~
2
(
a†paq¯ − a†p¯aq
)
(3.3)
HˆSOz = −
α20
2
∑
pq
L˜zpq ·
~
2
(
a†paq − a†p¯aq¯
)
(3.4)
where L˜α = Lα/r
3 (α = x, y, z). The single-reference ab initio excited states (within the
Tamm-Dancoff approximation) are given by
|Φsinglet〉 =
∑
i,a
sai
(
a†aai + a
†
a¯ai¯
)
|ΦHF 〉 (3.5)
|Φms=0triplet〉 =
∑
i,a
tai
(
a†aai − a†a¯ai¯
)
|ΦHF 〉 (3.6)
|Φms=1triplet〉 =
∑
i,a
√
2tai a
†
aai¯|ΦHF 〉 (3.7)
|Φms=−1triplet 〉 =
∑
i,a
√
2tai a
†
a¯ai|ΦHF 〉 (3.8)
where sai and t
a
i
3 are singlet and triplet excitation coefficients respectively, with the nor-
malization
∑
ia
sai
2 =
∑
ia
tai
2 = 12 ; |ΦHF 〉 refers to the Hartree-Fock ground state. Thus the
spin-orbit coupling constant from the singlet state to different triplet manifolds can be
3Recall that T2 denotes the pi-pi
∗ diabatic triplet state. In these calculations the excitation amplitudes
tai for T2 were obtained from the Boys localized diabatization method in Q-Chem discussed in Sec.3.4.4.
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obtained as follows,
〈Φsinglet|HˆSO|Φms=0triplet〉 = −
α20~
2
∑
i,a,b
L˜zabs
a
i t
b
i −
∑
i,j,a
L˜zjis
a
i t
a
j
 (3.9)
〈Φsinglet|HˆSO|Φms=±1triplet 〉 = −
α20~
2
√
2
∑
i,a,b
L˜xabs
a
i t
b
i −
∑
i,j,a
L˜xjis
a
i t
a
j

± α
2
0~
2
√
2
∑
i,a,b
L˜yabs
a
i t
b
i −
∑
i,j,a
L˜yjis
a
i t
a
j
 (3.10)
The total (root-mean-square) spin-orbit coupling is given by
〈Φsinglet|HˆSO|Φtriplet〉 =
√ ∑
ms=0,±1
‖〈Φsinglet|HˆSO|Φmstriplet〉‖2 (3.11)
Fig. 3.4 shows the total spin-orbit coupling constant for S1/T2 as a function of nuclear
geometry. The two interpolation coordinates are defined as
R (η) = RS0 + η · (RS1 −RS0) (3.12)
R (ξ) = RT2 + ξ · (RT2 −RS1) (3.13)
where RS0 , RS1 and RT2 (in Cartesian coordinates) refer to the local minima of S0 and S1
states and T2 respectively.
The coupling is found to be stronger during the relaxation process of S1 state, increasing
from ∼ 26 cm−1 to ∼ 45 cm−1, which is quite large for organic compounds, and it slightly
decreases to ∼ 35 cm−1 from the S1 local minimum to the T2 local minimum. Following
El-Sayed rules, we mention that the coupling between S1 and T1 is less than 0.3 cm
−1
because the n-pi∗ state couples weakly to another n-pi∗ state.
Because the spin-orbit coupling is relatively weak and the coupling element does not signif-
icantly depend on nuclear geometry, Marcus theory [60] can be applied to calculate the ISC
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Figure 3.4: S1/T2 spin-orbit coupling constant along two different interpolation coordinates
η and ξ. On the left, η = 0 refers to the Franck-Condon point of the S1 state, and η = 1
refers to S1 local minimum. On the right, ξ = 0 refers to S1 local minimum, and ξ = 1
refers to T2 local minimum.
rate constant from S1 to the T2 manifold
[61,62]
kISC =
2pi
~
‖〈HSO〉if‖2
√
1
4pikBT
exp
(
− (λ+ ∆G)
2
4λkBT
)
(3.14)
where ‖〈HSO〉if‖ is the spin-orbit coupling constant between the initial state S1 and the
final T2 state manifold (Eqn. 3.11), λ is the reorganization energy, ∆G is the driving
force. As shown in Fig. 3.5, λ is the energy of T2 at the S1 optimized geometry minus
the minimum energy of T2, which is 0.274 eV. ∆G is the energy difference between the
T2 minimum energy and the S1 minimum energy, which is −0.413 eV. Evaluating HSO
at the S1 optimized geometry, the S1/T2 ISC rate constant kISC given by Equation 3.14
is 8.03 × 1010 s−1 (1/kISC=12.5 ps), which is the same order as the ISC rate constant
of other carbonyl compounds possessing close-lying S1(n-pi
∗) and T(pi-pi∗) states such as
benzophenone [38]; needless to say, this rate is much faster than the normal ISC time scale
(∼ 10−8−10−3 s)4. Our result is also close to the ISC rate constant for benzaldehyde given
by S. T. Park et al [44] via the UED experiment, which was 2.4 × 1010 s−1. Occurring in
the picosecond domain, this remarkably fast ISC process between the S1 and T2 states –
and subsequently followed by the efficient T1/T2 IC via the CI, which is expected to be
4Jablonski diagram,
http://chemwiki.ucdavis.edu/Physical Chemistry/Spectroscopy/Electronic Spectroscopy/Jablonski diagram
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on the order of vibrational period [37] – explains both the short lifetime of the S1 state and
the fact that benzaldehyde is highly phosphorescent but only weakly fluorescent (without
considering the radiationless decay from S1).
Figure 3.5: Graphical representation of the reorganization energy λ and the activation
energy ∆G in eV.
3.4. Conical intersections and localized diabatization methods
Mathematically, a point of conical intersection is a geometry where different adiabatic elec-
tronic states are energetically degenerate [63]. The efficiency of the radiationless transi-
tion between two states depends critically on the derivative coupling between these two
states [64–66], which is inversely proportional to the energy difference. At a CI, where the
energy difference vanishes, the derivative coupling goes to infinity, leading to the most ef-
ficient radiationless transitions possible. Recent computational advances have enabled the
location of conical intersections, which turn out to be ubiquitous in polyatomic molecules [66]
and play a key role in many nonadiabatic events [63,67–71]. Efficient algorithms have been
proposed to locate the minimum energy point at a conical intersection seam, most famously
by Yarkony [72]. In this paper, we followed the straightforward approach from Martinez et
al [73], whereby one applies a penalty function to minimize the energy difference between the
adiabatic states and then one minimizes the average state energy, perpetually increasing
the penalty function.
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3.4.1. Simple model Hamiltonian and exact mixing angle starting from diabats
To analyze a CI, the most standard route is to start with a simple model of a linear
Hamiltonian in an exactly diabatic basis, |Ξ1〉 and |Ξ2〉, from which an adiabatic basis,
|Ψ1(R)〉 and |Ψ2(R)〉, can be generated as follows
|Ψ1(R)〉 = |Ξ1〉cosφ(R)− |Ξ2〉sinφ(R) (3.15)
|Ψ2(R)〉 = |Ξ1〉sinφ(R) + |Ξ2〉cosφ(R) (3.16)
where R refers to the nuclear coordinates, and φ is the mixing angle between adiabatic and
diabatic states. The Hamiltonian in the diabatic basis can always be represented exactly as
H(R) =
H11(R) H12(R)
H21(R) H22(R)
 ≡ S(R)I +
−G(R) V (R)
V (R) G(R)
 (3.17)
where S(R) = (H11(R) + H22(R))/2, G(R) = (H22(R) − H11(R))/2, V (R) = H12(R).
The mixing angle φ can be expressed in terms of the matrix elements of the Hamiltonian
tan2φ =
V (R)
G(R)
(3.18)
At a CI, two gradients of particular interest are defined as
g(RCI) ≡ ∇G(RCI) (3.19)
h(RCI) ≡ ∇V (RCI) (3.20)
where RCI refers to the nuclear coordinates at the conical intersection. g and h form the
so-called branching plane or the g − h plane [63], in which the energy degeneracy is lifted
linearly.
Through a first order approximation, the Hamiltonian at the branching plane can then be
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expressed as
H = (s1x+ s2y) I +
−gx hy
hy gx
 (3.21)
s1 = ∇ (H11 +H22) · x (3.22)
s2 = ∇ (H11 +H22) · y (3.23)
where g = ‖g‖, h = ‖h‖, and x and y are two perpendicular unit vectors which point in
the directions of the g and h respectively [69].
3.4.2. Computing the branching plane and exact mixing angle in practice starting from
adiabats
In practice, given that we can compute only adiabatic energies using electronic structure
calculations, one can find the branching plane of a molecule as follows:
i. Find a conical intersection point, ~RCI .
ii. Displace each of the 3N Cartesian coordinates in positive and negative directions, and
at every displaced point perform (6N) gradient calculations for the adiabatic energies:
~D±i =
1
2
(∇Ead2 (~RCI ±∆R · ~ei)−∇Ead1 (~RCI ±∆R · ~ei)), i = 1, ..., 3N (3.24)
iii. Notice that all 3N gradients actually lie in a single 2D plane – the g − h branching
plane. At this point, we must make a non-unique choice of g and h that corresponds
to a unique diabatic basis.
iv. In our calculations, we check the energy difference gradient ~D along a circle that is
centered at ~RCI in the g−h plane. If θ is the angle of rotation around ~RCI , we have
already computed ~D(θ) in step ii. We define g as ~D(θmax) when θmax is chosen as
the angle that maximizes ‖ ~D(θ)‖.
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v. Finally, we check for the angle that minimizes ‖ ~D(θ)‖. By construction, ~D(θmin)
must be perpendicular to g and can be defined as h. Note that these definitions fix a
unique choice of diabatic states. If one were so inclined, one could construct g and h
as non-orthogonal to each other using a different set of diabatic states, so long as one
recovers the correct adiabatic energies around ~RCI :
E± = s1x+ s2y ±
√
g2x2 + h2y2 (3.25)
Now once the g and h vectors (and corresponding x − y coordinates) are determined,
the mixing angle between adiabatic and diabatic states can then be expressed in polar
coordinates as
sin2φ =
hsinθ√
(gcosθ)2 + (hsinθ)2
(3.26)
cos2φ =
gcosθ√
(gcosθ)2 + (hsinθ)2
(3.27)
where ρ and θ are defined by x = ρcosθ and y = ρsinθ. For each different direction on the
branching plane, φ can be solved in terms of g, h and θ. φ does not depend on the radius
ρ, i.e. the distance moving away from the conical intersection point.
Before ending, we must address the subtlety that, for a given subspace of adiabatic states,
there is in general no corresponding set of true diabats. As shown by Baer [74] and Mead and
Truhlar [75], rigorous diabats exist only if the curl-condition is satisfied. Notwithstanding
this limitation, approximately diabatic states can be constructed with small derivative cou-
plings (e.g., [76]), and there many formulations available in the literature to construct such
quasi-diabatic states, e.g. configurational uniformity [77,78], the fourfold-way [79–82], block-
diagonalization [83], generalized Mulliken-Hush (GMH) [84–86], Boys localization [87], ER lo-
calization [88], fragment charge difference (FCD) [89], fragment energy difference (FED) [90–92]
and constrained DFT [93–96]. As such, we interpret Eqns. 3.26 -3.27 as defining the exact
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mixing angle between adiabats and diabats.
3.4.3. The T1/T2 conical intersection in benzaldehyde
With regards to the T1/T2 conical intersection in benzaldehyde, we found an energetically
low-lying conical intersection as demonstrated in Fig. 3.6. That being said, according to
ωB97X, we did not find a low-lying three-state intersection as reported by W. Fang [37] and
G. Cui [36]. If the CASSCF/CASPT2 calculations are reliable, then TDDFT is overestimat-
ing the S1 excitation energy relative to the triplet manifold.
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Figure 3.6: T1/T2 conical intersection of benzaldehyde. On the left, we plot the two
potential energy surfaces in the branching plane. On the right, we plot the potential energy
surfaces as the function of one coordinate x in the branching space and another one random
coordinate in the seam space.
The geometry of benzaldehyde at the conical intersection is shown in Fig. 3.7 along with
the g and h vectors. The conical intersection structure is quinoid-type with an elongated
C=O bond, which are the characters of T(pi-pi∗) and T(n-pi∗) states respectively. The g
vector is along the molecular plane and contains the C-C stretching mode at the phenyl
ring as well as the C=O stretching mode. The h vector, on the other hand, is perpendicular
to the molecular plane and roughly follows the bending mode of the carbonyl group.
3.4.4. Localized diabatization method
The procedure used above in Sec. 3.4.2 for calculating diabatic states (and the branching
plane) was tedious. Diabatic states are crucial for modeling the dynamics of the electron-
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g vector with geometry parameters h vector
Figure 3.7: Energy-optimized structure of benzaldehyde along the conical intersection
seam(in A˚ for bond length and degree for angles) and g/h vectors. The g vector is roughly
in plane and the h vector is out of plane.
transfer process and it is of great importance to calculate stable diabatic states from adi-
abatic states (as evidenced by the list of diabatization schemes referenced above). Given
our focus on dynamics and our need for very fast diabatization algorithms, we have now
applied localized diabatization methods to benzaldehyde.
The basic premise behind localized diabatization is to generate an adiabatic-to-diabatic
rotation matrix by maximizing a localization function. Two well-known localization al-
gorithms are Boys localization [87], which maximizes the distance between the centroids
of different states, and Edmiston-Ruedenberg (ER) localization [88], which maximizes the
self-repulsion energy of the states. Boys and ER localized diabatization algorithms are
analogous to Boys [97] and ER [98] orbital localization in quantum chemistry. In the realm of
nonadiabatic dynamics, the Boys algorithm is a multi-state generalization of Cave and New-
ton’s Generalized Mulliken-Hush algorithm (GMH) [84,85]. The Boys and ER algorithms also
have elements in common with Voityuk’s FCD scheme [89] and Hsu’s FED approach [90–92],
though the Boys/ER algorithms (unlike the FCD/FED approach) do not require fragment
definitions. All of these techniques fall under the title of localized diabatization.
Taking the two-state system as an example, diabatic states can be obtained via localized
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diabatization as follows:
i. Starting from two adiabatic states, |Ψ1〉 and |Ψ2〉, the localized diabatic states, |ΞLD1 〉
and |ΞLD2 〉, are constructed as a function of a rotation matrix U|ΞLD1 〉
|ΞLD2 〉
 = U
|Ψ1〉
|Ψ2〉
 (3.28)
ii. The rotation matrix U is determined by maximizing the Boys or ER localization
functions
fBoys (U) = fBoys
(|ΞLD1 〉, |ΞLD2 〉)
=
2∑
i,j=1
|〈ΞLDi |~µ|ΞLDi 〉 − 〈ΞLDj |~µ|ΞLDj 〉|
2
(3.29)
fER (U) = fER
(|ΞLD1 〉, |ΞLD2 〉)
=
2∑
i=1
∫
dr1
∫
dr2
〈ΞLDi |ρˆ(r1)|ΞLDi 〉〈ΞLDi |ρˆ(r2)|ΞLDi 〉
|r1 − r2| (3.30)
Here, ρˆ(r) is the electronic density at position r, i.e. ρˆ(r) =
∑
i δ(rˆi − r).
iii. Once the rotation matrix is determined U, the mixing angle φBoys or φER can be
obtained by
UBoys =
cosφBoys sinφBoys
-sinφBoys cosφBoys
 (3.31)
UER =
cosφER sinφER
-sinφER cosφER
 (3.32)
To our knowledge, the accuracy of localized diabatization methods has never been checked
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in the vicinity of a CI5.
In this work, we first verified the reliability of Boys localized diabatization by calculating
the diabatic coupling along different interpolation coordinates. In Fig. 3.8, the localized
diabatization method is applied to the lowest two triplet states of benzaldehyde. The two
paths are defined as
R (λ) = RT1 + λ · (RCI −RT1) (3.33)
R (ζ) = RCI + ζ · (RT2 −RCI) (3.34)
where RT1 , RT2 and RCI (in Cartesian coordinates) refer to the local minima of T1 and
T2 states and the conical intersection point respectively. The mixing angle is basically a
constant along the two paths except at the conical intersection point–note the scale on
the right-hand axis. At the conical intersection point itself, the adiabats (and thus φ)
are undefined. The diabatic coupling near the conical intersection point is almost zero,
and changes nearly linearly along the two interpolation coordinates. This is qualitatively
consistent with the topology of a conical intersection (see Eqn. 3.21 and 3.26).
Second, as an even stronger means of validating these techniques of a localized dibatization,
we compare φBoys/φER with the absolute mixing angle φexact, which can be calculated
around the conical intersection (again see Eqn. 3.26 and 3.27). As shown in Fig. 3.9, the
perfect agreement between the mixing angles truly proves the reliability of both the Boys
and ER localized diabatization method around the conical intersection area.
A few words are now in order regarding the stunning agreement in Fig. 3.9. Even if localized
diabatization were to generate exactly diabatic electronic states with zero diabatic coupling
and the correct g − h plane, the agreement in Fig. 3.9 need not be expected. After all,
when we calculated g and h by analyzing the energy difference between adiabatic surfaces
in the g − h plane, the g and h vectors were not unique (even though they were required
5Note that Koppel and co-workers have suggested a very clever non-local diabatization scheme near a
conical intersection not so long ago. [99,100]
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to be perpendicular). Thus, one could switch g for h and vice-versa. Moreover, g and h
do not even need to be perpendicular for a general diabatic basis. The agreement in Fig.
3.9 demonstrates, however, that by maximizing charge localization, Boys and ER localized
diabatization seek diabatic states with maximal energy separation–and this feature agrees
with our earlier definition of g. Lastly, note that in Fig. 3.9, when θ is increased from zero
to 2pi, the mixing angle is changed by a factor of pi, i.e. |Ξ (θ)〉 = −|Ξ (θ + 2pi)〉. This is the
expected Berry’s phase behavior for a loop around a CI [63,101].
Before finishing this subsection, we observe that if the radius of the loop around the conical
intersection is increased, the agreement between φBoys/φER and φexact is preserved over a
relatively long range, as shown in Fig. 3.10. When the radius is as large as 0.3 A˚, φexact still
agrees roughly with the localized diabatization results, even though the potential energies
have changed dramatically. This demonstrates that the first order Hamiltonian is a good
approximation when we look locally at the conical intersection in the g − h plane.
3.5. Phosphorescence lifetime of benzaldehyde.
The final relaxation step of benzaldehyde is phosphorescence to the ground state. Extensive
experimental results show that T1 is the electronic state that accounts for benzaldehyde’s
phosphorescence character [32,33,44,48,49]. Theory predicts that the T1 state strongly couples
with the ground state according to the El-Sayed rules and this is also confirmed by our
spin-orbit coupling constant calculation. For each spin polarization, the phosphorescence
lifetime of benzaldehyde from the T1 state was calculated by
[102]
1
τk
=
4
3~c3
(
∆Ek
)3∑
α
‖Mkα‖
2
(3.35)
where k = 0,±1 refers to different polarizations of the T1 state, ∆Ek is the transition
energy, and Mkα is the electric transition dipole moment between the ground state and the
triplet state. α = x, y, z refers to different components of the dipole moment. The final
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Figure 3.8: Potential energy surfaces, mixing angle (top) and diabatic coupling (bottom)
along different paths, both the mixing angle and the diabetic coupling are calculated by Boys
localized diabatization method. The left two plots are along the interpolation coordinate
λ, where λ=0 corresponds to the T1 local minimum, and λ=1 corresponds to the conical
intersection point. The right two plots are along the interpolation coordinate ζ, where
ζ=0 corresponds to the conical intersection point, and ζ=1 corresponds to the T2 local
minimum. Note that the mixing angle is plotted according to the (10−3) radian scale on
right-hand axis and changes very little
expression of Mkα is
Mkα =
∞∑
n=0
〈S0|µα|Sn〉〈Sn|HSO|T k1 〉
E (Sn)− E (T1) +
∞∑
n=1
〈S0|HSO|Tn〉〈Tn|µα|T k1 〉
E (Tn)− E (S0) (3.36)
The averaged phosphorescence lifetime is given by
1
τ
=
1
3
∑
k=0,±1
1
τk
(3.37)
Since only a finite number of excited states in Eqn. 3.36 can be included in our calculations,
we tested up to 25 singlet states and 25 (triply-degenerate) triplet states in this work as
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Figure 3.9: Mixing angle φ between adiabatic and diabatic states vs. branching space angle
θ at r=0.001 A˚. This data shows that localized diabatization can recover the topology of
at least one conical intersection almost exactly.
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Figure 3.10: Exact mixing angle vs. localized diabatization results. “r” refers to the
distances (in A˚) of the circular loop surrounding the conical intersection point in the g−h
plane. For each loop, 36 single point calculations were performed.
shown in Fig. 3.11. All calculations were carried out at the T1 state optimized geome-
try. The averaged phosphorescence lifetime converges at 1.81×10−3 s, which is comparable
to the experimental data (7.12×10−4 s) given by M. Biron and P. Longin for gas-phase
benzaldehyde at zero pressure [48].
3.6. Conclusion and outlook
We have analyzed the cascade of relaxation steps experienced by photoexcited benzaldehyde.
Using TDDFT/ωB97X, we have roughly recovered previous experimental and CASSCF/CASPT2
results for all optimized geometries and excitation energies. Spin-orbit coupling calculations
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Figure 3.11: Averaged phosphorescence lifetime (1/τ in Eqn. 3.37) from including variable
numbers of excited states (n in Eqn. 3.36).
were carried out and we found a strong spin-orbit coupling between the S1 and T2 states,
leading to a very fast ISC process (kISC = 8.03 × 1010 s−1). The IC between T2 and T1
was shown to be mediated via a conical intersection and we have verified our capacity to
generate meaningful diabatic states using the techniques of localized diabatization. Finally,
we have calculated a phosphorescence lifetime of 1.81×10−3 s for the T1 →S0 transition.
To address the IC between T2 and T1, A. F. Izmaylov el al
[103] have formulated recently
a nonequilibrium generalization of the Fermi golden rule, which can deal with the dynam-
ics of electronic transitions through a conical intersection in the limiting case of a linear
Hamiltonian. Unfortunately, thus far we have been unable to globally fit our potential en-
ergy surfaces and couplings to a first order Hamiltonian. Going forward, given our interest
in recovering the proper T2/T1 dynamics, we will need to either: (i) redouble our efforts
and explore all of parameter space for a reasonable fit to a linear Hamiltonian and then
apply Ref. [103]; or (ii) include higher order terms so as to fit the data more closely and then
develop a new dynamical model. This work is ongoing.
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CHAPTER 4 : Derivative Couplings between TDDFT Excited States Obtained by
Direct Differentiation in the Tamm-Dancoff Approximation
This chapter was adapted from Ref. 104.
4.1. Introduction
4.1.1. Derivative couplings – Essential matrix elements for modeling nonadiabatic processes
Within the Born-Oppenheimer (BO) approximation, [2,3] one attempts to separate electronic
and nuclear motion by diagonalizing the electronic Hamiltonian and generating adiabatic
electronic states which are (hopefully) minimally coupled. Nevertheless, the BO approxi-
mation often breaks down, [66,69,105] and nonadiabatic dynamical transitions between differ-
ent electronic states — including charge transfer, electronic quenching and spin-forbidden
reactions [6] — are ubiquitous in chemistry. [69,105] When the BO approximation fails, the
adiabatic electronic states are coupled together (to first order) by the so-called derivative
couplings 〈ΨI |∇Q|ΨJ〉, which promote electronic transitions as mediated by the motion of
a given nucleus Q. [106,107] Applying the logic of the Hellmann-Feynman theorem, one can
always express the derivative coupling as [108]
dIJ(R) =
〈ΨI |∇RH|ΨJ〉
ΩJ − ΩI . (4.1)
Calculating derivative couplings is absolutely essential for modeling nonadiabatic processes.
4.1.2. Previous computational studies and motivation
Theoretical studies of derivative couplings date back to the early work of Lengsfield and
Yarkony. [109–111] Originally, these authors focused on multi-reference configuration-interaction
(MR-CI) wavefunction theory and developed the necessary computational formalism. [63,107,112]
MR-CI is an especially attractive theory because it generates ground and excited states in a
balanced framework, which cannot be obtained by single-reference methods [73,113] (though
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see Ref. 114). Thus, one can study electronic relaxation from an excited state to the ground
state via MR-CI. Today analytic gradients and derivative couplings are readily available for
MR-CI calculations, [115–120] and many MR-CI applications have been conducted. [112,121–125]
However, the large computational cost is one of the unavoidable downsides of using MR-CI,
and as a result, calculations are limited to relatively small systems (or at least to systems
with small active spaces). [126–128]
Because of the large cost of MR-CI, many modern studies have focused on single-reference
approaches which can evaluate excited states and derivative couplings in a more affordable
way, [129–136] although almost certainly with less accuracy. In particular, several decades
after the formulation of the Runge-Gross theorem, [137] time-dependent density functional
theory (TDDFT) appears to be the current method of choice for modeling electronic relax-
ation in photoexcited organics. [138–140] (DFT orbitals have been shown to resemble Dyson
orbitals. [141]) Unfortunately, calculating derivative couplings is complicated for TDDFT
because the Kohn-Sham wavefunction is not a true wavefunction. To circumvent this ob-
stacle, the Chernyak-Mukamel approach is to notice that, for an exactly stationary state,
the derivative coupling can be expressed as a function of the transition density (γIJ) be-
tween two states and their relative energy gap [129,142,143] (with detailed discussion given in
Appendix C):
dCMIJ =
1
ΩJ − ΩI
∑
pq
v[Q]pq γ
IJ
pq (4.2)
Furthermore, a meaningful transition density can be computed from linear response TDDFT, [144]
and Send and Furche have already used this fact to calculate exact TDDFT derivative cou-
plings from ground to excited state. [14,145]
Recently, Tavernelli et al. have derived expressions for the derivative couplings between
TDDFT excited states that partially reduce to the Chernyak-Mukamel expression in the
limit of excited state wavefunctions that exactly solve the Schro¨dinger equation, [130–133]
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as have Hu et al. [134–136] (Ref. 135 including the Pulay terms [146]). Derivative couplings
between TDDFT excited states are likely more meaningful than those between ground state
and excited state because, in the former case, one recovers the correct dimensionality of a
conical intersection branching plane, whereas this is not always true in the latter case. [73,113]
Nevertheless, for the Tamm-Dancoff approximation (TDA) states, the Tavernelli formalism
constructs a derivative coupling by differentiating only the Kohn-Sham Fock matrix and
omits the full coupling that is induced by the second derivative of the exchange-correlation
(xc) functionals. Thus, for example, whereas the third derivative of the xc functional
appears in TDA analytic gradient theory, [147] it is not presented in the Tavernelli formalism
for the derivative coupling. As such, the Tavernelli formalism cannot exactly agree with the
Chernyak-Mukamel expression.
Following up on our earlier work on CIS derivative couplings, [148] the goal of this article is
to reexamine the derivative couplings between TDDFT excited states (including all Pulay
and response terms) by using the simplest possible approach: direct differentiation. More
specifically, we will treat the TDDFT/TDA Kohn-Sham wavefunction as if it were a true
electronic wavefunction and, through direct differentiation, we will derive an analytical
expression for the derivative couplings between two Tamm-Dancoff TDDFT states. Our
rationality is as follows: even though the Kohn-Sham linear-response wavefunction is not
rigorously meaningful, the true derivative couplings between TDA excited states must obey
certain conditions around a conical intersection. For instance, (i) the derivative coupling
should be orthogonal to the difference gradient in properly scaled coordinates; (ii) it should
diverge at a conical intersection; (iii) its integral should be pi for a loop encircling the
conical intersection. For all of these reasons, it is not unreasonable to consider a derivative
coupling dIJ from direct differentiation where the behavior around a conical intersection
is guaranteed to be correct (and the formal expression can be easily transformed to the
energy gradient when I = J). Moreover, we will show in Appendix A.3 that, near a
conical intersection, our computed derivative couplings match the exact derivative coupling
expression in Eqn. 4.2 with the transition density calculated according to response theory
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(in the limit of an infinite basis).
4.1.3. Outline
An outline of this article is as follows: all of our theory will be presented in Sec. 4.2. Our
analytical expressions will be a little messy because, as is common for molecular systems,
we will work in a basis of atomic-orbitals – and by including all Pulay terms, we will
quantitatively investigate the effect of the basis set on the final answer. In Sec. 4.3 we
show that our results match finite-difference data for lithium hydride using three different
xc functionals (B3LYP, ωB97 and ωB97X). In Sec. 4.4, we will apply our new formalism
to the T1/T2 conical intersection of benzaldehyde, which shows the substantial effects of
Pulay terms, response terms, and second derivative of the xc functionals. In Sec. 4.5, we
conclude. In Appendix A.3, a comparison of our approach with the Chernyak-Mukamel
formula is given.
4.1.4. Notation
Here we summarize the notation in this work as follows: spin molecular orbitals (MO)
are denoted by lowercase latin letters (a, b, c, d for virtual orbitals, i, j, k, l,m for occupied
orbitals, p, q, r, s, w for arbitrary orbitals). Atomic orbitals (AO) are denoted by Greek
letters (α, β, γ, δ, λ, σ, µ, ν). The TDA excited states are denoted by Ψ (with uppercase
latin indices I, J).
4.2. Analytic derivation for TDDFT/TDA derivative couplings
4.2.1. Single-reference excited states within the Tamm-Dancoff approximation
The derivation of TDDFT/TDA derivative couplings presented here will parallel the deriva-
tion given in Ref. 148 for CIS derivative couplings. TDDFT/TDA Kohn-Sham eigenstates
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have the form
|ΨI〉 =
∑
ia
tIai |Φai 〉 (4.3)
=
∑
ia
tIai a
†
aai |ΦDFT〉 . (4.4)
TDDFT/TDA states are linear combinations of singly-excited determinants {|Φai 〉}, which
differ from the DFT ground state determinant |ΦDFT〉 by the replacement of a spin orbital
from the occupied subspace (of size O) with a spin orbital from the virtual subspace (of size
V ). The procedure for determining the TDDFT/TDA amplitudes (tai ) requires diagonalizing
the Kohn-Sham linear-response tensor A,
Aiajb =
〈
Φai
∣∣∣OKS∣∣∣Φbj〉 , (4.5)
that appears in the eigenvalue equation
AT = ETDAT, (4.6)
where T is the tensor of amplitudes for all states. The resulting TDDFT/TDA energy is
given by
∑
ijab t
Ia
i Aiajbt
Jb
j = ΩIδIJ .
The Kohn-Sham operator OKS can be written in second-quantized and antisymmetrized
form (with physicists notation for the two-electron-integrals1):
OKS =
∑
pq
Fpqa
†
paq (4.7)
+
∑
cdkl
[Gclkda
†
caka
†
l ad +Gcdkl(a
†
ca
†
dalak + a
†
l a
†
kacad)]
1In physicists’ notation, Πpqsr is given by Eqn. 4.13 where 〈pq|sr〉 =
∫∫
dr1dr2
φ∗p(r1)φ
∗
q (r2)φs(r1)φr(r2)
|r1−r2| .
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where Fpq is the Fock matrix, and Gpqsr is the two-electron effective operator in DFT:
Fpq = hpq +
∑
m
Πpmqm (4.8)
Gpqsr = Πpqsr + fpqsr (4.9)
The diagonal entries of the Fock matrix Fpp ≡ εp are the usual Kohn-Sham orbital energies,
if we define h0pq as the matrix element of the kinetic energy plus the external potential
(Eqn. 4.10) and gpq is the first derivative of the xc functional fxc (Eqn. 4.11),
2 then the
sum of h0pq and gpq gives the one-electron effective operator hpq (Eqn. 4.12).
h0pq ≡ 〈p|h0|q〉 (4.10)
gpq ≡
∑
pq
∫
drφp(r)
∂fxc
∂ρ(r)
φq(r) (4.11)
hpq ≡ h0pq + gpq (4.12)
Πpqsr is the Coulomb term plus whatever fraction of Hartree-Fock exchange is included in
the DFT functional (cHF in Eqn. 4.13), and fpqsr is the second derivative of the xc functional
(Eqn. 4.14). The sum of Πpqsr and fpqsr gives Gpqsr (Eqn. 4.9).
Πpqsr ≡ 〈pq|sr〉 − cHF〈pq|rs〉 (4.13)
fpqsr ≡ 〈pq|f ′′xc|sr〉
=
∑
pqsr
∫
drφp(r)φq(r)
∂2fxc
∂ρ(r)2
φr(r)φs(r) (4.14)
With the definitions above, OKS can be rewritten as
OKS =
∑
pq
(h0pq + gpq +
∑
m
Πpmqm)a
†
paq (4.15)
+
∑
cdkl
[(Πclkd + fclkd) a
†
caka
†
l ad + (Πcdkl + fcdkl) (a
†
ca
†
dalak + a
†
l a
†
kacad)]
2n this article, for simplicity, we will treat fxc as if it is a strictly local functional f [ρ(r)]. Extending to
Generalized Gradient Approximation (GGA) functionals f [ρ(r),∇ρ(r)] and meta GGA’s is straightforward.
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Note that the Gcdkl term in OKS will not contribute to the single-single coupling as stated
in TDA. Inserting these expressions into Eqn. 4.5, one has,
Aiajb = Gajib + δijFab − δabFij + δijδabEDFT, (4.16)
4.2.2. The “brute force” expression
Before we start this section, it is helpful to define several density matrices for future use.
These definitions are consistent with those in Ref. 148.
1. The general density matrices:
Pµν =
∑
m
CµmCνm (4.17)
P˜µν =
∑
p
CµpCνp = Pµν +
∑
a
CµaCνa (4.18)
Here, C is the matrix of MO coefficients. Note that we may express the real-space
density as ρ(r) = Pµνφµ(r)φν(r)
2. The TDA excitation-amplitude matrix, also called the transition density matrix:
RIµν =
∑
ia
Cµat
Ia
i Cνi (4.19)
3. The generalized difference-density matrix:3
DIJµν =
∑
iab
Cµat
Ia
i t
Jb
i Cνb −
∑
ija
Cµit
Ja
i t
Ia
j Cνj (4.20)
3Note that the difference-density matrix is slightly different from that in Ref. 148 in so far as I and J
are switched in the second term. This modification will not influence our final result since DIJ is always
dotted into some symmetric matrices; it does however allow an easier comparison with response theory in
Appendix A.3.
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We will now construct derivative couplings by a “brute force” approach. For the Hellmann-
Feynman analogue, see Appendix A.2. The “brute force” expression for the derivative
coupling can be obtained by direct differentiation (with a superscript [Q] denoting a gradient
in the x direction):
〈
ΨI
∣∣∣Ψ[Q]J 〉 = ∑
ijab
tIai 〈Φai |
(
tJbj
∣∣∣Φbj〉)[Q] (4.21)
=
∑
ijab
tIai t
Jb[Q]
j
〈
Φai
∣∣∣Φbj〉+∑
ijab
tIai t
Jb
j
〈
Φai
∣∣∣Φb[Q]j 〉 (4.22)
=
∑
ia
tIai t
Ja[Q]
i +
∑
ijab
tIai t
Jb
j
〈
Φai
∣∣∣Φb[Q]j 〉 (4.23)
=
1
ΩJ − ΩI
∑
ijab
tIai A
[Q]
iajbt
Jb
j −
∑
iab
tIai t
Jb
i O
R[Q]
ba −
∑
ija
tIai t
Ja
j O
R[Q]
ji (4.24)
where we define the “right” spin-orbital derivative overlap,
OR[Q]pq ≡ 〈p|q[Q]〉. (4.25)
In the MO representation,
O
R[Q]
bi =
〈
b
∣∣∣i[Q]〉 (4.26)
=
(∑
µ
Cµb 〈µ|
)(∑
ν
|ν〉C [Q]νi +
∑
ν
∣∣∣ν[Q]〉Cνi) (4.27)
=
∑
µν
CµbSµνC
[Q]
νi +
∑
µν
CµbS
R[Q]
µν Cνi, (4.28)
where the atomic orbital overlap is
Sµν ≡ 〈µ|ν〉 . (4.29)
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Analogous to the O
R[Q]
bi , we define the right derivative of the overlap as follows,
S[Q]µν ≡
〈
µ[Q]
∣∣∣ν〉+ 〈µ∣∣∣ν[Q]〉 (4.30)
≡ SL[Q]µν + SR[Q]µν . (4.31)
At this point, we need to calculate the tensor A and its derivatives. Formally, from
Eqn. 4.16,
A
[Q]
iajb = G
[Q]
ajib + δijF
[Q]
ab − δabF [Q]ij + δijδabE[Q]DFT (4.32)
Here, all derivative terms are important except for E
[Q]
DFT, which cannot contribute to the
final expression by orthogonality of TDDFT/TDA excited states. The following expression
is then obtained by plugging Eqn. 4.32 into Eqn. 4.24,
〈
ΨI
∣∣∣Ψ[Q]J 〉 = 1ΩJ − ΩI ∑
ijab
tIai t
Jb
j G
[Q]
ajib (4.33)
+
∑
iab
tIai t
Jb
i
(
1
ΩJ − ΩI F
[Q]
ab −OR[Q]ba
)
−
∑
ija
tIai t
Ja
j
(
1
ΩJ − ΩI F
[Q]
ij +O
R[Q]
ji
)
.
Lastly, we now use the formal derivations in Ref. 148 to acquire the expressions for F[Q],
G[Q] and OR[Q]. Expanding these terms in our expression for A
[Q]
iajb, we find a long and
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complicated coupling expression,
〈
ΨI
∣∣∣Ψ[Q]J 〉 = 1ΩJ − ΩI ∑
ijab
tIai t
Jb
j
{ ∑
µνλσ
CµaCνjG
[Q]
µνλσCλiCσb (4.34)
− 1
2
∑
αβw
CαwS
[Q]
αβ

CβaGwjib
+CβjGawib
+CβiGajwb
+CβbGajiw

+
∑
k
GkjibΘ
[Q]
ak +
∑
c
GacibΘ
[Q]
jc
+
∑
c
GajcbΘ
[Q]
ic +
∑
k
GajikΘ
[Q]
bk
}
+
∑
iab
tIai t
Jb
i
{
1
ΩJ − ΩI
[∑
µν
Cµah
[Q]
µν Cνb +
∑
µνλσm
CµaCνmΠ
[Q]
µνλσCλbCσm
− 1
2
εa∑
αβ
CαaS
[Q]
αβCβb + εb
∑
αβ
CαbS
[Q]
αβCβa

− 1
2
∑
αβmw
CαwS
[Q]
αβCβm (Πawbm + Πambw)
−
∑
mc
Θ[Q]cm (Πacbm + Πambc)
]
−
∑
µν
CµbCνaS
A[Q]
µν
}
−
∑
ija
tIai t
Ja
j
{
1
ΩJ − ΩI
[∑
µν
Cµih
[Q]
µν Cνj +
∑
µνλσm
CµiCνmΠ
[Q]
µνλσCλjCσm
− 1
2
εi∑
αβ
CαiS
[Q]
αβCβj + εj
∑
αβ
CαjS
[Q]
αβCβi

− 1
2
∑
αβmw
CαwS
[Q]
αβCβm (Πiwjm + Πimjw)
−
∑
mc
Θ[Q]cm (Πicjm + Πimjc)
]
+
∑
µν
CµjCνiS
A[Q]
µν
}
,
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where S
A[Q]
µν is defined as S
R[Q]
µν − 12S
[Q]
µν . Henceforward, all terms in Eqn. 4.34 with a factor of
S[Q] will be called “Pulay” terms. [146] Note that the orbital rotations between occupied and
virtual subspaces (Θab and Θij) disappear and are absent in Eqn. 4.34 (just as for CIS).
[148]
Compared with the corresponding CIS expression (Eqn. A21 in Ref. 148), Eqn. 4.34 differs
by including the gradient of the first derivative of the xc functional in the derivative of the
Fock matrix F[Q] (g[Q]), an extra term in G[Q] which is the gradient of the second derivative
of the xc functional (f [Q]), and the fraction of Hartree-Fock exchange term (cHF) present
in the DFT functional (Π[Q]).
4.2.3. Exact TDDFT/TDA derivative couplings: the non-response component
Eqn. 4.34 is quite lengthy and, for the most part, the right hand side is almost identical with
the corresponding CIS derivative couplings (Eqn. A21 in Ref. 148). Thus, at this juncture,
let us focus only on those terms which are unique to the TDDFT expressions. To begin,
we need several new definitions. First, note that the gradient of the first derivative of the
xc functional g[Q] can be decomposed in the AO representation as,
g[Q]µν ≡ g˜[Q]µν + gY[Q]µν , (4.35)
where4
g˜[Q]µν ≡
∫ [Q]
drφµ(r)
∂fxc
∂ρ(r)
φν(r) (4.36)
+
∫
dr
∂fxc
∂ρ(r)
(φµ(r)φν(r))
[Q]
+
∑
λσ
∫
drφµ(r)φν(r)
∂2fxc
∂ρ(r)2
Pλσ (φλ(r)φσ(r))
[Q]
gY[Q]µν ≡
∑
λσ
P
[Q]
λσ fµνλσ (4.37)
The integral
∫ [Q]
shown in the first term of Eqn. 4.36 represents differentiation with respect
4In this article, for simplicity, we will treat fxc as if it is a strictly local functional f [ρ(r)]. Extending to
Generalized Gradient Approximation (GGA) functionals f [ρ(r),∇ρ(r)] and meta GGA’s is straightforward.
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to the Becke weights in the quadrature for the exchange-correlation functional. Note that
g
[Q]
µν enters in h
[Q]
µν , and the total one-electron-integral derivative for TDDFT can be written
as
h[Q]µν = h
0[Q]
µν + g
[Q]
µν
= h0[Q]µν + g˜
[Q]
µν + g
Y[Q]
µν
≡ h˜[Q]µν + gY[Q]µν . (4.38)
Recall that h
0[Q]
µν is the derivative of the kinetic energy plus the external potential, which
is exactly the same as in the CIS expression. We label the sum of h
0[Q]
µν and g˜
[Q]
µν as h˜
[Q]
µν to
denote the non-response part of the one-electron-integral derivative.
Second, analogous definitions can be made for the two-electron-integral derivatives f [Q]:
f
[Q]
µνλσ = f˜
[Q]
µνλσ + f
Y[Q]
µνλσ (4.39)
where
f˜
[Q]
µνλσ ≡
∫ [Q]
drφµ(r)φν(r)
∂2fxc
∂ρ(r)2
φλ(r)φσ(r) (4.40)
+
∫
dr (φµ(r)φν(r))
[Q] ∂
2fxc
∂ρ(r)2
φλ(r)φσ(r)
+
∫
drφµ(r)φν(r)
∂2fxc
∂ρ(r)2
(φλ(r)φσ(r))
[Q]
+
∑
γδ
∫
drφµ(r)φν(r)
∂3fxc
∂ρ(r)3
φλ(r)φσ(r)Pγδ (φγ(r)φδ(r))
[Q]
f
Y[Q]
µνλσ ≡
∑
γδ
P
[Q]
γδ Ξµνλσγδ (4.41)
and Ξµνλσγδ is the xc functional third derivative,
Ξµνλσγδ ≡
∫
drφµ(r)φν(r)
∂3fxc
∂ρ(r)3
φλ(r)φσ(r)φγ(r)φδ(r) (4.42)
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Thus, the total two-electron-integral derivatives for TDDFT can be written as,
G
[Q]
µνλσ = Π
[Q]
µνλσ + f
[Q]
µνλσ
= Π
[Q]
µνλσ + f˜
[Q]
µνλσ + f
Y[Q]
µνλσ
≡ G˜[Q]µνλσ + fY[Q]µνλσ (4.43)
With the definitions made in Part 4.2.2 and the expressions above, Eqn. 4.34 can be rewrit-
ten as
〈
ΨI
∣∣∣Ψ[Q]J 〉 = 1ΩJ − ΩI
{∑
µν
DIJµν
(
h˜[Q]µν + g
Y[Q]
µν
)
(4.44)
+
∑
µνλσ
(
RIµλR
J
σν
(
G˜
[Q]
µνλσ + f
Y[Q]
µνλσ
)
+DIJµλPσνΠ
[Q]
µνλσ
)
− 1
2
∑
αβµν
S[Q]µν P˜µα
(
DIJβν +D
IJ
νβ
)
Fαβ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα
(
RIνγR
J
δβ +R
I
δβR
J
νγ
)
Gαβγδ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα
(
RIγνR
J
βδ +R
I
βδR
J
γν
)
Gαβγδ
+
1
2
∑
µναβγδ
S[Q]µν P˜µαPνδ
(
DIJγβ +D
IJ
βγ
)
Παβγδ
−
∑
bi
Y˜biΘ
[Q]
bi
}
−
∑
µνiab
Cνat
Ia
i t
Jb
i CµbS
A[Q]
µν −
∑
µνija
Cνit
Ia
i t
Ja
j CµjS
A[Q]
µν ,
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where
Y˜bi =
∑
µνλσd
CµbCλd
(
RIνσt
Jd
i + t
Id
i R
J
νσ
)
Gµνλσ (4.45)
+
∑
µνλσ
CνbCσi
(
DIJµλ +D
IJ
λµ
)
Πµνλσ
+
∑
µνλσ`
Cµ`Cσi
(
RIνλt
Jb
` + t
Ib
` R
J
νλ
)
Gµνλσ.
4.2.4. Response terms in TDDFT/TDA derivative couplings
Finally, all that remains to do is to treat the so-called “response” terms, gY[Q] and fY[Q]
in Eqn. 4.44. Combining gY[Q] and fY[Q] with their multiplying coefficients in Eqn. 4.45,
one has
∑
µν
DIJµνg
Y[Q]
µν =
∑
µνλσ
DIJµνP
[Q]
λσ fµνλσ (4.46)∑
µνλσ
RIµλR
J
σνf
Y[Q]
µνλσ =
∑
µνγδλσ
RIµλR
J
σνP
[Q]
γδ Ξµνλσγδ (4.47)
Now, using standard analytic gradient theory summarized in Ref. 148, one can always write
(a derivation is provided in the Appendix),
P [Q]νσ = −
1
2
∑
αβ
(
P˜ναPσβ + P˜σαPνβ
)
S
[Q]
αβ −
∑
ib
(CνbCσi + CνiCσb) Θ
[Q]
bi . (4.48)
Combining Eqns. 4.46, 4.47 and 4.48, one finds
∑
µν
DIJµνg
Y[Q]
µν = −
∑
µνλσ
DIJµν
 12 ∑αβ
(
P˜λαPσβ + P˜σαPλβ
)
S
[Q]
αβ
+
∑
bi (CλbCσi + CλiCσb) Θ
[Q]
bi
 fµνλσ (4.49)
∑
µνλσ
RIµλR
J
σνf
Y[Q]
µνλσ = −
∑
µνγδλσ
RIµλR
J
σν
 12 ∑αβ
(
P˜γαPδβ + P˜δαPγβ
)
S
[Q]
αβ
+
∑
bi (CνbCσi + CνiCσb) Θ
[Q]
bi
Ξµνλσγδ
(4.50)
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and after relabeling the indices, Eqns. 4.49 and 4.50 become
∑
µν
DIJµνg
Y[Q]
µν =
1
2
∑
µναβγδ
S
[Q]
αβ P˜αµPβσ
(
DIJλν +D
IJ
νλ
)
fµνλσ
−
∑
µνλσbi
CνbCσi
(
DIJµλ +D
IJ
λµ
)
fµνλσΘ
[Q]
bi (4.51)
∑
µνλσ
RIµλR
J
σνf
Y[Q]
µνλσ = −
1
2
∑
µναβγδλσ
S
[Q]
αβ P˜αγPβδ
(
RIµλR
J
σν +R
I
σνR
J
µλ
)
Ξµνλσγδ
−
∑
µνλσγδbi
CγbCδi
(
RIµλR
J
σν +R
I
σνR
J
µλ
)
ΞµνλσγδΘ
[Q]
bi (4.52)
Lastly, after a bit of tedious algebra and simplification, one arrives at the final expression:
〈
ΨI
∣∣∣Ψ[Q]J 〉 = 1ΩJ − ΩI
{∑
µν
DIJµν h˜
[Q]
µν (4.53)
+
∑
µνλσ
(
RIµλR
J
σνG˜
[Q]
µνλσ +D
IJ
µλPσνΠ
[Q]
µνλσ
)
− 1
2
∑
αβµν
S[Q]µν P˜µα
(
DIJβν +D
IJ
νβ
)
Fαβ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα
(
RIνγR
J
δβ +R
I
δβR
J
νγ
)
Gαβγδ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα
(
RIγνR
J
βδ +R
I
βδR
J
γν
)
Gαβγδ
− 1
2
∑
µναβγδλσ
S[Q]µν P˜µλPνσ
(
RIαγR
J
δβ +R
I
δβR
J
αγ
)
Ξαβγδλσ
+
1
2
∑
µναβγδ
S[Q]µν P˜µαPνδ
(
DIJγβ +D
IJ
βγ
)
Gαβγδ
−
∑
bi
YbiΘ
[Q]
bi
}
−
∑
µνiab
Cνat
Ia
i t
Jb
i CµbS
A[Q]
µν −
∑
µνija
Cνit
Ia
i t
Ja
j CµjS
A[Q]
µν
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where
Ybi =
∑
µνλσd
CµbCλd
(
RIνσt
Jd
i + t
Id
i R
J
νσ
)
Gµνλσ (4.54)
+
∑
µνλσ
CνbCσi
(
DIJµλ +D
IJ
λµ
)
Gµνλσ
+
∑
µνλσ`
Cµ`Cσi
(
RIνλt
Jb
` + t
Ib
` R
J
νλ
)
Gµνλσ
+
∑
µνλσγδ
CγbCδi
(
RIµλR
J
σν +R
I
σνR
J
µλ
)
Ξµνλσγδ
Note that the complete orbital-response Lagrangian Y in the TDDFT expression (Eqn. 4.54)
differs from that in CIS (Eqn. 60(b) in Ref. 148) in three ways. First, there is only a fraction
of Hartree-Fock exchange (cHF) in the two-electron integral. Second, the second derivative
of the xc functional appears, i.e. there is an f term in G (compared with Π for CIS). Third,
the third derivative of the xc functional Ξ also appears (which has no CIS counterpart).5
4.2.5. Coupled-perturbed Hartree-Fock equation
As a practical matter, in order to compute the Θ derivative in Eqn. 4.53, one needs to solve
the coupled-perturbed Hartree-Fock (CPHF) equation [149,150]
Θ
[Q]
bi = −
∑
ja
(
∂2E
∂Θaj∂Θbi
)−1
M
[Q]
aj , (4.55)
where M[Q] is the matrix that contains all the mixed derivatives,
M
[Q]
aj =
∑
αβ
∂2E
∂Θaj∂Sαβ
S
[Q]
αβ +
∑
αβ
∂2E
∂Θaj∂hαβ
h
[Q]
αβ (4.56)
+
∑
αβγδ
∂2E
∂Θaj∂Παβγδ
Π
[Q]
αβγδ.
As is standard in analytic gradient methods, we use the “z-vector” method developed by
5Note that Tavernelli et al. (in Ref. 133) use only the Fock operator in Eqn. 4.15 and therefore include
only the attach-detach pieces in Eqns. 4.53 and 4.54, i.e. terms that contain BIJ matrix.
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Handy and Schaefer, [151] and we iteratively construct
zaj =
∑
ib
Ybi
(
∂2E
∂Θaj∂Θbi
)−1
. (4.57)
With this z-vector saved to disk, we compute M
[Q]
aj for each coordinate x so that
∑
bi YbiΘ
[Q]
bi
can be obtained. Thus, Eqns 4.53 and 4.54 become
〈
ΨI
∣∣∣Ψ[Q]J 〉 = 1ΩJ − ΩI
{∑
µν
D¯IJµν h˜
[Q]
µν (4.58)
+
∑
µνλσ
(
RIµλR
J
σνG˜
[Q]
µνλσ + D¯
IJ
µλPσνΠ
[Q]
µνλσ
)
− 1
2
∑
αβµν
S[Q]µν P˜µα
(
D¯IJβν + D¯
IJ
νβ
)
Fαβ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα
(
RIνγR
J
δβ +R
I
δβR
J
νγ
)
Gαβγδ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα
(
RIγνR
J
βδ +R
I
βδR
J
γν
)
Gαβγδ
− 1
2
∑
µναβγδλσ
S[Q]µν P˜µλPνσ
(
RIαγR
J
δβ +R
I
δβR
J
αγ
)
Ξαβγδλσ
+
1
2
∑
µναβγδ
S[Q]µν P˜µαPνδ
(
D¯IJγβ + D¯
IJ
βγ
)
Gαβγδ
}
−
∑
µνiab
Cνat
Ia
i t
Jb
i Cµb +
∑
µνija
Cνit
Ia
i t
Ja
j Cµj
SA[Q]µν
where D¯IJ represents the relaxed difference density matrix,
D¯IJµν ≡ DIJµν −
∑
aj
zaj (CµaCνj + CµjCνa) (4.59)
= DIJµν − (zµν + zνµ) .
Eqns. 4.54, 4.57, 4.58 and 4.59 are a complete recipe for derivative couplings that is easy
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to evaluate. In summary, the differences between TDDFT and CIS expressions are the
presences of (i) different one-electron-integral derivative for TDDFT h˜[Q] (compared with
h0[Q] in CIS), (ii) G˜[Q] and G (compared with Π[Q] and Π in CIS), which include the
second xc functional derivative and specific fraction of Hartree-Fock exchange term involved
in TDDFT functionals, and (iii)Ξ, the third xc functional derivative (which has no CIS
counterpart).
4.3. Comparison with finite-difference
In order to verify the equations above and also check our numerical implementations of
TDDFT/TDA derivative couplings, we calculated the magnitude of the derivative couplings
between the S1 and S4 states of lithium hydride (LiH), and compared the results with
finite-difference method. The standard central-difference formula yields an expression for
the derivative coupling as,
〈ΨI |Ψ[Q]J 〉 ≈
〈ΨI(x)|ΨJ(x+ ∆x)〉 − 〈ΨI(x)|ΨJ(x−∆x)〉
2∆x
. (4.60)
The ab initio quantum chemistry package Q-Chem [57,152] was employed for the calculations.
Three different functionals (B3LYP, [153,154] ωB97 and ωB97X [155]) were tested using 6-31G*
basis set (CIS results are also listed for comparison). As shown in Table 4.4, our analytical
approach matches the finite-difference data with an error ∼ 10−4 a−10 . When Pulay terms
(S[Q]) are neglected, the resulting derivative couplings change significantly.
4.4. Application to benzaldehyde
As a prototypical aromatic carbonyl compound, benzaldehyde has drawn significant at-
tention in both experimental and theoretical studies because of its unique spectroscopic
properties. [26,29–37] A great deal of theory and experiment has focused on the two lowest
triplet states of benzaldehyde in order to explain the mechanism of the molecule’s highly
phosphorescent radiation [26,29,34,36,37,48,49,51]. The interstate mixing between the T1(n-pi
∗)
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Table 4.4: Derivative couplings between the S1 and S4 states of LiH as computed by finite
difference (FD), analytical theory (full-DC), and DC without Pulay terms (NP)
〈Ψ1|Ψ[Q]4 〉(a−10 )
xc functional Atom moved (Q) FD full-DC NP
B3LYP H -0.00564 -0.00570 -0.12611
Li 0.15804 0.15810 0.12611
ωB97 H -0.04049 -0.04053 -0.06985
Li 0.15150 0.15154 0.06985
ωB97X H -0.05952 -0.05955 -0.07422
Li 0.16457 0.16460 0.07422
CIS H -0.05765 -0.05766 -0.04389
Li 0.17475 0.17476 0.04389
and T2(pi-pi
∗) states of benzaldehyde was estimated as long ago as the 1970s. [31,156,157] Since
the derivative coupling is essential for understanding nonadiabatic dynamics and radiation-
less transitions in general, we will also investigate here the T1/T2 derivative coupling of
benzaldehyde with our analytic gradient method.
In a previous paper, [28] we showed that a conical intersection point can be located between
the first and the second triplet states of benzaldehyde according to the TDDFT/ωB97X
functional. Now, with a working code for calculating derivative couplings, we revisit ge-
ometries around the conical intersection point on the branching plane and calculate the
derivative coupling with and without Pulay terms for each geometry. Consistent with the
previous work, the ωB97X functional and 6-31G** basis set are used for all calculations.
In Ref. 28, we defined raw g and h vectors and located the branching plane for benzaldehyde
as follows:
i. Find a conical intersection point, ~RCI .
ii. Displace each of the 3N Cartesian coordinates in positive and negative directions, and
at every displaced point perform (6N) gradient calculations for the adiabatic energies:
~D±i =
1
2
(∇Ead2 (~RCI ±∆R · ~ei)−∇Ead1 (~RCI ±∆R · ~ei)), i = 1, ..., 3N (4.61)
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iii. Notice that all 3N gradients actually lie in a single 2D plane – the g − h branching
plane. At this point, we must make a non-unique choice of g and h that corresponds
to a unique diabatic basis.
iv. In our calculations, we check the energy difference gradient ~D along a circle that is
centered at ~RCI in the g−h plane. If θ is the angle of rotation around ~RCI , we have
already computed ~D(θ) in step ii. We define g as ~D(θmax) when θmax is chosen as
the angle that maximizes ‖ ~D(θ)‖.
v. Finally, we check for the angle that minimizes ‖ ~D(θ)‖. By construction, ~D(θmin) must
be perpendicular to g and can be defined as h.
In this manuscript we rescale g and h vectors so that the norm of the gradient difference is
identical at every point on the loop:
x =
1
‖g‖g (4.62)
y =
‖g‖
‖h‖2 h (4.63)
Note that x and y are perpendicular (just like g and h). In what follows, we will investigate
the derivative couplings in a loop around the conical intersection point, chosen as xcosθ +
ysinθ for θ = 0◦, 10◦, 20◦, ..., 350◦ at the distance r = 0.001 A˚. Thus, with normalized
coordinates x and y, we construct a loop defined by the Cartesian coordinates:
R(θ) = RCI + 0.001(xcosθ + ysinθ) (4.64)
Note that 0.001 is in units of Angstroms. Five different types of derivative couplings below
are calculated,
i. Full-DC: complete derivative couplings given by Eqn. 4.58.
ii. ETF-DC: corrected derivative couplings given by Eqn. 4.58 when setting SA[Q] = 0 or
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SR[Q] = 12S
[Q]. As was illustrated in Refs. 148 and 158, this replacement is equivalent
to including perturbative electron-translation factors (ETF) in the derivative coupling
and restores translational invariance.
iii. NP: derivative couplings without all Pulay terms in Eqn. 4.58, i.e. SR[Q],S[Q] → 0.
iv. Rel-DH: derivative couplings given by using a Hellmann-Feynman expression with the
Fock operator in place of the Hamiltonian. In other words, we collect all terms that
contain D¯IJ in Eqn. 4.58 (including orbital response terms).
v. DH: derivative couplings given by using a Hellmann-Feynman expression with the
Fock operator in place of the Hamiltonian. In other words, we collects all terms that
contain DIJ in Eqn. 4.53 (no orbital response terms).
4.4.1. Results
For a physical picture of the nondiabatic motion in benzaldehyde, the full-DC, NP, rel-DH,
and DH vectors are visualized by the quiver plots shown in Fig. 4.12. Note the ETF-DC
plot is omitted (since it looks almost exactly the same as full-DC). In Fig. 4.13, we plot the
derivative couplings on the loop around the conical intersection. As Fig. 4.13 shows, only
the full-DC and ETF-DC vectors (which are roughly identical) lie rigorously on the same
physically correct branching plane. The other vectors, NP, rel-DH, and DH, are somewhat
out of the plane. The out-of-plane angle varies from 2◦ to 10◦ for rel-DH vectors and from
15◦ to 20◦ for DH and NP vectors. In Table 4.5, we list the out-of-plane angles for the
rel-DH, DH, and NP vectors at θ = 30◦. To further assess the behavior around the conical
intersection, we project these derivative coupling vectors on the branching plane in order to
make a meaningful evaluation of their performances around the conical intersection. The
full-DC and ETF-DC vectors as well as the rel-DH projections on the branching plane are
tangent to the loop, i.e. perpendicular to the gradient difference. By contrast, even after
projection, the other methods (NP and DH projection) do not yield that correct orientation
for the derivative couplings around the conical intersection point. To prove this point, for
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θ = 30◦, in Table 4.6, we list the exact magnitudes of the derivative couplings and their
angles relative to the gradient difference.
(a) full-DC (b) NP
(c) rel-DH (d) DH
Figure 4.12: Derivative coupling vectors for benzaldehyde at θ = 30◦ (a) using full analytic
gradient theory (full-DC, Eqn. 4.58), (b) neglecting all Pulay terms (NP), (c) using only
the terms that contain D¯IJ in Eqn. 4.58 (rel-DH), (d) using the terms that contain DIJ in
Eqn. 4.53 (DH).
Another means to check the reasonability of our derivative coupling is to calculate the phase
factor around the conical intersection. It is well-known that Berry’s phase will not disappear
for a closed path surrounding a conical intersection. Mathematically, for a loop C in the
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Figure 4.13: Full-DC, NP, rel-DH, and DH derivative coupling vectors on the circular loop
(r = 0.001A˚) in the branching plane. 36 single-point calculations were performed.
branching plane, the circulation of the derivative coupling must be pi,
φ =
∮
C
dIJ(R) · dR =
∫ 2pi
0
rdIJ(θ) · dθ = pi, (4.65)
where dIJ refers to the derivative coupling between the corresponding states. With a finite
number of points (i.e. 36) taken on the loop as shown in Fig. 4.13, we calculated the sum
of the derivative coupling vectors dotted into the direction of each δθ, i.e. the tangential
Table 4.5: Out-of-plane angles for the rel-DH, DH, and NP vectors at θ = 30◦.
Terms Out-of-plane angles (◦)
rel-DH 5.642
DH 16.831
NP 15.898
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Table 4.6: Magnitudes of derivative coupling vectors between T1 and T2 states of benzalde-
hyde and their angles relative to the gradient difference at θ = 30◦. Full-DC: The complete
derivative couplings given by Eqn. 4.58. ETF-DC: Corrected derivative couplings given by
Eqn. 4.58 when setting SR[Q] = 12S
[Q]. rel-DH: All terms that contain D¯IJ in Eqn. 4.58.
DH: All terms that contain DIJ in Eqn. 4.53. NP: Derivative couplings without all Pulay
terms. Note that only the full-DC, ETF-DC, and projected rel-DH vectors are effectively
orthogonal to the energy gradient difference in properly scaled coordinates.
Terms Magnitudes(a−10 ) Angles (
◦)
full-DC 261.05361 90.234
ETF-DC 260.45083 90.228
rel-DH(unprojected) 263.67060 90.034
rel-DH(projected) 262.39583 90.034
DH(projected) 180.52366 74.510
NP(projected) 362.58573 96.113
direction,
φ ≈
36∑
i=1
rdIJ(θi) · δθi (4.66)
Table 4.7: Circulations of derivative couplings vectors around the T1/T2 conical intersection
point of benzaldehyde. Note that only the full-DC, ETF-DC and the projected rel-DH
vectors recover the correct Berry’s phase.
Terms Magnitudes (in units of pi)
full-DC 0.99939
ETF-DC 0.99938
rel-DH(projected) 1.00137
DH (projected) 0.77513
NP (projected) 1.46068
Results for different variations of derivative coupling vectors are shown in Table 4.7. The
result for the full-DC (or ETF-DC), which is very close to pi, perfectly reproduces the
geometric phase factor and further justifies our analytical theory for the derivative coupling.
Interestingly, note that the projected rel-DH vectors also recover the exact Berry’s phase.
Given the fact that the out-of-plane angles for rel-DH vectors are relatively small (less than
10◦), it may be true that the rel-DH is a decent approximation to the exact derivative
coupling around a conical intersection point. Further investigation is needed. Finally we
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observe that NP and DH approximations do not come close to satisfying
∮
C dIJ(R)dR = pi.
In particular, referring to Table 4.6, one can see that the magnitude of the projected NP
vector is twice as large as the one of the full-DC vector, and the magnitude of the projected
DH vector is significantly smaller; this explains the incorrect behavior of the NP and DH
circulations in Table 4.7. Overall, our calculation highlights the facts that, (i) in a finite
atomic-orbital basis, Pulay terms are non-negligible for the correct derivative coupling in
the vicinity of a conical intersection; (ii) the orbital responses also need to be taken into
account in order to yield the exact properties of the derivative coupling; (iii) only the full-
DC recovers both the correct branching plane and Berry’s phase behavior around a conical
intersection.
4.5. Conclusion
In this work, we calculated derivative couplings between TDDFT/TDA states via analytic
gradient theory by assuming that we can treat the Kohn-Sham excited state wavefunction as
if it were a true wavefunction, and then we implemented the resulting equations numerically.
With all Pulay terms included, our theory has been numerically validated against the finite-
difference data for lithium hydride, with an error less than 10−4 a−10 for three types of xc
functionals (B3LYP, ωB97 and ωB97X).
As an application, we investigated benzaldehyde and we studied the T1/T2 conical inter-
section point located in Ref. 28. The considerable differences between the NP, DH, and
rel-DH derivative couplings and the full-DC result emphasizes the qualitative significance of
Pulay terms as well as the orbital responses. Only the full-DC and ETF-DC vectors lie in
the branching plane and are perpendicular to the energy gradient difference. Furthermore,
the full-DC and ETF-DC vectors for benzaldehyde computed by our analytical method
also satisfy the expected Berry’s phase behavior for a loop around the conical intersection
point. Finally, in Appendix A.3, we show that our derivative couplings agree with the ex-
act derivative couplings according to the Chernyak-Mukamel expression in Eqn.4.2 (with
the transition density matrix calculated according to response theory). Altogether, these
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results strongly suggest that our TDDFT/TDA derivative coupling are quite reasonable.
Given the current popularity of TDDFT and the modern interest in photochemistry and
photoexcited nonadiabatic dynamics, we believe this computational formalism will be very
useful in the future.
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CHAPTER 5 : Derivative Couplings between TDDFT Excited States in the
Random-Phase Approximation Based on Pseudo-Wavefunctions:
Behavior around Conical Intersections
This chapter was adapted from Ref. 159.
5.1. Introduction
The random-phase approximation (RPA) has been an extremely useful tool for calcu-
lating excited state properties and the oscillator strength of atoms and molecules since
1960s. [9–13] More recently, the application of RPA to time-dependent density functional the-
ory (TDDFT/RPA) method has played an increasingly important role in the field of theoret-
ical chemistry for several reasons: (i) As a single-reference ab initio method, TDDFT/RPA
is computationally affordable and sometimes retains relatively high accuracy. [160,161] (ii)
TDDFT/RPA is a size-consistent method which is able to give pure singlet and triplet states
for closed-shell molecules. [7] (iii) In contrast to TDDFT within Tamm-Dancoff approxima-
tion (TDA), TDDFT/RPA maintains the Thomas-Reiche-Kuhn sum rule of the oscillator
strengths by taking into account the B matrix in the TDDFT working equation; [144] as
such, TDDFT/RPA gives improved results for transition moments calculations. [7,162] For
these reasons, despite its well-known triplet instability, [7,163] TDDFT/RPA is one of the
most widely used approaches for modeling excited-state electronic structure. [164–170]
Recently, there has been a renewed interest in nonadiabatic dynamical transitions as molec-
ular photochemistry has gained renewed attention in the search for efficient solar energy
capture. For these applications, the derivative coupling between excited states as well as
the derivative coupling between the ground state and an excited state are necessary ma-
trix elements for most theoretical approaches. To date, several researchers have investigated
derivative couplings within TDDFT and most of them have focused on the ground−excited
states derivative couplings. Historically, the derivative coupling matrix elements between
TDDFT ground and excited states were first constructed by Chernyak and Mukamel. [129] A
70
similar method for real-time TDDFT was developed by Baer and was applied to a molecu-
lar system (H + H2).
[171] Extensive calculations of TDDFT ground-excited states derivative
couplings were then presented in both the plane-wave pseudopotential framework [134,136,172]
and the atomic orbital (AO) basis. [135,145]
The evaluation of TDDFT derivative couplings is necessarily complicated by the fact that
there are no rigorous static TDDFT wavefunctions — TDDFT is based on time-dependent
response theories as opposed to a quantum chemistry theory based on a wavefunction ansatz.
Despite this obstacle, however, TDDFT derivative couplings should still meet certain bench-
marks around a conical intersection point: (i) the magnitude of the derivative couplings
should become enormous; (ii) the derivative coupling vectors should lie in the branching
plane; (iii) the path integral of the derivative coupling should give Berry’s phase. [63,66,122]
Hu et al have studied the behavior of the ground-excited states derivative coupling around
various intersections, [172–175] and they have found that the derivative coupling (as given by
their modified linear response scheme within the TDA) recovers the correct Berry’s phase
behavior. [174,175]
Looking forward, we are interested in the TDDFT derivative couplings between excited
states. Unlike the case of ground-excited states crossings, TDDFT recovers the correct di-
mensionality of a conical intersection branching plane for the case of excited-excited states
crossings. [73,113] A method for calculating the derivative coupling between TDDFT excited
states was proposed a few years ago by Tavernelli et al [133] based on Casida’s ansatz, [144]
but the behavior around conical intersections was not fully investigated. To our knowl-
edge, in practice, Tavernelli et al have focused on the TDA exclusively, rather than full
TDDFT/RPA. [130,132,133,176] From the derivations that follow in Sec. 5.2, one can show
that the Tavernelli formalism does not agree with our result, nor does the Tavernelli for-
malism satisfy the Chernyak-Mukamel equality. (More recently, while our article was under
review, Li and Liu presented two abstract approaches for computing excited states deriva-
tive couplings which are applicable to TDDFT; the first is from a time-independent equation
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of motion (EOM) formalism and the second is from time-dependent response theory. [177]
It can be shown that the final expression obtained in this work (Eqn. 5.50) can be derived
from Li and Liu using their time-independent EOM formalism to calculate particle-hole
RPA derivate couplings.)
In the following sections, our goal is to derive explicit expressions for analytical derivative
couplings between TDDFT/RPA excited states and analyze the behavior of the TDDFT/RPA
derivative couplings around a conical intersection. Analogous to the configuration interac-
tion singles (CIS) and TDDFT/TDA derivative couplings in our previous work, [104,148] our
theory for TDDFT/RPA derivative couplings is based upon direct differentiation. For full
response TDDFT/RPA (rather than TDDFT/TDA), we use the pseudo-wavefunctions pro-
posed and evaluated for the time-dependent Hatree-Fock (TDHF) in Ref. 27. To justify our
approach, first we will show in Sec. 5.5 that our derivative couplings behave correctly around
a conical intersection. To our knowledge, the derivative couplings between TDDFT/RPA
excited states around a conical intersection have not yet been investigated (and nor has
the corresponding Berry’s phase). Second, we will show in Sec. 5.6 that our final answer
satisfies the Chernyak-Mukamel equality near a crossing (again drawing on the results of
Ref. 27); and thus our results are mostly consistent with response theory.
An outline of this paper is as follows. In Sec. 5.2, our analytic gradient formalism for
TDDFT/RPA derivative couplings will be presented. In Sec. 5.3, we compare our results
versus the finite-difference data. In Sec. 5.4, using a simple model of four diabatic states, we
analyze for TDDFT/RPA (or TDHF) derivative coupling vectors around a conical intersec-
tion. In Sec. 5.5, we consider the specific case of protonated formaldimine and we examine
the conical intersection between the first and second excited singlet states; we show that
our derivative couplings lie in the correct branching plane and recover the Berry’s phase
exactly. In Sec. 5.6, we compare our derivative coupling expression with the Chernyak-
Mukamel equality and transition densities from time-dependent response theory.
Unless otherwise specified, we use lowercase latin letters to denote spin molecular orbitals
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(MO) (a, b, c, d for virtual orbitals, i, j, k, l,m for occupied orbitals, p, q, r, s, w for arbitrary
orbitals), Greek letters (α, β, γ, δ, λ, σ, µ, ν) to denote AO. The RPA excited states are de-
noted by Ψ (with uppercase latin indices I, J).
5.2. Analytic derivation for TDDFT/RPA derivative couplings
5.2.1. TDDFT/RPA eigenvalue equation
Before addressing derivative couplings between excited states, we first review the TDDFT/RPA
eigenvalue equations and establish the necessary notations. As discussed in Ref. 7, the non-
Hermitian eigenvalue TDDFT/RPA equation can be written as
 A B
−B −A

 XI
YI
 = ΩI
 XI
YI
 (5.1)
for excitation amplitudes XI and YI , and excitation energy ΩI of TDDFT/RPA excited
state I. The orthogonality condition of TDDFT/RPA excitation amplitudes for any two
excited states I and J is
(
XI† −YI†
) XJ
YJ
 = XI†XJ −YI†YJ = δIJ , (5.2)
Multiplying
(
XJ† −YJ†
)
on both sides of Eqn. 5.1 gives
(
XJ† −YJ†
) A B
−B −A

 XI
YI
 =XJ†AXI + YJ†AYI + XJ†BYI + YJ†BXI
(5.3)
=δIJΩI (5.4)
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The matrix elements of A and B are given by
Aiajb = 〈Φai |OKS|Φbj〉 (5.5)
= δijFab − δabFij + δijδabEDFT +Gajib (5.6)
Biajb = 〈Φabij |OKS|ΦDFT〉 (5.7)
= Gabij (5.8)
where OKS is the Kohn-Sham response operator. In second-quantized and antisymmetrized
form (with physicists’ notation for the two-electron-integrals1), OKS can be represented as
OKS =
∑
pq
Fpqa
†
paq (5.9)
+
∑
cdkl
[Gclkda
†
caka
†
l ad +Gcdkl(a
†
ca
†
dalak + a
†
l a
†
kacad)]
where Fpq is the Fock matrix, and Gpqsr is the two-electron effective operator in DFT:
Fpq = hpq +
∑
m
Πpmqm (5.10)
Gpqsr = Πpqsr + fpqsr (5.11)
The diagonal entries of the Fock matrix Fpp ≡ εp are the usual Kohn-Sham orbital energies,
h0pq is the matrix element of the kinetic energy plus the external potential (Eqn. 5.12) and
gpq is the first derivative of the xc functional fxc (Eqn. 5.13).
2 The sum of h0pq and gpq gives
the one-electron effective operator hpq (Eqn. 5.14).
h0pq ≡ 〈p|h0|q〉 (5.12)
gpq ≡
∑
pq
∫
drφp(r)
∂fxc
∂ρ(r)
φq(r) (5.13)
hpq ≡ h0pq + gpq (5.14)
1In physicists’ notation, Πpqsr is given by Eqn. 4.13 where 〈pq|sr〉 =
∫∫
dr1dr2
φ∗p(r1)φ
∗
q (r2)φs(r1)φr(r2)
|r1−r2| .
2In this article, for simplicity, we will treat fxc as if it is a strictly local functional f [ρ(r)]. Extending to
Generalized Gradient Approximation (GGA) functionals f [ρ(r),∇ρ(r)] and meta GGA’s is straightforward.
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Πpqsr is the Coulomb term plus whatever fraction of Hartree-Fock exchange is included in
the DFT functional (cHF in Eqn. 5.15), and fpqsr is the second derivative of the xc functional
(Eqn. 5.16). The sum of Πpqsr and fpqsr gives Gpqsr (Eqn. 5.11).
Πpqsr ≡ 〈pq|sr〉 − cHF〈pq|rs〉 (5.15)
fpqsr ≡ 〈pq|f ′′xc|sr〉
=
∑
pqsr
∫
drφp(r)φq(r)
∂2fxc
∂ρ(r)2
φr(r)φs(r) (5.16)
With the definitions above, OKS can be rewritten as
OKS =
∑
pq
(h0pq + gpq +
∑
m
Πpmqm)a
†
paq (5.17)
+
∑
cdkl
[(Πclkd + fclkd) a
†
caka
†
l ad + (Πcdkl + fcdkl) (a
†
ca
†
dalak + a
†
l a
†
kacad)]
5.2.2. The “brute force” expression for TDDFT/RPA derivative couplings
In Ref. 27 we defined TDHF pseudo-wavefunctions and we showed that the derivative
coupling between ΨI and ΨJ obtained by direct differentiation can be written as
〈ΨI |Ψ[Q]J 〉 =
∑
ijab
(
XIai X
Jb
j − Y Iai Y Jbj
)
〈Φai |Φb[Q]j 〉 (5.18)
+
∑
ia
(
XIai X
Ja[Q]
i − Y Iai Y Ja[Q]i
)
We now treat TDDFT/RPA as a natural extension of TDHF and the goal of this paper
is to evaluate Eqn. 5.18 for TDDFT/RPA derivative couplings. We begin with the second
term in Eqn. 5.18. The first step is to take the derivative on each side of Eqns. 5.3 and 5.4
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(for I 6= J)
0 =
∑
ijab
{
XIai A
[Q]
iajbX
Jb
j + Y
Ia
i A
[Q]
iajbY
Jb
j +X
Ia
i B
[Q]
iajbY
Jb
j + Y
Ia
i B
[Q]
iajbX
Jb
j (5.19)
+X
Ia[Q]
i AiajbX
Jb
j + Y
Ia[Q]
i AiajbY
Jb
j +X
Ia[Q]
i BiajbY
Jb
j + Y
Ia[Q]
i BiajbX
Jb
j
+XIai AiajbX
Jb[Q]
j + Y
Ia
i AiajbY
Jb[Q]
j +X
Ia
i BiajbY
Jb[Q]
j + Y
Ia
i BiajbX
Jb[Q]
j
}
From Eqn. 5.1, one finds that
∑
ijab
AiajbX
Ib
j +BiajbY
Ib
j =
∑
ia
ΩIX
Ia
i (5.20)∑
ijab
BiajbX
Ib
j +AiajbY
Ib
j = −
∑
ia
ΩIY
Ia
i (5.21)
Inserting Eqns. 5.20 and 5.21 into Eqn. 5.19, one has
∑
ia
(
XIai X
Ja[Q]
i − Y Iai Y Ja[Q]i
)
=
1
ΩJ − ΩI
∑
ijab
{
XIai A
[Q]
iajbX
Jb
j + Y
Ia
i A
[Q]
iajbY
Jb
j (5.22)
+XIai B
[Q]
iajbY
Jb
j + Y
Ia
i B
[Q]
iajbX
Jb
j
}
Now, we replace the second term of Eqn. 5.18 by the result of Eqn. 5.22 and the derivative
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coupling expression becomes
〈ΨI |Ψ[Q]J 〉 =
∑
ijab
(
XIai X
Jb
j − Y Iai Y Jbj
)
〈Φai |Φb[Q]j 〉 (5.23)
+
1
ΩJ − ΩI
∑
ijab
{
XIai A
[Q]
iajbX
Jb
j + Y
Ia
i A
[Q]
iajbY
Jb
j
+XIai B
[Q]
iajbY
Jb
j + Y
Ia
i B
[Q]
iajbX
Jb
j
}
=
1
ΩJ − ΩI
∑
ijab
{(
XIai X
Jb
j + Y
Ia
i Y
Jb
j
)
A
[Q]
iajb (5.24)
+
(
XIai Y
Jb
j + Y
Ia
i X
Jb
j
)
B
[Q]
iajb
}
−
∑
iab
(
XIai X
Jb
i − Y Iai Y Jbi
)
O
R[Q]
ba −
∑
ija
(
XIai X
Ja
j − Y Iai Y Jaj
)
O
R[Q]
ji
where we define the “right” spin-orbital derivative overlap,
OR[Q]pq ≡ 〈p|q[Q]〉 (5.25)
=
(∑
µ
Cµp 〈µ|
)(∑
ν
|ν〉C [Q]νq +
∑
ν
∣∣∣ν[Q]〉Cνq) (5.26)
=
∑
µν
CµpSµνC
[Q]
νq +
∑
µν
CµpS
R[Q]
µν Cνq (5.27)
Here Cµp denotes the MO coefficients; Sµν ≡ 〈µ|ν〉 is the atomic orbital overlap and SR[Q]µν ≡〈
µ
∣∣ν[Q]〉 is the right derivative of the overlap. The detailed derivation of OR[Q]pq can be found
in Ref. 148, which leads to
OR[Q]pq =
∑
µν
Cµp
(
SR[Q]µν −
1
2
S[Q]µν
)
Cνq −Θ[Q]pq (5.28)
=
∑
µν
CµpS
A[Q]
µν Cνq −Θ[Q]pq (5.29)
where Θ is the occupied-to-virtual rotation angle matrix and SA[Q] is defined as SA[Q] ≡
SR[Q] − 12S[Q].
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The derivatives of A and B in Eqn. 5.24 can be written as
A
[Q]
iajb = G
[Q]
ajib + δijF
[Q]
ab − δabF [Q]ij + δijδabE[Q]DFT (5.30)
B
[Q]
iajb = G
[Q]
abij (5.31)
As we did in our recent paper on TDDFT/TDA derivative couplings, [104] we make the
following definitions for various types of density matrices:
1. The general density matrices:
Pµν =
∑
m
CµmCνm (5.32)
P˜µν =
∑
p
CµpCνp = Pµν +
∑
a
CµaCνa (5.33)
Note that we may express the real-space density as ρ(r) = Pµνφµ(r)φν(r)
2. The RPA excitation-amplitude matrices:
RXIµν =
∑
ia
CµaX
Ia
i Cνi (5.34)
RY Iµν =
∑
ia
CµaY
Ia
i Cνi (5.35)
3. The generalized difference-density matrix:
DIJµν =
∑
iab
Cµa(X
Ia
i X
Jb
i + Y
Ja
i Y
Ib
i )Cνb −
∑
ija
Cµi(X
Ja
i X
Ia
j + Y
Ia
i Y
Ja
j )Cνj (5.36)
Using the expressions for G[Q] and F[Q] in Refs. 148 and 104, and plugging those expres-
sions into A
[Q]
iajb and B
[Q]
iajb, we find this lengthy expression for the TDDFT/RPA derivative
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coupling:
〈ΨI |Ψ[Q]J 〉 =
∑
ijab
(XIai X
Jb
j + Y
Ia
i Y
Jb
j )
ΩJ − ΩI
{ ∑
µνλσ
CµaCνjG
[Q]
µνλσCλiCσb (5.37)
−1
2
∑
αβw
CαwS
[Q]
αβ [CβaGwjib + CβjGawib + CβiGajwb + CβbGajiw]
+
∑
k
GkjibΘ
[Q]
ak +
∑
c
GacibΘ
[Q]
jc +
∑
c
GajcbΘ
[Q]
ic +
∑
k
GajikΘ
[Q]
bk
}
+
∑
iab
(XIai X
Jb
i + Y
Ia
i Y
Jb
i )
ΩJ − ΩI
{[∑
µν
Cµah
[Q]
µν Cνb +
∑
µνλσm
CµaCνmΠ
[Q]
µνλσCλbCσm
−1
2
εa∑
αβ
CαaS
[Q]
αβCβb + εb
∑
αβ
CαbS
[Q]
αβCβa

−1
2
∑
αβmw
CαwS
[Q]
αβCβm (Πawbm + Πambw)−
∑
mc
Θ[Q]cm (Πacbm + Πambc)
]}
−
∑
ija
(XIai X
Ja
j + Y
Ia
i Y
Ja
j )
ΩJ − ΩI
{[∑
µν
Cµih
[Q]
µν Cνj +
∑
µνλσm
CµiCνmΠ
[Q]
µνλσCλjCσm
−1
2
εi∑
αβ
CαiS
[Q]
αβCβj + εj
∑
αβ
CαjS
[Q]
αβCβi

−1
2
∑
αβmw
CαwS
[Q]
αβCβm (Πiwjm + Πimjw)−
∑
mc
Θ[Q]cm (Πicjm + Πimjc)
]}
+
∑
ijab
(XIai Y
Jb
j +X
Ia
i Y
Jb
j )
ΩJ − ΩI
{ ∑
µνλσ
CµaCνbG
[Q]
µνλσCλiCσj
−1
2
∑
αβw
CαwS
[Q]
αβ [CβaGwbij + CβbGawij + CβiGabwj + CβjGabiw]
+
∑
k
GkbijΘ
[Q]
ak +
∑
c
GabicΘ
[Q]
jc +
∑
c
GabcjΘ
[Q]
ic +
∑
k
GakijΘ
[Q]
bk
}
−
∑
µν
SA[Q]µν
[∑
iab
(
XIai X
Jb
i − Y Iai Y Jbi
)
CµbCνa
+
∑
ija
(
XIai X
Ja
j − Y Iai Y Jaj
)
CµjCνi
]
In Eqn. 5.37, the terms in the first three braces come from A[Q]; the last brace comes from
B[Q]; and the final line is contributed by OR[Q]. Note that the orbital rotations within the
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occupied and virtual subspaces (Θab and Θij) disappear and are absent in Eqn. 5.37 (just
as for CIS and TDDFT/TDA [104,148]). These terms vanish because TDDFT is invariant to
one’s choice of occupied and virtual orbitals; as such, Θab and Θij can not contribute to the
final answer.
In order to get our final expression into the AO basis, a few more definitions are needed for
the xc functional derivatives; these definitions are identical with those for TDDFT/TDA.
First, the first derivative of the xc functional g[Q] can be decomposed in the AO represen-
tation as
g[Q]µν ≡ g˜[Q]µν + gY[Q]µν , (5.38)
where
g˜[Q]µν ≡
∫ [Q]
drφµ(r)
∂fxc
∂ρ(r)
φν(r) (5.39)
+
∫
dr
∂fxc
∂ρ(r)
(φµ(r)φν(r))
[Q]
+
∑
λσ
∫
drφµ(r)φν(r)
∂2fxc
∂ρ(r)2
Pλσ (φλ(r)φσ(r))
[Q]
gY[Q]µν ≡
∑
λσ
P
[Q]
λσ fµνλσ (5.40)
Here, the first derivative
∫ [Q]
represents differentiation with respect to the Becke weights in
the exchange-correlation numerical quadrature. The total one-electron-integral derivative
for TDDFT can be written as
h[Q]µν = h
0[Q]
µν + g
[Q]
µν
= h0[Q]µν + g˜
[Q]
µν + g
Y[Q]
µν
≡ h˜[Q]µν + gY[Q]µν (5.41)
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Second, analogous definitions can be made for the two-electron-integral derivatives f [Q]:
f
[Q]
µνλσ = f˜
[Q]
µνλσ + f
Y[Q]
µνλσ (5.42)
where
f˜
[Q]
µνλσ ≡
∫ [Q]
drφµ(r)φν(r)
∂2fxc
∂ρ(r)2
φλ(r)φσ(r) (5.43)
+
∫
dr (φµ(r)φν(r))
[Q] ∂
2fxc
∂ρ(r)2
φλ(r)φσ(r)
+
∫
drφµ(r)φν(r)
∂2fxc
∂ρ(r)2
(φλ(r)φσ(r))
[Q]
+
∑
γδ
∫
drφµ(r)φν(r)
∂3fxc
∂ρ(r)3
φλ(r)φσ(r)Pγδ (φγ(r)φδ(r))
[Q]
f
Y[Q]
µνλσ ≡
∑
γδ
P
[Q]
γδ Ξµνλσγδ (5.44)
and Ξµνλσγδ is the xc functional third derivative,
Ξµνλσγδ ≡
∫
drφµ(r)φν(r)
∂3fxc
∂ρ(r)3
φλ(r)φσ(r)φγ(r)φδ(r) (5.45)
Thus, the total two-electron-integral derivatives for TDDFT can be written as,
G
[Q]
µνλσ = Π
[Q]
µνλσ + f
[Q]
µνλσ
= Π
[Q]
µνλσ + f˜
[Q]
µνλσ + f
Y[Q]
µνλσ
≡ G˜[Q]µνλσ + fY[Q]µνλσ (5.46)
With the definitions made above, one can simplify the non-response and response terms
of the TDDFT/RPA derivative couplings in a fashion completely analogous to the case in
TDDFT/TDA. [104] In the end, a complete expression for the TDDFT derivative coupling
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is
〈ΨI |Ψ[Q]J 〉 =
1
ΩJ − ΩI
{∑
µν
DIJµν h˜
[Q]
µν (5.47)
+
∑
µνλσ

 RXIµλRXJσν +RY IµλRY Jσν
+RXIµλR
Y J
νσ +R
Y I
µλR
XJ
νσ
 G˜[Q]µνλσ +DIJµλPσνΠ[Q]µνλσ

− 1
2
∑
αβµν
S[Q]µν P˜µα
(
DIJβν +D
IJ
νβ
)
Fαβ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα

RXIνγ R
XJ
δβ +R
Y I
νγ R
Y J
δβ
+RXIδβ R
XJ
νγ +R
Y I
δβ R
Y J
νγ
+RXIνγ R
Y J
βδ +R
Y I
νγ R
XJ
βδ
+RXIβδ R
Y J
νγ +R
Y I
βδ R
XJ
νγ

Gαβγδ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα

RXIγν R
XJ
βδ +R
Y I
γν R
Y J
βδ
+RXIβδ R
XJ
γν +R
Y I
βδ R
Y J
γν
+RXIγν R
Y J
δβ +R
Y I
γν R
XJ
δβ
+RXIδβ R
Y J
γν +R
Y I
δβ R
XJ
γν

Gαβγδ
− 1
2
∑
µναβγδλσ
S[Q]µν P˜µλPνσ

RXIαγ R
XJ
δβ +R
Y I
αγR
Y J
δβ
+RXIδβ R
XJ
αγ +R
Y I
δβ R
Y J
αγ
+RXIαγ R
Y J
βδ +R
Y I
αγR
XJ
βδ
+RXIβδ R
Y J
αγ +R
Y I
βδ R
XJ
αγ

Ξαβγδλσ
+
1
2
∑
µναβγδ
S[Q]µν P˜µαPνδ
(
DIJγβ +D
IJ
βγ
)
Gαβγδ −
∑
bi
LbiΘ
[Q]
bi
}
−
∑
µνiab
(
XIai X
Jb
i − Y Iai Y Jbi
)
CνaCµbS
A[Q]
µν
−
∑
µνija
(
XIai X
Ja
j − Y Iai Y Jaj
)
CνiCµjS
A[Q]
µν
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where
Lbi =
∑
µνλσd
CµbCλd

RXIνσ X
Jd
i +R
Y I
νσ Y
Jd
i
+XIdi R
XJ
νσ + Y
Id
i R
Y J
νσ
+RXIσν Y
Jd
i +R
Y I
σνX
Jd
i
+XIdi R
Y J
σν + Y
Id
i R
XJ
σν

Gµνλσ (5.48)
−
∑
µνλσ`
Cµ`Cλi

RXIνσ X
Jb
` +R
Y I
νσ Y
Jb
`
+XIb` R
XJ
νσ + Y
Ib
` R
Y J
νσ
+RXIσν Y
Jb
` +R
Y I
σνX
Jb
`
+XIb` R
Y J
σν + Y
Ib
` R
XJ
σν

Gµνλσ
+
∑
µνλσγδ
CγbCδi

RXIµλR
XJ
σν +R
Y I
µλR
Y J
σν
+RXIσν R
XJ
µλ +R
Y I
σνR
Y J
µλ
+RXIµλR
Y J
νσ +R
Y I
µλR
XJ
νσ
+RXIνσ R
Y J
µλ +R
Y I
νσR
XJ
µλ

Ξµνλσγδ
+
∑
µνλσ
CνbCσi
(
DIJµλ +D
IJ
λµ
)
Gµνλσ
To evaluate the Θ
[Q]
bi terms, one must solve the coupled-perturbed Hartree-Fock (CPHF)
equation [149,150] by applying the “z-vector” method [151]
zaj =
∑
bi
Lbi
(
∂2E
∂Θaj∂Θbi
)−1
(5.49)
Once the z-vector has been saved to disk, we construct the mixed derivatives for each
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coordinate and our final expression becomes
〈ΨI |Ψ[Q]J 〉 =
1
ΩJ − ΩI
{∑
µν
D¯IJµν h˜
[Q]
µν (5.50)
+
∑
µνλσ

 RXIµλRXJσν +RY IµλRY Jσν
+RXIµλR
Y J
νσ +R
Y I
µλR
XJ
νσ
 G˜[Q]µνλσ + D¯IJµλPσνΠ[Q]µνλσ

− 1
2
∑
αβµν
S[Q]µν P˜µα
(
D¯IJβν + D¯
IJ
νβ
)
Fαβ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα

RXIνγ R
XJ
δβ +R
Y I
νγ R
Y J
δβ
+RXIδβ R
XJ
νγ +R
Y I
δβ R
Y J
νγ
+RXIνγ R
Y J
βδ +R
Y I
νγ R
XJ
βδ
+RXIβδ R
Y J
νγ +R
Y I
βδ R
XJ
νγ

Gαβγδ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα

RXIγν R
XJ
βδ +R
Y I
γν R
Y J
βδ
+RXIβδ R
XJ
γν +R
Y I
βδ R
Y J
γν
+RXIγν R
Y J
δβ +R
Y I
γν R
XJ
δβ
+RXIδβ R
Y J
γν +R
Y I
δβ R
XJ
γν

Gαβγδ
− 1
2
∑
µναβγδλσ
S[Q]µν P˜µλPνσ

RXIαγ R
XJ
δβ +R
Y I
αγR
Y J
δβ
+RXIδβ R
XJ
αγ +R
Y I
δβ R
Y J
αγ
+RXIαγ R
Y J
βδ +R
Y I
αγR
XJ
βδ
+RXIβδ R
Y J
αγ +R
Y I
βδ R
XJ
αγ

Ξαβγδλσ
+
1
2
∑
µναβγδ
S[Q]µν P˜µαPνδ
(
D¯IJγβ + D¯
IJ
βγ
)
Gαβγδ
}
−
∑
µνiab
(
XIai X
Jb
i − Y Iai Y Jbi
)
CνaCµbS
A[Q]
µν
−
∑
µνija
(
XIai X
Ja
j − Y Iai Y Jaj
)
CνiCµjS
A[Q]
µν
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where D¯IJ represents the relaxed difference density matrix,
D¯IJµν ≡ DIJµν −
∑
aj
zaj (CµaCνj + CµjCνa) (5.51)
= DIJµν − (zµν + zνµ)
Before ending, we note that this formal expression (Eqn. 5.50) can be easily transformed to
the energy gradient when setting I = J . Also, Eqn. 5.50 can be derived from a Hellmann-
Feynman approach (just as for TDHF in Ref. 27). See Appendix A.4.
5.3. Comparison with finite-difference
In order to check our implementation of Eqns. 5.50–5.51 for TDDFT/RPA derivative cou-
plings, in Table 5.8 we compare the S1/S5 derivative coupling of formaldehyde calculated
directly from Eqn. 5.50 with the finite-difference data given by the formula below
〈ΨI |Ψ[Q]J 〉 ≈
〈ΨI(Q)|ΨJ(Q+ ∆Q)〉 − 〈ΨI(Q)|ΨJ(Q−∆Q)〉
2∆Q
(5.52)
where Q indexes the nuclear degree of freedom. To evaluate the overlaps in Eqn. 5.52, we
employ the pseudo-wavefunction ansatz in Ref. 27 and calculate the finite-different results
according to
〈ΨI |Ψ[Q]J 〉 ≈
〈X (Q)|X (Q+ ∆Q)〉 − 〈X (Q)|X (Q−∆Q)〉
2∆Q
(5.53)
−〈Y(Q)|Y(Q+ ∆Q)〉 − 〈Y(Q)|Y(Q−∆Q)〉
2∆Q
where we define
X ≡
∑
ia
XIai aˆ
†
aaˆi|ΦDFT〉 (5.54)
Y ≡
∑
ia
Y Iai aˆ
†
aaˆi|ΦDFT〉 (5.55)
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The quantum chemistry package Q-Chem [57,152] was used for all calculations. Three TDDFT
xc functionals (B3LYP, [153,154] ωB97, and ωB97X [155]) were tested using the 6-31G∗ basis
set. As shown in Table 5.8, our numerical results from Eqn. 5.50 matches the finite-difference
data with an error less than 10−4 a−10 for each xc functional, which validates our implemen-
tation of the TDDFT/RPA derivative couplings.
Table 5.8: Derivative couplings (in a−10 ) between the S1 and S5 states of formaldehyde
(HCHO) as computed by finite-difference (FD) and analytical theory (DC). Note that only
the components larger than 10−4 a−10 are listed here.
Degree of B3LYP ωB97 ωB97X
Freedom (Q) FD DC FD DC FD DC
Cy -0.88668 -0.88669 -0.84566 -0.84567 -0.85341 -0.85337
Hx -0.05466 -0.05470 -0.04737 -0.04739 -0.04945 -0.04946
Hy 0.10099 0.10099 0.09228 0.09224 0.09432 0.09433
Oy 0.41617 0.41620 0.39715 0.39715 0.39984 0.39989
5.4. Geometric Phase and Branching Plane for RPA Conical Intersections
The derivative couplings calculated above in Eqn. 5.50 were derived under several assump-
tions, especially the necessity of small Y terms, which allowed us to ignore and/or manipu-
late several terms in the derivation. To further justify our theory, we will now evaluate our
derivative couplings around a conical intersection and examine whether or not we recover
the correct properties, which is an essential criterion for any derivative coupling approach.
In particular, for the exact eigenstates of the Hamiltonian, the derivative couplings must
satisfy two criteria around a conical intersection: (i) the derivative couplings must be in the
branching plane; (ii) the derivative couplings must obey Berry’s phase.
To date, almost all examinations of Berry’s phase and branching planes have focused on
2×2 Hermitian Hamiltonians. [63,122] In our case, there are two slight complications because
(i) the Hamiltonian is not Hermitian and (ii) the Hamiltonian eigenstates come in pairs of
positive and negative energy.
Thus, whereas standard quantum chemistry considers a 2 × 2 Hermitian Hamiltonian for
two diabatic states, we must now consider a 4 × 4 non-Hermitian Hamiltonian with four
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diabatic states. In particular, for TDDFT/RPA, the non-Hermitian Hamiltonian
H =
 A B
−B −A
 (5.56)
around a conical intersection can be written as (to the first order),
H(R) =

ε− g ·R h ·R b11 ·R b12 ·R
h ·R ε+ g ·R b21 ·R b22 ·R
−b11 ·R −b12 ·R −ε+ g ·R −h ·R
−b21 ·R −b22 ·R −h ·R −ε− g ·R

(5.57)
Let the basis here be denoted as {|Ψ0I〉}, I = 1, 2, 3, 4. In this basis, g and h are the
matrix elements of A around the conical intersection point, ε is the (positive) energy of two
TDDFT/RPA states at the conical intersection point, and bij is a matrix representation of
B. The Hamiltonian has been expanded to first order in R.
We will now perform a series of linear transformations. Our first step is to propose a
branching plane. We propose that the branching plane should be spanned by the g and h
vectors. Let θ be the branching angle, θ = 0◦ in the g direction. Second, we rescale g and
h to make the norm of the gradient difference indistinguishable at every direction around
the conical intersection by taking g = ρcosθ and h = ρsinθ. Third, the A and −A matrix
blocks can be diagonalized everywhere in the branching plane and the Hamiltonian becomes
H(ρ, θ,R⊥) =

ε− ρ 0 b˜11(ρ, θ,R⊥) b˜12(ρ, θ,R⊥)
0 ε+ ρ b˜21(ρ, θ,R
⊥) b˜22(ρ, θ,R⊥)
−b˜11(ρ, θ,R⊥) −b˜12(ρ, θ,R⊥) −ε+ ρ 0
−b˜21(ρ, θ,R⊥) −b˜22(ρ, θ,R⊥) 0 −ε− ρ

(5.58)
≡ H0(ρ) + B˜(ρ, θ,R⊥) (5.59)
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where R⊥ denotes the coordinate perpendicular to the branching plane. By doing the
linear transformation, b˜ij linearly depends on ρ and/or R
⊥ and can be decomposed into
two components: b˜ij = ρ · b0ij + R⊥ · b⊥ij . Here b0ij lies in the branching plane and b⊥ij is
perpendicular to the branching plane. In Eqn. 5.59, H0 contains only the diagonal elements
(Eqn. 5.60) and B˜ contains only the off-diagonal elements of H (Eqn. 5.61).
H0(ρ) =

ε− ρ 0 0 0
0 ε+ ρ 0 0
0 0 −ε+ ρ 0
0 0 0 −ε− ρ

(5.60)
B˜(ρ, θ,R⊥) =

0 0 b˜11(ρ, θ,R
⊥) b˜12(ρ, θ,R⊥)
0 0 b˜21(ρ, θ,R
⊥) b˜22(ρ, θ,R⊥)
−b˜11(ρ, θ,R⊥) −b˜12(ρ, θ,R⊥) 0 0
−b˜21(ρ, θ,R⊥) −b˜22(ρ, θ,R⊥) 0 0

(5.61)
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Note that the basis {|Ψ˜0I〉} for Eqns. 5.58-5.61 depends on θ:
|Ψ˜01(θ)〉 = cos
θ
2

1
0
0
0

+ sin
θ
2

0
1
0
0

(5.62)
|Ψ˜02(θ)〉 = cos
θ
2

0
1
0
0

− sinθ
2

1
0
0
0

(5.63)
|Ψ˜03(θ)〉 = cos
θ
2

0
0
1
0

+ sin
θ
2

0
0
0
1

(5.64)
|Ψ˜04(θ)〉 = cos
θ
2

0
0
0
1

− sinθ
2

0
0
1
0

(5.65)
It is crucial to keep in mind that, in changing coordinates, we have performed only linear
transformations.
Because H is antisymmetric, we will need to construct the “left” and “right” eigenfunctions,
〈ΨLI | and |ΨRI 〉 of Eqn. 5.56:
〈ΨLI | ≡
(
XI −YI
)
, |ΨRI 〉 ≡
 XI
YI
 (5.66)
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where
〈ΨLI |H = ΩI〈ΨLI | (5.67)
H|ΨRI 〉 = ΩI |ΨRI 〉 (5.68)
We now assume that the elements of B (or B˜) are small compared with the diagonal elements
of A – this is consistent with the assumption that RPA is most accurate, the magnitude
of Y should be small. [7] In particular, we assume that
b˜ij
ε  1. Thus we can estimate the
energies (i.e. eigenvalues) of H. Using second order perturbation theory
E1 = ε− ρ+ |〈Ψ˜
0
3|B˜|Ψ˜01〉|2
2(ε− ρ) +
|〈Ψ˜04|B˜|Ψ˜01〉|2
2ε
(5.69)
= ε− ρ+O(B˜2) (5.70)
E2 = ε+ ρ+
|〈Ψ˜03|B˜|Ψ˜02〉|2
2ε
+
|〈Ψ˜04|B˜|Ψ˜02〉|2
2(ε+ ρ)
(5.71)
= ε+ ρ+O(B˜2) (5.72)
From this, we may conclude that the eigenvalues of H are the same as the eigenvalues of
H0 through O(ρ2) or O(ρR⊥) or O(R⊥2) (since B˜ linearly depends on ρ and/or R⊥) and
thus the g-h plane is indeed the correct branching plane.
Next, our second task is to consider the derivative couplings. We are interested in the first
two eigenstates with positive energy; these pseudo-wavefunctions can be expressed as (to
the first order),
|ΨR1 〉 = |Ψ˜01〉+
〈Ψ˜03|B˜|Ψ˜01〉
2(ε− ρ) |Ψ˜
0
3〉+
〈Ψ˜04|B˜|Ψ˜01〉
2ε
|Ψ˜04〉 (5.73)
|ΨR2 〉 = |Ψ˜02〉+
〈Ψ˜03|B˜|Ψ˜02〉
2ε
|Ψ˜03〉+
〈Ψ˜04|B˜|Ψ˜02〉
2(ε+ ρ)
|Ψ˜04〉 (5.74)
〈ΨL1 | = 〈Ψ˜01| − 〈Ψ˜03|
〈Ψ˜03|B˜|Ψ˜01〉
2(ε− ρ) − 〈Ψ˜
0
4|
〈Ψ˜04|B˜|Ψ˜01〉
2ε
(5.75)
〈ΨL2 | = 〈Ψ˜02| − 〈Ψ˜03|
〈Ψ˜03|B˜|Ψ˜02〉
2ε
− 〈Ψ˜04|
〈Ψ˜04|B˜|Ψ˜02〉
2(ε+ ρ)
(5.76)
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where {|Ψ0I〉} are the eigenstates of H0. Because {|Ψ˜0I〉} depend only on θ, it is clear that
our derivative couplings lie in the branching plane.
Finally, our third task is to compute exact direction of the derivative couplings. The
derivative coupling between two RPA states is
〈ΨL1 |
∂
∂Q
ΨR2 〉 = 〈Ψ˜01|
∂
∂Q
|Ψ˜02〉+O(B˜) +O(B˜2) (5.77)
where the latter two terms are the couplings contributed by B˜ matrix. Note that the O(B˜)
and O(B˜2) terms become infinitesimal in the vicinity of a conical intersection point so that
only the first term in Eqn. 5.77 gives a non-zero contribution to the derivative couplings
around a conical intersection.
〈ΨL1 |
∂
∂Q
ΨR2 〉 ≈ 〈Ψ˜01|
∂
∂Q
|Ψ˜02〉 (5.78)
From Eqns. 5.62–5.63 and 5.78, we may finally conclude that just as for CIS and TDDFT/TDA,
we can expect standard Berry’s phase behavior between two RPA states for a loop around
the conical intersection:
φ =
∮
C
〈ΨL1 |
∂
∂Q
|ΨR2 〉dQ ≈
∮
C
〈Ψ˜01|
∂
∂Q
|Ψ˜02〉dQ = pi (5.79)
We now want to emphasize that our approach for derivative couplings (in Eqn. 5.18) must
have the correct behavior around conical intersections. After all, we compute derivative cou-
plings by looking at the direct overlap of 〈XIai Φa[Q]i , −Y Iai Φa[Q]i | with |XJbj Φb[Q]j , Y Jbj Φb[Q]j 〉.
See for instance the finite-difference data in Table 5.8. Though there may be other ap-
proaches for derivative couplings that recover the correct physics around a CI, direct differ-
entiation is always guaranteed to work. Thus given that the TDHF or TDDFT/RPA deriva-
tive couplings should satisfy a topology and Berry’s phase constraint around a CI, Eqn. 5.79
is an excellent criterion by which we can judge the reasonability of TDHF or TDDFT/RPA
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derivative couplings (which is the direct analogue of the couplings in Eqn. 5.78).
5.5. Application to Protonated Formaldimine
To convince the reader that our approach does recover the correct behavior around a conical
intersection in practice, we now provide a numerical example: we study the S1/S2 conical
intersection for protonated formaldimine (CH2NH
+
2 ) as previously examined by Tavernelli
and co-workers. [130,132,133,176] The minimum crossing point between S1 and S2 excited singlet
states was determined using the penalty function approach of Mart´ınez et al. [73] We consider
both TDHF and TDDFT/RPA excited states and calculate their respective S1/S2 derivative
coupling around the conical intersection. All the calculations were carried out with 6-31G∗∗
basis set.
After the minimum crossing point was located, the branching plane of the S1/S2 conical
intersection of CH2NH
+
2 was obtained with the approach described in Ref. 28. The g
and h vectors are defined as follows: (i) define ~D(θ) as the energy gradient difference in
the branching plane at angle θ around the conical intersection point; (ii) g is defined as
~D(θmax) when θmax is the branching angle that maximizes ‖ ~D(θ)‖; (iii) h is defined as the
gradient difference with the minimum norm, ~D(θmin). A pair of rescaled vectors, x and y,
is then generated to be used as the coordinates for a loop on the branching plane (with the
norm of the gradient difference identical in every direction):
x =
1
‖g‖g (5.80)
y =
‖g‖
‖h‖2 h (5.81)
36 geometries around the conical intersection point were chosen at the distance r = 0.001A˚ [123]
to perform the derivative coupling calculation:
R(θ) = RCI + 0.001(xcosθ + ysinθ), θ = 0
◦, 10◦, 20◦, ..., 350◦ (5.82)
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where RCI is the coordinate of the conical intersection point. For a detailed explana-
tion of the TDHF derivative couplings, see Ref. 27. The ωB97X functional was used for
our TDDFT/RPA calculations. Previous studies by Tretiak and co-workers have shown
the significant contribution of orbital response for semi-empirical excited state - excited
state derivative couplings. [178] In order to assess the importance of such orbital response
terms (Θ[Q]) for RPA derivative couplings in this work, we computed the TDHF and
TDDFT/RPA derivative couplings with and without response:
1. Full-DC: complete derivative couplings given by Eqn. 5.50.
2. NR-DC: derivative couplings given by Eqn. 5.47 without Θ[Q] part.
5.5.1. Results
In Fig. 5.14, we plot the derivative coupling vectors for each point on the loop around the
conical intersection. As Fig. 5.14 shows, for both TDHF and TDDFT/RPA, the full-DC
vectors lie rigorously on the branching plane for all geometries computed. By contrast, the
NR-DC vectors do not reproduce the correct branching plane. The out-of-plane angle varies
from 1◦ to 15◦ for both TDHF and TDDFT/RPA. In Fig. 5.15, we project the derivative
coupling vectors onto the branching plane to get a clearer description of their behavior
around the conical intersection point. As can be seen from Fig. 5.15, the full-DC vectors
are perpendicular to the gradient difference direction and their magnitudes are identical for
each point on the loop. The NR-DC vectors, however, do not always point to the tangent
direction, nor do they show same magnitude for different points. The results indicate the
overwhelming necessity of taking the orbital response terms into consideration.
Using θ = 90◦ as an example, we visualize the full-DC derivative coupling vectors and the
gradient difference vectors for both methods in Fig. 5.16. While the gradient difference
vectors at the given geometry point perpendicularly to the molecular (CH2NH
+
2 ) plane, the
derivative coupling vectors lie rigorously in the (CH2NH
+
2 ) plane.
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(c) TDHF NR-DC (d) TDDFT NR-DC
Figure 5.14: CH2NH
+
2 S1/S2 derivative coupling vectors on the circular loop (r = 0.001A˚)
around the conical intersection point in the branching plane given by TDHF(left) and
TDDFT (right). 36 single-point calculations were performed.
Lastly, as demonstrated in Sec. 5.4, it is important to check the path integral of the derivative
coupling around the conical intersection point to see if it gives the correct Berry’s phase.
The path integral of the derivative coupling vectors is given by
φ =
∮
C
dIJ(R) · dR =
∫ 2pi
0
rdIJ(θ) · dθ ≈
36∑
i=1
rdIJ(θi) · δθi (5.83)
As shown in Table 5.9, both TDHF and TDDFT/RPA full-DC vectors reproduced the
expected Berry’s phase perfectly. The projected NR-DC vectors do not satisfy Eqn. 5.83
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(a) TDHF full-DC (b) TDDFT full-DC
x
y
x
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(c) TDHF NR-DC (d) TDDFT NR-DC
Figure 5.15: Projected derivative coupling vectors on the circular loop (r = 0.001A˚) around
the conical intersection point in the branching plane given by TDHF(left) and TDDFT
(right).
(though the error is not enormous). Overall, our calculations highlights the reasonability
of our analytic gradient theory for RPA derivative couplings as well as the non-negligible
role played by the orbital response terms.
5.6. The Chernyak-Mukamel expression and the transition density matrix according
to response theory
Before ending, we emphasize that the theoretical approach in this paper (leading up to
Eqn. 18) is consistent with the Chernyak-Mukamel (CM) equality near a crossing. The CM
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(a) TDHF gradient difference (b)TDDFT gradient difference
(c) TDHF derivative coupling (d) TDDFT derivative coupling
Figure 5.16: Derivative coupling and gradient difference vectors for protonated formaldimine
at θ = 90◦ given by TDHF (left) and TDDFT (right).
equality that the derivative couplings should take the form
dCMIJ =
1
ΩJ − ΩI
∑
pq
v[Q]pq γ
IJ
pq (5.84)
where γIJpq is the one-electron transition density matrix. Indeed, for the case of TDHF, Ref.
27 shows that our derivative coupling can be put in the form
dCBIJ =
1
ΩJ − ΩI
∑
pq
v[Q]pq Γ
IJ
pq (5.85)
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Table 5.9: Circulations of derivative coupling vectors around the S1/S2 conical intersection
point of protonated formaldimine. Note that only the full-DC recovers the correct Berry’s
phase for both TDHF and TDDFT.
Magnitudes (in units of pi)
Terms TDHF TDDFT
Full-DC 0.99975 0.99984
NR-DC(projected) 0.88373 0.93946
where ΓIJpq is given by
ΓIJpq =

−∑a(XJap XIaq + Y Iap Y Jaq ) for p, q ∈ occupied orbitals∑
i(X
Ip
i X
Jq
i + Y
Jp
i Y
Iq
i ) for p, q ∈ virtual orbitals
−12
∑
bi(A+B)
−1
qpibLbi for p ∈ virtual orbitals, q ∈ occupied orbitals
−12
∑
bi(A+B)
−1
pqibLbi for q ∈ virtual orbitals, p ∈ occupied orbitals
(5.86)
and L is the Lagrangian for TDHF orbital response. Near a crossing, Ref. 27 shows that
ΓIJij = γ
IJ
ij and Γ
IJ
aj + Γ
IJ
ja = γ
(1),IJ
aj + γ
(2),IJ
ja , provided that the transition density matrix
(γIJ) is computed with time-dependent response theory.
For the case of TDDFT/RPA, one finds that the same correspondence between our analytic
derivative couplings and the CM expression holds. The only difference between the case
of TDHF and the case of TDDFT is the fact that our Lagrangian is now the TDDFT
Lagrangian. In particular for the case of TDDFT, the γ
(1),IJ
aj and γ
(2),IJ
ja satisfy

 A B
B A
+ ∆E
 I 0
0 −I


 γ(1),IJ
γ(2),IJ
 = −
 L(1)
L(2)
 (5.87)
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where
L
(1)
bi =
∑
pq
GpbqiD
IJ
pq (5.88)
+
∑
jcd
[
(XIcj X
Jd
i + Y
Ic
j Y
Jd
i )Gcbjd + (X
Ic
j Y
Jd
i +X
Ic
j Y
Jd
i )Gcdjb
]
−
∑
jlc
[
(XIcj X
Jb
l + Y
Ic
j Y
Jb
l )Gclji + (X
Ic
j Y
Jb
l +X
Ic
j Y
Jb
l )Gcijl
]
+
∑
jlcd
[
(XIcj X
Jd
l + Y
Ic
j Y
Jd
l )Ξcljdbi + (X
Ic
j Y
Jd
l +X
Ic
j Y
Jd
l )Ξcdjlbi
]
L
(2)
bi =
∑
pq
GpbqiD
IJ
qp (5.89)
+
∑
jcd
[
(XIdi X
Jc
j + Y
Id
i Y
Jc
j )Gcbjd + (X
Id
i Y
Jc
j +X
Id
i Y
Jc
j )Gcdjb
]
−
∑
jlc
[
(XIbl X
Jc
j + Y
Ib
l Y
Jc
j )Gclji + (X
Ib
l Y
Jc
j +X
Ib
l Y
Jc
j )Gcijl
]
+
∑
jlcd
[
(XIdl X
Jc
j + Y
Id
l Y
Jc
j )Ξcljdbi + (X
Id
l Y
Jc
j +X
Id
l Y
Jc
j )Ξcdjlbi
]
and L
(1)
bi + L
(2)
bi = Lbi. In the end, we conclude that just as for the case of TDHF,
[27] our
TDDFT/RPA derivative couplings agree with the CM equality near an excited crossing
(∆E → 0) in the limit of an infinite atomic orbital basis.
5.7. Conclusion
We have developed an analytic gradient theory for the derivative couplings between TDDFT/RPA
excited states based on pseudo-wavefunctions. Our solution matches the first (time-independent)
formalism of Li and Liu, [177] but disagrees with the formalism of Tavernelli et al. [133] Our
final expressions have been implemented numerically and validated against finite-difference
for the S1/S5 derivative coupling of formaldehyde. For all three types of xc functionals
(B3LYP, ωB97, and ωB97X) checked, the difference between our result and the finite-
difference data is less than 10−4 a−10 .
To help justify our pseudo-wavefunction theory for both TDHF and TDDFT/RPA, we
first calculated the derivative couplings around the S1/S2 conical intersection of protonated
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formaldimine. The calculations showed that (i) the full-DC vectors recover the correct
branching plane as well as the right orientation for both methods; (ii) the full-DC vectors
perfectly reproduce the expected Berry’s phase behavior for a loop around the conical
intersection. We have also emphasized that orbital response is essential to recover these two
properties. Second, we have shown that our final expression is consistent with the Chernyak-
Mukamel equality and time-dependent response theory near an excited crossing. Looking
forward, it will be interesting to see how the derivative couplings presented here match with
analytical work based exclusively on response theory, i.e. the second formalism presented
by Li and Liu. [177] In the meanwhile, our derivative couplings should find immediate use in
nonadiabatic calculations and studies of electronic relaxation.
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CHAPTER 6 : First-Order Derivative Couplings between Excited States from
Adiabatic TDDFT Response Theory
This chapter was adapted from Ref. 179.
6.1. Introduction
In the past few decades, great efforts in the field of quantum chemistry have been expended
to study nonadiabatic processes. Going beyond the Born-Oppenheimer approximation,
nonadiabatic processes are ubiquitous and cover many interesting modern topics – includ-
ing charge transfer, electronic excitation quenching, and spin-forbidden transitions. And,
at the bottom, modeling most of these processes requires computing the derivative cou-
pling. [63,107,109–112]
Today, time-dependent density functional theory (TDDFT) [137,144,180,181] is a mainstay of
computational photochemistry. The popularity of TDDFT is owed to a compromise be-
tween accuracy and computational efficiency that holds up well in many (although not all)
applications. However, the evaluation of TDDFT derivative couplings is complicated by the
fact that interacting wavefunctions are inaccessible in TDDFT [182]. This led to a plethora
of approaches for evaluating both the ground-excited state couplings [129,134,136,145,171,172,183]
and excited-excited state couplings. [130,133,159,176,177,184] In 2010, Send and Furche solved
the ground-excited state problem definitively by relating the TDDFT derivative coupling
to a residue from linear response theory and calculating the residue in a finite atomic orbital
(AO) basis. [145] The resulting coupling reduces to the exact expression derived by Chernyak
and Mukamel [129] in the complete basis set limit, which guarantees convergence to the exact
result as better and better approximations to the time-dependent exchange-correlation (XC)
potential are used. These developments have enabled efficient TDDFT-based nonadiabatic
molecular dynamics simulations for systems in the first excited state . [185]
In this article, our focus will be exclusively on excited state-excited state couplings. In this
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case, TDDFT recovers the correct dimensionality of a conical intersection (CI) branching
plane [73,113,186] and should thus be even more useful. To our knowledge, there have been
three different proposed methods to evaluate TDDFT excited state derivative couplings.
First, Tavernelli et al proposed evaluating 〈ΨI | ∂∂RΨJ〉 = 1ΩJI 〈ΨI |∂F∂R |ΨJ〉, where F is a
generalized Kohn-Sham Fock operator and ΩJI is the energy gap between state J and state
I. In Refs. 104 and 159, we show that the Tavernelli formalism does not obey the correct
symmetries around a conical intersection, nor agree with the exact Chernyak-Mukamel
expression in the limit of infinite basis.1
A second approach is the direct differentiation of pseudo-wavefunctions that we offered in
Ref. 159. This approach is identical to what Li and Liu have recently called the equation-
of-motion (EOM) TDDFT derivative coupling. [177] While Li and Liu hypothesized this
approach based on differentiating the RPA particle-hole operator, we began by guessing a
TDDFT/TDHF ground state wavefunction of the form
|Ψ0〉 ≈
(
1 +
∑
I
XˆI Yˆ I
)
|ΨDFT〉 (6.1)
Here XˆI and Yˆ I are the excitation operators defined as
XˆI ≡
∑
ia
XIai aia
†
a (6.2)
Yˆ I ≡
∑
ia
Y Iai aia
†
a (6.3)
The derivative coupling vectors given by our pseudo-wavefunction ansatz recover the desired
behaviors near a conical intersection point, and agree with the Chernyak-Mukamel equality
in the limit of an infinite basis set near a conical intersection point.
Finally, the third approach is to calculate TDDFT derivative couplings via time-dependent
1It is worth noting that, although Refs. 130,133,176 do not produce the correct final derivative coupling,
Tavernelli et al did invoke the correct formalism for deriving such a derivative coupling (i.e. by comparing
many-body response theory with TD-DFT). Along the way, however, the authors incorrectly reduced the
derivative coupling to a simple one-electron operator between singly-excited auxiliary wavefunctions (via
Casida’s assignment).
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response theory. To date, this is the only known approach that can provide exact couplings
from TDDFT. An added advantage is the straightforward treatment of Pulay forces which
is essential when atom-centered basis sets are used. In July of 2014, Li and Liu presented an
abstract approach from time-dependent response theory for computing the excited states
derivative couplings which is applicable for TDDFT, but they did not present working
equations or any numerical investigations of the methodology. [177]
Our goal in this work is to provide a detailed derivation of TDDFT/RPA derivative couplings
from time-dependent response theory and to give working equations that can easily be
implemented. (Note that while the present article was under review, Li and Liu have
published a similar article exploring numerical examples that are in close agreement with
the present manuscript. [187]) Moreover, we will also compare our response theory derivative
couplings with those from a pseudo-wavefunction ansatz. (See also the submitted article by
Zhang and Herbert. [188])
An outline of this paper is as follows. In Sec. 6.2, we present a self-consistent derivation of
TDDFT/RPA derivative couplings from time-dependent response theory. In Sec. 6.3, we
present a numerical comparison of response theory results with our pseudo-wavefunction
results for two cases: (a) two electronic states near a conical intersection point and (b)
for two well-separated electronic states. In Sec. 6.4, we conclude. In Appendix A.5, we
provide some necessary definitions and in Appendix A.6, we demonstrate the equivalence
of response theory and pseudo-wavefunction derivative couplings near a CI point.
Unless otherwise specified, we use lowercase latin letters to denote spin molecular orbitals
(MO) (a, b, c, d for virtual orbitals, i, j, k, l,m for occupied orbitals, p, q, r, s, w for arbitrary
orbitals), Greek letters (α, β, γ, δ, λ, σ, µ, ν) denote AO’s. Many-electron excited states are
denoted by Ψ (with uppercase latin indices I, J). We use atomic units and set ~ = 1. Q
denotes nuclear coordinate and superscript [Q] denotes the differentiation with respect to
Q.
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6.2. Theory
Fig. 6.17 gives a summary of how derivative couplings can be calculated with response the-
ory. One calculates the second-order auxiliary coupling from exact many-body wavefunction
quantum mechanics with response theory according to a sum-over-states (SOS), and then
one calculates the matrix element with TDDFT. By comparing a given residue, one can
extract the derivative coupling.
2nd	  order	  Auxiliary	  
Coupling:	  C(2),[Q]
	  
Many-­‐body	  
wavefunc:on	  
quantum	  mechanics	  
	  
TDDFT	  
	  
Evaluated via 
Calculate the residue at poles 
ωα=ΩI and ωβ=−ΩJ 
General	  form	  of	  the	  
deriva:ve	  coupling	  
	  
Explicit	  expression	  
for	  the	  deriva:ve	  
coupling	  
	  
Figure 6.17: Summary for evaluating the TDDFT/RPA derivative coupling from time-
dependent response theory.
One might wonder if the thus obtained couplings are physical, because the time-dependent
Kohn-Sham system is fictitious. However, as long as the Chernyak-Mukamel expression for
the coupling is recovered in the infinite basis set limit, the couplings converge to the exact
result as better and better approximations are used.
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6.2.1. Exact many-body wavefunction quantum mechanics (nothing to do with TDDFT)
Zeroth-, first-, and second-order response of the exact, many-body wavefunc-
tion to a time-dependent field according to perturbation theory
Consider an electronic system with the perturbed Hamiltonian:
H = H0 + λH1(t) (6.4)
H1(t) =
∑
α
(V (α)eiωαt + V (α)∗e−iωαt) (6.5)
The time-dependent Schrodinger equation is:
H|Ψ(t)〉 = i ∂
∂t
|Ψ(t)〉 (6.6)
Here |Ψ(t)〉 is the exact time-dependent wavefunction for the perturbed system (to the
second-order), and can be expressed perturbatively as:
|Ψ(t)〉 = |Ψ(0)(t)〉+ λ|Ψ(1)(t)〉+ λ2|Ψ(2)(t)〉+ ... (6.7)
To construct |Ψ(t)〉 in terms of {|ΨI〉}, the eigenstates of H0, we take the following steps:
1. The zeroth-order wavefunction is obtained by turning off the field (V (α) → 0):
H0|Ψ(0)(t)〉 = i ∂
∂t
|Ψ(0)(t)〉 (6.8)
|Ψ(0)(t)〉 = e−iE0t|Ψ0〉 (6.9)
where |Ψ0〉 is the unperturbed ground state.
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2. The first-order wavefunction is obtained by equating all terms linear in λ on both
sides of Eqn. 6.6:
H1(t)|Ψ(0)(t)〉+H0|Ψ(1)(t)〉 = i ∂
∂t
|Ψ(1)(t)〉 (6.10)
Here the first-order wavefunction |Ψ(1)(t)〉 does not contain the contribution from |Ψ0〉
and can thus be expanded in the basis of eigenstates of H0 as follows
|Ψ(1)(t)〉 = e−iE0t
∑
I 6=0
b
(1)
I (t)|ΨI〉 (6.11)
where the first-order coefficient b
(1)
I (t) has the form
b
(1)
I (t) =
∑
α
W
(1)
I (ωα)e
iωαt +W
(1)
I (−ωα)e−iωαt (6.12)
Plugging Eqns. 6.9 and 6.11 into Eqn. 6.10, one has
e−iE0tH1(t)|Ψ0〉+ e−iE0t
∑
I 6=0
b
(1)
I (t)H0|ΨI〉 = i
∂
∂t
e−iE0t
∑
I 6=0
b
(1)
I (t)|ΨI〉 (6.13)
Left-multiplying by 〈ΨI | gives (after relabeling the indices)
〈ΨI |H1(t)|Ψ0〉+ ΩIb(1)I (t)− i
∂
∂t
b
(1)
I (t) = 0 (6.14)
where ΩI = EI − E0 is the excitation energy for state I. Now substituting b(1)I (t)
with the expression in Eqn. 6.12 and collecting the coefficient of eiωαt, one obtains the
expression for W
(1)
I (ωα)
W
(1)
I (ωα) = −
〈ΨI |V (α)|Ψ0〉
ΩI + ωα
(6.15)
W
(1)
I (−ωα) = −
〈ΨI |V (α)|Ψ0〉
ΩI − ωα (6.16)
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3. Second order: The second-order equation can be written as
H1(t)|Ψ(1)(t)〉+H0|Ψ(2)(t)〉 = i ∂
∂t
|Ψ(2)(t)〉 (6.17)
where |Ψ(2)(t)〉 is the second-order wavefunction with the expansion coefficient b(2)I (t)
|Ψ(2)(t)〉 = e−iE0t
∑
I 6=0
b
(2)
I (t)|ΨI〉 (6.18)
b
(2)
I (t) =
∑
αβ
[
W
(2)
I (ωα, ωβ)e
i(ωα+ωβ)t +W
(2)
I (ωα,−ωβ)ei(ωα−ωβ)t (6.19)
+W
(2)
I (−ωα, ωβ)ei(−ωα+ωβ)t +W (2)I (−ωα,−ωβ)ei(−ωα−ωβ)t
]
Similar to the first-order case, the following expression for W
(2)
I (ωα, ωβ) can be ob-
tained by comparing the coefficients of ei(ωα+ωβ)t
W
(2)
I (ωα, ωβ) =
1
ΩI + ωα + ωβ
(6.20)
×
∑
J 6=0
[
〈ΨJ |V (β)|Ψ0〉〈ΨI |V (β)|ΨJ〉
ΩJ + ωβ
+
〈ΨJ |V (α)|Ψ0〉〈ΨI |V (α)|ΨJ〉
ΩJ + ωα
]
Similar expression exists for W
(2)
I (ωα,−ωβ), etc.
Second-order auxiliary coupling
The second-order auxiliary coupling matrix element is defined as
C [Q],(2)(t) ≡ 〈Ψ(2)(t)| ∂
∂Q
Ψ(0)(t)〉+ 〈Ψ(0)(t)| ∂
∂Q
Ψ(2)(t)〉+ 〈Ψ(1)(t)| ∂
∂Q
Ψ(1)(t)〉(6.21)
≡ C [Q],(2)1 (t) + C [Q],(2)2 (t) + C [Q],(2)3 (t) (6.22)
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and we define
C [Q],(2)(t) ≡
∑
αβ
C˜ [Q],(2)(ωα, ωβ)e
i(ωα+ωβ) + C˜ [Q],(2)(ωα,−ωβ)ei(ωα−ωβ) (6.23)
+C˜ [Q],(2)(−ωα, ωβ)ei(−ωα+ωβ) + C˜ [Q],(2)(−ωα,−ωβ)ei(−ωα−ωβ)
Let us now show that, in most circumstances, the derivative coupling between state I and
state J can be found by evaluating the residue of C˜ [Q],(2)(ωα, ωβ) at poles ωα = ΩI and
ωβ = −ΩJ . To prove this statement, note that the first two terms in Eqn. 6.21, C [Q],(2)1 (t)
and C
[Q],(2)
2 (t) have residues at ωα = ±ΩJ and ωα + ωβ = ±ΩJ ; as such, these terms are
not expected to contribute to the pole of C˜ [Q],(2)(ωα, ωβ).
Therefore to isolate the derivative coupling, we will now focus on C
[Q],(2)
3 (t), which involves
only the first-order wavefunctions. According to Eqn. 6.11, the nuclear derivative of the
first-order wavefunction can be expressed as
∂
∂Q
|Ψ(1)(t)〉 = ∂
∂Q
e−iE0t
∑
I 6=0
b
(1)
I (t)|ΨI〉 (6.24)
= −iE[Q]0 t|Ψ(1)(t)〉+ e−iE0t
∑
J 6=0
b
(1),[Q]
J (t)|ΨJ〉 (6.25)
+e−iE0t
∑
J 6=0
b
(1)
J (t)|Ψ[Q]J 〉
C
[Q],(2)
3 (t) can be obtained after multiplying by 〈Ψ(1)(t)|
C
[Q],(2)
3 (t) = 〈Ψ(1)(t)| − iE[Q]0 t|Ψ(1)(t)〉+ e−iE0t
∑
I 6=0
〈Ψ(1)(t)|b(1),[Q]J (t)|ΨJ〉 (6.26)
+e−iE0t
∑
I 6=0
〈Ψ(1)(t)|b(1)J (t)|Ψ[Q]J 〉
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Inserting the SOS representation for the first-order wavefunction, one has
C
[Q],(2)
3 (t) =
∑
I,J 6=0
(
−iE[Q]0 tb(1)J (t) + b(1),[Q]I (t)e−iE0t
)
b
(1)∗
I (t)〈ΨI |ΨJ〉 (6.27)
+
∑
I,J 6=0
b
(1)∗
I (t)b
(1)
J (t)〈ΨI |Ψ[Q]J 〉
According to the orthogonality of {|ΨI〉},
C
[Q],(2)
3 (t) =
∑
I 6=0
b
(1)∗
I (t)
−iE[Q]0 tb(1)I (t) + b(1),[Q]I (t)e−iE0t +∑
J 6=0
b
(1)
J (t)〈ΨI |Ψ[Q]J 〉
(6.28)
When evaluating the residue of C˜
[Q],(2)
3 (ωα, ωβ) at poles ωα = ΩI and ωβ = −ΩJ , one finds
that only the last term in C
[Q],(2)
3 (t) contributes. Plugging in the expression of b
(1)∗
I (t) and
b
(1)
J (t), we find that C˜
[Q],(2)
3 (ωα, ωβ) can be written as (omitting the non-contributing part)
C˜
[Q],(2)
3 (ωα, ωβ) =
∑
I,J 6=0
〈Ψ0|V (α)(ωα)|ΨI〉〈ΨJ |V (β)(ωβ)|Ψ0〉
(ΩI − ωα)(ΩJ + ωβ) 〈ΨI |Ψ
[Q]
J 〉+ ... (6.29)
Thus, the residue of C˜
[Q],(2)
3 (ωα, ωβ) at poles ωα = ΩI and ωβ = −ΩJ is therefore
Res[C˜
[Q],(2)
3 (ωα, ωβ); ΩI ,−ΩJ ] = 〈Ψ0|V (α)(ωα)|ΨI〉〈ΨJ |V (β)(ωβ)|Ψ0〉〈ΨI |Ψ[Q]J 〉(6.30)
≡ V0IVJ0〈ΨI |Ψ[Q]J 〉 (6.31)
The final residue of the second-order auxiliary couplings is then just the residue of C˜
[Q],(2)
3 (ωα, ωβ)
Res[C˜ [Q],(2)(ωα, ωβ); ΩI ,−ΩJ ] = Res[C˜ [Q],(2)3 (ωα, ωβ); ΩI ,−ΩJ ] = V0IVJ0〈ΨI |Ψ[Q]J 〉 (6.32)
Up to this point, all of the above theory is simple time-dependent perturbation theory, and
we have discussed nothing having to do with TDDFT.
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6.2.2. TDDFT
As shown in the former section, a derivative coupling is related to the residue of the second-
order auxiliary coupling at certain frequencies according to perturbative time-dependent
quantum mechanics. In this section, we will derive an explicit expression for such a residue
via TDDFT.
First- and second-order TDKS orbitals
According to the usual TDDFT framework, the general eigenvalue equation for a closed
electronic system is
F |ΨDFT〉 = EDFT|ΨDFT〉 (6.33)
where |ΨDFT〉 is the non-interacting Kohn-Sham ground state with energy EDFT. Here
|ΨDFT〉 is
|ΨDFT〉 = |φ1φ2 . . . φn〉 (6.34)
where |φi〉 is the ith non-interacting Kohn-Sham (KS) orbital with energy εi. The Fock
operator is
Fpq = hpq +
∑
rs
〈φpφs|φqφr〉 γ(0)rs (6.35)
where γ
(0)
rs is the time-independent density matrix
γ(0)rs =
〈
ΨDFT|a†ras|ΨDFT
〉
=
∑
j
〈φr|φj〉 〈φj |φs〉 = δoccrs (6.36)
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Now when a time-dependent field is applied (as in Eqn. 6.6), the system is perturbed and
the time-dependent KS orbitals (denoted by |φ˜i〉) can be expanded as (to second-order)
|φ˜i(t)〉 = e−iεit
(
|φi〉+ |φ(1)i (t)〉+ |φ(2)i (t)〉
)
(6.37)
where |φ(1)i (t)〉 and |φ(2)i (t)〉 are first- and second-order orbital corrections, respectively. The
TDKS density matrix is
γ˜(t) =
∑
i
|φ˜i(t)〉〈φ˜i(t)| (6.38)
≡ γ(0) + γ˜(1)(t) + γ˜(2)(t) (6.39)
where
γ˜(1)(t) =
∑
i
(
|φi〉〈φ(1)i (t)|+ |φ(1)i (t)〉〈φi|
)
(6.40)
γ˜(2)(t) =
∑
i
(
|φ(2)i (t)〉〈φi|+ |φi〉〈φ(2)i (t)|+ |φ(1)i (t)〉〈φ(1)i (t)|+ |φ(1)i (t)〉〈φ(1)i (t)|
)
(6.41)
At this point, we want to express the first- and second-order orbital corrections in terms of
first- and second-order density matrices, γ˜(1)(t) and γ˜(2)(t). We perform this transformation
because the density matrices are the central objects in most TDDFT development. [14] Let
us define
γ˜(1)(t) ≡
∑
α
γ(1)(ωα)e
iωαt + γ(1)(−ωα)e−iωαt (6.42)
In the frequency domain, the first-order density matrix response is:
γ(1)(ω) =
∑
α
γ(1)(ωα)δ(ω − ωα) (6.43)
γ(1)(ωα) =
∑
ia
X˜ia(ωα)|φa〉〈φi|+ Y˜ia(ωα)|φi〉〈φa| (6.44)
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where X˜ia(ωα) and Y˜ia(ωα) are the virt-occ and occ-virt matrix elements of γ
(1)(ωα) re-
spectively. [14] If we substitute Eqns. 6.40 for γ˜(1)(t) and then sandwiching everything by
〈φj | and |φa〉, we find
〈φ(1)i (t)|φa〉 =
∑
aα
(
Y˜ia(ωα)e
iωαt + Y˜ia(−ωα)e−iωαt
)
(6.45)
Given that X˜ia(ωα) = Y˜
∗
ia(−ωα),2 one arrives at the final expression for the first-order
TDKS orbital correction:
|φ(1)i (t)〉 =
∑
aα
(
X˜ia(ωα)e
iωαt + X˜ia(−ωα)e−iωαt
)
|φa〉 (6.46)
Our next step is to deal with the second-order density matrix response γ(2) in order to get
the expression for the second-order orbital correction. The time-dependence of γ(2) is given
by
γ˜(2)(t) ≡
∑
αβ
γ(2)(ωα, ωβ)e
i(ωα+ωβ)t + γ(2)(ωα,−ωβ)ei(ωα−ωβ)t (6.47)
+γ(2)(−ωα, ωβ)ei(−ωα+ωβ)t + γ(2)(−ωα,−ωβ)ei(−ωα−ωβ)t
Sandwiching Eqn. 6.41 by occ and virt orbitals, one finds the different components of γ˜(2)(t)
1. occ-occ
γ˜
(2)
ij (t) = 2〈φi|φ(2)j (t)〉 (6.48)
2. occ-virt
γ˜
(2)
ia (t) = 〈φ(2)i (t)|φa〉 (6.49)
2This fact follows because γ˜(1)(t) is Hermitian; see Eqns. 1.37 and 1.35
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3. virt-occ
γ˜
(2)
ai (t) = 〈φa|φ(2)i (t)〉 (6.50)
4. virt-virt
γ˜
(2)
ab (t) = 〈φa|φ(1)i (t)〉〈φ(1)i (t)|φb〉+ 〈φa|φ(1)i (t)〉〈φ(1)i (t)|φb〉 (6.51)
From Eqn. 6.51, it is clear that the second-order orbital correction (|φ(2)i (t)〉) has no explicit
dependence on γ˜
(2)
ab (t). According to Eqns.6.48 and 6.49 (or 6.50), the expression for |φ(2)i (t)〉
is
|φ(2)i (t)〉 =
1
2
∑
j
γ˜
(2)
ij (t)|φj〉+
∑
a
γ˜
(2)
ai (t)|φa〉 (6.52)
=
1
2
∑
jαβ
[
γ
(2)
ij (ωα, ωβ)e
i(ωα+ωβ)t + γ
(2)
ij (ωα,−ωβ)ei(ωα−ωβ)t (6.53)
+γ
(2)
ij (−ωα, ωβ)ei(−ωα+ωβ)t + γ(2)ij (−ωα,−ωβ)ei(−ωα−ωβ)t
]
|φj〉
+
∑
aαβ
[
γ
(2)
ai (ωα, ωβ)e
i(ωα+ωβ)t + γ
(2)
ai (ωα,−ωβ)ei(ωα−ωβ)t
+γ
(2)
ai (−ωα, ωβ)ei(−ωα+ωβ)t + γ(2)ai (−ωα,−ωβ)ei(−ωα−ωβ)t
]
|φa〉
Auxiliary coupling matrix elements for the TDKS determinant
We are now prepared to evaluate the second-order auxiliary coupling using the perturbed
TDKS orbitals:
C
[Q],(2)
KS =
∑
j
(
〈φ(2)j (t)|φj [Q]〉+ 〈φj |φ(2)j (t)
[Q]〉+ 〈φ(1)j (t)|φ(1)j (t)
[Q]〉
)
(6.54)
≡ T1 + T2 + T3 (6.55)
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Note that the derivative of the exponential part e−iεit of φ˜i(t) (as shown in Eqn. 6.37) is
not included in the above expression since that term will have no effect on the final result
(which is easy to prove). We will now treat the three terms in C
[Q],(2)
KS separately.
1. T1:
∑
j〈φ(2)j (t)|φj [Q]〉 and T2:
∑
j〈φj |φ(2)j (t)
[Q]〉
To evaluate these terms, we plug in the expressions for |φ(2)j (t)〉 (Eqn. 6.52) and T1
becomes
T1 =
1
2
∑
ij
γ˜
(2)∗
ij (t)O
R[Q]
ij +
∑
aj
γ˜
(2)∗
aj (t)O
R[Q]
aj (6.56)
where we define the “right” spin-orbital derivative overlap O
R[Q]
pq the same way as in
Ref. 159.
OR[Q]pq ≡ 〈φpφ[Q]q 〉 (6.57)
=
(∑
µ
Cµp 〈µ|
)(∑
ν
|ν〉C [Q]νq +
∑
ν
∣∣∣ν[Q]〉Cνq) (6.58)
=
∑
µν
CµpSµνC
[Q]
νq +
∑
µν
CµpS
R[Q]
µν Cνq (6.59)
=
∑
µν
Cµp
(
SR[Q]µν −
1
2
S[Q]µν
)
Cνq −Θ[Q]pq (6.60)
≡
∑
µν
CµpS
A[Q]
µν Cνq −Θ[Q]pq (6.61)
Here Cµp denotes the MO coefficients; Θpq stands for an orbital rotation matrix;
S
[Q]
µν ≡ 〈µ|ν〉[Q] are meaningful overlap derivatives contributing to Pulay forces and
S
R[Q]
µν ≡ 〈µ|ν[Q]〉. SA[Q]µν ≡ SR[Q]µν − 12S
[Q]
µν = 〈µ|ν[Q]〉 − 12〈µ|ν〉[Q] are artificial matrix
elements that can be ignored if we introduce electron-translation factors. [148] (The
detailed derivation of O
R[Q]
pq can be found in Ref. 148 and see Appendix A.5 for precise
definitions.) The (ωα + ωβ) Fourier coefficient of T1 is
T 1 = 1
2
∑
ij
γ
(2)
ij (ωα, ωβ)O
R[Q]
ij +
∑
aj
γ
(2)
aj (ωα, ωβ)O
R[Q]
aj (6.62)
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where γ
(2)
ji (ωα, ωβ) and γ
(2)
ja (ωα, ωβ) correspond to the (ωα+ωβ) Fourier transforms of
γ
(2)
ji (t) and γ
(2)
ja (t), respectively. Similarly, the (ωα + ωβ) Fourier coefficient for T2 is
T 2 = 1
2
∑
j
γ
(2),[Q]
jj (ωα, ωβ) (6.63)
+
1
2
∑
ij
γ
(2)
ji (ωα, ωβ)O
R[Q]
ji +
∑
aj
γ
(2)
ja (ωα, ωβ)O
R[Q]
ja
2. T3:
∑
j〈φ(1)j (t)|φ(1)j (t)
[Q]〉
To evaluated this term, we plug in the expression for the first-order orbital corrections
(Eqn. 6.46) into T3. One finds
T3 =
∑
j
[∑
aγ
(
X˜ja(ωγ)e
iωγt + X˜ja(−ωγ)e−iωγt
)∗
×〈φa| ∂
∂Q
∑
bδ
(
X˜jb(ωδ)e
iωδt + X˜jb(−ωδ)e−iωδt
)
φb〉
]
(6.64)
Recall that X˜ia(ω) = Y˜
∗
ia(−ω) and it is easy to write down the (ωα + ωβ) Fourier
transform of T3
T 3 =
∑
ja
(
Y˜ja(ωα)X˜
[Q]
ja (ωβ) +
∑
b
Y˜ja(ωα)X˜jb(ωβ)O
R[Q]
ab (6.65)
+Y˜ja(ωβ)X˜
[Q]
ja (ωα) +
∑
b
Y˜ja(ωβ)X˜jb(ωα)O
R[Q]
ab
)
The total (ωα+ωβ) Fourier coefficient of the second-order auxiliary coupling given by
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TDDFT can thus be expressed as
T 1 + T 2 + T 3
=
∑
ij
γ
(2)
ij (ωα, ωβ)O
R[Q]
ij +
1
2
∑
j
γ
(2),[Q]
jj (ωα, ωβ) (6.66)
+
∑
jab
(
Y˜ja(ωα)X˜jb(ωβ) + Y˜ja(ωβ)X˜jb(ωα)
)
O
R[Q]
ab
+
∑
ja
(
γ
(2)
aj (ωα, ωβ)− γ(2)ja (ωα, ωβ)
)
O
R[Q]
aj
+
∑
ja
(
X˜
[Q]
ja (ωα)Y˜ja(ωβ) + X˜
[Q]
ja (ωβ)Y˜ja(ωα)
)
As a result of the idempotency of the Kohn-Sham density matrix, [14] the virt-virt and
occ-occ pieces of the second-order density matrix γ
(2)
ab (ωα, ωβ) satisfy (in the frequency
domain)
γ
(2)
ab (ωα, ωβ) =
∑
j
(X˜ja(ωα)Y˜jb(ωβ) + X˜ja(ωβ)Y˜jb(ωα)) (6.67)
γ
(2)
ij (ωα, ωβ) = −
∑
a
(X˜ja(ωα)Y˜ia(ωβ) + X˜ja(ωβ)Y˜ia(ωα)) (6.68)
If we apply these expressions to Eqn. 6.66, the total Fourier coefficient becomes
T 1 + T 2 + T 3
=
∑
ij
γ
(2)
ij (ωα, ωβ)O
R[Q]
ij +
∑
ab
γ
(2)
ab (ωα, ωβ)O
R[Q]
ab (6.69)
+
∑
ja
(
γ
(2)
aj (ωα, ωβ)− γ(2)ja (ωα, ωβ)
)
O
R[Q]
aj
+
1
2
∑
ja
[
X˜
[Q]
ja (ωα)Y˜ja(ωβ) + X˜
[Q]
ja (ωβ)Y˜ja(ωα)
−X˜ja(ωα)Y˜ [Q]ja (ωβ)− X˜ja(ωβ)Y˜ [Q]ja (ωα)
]
≡ O + XY (6.70)
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where we define
O ≡
∑
ij
γ
(2)
ij (ωα, ωβ)O
R[Q]
ij +
∑
ab
γ
(2)
ab (ωα, ωβ)O
R[Q]
ab (6.71)
+
∑
ja
(
γ
(2)
aj (ωα, ωβ)− γ(2)ja (ωα, ωβ)
)
O
R[Q]
aj
XY ≡ 1
2
∑
ja
[
X˜
[Q]
ja (ωα)Y˜ja(ωβ) + X˜
[Q]
ja (ωβ)Y˜ja(ωα) (6.72)
−X˜ja(ωα)Y˜ [Q]ja (ωβ)− X˜ja(ωβ)Y˜ [Q]ja (ωα)
]
Residues of the coefficient derivative terms
We must now evaluate the residues of the O and XY terms.
1. Residue of XY
We begin with the residue of the X˜(ωα) and Y˜ (ωα) derivatives. Start with the general
working equation for RPA,3

 A B
B A
+ ωα
 1 0
0 −1


 X˜(ωα)
Y˜ (ωα)
 = −
 V (α)
V (α)
 (6.73)
We note that X˜(ωα) and Y˜ (ωα) can be obtained by
 X˜(ωα)
Y˜ (ωα)
 = −

 A B
B A
+ ωα
 1 0
0 −1


−1 V (α)
V (α)
 (6.74)
3In Ref. 14, the sign of ωα is not consistent with the definitions of X˜(ωα) and Y˜ (ωα). In this work
we adopt the exact same formalism and nomenclature as in Ref. 14, but change the sign in front of ωα in
Eqn. 6.73 to be a plus sign to correct this earlier typo.
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According to Ref. 14, the inverse of the super matrix is equivalent to

 A B
B A
+ ωα
 1 0
0 −1


−1
=
∑
I
[
1
ΩI + ωα
 XI
YI
( XI YI )(6.75)
+
1
ΩI − ωα
 YI
XI
( YI XI )
]
Therefore, if V (α) = µ(α) (the dipole operator), X˜ and Y˜ can be expressed as
X˜ja(ωα) =
∑
I
(
XIaj µ
(α)
0I
ΩI + ωα
+
Y Iaj µ
(α)
I0
ΩI − ωα
)
(6.76)
Y˜ja(ωα) =
∑
I
(
Y Iaj µ
(α)
0I
ΩI + ωα
+
XIaj µ
(α)
I0
ΩI − ωα
)
(6.77)
Thus, the residues of X˜ and Y˜ at poles ωα = ΩI and ωβ = −ΩJ are
Res[X˜ja(ωα); ΩI ] = Y
Ia
j µ
(α)
I0 (6.78)
Res[Y˜ja(ωα); ΩI ] = X
Ia
j µ
(α)
I0 (6.79)
Res[X˜ja(ωα);−ΩJ ] = XJaj µ(α)0J (6.80)
Res[Y˜ja(ωα);−ΩJ ] = Y Jaj µ(α)0J (6.81)
and the derivatives of X˜ and Y˜ are
X˜
[Q]
ja (ωα) =
∑
I
[
X
Ia[Q]
j µ
(α)
0I +X
Ia
j µ
(α),[Q]
0I
ΩI + ωα
+
Y
Ia[Q]
j µ
(α)
I0 + Y
Ia
j µ
(α),[Q]
I0
ΩI − ωα (6.82)
−X
Ia
j µ
(α)
0I Ω
[Q]
I
(ΩI + ωα)2
− Y
Ia
j µ
(α)
I0 Ω
[Q]
I
(ΩI − ωα)2
]
Y˜
[Q]
ja (ωα) =
∑
I
[
Y
Ia[Q]
j µ
(α)
0I + Y
Ia
j µ
(α),[Q]
0I
ΩI + ωα
+
X
Ia[Q]
j µ
(α)
I0 +X
Ia
j µ
(α),[Q]
I0
ΩI − ωα (6.83)
−Y
Ia
j µ
(α)
0I Ω
[Q]
I
(ΩI + ωα)2
− X
Ia
j µ
(α)
I0 Ω
[Q]
I
(ΩI − ωα)2
]
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where µ
(α)
0I =
∑
ja(X
Ia
j + Y
Ia
j )V
(α)a
j . We can now write down the residue of XY at
the poles ωα = ΩI and ωβ = −ΩJ :
Res[XY; ΩI ,−ΩJ ]
=
1
2
∑
ja
[(
Y
Ia[Q]
j µ
(α)
I0 + Y
Ia
j µ
(α),[Q]
I0
)
Y Jaj µ
(β)
0J (6.84)
+
(
X
Ja[Q]
j µ
(β)
0J +X
Ja
j µ
(β),[Q]
0J
)
XIaj µ
(α)
I0
−Y Iaj µ(α)I0
(
Y
Ja[Q]
j µ
(β)
0J + Y
Ja
j µ
(β),[Q]
0J
)
−XJaj µ(β)0J
(
X
Ia[Q]
j µ
(α)
I0 +X
Ia
j µ
(α),[Q]
I0
)]
=
1
2
∑
ja
[(
XIaj X
Ja
j − Y Iaj Y Jaj
) (
µ
(α)
I0 µ
(β),[Q]
0J − µ(α),[Q]I0 µ(β)0J
)
(6.85)
+
(
XIaj X
Ja[Q]
j − Y Iaj Y Ja[Q]j −XIa[Q]j XJaj + Y Ia[Q]j Y Jaj
)
µ
(α)
I0 µ
(β)
0J
]
Recalling the orthogonality condition,
∑
ja
(
XIaj X
Ja
j − Y Iaj Y Jaj
)
= δIJ (6.86)
we find that the first term in Eqn. 6.85 vanishes. Taking the derivative on each side
of Eqn. 6.86, one finds (for I 6= J)
∑
ja
(
X
Ia[Q]
j X
Ja
j − Y Ia[Q]j Y Jaj +XIaj XJa[Q]j − Y Iaj Y Ja[Q]j
)
= 0 (6.87)
∑
ja
(
−XIa[Q]j XJaj + Y Ia[Q]j Y Jaj
)
=
∑
ja
(
XIaj X
Ja[Q]
j − Y Iaj Y Ja[Q]j
)
(6.88)
Plugging Eqn. 6.88 into Eqn. 6.85 and taking out the first term, we get the final result
for the residue of XY
Res[XY; ΩI ,−ΩJ ] =
∑
ja
(
XIaj X
Ja[Q]
j − Y Iaj Y Ja[Q]j
)
µ
(α)
I0 µ
(β)
0J (6.89)
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2. Residue of O
The residues of the occ-occ and virt-virt part inO are straightforward. Using Eqns. 6.78
– 6.81, the residues of the occ-occ and virt-virt parts at ωα = ΩI and ωβ = −ΩJ are
just
Res[
∑
ij
γ
(2)
ij (ωα, ωβ)O
R[Q]
ij ; ΩI ,−ΩJ ]
= −
∑
ija
(
XIai X
Ja
j + Y
Ia
j Y
Ja
i
)
O
R[Q]
ij µ
(α)
I0 µ
(β)
0J (6.90)
Res[
∑
ab
γ
(2)
ab (ωα, ωβ)O
R[Q]
ab ; ΩI ,−ΩJ ]
=
∑
abj
(
XIbj X
Ja
j + Y
Ia
j Y
Jb
j
)
O
R[Q]
ab µ
(α)
I0 µ
(β)
0J (6.91)
For the virt-occ (γ
(2)
vo (ωα, ωβ)) and occ-virt (γ
(2)
ov (ωα, ωβ)) pieces of the second-order
density matrix, these matrix elements must satisfy

 A B
B A
+ (ωα + ωβ)
 I 0
0 −I


 γ(2)vo (ωα, ωβ)
γ
(2)
ov (ωα, ωβ)
 = −
 L˜vo(ωα, ωβ)
L˜ov(ωα, ωβ)
(6.92)
See Appendix A.6.1 for explicit expressions of L˜vo(ωα, ωβ) and L˜
ov(ωα, ωβ). Note
that L˜vo(ωα, ωβ) and L˜
ov(ωα, ωβ) are bilinear in X˜ja(ωα) and Y˜ja(ωβ)
[14] (or some
permutations thereof.)
The residue of γ
(2)
vo (ωα, ωβ) and γ
(2)
ov (ωα, ωβ) at ωα = ΩI and ωβ = −ΩJ are γvoIJ and
γovIJ , with
 γvoIJ
γovIJ
 = −

 A B
B A
+ ΩJI
 I 0
0 −I


−1 LvoIJ
LovIJ
 (6.93)
LvoIJ and L
ov
IJ are the virt-occ and occ-virt Lagrangians, L
vo
IJ = Res[L˜
vo(ωα, ωβ); ΩI ,−ΩJ ]
and LovIJ = Res[L˜
ov(ωα, ωβ); ΩI ,−ΩJ ] (see Appendix A.6.1 for explicit expressions).
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Thus the overall residue of O can be written as
Res[O; ΩI ,−ΩJ ] =
[
−
∑
ija
(
XIai X
Ja
j + Y
Ia
j Y
Ja
i
)
O
R[Q]
ij (6.94)
+
∑
abj
(
XIbj X
Ja
j + Y
Ia
j Y
Jb
j
)
O
R[Q]
ab
+
∑
ja
(γvoIJ − γovIJ)aj OR[Q]aj
]
µ
(α)
I0 µ
(β)
0J
6.2.3. Final expression for TDDFT derivative couplings
Thus, the total residue for the (ωα + ωβ) Fourier transform of the auxiliary couplings
obtained from TDDFT is
Res[O + XY; ΩI ,−ΩJ ] =
[ ∑
ja
(
XIaj X
Ja[Q]
j − Y Iaj Y Ja[Q]j
)
(6.95)
−
∑
ija
(
XIai X
Ja
j + Y
Ia
j Y
Ja
i
)
O
R[Q]
ij
+
∑
abj
(
XIbj X
Ja
j + Y
Ia
j Y
Jb
j
)
O
R[Q]
ab
+
∑
ja
(γvoIJ − γovIJ)aj OR[Q]aj
]
µ
(α)
I0 µ
(β)
0J
Comparing Eqns. 6.31 and 6.95, we can write down the Response Theory derivative coupling
between state I and state J (dRTIJ )
〈ΨI |Ψ[Q]J 〉 =
∑
ia
(
XIai X
Ja[Q]
i − Y Iai Y Ja[Q]i
)
(6.96)
−
∑
ija
(
XIai X
Ja
j + Y
Ia
j Y
Ja
i
)
O
R[Q]
ij
+
∑
abj
(
XIbj X
Ja
j + Y
Ia
j Y
Jb
j
)
O
R[Q]
ab
+
∑
ja
(γvoIJ − γovIJ)aj OR[Q]aj
≡ dRTIJ (6.97)
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Comparing dRTIJ with our derivative coupling based on a pseudo-wavefunction ansatz (d
PW
IJ ,
Eqns. 18 and 24 in Ref. [159] ), we find that the difference between two approaches is no
more than
dRTIJ = d
PW
IJ +
∑
ja
(γvoIJ − γovIJ)aj OR[Q]aj (6.98)
This result agrees with the recent work by Li and Liu. [177] Plugging in the final expression
for dPWIJ (Eqn. 47 in Ref. 159) and the expression of O
R[Q]
aj given by Eqn. 6.61, one can write
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down dRTIJ in a finite AO basis as
〈ΨI |Ψ[Q]J 〉 =
1
ΩJI
{∑
µν
DIJµν h˜
[Q]
µν (6.99)
+
∑
µνλσ

 RXIµλRXJσν +RY IµλRY Jσν
+RXIµλR
Y J
νσ +R
Y I
µλR
XJ
νσ
 G˜[Q]µνλσ +DIJµλPσνΠ[Q]µνλσ

− 1
2
∑
αβµν
S[Q]µν P˜µα
(
DIJβν +D
IJ
νβ
)
Fαβ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα

RXIνγ R
XJ
δβ +R
Y I
νγ R
Y J
δβ
+RXIδβ R
XJ
νγ +R
Y I
δβ R
Y J
νγ
+RXIνγ R
Y J
βδ +R
Y I
νγ R
XJ
βδ
+RXIβδ R
Y J
νγ +R
Y I
βδ R
XJ
νγ

Gαβγδ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα

RXIγν R
XJ
βδ +R
Y I
γν R
Y J
βδ
+RXIβδ R
XJ
γν +R
Y I
βδ R
Y J
γν
+RXIγν R
Y J
δβ +R
Y I
γν R
XJ
δβ
+RXIδβ R
Y J
γν +R
Y I
δβ R
XJ
γν

Gαβγδ
− 1
2
∑
µναβγδλσ
S[Q]µν P˜µλPνσ

RXIαγ R
XJ
δβ +R
Y I
αγR
Y J
δβ
+RXIδβ R
XJ
αγ +R
Y I
δβ R
Y J
αγ
+RXIαγ R
Y J
βδ +R
Y I
αγR
XJ
βδ
+RXIβδ R
Y J
αγ +R
Y I
βδ R
XJ
αγ

Ξαβγδλσ
+
1
2
∑
µναβγδ
S[Q]µν P˜µαPνδ
(
DIJγβ +D
IJ
βγ
)
Gαβγδ
}
−
∑
µνiab
(
XIai X
Jb
i − Y Iai Y Jbi
)
CνaCµbS
A[Q]
µν
−
∑
µνija
(
XIai X
Ja
j − Y Iai Y Jaj
)
CνiCµjS
A[Q]
µν
+
∑
ja
(γvoIJ − γovIJ)aj
∑
µν
CµaCνjS
A[Q]
µν
−
∑
ja
[
(γvoIJ − γovIJ)aj +
1
ΩJI
Laj
]
Θ
R[Q]
aj
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After simplifying the orbital response (i.e. those terms involving Θ
R[Q]
aj in the last line of
Eqn. 6.99; see Appendix A.6.2 for details), and invoking the “z-vector” trick, [151] the final
TDDFT/RPA derivative coupling between state I and state J given by response theory is
then
〈ΨI |Ψ[Q]J 〉 =
1
ΩJI
{∑
µν
DIJµν h˜
[Q]
µν (6.100)
+
∑
µνλσ

 RXIµλRXJσν +RY IµλRY Jσν
+RXIµλR
Y J
νσ +R
Y I
µλR
XJ
νσ
 G˜[Q]µνλσ +DIJµλPσνΠ[Q]µνλσ

− 1
2
∑
αβµν
S[Q]µν P˜µα
(
DIJβν +D
IJ
νβ
)
Fαβ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα

RXIνγ R
XJ
δβ +R
Y I
νγ R
Y J
δβ
+RXIδβ R
XJ
νγ +R
Y I
δβ R
Y J
νγ
+RXIνγ R
Y J
βδ +R
Y I
νγ R
XJ
βδ
+RXIβδ R
Y J
νγ +R
Y I
βδ R
XJ
νγ

Gαβγδ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα

RXIγν R
XJ
βδ +R
Y I
γν R
Y J
βδ
+RXIβδ R
XJ
γν +R
Y I
βδ R
Y J
γν
+RXIγν R
Y J
δβ +R
Y I
γν R
XJ
δβ
+RXIδβ R
Y J
γν +R
Y I
δβ R
XJ
γν

Gαβγδ
− 1
2
∑
µναβγδλσ
S[Q]µν P˜µλPνσ

RXIαγ R
XJ
δβ +R
Y I
αγR
Y J
δβ
+RXIδβ R
XJ
αγ +R
Y I
δβ R
Y J
αγ
+RXIαγ R
Y J
βδ +R
Y I
αγR
XJ
βδ
+RXIβδ R
Y J
αγ +R
Y I
βδ R
XJ
αγ

Ξαβγδλσ
+
1
2
∑
µναβγδ
S[Q]µν P˜µαPνδ
(
DIJγβ +D
IJ
βγ
)
Gαβγδ
}
−
∑
µνiab
(
XIai X
Jb
i − Y Iai Y Jbi
)
CνaCµbS
A[Q]
µν −
∑
µνija
(
XIai X
Ja
j − Y Iai Y Jaj
)
CνiCµjS
A[Q]
µν
+
∑
ja
(γvoIJ − γovIJ)aj
∑
µν
CµaCνjS
A[Q]
µν −
1
2ΩJI
∑
bi
(γvoIJ + γ
ov
IJ)biM
[Q]
bi
123
All terms in Eqns. 6.99 and 6.100 are defined in Appendix A.5. This final expression for
dRTIJ is very similar to the one for d
PW
IJ except for the orbital response terms and the (rather
meaningless) S
A[Q]
µν terms.
6.2.4. Spurious poles of the adiabatic TDDFT derivative couplings
Despite the appeal of response theory, a crucial aspect of Eqn. 6.100 is unphysical. Consider
again Eqn. 6.92, where we solve for the relaxed part of the second-order density matrix
response, γ
(2)
vo (ωα, ωβ) and γ
(2)
ov (ωα, ωβ). Because L˜
vo(ωα, ωβ) and L˜
ov(ωα, ωβ) are bilinear
in X˜ja(ωα) and Y˜ja(ωβ) (or some permutations thereof), the pole structure of γ
(2)
vo (ωα, ωβ)
(or γ
(2)
ov (ωα, ωβ)) is of the form
γ
(2)
aj (ωα, ωβ) =
∑
Kbi
XKaj
[
XKbi L˜
vo
bi (ωα, ωβ) + Y
Kb
i L˜
ov
bi (ωα, ωβ)
]
ΩK + ωα + ωβ
+ ... (6.101)
=
∑
IJKbi
XKaj
[
XKbi L
vo
bi + Y
Kb
i L
ov
bi
]
(ΩI − ωα)(ΩJ + ωβ)(ΩK + ωα + ωβ) + ... (6.102)
where, again, LvoIJ = Res[L˜
vo(ωα, ωβ); ΩI ,−ΩJ ] and LovIJ = Res[L˜ov(ωα, ωβ); ΩI ,−ΩJ ] (see
Appendix A.6.1 for explicit expressions). Thus, for adiabatic TDDFT, γ
(2)
vo (ωα, ωβ) (or
γ
(2)
ov (ωα, ωβ)) contains products of three poles, which is at variance with the pole structure
of the exact time-dependent density response–the latter containing at most products of two
poles. The existence of such spurious poles appears to have been recognized previously
by Dalgaard [189] in the case of TDHF response theory. We can expect these terms to be
problematic when ±ΩK + ΩI − ΩJ = 0, where ΩK is any excitation energy; at such a
geometry, Eqn. 6.92 cannot be inverted and the interstate transition density matrix will
diverge. To see this effect, a numerical example will be given in Sec. 6.3.2. Note that Li
and Liu independently came to the exact same conclusion in their concurrent paper. [187]
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6.3. Numerical Examples
6.3.1. S1/S2 conical intersection of protonated formaldimine
To investigate the derivative couplings (dRTIJ ) derived above, we now study two sample
cases: (a) a conical intersection when ΩJI → 0 and (b) the case of two well separated
electronic states (ΩJI  0). In a previous study, [159] we explored the S1/S2 derivative
coupling of protonated formaldimine (CH2NH
+
2 ) near its S1/S2 conical intersection point
and we showed that the derivative coupling vectors obtained from the direct differentiating
our pseudo-wavefunction ansatz recover all the desired properties along a loop around the
conical intersection point: (i) the derivative couplings lie rigorously on the branching plane
and are perpendicular to the energy difference gradient direction; (ii) their magnitudes are
identical everywhere on the loop in the proper coordinate system; (iii) the path integral
gives the Berry’s phase. In this work we will reexamine this molecule as an example to
show that the derivative couplings for TDDFT/RPA response theory are identical to those
for a pseudo-wavefunction ansatz near the conical intersection point.
We numerically implemented Eqn. 6.100 in Q-Chem [57,152] and ωB97X/6-31G∗∗ is used to
get both dRTIJ and d
PW
IJ between S1 and S2 of CH2NH
+
2 . Taking the g direction as an
example, we gradually increased the distance moved away from the conical intersection
point and computed both derivative couplings at various distances. Then we compared the
norm and the direction for two derivative coupling vectors computed at every distance. As
shown in Fig. 6.18, the agreement between the two approaches is very good up to a large
distance from the conical intersection point. The relative error for the norm is less than 5%
and the angle between two vectors is less than 1.5◦. We also plot the S1/S2 energy gap with
respect to the distance in Fig. 6.19 for reference. As the distance increased from 0.001 A˚
to 0.2 A˚ to the conical intersection point, the energies of S1 and S2 become 4eV separated.
Even with such a large energy gap, the derivative couplings given by these two different
approaches are just about indistinguishable.
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Figure 6.18: (a) the norm ratio
‖dRTIJ ‖
‖dPWIJ ‖
and (b) the angle
dRTIJ ·dPWIJ
‖dRTIJ ‖‖dPWIJ ‖
between CH2NH
+
2 S1/S2
derivative coupling vectors given by a pseudo-wavefunction ansatz and response theory at
various distances to the conical intersection point.
6.3.2. S1/S4 TDHF derivative coupling of LiH
As we have shown in the previous example, the RPA derivative coupling obtained from the
original response theory and our direct differentiation of a pseudo-wavefunction ansatz are
practically equivalent near a conical intersection point (and pretty far away too).
We now study the opposite case: two well-separated electronic states. LiH is used as the test
system and its TDHF S1/S4 derivative coupling at different bond lengths is computed with
a 6-31G∗ basis for both approaches. In Fig. 6.20 we plot the absolute value of the derivative
coupling with respect to the z direction of Li atom, using both our direct differentiation of
pseudo-wavefunction ansatz and response theory. Relative energies of S0, S1, and S4 are
plotted in Fig. 6.21 as reference.
As shown in Fig. 6.20, when the bond length is increased from 1 A˚ to 3 A˚, both S1/S4
TDHF derivative couplings of LiH usually behave similarly. Near 1.9 A˚, however, the two
couplings behave completely differently. While dPW14 has a relatively consistent value in this
range, dRT14 changes dramatically in magnitude. This abnormal behavior of d
RT
14 is not hard
to explain if we analyze the S0, S1, and S4 relative energies of LiH. As shown in Fig. 6.21,
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Figure 6.19: Relative energies for S0, S1, and S2 states of CH2NH
+
2 versus the distance
moved from the conical intersection point.
on the left, the potential energy curves of these three states are smooth and there is no
crossing when the bond length changes. However on the right, we plot the two energy gaps,
Ω10 and Ω41. One can see that the two energy gaps cross when the bond length ≈ 1.9 A˚,
which is exactly the case where the derivative coupling from response theory is expected to
be unphysical.
6.4. Conclusion
In this paper, we have presented a detailed derivation for the RPA derivative couplings
based on response theory. The final expression has been implemented in Q-Chem and we
have compared the resulting derivative couplings with those based on a pseudo-wavefunction
ansatz (as obtained in our previous studies [27,159]). For small energy gaps between the two
excited states, i.e., close to a conical intersection, both sets of derivative couplings are
identical up to an antisymmetric overlap term, see Appendix A.6.2.
However, when the energy difference between two excited states equals the excitation energy
of a third excited state, the derivative couplings from adiabatic TDDFT response theory
exhibit a spurious pole. This unphysical behavior appears to be a consequence of an incor-
rect pole structure of quadratic and higher-order frequency dependent response properties
127
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 32
3
4
5
6
7
8
9
10
Bond length/Angstrom
|d I
J|/e
V
 
 
PWDC
RTDC
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 30
1
2
3
4
5
6
7
Bond length/Angstrom
Lo
g(d
IJ
)/e
V
 
 
PWDC
RTDC
(a) (b)
Figure 6.20: S1/S4 TDHF derivative coupling elements for LiH obtained from a pseudo-
wavefunction ansatz (PWDC) and response theory (RTDC) as a function of bond length.
In (a), we use a linear scale and in (b), we use a logarithm scale. Note that the two methods
basically agree except at 1.9 A˚, where RTDC diverges. The absolute value of the derivative
coupling with respect to Liz coordinate is plotted.
within the adiabatic approximation, [180] which neglects frequency dependence in the XC
kernel and its derivatives. This incorrect analytical behavior also calls into question the
validity of the adiabatic approximation for other non-linear response properties such as
state-to-state transition moments and even non-linear polarizabilities. For TDHF response
theory, which has the same analytical structure as adiabatic TDDFT, this problem has been
discussed before, [189] but its consequences for excited-state properties appear to have been
largely ignored. Li and Liu have independently come to the same realization. [187]
An important conclusion of this work is thus that the adiabatic approximation of TDDFT
is less robust for higher-order non-linear response properties than it has been generally as-
sumed. The development of practical frequency-dependent XC kernels beyond the adiabatic
approximation is also essential for states with double excitation character. [190]
A remedy of the spurious divergence is to evaluate the relaxed part of the transition density
matrix at frequency zero instead of ΩJI in Eqn. A.67. This is exact at a conical intersection,
where the couplings are largest, and recovers the previously proposed pseudo-wavefunction
approximation up to an antisymmetric overlap term. Thus, in the absence of better XC
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Figure 6.21: (a) relative energies for S0, S1, and S4 states and (b) energy gaps between
these three states of LiH as a function of bond length. (Ω10 = Ω1 − Ω0, Ω41 = Ω4 − Ω1.)
kernels, the pseudo-wavefunction approximation to the couplings may be the best available
option for computing excited state to excited state couplings in a TDDFT framework.
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CHAPTER 7 : A Comparison between GW and Wave-Function Based Approaches:
Calculating the Ionization Potential and Electron Affinity for 1D
Hubbard Chains
This chapter was adapted from Ref. 191.
7.1. Introduction
Calculations of the charged properties of materials have long been one of the major chal-
lenging goals in molecular systems and condensed matter physics. For a many-electron
system, the Hamiltonian is given by
H =
∑
i
[
− 1
2
∇2(ri) + V (ri)
]
+
1
2
∑
i 6=j
1
|ri − rj | (7.1)
where V is a local external potential caused by nuclear-electronic coupling. Because of
the last term in Eqn. 7.1, which describes the Coulomb interaction between electrons, it
is exponentially difficult to diagonalize an N -body Hamiltonian exactly. Of course, many
approximate, mean-field theories have been developed within the single-particle approxi-
mation for the Coulomb term, which allow one to estimate the properties of large systems
analytically. (A good review can be found in Ref. 7.) For instance, one can treat electrons
as essentially non-interacting particles in theories such as the Hartree approximation or the
Hartree-Fock (HF) approximation [192] so that the Hamiltonian becomes straightforward to
solve.
When the Coulombic interactions are large and the picture of independent electrons breaks
down, [193] electronic screening can no longer be neglected. One the one hand, quantum
chemistry has traditionally sought either (i) improved exchange-correlation kernels within
density-functional theory (DFT) or (ii) optimal wave-function ansatzes. [19–22] For example,
for several recent decades, quantum chemists were focused on local correlation techniques
to calculate ground state properties. [194–199] On the other hand, condensed matter theorists
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usually treat correlated electrons (or holes) as approximately independent quasiparticles and
correlation effects are addressed through many-body perturbation theory (MBPT) in terms
of the self-energy of the quasiparticles. [23–25] In the framework of Green’s functions, [8,200]
the GW method is known to be the simplest working approximation for calculations of the
self-energy. [201–207]
We believe that there has not yet been enough work been done comparing the behavior
of the GW method (which is popular in the physics community) and wave-function based
approaches (which are popular in the chemistry community) regarding the calculation of
the ionization potential and electron affinity. This statement excludes recent works by (i)
Bruneval et al, who compared GW againt DFT and HF for atoms and molecules; [208,209]
and (ii) McClain et al, who calculated the spectral function of the uniform electron gas via
ab initio coupled-cluster theory and compared against GW . [210] Notwithstanding Refs. 208
– 210, one difficulty in assessing different methodologies is the difficulty calculating exact
benchmarks for ionization potentials and electron affinities.
With this background in mind, here we will calculate the electron affinities and ionization
potentials for a set of 1D Hubbard chains [211] with either eight or ten sites and different
possible site energies using exact diagonalization of the full Hamiltonian. Thereafter, ap-
proximate results can be evaluated for accuracy according to both the GW method and var-
ious wave-function based quantum chemistry approaches. We analyze three different types
of systems: metallic systems, doped systems, and molecular (semiconducting/insulating)
systems. While the original GW method is a computationally expensive self-consistent
method, we will follow the so-called G0W0 procedure proposed by Hybertsen and Louie in
1986 [212] and perform a first-order perturbative calculation.
An outline of this paper is as follows. In Sec. 7.2, we briefly review our model system and
the methodologies applied in the calculation, both wave-function based approaches and the
GW method. In Sec. 7.3, we compare results given by the approximate methods versus
the exact values for three different types of systems. In Sec. 7.4, we discuss our results. In
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Sec. 7.5, we conclude.
Unless otherwise specified, we use lowercase latin letters to denote spin molecular orbitals
(MO) (a, b, c, d for virtual orbitals, i, j, k, l,m for occupied orbitals, p, q, r, s, w for arbitrary
orbitals), Greek letters (α, β, γ, δ, λ, σ, µ, ν) to denote atomic orbitals (AO). The electronic
excited states obtained within the random-phase approximation (RPA) are denoted by Ψ
(with uppercase latin indices I, J).
7.2. Theory
7.2.1. Exact Diagonalization versus Orbital Energies
For a system with N electrons, the exact ionization potential Eion and affinity energy Eaff
can be obtained from the total energy difference
Eion = E
N−1
0 − EN0 (7.2)
Eaff = E
N
0 − EN+10 (7.3)
Alternatively, the easiest scheme to estimate ionization energies (Eion) and electron affinities
(Eaff ) is to evaluate the highest occupied molecular orbital (HOMO) energy and the lowest
unoccupied molecular orbital (LUMO) energy, [213] i.e.
Eion ≈ −εhomo (7.4)
Eaff ≈ −εlumo (7.5)
Here, the orbital energies are taken from a HF calculation (or, of course, a DFT calculation).
For a Hartree calculation, the ionization energies (electron affinities) are approximated by
the HOMO (LUMO) energy plus the orbital exchange potential.
E ≈ −εHp +
∑
i
(pi|ip), p = HOMO or LUMO (7.6)
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where (pq|rs) = ∫ drdr′ φ∗p(r)φq(r)φ∗r(r′)φs(r′)|r−r′| refers to the Coulomb interaction. The zero of
energy is a slow electron infinitely far away. As defined in Eqn. 7.6, for a system that does
not want to lose or accept another electron, the ionization potential is positive and electron
affinity is negative.
7.2.2. IP/EA-CISD
Beyond the Hartree/HF orbital energies, the simplest quantum chemistry approximation
for Eion is sometimes referred to as IP-CISD (Ionization Potential-Configuration Interaction
with Singles and Doubles). [214] IP-CISD describes ionized states as 1h and 2h1p excitations
from a closed-shell reference (usually HF) and the amplitudes of the target states are found
by diagonalizing the bare Hamiltonian H. Here h means hole and p means particle. In some
cases, IP-CISD can provide an accurate ionization potential for closed-shell systems. [214]
Mathematically for IP-CISD, one constructs the variational wavefunction ansatz |Ψ〉 =∑
i ti |Φi〉 +
∑
ija t
a
ij
∣∣∣Φaij〉. By including one set of orbital excitations on top of the hole,
one hopes to recover a reasonable amount of electronic correlation following ionization. To
solve for a stationary state with coefficients ti and t
a
ij , one diagonalizes a four-by-four-block
Hamiltonian
H =
 HSS HSD
HDS HDD
 (7.7)
where HSSi,k = 〈Φi|H|Φk〉, HSDi,klb = 〈Φi|H|Φbkl〉, HDSaji,k = 〈Φaij |H|Φk〉, HDDaji,klb = 〈Φaij |H|Φbkl〉,
The same logic above can be applied when computing the electron affinity (Eaff ), which
is the amount of energy released when an electron is added to an unoccupied orbital. The
simples Hamiltonian for evalulating the electron affinity (titled EA-CISD) contains the
following matrix elements: HSSa,c = 〈Φa|H|Φc〉, HSDa,jdc = 〈Φa|H|Φcdj 〉, HDSabi,c = 〈Φabi |H|Φc〉,
HDDabi,jdc = 〈Φabi |H|Φcdj 〉.
It should be emphasized that neither IP-CISD or EA-CISD is very computationally cheap.
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These methods require the diagonalization of a matrix of size N2occ(Nvirt+1)
2 or N2virt(Nocc+
1)2. Nevertheless they are the most inexpensive, straightforward wave-function approaches.
Finally, we mention that, in principle, one can compute IP/EA-CISD energies using a either
Hartree or HF reference. Below we will perform such calculations with both references for
the Hubbard model and, after extracting the electron affinities and ionization potentials,
we will compare results.
7.2.3. ∆SCF and ∆CISD
Another way to evaluate the ionization potential and electron affinity is to compute EN−10 ,
EN0 , and E
N+1
0 directly, and here we will calculate such quantities in two ways: (i) a
simple self-consistent field (SCF) calculation, denoted ∆SCF; (ii) and a more sophisticated
configuration interaction singles and doubles (CISD) calculation, denoted ∆CISD.
Mathematically for CISD, one constructs a wave function according to the ansatz
|Ψ〉 = tHF |ΨHF〉+
∑
ai
tai |Φai 〉+
∑
ijab
tabij
∣∣∣Φabij 〉 (7.8)
where |ΨHF〉 is the HF ground state with the coefficient tHF, and |Φai 〉 and
∣∣∣Φabij 〉 are single
and double excitations with coefficients tai and t
ab
ij respectively. One diagonalizes a CISD
Hamiltonian of the form
H =

EHF 0 H
0D
0 HSS HSD
(H0D)† (HSD)† HDD
 (7.9)
where EHF is the HF ground state energy, H
0D
iajb = 〈ΨHF|H|Φabij 〉, HSSiajb = 〈Φai |H|Φbj〉,
HSDia,jbkc = 〈Φai |H|Φjbkc〉, HDDiajb,kcld = 〈Φabij |H|Φcdkl 〉. Note that the manifold of single excitations
does not couple to the ground state according to Brillouin’s theorem.
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7.2.4. GW method
Green’s functions review
The one-body time-ordered Green’s function Gt can be written as
Gt(r, t; r′, t′) ≡ 〈ΨN0 |Tˆ
[
aˆ(rt)aˆ†(r′t′)
]
|ΨN0 〉 (7.10)
where |ΨN0 〉 is the ground state for an interacting N -body system, aˆ(rt) is the electron
annihilation operator which annihilates an electron at (r, t), and Tˆ is the Fermionic time-
ordering operator. Eqn. 7.10 is the starting point for MBPT.
For our purposes (to get the ionization potentials and electron affinities), GW calculations
require only the non-interacting Green’s function where |ΨN0 〉 is a Slater determinant. In
the frequency domain, one can then write down the expression for the non-interacting time-
ordered Green’s function as (in the MO basis)
Gt(r, r′, ω) =
∑
i
φi(r)φi(r
′)
ω − εi − iη +
∑
a
φa(r)φa(r
′)
ω − εa + iη (7.11)
≡ GRocc(r, r′, ω)−GAvirt(r, r′, ω) (7.12)
Equation 7.11 defines the “G” in the GW method. In Eqn. 7.12, we have defined GRocc and
GAvirt as per the usual convention that electrons move forward in time and holes move back-
ward in time. Thus, it is straightforward to show that i~GRocc(r, r′, t−t′) (i~GAvirt(r, r′, t−t′))
is the probability amplitude for the propagation of an additional electron (hole) from (r′, t′)
to (r, t) for a non-interacting system.
Screened Coulomb interaction
To express the “W” in the GW approximation, we need a few definitions. Classically, if
an external potential u(r, t) is applied to a solid, the screening of the solid is defined in
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terms of a dielectric constant. In many-body theory, the inverse of the dielectric response
is defined as
−1(r, t; r′, t′) ≡ δV (r, t)
δu(r′, t′)
∣∣∣∣∣
u=0
(7.13)
where V (r, t) is the combination of the external potential and the Coulomb potential created
by the induced charge (with density ρ)
V (r, t) ≡ u(r, t) +
∫
dr′v(r, r′)ρ(r′, t) (7.14)
The inverse of the dielectric response can be rewritten as
−1(r, t; r′, t′) = δrr′δtt′ +
∫
dr′v(r, r′)
δρ(r, t)
δu(r′, t′)
∣∣∣∣∣
u=0
(7.15)
In linear response theory, the response function (or the so-called RPA polarizability) χ
is defined to describe the change of the induced charge density if the external potential
undergoes a small change
χ(r, t; r′, t′) ≡ δρ(r, t)
δu(r′, t′)
∣∣∣∣∣
u=0
(7.16)
Using the chain rule for functional derivatives, we can express χ in terms of the noninter-
acting response function as
χ(r, t; r′, t′) =
∫
dr′′dt′′
δρ(r, t)
δV (r′′, t′′)
δV (r′′, t′′)
δu(r′, t′)
∣∣∣∣∣
u=0
(7.17)
≡
∫
dr′′dt′′P (r, t; r′′, t′′)−1(r′′, t′′; r′, t′) (7.18)
where we define the noninteracting response function as
P (r, t; r′, t′) ≡ δρ(r, t)
δV (r′, t′)
∣∣∣∣∣
u=0
(7.19)
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In the GW approximation, P (r, r′, t − t′) can be expressed as the multiplication of two
Green’s functions (by neglecting the vertex function)
P (r, t; r′, t′) = −i~Gt(r, t; r′, t′)Gt(r′, t′; r, t) (7.20)
If we apply the definition of the RPA polarizability (Eqn. 7.16), the inverse of the dielectric
response (Eqn. 7.15) becomes
−1(r, t; r′, t′) = δrr′δtt′ +
∫
dr′v(r, r′)χ(r, t; r′, t′) (7.21)
In the frequency domain, the screened Coulomb interaction is defined as
W (r, r′;ω) ≡
∫
dr′′−1(r, r′′;ω)v(r′′, r′) (7.22)
Taking the Fourier transform for Eqn. 7.21 and plugging the result into Eqn. 7.22, we find
W (r, r′;ω) can be rewritten as
W (r, r′;ω) = v(r, r′) +
∫
dr′′dr′′′v(r, r′′)χ(r′′, r′′′, ω)v(r′′′, r′) (7.23)
The screened Coulomb interaction W (r, r′;ω) is the effective potential at r′ induced by a
quasiparticle at r; in general, W (r, r′;ω) is anticipated to be weaker and better behaved
than the bare Coulomb interaction v(r, r′). The difference between W (r, r′;ω) and v(r, r′)
is the polarizable part of the screened Coulomb interaction Wp
Wp(r, r
′;ω) ≡ W (r, r′;ω)− v(r, r′) (7.24)
=
∫
dr′′dr′′′v(r, r′′)χ(r′′, r′′′, ω)v(r′′′, r′) (7.25)
Wp is the “W” in the GW approximation that must now be evaluated.
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RPA polarizability
To calculate the RPA polarizability χ, the usual prescription is to perform a RPA calculation
on top of a Hartree reference state, ignoring all exchange terms. The RPA working equation
is given by [144]
 A B
−B −A

 XI
YI
 = ΩI
 XI
YI
 (7.26)
for excitation amplitudes XI and YI and excitation energy ΩI for RPA excited state I. A
and B contain matrices elements as follows
Aiajb = δijδab(εa − εi)− (ia|jb) (7.27)
Biajb = −(ia|bj) (7.28)
By diagonalizing the RPA non-Hermitian Hamiltonian, one obtains the excitation ampli-
tudes XI and YI and the excitation energy ΩI for each RPA excited state I. The RPA
polarizability can then be computed via the following sum-over-states expression [14]
χ(ω) =

 A B
B A
+ ω
 I 0
0 −I


−1
(7.29)
=
∑
I
[
1
ΩI + ω
 XI
Y I
( XI Y I )+ 1
ΩI − ω
 Y I
XI
( Y I XI )]
In terms of MO’s, if the perturbing potential is of the form ujb(t)(a
†
baj + a
†
jab), one finds
that the response function is
χiajb(ω) =
∑
I
[ M Iiajb
ΩI + ω − iη +
M Iiajb
ΩI − ω − iη
]
(7.30)
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where
M Iiajb = X
I
iaX
I
jb +X
I
iaY
I
jb + Y
I
iaX
I
jb + Y
I
iaY
I
jb (7.31)
To express χ in a real space, one must sum over orbitals
χ(r, r′, ω) =
∑
I
∑
iajb
φi(r)φa(r)φj(r
′)φb(r′)
[ M Iiajb
ΩI + ω − iη +
M Iiajb
ΩI − ω − iη
]
(7.32)
Self-energy
In practice, the GW self-energy is obtained from the frequency convolution of the Green’s
function Gt with the screened Coulomb interaction W
Σ(r, r′, ω) =
i
2pi
∫
dω′eiηω
′
Gt(r, r′, ω + ω′)W (r′, r, ω′) (7.33)
where η is an infinitesimal positive real number. By introducing Wp (Eqn. 7.25), the self-
energy can be split into two parts: the static exchange part Σx and the dynamic correlation
part Σc
Σx(r, r′) =
i
2pi
v(r, r′)
∫
dω′eiηω
′
Gt(r, r′, ω′) (7.34)
Σc(r, r′, ω) =
i
2pi
∫
dω′eiηω
′
Gt(r, r′, ω + ω′)Wp(r′, r, ω′) (7.35)
Note that Σx corresponds to the usual non-local exchange potential, which is introduced
by the Fock exchange operator in the HF approximation
Σxpq = −
∑
i
∑
µνλσ
(µν|λσ)CµpCνiCλiCσq (7.36)
In Eqn. 7.36 and everywhere below, we assume we are performing a GW calculation on top
of a Hartree calculation. All orbitals are Hartree orbitals.
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Σc gives rise to the correlation energy of the system, which is not taken into consideration
in a HF calculation. To evaluate the Σc contribution to the self-energy from the GW
method, one simply plugs Eqns. 7.11, 7.32 into Eqn. 7.37 and obtains the final expression
for correlation part of the self-energy (in the MO basis). Plugging Eqn. 7.25 into Eqn. 7.35,
one can express Σc in terms of the Green’s function Gt , the RPA polarizability χ, and the
bare Coulomb potential v
Σc(r, r′, ω) =
i
2pi
∫
dω′eiηω
′
Gt(r, r′, ω + ω′) (7.37)
×
∫
dr′′dr′′′v(r′, r′′)χ(r′′, r′′′, ω′)v(r′′′, r)
The self-energy evaluated at the energy of Hartree orbital s can finally be expressed as
Σcpq(ε
H
s ) =
∑
jbkc
∑
I
(∑
i
(ip|jb)(iq|kc)
εHs − ΩI − εHi − iη
+
∑
a
(ap|jb)(aq|kc)
εHs + ΩI − εHa + iη
)
M Ijbkc (7.38)
For self-consistency, we must have
εGWs = ε
H
s + Σss(ε
GW
s ) (7.39)
If we want to avoid a self-consistent calculation, the standard approach is to apply the linear
expansion for the real part of the Σc(ω)
ReΣc(εGWs ) ≈ ReΣc(εHs ) +
εGWs − εHs
~
∂ReΣc(εHs )
∂ω
(7.40)
which leads to
εGWs ≈ εHs + ZsReΣc(εHs ) + Σxs (7.41)
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The quasiparticle renormalization factor “Zs” is given by
Zs ≡
(
1− ∂ReΣ
c(εHs )
∂ω
)−1
(7.42)
According to Eqns. 7.4 and 7.5, the electron affinity/ionization potential of a system can
be obtained from the GW approximation by taking the negative value of Eqn. 7.41. At
this point, all of the formal theory has been presented and will be applied to a 1D Hubbard
model system.
7.2.5. Model system and its affinity/ionization potential
The Hubbard model offers one of the simplest ways to get insight into how the interactions
between electrons can give rise to insulating, doped, and conducting effects in a solid. In
this work we take 1D Hubbard model as our testing system, which is described by the
Hamiltonian
H ≡ τ
∑
〈µν〉
(a†µaν + a¯
†
µa¯ν) + Vµ
∑
µ
(a†µaµ + a¯
†
µa¯µ) +
∑
µ
Uµa
†
µa¯
†
µaµa¯µ (7.43)
where µ denotes the site of the system; τ is the hopping integral between neighboring sites,
Vµ is the on-site energy (for site µ), and Uµ is the repulsion energy between two electrons
of opposite spin accommodated on each site µ. A bar indicates spin down.
In practice, we first perform a normal Hartree calculation for the model system, obtaining
the Hartree orbital energy εHi and the molecular orbital coefficients C. The next step is to
perform a time-dependent Hartree calculation within RPA to get the matrix elements for
141
the RPA polarizability χ. Then Eqn. 7.38 becomes (for the HOMO and LUMO respectively)
Σc(εHhomo) =
∑
jbkc
∑
I
(∑
i
CµiCνi
εHhomo − ΩI − εHi − iη
+
∑
a
CµaCνa
εHhomo + ΩI − εHa + iη
)
×UµUνCµpCµjCµbCνqCνkCνcM Ijbkc (7.44)
Σc(εHlumo) =
∑
jbkc
∑
I
(∑
i
CµiCνi
εHlumo − ΩI − εHi − iη
+
∑
a
CµaCνa
εHlumo + ΩI − εHa + iη
)
×UµUνCµpCµjCµbCνqCνkCνcM Ijbkc (7.45)
The exchange part of the self-energy Σx for the 1D Hubbard model is given by
Σxpq =
∑
i
∑
µ
UµCµpCµqC
2
µi (7.46)
Note that for all calculations below, we calculate only HOMO and LUMO energies and we
set η = 0 in Eqns. 7.44–7.45.
7.3. Results
We apply the theory above to 1D Hubbard models of two sizes: 8-Site and 10-Site. We
assume half-filling with either 8 or 10 electrons, respectively. The hopping integral between
neighboring sites τ is set to be 1.0 for all systems, while the electron repulsion energy U is
varied. All quantities will be calculated in a.u. henceforward. Exact electron affinities and
ionization potentials are obtained by diagonalizing the Hamiltonian with Davidson iterative
diagonalization. [215] To compare the behavior of different methods for different cases, we will
plot the difference between the computed value and the exact answer as follows: the upper
and middle panels show the results for 8-Site/8e− and 10-Site/10e− respectively; the left
and right of the top two panels show the electron affinity and ionization energy differences
respectively; the lower panel shows the Z factor for LUMO and HOMO (Eqn. 7.42).
142
7.3.1. Metallic system
We first study metallic systems. In metallic systems, every site has the same on-site energy
(Vµ = 0 for all sites µ).
1 The electron repulsion energy U is varied from 0 to 0.7. Results
are shown in Fig. 7.22. Focusing on the electron affinity (left panel), one can see that all
approximate methods give the exact answer when U = 0 (of course). As U increases, the
errors given by all the quantum chemistry methods (except ∆CISD) increase dramatically,
indicating the failure of these methods for strongly correlated systems. By contrast, the GW
method, with a maximum error (∼ 0.01) when U = 0.7, performs fairly well (though not as
well as ∆CISD, which gives almost exact results). The validation of the GW approximation
for the metallic system is also strengthened by the fact that the Z factor for both 8-Site
and 10-Site is very close to 1. Similar results are found for the ionization potential.
Note that, if we want to plot the total HOMO/LUMO gap (εlumo − εhomo or equivalently,
Eion −Eaff) for such systems, the quantum chemistry methods (except ∆CISD) would still
perform very poorly; the errors for Eion and Eaff have different signs and subtracting these
errors would yield even larger errors.
7.3.2. Doped impurity systems
By lowering the energy of a single site in the metallic system, one can model an impurity
– which dopes an otherwise metallic system and can influence the overall photoactivitiy or
electrical properties of the total system. In Figs. 7.23 – 7.24, we calculate results for electron
repulsion energies U between 0 to 0.7. We consider two on-site energies: Vimp = −0.5
(Fig. 7.23) and Vimp = −1.0 (Fig. 7.24).
For the case Vimp = −0.5 (where the impurity energy is half as large as the hopping integral
τ), it can be seen in Fig. 7.23 that the results are roughly identical to the metallic case:
∆CISD gives the most accurate results and the GW method is better compared with other
1It is well known that an infinite half-filled Hubbard chain is always insulating. [216] Thus, formally, any
“metallic” features of this Hubbard chain exist only because of the chain’s finite size. That being said, the
main conclusions presented here continue to hold if we consider a chain with less than half filling.
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quantum chemistry methods.
For the case Vµ = −1.0 (where the on-site energy is comparable with the hopping integral),
the same conclusion holds only for the ionization energies. For the affinity energies (left
panel of Fig. 7.24), the quantum chemistry approaches now do much better than before
(and ∆CISD is again the best). In particular, the Hartree approximation with the exchange
energy competes with GW for the most accurate method except ∆CISD. The ionization
energy results remain very similar to the former cases; that is, ∆CISD gives almost exact
results and GW performs much better than other quantum chemistry methods.
In all doped systems, we note that the IP/EA-CISD methods yield results that are even
worse than direct Hartree/HF approximations.
7.3.3. Molecular (semiconducting/insulating) systems
To simulate a “molecular” Hubbard model, we construct an alternating Hamiltonian, whereby
Veven is significantly lowered relative to Vodd = 0. In doing so, we expect athat orbitals with
lower energies will be doubly occupied and well separated from virtual orbitals. Thus, by
creating an energy gap, we should be simulating closed-shell insulators and/or semiconduc-
tors (depending on the gap size).
For “molecular” systems with a small energy gap (Veven = −0.5), the electron repulsion
energy U is varied from 0 to 0.8. As shown in Fig. 7.25, the performances of the quantum
chemistry methods are now far improved compared with the metallic case. While ∆CISD
remains the best, the Hartree and HF approximations compete with the GW method for
accuracy and sometimes they prevail. As in Figs. 7.23 – 7.24, the GW error turns over as
U gets larger; the GW error is maximized at some intermediate value of U .
It should be pointed out that, so far, the IP/EA-CISD methods have not provided any results
better than the direct HF or Hartree approximation. In fact, wave-function corrections to
Hartree/HF calculations only increased the error in Fig. 7.25. However, one must be careful
144
not to quickly extrapolate from the data above. For “molecular” systems with an energy
gap equal to the hopping integral (Veven = −1.0), Fig. 7.26 demonstrates that our results
are completely different than the previous case (Veven = −0.5). In particular, now, IP/EA-
CISD methods are consistently more accurate than the direct HF or Hartree approximation.
For the 8-Site system, IP/EA-CISD(HF) yield the overall best results apart from ∆CISD.
For the 10-Site system, ∆CISD is followed by ∆SCF and GW , which are better than the
other approaches.
Lastly, unlike previous cases, according to Fig. 7.26, the Hartree approximation yields re-
markably large errors. As one would expect, the quality of the Hartree reference simple
degrades as the system becomes more and molecular (and exact exchange becomes critical).
Finally, we consider the final, extreme “molecular” case whereby the the on-site energy
difference is now twice as large as the hopping integral (Veven = −2.0). As Fig. 7.27 shows,
as U increases from 0 to 1.2, GW and ∆SCF are quite accurate, though slightly worse than
∆CISD. By contrast, the HF related methods perform worse than GW , and the Hartree
related methods are even worse: the Hartree orbital energies are no longer any good.
7.4. Discussion
The results above (in Sec. 7.3) have compared the more chemical (wave-function) versus
the more physical (GW ) methods for calculating electron affinities and ionization energies.
Of all the methods considered excluding ∆CISD, GW is usually the most reliable approach
when we consider a broad range of systems. This preliminary conclusion might be a bit
surprising from the quantum chemistry point of view. After all, on the one hand, with
regards to scaling, GW is limited by diagonalizing a matrix of order NoccNvirt ×NoccNvirt.
On the other hand, the IP/EA-CISD methods require the diagonalization of comparatively
larger matrices of order NoccN
2
virt×NoccN2virt (for EA-CISD). Thus, GW is able to provide
improved results with less computational effort.
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To understand this strong performance byGW , we investigate a simplified version of IP/EA-
CISD, that is, fixing a single MO (HOMO for the ionization potential and LUMO for the
electron affinity) and making corrections on top of this single orbital. Taking 8-Site/8e−
“molecular” system (Veven = −1.0) as an example, we compare the result of this so-called
IP-CISD(HF/homo) or EA-CISD(HF/lumo) result against HF, IP/EA-CISD(HF), and GW
results in Fig. 7.28. For the electron affinity, EA-CISD(HF/lumo) provides a result very
similar result as direct HF but with some small improvement. For the ionization energy,
IP-CISD(HF/homo) yields a noticeable correction and the result is much closer to the full
IP-CISD(HF) energy. In other words, a single-orbital approximation for the hole does not
degrade the answers significantly. Thus, there are clearly Hamiltonians for which quantum
chemistry wave-function approaches can outperform GW with the same computational cost.
(IP-CISD(homo) and EA-CISD(lumo) require the same computational cost as GW.)
That being said, in general, GW does outperform a more expensive algorithm. Obviously,
the strength of GW is that the GW self-energy includes a summation of Coulomb inter-
actions by diagonalizing the RPA matrix and constructing the full response matrix (which
leads to the screening potential W ). By contrast, the IP/EA-CISD methods include only
one bare Coulomb interaction through variational calculations. Thus, the results above
reflect the relative value of these two approaches, and the GW approach would appear to
be more robust overall.
Given that the GW performs so well above for a range of model Hubbard Hamiltonians, it
is worthwhile to test its convergence with respect to the number of RPA states included.
Considering Eqn. 7.37, we see that the GW self-energy directly depends on the RPA po-
larizability χ, the polarizability can be written as a sum over states (Eqn. 7.32), and all
excited states contributions to the self-energy will decay inversely proportional to the energy
of that excited state. It is well known that GW converges poorly with the number of virtual
orbitals, [217,218] but we would like to test this convergence for different Hamiltonians.
With this background in mind, in Fig. 7.29 we plot the error electron affinity given by GW
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as a function of the number of singlet states included in the calculation for two different
cases: (i) 8-Site/8e− metallic system with U = 0.5 and (ii) 8-Site/8e− molecular system
with U = 0.5 and Veven = −2.0. On the one hand, for the metallic system, a strong GW
correction can be obtained by including just one RPA excited state; for these systems and
this U value, we find one low lying state that is reasonably separated energetically from
higher excited states and yields a strong correction. On the other hand, for the molecular
systems, the error decreased very slowly (almost linearly). In other words, one must include
all RPA states to maintain the accuracy of the GW method for a molecular system. [219,220]
Given the large cost of the full GW calculation, it will be interesting to compare relative
(as opposed to absolute) ionization potentials and electron affinities for real molecules as a
function of the number of states included. This work is on going.
Finally, a few words are in order about self-consistency. To avoid self-consistency, one can
use Eqn. 7.41. Alternatively, one can iterate the GW equations to satisfy Eqn. 7.39. We
have performed a simple eigenvalue self-consistent GW calculation (evGW ) [221] and we find
that results given by evGW are actually very close to our perturbative GW method with
the linear expansion (Eqn. 7.41). This success of the perturbative GW approximation is
consistent with the fact that the Z-factor is very close to 1 (larger than 0.9), and validates
the results presented in Figs. 7.22–7.27.
We have found, however, that the Z-factor values for orbitals other than HOMO and
LUMO were usually far away from 1 with correspondingly large errors compared to ex-
act attachment-detachment energies.
7.5. Conclusion
In this paper, we have systematically compared the performance of GW against various
wave-function based methods for the calculation of ionization potentials and electronic
affinities for several 1D Hubbard models. Three different types of system have been studied:
metallic,impurity, and molecular (semiconducting/insulating) systems.
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While ∆CISD gives almost exact results for all cases, the most striking conclusion from the
data above is that the GW method surpasses other wave-function methods in two extreme
limits. On the one hand, for the metallic case with reasonably large U , GW performs
significantly better than wave-function methods (except ∆CISD). On the other hand, for
the molecular system with the largest HOMO/LUMO gap, GW also gives the very accurate
result. For systems in between these two extreme cases, the advantages of GW becomes
less obvious and the wave-function based methods behave better.
As DFT specialists may well appreciate, the Hartree approximation yields a small improve-
ment over HF both for the impurity systems and molecular systems with small energy gaps
(Vµ  τ). For the insulator case with large HOMO/LUMO gap, the Hartree approximation
dramatically fails to make accurate predictions, but can be used as a reasonable reference for
GW . Altogether, these results emphasize the comparative advantages of the GW method
versus traditional quantum chemistry approaches across a large range of Hamiltonians (even
if GW is not always the optimal method). Looking forward, it is clear why GW is currently
being applied to a variety of molecular systems. [220,222–224]
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Figure 7.22: Errors for electron affinities and ionization potentials and the quasiparticle
renormalization (Z) factor (Eqn. 7.42) for the metallic system (Vµ = 0 for all sites µ,
τ = 1.0). All errors are relative to the exact diagonalization. The upper and middle panels
show the results for 8-Site/8e− and 10-Site/10e− respectively; the left and right of the
top two panels show the electron affinity and ionization energy differences respectively; the
lower panel shows the Z factor for LUMO and HOMO. Note that ∆CISD performs the best
for metallic systems followed by the GW method.
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Figure 7.23: Errors for electron affinities and ionization potentials and the quasiparticle
renormalization (Z) factor for the doped system (with V5 = −0.5 for the 8-Site system and
V6 = −0.5 for the 10-Site system; for all other sites, Vimp = 0). τ = 1.0. All errors are
relative to the exact diagonalization. ∆CISD is still the most accurate method and GW
consistently outperforms other wave-function methods.
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Figure 7.24: Errors for electron affinities and ionization potentials and the quasiparticle
renormalization (Z) factor for the doped system (with V5 = −1.0 for the 8-Site system and
V6 = −1.0 for the 10-Site system; for all other sites, Vimp = 0). τ = 1.0. All errors are
relative to the exact diagonalization. Clearly, ∆CISD again gives the most accurate results.
GW performs better for ionization potentials than other quantum chemistry approach, but
the Hartree approximation with exchange energy performs equally well for the electron
affinity.
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Figure 7.25: Errors for electron affinities and ionization potentials and the quasiparticle
renormalization (Z) factor for “molecular” Hubbard models (Veven = −0.5, Vodd = 0, τ =
1.0). All errors are relative to the exact diagonalization. Here, while ∆CISD is always the
most accurate, the simple Hartree approximation with the exchange energy performs better
than other methods. The GW approximation is still reasonable, which can also be shown
from the Z factor values.
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Figure 7.26: Errors for electron affinities and ionization potentials and the quasiparticle
renormalization (Z) factor for “molecular” Hubbard models (Veven = −1.0, Vodd = 0, τ =
1.0). All errors are relative to the exact diagonalization. While ∆CISD remains the most
accurate, the Hartree approximation now performs the worst. Excluding ∆CISD, IP/EA-
CISD(HF) yields the overall best results for the 8-Site system while ∆SCF and GW become
the best for the 10-Site system,
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Figure 7.27: Errors for electron affinities and ionization potentials and the quasiparticle
renormalization (Z) factor for “molecular” Hubbard models (Veven = −2.0, Vodd = 0, τ =
1.0). All errors are relative to the exact diagonalization. Note that the GW method, though
slightly worse than ∆CISD, outperforms other methods even in this very insulating case.
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Figure 7.28: Errors for electron affinities and ionization potentials for the 8-Site/8e− molec-
ular system (Veven = −1.0). Results given by HF, IP/EA-CISD(HF), and GW are taken
from Fig. 7.26. Here we compare against IP-CISD(HF/homo) and EA-CISD(HF/lumo).
Note that by freezing one orbital, the electron affinity changes significantly while the ion-
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Figure 7.29: Errors for electron affinities for 8-Site/8e− metallic system (U = 0.5) and
molecular system (U = 0.5, Vµ = −2.0) with respect to the number of singlet states included
in the calculation (Eqn. 7.32). Including no RPA states is the Hartree result while including
the maximum number of states gives the GW result. Note that, on the left panel, including
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CHAPTER 8 : A Comparison between BSE and Configuration Interaction
Approaches for Solving a Quantum Chemistry Problem: Calculating
the Excitation Energy for Finite 1D Hubbard Chains
This chapter was adapted from Ref. 225.
8.1. Introduction
In the past few decades, great efforts have been made to explore the excited states prop-
erties of various systems via both experimental techniques and computational approaches.
Accurate excited state energies are necessary for interpreting electronic spectra, construct-
ing optically active molecules, and designing interfaces between optically active molecules
and solid state materials. [226–238]
Obviously, calculating exact excitation energies is impossible for large systems because the
Coulomb interaction between electrons makes it exponentially difficult to diagonalize an
N -body Hamiltonian. As such, we are usually left with approximate schemes. If one is
treating isolated molecules, usually the best accuracy is obtained with multireference meth-
ods, especially multireference configuration interaction (MRCI). [121,122,124,125] That being
said, multireference methods are not terribly practical for solid state systems; for solids,
single-reference methods are used almost exclusively.
In the literature today, within the context of molecular chemistry, there is a large variety of
single-reference methods for excited states. One approach is to use time-dependent density
functional theory (TD-DFT) to capture dynamic correlation. [239,240] A second approach
is to extend configuration interaction singles (CIS). [241] Even though CIS is unreliable for
ordering excited states, CIS is inexpensive and the CIS wavefunctions are often qualitatively
correct. To go beyond CIS, several options exist, a few of which we list here:
• CIS(D): a second-order perturbative correction to CIS which is applicable to non-
degenerate cases. [242,243]
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• CC2: the approximate coupled-cluster singles-and-doubles model that iteratively de-
termines the singles and doubles substitutions as the poles of a true linear response
function. [244,245]
• ADC(2): the algebraic diagrammatic construction through second order. [246,247]
• CIS(Dn): a family of quasi-degenerate second-order perturbative corrections to CIS. [248]
These single-reference approaches can almost always yield qualitatively correct results.
Now, in the context of solid state physics, the methods above have not been considered, ei-
ther because the starting point for solids is always DFT (and not HF) [238,249–252] or because
the methods above were considered too expensive. That being said, in recent years, there
has been an explosion of interest in correlated excited state methods based on a Green’s
function many body perturbation theory (MBPT). [238,252] The basic idea is to to treat
correlated electrons (holes) as approximately independent quasiparticles and address all
electron-electron correlation effects through the self-energy of the quasiparticle. [23–25,253,254]
Within MBPT one can calculate charged excitations with high precision using, for exam-
ple, Hedin’s GW approximation [201] and neutral excitations through the Bethe-Salpeter
equation (BSE). [255]
In a recent study, for the case of electron attachment and detachment energies, we bench-
marked GW calculations against configuration interaction (CI) approaches for a set of 1D
Hubbard chains. [191] In the present paper, we will now go one step further. For the same
model systems, we will benchmark neutral excited state energies as calculated both by the
BSE approach (which is popular in the physics community) and a set of CI approaches
(which is common in the chemistry community). Exact excitation energies are obtained
using direct diagonalization of the full Hamiltonian so that the approximate results can be
evaluated for accuracy.
An outline of this paper is as follows. In Sec. 8.2, we review BSE theory by deriving the
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relevant equations using standard quantum chemistry notation (Sec. 8.2.1). Then we review
the relevant CI theory (Sec. 8.2.2) and our choice of model system (Sec. 8.2.3). In Sec. 8.3,
we present the excitation energies predicted by these different methods. In Sec. 8.4, we
discuss various factors that influence the performance of the BSE methods. In Sec. 8.5, we
conclude.
Unless otherwise specified, we use lowercase latin letters to denote spin molecular orbitals
(MO) (a, b, c, d for virtual orbitals, i, j, k, l,m for occupied orbitals, p, q, r, s, w for arbitrary
orbitals), Greek letters (α, β, γ, δ, λ, σ, µ, ν) to denote atomic orbitals (AO). The electronic
excited states obtained within the random-phase approximation (RPA) are denoted by Ψ
(with uppercase latin indices I, J).
8.2. Theory
We will now review both BSE theory and the relevant CI theory. Because BSE is less
common in chemistry than is CI, we will focus especially on deriving the relevant equations
for BSE (which takes some time) using the standard quantum chemistry notation. We will
assume only basic familiarity with Green’s function formalisms, though we will assume some
of the basic results of Ref. 191 (which summarizes the GW approach in the language of
quantum chemistry). For BSE, we will follow Strinati’s paper (Ref. 256) in detail and make
a flowchart to make the process easily repeatable. Note that Strinati’s paper derives the
BSE working equations only in the Tamm-Dancoff approximation and thus we will modify
the derivation slightly.
8.2.1. The Bethe-Salpeter equation
The two-particle correlation function and its BSE
BSE is derived using standard MBPT and the language of Green’s functions. We suppose
that |N〉 is the exact fully interacting ground state of the N -body electronic system. Our
final result agrees with Louie’s result in Ref. 257. We define the one- and two-particle
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Green’s function as
G1(1, 1
′) ≡ −i/~〈N |T [Ψˆ(1)Ψˆ†(1′)]|N〉 (8.1)
G2(12; 1
′2′) ≡ (−i/~)2〈N |T [Ψˆ(1)Ψˆ(2)Ψˆ†(2′)Ψˆ†(1′)]|N〉 (8.2)
Here we use the simplified notation for the indices (r1, t1)→ (1), (r2, t2)→ (2), i.e. (1) and
(2) denote both space and time. T denotes time-ordering. According to Strinati, [256] the
two-particle correlation function is defined as
L(12; 1′2′) ≡ G1(1, 2′)G1(2, 1′)−G2(1, 2; 1′, 2′) (8.3)
=
δG1(1, 1
′)
δu(2′, 2)
(8.4)
where u is the external potential
u(1, 2) ≡ u(1)δ(1, 2) (8.5)
Using the matrix equality δA
−1
δx = −A−1 δAδxA−1, we rewrite L(12; 1′2′) as
L(12; 1′2′) = −
∫∫
d3d3′G1(1, 3)
δG−11 (3, 3
′)
δu(2′, 2)
G1(3
′, 1′) (8.6)
When using Green’s functions, one always distinguishes between the Green’s function for
the interacting Hamiltonian and the Green’s function for the non-interacting Hamiltonian
(which can be easily distinguished). The relationship between the non-interacting Greens
function G
(0)
1 and the exact Green’s function G1 is
G−11 (1, 2) = G
(0)
1
−1
(1, 2)− u(1, 2)− Σ(1, 2) (8.7)
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where Σ(1, 2) denotes the self-energy (which is defined by Eqn. 8.7). The self-energy in
Eqn. 8.7 contains the contribution from two parts
Σ(1, 2) ≡ ΣH(1, 2) + ΣGW(1, 2) (8.8)
Here,
ΣH(1, 2) = δ(1, 2)
[− i~∫ d3v(1, 3)G1(3, 3+)] (8.9)
denotes the Hartree contribution (i.e. the mean-field Coulombic effect of all electrons to-
gether), and
ΣGW(1, 2) = i~G1(1, 2)W (1+, 2) (8.10)
which captures the correlated motion of individual electron that results in the electronic
screening of the mean-field potential. The latter component is computed approximately via
a GW calculation. The notation A(1+, 2) signifies that time t1 should be replaced by t1 +δ.
Plugging Eqn. 8.7 into Eqn. 8.6, one has
L(12; 1′2′) =
∫∫
d3d3′G1(1, 3)
[
δ(2′, 3)δ(2, 3′) +
δΣ(3, 3′)
δu(2′, 2)
]
G1(3
′, 1′) (8.11)
= G1(1, 2
′)G1(2, 1′)
+
∫∫∫∫
d3d3′d4d4′G1(1, 3)G1(3′, 1′)
δΣ(3, 3′)
δG1(4, 4′)
δG1(4, 4
′)
δu(2′, 2)
(8.12)
= G1(1, 2
′)G1(2, 1′)
+
∫∫∫∫
d3d3′d4d4′G1(1, 3)G1(3′, 1′)
δΣ(3, 3′)
δG1(4, 4′)
L(42; 4′2′) (8.13)
Eqn. 8.13 is the BSE for L. If we define the electron-hole interaction kernel K as [256]
K(34′; 3′4) ≡ δΣ(3, 3
′)
δG1(4, 4′)
, (8.14)
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the BSE for L can then be written as
L(12; 1′2′) = G1(1, 2′)G1(2, 1′)
+
∫∫∫∫
d3d3′d4d4′G1(1, 3)G1(3′, 1′)K(34′; 3′4)L(42; 4′2′) (8.15)
If one plugs Eqn. 8.8 into Eqn. 8.14 (with the help of Eqns. 8.9 and 8.10) and neglects the
derivative of the screened interaction W with respect to G, K can be rewritten approxi-
mately as
K(34′; 3′4) = −i~δ(3, 3′)δ(4+, 4′)v(3, 4) + i~δ(3, 4)δ(3′, 4′)W (3+, 3′) (8.16)
≡ Kx(34′; 3′4) +Kd(34′; 3′4) (8.17)
In a confusing twist of notation, the first term Kx, which results from the Coulomb potential
in Eqn. 8.14, is usually called the exchange term; while the second term Kd, which results
from the screened-exchange self-energy in Eqn. 8.14, is usually called direct interaction
term.
Eigenvalue problem for BSE
The derivation of the effective eigenvalue problem for BSE starts from the analysis of the four
time variables in the two-body Green’s function G(12; 1′2′) (the second term in L(12; 1′2′)).
First one considers the symmetric combinations
τ1 ≡ t1 − t1′ , τ2 ≡ t2 − t2′ , τ ≡ t˜1 − t˜2 (8.18)
with t˜1 =
1
2(t1 + t1′) and t˜2 =
1
2(t2 + t2′) as independent time variables. The particle-hole
Green’s function contains six classes as follows (with the order of the time variables for each
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class of the Green’s function shown in Fig. 8.30)
GI2(12; 1
′2′) = (−i/~)2〈N |T [Ψˆ(1)Ψˆ†(1′)]T [Ψˆ(2)Ψˆ†(2′)]|N〉 · θ(τ − 1
2
|τ1| − 1
2
|τ2|)(8.19)
GII2 (12; 1
′2′) = (−i/~)2〈N |T [Ψˆ(2)Ψˆ†(2′)]T [Ψˆ(1)Ψˆ†(1′)]|N〉 · θ(−τ − 1
2
|τ1| − 1
2
|τ2|)(8.20)
GIII2 (12; 1
′2′) = −(−i/~)2〈N |T [Ψˆ(2)Ψˆ†(1′)]T [Ψˆ(1)Ψˆ†(2′)]|N〉
·θ(τ2
2
− τ1
2
− 1
2
∣∣− τ + τ1
2
+
τ2
2
∣∣− 1
2
∣∣τ + τ1
2
+
τ2
2
∣∣) (8.21)
GIV2 (12; 1
′2′) = −(−i/~)2〈N |T [Ψˆ(1)Ψˆ†(2′)]T [Ψˆ(2)Ψˆ†(1′)]|N〉
·θ(τ1
2
− τ2
2
− 1
2
∣∣− τ + τ2
2
+
τ1
2
∣∣− 1
2
∣∣τ + τ2
2
+
τ1
2
∣∣) (8.22)
GV2 (12; 1
′2′) = (−i/~)2〈N |T [Ψˆ(1)Ψˆ(2)]T [Ψˆ†(2′)Ψˆ†(1′)]|N〉
·θ(τ1
2
+
τ2
2
− 1
2
∣∣τ + τ2
2
− τ1
2
∣∣− 1
2
∣∣τ + τ2
2
− τ1
2
∣∣) (8.23)
GVI2 (12; 1
′2′) = (−i/~)2〈N |T [Ψˆ†(2′)Ψˆ†(1′)]T [Ψˆ(1)Ψˆ(2)]|N〉
·θ(−τ1
2
− τ2
2
− 1
2
∣∣τ + τ2
2
− τ1
2
∣∣− 1
2
∣∣τ + τ2
2
− τ1
2
∣∣) (8.24)
Figure 8.30: Schematic graph of the time ordering for the two-body Green’s function. Note
that the time order for the electrons and/or holes within the same curly brace is random.
Each class of the Green’s function therefore has four different time combinations, making a
total of 24 terms in the two-body Green’s function. Time increases from right to left.
It is clear that from the combination of the creation and annihilation operators that GI-IV2
correspond to the electron-hole portion of the two-body Green’s function (i.e. one electron
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and one hole are being propagated in the N -body system). GV2 and G
VI
2 correspond to
the electron-electron and hole-hole portion of the two-body Green’s function respectively,
which do not involve the excitation energies of the N -body system (but rather the (N + 2)-
body system). Thus, to locate the excited states of the N -body system, one needs to
consider only GI-IV2 .
To construct the eigenvalue equation for BSE, one performs a fourier transform on both
sides of Eqn. 8.15. Here we take GI2(12; 1
′2′) as an example to compute the fourier transform
results. First we define the right- and left-hand electron-hole amplitudes as
χehS (r1, r2; t1 − t2) ≡ 〈N |T [Ψˆ(1)Ψˆ†(2)]NS〉exp[i(ES − E0)(t1 + t2)/2~] (8.25)
χ˜ehS (r1, r2; t1 − t2) ≡ 〈NS |T [Ψˆ(1)Ψˆ†(2)]N〉exp[−i(ES − E0)(t1 + t2)/2~] (8.26)
where |NS〉 denotes the Sth excited state of the N -body system.1 Then GI2(12; 1′2′) can be
rewritten as
GI2(12; 1
′2′) = (−i/~)2
∑
S
exp[i(E0 − ES)τ/~]χehS (r1, r1′ ; τ1)χ˜ehS (r2, r2′ ; τ2)
·θ(τ − 1
2
|τ1| − 1
2
|τ2|) (8.31)
Second, upon setting t2′ = t2 + δ(δ → 0+) (which gives τ2 = −δ and τ = t˜1− t2) and fourier
1Note that if we express the time-dependent creation and annihilation operator as aˆn(t) = e
iHtaˆne
−iHt
and aˆ†n(t) = e
iHt/~aˆ†ne
−iHt/~, we can rewrite χehS and χ˜
eh
S as
χehS (r1, r2; t1 − t2) = 〈N |aˆ1e−iH(t1−t2)/~aˆ†2|NS〉exp[i(ES + E0)(t1 − t2)/2~] (8.27)
χ˜ehS (r1, r2; t1 − t2) = 〈NS |aˆ1e−iH(t1−t2)/~aˆ†2|N〉exp[−i(ES + E0)(t1 − t2)/2~] (8.28)
for t1 > t2, and
χehS (r1, r2; t1 − t2) = −〈N |aˆ†2e−iH(t2−t1)/~aˆ1|NS〉exp[i(ES + E0)(t2 − t1)/2~] (8.29)
χ˜ehS (r1, r2; t1 − t2) = −〈NS |aˆ†2e−iH(t2−t1)/~aˆ1|N〉exp[−i(ES + E0)(t2 − t1)/2~] (8.30)
for t1 < t2. This representation proves that χ
eh
S and χ˜
eh
S are functions only of t1 − t2.
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transforming the variable t2, the result given by G
I
2(12; 1
′2′) can be evaluated as
∫ +∞
−∞
dt2e
−iωt2GI2(12; 1
′2′)
=
∫ +∞
−∞
dt2e
−iωt2(−i/~)2θ(t˜1 − t2 − 1
2
|τ1|)
×
∑
S
ei(E0−ES)(t˜1−t2)/~χehS (r1, r1′ ; τ1)χ˜
eh
S (r2, r2′ ;−δ) (8.32)
= (
−i
~
)2
∫ t˜1− 12 |τ1|
−∞
dt2e
−iωt2
×
∑
S
ei(E0−ES)(t˜1−t2)/~χehS (r1, r1′ ; τ1)χ˜
eh
S (r2, r2′ ;−δ) (8.33)
= − i
~
e−i[ωt˜1−(~ω−ES+E0)
|τ1|
2~ ] (8.34)
·
∑
S
χehS (r1, r1′ ; τ1)χ˜
eh
S (r2, r2′ ;−δ)
~ω − (ES − E0) + iη
An imaginary infinitesimal has been included in the denominator of Eqn. 8.34 to ensure the
convergence of the integral. Performing the same transformation for GI-IV2 , one finds that the
electron-hole correlation function (Eqn. 8.3) in the frequency domain Leh(r1, r2; r1′ , r2′ |t1, t1′ ;ω)
contains only the contributions from GI2(12; 1
′2′) and GII2 (12; 1′2′).2 Thus
Leh(r1, r2; r1′ , r2′ |t1, t1′ ;ω) = −
∫ +∞
−∞
dt2 · e−iωt2
[
GI2(12; 1
′2′) +GII2 (12; 1
′2′)
]
(8.35)
=
i
~
e−i(ES−E0)|τ1|/2~[
e−iω(t˜1−
|τ1|
2
) ·
∑
S
χehS (r1, r1′ ; τ1)χ˜
eh
S (r2, r2′ ;−δ)
~ω − (ES − E0) + iη
−e−iω(t˜1+ |τ1|2 ) ·
∑
S
χehS (r2, r2′ ; δ)χ˜
eh
S (r1, r1′ ;−τ1)
~ω + (ES − E0)− iη
]
(8.36)
Note that the first term in Eqn. 8.3, the product of one-body Green’s functions, does not
contribute since its transform vanishes when ω is non-zero. Eqn. 8.36 gives the fourier
transform for the left-hand side of Eqn. 8.15. Performing the same fourier transform on the
2For GIII and GIV , we must have t2 > t
′
2 or t2 < t
′
2 and so the limit of t
′
2 = t2 + δ is not meaningful.
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right-hand side of Eqn. 8.15 gives (with t˜4 =
t4+t′4
2 and τ4 = t4 − t′4)
i
~
∫∫∫∫
d3d3′d4d4′G1(1, 3)G1(3′, 1′)K(34′; 3′4)e−i(ES−E0)|τ4|/2~[
e−iω(t˜4−
|τ4|
2
) ·
∑
S
χehS (r4, r4′ ; τ4)χ˜
eh
S (r2, r2′ ;−δ)
~ω − (ES − E0) + iη
−e−iω(t˜4+ |τ4|2 ) ·
∑
S
χehS (r2, r2′ ; δ)χ˜
eh
S (r4, r4′ ;−τ4)
~ω + (ES − E0)− iη
]
(8.37)
As above, the first term on the right-hand side of Eqn. 8.15 does not contribute to the
transform. Evaluating the residue of Eqns. 8.36 and 8.37 at a particular pole ~ω = (ES −
E0) ≡ ΩS , one has
χehS (r1, r1′ ; τ1)e
−iΩSt˜1
~ =
∫∫∫∫
d3d3′d4d4′
×G1(1, 3)G1(3′, 1′)K(34′; 3′4)χehS (r4, r4′ ; τ4)e
−iΩSt˜4
~ (8.38)
We now perform a series of transformations to Eqn. 8.38 in order to get the final working
equation
1. Plug the expression of K (Eqn. 8.16) into Eqn. 8.38, which gives
χehS (r1, r1′ ; τ1)e
−iΩSt˜1
~
= i~
∫∫∫∫
d3d3′d4d4′G1(1, 3)G1(3′, 1′)
[
− δ(3, 3′)δ(4+, 4′)v(3, 4)
+δ(3, 4)δ(3′, 4′)W (3+, 3′)
]
χehS (r4, r4′ ; τ4)e
−iΩSt˜4
~ (8.39)
= −i~
∫∫
d3d3′G1(1, 3)G1(3, 1′)v(r3 − r3′)χehS (r3′ , r3′ ;−δ)e
−iΩSt˜3
~
+i~
∫∫
d3d3′G1(1, 3)G1(3′, 1′)W (3+, 3′)χehS (r3, r3′ ; τ3)e
−iΩSt˜3
~ (8.40)
Here we have used the fact that v(3, 4) is local in time, i.e. v(3, 4) = v(r3−r4)δ(t3−t4).
2. Plug the quasi-particle expression for the single-particle Green’s function in the time
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domain
G1(r, r
′, t− t′)
= − i
~
[∑
a
φa(r)φ
∗
a(r
′)θ(t− t′)e− iε
QP
a (t−t′)
~ −
∑
i
φi(r)φ
∗
i (r
′)θ(t′ − t)e−
iε
QP
i
(t−t′)
~
]
(8.41)
into Eqn. 8.39, where εQPs stands for the quasiparticle energy of orbital s. Then
multiply both sides of Eqn. 8.38 by φ∗a(r1)φi(r1′) and integrate over
∫∫
dr1dr1′ . Setting
t1′ = t1 + δ(δ → 0+), we find
∫∫
dr1dr1′φi(r1′)φ
∗
a(r1)χ
eh
S (r1, r1′ ;−δ)e
−iΩSt˜1
~
=
∫∫
dr3dr3′
φi(r3)φ
∗
a(r3)
ΩS − εQPa + εQPi
v(r3 − r3′)χehS (r3′ , r3′ ;−δ)e
−iΩSt˜1
~
+
∫∫
dr3dr3′
φi(r3′)φ
∗
a(r3)
ΩS − εQPa + εQPi
∫ +∞
−∞
dτ3W (r3, r3′ ; τ
+
3 )
×(θ(τ3)eiτ3(ε
QP
i +
ΩS
2
)/~ + θ(−τ3)eiτ3(ε
QP
a −ΩS2 )/~)χeh(r3, r3′ ; τ3)e
−iΩSt˜1
~ (8.42)
On the right-hand side, in the first term, the only relevant terms require t1 > t3; in
the second term, the only relevant terms are t1 > t3, t3′ . To tackle the second term,
we change integration variables from t3, t3′ to τ3, t˜3, where
t3 = t˜3 +
1
2
τ3, t3′ = t˜3 − 1
2
τ3.
For the case τ3 > 0, the relevant terms satisfy t˜3 < t1 − 12τ3; for the case τ3 < 0, the
relevant terms satisfy t˜3 < t1 +
1
2τ3.
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3. Multiply both sides by ΩS − εQPa + εQPi and drop the common factor e
−iΩSt˜1
~
(ΩS − εQPa + εQPi )
∫∫
dr1dr1′φi(r1′)φ
∗
a(r1)χ
eh
S (r1, r1′ ;−δ)
=
∫∫
dr3dr3′φi(r3)φ
∗
a(r3)v(r3 − r3′)χehS (r3′ , r3′ ;−δ)
+
∫∫
dr3dr3′φi(r3′)φ
∗
a(r3)
∫ +∞
−∞
dτ3W (r3, r3′ ; τ
+
3 )
×(θ(τ3)eiτ3(ε
QP
i +
ΩS
2
)/~ + θ(−τ3)eiτ3(ε
QP
a −ΩS2 )/~)χeh(r3, r3′ ; τ3) (8.43)
4. Make the ansatz that χehS (r, r
′; τ) can be expanded into an incomplete MO basis set
that contains only the occupied-virtual and virtual-occupied parts with simple time
dependence
χehS (r, r
′; τ) = −eiΩS |τ |/2~
∑
jb
[
(〈N |aˆ†j aˆb|NS〉φb(r)φ∗j (r′) + 〈N |aˆ†baˆj |NS〉φj(r)φ∗b(r′))
×(θ(τ)e−iτεQPb /~ + θ(−τ)e−iτεQPj /~)
]
(8.44)
≡ −eiΩS |τ |/2~
∑
jb
[
(X˜Sjbφb(r)φ
∗
j (r
′) + Y˜ Sjbφj(r)φ
∗
b(r
′))
×(θ(τ)e−iτεQPb /~ + θ(−τ)e−iτεQPj /~)
]
(8.45)
where X˜Sjb and Y˜
S
jb are defined as X˜
S
jb ≡ 〈N |aˆ†j aˆb|NS〉 and Y˜ Sjb ≡ 〈N |aˆ†baˆj |NS〉.
5. Plug Eqn. 8.45 into Eqn. 8.43. We fourier transform the screened potential W (τ) =∫∞
−∞ dωe
−iωtW (ω). Then we perform the integral over τ3 and add an infinitesimal
imaginary amplitude e−iη|τ3| with η > 0 to force the integration over τ3 to converge.
Repeat the exact same analysis for χ˜ehS (r, r
′; τ). The generalized eigenvalue problem
for BSE finally reads
 A˜S B˜S
−B˜S −A˜S

 X˜S
Y˜S
 = ΩS
 X˜S
Y˜S
 (8.46)
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for electron-hole excitation amplitudes X˜S and Y˜S and excitation energy ΩS for BSE
excited state S. A˜S and B˜S contain matrices elements as follows
A˜Siajb = δijδab(ε
QP
a − εQPi ) +KSiajb (8.47)
B˜Siajb = K
S
iabj (8.48)
where
KSiabj = K
x
iabj +K
d
iabj(ΩS) (8.49)
Kxiajb =
∫∫
drdr′φi(r)φa(r)φj(r′)φb(r′)v(r, r′) (8.50)
= (ia|jb) (8.51)
Kdiajb(ΩS) = −
∫∫
drdr′φa(r)φb(r)φi(r′)φj(r′)× i
2pi
∫
dωe−iωηW (r, r′, ω)
×
[
1
ΩS − ~ω − (εQPb − εQPi ) + iη
+
1
ΩS + ~ω − (εQPa − εQPj ) + iη
]
(8.52)
In Eqns. 8.50 – 8.51, we have assumed all orbitals are real valued. The factor e−iωη is
included in Eqn. 8.52 to remind us only that, if we seek to evaluate the integral over
a complex contour, that contour must run below the real axis.
Quasiparticle energies from the GW approximation
To evaluate Eqn. 8.52 in practice, we require a GW calculation on top of a Hartree cal-
culation to extract the quasi-particle energy. [191] To avoid a self-consistent calculation, the
standard approach is to apply a linear expansion for the real part of the correlation part of
the self-energy Σc(ω)
ReΣc(εGWs ) ≈ ReΣc(εHs ) +
εGWs − εHs
~
∂ReΣc(εHs )
∂ω
(8.53)
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which leads to
εGWs ≈ εHs + ZsReΣc(εHs ) + Σxs (8.54)
where εHs denotes the Hartree orbital energy and ε
GW
s denotes the GW orbital energy. The
quasiparticle renormalization factor “Zs” is given by
Zs ≡
(
1− ∂ReΣ
c(εHs )
∂ω
)−1
(8.55)
In Ref. 191, for a finite Hubbard model, we found that the Z-factor values for orbitals
other than the HOMO and LUMO were usually far from unity with correspondingly large
errors compared to exact attachment-detachment energies. As a result, in this work we cal-
culate ZsReΣ
c(εHs ) only for the HOMO and LUMO. After adding in the exchange part
of the self-energy Σxs , we shift all the virtual (occupied) orbitals by ZlumoReΣ
c(εHlumo)
(ZhomoReΣ
c(εHhomo)), i.e.
εGWa ≈ εHa + ZlumoReΣc(εHlumo) + Σxa (8.56)
εGWi ≈ εHi + ZhomoReΣc(εHhomo) + Σxi (8.57)
Matrix elements for the electron-hole interacting kernel
After the approximate quasiparticle energy εGWp is obtained, the next step is to build the
electron-hole interaction kernel K. The matrix elements of Kx(35, 46) (in the MO basis)
are simply given by Eqn. 8.51. In order to obtain the matrix elements of Kd, we first recall
the expression for the screened Coulomb interaction W [191,200,217]
W (r, r′;ω) = v(r, r′) +
∫
dr′′dr′′′v(r, r′′)χ(r′′, r′′′, ω)v(r′′′, r′) (8.58)
≡ v(r, r′) +W p(r, r′;ω) (8.59)
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where W p(r, r′;ω) is defined as
W p(r, r′;ω) ≡
∫
dr′′dr′′′v(r, r′′)χ(r′′, r′′′, ω)v(r′′′, r′) (8.60)
Here χ(r′′, r′′′, ω) is the time-dependent Hartree (TDH) polarizability in the frequency do-
main and is computed via the following sum-over-states expression [14]
χ(ω)
=

 A B
B A
+ ω
 I 0
0 −I


−1
(8.61)
=
∑
I
[
1
ΩTDHI + ~ω
 XI
YI
( XI YI )+ 1
ΩTDHI − ~ω
 YI
XI
( YI XI )](8.62)
where XI and YI correspond to the TDH excitation amplitudes of excited state I with
excitation energy ΩTDHI . In terms of MO’s, if the perturbing potential is of the form
ujb(t)(a
†
baj + a
†
jab), one finds that the response function is
χiajb(ω) =
∑
I
[ M Iiajb
ΩTDHI + ~ω − iη
+
M Iiajb
ΩTDHI − ~ω − iη
]
(8.63)
where
M Iiajb = X
I
iaX
I
jb +X
I
iaY
I
jb + Y
I
iaX
I
jb + Y
I
iaY
I
jb (8.64)
Although not necessary, note that
χ(r, r′, ω) =
∑
I
∑
iajb
φi(r)φa(r)φj(r
′)φb(r′)
[ M Iiajb
ΩTDHI + ~ω − iη
+
M Iiajb
ΩTDHI − ~ω − iη
]
(8.65)
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The matrix elements of W p in the MO basis can be written as
W piajb =
∑
I
∑
kcld
(ia|kc)(jb|ld)
[
M Ikcld
ΩTDHI + ~ω − iη
+
M Ikcld
ΩTDHI − ~ω − iη
]
(8.66)
The matrix elements of W p in the AO basis (which is equivalent to the site basis in the
Hubbard model) can be written as
W pµν =
∑
iajb
CµaCνbCµiCνjW
p
iajb (8.67)
Eqn. 8.52 is now ready to be evaluated with the help of Eqns. 8.59, 8.66 and 8.67. It is
clear that if one neglects the polarizable part of the screened Coulomb interaction W p, one
will get the exact TDHF working equation from Eqn. 8.47.
In many cases (e.g., in most semiconductor crystals), the excitations in state |ΨS〉 are mainly
composed from electron-hole pair configurations |Φai 〉 whose transition energies (εQPa − εQPi )
are close to the resulting excitation energy ΩS , which means that ΩS− (εQPa − εQPi ) is much
smaller than ΩTDHI .
[257] In such cases, Eqn. 8.52 can be approximated by
Kdiajb = −
∫
drdr′φi(r)φa(r′)φj(r)φb(r′)×W p(r, r′, ω = 0) (8.68)
= −
∑
µν
CµaCµbCνiCνjW
p
µν(ω = 0) (8.69)
where
W pµν(ω = 0) =
∑
iajb
CµaCνbCµiCνj
∑
I
∑
kcld
(ia|kc)(jb|ld)
[
M Ikcld
ΩTDHI − iη
+
M Ikcld
ΩTDHI − iη
]
(8.70)
After building the electron-hole interacting kernel (K), the BSE eigenvalue problem (Eqn. 8.47)
is ready to be solved. The derivation of BSE reviewed above is summarized in Fig. 8.31.
BSE can either be solved directly (without further approximation, i.e. the random phase
approximation (RPA)) or within the Tamm-Dancoff approximation (TDA), which sets the
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matrix B = 0. In this work, we will test both versions. We also will study the self-consistent
(using Eqn. 8.52 for Kd) and the non-self-consistent (using Eqn. 8.68 for Kd) versions of
BSE. This completes our derivation of the BSE approach.
Figure 8.31: Flowchart for how to calculate BSE energies in practice.
8.2.2. Configuration interaction approaches
Our goal in this paper is to compare BSE with CI approaches. For completeness, we now
review the relevant quantum chemistry approaches.
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CIS
The simplest CI method, CIS, which includes only the single excitation manifold. The
matrix element of the CIS Hamiltonian is
HCISiajb = 〈Φai |Hˆ0|Φbj〉 = δijδab(εa − εi) + 〈ij||ab〉 (8.71)
where 〈ij||ab〉 ≡ 〈ij|ab〉 − 〈ia|jb〉 is the two-electron integral. The CIS wavefunction can be
written as
|ΨCISI 〉 =
∑
ia
tIai |Φai 〉 (8.72)
where tIai is the excitation coefficients for CIS excited state I. With low computational cost,
CIS is applicable to very large systems. However, in general, CIS only gives qualitatively
correct results.
CIS(D)
CIS(D) serves as a non-degenerate perturbative second-order correction to CIS that ap-
proximately introduces effects of electron correlation and double excitations for the excited
states in a noniterative scheme. [242] In CIS(D), MP2 theory is employed in order to include
electron correlation in the ground state. By introducing the perturbation V to the original
unperturbed Hamiltonian Hˆ0
Hˆ = Hˆ0 + λVˆ (8.73)
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and performing the second-order time-independent perturbation theory, one gets the MP2
correction energy to the ground state
ωMP20 = 〈Φ0|Vˆ Tˆ2|Φ0〉 (8.74)
= −1
4
∑
ijab
∣∣〈Φ0|Vˆ |Φabij 〉∣∣2
εa + εb − εi − εj (8.75)
= −1
4
∑
ijab
∣∣〈ij||ab〉∣∣2
εa + εb − εi − εj (8.76)
where Tˆ2 is the double excitation operator that yields the double-excitation manifold |Φabij 〉
with the effective excitation coefficients
Tˆ2 =
1
4
∑
ijab
dabij aˆ
†
aaˆ
†
baˆiaˆj (8.77)
dabij ≡ −
∑
ijab
〈Φ0|Vˆ |Φabij 〉
εa + εb − εi − εj (8.78)
= −
∑
ijab
〈ij||ab〉
εa + εb − εi − εj (8.79)
Note that the single-excitation manifold does not appear because of Brillouin’s theorem.
CIS(D) is consistent with MP2 theory performed on CIS excited states, and contains the
corrections to the CIS excitation energy from three aspects: singles- and doubles-excitations
with respect to the CIS wavefunction and finally the MP2 correction to the ground state
energy (Eqn. 8.80)
ω
CIS(D)
I = 〈ΨCISI |Vˆ Tˆ1|ΨCISI 〉+ 〈ΨCISI |Vˆ Tˆ2|ΨCISI 〉 − ωMP20 (8.80)
Overall, the single-excitation operator acting on the CIS state in the first term gives a
double-excitation
Tˆ1 ≡ −1
4
∑
ijab
|Φabij 〉〈Φabij |
εa + εb − εi − εj − ΩCISI
Vˆ (8.81)
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Plugging Eqn. 8.81 into Eqn. 8.80, one finds the first term in Eqn. 8.80 finally yields
〈ΨCISI |Vˆ Tˆ1|ΨCISI 〉 = −
1
4
∑
ijab
(sabij )
2
εa + εb − εi − εj − ΩCISI
(8.82)
sabij ≡ 〈ΨCISI |Vˆ |Φabij 〉 (8.83)
=
∑
kc
tIck 〈Φck|Vˆ |Φabij 〉 (8.84)
=
∑
c
[〈ab||cj〉tIci − 〈ab||ci〉tIcj ]+∑
k
[〈ka||ij〉tIbk − 〈kb||ij〉tIak ](8.85)
The second term in Eqn. 8.80 gives a triple-excitation with respect to the ground state.
Note that in CIS(D), the double-excitation operator that acts on CIS excited states Tˆ2
remains the same as the one acts on the ground state in MP2 theory, i.e. the corresponding
excitation coefficients dabij are not changed. Therefore the second term in Eqn. 8.80 finally
yields
〈ΨCISI |Vˆ Tˆ2|ΨCISI 〉
=
∑
klcd
tIck t
Id
l 〈Φck|Vˆ Tˆ2|Φdl 〉 (8.86)
= 〈Φ0|Vˆ Tˆ2|Φ0〉+ 2
∑
ia
tIai
∑
klcd
〈kl||cd〉(tIci ddakl + tIak ddcil + 2tIck dadil ) (8.87)
= ωMP20 +
1
2
∑
ia
tIai
∑
klcd
〈kl||cd〉(tIci ddakl + tIak ddcil + 2tIck dadil ) (8.88)
Note that the MP2 correction energy cancels within CIS(D) and the final CIS(D) correction
for CIS state I can be represented as
ω
CIS(D)
I = −
1
4
∑
ijab
(sabij )
2
εa + εb − εi − εj − ΩCISI
+
1
2
∑
ia
tIai
∑
klcd
〈kl||cd〉(tIci ddakl + tIak ddcil + 2tIck dadil ) (8.89)
CIS(D) is a second-order non-degenerate perturbation method on top of CIS and requires
no extra diagonalization beyond the CIS Hamiltonian.
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CIS(Dn)
To generalize CIS(D) to the near-degenerate case, a family of quasi-degenerate second-order
perturbation theories is known as CIS(Dn).
[248] Essentially in CIS(Dn), one diagonalizes a
perturbed Hamiltonian which contains only the single- and double-excitation manifolds to
the second order
HCIS(Dn) =
 H(0)SS +H(2)SS H(1)SD(
H
(1)
SD
)†
H
(0)
DD
 (8.90)
where
(
H
(0)
SS
)
iajb
= 〈Φai |Hˆ0|Φbj〉 (8.91)(
H
(2)
SS
)
iajb
= 〈Φai |Vˆ Tˆ2|Φbj〉 (8.92)(
H
(1)
SD
)
ia,jbkc
= 〈Φai |Vˆ |Φbcjk〉 (8.93)(
H
(0)
DD
)
iajb,kcld
= 〈Φabij |Fˆ |Φcdkl 〉 (8.94)
Note that the ground state response is taken into consideration through the H
(2)
SS sub-
block by including the double-excitation operator Tˆ2 from ground state MP2 theory. Note
also that a zeroth-order approximation is applied to the H
(0)
DD sub-block so that only the
diagonal elements appear in this sub-block. To avoid explicit consideration of the doubles,
an alternative is to inverting diagonal zeroth-order doubles-doubles block H
(0)
DD, leading to
an energy-dependent matrix and a resulting energy-dependent eigenvalue equation
H˜CIS(Dn)(ω) = H
(0)
SS +H
(2)
SS −H(1)SD(H(0)DD − ω)−1
(
H
(1)
SD
)†
(8.95)
Note that (H
(0)
DD − ω)−1 can be written as an expansion
(H
(0)
DD − ω)−1 = (H(0)DD)−1(1−∆)−1 (8.96)
= (H
(0)
DD)
−1(1 + ∆ + ∆2 + · · · ) (8.97)
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where ∆ is defined as
∆ ≡ ω(H(0)DD)−1 (8.98)
The CIS(Dn) hierarchy at level n is defined as that method which results from truncating
the expansion after the ∆n term. As a result, the eigenvalue problem for CIS(D0) simply
becomes
(
H
(0)
SS +H
(2)
SS −H(1)SD(H(0)DD)−1
(
H
(1)
SD
)†)|ΨCIS(D0)I 〉 = ΩCIS(D0)I |ΨCIS(D0)I 〉 (8.99)
where we define the CIS(D0) Hamiltonian HCIS(D0) as
HCIS(D0) ≡ H(0)SS +H(2)SS −H(1)SD(H(0)DD)−1
(
H
(1)
SD
)†
(8.100)
HCIS(D0)iajb = δijδab(εa − εi) + 〈ja||bi〉+ 12
∑
kc〈jk||bc〉(δijdcajk + δabdcbik + 2dacik )
−12
[∑
cdl〈ja||bc〉bbcdijl +
∑
dkl〈jk||ib〉babdjkl
]
(8.101)
where dcbik is defined in Eqns. 8.78 – 8.79 and b
abc
ijk is defined as
babcijk ≡
〈ab||ci〉δjk − 〈ab||cj〉δik + 〈kb||ij〉δac − 〈ka||ij〉δbc
εa + εb − εi − εj (8.102)
The CIS(D1) Hamiltonian HCIS(D1) is defined as
HCIS(D1) ≡ S− 12HCIS(D0)S− 12 (8.103)
where
S ≡ 1 +H(1)SD(H(0)DD)−2
(
H
(1)
SD
)†
(8.104)
Siajb = 1 +
∑
cdl〈ja||bc〉bbcdijl +
∑
dkl〈jk||ib〉babdjkl
2(εa + εb − εi − εj) (8.105)
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Finally, the full CIS(Dn) Hamiltonian given by Eqn. 8.95 (without truncating (H
(0)
DD −
ω)−1) corresponds to the CIS(D∞) Hamiltonian. Solving the resulting energy-dependent
eigenvalue equation of the CIS(D∞) Hamiltonian (Eqn. 8.106) self-consistently gives the
CIS(D∞) excitation energies
HCIS(D∞)(ω)|ΨCIS(D∞)I 〉 = ΩCIS(D∞)I (ω)|ΨCIS(D∞)I 〉 (8.106)
Relation between CIS(Dn) and CC2 and ADC(2)
Although in this paper we will focus exclusively on the CIS(Dn) suite of excited states, it
is important to recall that the CIS(D∞) Hamiltonian is nearly identical to several other
excited state Hamiltonians that are common in the literature. [244–247,258] Among them, the
CC2 model, which is also know as the approximate coupled-cluster singles-and-doubles
model, iteratively determines the singles and doubles substitutions as the poles of a true
linear response function. [244,245,258] In second-order coupled-cluster theory (CCSD), [259] one
performs a similarity transformation to the unperturbed Hamiltonian such that
H˜ = e−(Tˆ
CC
1 +Tˆ
CC
2 )Hˆe(Tˆ
CC
1 +Tˆ
CC
2 ) (8.107)
where TˆCC1 and Tˆ
CC
2 are first- and second-order coupled-cluster operators
TˆCC1 =
∑
ia
tCCia aˆ
†
aaˆi (8.108)
TˆCC2 =
∑
ijab
tCCijabaˆ
†
aaˆ
†
baˆiaˆj (8.109)
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The corresponding coefficients tCCia and t
CC
ijab are determined via the CCSD amplitude equa-
tions
∑
ia
tCCia 〈Φai |H˜|ΦHF〉 = 0 (8.110)∑
ijab
tCCijab〈Φabij |H˜|ΦHF〉 = 0 (8.111)
In CC2, the similarity transformation is approximated by
e(Tˆ
CC
1 +Tˆ
CC
2 ) ≈ eTˆCC1 (1 + TˆCC2 ) (8.112)
In practice, a ground state CC2 calculation is first performed to determine the cluster am-
plitudes and second an equation-of-motion calculation is performed to obtain the excitation
energies.3 The only essential difference between CC2 and CIS(D∞) is that the double-
excitation amplitudes are solved via ground state MP2 theory in CIS(D∞) while they are
solved via approximated coupled-cluster theory as the ground state cluster amplitudes in
CC2
HCC2(ω) = H(0)SS + H˜(2)SS −H(1)SD(H(0)DD − ω)−1
(
H
(1)
SD
)†
(8.113)(
H˜
(2)
SS
)
iajb
= 〈Φai |Vˆ TˆCC2 |Φbj〉 (8.114)
Similarly, the ADC(2) model, abbreviated from algebraic diagrammatic construction through
second order, is the symmetric or the Hermitian part of the CIS(D∞) model. Note that
H
(2)
SS in Eqn. 8.95 Hamiltonian gives rise to the non-symmetric form of the CIS(D∞) Hamil-
tonian. The ADC(2) Hamiltonian is just the symmetrized form of the CIS(D∞) Hamilto-
3One should note that the terms introduced via the transformation eTˆ
CC
1 on Hˆ0 in CC2 contribute only to
the third and higher orders to the excitation energies of single-excitation dominated transitions. To obtain
the excitation energies correct through the second order, this transformation can safely be discarded.
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nian [246,247,258]
HADC(2)(ω) = 1
2
((HCIS(D∞)(ω))† +HCIS(D∞)(ω)) (8.115)
8.2.3. Model system
The Hubbard model offers one of the simplest ways to get insight into how the interactions
between electrons can give rise to insulating, doped, and conducting effects in a solid. In
this work we take 1D Hubbard model as our testing system, which is described by the
Hamiltonian
H ≡ τ
∑
〈µν〉
(a†µaν + a¯
†
µa¯ν) + Vµ
∑
µ
(a†µaµ + a¯
†
µa¯µ) +
∑
µ
Uµa
†
µa¯
†
µaµa¯µ (8.116)
where µ denotes the site of the system; τ is the hopping integral between neighboring sites,
Vµ is the on-site energy (for site µ), and Uµ is the repulsion energy between two electrons
of opposite spin occupying the same site µ. A bar indicates spin down. Note that for all
the calculations below, we calculate only the excitation energy of the first excited singlet
state and we set η = 0.
8.3. Results
We apply the theory above to an 8-Site 1D Hubbard model and we assume half-filling
with 8 electrons. The hopping integral between neighboring sites τ is set to be 1.0 for all
systems, while the electron repulsion energy U is varied. All quantities will be calculated in
a.u. henceforward. The exact excitation energy of the first excited singlet state is obtained
by diagonalizing the Hamiltonian with direct diagonalization.
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8.3.1. Metallic system
We first study metallic systems. In metallic systems, every site has the same on-site energy
(Vµ = 0 for all sites µ).
4 The electron repulsion energy U is varied from 0 to 0.7. Results
are shown in Fig. 8.32. One can see that for this system, none of these approximated
methods gives perfect results. All of the CI methods underestimate the energy, and CIS
gives the largest negative error here. We believe this failure is really a failure of the HF
calculation, which overestimates the ground state energy: the difference between the exact
ground state energy and the answer given by HF is as large as 0.08. In general, CIS is known
to overestimates the excitation energy. [7,260] Pertubatively including the double excitations
gives slightly better results, but still with an error as large as -0.02. Although the BSE-TDA
method generally overestimates the energy (except for U = 0.7), it gives relatively smaller
errors compared to CI methods. The BSE-RPA method generates the most accurate results
for small U values but underestimates the energy too much when U gets larger (e.g. when
U = 0.6 and 0.7).
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Figure 8.32: Errors for the excitation energy of the first excited singlet state for the metallic
system (Vµ = 0 for all sites µ, τ = 1.0). All errors are relative to the exact diagonalization.
None of these methods gives perfect results. All of the CI methods underestimate the energy
while the BSE-TDA method generally overestimates the energy (except for U = 0.7). BSE-
RPA is accurate for small Us but underestimates the energy for large Us.
4In truth, it can be shown that an infinite half-filled Hubbard chain is always insulating. [216] Thus,
formally, any “metallic” features of this Hubbard chain exist only because of the chain’s finite size. That
being said, the main conclusions presented here continue to hold if we consider a chain with less than half
filling.
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8.3.2. Doped impurity systems
By lowering the energy of a single site in the metallic system, one can model an impurity.
This dopes an otherwise metallic system [261] and can influence the overall photoactivitiy
or electrical properties of the total system. In Figs. 8.33, we calculate results for electron
repulsion energies U between 0 to 0.7. Here the on-site energy Vµ is set to be −0.5. It can
be seen in Fig. 8.33 that the results are roughly identical to the metallic case: All of the
CI methods underestimate the energy while BSE-TDA overestimates the energy (except for
U = 0.7). The BSE-TDA method again yields a smaller error compared to CI approaches.
BSE-RPA is accurate for small U values but gives large errors when U gets larger. The
same conclusion holds for the case Vµ = −1.0 (where the on-site energy is comparable with
the hopping integral).
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Figure 8.33: Errors for the excitation energy of the first excited singlet state for the doped
system (with V5 = −0.5). All errors are relative to the exact diagonalization. Results in
this doped system are very similar to the metallic system.
8.3.3. Molecular (semiconducting/insulating) systems
To simulate a “molecular” Hubbard model, we construct an alternating Hamiltonian, whereby
Veven is significantly lowered relative to Vodd = 0. In doing so, we expect that orbitals with
lower energies will be doubly occupied and well separated from virtual orbitals. Thus, by
creating an energy gap, we should be simulating closed-shell insulators and/or semiconduc-
tors (depending on the gap size).
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For “molecular” systems with a small energy gap (Veven = −0.5), the electron repulsion
energy U is varied from 0 to 0.8. As shown in Fig. 8.34, the error given by the BSE-TDA
method is further reduced, while the error of BSE-RPA increases. For the CI approaches,
we find a very unusual result: the CIS energy outperforms the correlated methods. Clearly
there is an unintuitive cancelation of error in these calculations.
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Figure 8.34: Errors for the excitation energy of the first excited singlet state for the “molec-
ular” system (Veven = −0.5, Vodd = 0, τ = 1.0). All errors are relative to the exact
diagonalization. BSE-TDA remains the same tendency but no longer provides the smallest
error when U reaches its maximum. BSE-RPA underestimates the energy too much for
large Us. Higher lever CI approaches give worse results compared to CIS.
For “molecular” systems with an energy gap equal to the hopping integral (Veven = −1.0),
Fig. 8.35 demonstrates that our results are very different than all previous cases. In par-
ticular, now, CIS clearly overestimates the energy in this more insulating system. Though
CIS(D) still generates the largest error, the CIS(Dn) approaches behave much better now.
Among them CIS(D0) gives the best results in this case. The performance of the BSE-TDA
method is no longer as good, though slightly better than CIS(D). The BSE-RPA is the
worst and generates the largest error.
Finally, we consider the final, extreme “molecular” case whereby the the on-site energy
difference is now twice as large as the hopping integral (Veven = −2.0). As Fig. 8.36 shows,
as U increases from 0 to 1.2, CIS generates a huge error (as large as 0.05), overestimating
the energy. CIS(D) and CIS(Dn) give smaller errors compared with the BSE methods, as
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Figure 8.35: Errors for the excitation energy of the first excited singlet state for the “molec-
ular” system (Veven = −1.0, Vodd = 0, τ = 1.0). All errors are relative to the exact di-
agonalization. CIS overestimates the energy while CIS(D) underestimates the energy with
even larger error. Other methods perform better. BSE-TDA is only better than CIS(D)
and BSE-RPA, which generates the largest error in this case.
the latter underestimate the energy. CIS(D∞) gives the most accurate results in this case
as one might expect in a molecular system.
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Figure 8.36: Errors for the excitation energy of the first excited singlet state for the “molec-
ular” system (Veven = −2.0, Vodd = 0, τ = 1.0). All errors are relative to the exact diago-
nalization. Both BSE methods underestimate the energy while CIS greatly overestimates
the energy. CIS(D∞) gives the best results, as might be expected
8.4. Discussion
The results above (in Sec. 8.3) have compared CI methods versus BSE methods for cal-
culating the excitation energy of the first excited singlet state. For all the cases studied,
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we did not find a universally optimal approach that can generate relatively small errors for
every system, though it is clear that the BSE-TDA method behaves better for metallic and
semiconducting systems and gradually loses its advantage when the system becomes more
“molecular”. Here we analyze several aspects that effect the performance of BSE: (i) the
reliability of the GW approximation, (ii) the influence of the screened correlation strength,
and (iii) the effect of the non-self-consistent approximation (i.e. ignoring the frequency
dependence of W p) for BSE.
8.4.1. GW approximation: strengths and weaknesses
The GW method shows its comparative advantages versus traditional quantum chemistry
approaches for calculating the ionization potentials and electron affinities across a large
range of Hubbard-like Hamiltonians. (See Ref. 191.) However, the same conclusion did not
hold for all orbitals (unpublished). We find that GW can generate accurate orbital energies
only for HOMO and LUMO for these model systems. To show this, we take the metallic
system as an example and plot the Z-factor for the metallic system in Fig. 8.37(a). One
can see in Fig. 8.37(a) that only the HOMO and LUMO Z-factors are consistently very
close to 1, indicating the GW approximation works well for these two orbitals. For other
orbitals, however, the Z-factor in some cases is much smaller than 1, which implies that
non-self-consistent G0W0 calculation cannot be reliable. To further demonstrate this, we
plot the frequency dependence of the self-energy for HOMO and HOMO-3 at U = 0.7 in
Fig. 8.37(b). According to Ref. 191, we express the dynamic part of the self-energy for
HOMO and HOMO-3 as
Σcpp(ω)
=
∑
jbkc
∑
I
(∑
i
(ip|jb)(ip|kc)
~ω + ΩTDHI − εHi − iη
+
∑
a
(ap|jb)(ap|kc)
~ω − ΩTDHI − εHa + iη
)
M Ijbkc
where p = HOMO or HOMO-3. (Note that ΩTDHI in Eqn. 8.117 corresponds to positive
TDH eigenvalues.) It can been seen from Fig. 8.37(b) that Σchomo(ω) (blue line) is very flat
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and smooth at ω = εhomo, giving rise to a very small derivative
∂ReΣc(εHhomo)
∂ω . According to
Eqn. 8.55, the Z-factor for HOMO is therefore very close to one. In contrast, Σchomo-3(ω) is
very sharp at ω = εhomo-3, leading to a very small Z-factor (∼ 0.2 from Fig. 8.37(a)) , i.e.
the failure of the GW approximation for HOMO-3 at U = 0.7. The same conclusion holds
for doped and molecular systems.
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Figure 8.37: (a) Z-factors for the metallic systems and (b) the dynamic correlation part of
the self-energy Σc as a function of ω for HOMO and HOMO-3 at U = 0.7. In (a), only
the HOMO and LUMO Z-factors are consistently very close to 1 for any repulsion energy.
In (b), Σchomo(ω) is very flat and smooth at ω = εhomo while Σ
c
homo-3(ω) is very sharp at
ω = εhomo-3, indicating that GW (or really, G0W0) will be meaningful for HOMO but not
for HOMO-3 when U = 0.7.
In summary, the GW approximation works well when the quantities −ΩTDHI + εHi and
ΩTDHI +ε
H
a are far away from the Hartree orbital energies, which is true only for the HOMO
and LUMO in our tested systems. (See Eqn. 8.117.) Thus, as a compromise, we shifted
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the orbital energy by the same amount (Eqns. 8.56 and 8.57) when we performed all BSE
calculations. The BSE results might be improved if we can find more accurate quasiparticle
energies.
8.4.2. Screened correlation effects
The strong performance of BSE-TDA for the metallic and the semiconducting systems is
consistent with the fact that BSE is popular in the solid state community where screening is
essential. To visualize screening, in Fig. 8.38 we plot the dynamic screening interaction W pµν
for all systems, setting repulsion energy U = 0.7. As shown in Fig. 8.38, the metallic system
and doped systems (left panel) show more screening effects than the molecular systems
(right panel), especially when the HOMO/LUMO gap is large. The correlation effect of
the extreme molecular system (bottom-right) is only one third in strength compared to the
metallic and doped system. This decrease in screening apparently degrades the performance
of the BSE-TDA method.
8.4.3. Self-consistent and non-self-consistent BSE
Finally, a few words are in order about self-consistency. In this work, we have performed
a non-self-consistent calculation for BSE by ignoring the frequency dependence of W p,
i.e. expressing Kd via Eqn. 8.68. Alternatively, one can take the frequency dependence of
W p into account and apply the full expression of Kd (Eqn. 8.52) to solve the BSE equation
self-consistently. To compare the results, we have in fact performed several self-consistent
calculations and we find that for both TDA and RPA, the self-consistent version and the
non-self-consistent version of BSE generate almost exactly the same results. Thus, any BSE
errors reported here are not from a lack of self-consistency.
8.5. Conclusion
In this paper, we have reviewed BSE theory as well as a few widely used CI theories and we
have systematically compared their performances for the calculation of the first excitation
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energy for several finite 1D Hubbard chains. While BSE-RPA always underestimates the
excitation energy for systems with large repulsion energy and is poorly behaved compared
with CI methods, BSE-TDA slightly outperforms the CI methods for metallic and semicon-
ducting systems. For insulating molecular systems, BSE-TDA is not as accurate as CIS(D)
and CIS(Dn).
To explain these differences, the most obvious reason would be the choice of initial orbitals
and orbital energies, Hartree or Hartree-Fock. Note that in this study, our starting point is
a direct Hartree calculation without any DFT functionals, and we have shown in Ref. 191
that these Hartree orbitals can be unreliable without any correction. That being said, there
is also the question of whether BSE would be improved if if more accurate quasiparticle
energies can be obtained in some other fashion; recall that our GW calculations yield mean-
ingful orbital corrections only for the HOMO and LUMO. Finally, there remains the open
question of whether BSE should be able to outperform quantum chemistry CI approaches
for molecular Hamiltonians if there is only weak screening. Ongoing work will address these
fundamental questions.
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Figure 8.38: Dynamic screening effects in various 1D Hubbard chain. U = 0.7 for all
systems. Note that the more insulating the system is, the less screening it shows. The
screening of the extreme molecular system (bottom-right) is only one third in strength
compared to the metallic and doped system.
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CHAPTER 9 : Conclusion and future work
We have presented a variety of methods that can be applied to the study of electron-nuclear
and electron-electron interactions. Chapters 3–6 focus on understanding the electron-
nuclear interaction using the electronic structure theory. In chapter 3 we analyze the pho-
tophysics of benzaldehyde through the lens of TDDFT adiabatic excited states and Boys
or Edmiston-Ruedenberg localized diabatic states. In chapter 4 we calculate the deriva-
tive couplings between TDDFT/TDA excited states via direct differentiation by assuming
that the Kohn-Sham superposition of singly-excited determinants represents a true elec-
tronic wavefunction. In chapter 5, we present a formalism for derivative couplings between
TDDFT/RPA excited states using analytic gradient theory. Our formalism is based on
a pseudo-wavefunction ansatz. In chapter 6 we present a complete derivation of deriva-
tive couplings between excited states in the framework of adiabatic time-dependent density
functional response theory and compare the resulting derivative couplings with derivative
couplings from chapter 5.
Chapters 7–8 focus on understanding the electron-electron interaction in the framework
of Green’s function. In chapter 7, we calculate the ionization potential and the electron
affinity of 1D Hubbard chains from GW approximation and CI approach. In chapter 8,
we calculate the excitation energies of finite 1D Hubbard chains from BSE method and CI
approach.
The quantum chemistry techniques presented here have been focused on single-excitation
electronic structure theory.While many interesting physical and chemical properties can be
explored using such methods, there are still some limitations therein. For example, crossings
between ground and excited states can never be appropriately described if one includes only
the single-excitations from the ground state to excited states. Methods involving multi-
excitation or multi-reference electronic structure theory can provide decent results, but
can only be applied to small isolated molecules because of the large computational cost.
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For more complicated properties of larger systems, feasible corrections on top of single-
excitation methods should be developed to qualitatively improve the performance of these
methods. With detailed understanding of treating the electron-electron interactions with
MBPT, the current methodological research can also be expanded to periodic systems and
the condensed phase.
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APPENDIX
A.1. Derivation of the density matrix derivative P[Q]
To justify Eqn. 4.48 above, note that besides one- and two-electron-integrals, the only
independent variables in quantum chemistry are S (the overlap) and Θ (the orbital rota-
tions) [148,262]. Therefore, for any matrix P
P [Q]µν =
∑
αβ
∂Pµν
∂Sαβ
S
[Q]
αβ +
∑
aj
∂Pµν
∂Θaj
Θ
[Q]
aj . (A.1)
Now, the definition of the one-electron ground state density matrix is
Pµν =
∑
m
CµmCνm. (A.2)
To find these partial derivatives, one simply differentiates P with respect to S and Θ to
find
∂Pµν
∂Θaj
=
∑
m
∂Cµm
∂Θaj
Cνm +
∑
m
Cµm
∂Cνm
∂Θaj
, (A.3)
∂Pµν
∂Sαβ
=
∑
m
∂Cµm
∂Sαβ
Cνm +
∑
m
Cµm
∂Cνm
∂Sαβ
. (A.4)
Combining Eqns A.1 – A.4 and Eqn 63 in Ref. 148 into the above expressions, one gets the
final expression for P[Q]
P [Q]µν = −
1
2
∑
αβ
(
P˜µαPνβ + P˜ναPµβ
)
S
[Q]
αβ −
∑
aj
(CµaCνj + CµjCνa) Θ
[Q]
aj . (A.5)
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A.2. Hellmann-Feynman derivative couplings
In the text above, we formed derivative couplings from a “brute force” expression whereby
we differentiate the ket directly. We will now show that such an approach has a clear
Hellmann-Feynman analogue. By applying the logic of the Hellmann-Feynman theorem,
the TDDFT/TDA derivative coupling should be equivalent to
dIJ(R) =
〈ΨI |∇RHKS |ΨJ〉
ΩJ − ΩI (A.6)
=
∑
ijab
tIai t
Jb
j
〈Φai |H[Q]KS |Φbj〉
ΩJ − ΩI (A.7)
where HKS = PˆOKSPˆ . Here OKS is defined in Eqn. 4.7 and Pˆ is the projector onto the
singles manifold. Recall that the matrix element of the Kohn-Sham linear-response tensor
A is given by Eqn. 4.5, so that
HKS =
∑
ijab
|Φai 〉Aiajb〈Φbj | (A.8)
Inserting Eqn. A.8 to Eqn. A.7, one has
dIJ(R) =
1
ΩJ − ΩI
∑
ijab
{
tIai t
Jb
j A
[Q]
iajb + 〈ΨI |Φa[Q]i 〉AiajbtJbi + tIai Aiajb〈Φb[Q]j |ΨJ〉
}
(A.9)
=
1
ΩJ − ΩI
{∑
ijab
tIai t
Jb
j A
[Q]
iajb (A.10)
+ ΩJ
∑
jkbc
tIck t
Jb
j 〈Φck|Φb[Q]j 〉 − ΩI
∑
ilad
tIai t
Jd
l 〈Φdl |Φa[Q]i 〉
}
By relabeling the indices, one can combine the like terms and reach the following equation
dIJ(R) =
∑
ijab
tIai t
Jb
j
[ 1
ΩJ − ΩIA
[Q]
iajb + 〈Φai |Φb[Q]j 〉
]
(A.11)
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which is exactly the same expression as Eqn. 4.24. Therefore our direct differentiation
method for derivative couplings has an obvious Hellmann-Feynman analogue.
A.3. The Chernyak-Mukamel expression and the transition density matrix according
to response theory
In the limit of two exact eigenstates of the Hamiltonian, |ΨI〉 and |ΨJ〉, the derivative
coupling takes a very simple form known as the Chernyak-Mukamel formula (Eqn. A.12)
dCMIJ =
1
ΩJ − ΩI
∑
pq
v[Q]pq γ
IJ
pq (A.12)
where γIJpq is the one-electron transition density matrix. Here v
[Q]
pq =
∑
µν Cµpv
[Q]
µν cνq, where
v
[Q]
µν is the derivative of the nuclear-eletronic potential in the AO basis. Eqn. A.12 can be
derived easily from the exact Hellmann-Feynman expression
dexactIJ =
〈ΨexactI |∇RHexact|ΨexactJ 〉
ΩJ − ΩI (A.13)
using the fact that only vµν in the Hamiltonian depends on nuclear coordinates in the limit
of an infinite basis. According to time-dependent response theory, [14,263] γIJpq is given by
γIJpq =

−∑a tJap tIaq for p, q ∈ occupied orbitals∑
i t
Ip
i t
Jq
i for p, q ∈ virtual orbitals
γ
(1),IJ
pq for p ∈ virtual orbitals, q ∈ occupied orbitals
γ
(2),IJ
pq for q ∈ virtual orbitals, p ∈ occupied orbitals
(A.14)
The occupied-virtual components of γIJ are obtained by solving

 A B
B A
+ ∆E
 I 0
0 −I


 γ(1),IJ
γ(2),IJ
 = −
 Y(1)
Y(2)
 (A.15)
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where ∆E = ΩJ − ΩI
Biajb = 〈Φabij |OKS|ΦDFT〉 = Gabij (A.16)
Y
(1)
bi =
∑
pq
GpbqiD
IJ
pq +
∑
jcd
tIcj t
Jd
i Gbcdj +
∑
jlc
tIcj t
Jb
l Glcji +
∑
jlcd
tIcj t
Jd
l Ξcljdbi (A.17)
Y
(2)
bi =
∑
pq
GpbqiD
IJ
qp +
∑
jcd
tIdi t
Jc
j Gbcdj +
∑
jlc
tIbl t
Jc
j Glcji +
∑
jlcd
tIdl t
Jc
j Ξcljdbi (A.18)
We now want to compare our derivative couplings with Eqn. A.12. We will assume a com-
plete basis and ignore Pulay terms (S[Q]) and the antisymmetrized AO overlap derivatives
(SA[Q]). Hence, our derivative coupling expression in a complete basis limit (dCBIJ ) becomes
dCBIJ =
1
ΩJ − ΩI
∑
pq
v[Q]pq D
IJ
pq −
1
ΩJ − ΩI
∑
bi
YbiΘ
[Q]
bi (A.19)
where the difference density matrix DIJpq and the Lagrangian Ybi in the MO basis can be
represented as
DIJpq =

−∑a tJap tIaq for p, q ∈ occupied orbitals∑
i t
Ip
i t
Jq
i for p, q ∈ virtual orbitals
0 otherwise
(A.20)
Ybi =
∑
pq
Gpbqi(D
IJ
pq +D
IJ
qp ) (A.21)
+
∑
jcd
(tIcj t
Jd
i + t
Id
i t
Jc
j )Gbcdj
+
∑
jlc
(tIcj t
Jb
l + t
Ib
l t
Jc
j )Glcji
+
∑
jlcd
(tIcj t
Jd
l + t
Id
l t
Jc
j )Ξcljdbi
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As illustrated in Sec. 4.2.5,
∑
bi YbiΘ
[Q]
bi is obtained according to the “z-vector” method
∑
bi
YbiΘ
[Q]
bi =
∑
ja
zajM
[Q]
aj (A.22)
= −
∑
jaib
(
∂2E
∂Θaj∂Θbi
)−1
YbiM
[Q]
aj (A.23)
With an infinite basis, the only term in M[Q] that contributes to the final result is the v[Q]
term. Hence,
∑
bi
YbiΘ
[Q]
bi = −
∑
jaib
(
∂2E
∂Θaj∂Θbi
)−1
Ybi(v
[Q]
aj + v
[Q]
ja ) (A.24)
=
∑
jaib
(A+B)−1jaibYbiv
[Q]
aj (A.25)
Thus our derivative coupling can be rewritten as
dCBIJ =
1
ΩJ − ΩI
∑
pq
v[Q]pq Γ
IJ
pq (A.26)
where ΓIJpq is given by
ΓIJpq =

DIJpq for p, q ∈ occupied orbitals or p, q ∈ virtual orbitals
−12
∑
bi(A+B)
−1
qpibYbi for p ∈ virtual orbitals, q ∈ occupied orbitals
−12
∑
bi(A+B)
−1
pqibYbi for q ∈ virtual orbitals, p ∈ occupied orbitals
(A.27)
Finally, if we compare our derivative coupling expression (Eqn. A.26) to the Chernyak-
Mukamel formula (Eqn. A.12), it is clear that the two expressions will agree if ΓIJpq = γ
IJ
pq .
To that end, note that Ybi = Y
(1)
bi + Y
(2)
bi if we compare Eqns. A.17–A.18 and Eqn. A.21.
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Furthermore, in the limit that ∆E → 0, one finds that from Eqn. A.15
γ
(1),IJ
aj + γ
(2),IJ
ja = −
∑
bi
(A+B)−1jaibYbi = Γ
IJ
aj + Γ
IJ
ja (A.28)
Therefore, we may now conclude that near a crossing or a conical intersection (∆E → 0), our
derivative couplings in a complete basis (dCBIJ ) agree with the Chernyak-Mukamel formula
(dCMIJ ), provided that the transition density matrix (γ
IJ) is computed with time-dependent
response theory.
A.4. Hellmann-Feynman derivative couplings for TD-DFT/RPA
As illustrated in Ref. 27, derivative couplings for TD-HF can also be expressed in the form
of a Hellmann-Feynman expression:
d
TDHF[Q]
IJ =
1
ΩJ − ΩI
∑
ijab
{
(XIai X
Jb
j + Y
Ia
i Y
Jb
j )〈Φai |A˜[Q]|Φbj〉 (A.29)
+ [(XIai Y
Jb
j + Y
Ia
i X
Jb
j )〈Φabij |B˜[Q]|ΦHF〉
}
Here A˜ and B˜ are defined as
A˜ = P1HˆP1 (A.30)
B˜ = P2HˆP0 (A.31)
where Hˆ is the TD-HF Hamiltonian and Pn are configuration interaction projection oper-
ators:
P0 = |ΦHF〉〈ΦHF| (A.32)
P1 =
∑
ia
|Φai 〉〈Φai | (A.33)
P2 = 1
4
∑
ijab
|Φabij 〉〈Φabij | (A.34)
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Note that TD-DFT/RPA is a natural extension of TD-HF and therefore one can con-
struct Hellmann-Feynman derivative couplings for TD-DFT/RPA by simply replacing Hˆ
in Eqns. A.30 and A.31 with the Kohn-Sham response operator OKS (Eqn. 4.15) and using
the Kohn-Sham orbitals to construct the projection operators.
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A.5. Definitions for terms in Eqn. 6.100
The final expression for response theory derivative couplings that we implemented and used
throughout chapter 6 is Eqn. 6.100:
〈ΨI |Ψ[Q]J 〉 =
1
ΩJI
{∑
µν
DIJµν h˜
[Q]
µν (A.35)
+
∑
µνλσ

 RXIµλRXJσν +RY IµλRY Jσν
+RXIµλR
Y J
νσ +R
Y I
µλR
XJ
νσ
 G˜[Q]µνλσ +DIJµλPσνΠ[Q]µνλσ

− 1
2
∑
αβµν
S[Q]µν P˜µα
(
DIJβν +D
IJ
νβ
)
Fαβ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα

RXIνγ R
XJ
δβ +R
Y I
νγ R
Y J
δβ
+RXIδβ R
XJ
νγ +R
Y I
δβ R
Y J
νγ
+RXIνγ R
Y J
βδ +R
Y I
νγ R
XJ
βδ
+RXIβδ R
Y J
νγ +R
Y I
βδ R
XJ
νγ

Gαβγδ
− 1
2
∑
µναβγδ
S[Q]µν P˜µα

RXIγν R
XJ
βδ +R
Y I
γν R
Y J
βδ
+RXIβδ R
XJ
γν +R
Y I
βδ R
Y J
γν
+RXIγν R
Y J
δβ +R
Y I
γν R
XJ
δβ
+RXIδβ R
Y J
γν +R
Y I
δβ R
XJ
γν

Gαβγδ
− 1
2
∑
µναβγδλσ
S[Q]µν P˜µλPνσ

RXIαγ R
XJ
δβ +R
Y I
αγR
Y J
δβ
+RXIδβ R
XJ
αγ +R
Y I
δβ R
Y J
αγ
+RXIαγ R
Y J
βδ +R
Y I
αγR
XJ
βδ
+RXIβδ R
Y J
αγ +R
Y I
βδ R
XJ
αγ

Ξαβγδλσ
+
1
2
∑
µναβγδ
S[Q]µν P˜µαPνδ
(
DIJγβ +D
IJ
βγ
)
Gαβγδ − 1
2
∑
bi
(γvoIJ + γ
ov
IJ)biM
[Q]
bi
}
−
∑
µνiab
(
XIai X
Jb
i − Y Iai Y Jbi
)
CνaCµbS
A[Q]
µν
−
∑
µνija
(
XIai X
Ja
j − Y Iai Y Jaj
)
CνiCµjS
A[Q]
µν
+
∑
ja
(γvoIJ − γovIJ)aj
∑
µν
CµaCνjS
A[Q]
µν
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Terms in the above equation are defined as follows
1. One- and two-electron integrals
(a) Total one-electron integral
hpq = h
0
pq + gpq (A.36)
where h0pq is the matrix element of the kinetic energy plus the external potential
(Eqn. A.37) and gpq is the first derivative of the XC functional fxc (Eqn. A.38)
h0pq ≡ 〈φp|h0φq〉 (A.37)
gpq ≡
∑
pq
∫
drφp(r)
∂fxc
∂ρ(r)
φq(r) (A.38)
(b) Total two-electron integral
Gpqsr = Πpqsr + fpqsr (A.39)
where Πpqsr is the Coulomb term plus whatever fraction of Hartree-Fock exchange
is included in the DFT functional (cHF in Eqn. A.40), and fpqsr is the second
derivative of the XC functional (Eqn. A.41)
Πpqsr ≡ 〈φpφq|φsφr〉 − cHF〈φpφq|φrφs〉 (A.40)
fpqsr ≡ 〈φpφq|f ′′xc|φsφr〉
=
∑
pqsr
∫
drφp(r)φq(r)
∂2fxc
∂ρ(r)2
φr(r)φs(r) (A.41)
2. Density matrices
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(a) The general density matrices
Pµν =
∑
m
CµmCνm (A.42)
P˜µν =
∑
p
CµpCνp = Pµν +
∑
a
CµaCνa (A.43)
Note that we may express the real-space density as ρ(r) = Pµνφµ(r)φν(r)
(b) The RPA excitation-amplitude matrices
RXIµν =
∑
ia
CµaX
Ia
i Cνi (A.44)
RY Iµν =
∑
ia
CµaY
Ia
i Cνi (A.45)
(c) The generalized difference-density matrix
DIJµν =
∑
iab
Cµa(X
Ia
i X
Jb
i +Y
Ja
i Y
Ib
i )Cνb−
∑
ija
Cµi(X
Ja
i X
Ia
j +Y
Ia
i Y
Ja
j )Cνj (A.46)
3. Derivative terms
(a) One-electron-integral derivatives
The first derivative of the XC functional g[Q] is defined as
g[Q]µν ≡ g˜[Q]µν + gY[Q]µν , (A.47)
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where
g˜[Q]µν ≡
∫ [Q]
drφµ(r)
∂fxc
∂ρ(r)
φν(r) (A.48)
+
∫
dr
∂fxc
∂ρ(r)
(φµ(r)φν(r))
[Q]
+
∑
λσ
∫
drφµ(r)φν(r)
∂2fxc
∂ρ(r)2
Pλσ (φλ(r)φσ(r))
[Q]
gY[Q]µν ≡
∑
λσ
P
[Q]
λσ fµνλσ (A.49)
The total one-electron-integral derivative for TDDFT can be written as
h[Q]µν = h
0[Q]
µν + g
[Q]
µν
= h0[Q]µν + g˜
[Q]
µν + g
Y[Q]
µν
≡ h˜[Q]µν + gY[Q]µν (A.50)
(b) Two-electron-integral derivatives
The second derivative of the XC functional f [Q] is defined as
f
[Q]
µνλσ = f˜
[Q]
µνλσ + f
Y[Q]
µνλσ (A.51)
where
f˜
[Q]
µνλσ ≡
∫ [Q]
drφµ(r)φν(r)
∂2fxc
∂ρ(r)2
φλ(r)φσ(r) (A.52)
+
∫
dr (φµ(r)φν(r))
[Q] ∂
2fxc
∂ρ(r)2
φλ(r)φσ(r)
+
∫
drφµ(r)φν(r)
∂2fxc
∂ρ(r)2
(φλ(r)φσ(r))
[Q]
+
∑
γδ
∫
drφµ(r)φν(r)
∂3fxc
∂ρ(r)3
φλ(r)φσ(r)Pγδ (φγ(r)φδ(r))
[Q]
f
Y[Q]
µνλσ ≡
∑
γδ
P
[Q]
γδ Ξµνλσγδ (A.53)
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and Ξµνλσγδ is the XC functional third derivative,
Ξµνλσγδ ≡
∫
drφµ(r)φν(r)
∂3fxc
∂ρ(r)3
φλ(r)φσ(r)φγ(r)φδ(r) (A.54)
The total two-electron-integral derivative for TDDFT can be written as
G
[Q]
µνλσ = Π
[Q]
µνλσ + f
[Q]
µνλσ
= Π
[Q]
µνλσ + f˜
[Q]
µνλσ + f
Y[Q]
µνλσ
≡ G˜[Q]µνλσ +
∑
γδ
P
[Q]
γδ Ξµνλσγδ (A.55)
(c) The mixed derivative M
[Q]
bi
M
[Q]
bi
≡
∑
µν
(
∂2E
∂Θbi∂hµν
h[Q]µν +
∂2E
∂Θbi∂Sµν
S[Q]µν
)
+
∑
µνλσ
∂2E
∂Θbi∂Πµνλσ
G
[Q]
µνλσ(A.56)
= −
∑
µν
(CµbCνi + CµiCνb)h
[Q]
µν (A.57)
− (CµbPνσCλi + CµiPνσCλb)G[Q]µνλσ
+
∑
µν
[
εbCµbCνi + εiCµiCνb
+
1
2
∑
αβγδ
Παβγδ(P˜βµPδν + P˜βνPδµ)(CαbCγi + CαiCγb)
]
S[Q]µν
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A.6. Orbital response
A.6.1. Definition of Lagrangians
According to Ref. 14, L˜vo(ωα, ωβ) and L˜
ov(ωα, ωβ) can be expressed as
L˜vobi (ωα, ωβ) =
∑
adj
[ (
X˜id(ωα)Y˜ja(ωβ) + Y˜ja(ωα)X˜id(ωβ)
)
Gabjd (A.58)
+
(
X˜id(ωα)X˜ja(ωβ) + X˜ja(ωα)X˜id(ωβ)
)
Gadjb
]
−
∑
ajl
[ (
X˜lb(ωα)Y˜ja(ωβ) + Y˜ja(ωα)X˜lb(ωβ)
)
Galji
+
(
X˜lb(ωα)X˜ja(ωβ) + X˜ja(ωα)Xlb(ωβ)
)
Gaijl
]
+
∑
adjl
[ (
X˜ja(ωα)Y˜ld(ωβ) + Y˜ja(ωα)X˜ld(ωβ)
)
Ξaljdbi
+
(
X˜ja(ωα)X˜ld(ωβ) + Y˜ja(ωα)Y˜ld(ωβ)
)
Ξadjlbi
]
+
∑
adj
(
X˜ja(ωα)Y˜jd(ωβ) + Y˜jd(ωα)X˜ja(ωβ)
)
Gabdi
−
∑
ajl
(
X˜ja(ωα)Y˜la(ωβ) + Y˜ja(ωα)X˜la(ωβ)
)
Gjbli
L˜ovbi (ωα, ωβ) =
∑
adj
[ (
Y˜id(ωα)X˜ja(ωβ) + X˜ja(ωα)Y˜id(ωβ)
)
Gabjd (A.59)
+
(
Y˜id(ωα)Y˜ja(ωβ) + Y˜ja(ωα)Y˜id(ωβ)
)
Gadjb
]
−
∑
ajl
[ (
Y˜lb(ωα)X˜ja(ωβ) + X˜ja(ωα)Y˜lb(ωβ)
)
Galji
+
(
Y˜lb(ωα)Y˜ja(ωβ) + Y˜ja(ωα)Ylb(ωβ)
)
Gaijl
]
+
∑
adjl
[ (
Y˜ja(ωα)X˜ld(ωβ) + X˜ja(ωα)Y˜ld(ωβ)
)
Ξaljdbi
+
(
Y˜ja(ωα)Y˜ld(ωβ) + X˜ja(ωα)X˜ld(ωβ)
)
Ξadjlbi
]
+
∑
adj
(
X˜ja(ωα)Y˜jd(ωβ) + Y˜jd(ωα)X˜ja(ωβ)
)
Gdbai
−
∑
ajl
(
X˜ja(ωα)Y˜la(ωβ) + Y˜ja(ωα)X˜la(ωβ)
)
Glbji
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LovIJ and L
vo
IJ are obtained by evaluating the residues of L˜
vo(ωα, ωβ) and L˜
ov(ωα, ωβ) at
ωα = ΩI and ωβ = −ΩJ . In the AO basis, LovIJ and LvoIJ can be expressed as
Lvobi =
∑
µνλσd
CµbCλd
 RXIσν XJdi +RY Jσν Y Idi
+XJdi R
Y I
νσ + Y
Id
i R
XJ
νσ
Gµνλσ (A.60)
−
∑
µνλσ`
Cµ`Cλi
 RXIσν XJb` +RY Jσν Y Ib`
+XJb` R
Y I
νσ + Y
Ib
` R
XJ
νσ
Gµνλσ
+
∑
µνλσγδ
CγbCδi
 RXIµλRXJσν +RY IµλRY Jσν
+RXIνσ R
Y J
µλ +R
Y I
νσR
XJ
µλ
Ξµνλσγδ
+
∑
µνλσ
CνbCσiD
IJ
µλGµνλσ
Lovbi =
∑
µνλσd
CµbCλd
 RXJσν XIdi +RY Iσν Y Jdi
+XIdi R
Y J
νσ + Y
Jd
i R
XI
νσ
Gµνλσ (A.61)
−
∑
µνλσ`
Cµ`Cλi
 RXJσν XIb` +RY Iσν Y Jb`
+XIb` R
Y J
νσ + Y
Jb
` R
XI
νσ
Gµνλσ
+
∑
µνλσγδ
CγbCδi
 RXIσν RXJµλ +RY IσνRY Jµλ
+RXIµλR
Y J
νσ +R
Y I
µλR
XJ
νσ
Ξµνλσγδ
+
∑
µνλσ
CνbCσiD
IJ
λµΩµνλσ
Finally we can define a total Lagrangian Lbi ≡ Lovbi + Lvobi
A.6.2. Behavior near a CI
In Ref. 159, we showed that derivative couplings constructed from our pseudo-wavefunction
ansatz are consistent with the Chernyak-Mukamel equality and time-dependent response
theory near an excited crossing in the limit of an infinite atomic orbital basis. [27,129,159] In
this subsection, we show that this consistency survives in a finite basis. The key observation
is that the only meaningful difference between dPWIJ and d
RT
IJ come from orbital response
terms.
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The orbital response in the pseudo-wavefunction derivative coupling
According to Eqns. 47 and 48 in Ref. 159, the orbital response in dPWIJ is
− 1
ΩJI
∑
bi
LbiΘ
[Q]
bi (A.62)
This term can be simplified via the coupled-perturbed Hartree Fock (CPHF) equation:
Θ
[Q]
aj = −
∑
aj
(
∂2E
∂Θbi∂Θaj
)−1
M
[Q]
bi (A.63)
= −1
2
∑
aj
(A+B)−1jaibM
[Q]
bi (A.64)
where M
[Q]
aj refers to the mixed derivative terms (Eqn. A.56). The orbital response in d
PW
IJ
finally becomes
− 1
ΩJI
∑
bi
LbiΘ
[Q]
bi =
1
2ΩJI
∑
jaib
(A+B)−1jaib LbiM
[Q]
bi (A.65)
The orbital response from derivative couplings according to response theory
According to Eqn. 6.99, the orbital response in dRTIJ is
−
∑
aj
[
(γvoIJ − γovIJ)aj +
1
ΩJI
Laj
]
Θ
R[Q]
aj , (A.66)
Here Laj = L
ov
aj + L
vo
aj . γ
vo
IJ and γ
ov
IJ are given by
 γvoIJ
γovIJ
 = −

 A B
B A
+ ΩJI
 I 0
0 −I


−1 LvoIJ
LovIJ
 , (A.67)
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and one has
γvoIJ − γovIJ = −
1
ΩJI
[(A + B)(γvoIJ + γ
ov
IJ) + (L
vo + Lov)] (A.68)
If we substitute Eqn. A.68 into Eqn. A.66, we find that all L terms are canceled. The orbital
response in dRTIJ can thus be rewritten as
∑
jaib
1
ΩJI
(A+B)jaib(γ
vo
IJ + γ
ov
IJ)biΘ
[Q]
aj (A.69)
After applying the CPHF equation (Eqn. A.64), the final expression of the orbital response
in dRTIJ becomes
∑
jaib
1
ΩJI
(A+B)jaib(γ
vo
IJ + γ
ov
IJ)biΘ
[Q]
aj = −
1
2ΩJI
∑
bi
(γvoIJ + γ
ov
IJ)biM
[Q]
bi (A.70)
Equivalence near a CI point
According to Eqn. A.67, in the limit of ΩJI → 0 (i.e. at a CI point), one has
(γvoIJ + γ
ov
IJ) = − (A + B)−1 (LvoIJ + LovIJ) = − (A + B)−1 L (A.71)
Referring to Eqns. A.70 and A.65, one finds that under such a condition, the orbital re-
sponses in dRTIJ becomes exactly the same as the one in d
PW
IJ . Therefore at a CI point,
dRTIJ is equivalent to d
PW
IJ up to a factor of S
A[Q] (which can be ignored when applying
electron-translation factors [148]). This proves the equivalence we hypothesized.
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