In this paper we present a truly practical and provably optimal O(n logh) time outputsensitive algorithm for the planar convex hull problem. The basic algorithm is similar to the algorithm presented in Chan, Snoeyink and Yap 2] where the median-nding step is replaced by an approximate median. We analyze two such schemes and show that for both methods, the algorithm runs in expected O(n log h) time. The expected number of comparisons can be made smaller than 5n logh for the upper-hull. We further show that the probability of deviation from expected running time approaches 0 rapidly with increasing values of n and h for any input.
Introduction
The planar convex hull problem is perhaps the most studied problem in computational geometry and a large body of literature deals with computing convex hulls. Graham 5] was the rst to present an O(n log n) worst-case time algorithm. This algorithm is optimal as Yao 14] showed that (n log n) is the lower bound of the convex hull problem for the worst-case input. Some simple algorithms have O(n) expected time for known distributions of points such as uniform in a box, normal, etc. The rst output-sensitive algorithm was proposed by Chand and Kapur 3] . The two-dimensional version of their algorithm is known as the rope fence method and was independently reported by Jarvis 6] . The rope fence method takes O(nh) time to compute h extreme edges of the convex hull. Kirkpatrick and Seidel 8] proved an (n logh) lower bound when both input and output sizes are considered, so Yao's lower-bound is a special case when log h 2 (log n). They also proposed an O(n log h) optimal algorithm based on the prune-and-search technique developed by Dyer 4] and Megiddo 9] . However, it has high constants and is considered prohibitively complicated for implementation. Very recently, in 1], two O(n log h) algorithms have been proposed. One uses the linear-time median nding algorithm and the other uses a clever grouping technique. Although the latter algorithm does not have any expensive median-nding step it relies on a sophisticated logarithmic time tangent-nding routine. Attempts have also been made to design simple and e cient randomized algorithms. Seidel 11] proposed a simple O(n log n) expected running time randomized incremental algorithm.
A number of attempts were made to design a planar convex-hulls along the lines of quicksort. These are known as quickhulls (see 10] ) and although the experimental evidence has been encouraging, the theoretical analysis could only demonstrate O(n 2 ) running time. Recently, a signi cant improvement was achieved by Wenger 13] who proposed an O(n log h) outputsensitive quickhull-like randomized algorithm. The algorithm is claimed to be very e cient even though the hidden constant in the analysis is very high and the analysis itself involves undue complications. Wenger did not provide any tail estimates of the running time and as such appears hard to analyze by using his approach. Shafer and Steiger 12] have also claimed an O(n log h) expected time quickhull based randomized algorithm -however their proof seems to hold only for h 2 (n).
In this paper we present a truly simple randomized algorithm which computes the convex hull in O(n log h) expected time. It can be viewed as a further simpli ed version of one of the algorithm proposed by Chan et al. 2] We have used two di erent strategies to replace the median nding step in 1]. In one strategy, the median element of a given set is replaced by a random element of the set. In the other strategy the median element is replaced by the exact median of some randomly selected elements. 1 Note that this is not the same as replacing the median-nding step by a randomized median-nding algorithm.
We provide tail estimates of our randomized algorithm for both the strategies. It is shown that the algorithm terminates in O(n log h) time with probability 1 ? O(h ?1 ) using the rst strategy and with probability 1 ? O(2 ? (n 1=4 ) ) using the other. Unlike Wenger's 13] analysis, the constant associated with the expected running time is quite small. We feel that this algorithm is a genuine adaptation of the quicksort algorithm to the planar hull problem -we will let the reader be a judge of that. The proposed algorithm also bears some resemblance to Wenger's randomized quickhull 13] and some of our observations can be used to simplify his analysis. We present our algorithm in next section along with its analysis. We have implemented the algorithm and some experimental results are discussed in section 3.
The Algorithm
Let S be a set of n points whose convex hull has to be constructed. We compute the convex hull of S by constructing the upper and the lower hull of S. Let p l and p r be the extreme points of S in the x direction. Let S a ( S b ) be the subset of S which lie above ( below ) of the line through p l and p r . Clearly, S a fp l ; p r g and S b fp l ; p r g determine the upper and the lower convex hulls. We rst describe the basic algorithm Basic-Randomized-Upper-Hull.
to determine the upper hull using S a fp l ; p r g. Subsequently, we re ne it further that will be arguably better in practice.
In the following description, we denote the line segment joining p and q by pq. The slope of the line joining p and q is denoted by slope(pq). The predicate left-turn(x; y; z) is true if the sequence x; y; z has a counter-clockwise orientation, or equivalently the area of the triangle 1 In 2] it was suggested as a possible alternative without any analysis. However, it was also discovered independently by the authors. 
Implementation
We have used two simple strategies to implement step 2. These strategies are:
Strategy 1: Select a random pair uniformly from the pairs fp 2j?1 ; p 2j g, j = 1; 2; : : :; b n 2 c.
The slope of the line containing the selected pair is taken to be the approximation of the median slope of the slope(p 2j?1 p 2j ), j = 1; 2; : : :; b n 2 c. Strategy 2: Select the exact median slope of a set R of about q n 2 slopes selected randomly from slope(p 2j?1 p 2j ), j = 1; 2; : : :; b n 2 c. We will implement this step by choosing each pair to be in R with probability 1= q n 2 .
Strategy 1 requires one random number to be generated where as q n 2 random numbers are needed for Strategy 2. Once the random slopes are selected for strategy 2, the exact median slope of the selected slopes can be obtained in O( p n log n) time by sorting the slopes rst. To enhance the performance of our algorithm in practice, we will now include certain optimizing heuristics that have been used in quickhull-based algorithms. In step 3, if the pair fp 2i?1 ; p 2i g realizing a slope satis es the property that the line containing p 2i?1 p 2i must not intersect the line segment p l p r , then it guarantees that p 2i?1 or p 2i does not lie inside the triangle 4p l p 2i p r or 4p l p 2i?1 p r respectively. Wenger 13] used this feature during the selection of the random slope. As a result of this the extreme point p m computed in step 4 will be distinct from p l and p r . Notice here that when the line containing p 2i?1 p 2i intersects p l p r , either p 2i?1 or p 2i can not be an extreme point and can, therefore, be eliminated from the set.
The nal algorithm is formally described below. S a (l) = S a (l) fp 2j?1 g; S a (r) = S a (r) fp 2j g. Step 6. (i) Eliminate points from S a (l) which lie below the line joining p l and p m .
(ii) Eliminate points from S a (r) which lie below the line joining p m and p r .
Step 7.
If S a (l) 6 = ; then Randomized-Upper-Hull(S a (l); p l ; p m ). Output p m . If S a (r) 6 = ; then Randomized-Upper-Hull(S a (r); p m ; p r ).
Analysis
We will rst analyze only the basic algorithm -the second version will behave at least as well as the basic algorithm. Subsequently, our proof techniques for the tail estimates will exploit an important consequence of the additional re nement of the second algorithm. Also, we suspect that the second algorithm will be better in practice for some classes of inputs because some non-hull points may be eliminated cheaply in Step 3. Note that the only additional space (besides the stack used for recursive calls) used by our algorithm, is for implementing Step 2 to nd an approximate median. This is O(1) for strategy 1 and O( p n) for strategy 2. The more interesting aspect of the analysis is bounding the time-complexity.
For the purpose of analysis we will view the algorithm as a tree T where the root node corresponds to input set S a of size n and each internal node v of the tree represents a recursive call. If a sub-problem is empty, we attach a dummy leaf-node corresponding to it. (If both subproblems are empty then the node itself is a leaf node.) So each node has two children corresponding to the left and right subproblems. We will denote this tree by T . For each node v 2 T, size(v) denotes the size of the subproblem associated with the node v and height (v) denotes the height of v in T .
In the tree T corresponding to the modi ed algorithm, we note that each node a distinct extreme point, namely p m is discovered. So T has O(h) nodes for the modi ed algorithm and we will exploit this observation when we analyze the tail estimates for running time.
Estimating the number of nodes in the Basic algorithm is not as easy since one of the Figure 1 , so p 2j?1 will be eliminated. Hence it follows that the number of nodes in the tree corresponding to the Basic algorithm is O(n + h).
Lemma 1 When Strategy 1 is employed, it is easy to see that k lies in n 8 ; 3n 8 ] with probability 1 2 . We will now show that that k lies in n 8 ; 3n 8 ] with probability exceeding 1 ? 2 ? ( p n) when strategy 2 is employed. This is equivalent to showing that k lies in 1; n 8 ] with probability less than 2 ? ( p n) . We make use of probabilistic inequalities also known as Cherno bounds (see appendix). Let N be the set of b n 2 c slopes. Let R be the random subset of N where each element is chosen with probability 1= q n 2 . Suppose the median slope, say z, of R has rank less than n 8 in N. This means that more that 1 2 q n 2 elements in R have ranks less than n 8 in N. The expected number of slopes of N of rank less than n 8 selected in R is n 8 = q n 2 which is q n 2 =4. Therefore, from Eq. 4 it follows that the probability that at least q n 2 =2 elements in R with ranks at most n 8 in N is less than ( 1 2 ) p n 2 =2 :e ( p n
Expected running time
Let T(n; h) be the expected running time of the algorithm Randomized-Upper-Hull to compute h extreme upper hull vertices of a set of n points, given the extreme points p l and p r . So the h points are in addition to p l and p r , which can be identi ed using 3 2 n comparisons (this is also the best possible -see 7]) initially. Let p(n l ; n r ) be the probability that the algorithm recurses on two smaller size problems of sizes n l and n r containing h l and h r extreme vertices respectively. Therefore we can write T(n; h) X 8n l ;nr 0 p(n l ; n r )(T(n l ; h l ) + T(n r ; h r )) + bn (1) where n l ; n r n ? 1 and n l + n r n, and h l ; h r h ? 1 and h l + h r h and b > 0 is a constant. Here we are assuming that the extreme point p m is not p l or p r . Although, in the Basic algorithm, we have not explicitly used any safeguards against such a possibility, we can analyze the algorithm without any loss of e ciency.
Lemma 4: T(n; h) 2 O(n log h).
Proof: We will use the inductive hypothesis that for h 0 < h and for all n 0 , there is a xed constant c, such that T(n 0 ; h 0 ) cn 0 log h 0 . For the case that p m is not p l or p r , from Eq. 1 we get T(n; h) P 8n l ;nr 0 p(n l ; n r )(cn l log h l + cn r log h r ) + bn. Since n l + n r n and h l ; h r h ? 1, n l log h l + n r log h r n log(h ? 1)
Let E denote the event that max(n l ; n r ) 7 8 n and p denote the probability of E. We know from Lemma 3 that p 1 2 when strategy 1 is used and p 1 ? 2 ? ( p n) when strategy 2 is used. From the law of conditional expectation, we have T(n; h) p T(n l ; h l jE) + T(n r ; h r )jE] + (1 ? p) T(n l ; h l + j E) + T(n r ; h r j E)] + bn where E represents the complement of E.
When max(n l ; n r ) 7 8 n, and h l h r , n l log h l + n r log h r 7 8 n log h l + 1 8 n log h r
The right hand side of 3 is maximized when h l = 7 8 (h ? 1) and h r = 1 8 (h ? 1). Therefore, n l log h l + n r log h r n log(h ? 1) ? tn where t = log 8? 7 8 log 7 0:55. We get the same bounds when max(n l ; n r ) 7 8 n and h r h l .
Therefore T(n; h) p(cn log(h ? 1) ? tcn) + (1 ? p)cn log(h ? 1) + bn = pcn log(h ? 1) ? ptcn + (1 ? p)cn log(h ? 1) + bn cn log h ? ptcn + bn Therefore from induction, T(n; h) cn log h for c b tp .
In case p m is an extreme point (say p l ), then we cannot apply Eq. 1 directly, but some points will still be eliminated according to Lemma 2. This can happen a number of times, say r 1, at which point, Eq. 1 can be applied. We will show that this is actually a better situation, that is, the expected time bound will be less and hence the previous case dominates the solution of the recurrence.
The rank k of slope(p 2i?1 p 2i ) is uniformly distributed in 1; n 2 ], so the number of points eliminated is also uniformly distributed in the range 1; n 2 ] from Lemma 2. (We are ignoring the oor in n 2 to avoid special cases for odd values of n -the same bounds can be derived even without this simpli cation). Let n 1 ; n 2 : : :n r be the r random variables that represent the sizes of subproblems in the r consecutive times that p m is an extreme point. It can be easily veri ed by induction (for completeness, we have provided details in the appendix) that E P r i=1 n i ] 4n and E n r ] (3=4) r n where E ] represents the expectation of a random variable. Note that P r i=1 b n i is the expected work done in the r divide steps. Since cn log h 4nb+c(3=4) r n log h for r 1 (and log h 4), the previous case dominates. 2 2 n + n comparisons for nding p l and p r and the upper-hull points initially, we obtain a grand total of 6:5n logh and 10:5n logh comparisons (expected) for strategy 2 and strategy 1 respectively.
Remarks
(ii) The crux of Wenger's 13] analysis also uses the property that the point sets are getting split in a somewhat even manner. However, his proof uses very complicated arguments and consequently, the constants involved are very high (at least 300).
Tail Estimates
Here we will prove the following two theorems.
Theorem 1: When strategy 1 is used in Step 2, the algorithm Randomized-Upper-Hull terminates in O(n log h) steps with probability exceeding 1 ? 1 h .
Theorem 2: When strategy 2 is used in Step 2, the algorithm Randomized-Upper-Hull terminates in O(n log h) time with probability exceeding 1 ? 2 ? (n 1 4 ) . Since each leaf node in the recursion tree in the algorithm Randomized-Upper-Hull corresponds to an extreme point, we will make use of the following observation.
Lemma 5 The time to process a sub-problem of size n i that contains h i extreme points is O(n i h i ).
Proof of Theorem 1.
In the proof we will make use of the following lemma.
Lemma 6: If X is a Bernoulli random variable with success probability p, the probability that there are less than ln m successes in 3c ln m independent trials is less than m ? for some constant c 3 2p . (Here ln is the natural logarithm.)
Proof. The expected number of successes in 3c ln m independent trials is 3pc ln m.
Note that for pc 1, = 3pc?1 3pc 2=3 in Eq.5. For pc 3=2 in Eq. 5, the probability of number of successes being less than ln m is e ? lnm which is m ? . 2
Let us consider a node v at level 3 c ln h of the recursion tree for some xed 1.
The splitting step of the algorithm (Step 6) at any node v of the recursion tree is considered successful if the problem size of each of the two children of v is at most 7 8 size(v). The probability of a successful split, when strategy 1 is used, is 1 2 . From Lemma 6, at any node v of the recursion tree at level 3 c ln h, for c 3, the probability that size(v) > ( 7 8 ) lnh n is at most h ? . The probability that the bound on the size holds for all the nodes at depth 3 c ln h, is clearly no more than O(h) h h ?1 . Therefore, for 2 ln 8 7 , the size of each node at level 3 c ln h is at most n h with probability 1 ? Proof of Theorem 2.
For the analysis of Strategy 2, we will pretend that we repeat the sampling at a node v as long as a subproblem size exceeds 7 8 size(v) (we will refer to this event as bad-split). From Lemma 3, the probability that this has to be repeated k times is less than 2 ?k ( p n) . In reality,
we proceed with the original algorithm which behaves at least as well as this (hypothetical) modi ed approach. In the actual algorithm, we proceed with the subproblems even if one of subproblem sizes exceed the 7 8 n at node v. If the size of this subproblem is n 1 , where 7 8 n < n 1 < n, the probability that the size of one of its subproblems will exceed 7 8 n is less than the probability that resampling at node v will exceed the 7 8 n bound. We will divide the analysis into two cases -one for h p n and the other for h > p n. We rst consider the case when h p n. Let v 1 ; v 2 ; : : :; v j be the nodes of T such that size(v i ); i = 1; 2; : : :; j is less than p n and size(parent(v i )); i = 1; 2; : : :; j is at least p n.
Let h j be the number of upper hull vertices of the set represented by the node v j . Total work done at the subtrees of the recursion tree with roots at v 1 ; v 2 ; : : :; v j is bounded above by P j i=1 h i size(v i ) which is O(h p n). Since h p n, the expected running time of the algorithm using strategy 2 is dominated by the time needed to process the nodes of recursion tree which represented subproblems of size at least p n. Since there are at most p n such nodes in T , it follows from Lemma 3 that the probability of successful splitting at all of these nodes is 1 ? 2 ? (n 1=4 ) . If all the splits are successful, we know that the total time is no more than O(n log h) (from the deterministic version of the algorithm). Therefore, algorithm Randomized-Upper-Hull takes O(n log h) time to compute all h upper hull extreme points with probability 1 ? 2 ? (n 1 4 ) when h p n. We now consider the case when h > p n, so log h 2 (log n). Let us partition the nodes of the recursion tree T into the following four classes.
1. N 1 = fx 2 T : size(x) n Clearly, each of these sets have less than n elements.
For the nodes in N 1 , the probability that we do not have to resample for any node of N 1 is at least 1 ? 2 ? (n 1 4 ) . This follows from Lemma 3.
For nodes in N 2 , the probability that sampling has to be repeated for a xed node is less than 2 ? ((log 2 n) 1 2 ) which is O( 1 n ) (from Lemma 3). Therefore, the expected number of nodes where sampling has to be repeated is no more than some constant. Therefore, from
Eqn. (4) we get that the probability that resampling has to be repeated for n By repeating sampling n 1=4 times for these nodes, the probability of a bad split is less than 2 ?n 1=4 . Therefore, with probability 1 ? 2 ? (n 1 4 ) , the nodes of N 2 can be processed in O(n) time.
For nodes in N 3 , the probability of repeating sampling is less than 2 ? p log n and so the expected number of nodes for which we may have to repeat sampling is less than n=2 p logn .
Call these nodes N 0 3 and the probability that N 0 3 exceeds n= log 10 n is less than 2 (?n= log 10 n) . (The choice of log 10 n has no special signi cance, other than that it is large enough for our purpose.) If we resample log n times at each node of N 0 3 , the probability that the splitting is unsuccessful (after log n resampling) is at most O( 1 n ). Total work involved is o(n) as the size of each of the n= log 10 n nodes is less than O(log 2 n). Applying the previous argument once again to the unsuccessful nodes of N 0 3 , we can claim that the nodes of N 3 can be processed in O(n) time with probability 1 ? 2 ? (n 1 4 ) .
We note that for a node v of size less than log n, at most (size(v)) 2 size(v) log n time is required to process the subtree rooted at v. Since the points associated with the nodes of N 4 are disjoint, the total time can be bounded by O(n log n).
Therefore, when strategy 2 is applied in step 2, the proposed algorithm terminates in O(n log h) time with probability exceeding 1 ? 2 ? (n 1 4 ) . 2 
Experimental Result and Conclusions
To compare the two strategies, we ran these algorithms on data-sets upto size 250,000 points. We also ran experiments for di erent distributions, namely, uniform in a box, uniform in a disc, uniform in an annulus, all points on a circle. The average is computed on the basis of 10 trials. The running time statistics are shown in Table 1 . The performances of the two strategies are very comparable in terms of time and also the number of left-turn/right-turn tests -within 20% of each other. The data set contains p, q and r and the points distributed uniformly in the disc
We also compared these two strategies with the randomized quickhull as proposed in 12]. The performance of quickhull is very comparable with the performances of the two strategies for the data sets distributed uniformly in a box, in a disc, in an annulus, and on a circle. We also also tested these algorithms on data sets (called customized in Table 1 ) on which quickhull performed very poorly in comparison with the other two. Visual description of this data set is shown in Fig. 2 .
For the case when all points are on the hull, our algorithms took less than three times the time required to sort the points and for the smaller outputs our algorithms out-performed sorting by a factor of three. Since the worst-case O(n log n) algorithms like Graham's scan take more time than sorting, we feel that our algorithm is a practical and provably e cient alternative to the present planar hull algorithms. Although Wenger's algorithm looks somewhat di erent, we believe that its actual performance is comparable to ours, especially if we do away with generating O(n) random pairs for each recursive call.
Uniform in
Claim 2 E n k ] (3=4) k n Proof We use induction on k. Clearly it is true for k = 0. Assume it is true upto k ? 1 The claim follows by substituting n k?1 = (3=4) k?1 .
Note that both the above claims can be tightened using better analysis but the above bounds are su cient for our purpose.
