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Abstract 
Managing a patient with multiple injuries is a cognitively intense task. While protocols provide 
invaluable support for maintaining quality care, they generally address a single condition, while 
multiple trauma generally involves many. The TraumAID system tries to address this by providing 
tools for reasoning, planning, plan recognition and text generation which essentially coordinate 
and integrate multiple recommendations from multiple protocols. This paper reviews work on all 
these tools, including their (individual) evaluations, setting the work within a uniform conceptual 
framework of goals, intentions and actions. Because TraumAID’s use in real-time decision support 
depends critically on electronic forms of information sharing and recording practices in the 
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Emergency Trauma Center, TraumAID continues to remain a laboratory exercise. Nevertheless, the 
general value of integrating multiple protocols for decision support justifies attention to the solution 
methods TraumAID provides. 0 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
For over a decade, the TraumAlD project has been engaged in work related to providing 
decision support for the management of multiple trauma. One constant theme in this 
work has been the need to adapt standard techniques used in planning and scheduling, 
plan recognition, and text generation, to handle the multiple demands inherent in multiple 
trauma management. Here we first present a brief introduction to this field. Then after 
setting out a uniform conceptual framework for understanding much of our work, we 
review the software we have developed, focussing on how the presence of multiple goals 
has influenced their design and performance characteristics. Definitions for all relevant 
medical terms are given in Appendix A. 
I. 1. Brief overview of multiple trauma management 
Managing a patient with multiple injuries is cognitively intense: a patient can present 
with multiple problems that must be diagnosed under severe time constraints. The 
physician must be knowledgeable in resuscitation and critical care and able to interpret 
radiographic images during radiology off-hours. Logistical coordination of multiple 
activities may be critical for patient survival, and triage of multiple patients may be 
necessary to ensure that those who can benefit most from care receive it. The physician 
must also be skilled in nonstandard anatomical approaches for surgical repair, as well as in 
social work, rehabilitation and forensic medicine. 
Outcomes are best when trauma care is provided through an organized team approach. 
Coordination and efficiency are essential: good results more often depend on speed rather 
than brilliance. Trauma management can be divided into stages, each of which requires 
a coordinated team as well as coordination across teams. The first team is the transport 
team, which ideally includes paramedics and rapid (helicopter) transportation. The second 
team is the emergency trauma center team which must rapidly diagnose the injuries, 
complete the resuscitation, and initiate time-critical definitive care, including emergency 
surgical procedures. A typical trauma team consists of emergency physicians, surgeons, 
anesthesiologists and other interventionally oriented specialists as needed, emergency 
nurses, radiology technicians, respiratory therapists, and social workers, with laboratory 
technicians on remote standby. All are rapidly mobilized through an activation system and, 
with advanced warning, are available to meet the patient on arrival. 
The initial phase of emergency care is resuscitation, which adheres to the conventional 
“ABCs” of all medical resuscitations: airway, breathing, and circulation. Ideally, each 
member of the team has known and well-rehearsed responsibilities. The patient’s clothing 
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is removed, airway and breathing assessed, intravenous fluids started, and the patient 
systematically examined. Relevant information is directed to the physician in charge, 
who is, ideally, free of other responsibilities. A scribe nurse documents all patient 
information and provider actions. (Currently, this documentation is all done on paper 
forms.) Radiographic images are taken using portable equipment and laboratory specimens 
sent for processing. If necessary, the patient is transported to the Radiology Department 
for CT scans or other specialized studies or to an Operating Room for emergency 
surgery. 
Generally, each organ system is evaluated in a priority order consistent with the time 
available to correct problems before system compromise would lead to death or permanent 
disability. With multiple potential problems of different priorities and severities, it is 
common for the physician in charge to initiate treatment of one problem concurrent with 
diagnosis of another. It is also common to modify planned management when diagnostic 
test results become available or as the patient’s condition changes due to unstable injuries 
or in response to therapy. Usually procedures that can be done in the emergency trauma 
bay are done before procedures that require transport to another site. 
One consideration in generating management plans is that constraints on procedures can 
limit the order in which diagnostic and treatment actions can be performed-for example, 
certain procedures can interfere with the correct interpretation of subsequent diagnostic 
tests. In addition, the urgent need to treat one injury may preclude diagnostic or therapeutic 
options for other problems. Sometimes conflicts between actions and their consequences 
require one to be dropped or alternatives that are not in conflict to be considered instead. 
Attention to such logistical details is essential for an efficient overall plan, which translates 
into minimal lost time, maximizing the possibility of a good outcome. 
Most injuries occur during nights and weekends, when expertise may not be quickly 
accessible and minds may be dulled. With the most critical patients, the extent of tasks to 
be done may exceed the time available to save them. To the outsider, the noise and activity 
resemble organized chaos; occasionally, it is. 
Protocols are invaluable to maintain quality care and prevent therapies from being 
overlooked in these complex and hectic situations. The American College of Surgeons 
has developed a course in trauma resuscitation, Advanced Trauma Life Support (ATLS), 
that has become a cognitive and technical standard reference for protocols to manage 
trauma resuscitations [2]. Other organizations are in the process of developing guidelines 
for management of specific situations based on meta-analyses of the trauma literature 
[4241. 
But such protocols are stated in general, rather than specific, terms, and each addresses 
only a single condition, while multiple trauma generally involves many. It is thus in 
coordinating and integrating multiple recommendations from multiple protocols that 
decision support tools can assist in the management of multiple trauma. TraumAID is 
designed to provide such tools. 
1.2. A frameworkfor decision support: key concepts 
Three key concepts underlie much of our work: 
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l goals-what one would like to be true: this includes both what an agent would like to 
hold true of the world and what it would like to hold true of its knowledge (i.e., what 
it would like to know); 6 
l intentions-commitments to using resources to try and achieve particular goals; 
0 actions-components of plans for realizing intentions. 
We believe that distinguishing these concepts has not only facilitated making appropri- 
ate management support decisions in the presence of multiple concurrent problems (Sec- 
tions 2, 5 and 6) but also facilitated their efficient, clear and effective communication 
(Sections 3 and 4). 
The concepts of goals and intentions used here resemble the desires and intentions of a 
BDI-architecture [5], as implemented in the Tileworld system [16,27]. Tileworld features 
an agent that can perform meta-level reasoning about the value of deliberation on its choice 
of what to do. This agent has 
(a) a single high-level goal; 
(b) a dynamic, unpredictable world that changes independently of its actions, eliminat- 
ing some existing opportunities while posing new ones; and 
(c) constraints on the time and energy available for reasoning and acting. 
In Tileworld, desires correspond to opportunities the agent has noticed in the world, that 
it could use in satisfying its goal, while intentions correspond to what the agent has decided 
to act upon, given its limited resources. Distinguishing desires from intentions allows the 
agent to compare the value of what it is currently committed to doing (its intention) with 
the value of what the world is offering (its desires). The agent can be tuned for optimal 
behavior, given a cost of meta-reasoning and the time available for it. 
TraumAID’s goals are closer to Tileworld desires than they are to the goals of planning 
systems such as STRIPS [lo] and SNLP [23], which do not distinguish between goals and 
intentions. The benefit of this, for a domain such as multiple trauma management where 
multiple concurrent problems must be diagnosed and treated under severe time constraints, 
is that it allows an agent to separate recognition of all the individual things that should be 
addressed in the current circumstances (goals) from decisions about which of them it can 
act on and how, given the entire set of goals and the limited resources it has for satisfying 
them (intentions). 
A similar benefit is gained from distinguishing goals and intentions in communicating 
decision support to a decision maker: it allows an agent to first separate decisions about 
all it would find reason for saying under the circumstances (goals) from decisions about 
what the limited resources of the clinician’s available attention would allow it time to say 
(intentions). If it then treats those intentions as the goals of a separate text-planning process, 
it can again consider the set of goals as a whole and adopt communicative intentions that 
respect constraints that ensure an effective text. 
TraumAID differs from Tileworld, both architecturally and in not performing meta-level 
reasoning about the value of deliberation. However, each of TraumAID’s programs uses 
Tileworld’s distinction between goals, intentions and actions, and that the distinction allows 
them to deal perspicuously with multiple concurrent goals. 
6 Treating knowledge as a goal has a long tradition in Natural Language processing research [I] 
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In the following sections, we show in more detail the usefulness of these concepts of 
goal, intention and action in providing decision support for multiple trauma management, 
as well as illustrating some additional points about how multiple concurrent goals can 
affect the design of techniques for decision support: 
(1) While interactions among the actions used to achieve each of several goals can have 
deleterious effects that must be taken into account in formulating plans, relationships 
among goals can support plans that are more efficient than those for achieving each 
goal individually. This is brought out in Sections 2,4,5 and 6. 
(2) Multiple concurrent goals force explicit reasoning about relevance and irrelevance. 
This is discussed in Sections 2, 3 and 6. 
(3) Since trauma center clinicians generally have multiple concurrent goals, “goal 
minimization” is not an effective abductive bias in recognizing the plans that 
underlie and explain their behavior. A more appropriate bias is discussed in 
Section 3. 
(4) Achieving multiple concurrent goals demands attention to both the relative temporal 
order of actions and absolute temporal constraints. Ordering involves both pre- 
requisite ordering, as in single-goal planning, but also relative temporal priority. 
These issues have influenced all the programs we have developed. 
1.3. System overview 
Reviewed here are both a prototype end-to-end system (TraumAID 2.0) for use in 
a hospital Emergency Center and two extensions to this work: a decision-theoretic 
reformulation of part of TraumAID 2.0 (Section 5) and the core of a training system 
for clinicians that uses the TraumAID 2.0 knowledge bases to create simulated cases 
(Section 6). Here we briefly describe the architecture and operation of TraumAID 2.0. 
As illustrated in Fig. 1, TraumAID 2.0 comprises a reasoner and planner (Section 2). 
Knowledge used in these components was provided by one of the authors, JRC, a surgeon 
with 21 years of clinical trauma experience (11 as service chief and 5 as center director) 
and 18 years of experience teaching Advanced Trauma Life Support (ATLS). 
TraumAID 2.0 takes as input information about a patient (signs, symptoms, test orders, 
test results, treatment orders) as it is recorded, and produces a plan consisting of a sequence 
of diagnostic and therapeutic actions. That plan is not directly communicated to the head 
of the trauma team. Rather it is input to TraumaTIQ (Section 3), along with orders that 
have been placed for tests and treatments. 
TraumaTIQ’s plan recognition component is designed to build incrementally a model of 
the physician’s plan based on those orders and on the goals TraumAID 2.0 has identified as 
being relevant. TraumaTIQ then evaluates that plan with reference to TraumAID’s plan in 
order to determine potential errors to comment on in the critique. Those errors considered 
sufficiently significant from a clinical perspective are then passed along to TraumaGEN 
(Section 4), which organizes them into a coherent and efficient text. It is this text that 
serves as TraumAID’s decision support-provided to the head of the trauma team, either 
directly by voice [3] or indirectly by display to the nurse charged with data entry, only 
when it could make a clinically significant difference in patient management. 
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Fig. 1. The structure of TraumAID 2.0. 
TraumAID 2.0’s cycles of reasoning, planning, plan recognition, plan evaluation and 
critique generation begin as soon as patient information is entered into the system and end 
when the patient enters either the Operating Room or observation unit, or is discharged, 
when data entry relevant to the system ceases. TraumAID 2.0 was not designed to make use 
of outcome information about the case to automatically improve its future behavior. Rather, 
its knowledge bases were modified by hand, over the course of system development, until 
it met standards of face validity on a comprehensive set of test cases. 
TraumAID 2.0 has been evaluated by both a panel of local experts, and a panel of 
national experts, as described in detail in [15]. Here we present a brief review of that 
process. 
Evaluation of TraumAID 2.0 required consideration of its changing recommendations 
as a case evolved. The gold standard we used was subjective assessment by experts, since 
predefined objective standards did not exist for either the correct ordering of procedures or 
the potential relevance of injuries (motivating what is tested for). 
Our evaluation of TraumAID’s management protocols was retrospectively based on 97 
consecutive cases that had presented to a Level I Trauma Center over 15 months with 
injuries within the intended domain: nonpregnant adult patients with gunshot and/or stab 
wounds of the chest and/or abdomen and no other significant injuries or concomitant 
illnesses except substance abuse. As a control, TraumAID’s management was compared 
to actual patient care in these cases. The judges were three trauma surgeons at the same 
institution as author JRC. 
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For each case, the actual care given was recorded in a temporally ordered narrative 
using information from the patient’s trauma resuscitation flow sheet and all other available 
information in the chart. A similar narrative was recorded for the transcript of TraumAID’s 
processing of the case. For those TraumAID queries whose answers could not be 
determined from the patient’s actual record, a default table was created, indexed by the 
final diagnoses from the patient record. 
The set of 97 pairs of actual/TraumAID management plans formed the basis of the 
study. Each pair was presented, without identification as to source, to the three judges 
who evaluated each plan according to a four point scale: 
A: Acceptable with no errors; 
B: Acceptable with no errors of major consequence; 
C: Acceptable with reservations; 
D: Unacceptable. 
When both plans had the same grade, judges indicated whether they nevertheless preferred 
one plan over another or considered them equal. While final consensus among the judges 
regarding acceptability was not necessary, in cases of initial nonconsensus, the plans were 
returned for reevaluation with a summary of the grades (along with reasons, in the case 
of C and D grades). The results of the reevaluation were final. Overall preferences were 
determined by averaging the individual preferences of the three judges. 
The results of this validation study were that TraumAID’s management plans were 
preferred in 64 of the 97 cases and actual care in 18 of 97, with the remaining 15 cases 
rated equal. The differences were statistically significant by Sign test (z = 4.97, two-tailed 
p < 0.001). (In the study, judges were asked to indicate for all cases: (i) specific actions 
they considered errors of commission, errors of omission, and/or errors of temporal order, 
and (ii) for grades C and D, the errors motivating those grades. These comments were then 
used in the evaluation of TraumaTIQ [ 151.) 
After the study, TraumAID 2.0’s knowledge bases were upgraded so as to manage every 
case in the retrospective series of 97 cases in a way compatible with the consensus gold- 
standard. After changing the knowledge base, all 97 TraumAID management plans were 
judged acceptable, although five were judged inferior to actual care. Finally, a time-limited 
evaluation of TraumAID’s 97 management plans by a national panel of trauma experts 
judged 90 of them to be acceptable. 
2. Reasoning and planning in ‘IkaumAID 2.0 
AI research on diagnosis has, for the most part, stood apart from AI research on planning, 
including planning repair actions. While such modularization may be possible in some 
domains, the previously mentioned features of multiple trauma management reduce its 
suitability in this domain. These features include: 
(1) A complete diagnosis often cannot be established at once; rather it has to be actively 
explored. 
(2) Diagnosis may not have to be completed in order for an appropriate therapeutic 
decision to be made. 
270 
(3) 
(4) 
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The diagnosis and treatment of different conditions may have to be interleaved. 
Actions done to satisfy a diagnostic intention may also have therapeutic effect, while 
actions done to satisfy a therapeutic intention can provide important diagnostic 
information. 
To address these considerations, rather than separating diagnosis from treatment planning, 
TraumAID 2.0 separates reasoning about state and goals (diagnostic and therapeutic) from 
reasoning about how to achieve these goals (cf. the box labelled “ECM Architecture” 
in Fig. 1). A goal-directed reasoner generates goals for the planner, whose task it is to 
compose a structure of appropriate actions from sets of alternative sub-plans (procedures) 
for each given goal, focusing most of its computational resources on optimizing the initial 
part of this plan since the latter part may change in response to new information or changes 
in the patient’s state. This cycle of reasoning and planning is repeated whenever an action 
is taken and/or new information is recorded. ’
2.1. Goal-directed reasoning 
Goal-directed diagnosis [30] is a framework for encoding rules and strategies for 
reasoning. Its emphasis on goal generation reflects the belief that explicitly representing 
and reasoning about goals can facilitate focusing on worthwhile activity-in particular, that 
diagnostic activity is only worth pursuing to the extent that it can affect future therapeutic 
choices. 
The following rules from the declarative knowledge base of TraumAID 2.0’s GDD 
reasoner illustrate conditions leading to the formulation of diagnostic and therapeutic 
conclusions and the adoption of diagnostic and therapeutic goals: ’ 
(1) Evidential rules map evidence and lower-level conclusions to new conclusions. The 
following rule concludes that the patient has a ureteral injury if he tests positive for 
one by IVP. 
6375 : 
Ureteral_Injury(SIDE=S) :- 
IVP_Ureteral_Injury(SIDE=S, 
TEST-RESULT='POSITIVE) . 
(2) Goal-setting rules map evidence and conclusions to goals (either diagnostic or 
therapeutic). The first of the following rules leads to adopting a goal of diagnosing a 
left ureteral injury if the patient has sustained a stab wound to the lower-left quadrant 
of his abdomen and is showing hematuria, while the second leads to adopting a goal 
of treating a ureteral injury on whichever side the injury has been diagnosed: 
6370: 
RO_Ureteral_Injury(SIDE=‘LEFT) :- 
Wound(WOUND-TYPE=‘STAB,WOUND-LOCATION=’LLQ), 
Hematuria. 
7 Because this architecture ties together diagnosis (“exploration”) and treatment (“correction”) and only allows 
the former to proceed to the extent that it can affect the latter, we have called it elsewhere [29,31] an “Exploratory- 
Corrective Management” or “ECM” architecture. 
8 Other rules tend to be more complicated than these: see [34]. 
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6376: 
Rx_Ureteral_Injury(SIDE=S) :- 
Ureteral_Injury(SIDE=S). 
Explicitly reasoning about goals allows us to encode a variety of useful strategies that 
improve the efficiency of TraumAID’s plans [29]. For example, by explicitly reasoning 
about goals, we can allow the relevance of one goal to inhibit consideration of another 
one-e.g., we can inhibit further investigation of a possible duodenal injury once the 
need for a laparotomy has been established for any other purpose, since knowing about 
a duodenal injury will only lead to a goal of treating it through a laparotomy. Clauses 
inserted in rules to do this are called goal-inhibition clauses. 
In addition, viewing certain diagnostic processes as a sequence of ever more ambitious 
goals allows TraumAID’s reasoner to avoid costly and/or invasive diagnostic actions unless 
they are really motivated. 9 In its diagnosis of a tension pneumothorax, for example, 
the reasoner effectively uses two levels of diagnostic goals. The reasoner concludes 
the Possibility of a Tension Pneumothorax for a patient with a chest wound who is in 
shock or who has distended neck veins. This leads to a goal of ruling out a Likely 
Tension Pneumothorax, which can be addressed through clinical examination of the patient 
for the triad of shock, distended neck veins and decreased breath sounds. Only when 
positive findings lead to this conclusion, will a goal of conclusively establishing a Tension 
Pneumothorax be posted. This is usually verified with a needle aspiration of the chest 
cavity, which has the additional advantage of relieving the pressure (meaning the patient 
will spend less time in shock), although it could also be verified by a chest roentgenogram 
if one was coincidentally available. Positive signs from either test will lead to adopting a 
goal of definitively treating a tension pneumothorax. How that goal will best be realized in 
the context of a patient in shock is the job of the ECM planner, to be described next. 
2.2. Exploratory-corrective planning 
TraumAID 2.0’s GDD reasoner identifies a set of diagnostic and therapeutic goals. 
Its ECM planner is charged with (I) determining which can be adopted, given resource 
constraints, and (2) composing an ordered plan of actions. The features of multiple trauma 
management hat have affected its design include the following: 
Any plan is subject to change, once more information is gathered and once the effect 
of initial therapy can be assessed. 
Many goals can be addressed in different ways, using differentprocedures (partially- 
ordered sequences of actions and goals), although some procedures are preferred over 
others. 
A single procedure can simultaneously be used to achieve more than one goal. 
A single action (e.g., a chest X-ray) can simultaneously play a role in more than one 
procedure. 
The correct order in which to perform actions depends on the urgency and priority 
of the goals they are being used to address (the “ABCs” of trauma management), 
9 A quantitative approach that achieves similar results is presented in Section 5. 
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25052P 
Rx_Upper_Thoracic_Esophageal_Injury :- 
Perform_Upper_Esophagu_Repair. 
25053P 
Perform_Upper_Esophagus_Repair :- 
Check_For_Medication_Allergies, 
Need-Antibiotic-Coverage, 
Need_Access_Chest_Cavity (SIDE='Right), 
Esophagus-Repair-Drain. 
25066P 
Need_Access_Chest_Cavity (SIDE=S) :- 
Perform_Thoracotomy (SIDE=S), 
Perforrr_Bilat_Thoracotomy_Transverse_Sternotomy. 
Fig. 2.Goal-procedure and procedure-action mappings. 
on logistical considerations (i.e., some actions can only take place at certain locations 
within the hospital), on resource availability (especially time), and sometimes on cost. 
l The means available for satisfying a more urgent, higher priority goal may make it 
impossible, at a particular time, to commit to realizing a less urgent, lower priority 
goal. If the latter continues to be a goal, one may be able to get to it later. 
The ECM architecture takes care of the need to re-plan: in each cycle, TraumAID 2.0 
gets an opportunity to modify its plan, including its earlier approach to satisfying still 
pending goals. However, this re-planning provision also guides our use of computational 
resources: whereas searching through all possible plans is in general intractable, it is 
feasible to exhaustively enumerate all possible constant-length initial plan segments. [31] 
presents a planning framework, called Progressive Horizon Planning, in which the planner 
first sketches a rough plan and then focuses on optimizing its initial segment. This 
optimizing horizon progresses as more and more actions are carried out, still keeping its 
limited computational resources focussed on the part of the plan that is least likely to 
change. 
Input to plan sketching is a set of goals, each characterized by its urgency, priority, etc. 
Plan sketching uses a knowledge-base describing actions, procedures, and the ways they 
can be used to address specific goals-in particular: 
l actions and their inherent features, e.g., cost, time, and logistical considerations; 
l relations between procedures and the action/sub-goal structures defining them; 
l relationships between procedures and goals: for each goal, an ordered list of 
procedures that can be used to address it lo and for each procedure, the set of goals it 
can be used to address. 
These are illustrated in Fig. 2: the first two mappings encode the relationship between 
goals and procedures. The goal of having access to the chest cavity can be satisfied 
either with a thoracotomy or with a combination of bilateral thoracotomy and transverse 
lo The ordering reflects the resource costs and invasiveness ofthe procedures. The top-ordered procedure is the 
one which would be chosen to satisfy the goal in isolation. 
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stemotomy (25066P). The goal of treating an upper thoracic esophageal injury, which 
requires immediate verification with a fluoroscopic barium swallow and surgical treatment 
to avoid continued contamination of the chest, can be satisfied by the procedure Upper 
Esophagus Repair (25052P). The actions and sub-goals comprising that procedure are 
given in the procedure-action mapping (25053P). In this mapping, Need Access Chest 
Cavity is itself a goal, with its own goal-procedure mapping that specifies that it can 
be satisfied through either a thoracotomy on the relevant side or a bilateral thoracotomy 
combined with a transverse stemotomy. These mappings are also illustrated graphically in 
Fig. 3 (Section 3.2). 
Plan sketching consists functionally of two sub-tasks: 
(i) choosing a procedure that allows the planner to commit to and address the next 
outstanding goal, and 
(ii) ordering the component-actions of these procedures within the evolving plan as a 
whole. 
Despite this functional separation, the algorithm works concurrently on both tasks. A data 
structure resembling a PERT chart is used to store the current plan. 
The plan-sketching algorithm first sorts the goals based on their urgency and priority. 
Then, working as a specialized set-covering algorithm, starting from the most urgent, 
highest priority goal, the algorithm attempts to cover each goal with an appropriate 
procedure. This is done greedily: if a goal is not yet covered by a procedure already chosen 
for some other goal, the algorithm selects the highest-ordered procedure for satisfying it. 
This minimizes the introduction of extra actions into the plan. (It is typical, during this 
process, to find that a goal is already covered by an already selected procedure.) Actions 
associated with the selected procedure are then placed into the evolving plan, based on 
the urgency and priority of their respective goals, as well as to satisfy logistic and other 
constraints. (As already mentioned, the planner may be unable to commit to a goal and 
adopt it as an intention if each procedure available for satisfying it violates actions selected 
for more important goals.) 
Once this plan sketching process is finished, a few plan optimization operators are 
applied to its initial segment in order to try and overcome some common shortcomings 
of greed. One operator notices if a single procedure that is less preferred for addressing 
two different goals can replace the two procedures chosen to address each goal separately. 
A second operator applies if the patient is being moved to the OR for surgery: actions that 
take little time (less than 2 minutes) and can be done without moving the patient elsewhere, 
will be promoted to the front of the plan. The means-selection and ordering algorithm is 
described in more detail in [29]. Evaluation of TraumAID 2.0 was reviewed briefly in 
Section 1.3 and is described in greater detail in [ 151. 
3. Critiquing through plan recognition and evaluation 
Within the TraumAID 2.0 architecture shown in Fig. 1, TraumaTIQ comprises both 
the plan recognition and plan evaluation components. Together they enable TraumaTIQ 
to produce only clinically relevant critiques that could significantly affect patient 
management. Plan recognition serves to develop a model of the physician’s plan based 
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on the actions he or she has ordered, while plan evaluation serves to evaluate that plan 
with respect to TraumAID’s and to identify those differences worth commenting upon in a 
critique. 
Multiple goals surface in TraumaTIQ in two ways: 
(1) A physician can order and perform an action in order to serve multiple domain goals 
within trauma management. Plan recognition must therefore be able to explain the 
physician’s orders in terms of one or more domain goals, as appropriate. 
(2) Evaluating the plan developed to explain a physician’s actions can yield multiple 
communicative goals (desires to communicate). Since the physician’s attention is a 
limited resource, further reasoning is needed to decide which, if any, should lead to 
the adoption of communicative intentions (commitments to communicate). 
This section explores the ways in which the nature of goals and plans in multiple trauma 
management shapes critiquing for decision support in this domain. (TraumaTIQ and its 
components are discussed in more detail in [ 12,13,15].) 
The first area to consider is plan recognition. Plan recognition involves formulating 
an explanation for an agent’s observed behavior in terms of hypotheses about the 
agent’s goals. Like other well-known explanatory processes (e.g., learning and abductive 
reasoning), plan recognition requires a bias, since there are theoretically many possible 
explanations for any set or sequence of observations, only some of which (i.e., some 
subsets of goals) are appropriate to ascribe to a physician in any given circumstances. 
Previous plan recognition algorithms incorporated a bias towards minimizing the number 
of goals used to explain the observed actions (e.g., [ 191). Such a bias is inappropriate in 
a domain such as multipie trauma management where a range of independent diagnostic 
and therapeutic goals may be active simultaneously and the physician may be overloading 
actions [26], such that the same action is used to serve more than one goal. In such cases, a 
bias towards maximizing the number of relevant goals used to explain the observed action 
is more appropriate. 
Now in domains where there is a clear parallel between producing behavior and 
observing and interpreting it, a desire for efficiency often argues for sharing knowledge 
between production and recognition subsystems [20,35]. But such sharing can also allow 
one to define and use such a bias towards maximizing the number of contextually 
relevant goals used to explain an observed action. It is such a bias towards relevance 
that is employed by TraumaTIQ’s plan recognizer, attempting to explain physician orders 
as closely as possible in conformance with the principles of trauma care encoded in 
TraumAID. Of highest relevance are TraumAID’s current goals and plan. Less relevant 
are deviations from that plan and those goals, which can be determined from TraumAID’s 
extensive general knowledge base of conclusions, goals, and actions in the domain. For 
example, less relevant are previous goals that are no longer current and goals for which 
TraumAID considers there to be less than sufficient evidence. Also less relevant are plans 
that use a less preferred action to achieve a relevant goal. Given this bias, the physician can 
be understood to be overloading an action whenever the observed action can be ascribed to 
more than one currently relevant goal. 
Several researchers have pointed out the advantages of using knowledge about the 
current context and basic domain principles to bias the search for an explanatory plan [ 17, 
l&21,28]. The basic idea is that the plan recognizer can use its knowledge of actions 
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that are appropriate in the current situation to reduce ambiguities in interpreting observed 
actions. We believe this is an appropriate bias for TraumaTIQ because we can assume: 
l the training and experience of the head of the trauma team will usually lead him or 
her to develop plans that are similar to TraumAID’s; 
l the head of the trauma team is more likely to have appropriate goals but be addressing 
them in a sub-optimal way, than to be pursuing inappropriate goals; 
l while TraumAID follows a conservative strategy for pursuing diagnosis and treatment 
from observations, the head of the trauma team may proceed more rapidly, pursuing 
a goal for which TraumAID does not yet have enough evidence to conclude its 
relevance. 
Based on the first two assumptions, TraumaTIQ’s bias gives the physician “the benefit 
of the doubt”: if an order can be explained in terms of a subset of TraumAID’s current goal 
set, the physician will be assumed to be pursuing those goals. An order can be explained 
if it appears in TraumAID’s plan for addressing a goal in the goal set, or if TraumAID has 
chosen a different action to address this same goal. Such a bias is justified because the main 
purpose of plan recognition for critiquing is to identify when an action would significantly 
compromise patient care. If it would not (i.e., because it addresses one or more relevant 
goals), it is not important to consider that the action might have been ordered in support of 
other goals that are not relevant. 
The third assumption allows the plan recognizer to interpret actions that could be 
justified by more evidence. Using knowledge about the strategic relationships between 
goals, TraumaTIQ can identify when the physician’s orders may be motivated by a goal 
that is partially but not yet completely supported by the evidence. 
3.1. TraumaTIQ's plan recognition algorithm 
A formal description of the plan recognition algorithm appears in [ 141. Informally, the 
algorithm first enumerates the set of possible expZanations for all actions that have been 
ordered. Each explanation consists of a path in the plan graph from the ordered action 
to a procedure in which the action plays a part, back to a top level goal. The path may 
pass through a series of sub-goals and procedures before reaching a top level goal. Since 
the same goal may be addressed by several different procedures (which may nevertheless 
share certain actions in common), it is possible for an action to be explained by a goal by 
virtue of different procedures. 
The possible explanations are ranked in two phases. The first phase considers the goals 
in the explanations. These are sorted according to their relevance in the current situation, 
and the most relevant ones are selected as candidate explanations for those orders. The bias 
embodied in this phase of plan recognition is that the more relevant a goal is in the current 
situation, the more likely the physician is to be pursuing it. If all the goals in the possible 
explanations for an action are irrelevant, the process ends with no explanation having been 
chosen. Otherwise, the most relevant nonempty subset of explanatory goals is selected to 
be ranked in the next phase. 
The second phase considers the procedures in the remaining explanations. These are 
evaluated according to how strongly the physician’s other actions/orders provide additional 
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Fig. 3. An example plan graph. Dotted arrows indicate disjunctive mappings between goals and procedures, while 
solid arrows indicate conjunctive mappings between procedures and actions. 
evidence for them. The more actions in the procedure have been ordered, the more evidence 
there is in support of the explanation. 
Finally, the explanations with the most relevant top-level goals and the highest level 
of evidence are ascribed to the physician and incorporated into TraumaTIQ’s model of 
the physician’s plan. Incorporating a new explanation into the plan involves adding new 
procedures and goals if they are not already present, and adding links between items that 
are not already connected. 
As already noted, more than one explanation may be inferred for an order, if the 
explanatory goals are equally relevant and the procedures equally manifested. For example, 
in a case of multiple wounds to the chest, both ‘beat Upper Thoracic Esophageal Injury 
and Treat Lower Thoracic Esophageal Injury might be accepted as explanatory goals 
for an order to repair and drain the esophagus, provided that both goals are in the same 
category of relevance (cf. Fig. 3). 
3.2. An example of TraumaTiQ’s plan recognition process 
The use of context to bias the search for explanatory goals means that TraumaTIQ’s 
plan recognizer can distinguish between goals that might otherwise be equally good as 
explanations of the observed actions. Consider the example plan graph shown in Fig. 3. 
Suppose that as a result of the location of the patient’s wounds and of the signs and 
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symptoms so far recorded, there is only one goal, ‘Ikeat Upper Thoracic Esophageal 
Injury, in TraumAID’s set of relevant goals. The physician, on the other hand, may have 
developed and be pursuing the goal of treating a lower thoracic esophageal injury. If the 
physician orders antibiotics, TraumaTIQ will infer that they are being given as part of the 
procedure to treat the upper esophageal injury, even though antibiotics are given for many 
reasons, including treatment of a lower thoracic esophageal injury. 
If the physician then orders a bilateral thoracotomy, this action will also be inferred 
as serving the goal ‘Ikeat Upper Thoracic Esophageal Injury. However, since this is a 
significantly less preferred procedure for addressing that goal, a critique will be produced 
to the effect that “doing a right thoracotomy is preferred over doing a bilateral thoracotomy 
with a transverse sternotomy to get access to the right chest cavity”. Such a comment will 
not, per se, correct the physician’s misjudgment: that would require that s/he recognize that 
a lower thoracic esophageal injury is usually accessed and treated through an incision to 
the left chest and that if the system believes they are trying to get access to the right chest, 
then there is a conflict in their beliefs that should be rectified. 
If multiple wounds in combination with positive diagnostic tests had led TraumAID to 
goals of treating both an upper and lower thoracic esophageal injury, TraumaTIQ would 
have taken the order perform bilateral thoracotomy as an instance of action overZoading, 
with the physician using the action to address the goals of getting access to both sides 
of the chest cavity simultaneously. Since both goals are relevant, this action would not 
be seen as an error, and TraumaTIQ would not critique it, even though the physician’s 
current intention might only be to treat the lower esophageal injury. (The physician might, 
of course, notice the injury to the upper esophagus once surgery has commenced, and 
address it at that point.) 
3.3. Communicative goals and communicative intentions 
After having interpreted the physician’s orders in terms of their underlying goals, 
TraumaTIQ identifies any discrepancies between the inferred plan and TraumAID’s 
recommended plan. The discrepancies recognized are: 
(1) errors of omission, 
(2) errors of commission, 
(3) procedure choice errors (in which a relevant goal is being addressed by a less than 
optimal procedure), and 
(4) scheduling errors (in which scheduling constraints are not met by the order of 
actions) [12,15]. 
The discrepancies recognized by TraumaTIQ form a set of communicative goals, 
information that might be conveyed to the physicians. However, clinicians engaged in 
trauma management have only so much attention they can devote to a decision support 
system. This can make irrelevant many of the system’s communicative goals. 
Taking the limited attention of the physician into account, TraumaTIQ filters the set 
of communicative goals, using a measure of disutility (negative utility) whose calculation 
reflects information about the relative costs of performing actions and of failing to address 
relevant goals [ 151. The calculation of a disutility value for an error depends both on the 
type of discrepancy and the specific actions involved. For example, an error of commission 
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in which the action may need to be done in the near future is more tolerable than an error 
of commission for which it has been determined that the action should never be done. 
Based on the disutility values, TraumaTIQ classifies errors and their associated commu- 
nicative goals into three categories: critical, noncritical and tolerable. Errors in the first cat- 
egory result in a communicative intention to warn the physician of the problem. The second 
category of errors result in an intention to comment on the problem, but with milder word- 
ing. The third category of errors are considered benign enough not to be mentioned at all. In 
this way, TraumaTIQ is able to use its knowledge of trauma management o handle multi- 
ple communicative goals appropriately, according to their relevance in the current context. 
4. Tk-aumaGEN: generating coherent and efficient text 
In most cases, when TraumaTIQ finds a physician’s plan deficient, the detected deficits 
will lead it to identify multiple communicative goals which can in turn lead it to adopt 
multiple communicative intentions. These communicative goals and intentions may be 
stimulated by a single order the physician has placed or by the physician’s inattention 
to one or more domain goals (i.e., diagnoses or treatments he or she should be pursuing). 
For example, the physician may order an action for which there is insufficient justification, 
which should be preceded by either tests that might eventually provide that justification 
or actions that address more urgent goals. In this case, TraumaTIQ will develop one 
communicative goal to warn the physician that the action is currently unmotivated, and 
a second communicative goal that critiques its scheduling. If the goals are sufficientIy 
relevant from a clinical perspective, they will lead to adopting appropriate communicative 
intentions. Alternatively, TraumAID’s management plan may contain several treatment 
goals that the physician has failed to address in a timely manner. In this case, TraumaTIQ 
will develop communicative goals to critique each of these errors of omission, which may 
or may not then yield communicative intentions, depending on the clinical significance of 
the errors. 
Analysis of the individual critiques that TraumaTIQ has generated in 96 of the 97 
actual cases has shown interactions among sets of concurrent communicative intentions. 
Favorable interactions can be exploited to produce a more concise set of messages. 
Unfavorable interactions can mislead the listener if the interacting intentions are realized 
separately, so additional relational material must be included. 
The top part of Fig. 4 illustrates a favorable interaction between three concurrent 
communicative intentions adopted by TraumaTIQ and an English-like translation of each 
one into a critique. Two urge a right chest tube be inserted, while all three urge that a 
post chest-tube X-ray be done. This set of communicative intentions can be integrated into 
a single more concise message that takes advantage of this overlap. Fig. 5 illustrates an 
unfavorable interaction. The first critique cautions the physician that a procedure other 
than the just-ordered peritoneal lavage is recommended, while the second reflects the fact 
that a peritoneal lavage is contra-indicated in a patient with abdominal scarring. Since the 
first critique is meant to avoid a peritoneal lavage if contra-indicated, while the second 
assumes that one will be done, some connection must be made between them to avoid 
them appearing contradictory. 
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*Caution: get a post chest tube X-ray immediately to evaluate the chest. 
*Caution: insert a right chest tube and get a post chest tube X-ray immediately to 
treat the simple right pneumothorax. 
*Caution: insert a right chest tube, close the right chest wound, cover all chest 
wounds with occlusive dressings, and get a post chest tube X-ray immediately to 
treat the right open sucking chest wound. 
Fig. 4. An example of goal interaction that might be exploited. 
Performing local visual exploration of all abdominal wounds is preferred over doing 
a peritoneal lavuge for ruling out a suspicious abdominal wall injury. 
Please remember to check for laparotomy scars before you do a peritoneal lavage. 
Fig. 5. An example of a potentially deleterious interaction. 
TraumaGEN [7,8] has been designed to solve the problem of interaction among 
concurrent communicative intentions, organizing TraumaTIQ’s multiple communicative 
intentions into coherent integrated messages. Those intentions are the result of considering 
the physician’s attention as the globally limited resource. Here TraumaGEN’s decisions are 
constrained by principles of effective text structuring. Thus the communicative intentions 
developed by TraumaTIQ’s content selection process become goals for TraumaGEN’s 
organizational process. 
TraumaGEN takes as input a set of such goals and a plan for achieving each one in 
isolation, and applies a set of transformational rules to (1) identify interactions among 
the goals and (2) transform the set of original text plans into an integrated text plan that 
achieves the overall set. Since occasionally achieving the overall set of communicative 
goals can be done in different ways using different text plans, a metric is used to 
evaluate the alternatives. The metric takes into account coherence, conciseness, structural 
complexity of the text plan, organizational preferences specific to the trauma domain, and 
number of messages required to convey the set of intentions. The text plan that scores 
highest is chosen. 
4.1. Exploiting fuvorable interactions 
As noted, favorable interactions can be exploited to produce more concise and easily 
assimilated messages. One such interaction occurs when there are multiple motivations 
for the same domain action. Given the set of communicative goals realized individually 
in Fig. 4, TraumaGEN first notices that two involve urging the physician to insert a 
chest tube into the right chest, while three involve urging the physician to perform a 
chest X-ray. The transformational rule it then applies, Combine-Similar-Intentions, uses 
the rhetorical relation Sequence from Rhetorical Structure Theory [22] to combine and 
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Original critiques produced by TraumaTIQ: 
*Caution: get a chest X-ray immediately to rule out a simple right pneumothorax. 
*Caution: get a chest X-ray immediately to rule out a simple right hemothorax. 
*Do not perform local visual exploration of all abdominal wounds until after getting 
a chest X-ray. The outcome of the latter may affect the need to do the former 
*Please get a chest X-ray before perfIorming local visual exploration of all 
abdominal wounds because it has a higherpriority. 
Integrated TraumaGEN message: 
*Caution: get a chest X-ray to rule out a simple right pneumothorax and a simple 
hemothorax, and use the results of the chest X-ray to decide whether or not to 
pelform local visual exploration of all abdominal wounds. 
Fig. 6. Exploiting goal interaction for improved coherence. 
reorganize the individual messages while maintaining the relationships between actions 
and diagnostic/treatment goals. This produces the following integrated message: 
*Caution: insert a right chest tube to treat the simple right pneumothorax and treat 
the right open sucking chest wound. Next close the right chest wound and cover all 
chest wounds with occlusive dressings to further treat the right open sucking chest 
wound. Then get a post chest tube X-ray to complete both goals and also to evaluate 
the chest. 
TraumaGEN can also recognize when the presence of one communicative goal can be 
exploited for greater coherence in realizing a second one. For example, when TraumaGEN 
finds one communicative goal of warning the physician about an omitted action and another 
one of telling the physician that the omitted action may make a planned action unnecessary, 
another transformational rule revises the text plan for the second goal to make performance 
of the planned action conditional on the results of the omitted action. This is illustrated 
in Fig. 6, where the planned action (local visual exploration) is made conditional on the 
results of the suggested X-ray. l1 
4.2. Addressing unfavorable interactions 
TraumaGEN also tries to identify unfavorable interactions among communicative goals 
and bridge them with clarifying text. One unfavorable interaction will occur between a 
communicative goal of urging the physician to replace an action with one that is more 
highly preferred and a communicative goal of urging the physician to address the proper 
scheduling of the dispreferred action. While in tutoring it might be more appropriate to 
” The critiques in Fig. 6 would be generated if the physician (perhaps a resident managing the case prior to 
arrival of the attending physician) had neglected to order a chest X-ray and had begun other procedures. 
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discard the second critique because the student is meant to learn only what is correct to do 
in a situation, this is inappropriate in real-time decision support since the physician may 
choose to ignore the system’s primary recommendation. TraumaGEN’s Revise-Con&t 
rule integrates the two text plans, resolving the apparent conflict by realizing the second 
communicative goal with a Concession relation, while giving the scheduling critique in 
case it is done: 
Performing local visual exploration of all abdominal wounds is preferred over doing 
a peritoneal lavage for ruling out a suspicious abdominal wall injury However; if 
you do a peritoneal lavage, then remember to first check for laparotomy scars. 
Thus TraumaGEN removes the conflict while respecting the relative social roles of the 
system and physician. 
4.3. Ordering constraints 
The order in which communicative actions are realized in a text plan can alter the 
effectiveness of the resulting text. A proper ordering should reflect several things: (1) the 
temporal ordering of the domain actions for achieving a domain goal; (2) the relative 
temporal priority of the communicative goals; and (3) the semantics of the different notions 
of ordering captured by the communicative goals. We consider each in turn. First, since 
domain actions have a prescribed temporal order within a procedure for achieving a goal, 
rules such as Combine-Similar-Zntentions must maintain this relative order and cannot 
reorder domain actions for greater text efficiency. 
Second, TraumaTIQ’s classification of errors as either tolerable, noncritical but 
potentially harmful, or critical reflects the fact that some errors in a physician’s plan 
are more significant than others. TraumaTIQ only posts communicative intentions for 
the last two classes of errors, assigning each a priority that reflects the significance of 
the error being critiqued. To focus messages on the most important ones, TraumaGEN 
first determines the best way to combine those of highest priority and then considers 
integrating those of lower priority. This is illustrated in Fig. 6 where TraumaGEN combines 
and realizes TraumaTIQ’s first two (urgent) communicative intentions and then exploits 
favorable interaction to include the other less important critiques. 
Thirdly, as noted in Section 2, several principles independently constrain the temporal 
ordering of domain actions. These principles also, indirectly, constrain the ordering of 
communicative actions in an integrated text plan. For example, urgency and standards 
of trauma practice dictate that certain domain actions be performed before others, while 
preconditions specify actions that must be performed to enable proper execution of 
another action. Although both constrain the temporal order of actions, preconditions are 
intrinsically part of the same overall procedure as the actions that will follow. It would 
thus be less coherent to give the preconditions for an action prior to mentioning stand- 
alone actions that must, for priority reasons, precede it. Fig. 7 illustrates a TraumaGEN 
message that realizes two scheduling critiques in an integrated message that respects these 
differences. 
In summary, TraumaGEN treats the communicative intentions selected by TraumaTIQ 
as goals to be pursued in producing an effectively organized text, reasons about both their 
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Original critiques produced by TraumaTIQ: 
*Please insert a left chest tube and get a post chest tube X-ray before doing a 
peritoneal lavage because they have a higherpriority. 
“Please remember to check for laparotomy scars before you do a peritoneal lavage. 
Integrated TraumaGEN message: 
Before doing the peritoneal lavage, insert a left chest tube and get a post chest 
tube X-ray because they have a higher priority. When you do the peritoneal lavage, 
remember to first check for laparotomy scars. 
Fig. 7. Accounting for different temporal semantics. 
positive and negative interactions, and formulates a communicative plan that realizes them 
in a concise and coherent set of messages. Preliminary evaluation of TraumaGEN [8] 
indicates that it successfully constructs concise, coherent messages from an arbitrary and 
often inter-related set of communicative goals. We believe there will be an increasing 
need for processors such as TraumaGEN, as sophisticated clinical decision support 
systems distribute their processing across individual modules and each has something to 
communicate with the user. Only coherent texts that can satisfy multiple goals will be able 
to effectively communicate all the resulting information. 
5. Extended threshold utility 
In the approach taken in TraumAID 2.0 (Section 2), the presence or absence of evidence 
can lead through rule-firing and matching to the adoption of different diagnostic and 
therapeutic goals. Satisfying a diagnostic goal may provide the evidence needed to justify 
adopting the goal of treating the diagnosed condition. Given a set of goals, TraumAID 2.0 
attempts to compute an efficient plan to address them. The order of actions in the plan 
reflects the urgency and priority of the goals. New information resulting from the new 
observations, test results and/or treatments being performed, leads to a new round of 
reasoning and planning, and thereby a new plan. 
Decision theory provides an alternative way to view part of this problem. Each possible 
condition can be associated with a probability. Given constraints on time, cost and patient 
discomfort, a management plan can be viewed as the result of trading off the costs and 
benefits of the possible diagnostic and therapy options for the relevant conditions, given 
their likelihoods. However, when there are multiple conditions that can be diagnosed 
or treated with a single procedure, the problem of computing tradeoffs becomes more 
complex. Moreover, new information demands reassessment of the situation and often a 
new management plan, meaning that this complex tradeoff computation may need to be 
done many times within the course of a single case. 
The threshold approach [25] addresses the tradeoff problem for a single condition. Given 
the options of not treating a condition, treating it directly, or performing a test to decide 
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whether or not to treat it, the threshold approach identifies the optimal action (test, treat, 
do nothing), depending on the initial probability of the condition, test reliability and the 
costs of each action. In this case, one’s goal is to address the condition, and how one does 
so corresponds to one’s intention. The problem with the classic threshold approach is that 
it does not guarantee the optimal action(s) when multiple conditions interact, as they can 
in multiple trauma. 
To solve this problem of choosing an optimal set of diagnostic and therapeutic actions 
for a set of possibly interacting conditions, we have generalized the threshold approach 
to the case of multiple conditions. In this multiple-threshold approach, each condition has 
options to test, treat, or do nothing, the choice depending not only, as above, on initial 
probabilities, test reliability, and action costs, but also on interactions among them. 
5.1. Threshold approach 
The classic threshold approach for a single condition was introduced by Pauker and 
Kassirer [25]. Given a medical condition with one therapeutic action, the decision is to 
either treat or not treat the condition. If a diagnostic test is available, the decision also 
includes the possibility of performing the test and then treating or not based on the test 
outcome. For a single condition, the optimal action depends on the probability of the 
condition, the penalty for leaving the condition untreated, the costs of the therapeutic and 
diagnostic procedures, and the sensitivities and specificities of the diagnostic tests. 
The utilities of the options can be calculated from this information. Given a single 
therapeutic procedure and a single diagnostic test, the options of testing, treating, or doing 
nothing produce three linear equations (dependent on the probability of the condition), 
as in the example shown in Fig. 8. At each point, the best action in the example is the 
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Fig. 8. Expected utility given the probability of abdominal injury, from trauma domain. 
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one with the highest utility. In the graphical representation, the best action corresponds 
to the line that dominates the others for a particular probability. Thresholds are points of 
intersection where the optimal action changes, and the resulting regions correspond to the 
optimal action for that probability interval. 
This basic model can be extended to handle additional therapeutic and diagnostic 
procedures. In this case there are more utility functions, but again the regions over which 
one function dominates the others define the probabilities over which one action is optimal. 
When the true probability of a condition is only known to lie within an interval, as long 
as this interval falls within one region, the optimal action remains the same [9]. Otherwise, 
further information must be gathered, as discussed in Section 5.3. 
5.2. Multiple-threshold approach 
The multiple-threshold approach [33] generalizes the threshold approach to multiple, 
possibly interacting conditions, each with its own probability. There are two sources of 
relevant interactions among the conditions: 
l a single diagnostic procedure may be used to test for multiple conditions-e.g., a CT 
scan can identify an abdominal injury or a renal injury; 
l a single therapeutic action may be shared among therapeutic procedures for multiple 
conditions-e.g., a laparotomy is a component of the therapeutic procedures for 
treating an abdominal injury or a renal injury. 
In either case, the utility of the overall care is increased since the cost of anything shared 
is assessed only once. As a result, a procedure that was of lower utility for individual 
conditions may become the best procedure for the set of conditions. (In TraumAID 2.0, 
this would be noticed during plan sketching and plan optimization-cf. Section 2.) 
For conditions that share neither therapeutic nor diagnostic actions, utility is determined 
by simply summing the utilities of the actions involved in addressing each condition. In the 
case of multiple independent conditions, the approach is equivalent to the simple threshold 
approach applied individually to each condition. 
When conditions interact, optimal actions are found by computing the utilities and 
probabilities of combinations of actions, with the optimal set (for a given set of prior 
probabilities) being that which maximizes utility. Utilities can be computed by dividing the 
actions into three types: therapeutic actions, diagnostic actions, and “do-nothing” actions. 
The utility of a set of therapeutic actions is computed by summing the utility of the union 
of the component subactions (eliminating duplicates) since a subaction can be shared by 
multiple procedures. The utilities of the “do-nothing” actions are simply summed, since 
they are independent. Diagnostic actions are more complex, in that each test will be 
followed by an action that depends on its outcome. An overall expected utility can then 
be computed by considering the possible outcomes of the set of diagnostic tests and the 
resulting actions. The details of the utility computation can be found in [33]. The utility 
computation must be done for each set of prior probabilities of the condition, each time 
choosing the action set with the highest utility. 
One can simplify the computation of optimal actions by exploiting a feature of multiple 
conditions. This involves grouping conditions into interaction sets-groups of conditions 
that may potentially interact and must therefore be treated together. The utility of each 
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interaction set can be calculated independently and then summed. (This is a generalization 
of the idea of a set of independent conditions.) 
The algorithm for computing the optimal action choice closely follows the description 
above. Conditions are first separated into interaction sets. For each interaction set, the 
utility of each possible action choice is calculated as a function of the prior probabilities. 
This utility is computed by decomposing the choice into do-nothing, therapeutic, and 
diagnostic actions and computing the utility of each subset. 
The algorithm to compute the utility of all action combinations is exponential, but 
feasible to compute for small interaction sets. In the TraumAID knowledge base, there 
are no more than ten conditions in any interaction set, so this remains tractable. The output 
of the algorithm is a set of functions, each corresponding to the expected utility of an action 
combination. The remaining step is to determine which combination of actions is optimal 
for a given set of probabilities on the conditions. While this step needs to be computed 
on-line, the expensive formula computation can be performed ahead of time. The optimal 
actions for a given set of probabilities pl , . . . , p,, are merely the actions corresponding to 
the function with maximum utility at that point. This is the n-dimensional equivalent of 
the threshold approach presented earlier: there the goal was to find the maximum function 
for a single given probability p; here it is for a set of probabilities. The difference is that 
in this case the thresholds are not calculated explicitly, but rather implicitly by calculating 
the maximum function for any given set of prior probabilities. 
The method was tested on a subset of 5 conditions from the TraumAID knowledge base, 
separated into two interaction sets of size 3 and 2. Utilities range from -100 to 0. We 
compared the multiple-threshold approach and the threshold approach applied to each of 
the conditions individually, varying the size and the level of interaction among the sets. We 
found that the more interaction present in the case, the greater the gain from the multiple- 
threshold approach [33]. We call our multiple threshold approach MD-@. 
5.3. Gathering bedside information 
In addition to the diagnostic and therapeutic procedures available, there may be a number 
of bedside questions that are of negligible cost to perform. Because of simple time and 
resource limits however, we would like to only ask necessary questions and do so in the 
most effective order. The multiple-threshold approach can help us here as well. 
When the prior probability of a condition is only known to be within a certain range of 
probabilities, bedside questions can be used to reduce this uncertainty. Given the choice 
between two information-gathering questions, one of which constrains the uncertainty to 
be in a region where a single action is optimal, and the other of which constrains the 
uncertainty to a region where there are multiple optimal actions (each for a subregion), we 
prefer the former, since it would allow us to perform the single action with confidence that 
it is the best action no matter what the precise probability is. 
The order for bedside questions is thus defined by the expected number needed to 
narrow the uncertainty to a single region. Note that the uncertainty region may well 
be different depending on whether the information received is positive or negative; the 
expected number of questions is thus influenced by the sensitivity and specificity of the 
bedside questions. 
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As noted in the previous section (Section 5.2), the multiple-threshold approach produces 
a function for each action combination, and the optimal function for any given prior 
probability is the one with the maximum utility value for those probabilities. The 
regions of probability space over which a function is maximal correspond to a region 
for which the same set of actions is optimal. The uncertainty of the prior probabilities 
describes a hypercube (of dimension IZ for IZ conditions) whose vertices correspond to 
the minimum and maximum probabilities for each condition. If the optimal actions are 
the same throughout the entire hypercube (or equivalently, at the vertices), the uncertainty 
is sufficiently constrained to allow the optimal actions to be performed. If not, further 
information gathering is necessary. 
To determine the optimal question, all possible question orderings must be considered. 
Since the computation depends on the estimated probabilities, which are available only at 
run time, this is infeasible for even small sets of questions. For this reason, MD-8 uses a 
heuristic that approaches this optimum. (Because bedside questions have negligible cost, a 
good but not completely perfect ordering is in fact not a problem in practice.) 
The heuristic used is based on the local improvement provided by each question, 
choosing the one that most reduces the volume of the hypercube of uncertainty. This 
produces an algorithm which is linear in the number of bedside questions times the 
number of conditions. This is a significant improvement in complexity, and allows run- 
time calculation with negligible computation on realistic knowledge bases. 
To test the quality of the heuristic ranking, we constructed a suite of 10 randomly- 
generated test cases with five conditions and three bedside questions per condition. A total 
of 100 trials were run, and results of the optimal ordering, the heuristic ordering, and a 
random choice were compared. Compared to the optimal ordering, the heuristic ordering 
remained within one bedside question of the optimal, and appears to deviate only slightly 
from the optimal. On the other hand, random choice generally leads to more bedside 
questions and deviates much more quickly from the optimal. 
5.4. Relationship to TraumAID 2.0 
To understand how MD-8 could be incorporated into a future end-to-end system based 
on decision-theoretic principles, one must understand how its functionality compares with 
that of TraumAID 2.0. Essentially, much of what is done by TraumAID 2.0’s reasoner 
and planner is outside of MD-o’s purview, and must handled by other means, based on 
knowledge of things other than cost and utility. In particular: 
l Urgency and priority: MD-8 takes as its task choosing an optimal set of diagnostic 
and therapeutic actions for a set of possibly interacting conditions. It is a separate task 
to decide what set of conditions to consider together at one time. TraumAID 2.0 first 
orders goals by urgency and priority, and its plans by and large reflect this order. MD- 
8 requires a separate process to decide (on the basis of urgency and priority) what set 
of conditions to solve for. 
l Scheduling: MD-8 produces an optimal set of actions for a given set of conditions. 
A separate scheduling process is needed, in order to put them into an order that 
satisfies priority and logistical constraints. 
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l Contra-indications: TraumAID 2.0 recognizes when an action is contra-indicated, 
given the patient’s condition, as part of satisfying a given goal. Another process would 
be required to remove such actions from the set of possibilities considered by MD-8 
in its multiple threshold computation. 
However, MD-8 could assume responsibility for several parts of the symbolic approach 
in TraumAID 2.0: 
l The cycles of reasoning and planning that lead TraumAID 2.0 to ever increasing 
certainty about a diagnosis and finally to posting a treatment goal. As should be clear, 
TraumAID’s approach is basically a symbolic approximation to a single classical 
threshold diagram. 
l Procedure overloading, where TraumAID 2.0 may notice that a procedure already 
chosen to satisfy a more urgent goal can also be used to satisfy another, less urgent 
one, and plan optimization, where TraumAID may notice that a procedure that is less 
optimal for several goals can nevertheless provide a better way of satisfying them all 
simultaneously. MD-0 achieves the same effects through its multiple threshold utility 
computation. 
MD-8 holds great promise as the core of a full decision-theoretic reformulation of 
TraumAID, and we hope eventually to have the opportunity to make it so. 
6. ‘IkaumaCASE: generating realistic simulated cases 
Following the parallel between producing behavior and analyzing it noted earlier in the 
discussion of TraumaTIQ (Section 3), the knowledge about managing multiple trauma 
that TraumAID uses to analyze and support the management of actual cases can also 
be used to automatically generate realistic simulated cases of varying complexity, for 
instruction/training or interactive recertification exams. TraumaCASE [6] is a first step to 
producing such cases automatically. Both the cases it aims to generate and the process 
of producing them is strongly affected by the common presence of multiple goals in 
the management of multiple trauma and hence in decision support for multiple trauma 
management. What its cases are aimed at training and/or examining physicians on is 
essentially a summary of many of the points made earlier in the paper: 
l Multiple diagnostic and therapeutic goals may arise concurrently, from either several 
independent injuries or multiple problems associated with a single injury. 
l The different urgency and priority associated with different goals (cf. Section 1.1) 
must be respected in choosing the order in which they will be addressed. 
l In particular, if a condition can be caused by one or more injuries with different 
urgencies and/or priorities (e.g., shock) and each demands separate management, this 
must also respect the relative urgency and/or priority of its potential causes. 
l Procedures should be selected to efficiently address a set of goals, that might not be 
the preferred means of addressing any one of them alone. 
l Alternative subgoal decompositions are available to address a higher-level goal. 
A case consists of generic patient information (age, sex, etc) along with a set of signs, 
symptoms, findings, diagnostic actions/tests and their results, and therapeutic actions and 
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their results. TraumaCASE generates cases by chaining on the rules in the TraumAID 
knowledge base: 
l By chaining backwards from goal-setting rules that post a goal of ruling out a 
particular diagnosis, it identifies alternative sets of signs, symptoms, and findings that 
would suggest considering the diagnosis. 
l By accessing the goal-procedure mapping rule (cf. Fig. 3) that specifies procedures 
for ruling out the diagnosis under consideration and by chaining on other mapping 
rules, it identifies a set of actions that might be performed to ruEe out the diagnosis. 
l By chaining backwards on evidential rules that conclude a particular diagnosis, it 
identifies alternative sets of findings that would warrant making the diagnosis. 
l By chaining on the goal-procedure and procedure-action mapping rules, Trau- 
maCASE can identify appropriate actions to treat a diagnosed condition. 
As TraumaCASE explores a path through the rules, it keeps track of the features already 
entered into the case and backtracks if a particular selection of rules would result in 
inconsistent features. The end result is a set of signs, symptoms, test results and appropriate 
procedures comprising a complete clinical case. 
6.1. Varying case complexity 
To generate the simplest kind of clinical case (i.e., one that a third-year medical student 
should be capable of handling), TraumaCASE selects a single diagnosis such as a simple 
hemothorax, chains on the TraumAID rules to identify relevant features of the case, 
and enters negative (or normal) for all other findings. To produce a more difficult case, 
TraumaCASE selects two unrelated problems of different urgency and priority, and chains 
on the TraumAID rules to produce a case in which both diagnoses must be addressed. For 
example, it may choose one diagnosis that would result from a chest injury and another that 
would result from an abdominal injury, with the first diagnosis having a priority related to 
circulation and the second having a priority related to contamination. Cases constructed in 
this manner force the physician to deal with unrelated diagnostic and therapeutic goals of 
different urgency and priority. 
A still more difficult type of case involves related diagnostic goals of different urgency 
and priority-in particular, where a condition such as shock, which must itself be treated, 
may be caused by one or more still unknown injuries with different urgency and/or 
priority. For example, one TraumAID rule concludes that a pericardial tamponade should 
be investigated if the patient has a tension pneumothorax along with continued neck vein 
distension. TraumaCASE can either develop a simple case by choosing settings that block 
such rules from firing (such as choosing a negative value for distended neck veins), or 
it can develop a more complex case by selecting settings that should lead the physician to 
consider the additional problem. Since the TraumAID rules specify the requisite conditions 
both for posting a goal of considering a particular diagnosis and for concluding it, they can 
be used to establish features of the generated case that control the number of problems 
resulting from an injury and thus the amount of reasoning that the student will need to do 
in order to manage the case. 
While the priority of different goals enforces a temporal ordering on how they are 
addressed, other goals are temporally related in that addressing one goal can reveal a 
B. Webber et al. /Art$cial Intelligence 105 (1998) 263-293 289 
second more serious goal that was not apparent at the outset. For example, treating a 
simple hemothorax involves inserting a chest tube; appropriate follow-up involves getting 
a primary tube thoracostomy report which may provide evidence of a more serious massive 
hemothorax. Since TraumaCASE chains on the TraumAID rules to generate cases, it can 
easily choose whether to extend the simple case to a more complex one by selecting an 
appropriate setting for the results of the thoracostomy report. 
As noted throughout the paper, there are often several ways of pursing a diagnostic 
or therapeutic goal, with some methods preferred over others. Since a priority ordering 
on the alternative methods is captured in the TraumAID goal-procedure mapping rules, 
TraumaCASE can increase the difficulty of a case by establishing contra-indications to 
the preferred procedure, thereby forcing the student to consider alternatives. For example, 
it can enter a finding of abdominal scarring (e.g., a laparotomy scar) into a case where 
the student/physician should be considering the possibility of abdominal bleeding and 
produce a case in which a peritoneal lavage is contraindicated as a diagnostic test. The 
student/physician should recognize that a CT scan (i.e., computerized tomography) should 
be used instead. 
Similarly, the efficient use of a single less preferred action to address two goals 
simultaneously can be used to increase case difficulty. While this feature is not part of 
the current version of TraumaCASE, the TraumAID rules provide a means for identifying 
such goals; chaining from these goals could then identify diagnoses that would include 
both goals and thus lead to the generation of cases that would force the student to address 
such efficiency issues. 
6.2. Related andfuture work 
The “authoring module” presented in [l l] is the only other system that we are 
aware of that uses backward chaining on a knowledge base of rules to generate clinical 
cases. However, the focus of that work was on assisting a human instructor in creating 
cases and assuring that the resultant case was consistent. Although that system has the 
ability to make random assignments of possible symptoms and test results, it cannot 
differentiate between normal and abnormal cases nor can it regulate the difficulty of 
the generated case by considering the impact of, and relationships among, multiple 
goals. Thus it still must rely on a human instructor both to specify the desired disease 
or diagnosis captured by the case and to sift through all of the cases that might be 
generated and select those that are appropriate for the student. TraumaCASE, on the 
other hand, facilitates generating realistic cases of varying complexity and suggests 
that automated case generation must take into account interactions among multiple 
goals. 
An interface is under development that will allow the system to present a student with 
the basic facts of a case (its “stem”), respond to the student’s bedside questions about the 
presence of additional symptoms (e.g., distended neck veins, muffled heart sounds, etc.), 
provide the results of tests and procedures ordered by the student, and invoke TraumaTIQ 
and TraumaGEN to critique the student’s performance. 
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7. Conclusion 
From a practical perspective, TraumAID’s reasoner and planner, TraumaTIQ, Trauma- 
GEN and MD-f3 have all undergone laboratory evaluation, reported on in [8,12,15,29] 
and [33], respectively. Despite each component’s impressive evaluation performance, we 
have come to realize that TraumAID’s use in real-time decision support depends critically 
on information sharing and recording practices in the Emergency Trauma Center. At the 
time of this writing, we are still unaware of an Emergency Trauma Center that has adopted 
an electronic patient record. Moreover, recent observational studies [32] show great dif- 
ferences in communicative “styles” in different trauma teams, which affect how quickly 
any electronic record could reflect the current context (i.e., the team’s knowledge of the 
patient’s state). Thus TraumAID continues to remain a laboratory exercise. 
Nevertheless we believe that there is one clear point that TraumAID demonstrates: when 
the clinical situation requires the coordination of multiple protocols (as it can in multiple 
trauma management, in gerontology and in obstetrics), that coordination can be done in a 
clear and perspicuous manner through a framework that distinguishes: 
a what goals are relevant; 
l what set of intentions can be adopted, given resource constraints; 
l what sequence of actions can most efficiently realize them. 
And the same framework can equally support efficient and clear communicative delivery 
of decision support. 
Demonstrating this in TraumAID has taken much effort over many years due, in part, 
to the fact that conventional protocols, such as ATLS recommendations [2], are not 
specific enough to be connected into a seamless set of integrated protocols that cover 
all permutations of a complex set of problems. With more protocols being specified and 
encoded in the electronic patient record for reference and for comparison with actual 
practice, the methods used in TraumAID for coordinating multiple applicable protocols 
and the multiple messages to clinicians that they warrant, should prove of value to others 
as well. 
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Appendix A. Terminology 
Bilateral thoracotomy: a surgical procedure that provides access to both sides of the 
chest. 
Continued neck vein distension: neck vein distension after a needle aspiration of the 
chest for pressure. 
Duodenal injury: injury to the segment of the bowel immediately past the stomach. 
Hematuria: blood in the urine. 
Hemothorax: blood in the chest cavity. 
IVP: intravenous pyelogram, a roentgenogram of the urinary excretory system. 
Laparotomy: opening of the abdominal cavity. 
Local visual exploration (sometimes termed “local wound exploration”): determining 
the depth of the wound by direct visualization (not probing with a finger or instrument) 
aided by extension of the laceration, if necessary, under local anesthesia in order to get 
adequate exposure. 
Pericardial tamponade: blood from the heart leaking into the sac surrounding it, 
constricting its contractions. 
Peritoneal lavage: washing out me abdominal cavity with a catheter, looking for blood. 
Tension pneumothorax: air in the chest cavity, compressing the contents under pressure. 
Thoracotomy: opening of the chest cavity. 
Transverse sternotomy: cutting across the breastbone. 
Ureteral injury: injury to the tube connecting the kidney to the bladder. 
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