Nowadays, multi-agent systems are used to create applications in a variety of areas, including economics, management, transportation, telecommunications, etc. Importantly, in 
Introduction
From the literatures, multi-agent system is considered as a problem solving system that consists of specific and nearly modular agents specialized at solving a particular problem. In multi-agent system, agents can be rather diverse; they can be cells in a lattice representing pieces of land or representations of human behavior [1] . Nowadays, many complex systems can be studied, solved, managed and controlled by using the multi-agent systems [2] . As multi-agent system is gaining more importance for the software developers to execute tasks in complex and dynamic environments, and the environments where the agents will execute the tasks change, the agent has to adapt with the current situation in order to accomplish the preprogrammed tasks. One of the problems in big cities is population growth that consequently increases the number of vehicles to transport goods and people. This causes congestion in urban transportation networks and the costs of continuous design and construction of new streets need time are expensive. The main challenge in route guidance system is to direct the vehicles to their destination in a dynamic traffic situation, with the aim of reducing travel times and efficient use of available network capacity. To avoid congestion and traveling easier, drivers need traffic direction services. This leads to traffic flows in all transport networks, resulting in reduced pollution and low fuel consumption. The aim of this study is to present a novel approach for solving the route guidance system problems, which can perform better than many of the previous methods in terms of accuracy and speed. The results obtained from the approach will be compared with Dijkstra's algorithm. Dijkstra's algorithm is a search graph for solving routing problems and producing the shortest path in a graph [3] . This algorithm finds the shortest path (i.e., lowest cost) between origin and destination nodes in a directed graph. For example, Dijkstra's algorithm can find the shortest path (or lowest cost) between one points of the city to another points of a city in a trip. The applications of the shortest path problem include vehicle routing in transportation systems and traffic routing in communication route guidance systems [4] . The shortest path problem has been investigated extensively and many modern algorithms have been proposed to solve this problem. Yet, many of the existing algorithms fail to meet some of the requirements of the solutions applicable in the real world. Therefore, the agent should be able to model a new process and reinforcement learning, and interact with other agents. However, this paper proposes a method to solve the shortest path problem in route guidance systems in terms of accuracy and speed. The results obtained from the approach have been compared with the Dijkstra's algorithm [3] .
Related Works
In this section, we present the essential background for our contribution. A brief review of related studies is given with particular dynamic shortest path algorithms focusing on multiagent reinforcement learning. In vehicle routing systems, Adler et al. [5] have suggested that the multi-agent system approach of vehicles can be modeled as mobile agents. They also claimed that the best routing and scheduling of vehicles is done through negotiations between the agents and information service provider and obtained with the agents that read and represent preferred items of drivers. In [6] agent sizes are increased using the sequential migration method. [7] have proposed a agent to improve the TCP performance. Chabrol et al. [8, 9] have studied the multiagent system approach for modeling of urban traffic systems. Furthermore, Chen et al. [10] have conducted a study on the usage of multi-agent reinforcement learning approach for traffic detection and management. A new approach in route guidance system can save time and space for cars at an intersection or junction have been studied in [11] . Chen et al. [12] have surveyed on different application of agent technology in traffic modeling and simulation. They emphasized on the importance of agent technology for improvement of the transportation and traffic systems performance. The above-mentioned studies use models based on agent flexibility to improve traffic management. However, the important task of the efficient routing of vehicles on the transportation network availability has been less emphasized. Therefore, road traffic control flow, through the use of multi-agent system on network nodes in dynamic transportation is one of reasons of this paper. Some past studies related to multi-agent reinforcement learning are done in [13] , [14] and [15] . In these researches, a novel kind of dynamic shortest path based on multi-agent reinforcement learning is focused. Hence, there are several reinforcement learning methods like Q-learning and Sarsa [15] [16] applied in the road network traffic. On the other hand, the shortest path method is used for finding the path with minimum travel distance, time or cost from one or more origins to one or more goal or destinations through a connected network.
Multi-agent reinforcement learning
In this section, an agent model and multi-agent reinforcement learning models for route guidance system are proposed. Then, several basic problem formulations and properties have been discussed. Finally, route guidance system algorithm is introduced to find dynamic shortest path using the proposed agent model. The proposed agent model for route guidance system is shown in Figure 1 . A route guidance system will calculate the shortest path using Dijkstra's algorithm from current vehicle position to destination locations, so that the traveling time (or cost) for drivers will be minimized. We have used Dijkstra's algorithm to calculate the nearest distance of the destinations with the support of installed agent in the route guidance system. The updated information of the vehicle will be used by the system to find the shortest path from current vehicle position to destination zone for drivers based on current conditions. We model the general overview of multi-agent reinforcement learning approach based on Figure 1 . The elements of multi-agent reinforcement learning are agent, policy, action, reward and model of environment. In addition, the agent distinguishes an input state. An action of agent will be based on a policy function embedded inside the agent that will be used for decision-making process. For a given state, the multi-agent reinforcement learning must learn on a stated policy to discover the best action. The agent's learned policy will map the current states of the environment to the actions that the agent will take to maximize the reward. The multi-agent reinforcement learning will find which actions to be taken and which rewards to be given to the agents that have accomplished the stated actions. Agent communication is needed in order to send actions and receive rewards between equipped vehicles and the environment. The agent is installed in each intersection that will communicate to its environment by acquiring a new knowledge about road status in that intersections and send road status to equipped vehicles. As shown in Figure 1 , each agent detector consists of state recognizer, route guidance system (RGS), an action selector, and policy. Routes connected in intersection is defined by S, set of available states S where S = {s 1 , s 2 , s 3 , s 4 } and A, set of available actions as shown in Table 1 . The state recognizer distinguishes an input state of all routes connected to current intersection. For a given state, the model must learn on a stated policy to choose the best actions that give optimal reward. Additionally, the Dijkstra's algorithm is able to find the shortest path from current vehicle position to destination zone by using existing road network map. In addition, the policy function maps the given state of vehicle location and predicts what action should be taken when the vehicle driver requests a next road status. Installed agent in each intersection acts as road status detector in intersection (node) and can communicate with the equipped vehicles in order to send and receive environment messages. The multi-agent system can report the next road status in order for drivers to select which road to be used so that the journey is short as shown in the following Equation 1.
Regarding Equation (1), the goal in a reinforcement learning problem is defined by the reward function (r t ). Definition of reward function (r t ) is used in the literature. A positive reward is given for an action that results in a goal, while small negative rewards are given when the episode ends unsuccessfully. Agent can estimate a model of state transition probabilities of environment (E). In general, every time a player takes action 'a' in state 's' at time 't' and receives reward 'r' at time T, it broadcasts a message of the form (s t , a t , r t ) to the vehicles that (s t , a t ) is state and action at time T. . Consider a directed graph, G, which is composed of a set of s nodes and a set of r directed edges.
Set a number of edges as cost (C) file table. Also, G file is filled in data file.
consists of the sum of all edge distances (costs) participating in the network path. Therefore, according to the trip origin (s) node and destination (d) node, this issue can be solved as the optimization problem based on real transportation network that is defined as follows:
where i and j are current state movement into right and bottom side directions, R
is the shortest path from an origin node, 's' to a last node,'d', a is a binary digit (0 or 1) and links are independent of each other.
Multi-agent reinforcement learning algorithm (MARLA)
In regard to Section 3, we can define T: S x A →S as a transition function, R: S x A → R, a reward function and π: S → A, the learned policy. In addition, π * is the learned optimal policy to maximize the action-value for all states, V * is the value function of optimal policy, and Q * (s, a) is the expected policy that gives the optimal performance in state s. Q-learning is a standard technique for multi-agent reinforcement learning [16] . For finding an optimal policy, Q-learning algorithm can find the Qfunction which is given in Equation 3 as follows:
where α is learning rate (0<= α <1), β is discount rate (0<= β <1), and Q(s, a) is the value of action a(t) executed by the agent.
Empirical study
This section summarizes the experimental results obtained using multi-agent reinforcement learning algorithm in each of nodes for acquiring information about the next paths (or routes) status. Hence, one of the requirements of dynamic route guidance system is real and current information about travel time for a continuous path that can be acquired by several detectors such as magnet sensors, video cameras, GPS, GSM (global system for mobile communication) and also other network traffic sensors on the routes to transport [13] . Other information requirement is the graphical network with an equipment hardware, software and communication between simulated model and real traffic network through design and protocol data routing system definition. Our research is based the road network map of a part of Kuala Lumpur (KL), the capital city of Malaysia. The grid network of KL network map has been drawn in Figure 3 ,4,5, and 6, respectively. Dijkstra's algorithm has been used for finding the shortest path (i.e., lowest cost) from origin node (i.e. node 1) to destination node (i.e. node 16) in a road network graph. The input of the Dijkstra's algorithm consists of distances directed between nodes as "r" and a source data from origin and destination paths as 's' and 'd' in the network graph G. If the distance between two nodes can be defined as path cost, the total cost of a network graph is the sum of all route distances between nodes in a graph. The method used in Figure 3 can be divided into two reinforcement learning methods, one-agent environment and multi-agent environment (Figure 2 Figure 3 presents a transportation network that has 24 routes that create 16 intersections (nodes). Intersections are numbered 1 to 16 so that node 1 is considered as origin and node 16 is road network destination and the values of distance between each of two intersections are generated randomly by numbers between 1 and 10. Also, the distance between node 1 and node 16 (the last node) is 17 that is the weight of node 1. Figure 3 presents the optimal routes in ideal route status as follows: Node 1 → Node 5 → Node 9 → Node 13 → Node 14 → Node 15 → Node 16. Figure 4 shows the route between node 1 and node 5 which is blocked (let cost = ∞) because of accident or traffic congestion; therefore, some connected routes are removed automatically in the new optimal route computation and the next route which is connected to node 1 (i.e. node 2) is selected as the first choice route. Thus, considering the above mentioned constraints and the proposed MARLA algorithm (Figure 2) , the optimal path in the blocked route status (Figure 4) is: Node 1→ Node 2 → Node 6 → Node 7 → Node 11 → Node 15 → Node 16.Finally, by considering Figure 4 (receiving blocked message from agent), the distance between nodes 1→5 tends to ∞ (this road is blocked). Therefore, the previous shortest path in Figure 4 (minimum distance between Node 1 and Node 16) is changed to 19 (units of Km/m/).
Case 1

Case 2
Figure 5 presents a transportation network that has 31 routes that create 20 intersections (nodes). The distance between Node 1 and node 20 (last node) is 27 that is the weight of Node 1. Figure 5 presents the optimal routes in ideal route status as follows: Node 1 → Node 2 → Node 6 → Node 7 → Node 11 → Node 12 → Node 16 → Node 20. Therefore, regarding to the above mentioned constraints and the proposed MARLA algorithm (Figure 2) , the optimal path in the blocked route status ( Figure 6 Figure 6 (receiving blocked message from agent), the distances between nodes 2→6 and 6→7 tend to ∞ (these roads are blocked). Figure 6 shows that the minimum cost (or distance) between node 1 and node 20 are changed from 27 to 31. 
Simulation Results and Experimental Comparison
In this section, simulation experiments have been carried out on different network topologies for road networks consisting of 6 to 100 nodes with different edges (between 10 to 220 edges). For example, the results of the new approach described in section 3 were assessed by Dijkstra's algorithm results using several cases (Case 1 with 16 nodes and 24 routes, and Case 4 with 20 nodes and 49 routes). Besides, for the current study, we assumed that there are 100 vehicles in the experimental simulation. These vehicles were equipped with Dijkstra's algorithm so that the shortest path can be tested. The vehicles were divided into two groups, guided and not-guided groups. Twenty of them were the equipped vehicles that were guided through the multi-agent reinforcement learning while the remaining 80 were not guided by the multi-agent reinforcement learning messages. Guided equipped vehicles started to travel from the departure intersection and finally exited the network transportation at the destination. They also used the multi-agent reinforcement learning systems during the traveling on the road network. This group of vehicles was provided with path information from the specified origin to the target destination at any time through the equipment and obeyed installed agent information to follow the route based on the optimum strategy.
Multi-agent reinforcement learning evaluation
Case 1 evaluation is based on the description in Section 4.1, the transportation network graph has 24 routes with 16 nodes (intersections), then the model is simulated for 20 vehicles as group 1 and 80 vehicles as group 2 respectively. The criterion for the performance measure for using MARL on road network graphs is described in Table 2 . Considering Table 3 , the total traveling distance (TD 1 ) of group1 (20 vehicles) is 380 km at average travel time (AveTT 1 ) of 1673s. And also group 2 (the 80 remaining vehicles) that did not use the multi-agent reinforcement learning messages, the total traveling distance (TD 2 ) is 1360 km at average travel time (AveTT 2 ) of 2194 seconds. Therefore, the second group obtain 521s as the average delay time (or AveDT= 521s) and the saving time is 23.74% (or SveTime = 23.74%). Case 2 evaluation is based on the description Section 4.2, the transportation network graph has 31 routes with 20 nodes (intersections), then the model is simulated for 20 vehicles as group 1 and 80 vehicles as group 2 respectively. Considering Table 3 , the total traveling distance (TD 1 ) of group 1 (20 vehicles) is 620km at average travel time (AveTT 1 ) of 2004s. And also group 2 (the 80 remaining vehicles) that did not use the multi-agent reinforcement learning messages, the total traveling distance (TD 2 ) is 2160km at average travel time (AveTT 2 ) of 2245 seconds. Therefore, the second group obtain 241s as the average delay time (or AveDT= 241s) and the saving time is 10.73% (or SveTime = 10.73%). Table 2 . Performance measure for using MARL on road network graphs
Criterion Description
Group 1
The group which uses both MARL and RGS models to find the shortest path in the network routing.
Group 2
The group which uses only RGS model to find the shortest path throughout the network routing.
TD
Traveling distance in kilometers (km).
NV
The number of vehicles that NV 1 is the number of participated vehicles in group 1.
AveSp
Average speed in kilometer per hour (km/h). 
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Conclusions
This paper attempts to offer a new paradigm and includes a new algorithm based on multi-agent reinforcement learning model for finding the shortest and best path in the route guidance system in order to conduct the vehicles to their destination. The key technologies required to support this scheme include the installed agents in all of the road network intersections and the use of the reinforcement learning algorithm for agent to select the best routes due to congested paths. Therefore, when agent reports blocked road traffic in a specific route of the previous shortest path to vehicle drivers, the vehicle drivers will go to the next shortest path.
