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HILBERT 90 FOR ALGEBRAS WITH CONJUGATION
PATRIK LUNDSTRÖM
Abstrat. We show a version of Hilbert 90 that is valid for a large
lass of algebras many of whih are not ommutative, distributive or
assoiative. This lass ontains the nth iteration of the Conway-Smith
doubling proedure. We use our version of Hilbert 90 to parametrize all
solutions in ordered elds to the norm one equation for suh algebras.
1. Introdution
Let k be a eld and suppose that K is a nite Galois eld extension of
k with Galois group G. Reall that the indued norm map n : K → k is
dened by n(a) =
∏
σ∈G σ(a) for all a ∈ K. The well known Theorem 90 in
Hilbert's Zahlberiht [4℄, also known as Hilbert 90, asserts that if G is yli,
then an a ∈ K satises n(a) = 1 if and only if for eah automorphism σ that
generates G, there is a nonzero b ∈ K satisfying σ(b)a = b. For a proof, see
e.g. Chapter VI in [6℄. The impetus for this artile is the observation that a
version (see Theorem 1) of Hilbert 90 in degree two holds for a large lass of
algebras whih are not neessarily ommutative, distributive or assoiative.
Namely, let K be a k-algebra. By this we mean that the following three
properties should hold (i) K is a left k-vetor spae equipped with a mul-
tipliation and a multipliative identity 1; (ii) k is a subset of the enter of
K and the additive and multipliative struture on k equals the restrition
of the additive and multipliative struture on K; (iii) a(bc) = (ab)c, for
a, b, c ∈ K, whenever at least one of a, b or c belongs to k. We say that K
is right (weak) distributive if (a+ b)c = ac+ bc, for a, b, c ∈ K (a ∈ k); left
(weak) distributivity is analogously dened. Furthermore, we say that K
is (weak) distributive if it is both left and right (weak) distributive. Reall
that K is alled left (or right) alternative if a(ab) = a2b (or (ab)b = ab2), for
a, b ∈ K; K is alled alternative if it is both left and right alternative. Let
− : K → K be a self inverse k-linear funtion whih restrits to the identity
map on k; we will refer to suh a map as a onjugation. The onjugation
− : K → K is alled an involution if it is a ring antiautomorphism of K, that
is, if ab = ba, for a, b ∈ K. The funtions n : K → K and t : K → K dened
by n(a) = aa and t(a) = a + a, for a ∈ K, respetively, will be referred to
as the norm and trae on K. We say that an element a ∈ K is imaginary if
t(a) = 0. We say that n is anisotropi if n(a) 6= 0, for nonzero a ∈ K, and we
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say that n is multipliative if n(ab) = n(a)n(b), for a, b ∈ K. Furthermore,
we say that n is symmetri if n(a) = n(a), for a ∈ K.
In Setion 2, we show the following version of Hilbert 90 for algebras with
onjugation.
Theorem 1. Suppose that K is a weak distributive left alternative k-algebra
equipped with a onjugation making the trae k-valued and the norm anisotro-
pi and k-valued. If K has a nonzero imaginary element, then an a ∈ K
satises n(a) = 1 if and only if there is a nonzero b ∈ K satisfying ba = b.
There are lots of algebras with onjugation. The most well known exam-
ples are the ones onstruted via the Cayley-Dikson doubling proess (for
more details, see e.g. [2℄ or [9℄). Namely, suppose that K is a k-algebra
equipped with a onjugation and that we have hosen a D ∈ k. Then there
is a onjugation and a multipliation on the k-vetor spae K ×K dened
by the relations (a, b) = (a,−b) and (a, b)(c, d) = (ac+Ddb, ad+ cb), respe-
tively, for a, b, c, d ∈ K. The resulting struture, alled the Cayley-Dikson
double of K with respet to D, is in this artile denoted K ×D K; it is a
k-algebra with a nonzero multipliative identity (1, 0) and a nonzero imagi-
nary element (0, 1). Starting with the real numbers equipped with the trivial
onjugation this proess suessively, with D = −1 at eah step, yields the
omplex numbers, the quaternions, the otonions and the sedenions. How-
ever, their properties keep degrading; the omplex numbers are not ordered,
the quaternions are not ommutative, the otonions are not assoiative and
the sedenions ontain zero divisors and hene do not have a multipliative
norm.
The absene of a multipliative norm for the sedenions is implied by the
well known Hurwitz's theorem [5℄ whih states that any real distributive al-
gebra equipped with a multipliative norm is neessarily isomorphi to either
the real numbers, the omplex numbers, the quaternions or the otonions.
The existene of these four algebras is equivalent to that of N -square identi-
ties (x21+ · · ·+x
2
N )(y
2
1+ · · ·+y
2
N) = (z
2
1+ · · ·+z
2
N ) for N = 1, 2, 4, 8 in whih
the zk are bilinear funtions of the xi and yj . In 1967 Pster [7, 8℄, quite sur-
prisingly, showed the existene of suh N -square identities for any N whih
is a power of two provided that the zk are rational funtions of the xi and
yj . In his book [3℄ Conway pointed out that suh identities an be produed
by various modiations of the Cayley-Dikson proedure. J. D. H. Smith
[10℄ has proposed a similar doubling proedure, whih, however, does not
behave well algebraially; e.g. when applied to the quaternions it does not
yield the otonions. Here, we will be onerned with a variation of Conway's
proedure proposed by W. D. Smith in his extensive artile [11℄. Sine it
seems that it was developed, at least partially, in ollaboration with Conway
I will refer to this proedure as Conway-Smith doubling (for more details
onerning priority, see Setion 32 in lo. it.). The Conway-Smith proess
starting from the real numbers, not only produes the omplex numbers,
the quaternions and the otonions, but keeps going to yield 2n-dimensional
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algebraial strutures with multipliative norms for all positive integers n;
Smith alls these strutures the 2n-ons. This proedure supposes that K
is a division algebra over k. By this we mean that to eah nonzero a ∈ K
there is a unique b ∈ K satisfying ab = ba = 1; in that ase we will write
b = a−1. The Conway-Smith double of K with respet to D ∈ k (Smith lo.
it. always keeps D = −1), in this artile denoted K ×D K, is the k-vetor
spae K×K equipped with the same onjugation as for the Cayley-Dikson
double but with a multipliation dened, for all a, b, c, d ∈ K, by
(a, b)(c, d) =
(
ac+Dbd, bc+ bab−1 d
)
if b 6= 0 and
(a, b)(c, d) = (ac, ad)
if b = 0. The k-algebra K ×D K has a multipliative identity (1, 0) and a
nonzero imaginary element (0, 1).
In Setion 3 and Setion 4, we investigate when Theorem 1 holds for the
Cayley-Dikson and Conway-Smith doubling proesses (see Corollaries 1, 2
and 3). As an appliation, we parametrize expliitely the solutions to the
norm one equation for the nth iteration of the Conway-Smith doubling of
k (see Remark 4). We are also able to show that this works for the rst,
seond and third Cayley-Dikson doubling of k (see Remark 3). Along the
way, we give an alternative proof of norm multipliativity of the 2n-ons (see
Corollary 5) and for the rst, seond and third Cayley-Dikson doubling (see
Corollary 3). This and a few other results of ours an be found in Smith's
artile [11℄ in the ase when the doubling is dened by D = −1. However,
whereas Smith lo. it. often resorts to arguments depending on (quasi)
matrix representations in his proofs, we use algebraial properties of the
doubling proess alone. For the onveniene of the reader, we have tried to
make our presentation as self-ontained as possible.
2. Algebras with Conjugation
In the end of this setion, we show Theorem 1. Along the way, and
for use in the following setions, we show some results onerning general
algebras with onjugation (see Propositions 1-4). For the rest of the artile,
we suppose that K is a k-algebra equipped with a onjugation − : K → K.
Proposition 1. Suppose that K is weak distributive and equipped with a
nonzero imaginary element. If an a ∈ K satises n(a) = 1, then there is a
nonzero b ∈ K satisfying ba = b.
Proof. Suppose that n(a) = 1 for some a ∈ K. We onsider two ases.
Case 1: a = −1. Let b be a nonzero imaginary element of K. Then,
b = −b and hene, by left weak distributivity, we get that ba = (−b)(−1) =
(−b)(−1) + 0 = (−b)(−1) + (−b) + b = (−b)(−1 + 1) + b = (−b) · 0 + b = b.
Case 2: a 6= −1. Let b = a+1. Then, by right weak distributivity, we get
that ba =
(
a+ 1
)
a = (a+ 1) a = aa+ a = n(a) + a = 1 + a = b. 
4 PATRIK LUNDSTRÖM
Proposition 2. If K is weak right distributive and the trae and norm on
K are k-valued, then K is left alternative if and only if a(ab) = n(a)b for all
a, b ∈ K. In that ase, if the norm is anisotropi and symmetri, then K is
a division algebra with a−1 = an(a)−1 for all nonzero a ∈ K.
Proof. Suppose that K is weak right distributive and that the trae and
norm are k-valued. Take a, b ∈ K. First we show the only if part of the
proof. Suppose that K is alternative. Then
a(ab) = (t(a)− a)(ab) = t(a)ab− a(ab) = t(a)ab− a2b =
= t(a)ab− ((t(a) − a)a)b = t(a)ab− (t(a)a− aa)b =
= t(a)ab− (t(a)a− n(a))b = t(a)ab− (t(a)ab − n(a)b) = n(a)b.
Therefore, a(ab) = n(a)b. Now we show the if part of the proof. Suppose
that a(ab) = n(a)b. Then
a(ab) = (t(a)− a)(ab) = t(a)ab− a(ab) = t(a)ab− n(a)b =
= (t(a)a − n(a))b = (t(a)a − aa)b = ((t(a) − a)a)b = a2b.
Therefore, a(ab) = a2b. Now suppose that the norm also is anisotropi and
symmetri and that a is nonzero. Then
an(a)−1a = aan(a)−1 = n(a)n(a)−1 = 1
and
aan(a)−1 = n(a)n(a)−1 = n(a)n(a)−1 = 1.
Therefore, an(a)−1 is a multipliative inverse of a. Suppose that ab = 1.
Then
b = n(a)bn(a)−1 = a(ab)n(a)−1 = a · 1 · n(a)−1 = an(a)−1.
Therefore, the multipliative inverse of a is unique. 
Proposition 3. Suppose that the trae on K is k-valued. (a) If K is weak
right distributive, then t(a)b = ab + ab for all a, b ∈ K; (b) If K is weak
distributive, then the norm on K is symmetri; () If K is weak distributive
and the norm on K is k-valued, then the onjugation on K respets squares;
(d) If K is left alternative and weak right distributive and the norm is k-
valued, then the norm respets squares.
Proof. Take a, b ∈ K and suppose that the trae on K is k-valued.
(a) If K is weak right distributive, then
t(a)b = ab+ t(a)b− ab = ab+ (t(a)− a)b = ab+ ab.
(b) If K is weak distributive, then
n(a) = aa = a(t(a)− a) = t(a)a− a2 = (t(a)− a)a = aa = n(a).
() If K is weak distributive and the norm on K is k-valued, then
a2 = (t(a)− a)a = t(a)a− n(a) = t(a)a− n(a) =
= at(a)− aa = a(t(a)− a) = a2.
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(d) By Proposition 2, left alternativity of K and (), we get that
n(a2) = a2a2 = a2a2 = a(aa2) = a(n(a)a) = n(a)aa = n(a)2.

In many ases the norm not only respets squares, but is in fat multi-
pliative. In the sequel, we will use the following result.
Proposition 4. Suppose that K is right weak distributive and left alternative
with k-valued trae and norm. If there is a k-linear map T : K → K whih
restrits to the identity map on k and satises
(1) T
(
a(bc)
)
= T
(
c
(
ba
))
for all a, b, c ∈ K, then the norm on K is multipliative.
Proof. Take a, b ∈ K. Then, by (1) and Proposition 2, we get that
n(ab) = T (n(ab)) = T
(
ab ab
)
= T
(
ab
(
ab
))
= T
(
b (a(ab))
)
=
= T
(
bn(a)b
)
= n(a)T
(
bb
)
= n(a)T
(
n(b)
)
= n(a)n(b).

Remark 1. IfK is distributive and alternative and equipped with an involu-
tion making the trae and the norm k-valued, then, by a lassial argument,
the norm on K is multipliative. Namely, by a theorem of Artin (see Theo-
rem 3.1 in [9℄), every subalgebra generated by two elements of a distributive
alternative algebra is assoiative. Therefore, for any a, b ∈ K, we get that
n(ab) = (ab)(ab) = (ba)(ab) = (t(b)− b)(t(a)− a)ab =
= (t(b)− b)((t(a) − a)a)b = b(aa)b = bn(a)b = n(a)bb = n(a)n(b).
Sine many of the strutures we study in the sequel possess onjugations
whih are not in general involutions, Proposition 4 is still motivated.
Proof of Theorem 1. The only if part of the laim follows from Proposi-
tion 1. Now we show the if part of the laim. Suppose that ba = b for some
nonzero a, b ∈ K. Sine K is left alternative and the norm is symmetri, we
get, by Proposition 2, that n(b)a = n(b)a = b(ba) = b2. By taking norms
we get, by Proposition 3(d), that n(b)2n(a) = n(b)2. Sine n(b) is a nonzero
element of k, this implies that n(a) = 1. 
3. Cayley-Dikson doubling
In this setion, we investigate when Theorem 1 holds for algebras gene-
rated by the Cayley-Dikson doubling proess (see Corollaries 1 and 2). For
the rest of the artile, we assume that D is an element of k.
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Proposition 5. (a) K is weak right distributive if and only if K ×D K is
weak right distributive; (b) K ×D K is (weak) left distributive if and only if
K×DK, and hene K, is (weak) distributive; () K×DK is right distributive
if and only ifK×DK, and hene K, is distributive; (d) K is weak distributive
if and only if K ×D K is weak distributive.
Proof. (a) The if part of the laim is lear sine K is ontained in K×DK.
Now we show the only if part of the laim. Suppose that K is weak right
distributive. Take a1 ∈ k and a2, b, c, d ∈ K. Then
(a1 + a2, b)(c, d) = ((a1 + a2)c+Ddb, (a1 + a2)d+ cb) =
= ((a1 + a2)c+Ddb, (a1 + a2)d+ cb) = (a1c+ a2c+Ddb, a1d+ a2d+ cb) =
= (a1c, a1d) + (a2c+Ddb, a2d+ cb) = (a1, 0)(c, d) + (a2, b)(c, d).
Therefore K ×D K is weak right distributive.
(b) Suppose that K ×D K is left distributive. Sine K is ontained in
K ×D K, we get that K is left distributive. Now we show that K is right
distributive. Take a, b, c ∈ K. Then
(0, 0) = (0, c)(a + b, 0)− (0, c)(a, 0) − (0, c)(b, 0) = (0, (a+ b)c− ac− bc).
Therefore 0 = (a+ b)c− ac− bc. Now we show that K ×DK, and hene K,
is right distributive. Take a, b, c, d, e, f ∈ K. Then
((a, b) + (c, d))(e, f) = (a+ c, b+ d)(e, f) =
= ((a+ c)e +Df(b+ d), (a + c)f + e(b+ d))
= (ae+ ce+Df(b+ d), (a + c)f + eb+ ed)
= (ae+ ce+Dfb+Dfd, af + cf + eb+ ed)
= (ae+Dfb, af + eb) + (ce +Dfd, cf + ed) = (a, b)(e, f) + (c, d)(e, f).
The weak part of (b) is proved in a similar way.
() This an be proved in a fashion analogous to (b).
(d) This follows from (a) and (b). 
Corollary 1. Suppose that k is equipped with the identity onjugation. If we
for eah positive integer i hoose Di ∈ k and reursively dene the k-algebras
ki, for i ≥ 0, by k0 = k and ki = ki−1×Di ki−1, for i ≥ 1, then, for all i ≥ 1,
if an a ∈ ki satises n(a) = 1, then there is a nonzero b ∈ ki satisfying
ba = b.
Proof. This follows immediately from Propositions 1 and 5. 
Proposition 6. (a) The onjugation on K is an involution if and only if the
onjugation on K ×D K is an involution; (b) The trae on K is k-valued if
and only if the trae on K×DK is k-valued; () The norm on K is symmetri
if and only if the norm on K ×D K is symmetri. In that ase (i) the norm
on K is k-valued if and only if the norm on K ×D K is k-valued; (ii) the
norm on K ×DK is anisotropi if and only if the norm on K is anisotropi
and D is an element of k not belonging to the set of quotients n(a)/n(b), for
a ∈ K and nonzero b ∈ K.
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Proof. All the only if parts of the proof follow from the fat that K is
ontained in K ×D K. Now we show the if parts of the proof.
(a) Suppose that the onjugation onK is an involution. Take a, b, c, d ∈ K.
Then
(a, b)(c, d) =
(
ac+Ddb, ad+ cb
)
=
(
ac+Ddb,−ad− cb
)
=
=
(
c a+Db d,−ad− cb
)
=
(
c a+D(−b)(−d), c(−b) + a(−d)
)
=
= (c,−d)(a,−b) = (c, d) (a, b).
Therefore the onjugation on K ×D K is an involution.
(b) Suppose that the trae on K is k-valued. Take a, b ∈ K. Then
t(a, b) = (a, b) + (a, b) = (a, b) + (a,−b) = (a+ a, b− b) = (t(a), 0)
whih belongs to k.
() Suppose that the norm on K is symmetri. Take a, b ∈ K. Then
n((a, b)) = (a, b)(a, b) = (a,−b)(a, b) = (aa+Db(−b), ab+ a(−b)) =
= (n(a) +D(−b)b, ab− ab) = (n(a) +D(−b)b, 0) =
= (a a+D(−b)b, a(−b) + ab) = (aa+D(−b)b, a(−b) + ab)) =
= (a, b)(a,−b) = (a, b)(a, b) = (a, b)(a, b) = n
(
(a, b)
)
.
Therefore, the norm on K ×D K is symmetri. Furthermore, the above
alulation shows that n((a, b)) = n(a) − Dn(b), for a, b ∈ K. From this
equality, (i) and (ii) follow immediately. 
Proposition 7. If K is left distributive, weak right distributive and both
the trae and norm on K are k-valued, then K is assoiative if and only if
K ×D K is left alternative.
Proof. Suppose that K×DK, and hene K, is left alternative. Take a, b, c ∈
K. Then
(0, 0) = (a, c)2(b, 0)− (a, c)((a, c)(b, 0)) =
= (a2 +Dcc, ac+ ac)(b, 0) − (a, c)(ab, bc)
= (a2 +Dn(c), t(a)c)(b, 0) − (a2b+D(bc)c, abc+ (ab)c)
= (a2b+Dn(c)b, t(a)bc) − (a2b+Dbn(c), abc+ (ab)c)
= (0, (t(a) − a)bc− (ab)c) = (0, a(bc) − (ab)c).
Therefore a(bc)− (ab)c = 0 and hene K is assoiative.
Suppose that K is assoiative. Take a, b, c, d ∈ K. Then, by Proposition
3(), we get that
(a, b)2(c, d) = (a2 +Dn(b), t(a)b)(c, d) =
= ((a2 +Dn(b))c+Dt(a)db, (a2 +Dn(b))d+ t(a)cb)
= (a2c+Dn(b)c+Dt(a)db, a2d+Dn(b)d+ t(a)cb)
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and, by Proposition 3(a), we get that
(a, b)((a, b)(c, d)) = (a, b)(ac +Ddb, ad+ cb) =
= (a(ac +Ddb) +D(ad+ cb)b, a(ad+ cb) + (ac+Ddb)b)
= (a2c+Dadb+Dadb+Dcn(b), a2d+ acb+ acb+Ddn(b))
= (a2c+Dt(a)db+Dcn(b), a2d+Ddn(b) + t(a)cb).
Therefore (a, b)2(c, d) = (a, b)((a, b)(c, d)) and hene K ×D K is alternative.

Reall that k is alled ordered if it is equipped with a total order ≤ sat-
isfying the following two properties for all a, b, c ∈ k: (i) if a ≤ b, then
a+ c ≤ b+ c; (ii) if 0 ≤ a and 0 ≤ b, then 0 ≤ ab. An element a ∈ k is alled
positive if 0 ≤ a and 0 6= a. Negative elements of k are analogously dened.
Corollary 2. Suppose that the k-algebras k1, k2 and k3 are dened as in
Corollary 1. Then an a ∈ ki satises n(a) = 1 if and only if there is a
nonzero b ∈ ki with ba = b if (a) i = 1 and D1 is not a square in k or (b)
i = 1, 2, 3 whenever k is an ordered eld and D1, D2 and D3 are negative.
Proof. This follows immediately from Theorem 1 and Propositions 5-7. 
Remark 2. It is not lear to the author at present whether the onlusion
of Corollary 2 holds for i ≥ 4 sine the tehniques we have used depend on
the fat that the algebras are left alternative; it is well known that this is
not satised for algebras ontaining the sedenions, that is, if i ≥ 4.
Remark 3. By folklore, Hilbert 90 an be used to parametrize solutions to
the norm one equation. Now we apply this idea to the k-algebras k1, k2 and
k3 as dened in Corollary 1. Put Ci = −Di for i = 1, 2, 3. Given x ∈ ki and
1 ≤ i ≤ 3, then, by the proof of Theorem 1, the equality n(x) = 1 holds if
and only if there is a nonzero s ∈ ki with
(2) x =
s2
n(s)
=
2s21 − n(s)
n(s)
+
2s1(s − s1)
n(s)
where s1 is the k-part of s. Thus, by alulating the norm of a general
element of ki, for i = 1, 2, 3, we an parametrize the solutions to the norm one
equation. We now make this parametrization expliit in the ases i = 1, 2, 3
separately.
If −C1 is not a square in k, then, by (2), we get that x1, x2 ∈ k satisfy
x21 + C1x
2
2 = 1
if and only if there are s1, s2 ∈ k, not both zero, suh that
x1 =
s21 − C1s
2
2
s21 + C1s
2
2
and x2 =
2s1s2
s21 + C1s
2
2
In partiular, this holds if k is an ordered eld and C1 is positive.
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If k is an ordered eld and C1 and C2 are positive, then, by (2), we get
that xi ∈ k, for i = 1, 2, 3, 4, satisfy
x21 + C1x
2
2 + C2x
2
3 + C1C2x
2
4 = 1
if and only if there are s1, s2, s3, s4 ∈ k, not all zero, suh that
x1 =
s21 − C1s
2
2 −C2s
2
3 − C1C2s
2
4
s21 + C1s
2
2 +C2s
2
3 + C1C2s
2
4
and
xi =
2s1si
s21 + C1s
2
2 + C2s
2
3 + C1C2s
2
4
for i = 2, 3, 4.
If k is an ordered eld and C1, C2 and C3 are positive, then, by (2), we
get that xi ∈ k, for i = 1, . . . , 8, satisfy
x21 + C1x
2
2 + C2x
2
3 + C1C2x
2
4 + C3x
2
5 + C1C3x
2
6 + C2C3x
2
7 + C1C2C3x
2
8 = 1
if and only if there are si ∈ k, for 1 ≤ i ≤ 8, not all zero, suh that
x1 =
s21 − C1s
2
2 − C2s
2
3 − C1C2s
2
4 − C3s
2
5 − C1C3s
2
6 − C2C3s
2
7 − C1C2C3s
2
8
s2
1
+ C1s22 + C2s
2
3
+ C1C2s24 + C3s
2
5
+ C1C3s26 + C1C3s
2
7
+ C1C2C3s28
and
xi =
2s1si
s2
1
+ C1s22 + C2s
2
3
+ C1C2s24 + C3s
2
5
+ C1C3s26 + C2C3s
2
7
+ C1C1C3s28
for 2 ≤ i ≤ 8.
We end this setion with a digression on norm multipliativity of Cayley-
Dikson doubles.
Proposition 8. Suppose that K is assoiative and left distributive and there
is a k-linear map T : K → K satisfying the following three onditions (i)
T (a) = T (a); (ii) T (ab) = T (ba); (iii) T
(
a(bc)
)
= T
(
c
(
ba
))
for all a, b, c ∈
K. If we extend the map T to K ×D K by the relation T ((a, b)) = T (a), for
a, b ∈ K, then (i), (ii) and (iii) hold for all a, b, c ∈ K ×D K. In that ase,
if K is weak right distributive, then the norm on K ×D K is multipliative.
Proof. Take a = (a1, a2), b = (b1, b2) and c = (c1, c2) in K ×D K.
First we show (i): T (a) = T (a1,−a2) = T (a1) = T (a1) = T (a).
Next we show (ii): T (ab) = T (a1b1 + Db2a2) = T (a1b1) + DT (b2a2) =
T (b1a1) +DT
(
b2a2
)
= T (b1a1) +DT (a2b2) = T (ba).
Finally, we show (iii). First note that left distributivity in ombination
with (ii) implies that
T ((x+ y)z) = T (z(x+ y)) = T (zx+ zy) =
= T (zx) + T (zy) = T (xy) + T (yz) = T (xy + yz)
for all x, y, z ∈ K. Therefore, by (i), we get that
T
(
a(bc)
)
= T
(
a1
(
b1c1 +Dc2b2
))
+DT
((
b1c2 + c1b2
)
a2
)
=
10 PATRIK LUNDSTRÖM
= T
(
a1(b1c1)
)
+DT
(
a1
(
c2b2
))
+DT
(
(b1c2)a2
)
+DT
(
(c1b2)a2
)
= T
(
c1
(
b1a1
))
+DT (b2 (c2 a1)) +DT (a2 (c2b1)) +DT
(
a2
(
b2c1
))
.
Likewise
T
(
c
(
ba
))
= T
(
c1
(
b1a1
))
+DT
(
c1
(
a2b2
))
+DT ((b1a2)c2)+DT ((a1b2) c2)
whih, by (ii) and assoiativity of K, equals T
(
a(bc)
)
.
The last part follows from the above and Propositions 4 and 7. 
Corollary 3. The norms on the k-algebras k1, k2 and k3, as dened in
Corollary 1, are multipliative.
Proof. Suppose that we dene the k-linear map T3 : k3 → k, as the projetion
on k. By restrition, this indues k-linear maps T2 : k2 → k, T1 : k1 → k
and T0 : k0 → k. Sine obviously T0 = idk satises (i), (ii) and (iii) from
Proposition 8, it follows that the same is true for T1, T2 and T3. Therefore,
by Propositions 4, 5 and 7, the norm is multipliative on k1, k2 and k3. 
4. Conway-Smith doubling
In this setion, we investigate when Theorem 1 holds for algebras gene-
rated by the Conway-Smith doubling proess.
Proposition 9. If K is left alternative, left distributive, right weak distribu-
tive, and has k-valued trae and anisotropi k-valued norm, then K ×D K
is left alternative, left distributive, right weak distributive and has k-valued
trae and norm. In that ase, if D does not belong to the set of quotients
n(a)/n(b), for a ∈ K and nonzero b ∈ K, then K ×D K has anisotropi
norm.
Proof. Take a, b, c, d, e, f ∈ K. First we show thatK×DK is left distributive.
Case 1: b = 0. Then
(a, b)((c, d) + (e, f)) = (a, b)(c + e, d+ f) = (a, 0)(c + e, d+ f) =
= (a(c+ e), a(d+ f)) = (ac+ ae, ad+ af) = (ac, ad) + (ae, af) =
= (a, 0)(c, d) + (a, 0)(e, f) = (a, b)(c, d) + (a, b)(e, f).
Case 2: b 6= 0. Then
(a, b)((c, d) + (e, f)) = (a, b)(c + e, d+ f) =
=
(
a(c+ e) +Db(d+ f), b(c+ e) + bab−1(d+ f)
)
=
(
ac+Dbd, bc+ bab−1d
)
+
(
ae+Dbf, be+ bab−1f
)
= (a, b)(c, d) + (a, b)(e, f).
Now we show that K ×D K is weak right distributive. If a ∈ k, then
((a, 0) + (c, d))(e, f) = (a+ c, d)(e, f) =
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=
(
(a+ c)e+Ddf, de+ d(a+ c)d−1f
)
=
(
ae+ ce+Ddf, de+ d(a+ c)d−1f
)
=
(
ae+ ce+Ddf, de+ d
(
ad−1f + cd−1f
))
=
(
ae+ ce+Ddf, de+ dad−1f + dcd−1f
)
=
(
ae+ ce+Ddf, de+ ad d−1 f + dcd−1f
)
=
(
ae+ ce+Ddf, de+ af + dcd−1f
)
= (ae, af) +
(
ce+Ddf, de+ dcd−1f
)
= (a, 0)(e, f) + (c, d)(e, f).
Now we show that K ×D K is left alternative.
Case 1: b = 0. Then, by Proposition 3(), we get that
(a, b)2(c, d) = (a, 0)2(c, d) = (a2, 0)(c, d) = (a2c, a2d) = (a2c, a2d) =
= (a(ac), a(ad)) = (a, 0)(ac, ad) = (a, 0)((a, 0)(c, d)) = (a, b)((a, b)(c, d))
Case 2: b 6= 0 and t(a) 6= 0. Then, by Proposition 3(), we get that
(a, b)2(c, d) = (a2 +Dn(b), ba+ bab−1b)(c, d) =
= (a2 +Dn(b), ba+ ba)(c, d) = (a2 +Dn(b), ba+ ba)(c, d) =
= (a2 +Dn(b), b(a+ a))(c, d) = (a2 +Dn(b), t(a)b)(c, d) =
= ((a2 +Dn(b))c+Dbt(a)d, bt(a)c+ bt(a)(a2 +Dn(b))b−1t(a)−1d)
= (a2c+Dn(b)c+Dt(a)bd, t(a)bc+ b(a2b−1d+Dn(b)b−1d))
= (a2c+Dn(b)c+Dt(a)bd, t(a)bc+ ba2b−1d+Dn(b)d)
and
(a, b)((a, b)(c, d)) = (a, b)(ac +Dbd, bc+ bab−1d) =
=

a(ac+Dbd+Db(bc+ bab−1d), b(ac+Dbd) + bab−1(bc+ bab−1d)


=
(
a2c+Dabd+Dn(b)c+Dn(b)ab−1d, bac+Dn(b)d+ bac+ ba2b−1d
)
=
(
a2c+Dn(b)c+Dt(a)bd, t(a)bc+ ba2b−1d+Dn(b)d
)
.
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Case 3: b 6= 0 and t(a) = 0. Then, by Proposition 3() and the beginning of
the alulation in Case 2, we get that
(a, b)2(c, d) = (a2 +Dn(b), 0)(c, d) =
(
(a2 +Dn(b))c, (a2 +Dn(b))d
)
=
=
(
a2c+Dn(b)c, a2d+Dn(b)d
)
.
By the seond part of the alulation in Case 2 and the fat that a2 =
−n(a) ∈ k, we get that
(a, b)((a, b)(c, d)) =
(
a2c+Dn(b)c, ba2b−1d+Dn(b)d
)
=
=
(
a2c+Dn(b)c, a2d+Dn(b)d
)
.
The last part follows from the fat that (a, b)(a, b) = (n(a)−Dn(b), 0). 
Corollary 4. Suppose that k is an ordered eld equipped with the identity
onjugation. If we for eah nonnegative integer i hoose a negative Di ∈ k
and reursively dene the k-algebras ki, for i ≥ 0, by k0 = k and ki =
ki−1 ×Di ki−1, for i ≥ 1, then, for all i ≥ 1, an a ∈ ki satises n(a) = 1 if
and only if there is a nonzero b ∈ ki satisfying ba = b.
Proof. This follows immediately from Theorem 1 and Proposition 9. 
Remark 4. Now we use our version of Hilbert 90 to parametrize the solu-
tions to norm one equations for 2n-ons. Suppose that k is an ordered eld
and that the k-algebras ki, for i ≥ 0, are dened as in Corollary 4. Fix
a nonnegative integer n. Now we dene 2n oordinates on kn reursively
in the following way. Suppose that x = (y, z) ∈ kn = kn−1 ×Dn kn−1 and
1 ≤ j ≤ 2n. The jth oordinate of x is dened as the jth oordinate of y, if
1 ≤ j ≤ 2n−1, and as the jth oordinate of z, if 2n−1 < j ≤ 2n. Label the 2n
oordinates of x as x1, x2, . . . , x2n . Put Ci = −Di, for i ≥ 0. Dene a total
order < on the 2n elements of {0, 1}n by letting (a1, . . . , an) < (b1, . . . , bn) if
there is a positive integer j with aj = 0, bj = 1 and ai = bi for i > j. Dene
e(1), e(2), . . . , e(2n) ∈ {0, 1}n by e(1) < e(2) < · · · < e(2n). For eah i, let
Ce(i) denote the produt
∏n
j=1C
e(i)j
j , where e(i) = (e(i)1, e(i)2, . . . , e(i)n).
Then, by equation (2), we get that
n(x) =
2n∑
i=1
Ce(i)x2i = 1
if and only if there are sj ∈ k, for 1 ≤ j ≤ 2
n
, not all zero, suh that
x1 =
s21 −
∑2n
j=2C
e(j)s2j∑2n
j=1C
e(j)s2j
and
xi =
2s1si∑2n
j=1C
e(j)s2j
for 2 ≤ i ≤ 2n.
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A speial ase of the above disussion, interesting on it's own right, is the
following. Elements x1, x2, . . . , x2n of an ordered eld k satisfy
x21 + x
2
2 + · · · x
2
2n = 1
if and only if there are sj ∈ k, for 1 ≤ j ≤ 2
n
, not all zero, suh that
x1 =
s21 − (s
2
2 + s
2
3 + · · · s
2
2n)
s21 + s
2
2 + · · · s
2
2n
and
xi =
2s1si
s21 + s
2
2 + · · · s
2
2n
for 2 ≤ i ≤ 2n. In partiular, this implies that a vetor
x = (x1, x2, . . . , x2n+1)
of 2n + 1 integers satisfy
x21 + x
2
2 + · · · + x
2
2n = x
2
2n+1
if and only if x is a rational multiple of a vetor of the form(
s21 − (s
2
2 + s
2
3 + · · · s
2
2n), 2s1s2, 2s1s3, . . . , 2s1s2n , s
2
1 + s
2
2 + · · · + s
2
2n
)
for some integers s1, s2, . . . , s2n . Note that this result is stated without proof
on p. 72 in [1℄.
We end this setion with a digression on norm multipliativity of Conway-
Smith doubles.
Lemma 1. If T : K → K is a k-linear map satisfying the following three
onditions (i) T (ab) = T (ba); (ii) T (a) = T (a); (iii) T
(
a(bc)
)
= T
(
c
(
ba
))
,
for all a, b, c ∈ K, then
T
(
abcde
)
= T
(
edcba
)
for all a, b, c, d, e ∈ K.
Proof. We iterate (iii) with the aid of (i) and (ii). Take a, b, c, d, e ∈ K. Then
T
(
abcde
)
= T
(
a
(
bcde
))
= T
((
cde
)
ba
)
=
= T
(
de
(
cba
))
= T
(
e
(
dcba
))
= T
(
edcba
)
.

Proposition 10. Suppose that K is left alternative, left distributive, right
weak distributive and has k-valued trae and anisotropi k-valued norm. Sup-
pose also that there is a k-linear map T : K → K satisfying the following
three onditions (i) T (ab) = T (ba); (ii) T (a) = T (a); (iii) T
(
a(bc)
)
=
T
(
c
(
ba
))
for all a, b, c ∈ K. If we extend the map T to K ×D K by the
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relation T ((a, b)) = T (a), for a, b ∈ K, then (i), (ii) and (iii) hold for all
a, b, c ∈ K ×D K. In that ase, the norm on K ×D K is multipliative.
Proof. (i) and (ii) are straightforward. Now we show (iii). Take a, b, c, d, e, f ∈
K and put x = (a, b), y = (c, d) and z = (e, f). We have to hek ve dier-
ent ases.
Case 1: at least two of b, d and f are equal to zero. Then, by (iii), we get
that T
(
x(yz)
)
= T
(
a(ce)
)
= T (e(c a)) = T (z (y x)) .
Case 2: b = 0, d 6= 0 and f 6= 0. Then, by left distributivity and (iii), we get
that
T
(
x(yz)
)
= T
(
(a, 0)((c, d)(e, f))
)
= T
(
a
(
ce+Ddf
))
=
= T
(
a(ce)
)
+DT
(
adf
)
= T (e(c a)) +DT
(
f(da)
)
=
= T
(
e(c a) +Df(da)
)
= T
(
(e,−f)(c a, (−d)a)
)
= T (z(y x))
Case 3: b 6= 0, d = 0 and f 6= 0. Then, by left distributivity and (iii), we get
that
T
(
x(yz)
)
= T
(
(a, b)((c, 0)(e, f))
)
= T
(
(a, b)(ce, cf)
)
=
= T
(
a(ce)
)
+DT
(
bcf
)
= T (e(c a)) +DT
(
fcb
)
= T
(
e(c a) +Dfcb
)
=
= T ((e,−f)(c a,−cb)) = T
(
(e, f)
(
(c, 0) (a, b)
))
= T (z(y x))
Case 4: b 6= 0, d 6= 0 and f = 0. Then, by left distributivity and (iii), we get
that
T
(
x(yz)
)
= T
(
(a, b)((c, d)(e, 0))
)
= T
(
(a, b)
(
ce, de
))
=
= T
(
a(ce)
)
+DT
(
b(de)
)
= T (e(c a)) +DT
(
edb
)
=
= T
(
e(c a) +Dedb
)
= T
(
e
(
c a+Ddb
))
= T (z(y x))
Case 5: b 6= 0, d 6= 0 and f 6= 0. Then, by left distributivity, Lemma 1 and
(iii), we get that
T
(
x(yz)
)
= T
(
(a, b)
(
ce+Ddf, de+ dcd−1 f
))
=
= T
(
a(ce+Ddf) +Db
(
de+ dcd−1 f
))
= T
(
a(ce)
)
+DT
(
a
(
df
))
+DT
(
b(de)
)
+DT
(
b
(
dcd−1 f
))
= T (e(c a) +DT
(
f(da)
)
+DT
(
edb
)
+ T
(
f
(
dcd−1b
))
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= T
(
e(c a+Ddb) +Df
(
dcd−1b
))
= T
(
(e,−f)
(
c a+Ddb,−da− dcd−1b
))
= T (z(yx))
The last part follows from the above and Propositions 4, 
Corollary 5. Every k-algebra ki, for i ≥ 0, as dened in Corollary 3, has
multipliative norm.
Proof. Suppose that we dene the map T : ki → ki, for all i ≥ 0, indutively
by T = idk on k
0 = k and T ((a, b)) = T (a) for (a, b) ∈ ki+1. Sine obviously
idk satises (i), (ii) and (iii) from Proposition 10, it follows that the same
is true for T on any ki, for i ≥ 0. Therefore, by Propositions 4 and 9, the
norm is multipliative on ki, for i ≥ 0. 
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