Abstract-This paper presents an effective hybrid coevolutionary particle swarm optimization algorithm for solving constrained engineering design problems, which is based on simulated annealing (SA) , employing the notion of co-evolution to adapt penalty factors. By employing the SAbased selection for the best position of particles and swarms when updating the velocity in co-evolutionary particle swarm optimization algorithm. Simulation results based on well-known constrained engineering design problems demonstrate the effectiveness, efficiency and robustness on initial populations of the proposed, and can reach a high precision.
I. INTRODUCTION
Particle swarm optimization (PSO) algorithm [1] is an optimization method widely used to solve continuous nonlinear functions. It is a stochastic optimization technique that was originally developed to simulate the movement of a flock of birds or a group of fish searching for food. Many engineering design problems can be formulated as constrained optimization problems. So far, penalty function methods have been the most popular methods for constrained optimization due to their simplicity and easy implementation. However, it is often not easy to set suitable penalty factors or to design adaptive mechanism. Distinguish from penalty function method; co-evolutionary particle swarm optimization approach (CPSO) [2] is an effective method for solving constrained optimization problems.
Particle swarm optimization (PSO) is a novel population-based searching technique proposed in 1995 as an alternative to genetic algorithm (GA) [3] . Compared with GA, PSO has some attractive characteristics. Firstly, PSO has memory, that is, the knowledge of good solutions is retained by all particles, whereas in GA, previous knowledge of the problem is destroyed once the population changes. Secondly, PSO has constructive cooperation between particles, that is, particles in the swarm shares their information. On the other hand, similar to GA, it is also shown that PSO is often easy to be premature convergence so that exploration (searching for promising solutions within the entire region) and exploitation (searching for improved solutions in subregions) should be enhanced and well balanced to achieve better performance. Thus, we will consider the development of more effective CPSO-based approach. In this paper, we will propose an effective hybrid strategy named CPSOSA by incorporating the jumping mechanism of simulated annealing (SA) [4] , [5] into CPSO to achieve results with high quality and reliance.
The remaining contents are organized as follows. In Section 2, the problem statement of constrained engineering design problems is provided. In Section 3, the hybrid CPSOSA strategy is proposed and explained in detail. Simulation results can be found in Section 4. Finally, in Section 5, we end the paper with some conclusions and future work.
II. PROBLEM STATEMENT OF CONSTRAINED ENGINEERING

DESIGN
Generally, a constrained optimization problem can be described as follows: 
The personal best position of each particle is updated using equation
and the global best position found by any particle during all previous steps, ŷ is defined as
B. CPSO strategy
The principle of co-evolution model in CPSO is shown in Figure 1 . In CPSO, two kinds of swarms are used. In particular, one kind of a single swarm ( In every generation of co-evolution process, every Swarm will also evolve by using PSO with one generation to get a new 2 
Swarm
with adjusted penalty factors. The above co-evolution process will be repeated until a pre-defined stopping criterion is satisfied (e.g., a maximum number of coevolution generations 2
In particular, the i th particle in 1, j Swarm in CPSO is evaluated by using the following formula: The value of _ sum viol is calculated as follows:
where N is the number of inequality constraints (here it is assumed that all equality constraints have been transformed to inequality constraints 5). Consequently, all particles have the tendency to fly to the current best solution that may be a local optimum or a solution near local optimum, so that all particles will concentrate to a small region and the global exploration ability will be weakened. That is to say, if g ŷ is not the global optimum, the algorithm evolved with Eqs. (2) and (3) may miss the region containing the global optimum or may trap in a local optimum.
As we known, simulated annealing is a stochastic searching algorithm with jumping property motivated by the similarity between the solids' annealing procedure and optimization problems. The most significant character of SA is the probabilistic jumping property, i.e., a worse solution has a probability to be accepted as the new solution. Moreover, by adjusting the temperature, such a jumping probability can be controlled. In particular, the probability is rather high when temperature is high and decreases as the temperature decreases; and when the temperature tends to zero the probability approaches to zero so that only better solutions can be accepted. It has been theoretically proved that under certain conditions SA is globally convergent in probability 1. In this section, we try to incorporate the mechanism of SA into CPSO to propose a hybrid optimization strategy, named CPSOSA.
As mentioned before, in CPSO g ŷ is one element of the set of all i y , which can be regarded as a set of "local optima". Thus, we attempt to modify the selection of g ŷ to overcome premature convergence. In particular, we employ the cross factor of SA. That is, we do use one of The whole procedure of CPSOSA is described as follows:
Step 
Step 2: Repeat until a stopping criterion is satisfied (
Step 2.1: Repeat until a stopping criterion is satisfied (
Step 2. ( 1, 2,..., ).
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Step 2.3: Evolve Lastly, the proposed CPSOSA is a general optimization algorithm that can be applied to any constrained optimization problems. In the next section, we will apply such an approach for constrained engineering design problems.
IV. SIMULATION RESULTS AND ANALYSIS
In this section, we will carry out numerical simulation based on some well-known constrained engineering design problems to investigate the performances of the proposed CPSOSA.
For each testing problem, the parameters of the CPSOSA are set as follows: 
A. Simulation results for a welded beam design problem (Example 1)
The welded beam design problem is taken from Rao (1996) , in which a welded designed for minimum cost subject to constraints on shear stress (τ ), bending stress in the beam ( θ ), buckling load on the bar ( c P The approaches applied to this problem include geometric programming (Ragsdell and Phillips, 1976), genetic algorithm with binary representation and traditional penalty function (Deb, 1991) , a GA-based coevolution model (Codllo,2000) , a feasibility-based tournament selection scheme inspired by the multiobjective optimization techniques (Coello and Montes, 2000) , an effective co-evolutionary particle swarm optimization for constrained engineering design problems (Qie He, Ling Wang, 2006), and a hybrid particle swarm optimization with a feasibility-based rule for constrained optimization (He Q, Wang L, 2007) . In this paper, the CPSOSA is run 30 times independently with the following variable regions:
The best solutions obtained by the abovementioned approaches are listed in Table 1 , and their statistical simulation results are shown in Table 2 . From Figure 3 , we can found that, compared with the results obtained by CPSOSA, it is demonstrated that CPSOSA is of effectiveness to avoid being trapped in local optima by incorporating the jumping mechanism of SA into pure CPSO. The mathematical formulation of this problem can be described as follows:
B. Simulation results for a tension/compression string design problem (Example 2)
subject : to The approaches applied to this problem include six different numerical optimization techniques (Belegundu, 1982), a numerical optimization technique called constraint correction at constant cost (Arora, 1989), a GA-based co-evolution model (Coello, 2000) and a feasibility-based tournament selection scheme (Coello and Montes, 2002) , an effective co-evolutionary particle swarm optimization for constrained engineering design problems (Qie He, Ling Wang, 2006), and a hybrid particle swarm optimization with a feasibility-based rule for constrained optimization (He Q, Wang L, 2007) . In this paper, the CPSOSA is run 30 times independently with the following variable regions:
15. x ≤ ≤ The best solutions obtained by the above-mentioned approaches are listed in Table 3 , and their statistical simulation results are shown in Table 4 .
From Table 3 , it can be seen that the best feasible solution found by CPSOSA is better than the best solutions found by other techniques The approaches applied to this problem include genetic adaptive search (Deb, 1997) , an augmented Lagrangian multiplier approach (Kannan and Kramer, 1994) , a branch and bound technique (Sandgren, 1988 ), a GA-based co-evolution model (Coello, 2000) and a feasibility-based tournament selection scheme (Coello and Montes, 2002) , an effective co-evolutionary particle swarm optimization for constrained engineering design problems (Qie He, Ling Wang, 2006), and a hybrid particle swarm optimization with a feasibility-based rule for constrained optimization (He Q, Wang L, 2007) . In this paper, the CPSOSA is run 30 times independently with the following variable regions: Table 5 , and their statistical simulation results are shown in Table 6 . 
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From Figure 6 , we also found that, compared with the results obtained by CPSOSA, it is demonstrated that CPSOSA is of effectiveness to avoid being trapped in local optima by incorporating the jumping mechanism of SA into pure CPSO.
Based on the above simulation results and comparisons, it can be concluded that CPSOSA is of superior searching quality and robustness for constrained engineering design problems.
V. CONCLUSIONS
This paper has introduced a novel constraint-handling method-CPSOSA. This is the first report to using CPSOSA for constrained engineering design problems, which incorporate the mechanism of SA into CPSO. Simulation results and comparisons based on some wellknown constrained engineering design problems and comparisons with previously reported results demonstrate the effectiveness, efficiency and robustness of CPSOSA. The future work is to investigate better mechanism into CPSOSA to achieve better performance. Our future work is to study the parallel implementation of CPSOSA and the application of CPSOSA for constrained combinatorial optimization problems.
