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CONCRETE REPRESENTATION OF ATOMIC (F4) FILTRATIONS
MACIEJ RZESZUT AND BARTOSZ TROJAN
Abstract. We prove that for any sequence of functions adapted to a biparameter atomic filtration satisfying
(F4) condition there is a sequence having the same joint distribution but adapted to the canonical (F4) filtration.
Even in one parameter case our result is an improvement of the theorem due to Montgomery-Smith, since the
construction gives a morphism of filtrations and does not depend on underlying sequence.
1. Introduction
Let (Ω,F , P) be a probability space, i.e. Ω is a sample space with a σ-field F and a probability measure
P. A sequence of σ-fields (Fi : i ∈ N0) is called filtration if
Fi ⊂ Fi+1, for all i ∈ N0.
A model example of a filtration can be obtained by considering a product space
(S,S, µ) =
∞⊗
i=0
(Si,Si, µi)
where each (Si,Si, µi) is a probability space. Then Fi we set to be the σ-field generated by the projection
onto the first i coordinates. The resulting sequence (Fi : i ∈ N0) will be called the canonical filtration on
(S,S, µ).
Suppose that (Fi : i ∈ N0) is a filtration in a probability space (Ω, F , P). A theorem due to Montgomery-
Smith (see [5, Theorem 3.1]) asserts that: For any sequence of random variables ( fn : 0 ≤ n ≤ N) on (Ω,F , P)
adapted to (Fn : 0 ≤ n ≤ N), i.e. each fn is Fn-measurable, there is ( f˜n : 0 ≤ n ≤ N) a sequence of functions
on [0, 1]N adapted to the canonical filtration and having the same joint distribution as ( fn : 0 ≤ n ≤ N).
The construction is clever, but tailored to a given sequence ( fn : 0 ≤ n ≤ N). One of the goals of the present
article is to remove this disadvantage, provided that Ω is discrete. To achieve this we use the following
observation: Suppose that there are two probability spaces (S,S, µ) and (T,T , ν) equipped with families of
σ-fields (Fi : i ∈ I) and (Gi : i ∈ I), respectively. Assume that there is a mapping
π : (S,S, µ) → (T,T , ν)
so that
(1.1a) π−1(U) ∈ Gj, for all U ∈ Fi and i ∈ I,
and
(1.1b) µ
(
π−1(U)
)
= ν(U), for all U ∈ T .
Then π induces a mapping 1
π∗ : L0(T,T , ν) −→ L0(S,S, µ)
f 7−→ f ◦ π
that maps Fn-measurable function to Gn-measurable function preserving distributions, that is
µ
(
π∗( f ) > λ
)
= ν
(
f > λ
)
for all λ > 0 and f ∈ L0(T,Gn, ν). The main theorem for one parameter case is the following.
The research was partialy supported by the National Science Centre, Poland, Grant 2016/23/B/ST1/01665.
1 By L0(Ω,F , P) we denote the space of equivalence classes of F -measurable functions.
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Theorem A. Let (Fn : 1 ≤ n ≤ N) be a filtration in a discrete probability space (Ω,F , P). Then there
is a sequence of probability spaces
(
(Si,Si, µi) : i ∈ N0
)
such that for any sequence of random variables
( fn : 1 ≤ n ≤ N) on (Ω,F , P) adapted to (Fn : 1 ≤ n ≤ N) there is a sequence of functions ( f˜n : 1 ≤ n ≤ N)
adapted to the canonical filtration of
(S,S, µ) =
∞⊗
i=0
(Si,Si, µi)
having the same joint distribution as ( fn : 1 ≤ n ≤ N).
The advantage of our construction is the ability to extend it to biparameter case which is the main result of
the present paper. Let us recall that a double-indexed sequence of σ-fields (Fi, j : i, j ∈ N0) is a biparameter
filtration if for all i, j ∈ N0,
Fi, j ⊂ Fi, j+1, Fi, j ⊂ Fi+1, j .
The following condition was introduced in [1], 2
(F4) E
(
E( f | Fi, j ) | Fi′, j′
)
= E
(
f | Fi∧i′, j∧j′
)
,
or, equivalently, Fi, j+1 and Fi+1, j are conditionally independent given Fi, j . The condition (F4) looks quite
restrictive, however it allows to maintain a relatively rich structure, see e.g. the monographs [8, 9] and
references therein. The simplest example of biparameter filtrations satisfying (F4) is a tensor of product
filtrations. Namely, let
(
(Si,Si, µi) : i ∈ N0
)
and
(
(Tj,Tj, νj) : j ∈ N0
)
, be two sequences of probability
spaces. In the product space
(S,S, µ) ⊗ (T,T , ν)
where
(S,S, µ) =
∞⊗
i=0
(Si,Si, µi), and (T,T , ν) =
∞⊗
j=0
(Tj,Tj, νj),
we define Fi, j to be the σ-field generated by the projections
(s, t) 7→
( (
si′ : 0 ≤ i
′ ≤ i
)
,
(
tj′ : 0 ≤ j
′ ≤ j
) )
which is the product of canonical filtrations on (S,S, µ) and (T,T , ν). However, this is not a universal model,
since it is characterized by the property that Fi, j = F
−
i, j
where
(1.2)
F −i, j = σ
(
A ∪ B : A ∈ Fi−1, j and B ∈ Fi, j−1
)
= Fi−1, j ∨ Fi, j−1 .
A more general one is constructed from a double-indexed sequence of probability spaces
(
(Si, j,Si, j, µi, j ) :
i, j ∈ N0
)
. Namely, in the tensor product
(1.3)
∞⊗
i=0
∞⊗
j=0
(
Si, j,Si, j, µi, j
)
,
we set Fi, j to be the σ-field generated by the projection
s 7→
(
si′, j′ : 0 ≤ i
′ ≤ i, 0 ≤ j ′ ≤ j
)
.
Heuristically, the whole space is generated by the surplus of Fi, j over F
−
i, j
, and this will be the main idea of
the proof of the fact that for any probability space equipped with an (F4) filtration one can find a map π from
a product as (1.3) having the desired properties (1.1a) and (1.1b).
2i ∧ j = min{i, j}
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Theorem B. Let (Fi, j : 1 ≤ i ≤ N, 1 ≤ j ≤ M) be a biparameter (F4)-filtration in a discrete probability
space (Ω, F , P). Then there is a double-indexed sequence of probability spaces (Si, j,Si, j, µi, j ) such that for
any double-indexed sequence of random variables ( fi, j : 1 ≤ i ≤ N, 1 ≤ j ≤ M) on (Ω,F , P) adapted to the
filtration (Fi, j : 1 ≤ i ≤ N, 1 ≤ j ≤ M) there is a sequence ( f˜i, j : 1 ≤ i ≤ N, 1 ≤ j ≤ M) adapted to the
canonical filtration of
(S,S, µ) =
N⊗
i=1
M⊗
j=1
(
Si, j,Si, j, µi, j
)
,
having the same distribution as ( fi, j : 1 ≤ i ≤ N, 1 ≤ j ≤ M).
Our purpose for developing Theorem B was to gain a deeper understanding of biparameter decoupling
analogous to that presented in [5] in the one parameter case, ultimately leading to a proof of one side of the
Davis inequality for (F4) filtrations which is to appear in a forthcoming paper [7]. As an application we show
that in the biparameter case for a discrete probability space the Hardy space H1
S
is the interpolation sum of
H1σ and the space introduced by Garsia in [3]
G1 =
{
f : ‖ f ‖G1 =
∞∑
i, j=1
E
[
|∆i, j f |
]
< ∞
}
.
See Section 4 for details.
Notation. Given an atomic σ-field F by atF we denote the set of atoms of F . Let N denote the set of
positive integers and N0 = N ∪ {0}.
2. One parameter case
In this section we want to prove Theorem A. To do so, we construct a sequence of discrete probability
spaces
(
(S,Si, µi) : i ∈ N0
)
and a mapping
π : (Ω,F , P) → (S,S, µ)
satisfying (1.1a) and (1.1b).
Suppose we are dealing with the simplest nontrivial case, that is
(
Ω,B, P
)
, andA ⊂ B. Over each atom A
ofA, there is a different structure of B, that can be viewed as an individual probability space (A,B ∩ A, PA)
where
PA(U) =
P(A ∩ U)
P(A)
,
for any U ∈ B ∩ A. An atom of B is in one-to-one correspondence with the choice of an atom of A and an
element of (A,B ∩ A, PA). Moreover, an atom of B can be recovered if we redundantly include a choice of
an element of (A′,B ∩ A′, PA′) for all other atoms A
′ of A. Next, we identify an element of⊗
A∈at A
(A,B ∩ A, PA)
with a mapping ϕ : atA → atB such that for an atom A ∈ atA, ϕ(A) is an atom of B. That being said, let
us define
π : (Ω,A, P) ⊗
⊗
A∈atA
(A,B ∩ A, PA) −→ (Ω,B, P)
(A, φ) 7−→ ϕ(A).
Now, the condition (1.1a) is obvious. To check (1.1b) we consider each A ∈ atA separately. If U =
⋃
k Bk ,
where Bk ⊂ A are disjoint atoms of B, then
π−1(U) = A × {ϕ : ϕ(A) ⊂ U} .
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By definition of ϕ, the second factor is just a condition on the A-th coordinate of ϕ, and its measure equals
PA(U) =
P(U)
P(A)
verifying (1.1b).
In a general case, we have a filtration (Fn : 1 ≤ n ≤ N) in a probability space (Ω,F , P). We define a map
π : (Ω,F0, P) ⊗
N⊗
n=1
⊗
A∈at Fn−1
(A,Fn ∩ A, PA) −→ (Ω,FN, P)
(A, ϕ1, . . . , ϕN ) 7−→ ϕN ◦ ϕN−1 ◦ . . . ◦ ϕ1(A)
where, as previously, an atom of
⊗
A∈at Fn−1
(A, Fn ∩ A, PA) we treat as a function ϕn : atFn−1 → atFn
satisfying ϕn (An−1) ⊂ An−1. From definition of π it is obvious that for an atom Bn of Fn, the condition
π (A, ϕ1, . . . , ϕN ) ∈ Bn is equivalent to ϕn ◦ ϕn−1 ◦ . . . ◦ ϕ1 (A) = Bn, so it depends only on A and ϕi for
i ≤ n proving (1.1a). The condition (1.1b) can be check on atoms of FN . If AN ∈ atFN , then, denoting its
ancestors by An ∈ atFn, we have
π (A, ϕ1, . . . , ϕN ) = AN
if and only if A = A0, and
ϕn(An−1) = An, for all 1 ≤ n ≤ N .
The probability of this event equals
P (A0)
N∏
n=1
P (An)
P (An−1)
= P (AN )
which concludes the proof of Theorem A.
3. Two parameter case
In this section we prove Theorem B. In the two parameter case it is convenient to use the following variant
of mathematical induction.
Lemma 3.1. Suppose that a set X ⊂ N2 satisfies
(1) (1, 1) ∈ X ,
(2) if (i, 1) ∈ X , then (i + 1, 1) ∈ X ,
(3) if (1, j) ∈ X , then (1, j + 1) ∈ X ,
(4) if (i + 1, j), (i, j + 1), (i, j) ∈ X , then (i + 1, j + 1) ∈ X ,
then X = N2.
Again, our aim is to construct a double-indexed sequence of probability spaces (Si, j,Si, j, µi, j ), and a
mapping
π :
N⊗
i=1
M⊗
j=1
(Si, j,Si, j, µi, j ) → (Ω, FN,M, P)
satisfying (1.1a) and (1.1b). We use similar idea as in the one parameter case. For 1 ≤ i ≤ N and 1 ≤ j ≤ M ,
we set (
Si, j,Si, j, µi, j
)
=
⊗
A∈at F−
i, j
(A, Fi, j ∩ A, PA)
where
F −i, j = Fi−1, j ∨ Fi, j−1
with
(3.1) Fi,0 = {∅,Ω}, and F0, j = {∅,Ω}.
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Hence, the atoms in Si, j are sequences having a form (BA : A ∈ atF
−
i, j
) where BA denotes an atom of Fi, j
contained in A. Observe that for such an atom we have
µi, j
(
BA : A ∈ atF
−
i, j
)
=
∏
A∈at F−
i, j
PA(BA).
Consequently, atoms of the domain of π are
(3.2) B =
( (
B
i, j
A
: A ∈ atF −i, j
)
: 1 ≤ i ≤ N, 1 ≤ j ≤ M
)
.
We are now ready to define the mapping π, namely for an atom of the form (3.2) we set
(3.3) π(B) =
N⋂
i=1
M⋂
j=1
⋃
A∈at F−
i, j
B
i, j
A
.
Observe that the right hand-side of (3.3) can be written as a disjoint union of sets of the form
(3.4)
N⋂
i=1
M⋂
j=1
B
i, j
Ai, j
while Ai, j runs over all atoms of F
−
i, j
. Suppose that there is a sequence (Ai, j : 1 ≤ i ≤ N, 1 ≤ j ≤ M) so that
Ai, j ∈ atF
−
i, j
and
N⋂
i=1
M⋂
j=1
B
i, j
Ai, j
, ∅.
We are going to use the induction procedure given by Lemma 3.1. For 2 ≤ i ≤ N and 2 ≤ j ≤ M , we have
B
i−1, j
Ai−1, j
∩ B
i, j−1
Ai, j−1
∩ B
i, j
Ai, j
, ∅.
Since
B
i−1, j
Ai−1, j
∩ B
i, j−1
Ai, j−1
∈ F −i, j ⊂ Fi, j .
we conclude that
(3.5) B
i−1, j
Ai−1, j
∩ B
i, j−1
Ai, j−1
⊃ B
i, j
Ai, j
.
Moreover, B
i−1, j
Ai−1, j
∩ B
i, j−1
Ai, j−1
is an atom of F −
i, j
, thus
(3.6) Ai, j = B
i−1, j
Ai−1, j
∩ B
i, j−1
Ai, j−1
.
Similarly, for 2 ≤ i ≤ N ,
B
i−1,1
Ai−1,1
∩ B
i,1
Ai,1
, ∅
and since B
i−1,1
Ai−1,1
and B
i,1
Ai,1
are atoms of Fi−1,1 and Fi,1, respectively, we obtain that
(3.7) B
i−1,1
Ai−1,1
⊃ B
i,1
Ai,1
.
Because
Fi−1,1 = Fi−1,1 ∨ Fi,0 = F
−
i,1,
B
i−1,1
Ai−1,1
is an atom of F −
i,1
, thus
(3.8) Ai,1 = B
i−1,1
Ai−1,1
.
Analogously, for 2 ≤ j ≤ N , we conclude
(3.9) B
1, j−1
A1, j−1
⊃ B
1, j
A1, j
,
and
(3.10) A1, j = B
1, j−1
A1, j−1
.
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Finally, B
1,1
A1,1
is any atom of F1,1, thus
(3.11) A1,1 = Ω.
Using (3.5), (3.7) and (3.10), by Lemma 3.1, for 1 ≤ n ≤ N and 1 ≤ m ≤ M we obtain that
n⋂
i=1
m⋂
j=1
B
i, j
Ai, j
= B
n,m
An,m
.
In particular,
(3.12) π(B) =
N⋂
i=1
M⋂
j=1
B
i, j
Ai, j
= B
N,M
AN ,M
,
provided that π(B) , ∅.
We are now in the position to verify (1.1a). If U is an atom of Fn,m, then B ⊂ π
−1(U) is equivalent
to Bn,m
An,m
= U. In view of (3.6), (3.8), (3.10) and (3.11), Bn,m
An,m
depends only on Ai, j for 1 ≤ i ≤ n and
1 ≤ j ≤ m, thus π−1(U) belongs to Sn,m. To show (1.1b), it is sufficient to consider U being an atom of
FN,M . Suppose that B ⊂ π
−1(U). By (3.12), for each 1 ≤ i ≤ N and 1 ≤ j ≤ M , B
i, j
Ai, j
is the unique atom of
Fi, j containing U. Therefore,
µ
(
π−1(U)
)
= µ
(
B
)
=
N∏
i=1
M∏
j=1
PAi, j
(
B
i, j
Ai, j
)
.
Now it is enough to show that for each 1 ≤ n ≤ N and 1 ≤ m ≤ M ,
(3.13)
n∏
j=1
m∏
j=1
PAi, j
(
B
i, j
Ai, j
)
= P
(
B
n,m
An,m
)
.
For the proof we use the induction procedure given by Lemma 3.1. For n = m = 1, there is nothing to be
proved since A1,1 = Ω. For n > 1 and m = 1, by (3.8), we have
n∏
i=1
PAi,1
(
B
i,1
Ai,1
)
=
n∏
i=1
P
(
B
i,1
Ai,1
)
P(Ai,1)
= P
(
B
1,1
A1,1
) n∏
i=2
P
(
B
i,1
Ai,1
)
P
(
B
i−1,1
Ai−1,1
) = P(Bi,1Ai,1 ) .
For n = 1 and m > 1 the reasoning is analogous. Now, let us suppose that (3.13) holds true for (n− 1,m − 1),
(n − 1,m) and (n,m − 1) for some 2 ≤ n ≤ N and 2 ≤ m ≤ M . Then
n∏
i=1
m∏
j=1
PAi, j
(
B
i, j
Ai, j
)
=
( n−1∏
i=1
m∏
j=1
PAi, j
(
B
i, j
Ai, j
) ) ( n∏
i=1
m−1∏
j=1
PAi, j
(
B
i, j
Ai, j
) ) ( n−1∏
i=1
m−1∏
j=1
PAi, j
(
B
i, j
Ai, j
) )−1
PAn,m
(
B
n,m
An,m
)
=
P
(
B
n−1,m
An−1,m
)
P
(
B
n,m−1
An,m−1
)
P
(
B
n−1,m−1
An−1,m−1
)
P(An,m)
P
(
B
n,m
An,m
)
.(3.14)
Observe that by the conditional independence
P
(
B
n−1,m
An−1,m
)
P
(
B
n,m−1
An,m−1
)
P
(
B
n−1,m−1
An−1,m−1
)
P(An,m)
= P
(
B
n−1,m
An−1,m
|B
n−1,m−1
An−1,m−1
)
P
(
B
n,m−1
An,m−1
|B
n−1,m−1
An−1,m−1
) P(Bn−1,m−1An−1,m−1 )
P(An,m)
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= P
(
B
n−1,m
An−1,m
∩ Bn,m−1
An,m−1
|Bn−1,m−1
An−1,m−1
) P(Bn−1,m−1An−1,m−1 )
P(An,m)
=
P
(
B
n−1,m
An−1,m
∩ B
n,m−1
An,m−1
)
P(An,m)
= 1,
where the last equality is a consequence of (3.6). Therefore, by (3.14), we conclude that (3.13) holds true
proving Theorem B.
4. Applications to decoupling in martingale H1 spaces
In this section we demonstrate that canonical product filtrations – both in one and two parameters – provide
a natural framework for constructing and dealing with decoupled sequences. For a thorough exposition on
this concept, we refer the reader to [2]. We start by recalling the definition of a decoupled tangent sequence.
Let (Ω,F , P) be a probability space with a filtration (Fk : 1 ≤ k ≤ n), (Ω˜, F˜ ) be a measurable space with
a filtration (F˜k : 1 ≤ k ≤ n), and P˜ : Ω× F˜ → [0, 1] be a probability transition function. We construct a new
probability space (Ω × Ω˜, F ⊗ F˜ , P ⊗ P˜), where
P ⊗ P˜(A × B) =
∫
A
P˜(ω, B) P(dω)
for A ∈ F and B ∈ F˜ . Given a sequence ( fk : 1 ≤ k ≤ n) adapted to (Fk : 1 ≤ k ≤ n), a sequence
(gk : 1 ≤ k ≤ n) adapted to (Fk ⊗ F˜k : 1 ≤ k ≤ n) is called decoupled tangent sequence to ( fk), if for each
ω ∈ Ω, (gk(ω, ·) : 1 ≤ k ≤ n) is a sequence of independent random variables on (Ω˜, F˜ , P˜(ω, ·)), and
(4.1) E
[
fk ⊗ 1Ω′
Fk−1 ⊗ F˜k−1] = E[gk Fk−1 ⊗ F˜k−1]
for all k = 1, . . . , n.
The above definition, as well as the proof of existence, may seem to be quite abstract, however, there is an
explicit construction in the case of the canonical filtration on a product space (see [6, Example 4.3.3])
(S,S, µ) =
n⊗
j=1
(Sj,Sj, µ j)
To do so, we take Ω˜ = S, F˜ = F , F˜k = Fk , and P˜(ω, B) = P(B), and define
(4.2) gk(ω1, . . . , ωk, ω˜1, . . . , ω˜k) = fk(ω1, . . . , ωk−1, ω˜k).
In view of a theorem due to Kwapień and Woyczynski [6, Theorem 5.2.1], if fk and gk are positive functions
satisfying (4.2) then for any increasing concave function φ : R+ → R+,
(4.3) Eφ ( f1 + . . . + fk) ≃ Eφ (g1 + . . . + gk)
where the implicit constants in (4.3) are absolute. This observation is particularly useful when dealing
with martingale Hardy spaces defined in terms of square functions. To be more precise, let (Ω, F , P) be a
probability space with a filtration (Fk : k ∈ N0), F0 = {∅,Ω}. For a martingale f = ( fk : k ∈ N), the square
function S( f ) and the conditional square function s( f ) are defined as
S( f ) =
( ∞∑
k=1
∆k( f )2) 12 and s( f ) = ( ∞∑
k=1
E
(
|∆k( f )|
2
Fk−1) ) 12
where
∆k( f ) =
{
fk − fk−1 if k ≥ 2,
f1 otherwise.
Then the Hardy spaces H1
S
and H1s consist of martingales f so that
‖ f ‖H1
S
= E
[
S( f )
]
< ∞, and ‖ f ‖H1s = E
[
s( f )
]
< ∞,
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respectively. In fact, there is C > 0 such that for all martingales f ,
(4.4) ‖S( f )‖L1 ≤ C‖s( f )‖L1 .
In the case of product filtrations, the proof of (4.4) is straightforward. Indeed, let (ϕk : 1 ≤ k ≤ n) be a
sequence on S adapted to the canonical filtration (Fk : 1 ≤ k ≤ n). Then, by (4.1) and (4.3), we obtain∫
S
(
n∑
k=1
ϕk (x1, . . . , xk)
) 1
2
µ(dx) ≤ C
∫
S⊗S
(
n∑
k=1
ϕk (x1, . . . , xk−1, yk)
) 1
2
µ ⊗ µ(d(x, y))
≤
∫
S
(∫
S
n∑
k=1
ϕk (x1, . . . , xk−1, yk) µ(dy)
) 1
2
µ(dx)
=
∫
S
(
n∑
k=1
∫
Sk
ϕk (x1, . . . , xk−1, t) µk(dt)
) 1
2
µ(dx).
Now, to conclude (4.4), it is enough to take ϕk = |∆k f |
2.
Now, let us turn to biparameter case. For a martingale f = ( fi, j : i, j ∈ N), the martingale differences are
defined as
∆i, j ( f ) =

fi, j − fi−1, j − fi, j−1 + fi−1, j−1 if i ≥ 2, j ≥ 2,
f1, j − f1, j−1 if i = 1, j ≥ 2,
fi,1 − fi−1,1 if i ≥ 2, j = 1,
f1,1 if i = j = 1.
In this context, there are three square functions
S( f ) =
( ∞∑
i=1
∞∑
j=1
|∆i, j ( f )|
2
) 1
2
, s( f ) =
( ∞∑
i=1
∞∑
j=2
E
[
|∆i, j ( f )|
2
Fi−1, j−1 ] ) 12 ,
and
σ( f ) =
( ∞∑
i=1
∞∑
j=2
E
[
|∆i, j ( f )|
2
F −i, j ] ) 12
with the convention that Fi,0 = F0, j = {∅,Ω}. Since ∆i, j = ∆
1
i
∆
2
j
where ∆1
i
and ∆2
j
are the martingale
differences with respect to
Fi,∞ = σ
( ∞⋃
j=1
Fi, j
)
, and F∞, j = σ
( ∞⋃
i=1
Fi, j
)
,
respectively, the estimate (4.4) is a simple iteration of one-parameter argument. In fact, we have the following
theorem.
Theorem 4.1. Let (Ω, F , P) be a discrete probability space with biparameter (F4)-filtration. There is a
constant C > 0 such that for all martingales f ,
(4.5) ‖S( f )‖L1 ≤ C‖σ( f )‖L1 .
Proof. To prove (4.5), it is sufficient to consider a function f ∈ L0(FN,N ) for some N ∈ N. Now, in view of
Theorem B, we may assume that we are dealing with a product space
(S,S, µ) =
N⊗
i=1
N⊗
j=1
(Si, j,Si, j, µi, j )
with the canonical biparameter filtration. For x ∈ S and A ⊆ [1, N]2, we set
xA =
(
xi, j : (i, j) ∈ A
)
.
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If x and y are two sequences indexed by A and B, A∩ B = ∅, then (x, y) is a sequence indexed by A∪ B. The
range of the operator ∆i, j is the set of Fi, j -measurable functions that are orthogonal to all functions that are
Fi, j−1 or Fi−1, j measurable. Therefore, ∆i, j ( f ) is a function that depends only on x[1,i]×[1, j] , and∫
⊗i
k=1 Sk, j
∆i, j ( f )
(
x[1,i]×[1, j−1], s[1,i]×{ j }
)
µ1, j ⊗ . . . ⊗ µi, j (ds) = 0,
and ∫
⊗ j
k=1
Si,k
∆i, j ( f )
(
x[1,i−1]×[1, j], t{i}×[1, j]
)
µi,1 ⊗ . . . ⊗ µi, j (dt) = 0.
for all x ∈ S. Moreover, we have
E
[
|∆i, j ( f )|
2
F −i, j ] (x[1,i]×[1, j]\{(i, j) ) = ∫
Si, j
∆i, j ( f ) (x[1,i]×[1, j]\{(i, j)}, u{(i, j)} ) 2 µi, j (du).
Let (hi, j : 1 ≤ i ≤ N, 1 ≤ j ≤ N) be a sequence of functions adapted to the canonical filtration. By iterating
the inequality (4.3) (to be more precise, first decoupling with respect to rows of the matrix x[1,i]×[1, j] and then
with respect to the columns of (x[1,i−1]×[1, j], y{i}×[1, j])), we get∫
S
(
N∑
i=1
N∑
j=1
hi, j
(
x[1,i]×[1, j]
) ) 12
µ(dx)
≃
∫
S⊗S
(
N∑
i=1
N∑
j=1
hi, j
(
x[1,i−1]×[1, j], y{i}×[1, j]
) ) 12
µ ⊗ µ(d(x, y))
≃
∫
S⊗4
(
N∑
i=1
N∑
j=1
hi, j
(
x[1,i−1]×[1, j−1], y{i}×[1, j−1], z[1,i−1]×{ j }, t(i, j)
) ) 12
µ⊗4(d(x, y, z, t)).
Similarly, we obtain∫
S
(
N∑
i=1
N∑
j=1
hi, j
(
x[1,i]×[1, j]
) ) 12
µ(dx)
≃
∫
S⊗S
(
N∑
i=1
N∑
j=1
hi, j
(
x[1,i]×[1, j]\{(i, j)}, t(i, j)
) ) 12
µ ⊗ µ(d(x, t))
≤
∫
S
(
N∑
i=1
N∑
j=1
∫
Si, j
hi, j
(
x[1,i]×[1, j]\{(i, j)}, t
)
µi, j (dt)
) 1
2
µ(dx)
where in the last step we have used Jensen’s inequality. Consequently, by taking hi, j = |∆i, j ( f )|
2, we obtain
(4.5). 
Remark 4.2. Theorem 4.1 is generalization of [8, Proposition 3.50], where it was assumed that f is a strong
martingale, that is
E
[
∆i, j ( f )
F −i, j ] = 0, for all i, j ≥ 1.
However, in view of [8, Theorem 3.49], in this case the inequality (4.5) can be easily deduced from one
parameter case.
Actually, in the one parameter setting, a stronger inequality than (4.4) is true, namely the following
characterization due to Davis and Garsia
‖ f ‖H1
S
= inf
f=g+h
‖g‖H1s +
∞∑
k=1
E
[
|∆kh |
]
.
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We prove the following theorem.
Theorem 4.3. Suppose that (Ω,F , P) is a discrete probability space with biparameter (F4)-filtration. Then
for each martingale f ,
‖ f ‖H1
S
≃ inf
f=g+h
‖g‖H1σ +
∞∑
i=1
∞∑
j=1
E
[
|∆i, j (h)|
]
.
Proof. Since
E
( ∞∑
i=1
∞∑
j=1
|∆i, j (h)|
2
) 1
2
≤ E
( ∞∑
i=1
∞∑
j=1
|∆i, j (h)|
)
,
by Theorem 4.1, we get
‖g + h‖H1
S
≤ ‖g‖H1
S
+ ‖h‖H1
S
≤ C‖g‖H1σ +
∞∑
i=1
∞∑
j=1
E
[
|∆i, j (h)|
]
.
To prove the opposite inequality, it is enough to show that there is C > 0 such that for any adapted sequence
(ηi, j : 1 ≤ i, j ≤ N), there are adapted sequences (φi, j : 1 ≤ i, j ≤ N) and (ψi, j : 1 ≤ i, j ≤ N), so that
ηi, j = φi, j + ψi, j , and
(4.6) C−1E
(
N∑
i=1
N∑
j=1
|ηi, j |
2
) 1
2
≥ E
(
N∑
i=1
N∑
j=1
E
(
|φi, j |
2
F −i, j )) 12 + N∑
i=1
N∑
j=1
E
[
|ψi, j |
]
.
Indeed, since (4.6) implies that
C−1E
(
N∑
i=1
N∑
j=1
|ηi, j |
2
) 1
2
≥ E
(
N∑
i=1
N∑
j=1
E
(
|Di, j (φi, j )|
2
F −i, j )) 12 + N∑
i=1
N∑
j=1
E
[
|Di, jψi, j |
]
.
where
Di, j ( f ) = E[ f |Fi, j ] − E[ f |Fi−1, j ] − E[ f |Fi, j−1] + E[ f |Fi−1, j−1],
we can take ηi, j = ∆i, j ( f ), and
gi, j =
i∑
m=1
j∑
n=1
Dm,n(φm,n), hi, j =
i∑
m=1
j∑
n=1
Dm,n(ψm,n).
In view of Theorem B, to show (4.6), we may assume that we are dealing with a product space (S,S, µ)
equipped with the canonical biparameter filtration. By (4.3), we have
E
(
N∑
i=1
N∑
j=1
|ηi, j |
2
) 1
2
≃
∫
S⊗S
(
N∑
i=1
N∑
j=1
ηi, j (x[1,i]×[1, j]\{(i, j)}, y(i, j) )2) 12 µ ⊗ µ(d(x, y)).
Now, given x ∈ S, the functions
S ∋ y 7→ ηi, j
(
x[1,i]×[1, j]\{(i, j)}, y(i, j)
)
are independent, thus by [4, Theorem 1], for L
1
2 , there are functions (ai, j : 1 ≤ i, j ≤ N) and (bi, j : 1 ≤ i, j ≤
N), such that∫
S⊗S
(
N∑
i=1
N∑
j=1
ηi, j (x[1,i]×[1, j]\{(i, j)}, y(i, j) ) 2) 12 µ ⊗ µ(d(x, y))
≥ C
∫
S

(
N∑
i=1
N∑
j=1
∫
Si, j
|ai, j (x, y)|
2µi, j (dy)
) 1
2
+
N∑
i=1
N∑
j=1
∫
Si, j
|bi, j (x, y)|µi, j (dy)
 µ(dx),
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and ηi, j = ai, j + bi, j . In fact, ai, j and bi, j have disjoint supports. This would be the desired decomposition
but ai, j ( · , y) and bi, j ( · , y) are not necessarily F
−
i, j
-measurable. To fix this, we use the following lemma.
Lemma 4.4. Let (Ω,F , P) be a finite probability space, (Fα : α ∈ A) be a filtration on Ω indexed by a finite
set A. Assume that there is δ > 0, so that
(4.7) δ
 sup
α∈A
E[ f Fα] 
L2
≤ ‖ f ‖L2
for all f ∈ L2(Ω). Let B be a finite set. Then for all κ > 0, and any sequences (wα,β : (α, β) ∈ A × B) and
( fα,β : (α, β) ∈ A × B), such that fα,β is Fα-measurable and wα,β : Ω→ [0, 1],
(4.8) E
©­«
∑
(α,β)∈A×B
|wα,β fα,β |
2ª®¬
1
2
≥ κ2δ · E
©­«
∑
(α,β)∈A×B
1Aκ
α,β
| fα,β |
2ª®¬
1
2
where
Aκα,β =
{
E[wα,β |Fα] ≥ κ
}
.
Before we apply Lemma 4.4, let us check the following claim.
Claim 4.5. There is δ > 0 such that for all martingales f ,
δ
 sup
(i, j)∈N2
E[ f F −i, j ] 
L2
≤ ‖ f ‖L2 .
Since
|E[ f |F −i, j ]| ≤ |E[ f |Fi, j ]| +
( ∞∑
i=1
∞∑
j=1
E[ f |Fi, j ] − E[ f |F −i, j ]2) 12 ,
we have sup
(i, j)∈N2
E[ f F −i, j ] 
L2
≤
 sup
(i, j)∈N2
E[ f Fi, j ] 
L2
+
( ∞∑
i=1
∞∑
j=1
E[ f Fi, j ] − E[ f F −i, j ] 2) 12 
L2
.
By iterating one-parameter Doob’s inequality, we can estimate the first term by a constant multiple of ‖ f ‖L2 .
To bound the second term, we observe that
E
[
f
Fi, j ] − E[ f F −i, j ] = ∆i, j ( f ) − E[∆i, j ( f )F −i, j ],
thus E[ f Fi, j ] − E[ f F −i, j ]L2 ≤ ∆i, j ( f )L2,
and consequently( ∞∑
i=1
∞∑
j=1
E[ f Fi, j ] − E[ f F −i, j ] 2) 12 
L2
=
( ∞∑
i=1
∞∑
j=1
E[ f Fi, j ] − E[ f F −i, j ]2L2 ) 12
≤
( ∞∑
i=1
∞∑
j=1
∆i, j ( f )2L2 ) 12 = ‖ f ‖L2,
proving the claim.
Now, let us see how to apply Lemma 4.4 to conclude the proof of the theorem. Since ai, j (x, y) = bi, j (x, y) =
0 if ηi, j
(
x[1,i]×[1, j]\{(i, j)}, y
)
= 0, we set
w(i, j),y (x) =
ai, j (x, y)
ηi, j
(
x[1,i]×[1, j]\{(i, j)}, y
) .
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The spaces Si, j are discrete, thus by Lemma 4.4, we obtain∫
S
(
N∑
i=1
N∑
j=1
∫
Si, j
|ai, j (x, y)|
2µi, j (dy)
) 1
2
µ(dx)
=
∫
S
(
N∑
i=1
N∑
j=1
∫
Si, j
w(i, j),y (x)ηi, j (x[1,i]×[1, j]\{(i, j)}, y) 2 µi, j (dy)) 12 µ(dx)
&
∫
S
(
N∑
i=1
N∑
j=1
∫
Si, j
ηi, j (x[1,i]×[1, j]\{(i, j)}, y) 1A(i, j),y(x)2 µi, j (dy)) 12 µ(dx)
where
A(i, j),y =
{
x ∈ S : E
[
w(i, j),y
F −i, j ](x) ≥ 12} .
Since ∫
S
(
1 − w(i, j),y (x)
) ηi, j (x[1,i]×[1, j]\{(i, j)}, y)  µ(dx)
=
∫
S
E
[
1 − w(i, j),y
F −i, j ] ηi, j (x[1,i]×[1, j]\{(i, j)}, y)  µ(dx)
≥
1
2
∫
S
1Ac
(i, j),y
(x)
ηi, j (x[1,i]×[1, j]\{(i, j)}, y)  µ(dx),
we obtain ∫
S
N∑
i=1
N∑
j=1
∫
Si, j
|bi, j (x, y)|
2µi, j (dy)µ(dx)
=
N∑
i=1
N∑
j=1
∫
Si, j
∫
S
(
1 − w(i, j),y (x)
) ηi, j (x[1,i]×[1, j]\{(i, j)}, y)  µ(dx)µi, j (dy)
&
N∑
i=1
N∑
j=1
∫
Si, j
∫
S
ηi, j (x[1,i]×[1, j]\{(i, j)}, y) 1Ac
(i, j),y
(x)µ(dx)µi, j (dy)
=
N∑
i=1
N∑
j=1
∫
S
ηi, j (x[1,i]×[1, j] ) 1Ac (i, j),x(i, j) (x[1,i]×[1, j]\{(i, j)} ) µ(dx).
Therefore, setting
φi, j
(
x[1,i]×[1, j]
)
= ηi, j
(
x[1,i]×[1, j]
)
1A(i, j), x(i, j)
(
x[1,i]×[1, j]\{(i, j)}
)
and
ψi, j
(
x[1,i]×[1, j]
)
= ηi, j
(
x[1,i]×[1, j]
)
1Ac
(i, j), x(i, j)
(
x[1,i]×[1, j]\{(i, j)}
)
,
we conclude the proof of (4.6), and hence the theorem follows.
It remains now to prove Lemma 4.4.
Proof of Lemma 4.4. Let us recall that Ω as well as A and B are finite sets. For a double-indexed sequence
( fα,β : (α, β) ∈ A × B), we set
fα = ( fα,β : β ∈ B) and f = ( fα : α ∈ A).
By Wα and W we denote multiplication operators acting on ℓ
2(B) and ℓ2(A, ℓ2(B)) as
Wα
(
fβ : β ∈ B
)
=
(
wα,β fβ : β ∈ B
)
,
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and
W
(
fα : α ∈ A
)
=
(
Wα fα : α ∈ A
)
,
respectively. Let
A =
{
φ : Ω→ ℓ2
(
A × B
)
: φα,β is Fα-measurable, and supp φα,β ⊆ A
κ
α,β for all (α, β) ∈ A × B
}
.
For p ∈ [1,∞) we set
Yp =
{
φ ∈ Lp
(
ℓ2(A × B)
)
: φ ∈ A
}
.
We denote by Y ∗p the Banach space dual to Yp with respect to the pairing
〈φ, ψ〉 =
∑
α∈A
E〈φα, ψα〉ℓ2(B)
=
∑
(α,β)∈A×B
E
(
φα,βψα,β
)
.
Without loss of generality, we can assume that f ∈ A. Indeed, if we replace fα,β by fα,β1Aκ
α,β
then the left
hand-side of (4.8) is decreased. Since
E
( ∑
α∈A
‖Wα fα‖
2
ℓ2(B)
) 1
2
≥
( ∑
(α,β)∈A×B
E
[
|wα,β | · | fα,β |
]2) 12
≥ κ
( ∑
(α,β)∈A×B
E[| fα,β |]
2
) 1
2
,(4.9)
if the left-hand side of (4.8) equals zero, then f ≡ 0. Therefore, we can assume that ‖W f ‖ℓ2(A×B) and f are
not identically zero.
Observe that Y1 is finite dimensional, thus to prove the lemma it is enough to show that for any g ∈ Y
∗
1
with
‖g‖Y∗
1
= 1,
E
( ∑
α∈A
‖Wα fα‖
2
ℓ2(B)
) 1
2
≥ κ2δ〈 f , g〉.
Let us fix g on the unit sphere in Y ∗
1
. We can assume that 〈 f , g〉 = 1. We claim that the function
Φ : V −→ [0,∞)
f 7−→ E
( ∑
α∈A
‖Wα fα‖
2
ℓ2(B)
) 1
2
where V = { f ∈ Y1 : 〈 f , g〉 = 1}, attains its minimum. First, let us notice that for λ ∈ [0, 1] and φ, ψ ∈ V , we
have λφ + (1 − λ)ψ ∈ V , and
Φ(λφ + (1 − λ)ψ) ≤ Φ(λφ) + Φ((1 − λ)ψ)
= λΦ(φ) + (1 − λ)Φ(ψ),
that is Φ is convex. Moreover, since norms in a finite dimensional space are comparable, by (4.9) we get
Φ( f ) & ‖ f ‖Y1 .
Consequently, the function Φ attains its minimum on V . Let f be the minimizer. By the Lagrange multiplier
method, there is λ ∈ R so that
λ = λ〈g, f 〉 =
d
dt
Φ( f + t f )

t=0
=
d
dt
(1 + t)Φ( f )

t=0
= Φ( f ).
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Thus, it remains to show that λ ≥ κ2δ. To do so, we consider a Banach subspace Z1 = {u ∈ Y1 : u ∈ B}
where
B =
{
u ∈ A : suppuα,β ⊆ supp fα,β for all (α, β) ∈ A × B
}
.
Let us notice that for u ∈ A, we have (παuα : α ∈ A) ∈ B where
παuα =
(
uα,β1supp fα,β : β ∈ B
)
.
Since the support of ‖W( f + tu)‖ℓ2(A×B), for t ∈ R and u ∈ Z1, is contained in
U =
{
‖W f ‖ℓ2(A×B) > 0
}
,
we obtain
λ〈g, u〉 =
d
dt
Φ( f + tu)

t=0
=
∑
(α,β)∈A×B
E
[( ∑
α′∈A
‖Wα′ fα′ ‖
2
ℓ2(B)
)− 1
2
1Uw
2
α,β fα,βuα,β
]
=
∑
α∈A
E
〈
E
[
‖W f ‖−1
ℓ2(A×B)
1UW
2
α fα
Fα], uα〉
ℓ2(B)
.
Hence,
λ = ‖λg‖Y∗
1
≥ ‖λg‖Z∗
1
=
(E[‖W f ‖−1
ℓ2(A×B)
1UW
2
α fα
Fα] : α ∈ A)
Z∗
1
.
Next, we write (E[‖W f ‖−1
ℓ2(A×B)
1UW
2
α fα
Fα] : α ∈ A)
Z∗
1
= sup
u∈B
∑α∈A E〈E[‖W f ‖−1ℓ2(A×B)1UW2α fαFα], uα〉ℓ2(B)
‖u‖Y1
= sup
u∈A
∑α∈A E〈E[‖W f ‖−1ℓ2(A×B)1UW2α fαFα], uα〉ℓ2(B)
E
(
‖παuα ‖
2
ℓ2(B)
) 1
2
.
Since παuα(ω) , 0 implies that fα,β(ω) , 0 for some β ∈ B, thus E[wα,β |Fα](ω) > κ, which leads to
E[‖W f ‖ℓ2(A×B) |Fα](ω) > 0. Therefore,(E[‖W f ‖−1
ℓ2(A×B)
1UW
2
α fα
Fα] : α ∈ A)
Z∗
1
= sup
u∈A
∑α∈A E〈E[‖W f ‖−1ℓ2(A×B)1UW2α fαFα], uαE[‖W f ‖ℓ2(A×B)Fα]〉ℓ2(B)
E
( ∑
α∈A ‖παuα‖
2
ℓ2(B)
E
[
‖W f ‖ℓ2(A×B)
Fα]2) 12 .
By Cauchy–Schwarz inequality and (4.7), we get
E
( ∑
α∈A
‖παuα‖
2
ℓ2(B)
E
[
‖W f ‖ℓ2(A×B)
Fα]2) 12 ≤ E(‖u‖ℓ2(A×B) · sup
α∈A
E
[
‖W f ‖ℓ2(A×B)
Fα] )
≤ δ−1‖u‖Y2 ‖W f ‖L2(ℓ2(A×B)) .
Therefore,(E[‖W f ‖−1
ℓ2(A×B)
1UW
2
α fα
Fα] : α ∈ A)
Y∗
1
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≥ δ sup
u∈A
∑α∈A E 〈E[‖W f ‖−1ℓ2(A×B)1UW2α fαFα] · E[‖W f ‖ℓ2(A×B)Fα], uα〉ℓ2(B)
‖u‖Y2 ‖W f ‖L2(ℓ2(A×B))
= δ‖W f ‖−1
L2(ℓ2(A×B))
(E[‖W f ‖−1
ℓ2(A×B)
1UW
2
α fα
Fα] · E[‖W f ‖ℓ2(A×B)Fα] : α ∈ A)
Y2
.
Since f ∈ A, by Cauchy–Schwarz inequality, we have
κ2 | fα,β | ≤ E| fα,β | · E
[
wα,β
Fα]2
= | fα,β | · E
[
wα,β1U
Fα]2
≤ | fα,β | · E
[
‖W f ‖ℓ2(A×B)
Fα] · E[‖W f ‖−1ℓ2(A×B)1Uw2α,β Fα],
thus (E[‖W f ‖−1
ℓ2(A×B)
1UW
2
α fα
Fα] · E[‖W f ‖ℓ2(A×B)Fα] : α ∈ A)
Y2
≥ κ2‖ f ‖Y2 .
Hence, (E[‖W f ‖−1
ℓ2(A×B)
1UW
2
α fα
Fα] : α ∈ A)
Y∗
1
≥ δ‖W f ‖−1
L2(ℓ2(A×B))
κ2‖ f ‖Y2 ≥ κ
2δ,
which completes the proof of the lemma. 
Having justified Lemma 4.4, we complete the proof of the theorem. 
References
[1] R. Cairoli and John B. Walsh, Stochastic integrals in the plane, Acta Math. 134 (1975), 111–183
[2] V. de la Peña and E. Giné, Decoupling: From Dependence to Independence, Springer Science & Business Media, 2012
[3] Garsia, A.M., Martingale inequalities: Seminar Notes on Recent Progress, Math. Lecture Note, W.A. Benjamin Inc., 1973
[4] W. B. Johnson, G. Schechtman, Sums of independent random variables in rearrangement invariant function spaces, Ann.
Probab. 17 (1989), 789–808.
[5] S. Montgomery-Smith, Concrete representation of martingales, Electron. J. Probab. 3, (1998), 1–15
[6] S. Kwapień and W. Woyczynski, Random Series and Stochastic Integrals: Single and Multiple, Birkhauser, Boston, 1992.
[7] M. Rzeszut, Comparison between L1 norms of square function and maximal function of an (F4) martingale, preprint 2019
[8] F. Weisz, Martingale Hardy spaces and their applications in Fourier analysis, Lect. Notes Math. 1568, Springer–Verlag,
1996
[9] F. Weisz, Summability of multi-dimensional Fourier series and Hardy spaces, Math. and Its Appl. 541, Springer Netherlands,
2002
Maciej Rzeszut, Instytut Matematyczny Polskiej Akademii Nauk, ul. Śniadeckich 8, 00-696 Warszawa, Poland &
Department of Mathematics, Weizmann Institute of Science, P.O. Box 26, Herzl St. 234, 7610000 Rehovot, Israel
E-mail address: maciej.rzeszut@gmail.com
Bartosz Trojan, Instytut Matematyczny Polskiej Akademii Nauk, ul. Śniadeckich 8, 00-696 Warszawa, Poland
E-mail address: btrojan@impan.pl
