An increasing number of extra-long highway tunnels have been built and put into operation around the world, but the quantified segmentation criteria for evaluating the in-tunnel operational status have not yet been enacted up till the present moment. Meanwhile, ventilation facilities could not satisfy the dynamic requirements of fresh air demand under fast spatial-temporal variation of traffic conditions and operating environment. In this study, the operational data collected from an extra-long highway tunnel were deeply analyzed using big data technology. By combining traffic flow and environmental monitoring data, a data-driven perception model based on the Random Forests was structured. The prediction results show that the proposed model provides better performances as compared to contrast models, indicating it had better ability to adapt to the dynamic changes of in-tunnel operational status while realizing accurate prediction. The designed intelligent control strategies of ventilation facilities and traffic operation applying for different operational status would provide a theoretical basis and data support for lifting the level of intelligent control as well as promoting energy saving and consumption reducing in extra-long highway tunnels.
Introduction
By the end of 2016, 815 extra-long highway tunnels with a total length of 3622.7 km were built in China [1] . Owing to the influence of traffic volume and fleet composition, vehicle emissions accumulate sequentially. These emissions are difficult to disperse, especially in the case of extra-long highway tunnels with high traffic loads and frequent traffic congestions. Tunnel ventilation has become the primary problem during operation periods.
For road tunnels, there exist several, very different approaches to ventilation concepts [2] . They have common objectives, opposite in nature: (a) the pollution levels within admissible margins and (b) the energy consumption for ventilation facilities to fulfill objective (a) should be minimal. Under some circumstances, it is difficult to meet both objectives concurrently by using simple ventilation control algorithms [3] . Thus many advanced control methodologies have been proposed in recent decades.
Appropriate and accurate ventilation control systems can not only decrease energy consumption and save operation cost but also provide drivers with a comfortable and safe driving environment. Standard linear feed-backward control was applied in early ventilation automatic control schemes such as PI or PID. However, these conventional control schemes reach their limits of applicability as soon as nonlinear effects become increasingly dominant. Funabashi et al. (1991) and Koyama et al. (1993) , respectively, proposed ventilation control systems for longitudinal ventilation road tunnels with nonlinear programming and fuzzy control applications [4, 5] . Chen et al. (1998) designed a fuzzy logic control model for prediction of pollutant concentrations and adjustment of jet fans [6] . Chu et al. (2008) demonstrated a genetic algorithm in combination with fuzzy control to maintain an adequate level of the pollutants and minimize power consumption [7] . Bogdan et al. (2008) developed a model predictive and fuzzy control algorithm for a longitudinal ventilation system [8] . The predictive controller 2 Journal of Advanced Transportation estimates fresh air requirements (depending on traffic and weather conditions) and calculates the number of necessary jet fans, while the fuzzy controller compares measured and admissible levels of pollutants and adjusts a predicted number of jet fans to keep the pollutant levels within predefined boundaries. Euler-Rolle et al. (2017) applied a model based nonlinear dynamic feedforward control in the longitudinal tunnel ventilation to enhance standard feedback control and improve the closed-loop behavior [9] . However, all these contributions focused rather on the specific pollutants control than on the overall control and dynamic characteristics of in-tunnel operational status. Unchanging ventilation mode and unreasonable control strategy lead to enormous energy consumption and economic loss [10] .
The in-tunnel operational status can be considered as a result generated by the combined action of four transportation elements, including the driver, vehicle, road, and environment. Li et al. (2015) focused on the diffusion properties of CO, NO, and PM 2.5 influenced by in-tunnel traffic force [11] . Yamada et al. (2016) and Martin et al. (2016) concentrated on the impact of in-tunnel tunnel environment (e.g., NO 2 level and particle number concentrations) on the driver and the passenger [12, 13] . Up till the present moment, the quantified segmentation criteria for evaluating the operational status in extra-long highway tunnels have not been enacted. Meanwhile, the analysis and mining of the in-tunnel operational status by deeply combining the real-time traffic flow and environmental information have also seldom been studied.
The decision tree is a classical classification algorithm, which is essentially a data recursive partitioning process based on a series of rules. Since the single decision tree has some drawbacks, such as low precision and overfitting, the ensemble learning method, which summates simple machine learning algorithms to produce better predictive performance than could be achieved by the most sophisticated solutions, has become popular in research in the field of machine learning. Practitioners created various solutions to improve a decision tree by replicating it many times and averaging results. For classification task, the ensemble can be used as a voting system, choosing the most frequent response class as an output for all its replications.
Aiming at finding the best way to replicate the trees in an ensemble, Breiman (1996) tested the effects of bootstrap sampling (sampling with replacement), which not only leaves out some noise but also creates more variation in the ensembles, improving the results. This technique is called "bootstrap aggregating" and use the acronym bagging [14] . Noticing that results of an ensemble of trees improved when the trees differ significantly from each other, proposed a new ensemble model, Random Forests (RF), which add a layer of randomness to bagging [15, 16] . Random Forests change how the classification or regression trees are constructed by constructing each tree using a different bootstrap sample of the data, which turns out to perform very well compared with many other classifiers, including discriminant analysis, support vector machines, and neural networks,and is robust against overfitting [17] .
The main goal of this work was to fuse the in-tunnel traffic flow data (such as fleet segmentation and traffic volume) and ambient air data (such as the concentrations of toxic gas and particular matter and air velocity) based on big data technology and to build a Random Forests-based perception model realizing accurate prediction of the intunnel operational status. No. 1 tunnel is a twin-bore tunnel with unidirectional traffic in each bore. The tunnel comprises southbound (SB) and northbound (NB) tunnels, with each direction having two lanes for motor vehicles. Figure 2 depicts the overall structure of the SB tunnel. In total, 11 lay-bys (emergency parking bays), numbered from ESA-1 to ESA-11, have been built along the length of the tunnel. The ventilation mode is longitudinal and is powered by 30 jet fans; an inclined shaft is reserved, and the air supply and exhaust system with additional axial fans had not yet been equipped. Since it was constructed and opened to traffic in 2007, the traffic has consistently increased. Among all vehicles, heavy-good vehicles (HGV) have shown the most notable increase.
Material and Methods

Operational Monitoring
In this study, four lay-bys (ESA-1, ESA-4, ESA-8, and ESA-11) were selected as the monitoring or data-collection sites in the driving direction. A real-time monitoring experiment for the operational environment was performed from Nov 27, 2016, to Dec 3, 2016 . Through the experiment, raw monitoring data of the operational status were obtained. The details of data and monitoring instruments are listed in Table 1 .
Raw monitoring data were preprocessed at statistical or resampling intervals of 15 min. That is, traffic flow data were converted to cumulative values every 15 min. The other monitoring data were calculated as average values for each 15 min interval. Finally, the statistical dataset of the operational environment was obtained.
The proportions of passenger cars (PC), light-duty vehicles (LDV), and HGV were 29.46%, 3.21%, and 67.32%, respectively. LDV had the lowest proportion, which smoothly changed; hence, its impact on the in-tunnel operational status could be ignored. The Pearson correlation coefficients indicated that PC had weak positive correlations with CO and NO 2 . Consequently, the impact of PC on the in-tunnel operational status could also be ignored. Finally, only HGV was retained in the traffic flow data. Profiles of pollutant concentration in the driving direction exhibited a triangular distribution characteristic, increasing consistently from the tunnel entrance to the tunnel exit; this characteristic is consistent with the conventional wisdom of longitudinal ventilation systems. In conclusion, five types of data collected from ESA-11, the monitoring site with the highest degree of pollution, were selected as the sample dataset; these data were the CO, NO 2 , air velocity, PM 2.5 , and HGV data.
Clustering Method.
A five-dimensional space was obtained from the sample dataset. Clustering analysis for the operational status is the task of grouping the sample dataset in such a way that status data in the same group (called a cluster) are more similar (in some sense or another) to each other than to those in other clusters. In centroid-based clustering, the task can be summarized as finding the cluster centers and assigning the sample data to the nearest cluster center such that the squared distances from the cluster are minimized and thus obtaining a classification method for multiclass operational statuses. Fuzzy C-Means (FCM) clustering is a fuzzy clustering algorithm based on an objective function; this algorithm was developed by Dunn [18] and improved by Bezdek [19] . Given its advantages in big data applications, FCM clustering was chosen in this study. Consider that the ith sample data = ( 
The FCM aims to minimize the following objective function:
where is a preset number of operational status, i.e., cluster numbers; is the sequence number of a cluster; is the center of the cluster ;
2 stands for the unknown membership of sample in cluster with a membership exponent 2 to determine the level of cluster fuzziness; ‖ − ‖ 2 denotes the squared Euclidean distance between and ; is the sequence number of five-dimensional space; and 1 , 2 , 3 , 4 , and 5 represent the values of cluster center corresponding to CO, NO 2 , air velocity, PM 2.5 , and HGV, respectively. Cluster center can be calculated by the following equation:
Kaufman and Rousseeuw (2008) proposed a new fuzzy clustering algorithm FANNY based on FCM [20] . The FANNY algorithm has some definite advantages over FCM: lower sensitivity to outliers or otherwise erroneous data and better recognition of nonspherical clusters. In the FANNY algorithm, the following equation is derived from (2):
where ( , ) represents the given distances (or dissimilarities) between samples and ; Euclidean distance is in common use. Each pair is encountered twice because ( , ) also occurs, and the factor 2 in the denominator compensates for this duplicity. The membership function is subject to the following constraints: The optimization problem is solved as shown in (4) to calculate and obtain the membership coefficients of all samples in every cluster (1 ≤ ≤ , 1 ≤ ≤ ) and each cluster center . Thus, each sample is assigned to the cluster in which it has the largest membership, and the fuzzy clustering is completed.
Perception Model
Definition 1 (the perception of in-tunnel operational status). Given a training set
is the th sample in the training set and it includes the values of CO, NO 2 , air velocity, PM 2.5 , and HGV; ∈ = { 1 , 2 , 3 , 4 } corresponds to one of the four operational statuses of the th sample-lightly polluted, moderately polluted, heavily polluted, and severely polluted; and = 1, ⋅ ⋅ ⋅ , is the serial number of the training set. According to algorithmic modeling [21] , the target is to find a function ( ) :
5 → -an algorithm that operates on 5 to predict the responses of in-tunnel operational status .
The ensemble of the Random Forests combining with clustering analysis is shown in Figure 3 , in which clustering results of operational status are taken as inputs of Random Forests-based perception model. For perception model, first of all, bootstrap samples of size with replacement from the training set are taken, and a new series of training subsets are formed by the bagging technique. Then, randomly Moderately polluted ( 2 )
Heavily polluted ( 3 )
Severely polluted ( 4 )
Total
.,1 .,2 .,3 .,4
select partial features in training subset for finding the best split variable whenever splitting the sample in a tree and create a complete tree using the bootstrapped examples. Next, compute the performance of each tree using examples that were not chosen in the bootstrap phase (out-of-bag data). Finally, calculate a vote on new cases when completing all the trees in the ensemble. Declare for each of them the winning class as a prediction.
Modeling Approach.
There are the following two crucial parameters in Random Forests modeling, namely, and :
(1) -the number of trees to grow;
(2) -the number of variables randomly sampled as candidates at each split.
Herein, determines the overall scale of the whole Random Forests, and defines the structure of a single decision tree. In other words, and determine the construction of the Random Forests at macroscopic and microcosmic levels, respectively.
In R, the randomForest package provides an interface to the Breiman and Cutler's Fortran programs of Random Forests, and randomForest() function implements the algorithm for classification and regression [22] . The function prototype is as follows: randomForest (formula, data, mtry, ntree, na.action) in which formula describes the model to be fitted; data is a data frame containing the variables in the model; mtry is the number of variables randomly sampled; ntree is the number of decision trees; na.action specifies the action to be taken if NAs are found.
Since the bootstrap performs sampling with replacement from the training set, its probability to be chosen as the outof-bag (OOB) sample is (1 − 1/ ) . For large , the number of OOB samples is expected to be a fraction −1 ≈ 0.368 of the training set. It means each decision tree is grown by using approximately 1 − −1 ≈ 63.2% of the training samples, leaving −1 ≈ 36.8% as the OOB samples. Since the OOB part of the data has not been used in tree construction, it can be used to estimate the ensemble prediction performance in the following way.
Let be the OOB part of the data for the th tree. Then use the th tree to predict . Since each training sample is in an OOB sample set, on the average approximately −1 ≈ 36.8% of the time the ensemble prediction̂( ) can be calculated by aggregating only its OOB predictions. Calculate an estimate of the error rate (ER) for classification by
where (⋅) is the indicator function.
Evaluation Metric.
A status set = { 1 , 2 , 3 , 4 } is used to denote the four classes of the in-tunnel operational statuses-lightly polluted, moderately polluted, heavily polluted, and severely polluted. Then the confusion matrix (as shown in Table 2 ) is chosen to describe the classification performance.
In Table 2 , , denotes the number of actual statuses identified as by the classification model. The confusion matrix reflects the distribution of status set , among which the th column reflects the precision of and th row reflects the recall (also known as sensitivity) of . Thus, for the particular operational status, e.g., , the precision ( ) and recall ( ) are calculated by the following.
Besides, the other evaluation metric is the harmonic average of the precision and recall and is called -measure ( ). It is calculated as follows:
Results
Classification of Operational Status.
Determining the optimal number of clusters is a fundamental issue in clustering analysis. In this study, this value was estimated by the optimum average silhouette width [23] . Suppose a data set is partitioned into clusters, the silhouette width of sample is then defined as where ( ) is the average dissimilarity between and all other samples in the cluster to which belongs. Similarly, ( ) is the minimum average dissimilarity between and all other clusters to which does not belong. The average silhouette method computes the average silhouette width ( ) of all samples for different values of :
The optimal number of clusters is the one that maximizes the average silhouette width over a range of possible values for .
The average silhouette widths with = 1, 2, 3, 4, 5 for this study are shown in Figure 4 . The silhouette plot shows that the value of 3 corresponded to the maximum width, so the optimal number of in-tunnel operational status is 3 for the actual monitoring dataset. One of the four in-tunnel operational statuses did not appear in the experiment, so the next step is to verify which status was missing.
By applying FANNY algorithm to the preprocess data, three cluster centers are obtained using the following equation. In (12), the five elements in each row represent the values of cluster centers in the following order: CO (ppm), NO 2 (ppm), air velocity (m/s), PM 2.5 (mg/m 3 ), and HGV (veh/ 15 min). The number of HGV is 0 in the first cluster, and the NO 2 concentrations in the second and third cluster exceed the PIARC standard (1 ppm) [24] . Thus, the three rows represent the cluster centers of lightly polluted, heavily polluted, and severely polluted statuses. The moderately polluted status did not appear when the traffic volume increased slightly.
Modeling of Status Perception
Optimal Combined Parameter.
Before tuning the parameters in the Random Forests, the in-tunnel operational dataset is divided into a training set and a test set in the ratio 7:3. The former was used for parameter tuning and variable importance calculation. The latter was used for model evaluation. The minimum OOB ER principle is considered to be the reference to optimize the combination of parameters and . R implementation code performed on a desktop PC running Windows 10, with a 3.6 GHz Intel i7 quad-core CPU and 16 GB RAM is shown as in Algorithm 1. Assuming = 10, 20, ⋅ ⋅ ⋅ , 500 and = 1, 2, 3, 4, 5, 250 combinations of and are run iteratively, and the relation between the combined parameters and OOB estimate of ER is obtained as shown in Figure 5 . Figure 5 shows that OOB ER was largely influenced by parameter ; the error decreased with increasing , making the perception results more accurate. However, the time consumed for each iteration remained on the order of milliseconds, and, hence, the calculation time could be ignored. When > 200, OOB ERs tended to converge. The parameter had less impact on the OOB ER. The results further validated that the Random Forests would be less likely to overfit, and the classification error would converge with an increasing number of decision trees. Consider the classification accuracy; an optimal combined parameter was identified as = 500 and = 1, corresponding to 4.55% as an unbiased estimation of the OOB ER. The R code of status perception modeling is shown below. Status.rf <-randomForest(Status ∼ ., data = trainingset, mtry = 1, ntree = 500, na.action = na.omit) print(Status.rf)
Importance Measurement of Variables.
Another important feature of the Random Forests is the measurement of variable importance, which allows ranking variables regarding the importance and optimizing the variable subset, thus avoiding the problems created by dimensionality and reducing the computational complexity. There are two indexes to measure variable importance: mean decrease accuracy (MDA) and mean decrease Gini-index (MDG). The former is defined as the average decrease between the percentage of votes for the correct class in the untouched OOB data and # division of training set and test set set.seed(100) ind <-sample(2, nrow(Mydataset), replace = TRUE, prob = c(0.7,0.3)) trainingset <-Mydataset[ind==1, ] # training set accounts for 70% testset <-Mydataset[ind==2, ] # test set accounts for 30% # combined parameters in Random Forests library(randomForest) library(caret) M <-ncol(trainingset) ntree <-10 * c(1:50) result <-data.frame() # model training set.seed(100) for(m in 1:(M-1)){ for(n in ntree){ fit.rf <-randomForest(Status ∼., data = trainingset, mtry = m, ntree = n, na.action = na.omit) OOB.ER <-1-confusionMatrix(as. the percentage of votes for the correct class in the variable permuted OOB data averaged over all trees. The latter is defined as the total decrease in the Gini-index from splitting on the variable averaged over all trees [22, 25] . The bigger the MDA and MDG, the more important is the variable. The optimal combined parameter in the training set was applied, and the importance indexes of each variable were calculated, as shown in Figure 6 .
As seen from Figure 6 , during the dynamic evolution process of in-tunnel operational status, the importance order of variables from largest to smallest is as follows: NO 2 , CO, HGV, PM 2.5 , and air velocity. NO 2 and CO, the two main types of gaseous pollutants, are the primary factors that affect the changes in the in-tunnel operational status.
Perception Results of Operational Status.
In this study, the Naïve Bayes, Support Vector Machine (SVM), and Random Forests-based perception model were applied to predict operational status in the test set. Evaluation metrics for these three models are listed in Table 3 .
Naïve Bayes classifier assumes that the value of a particular feature is independent of the value of any other feature, which is always invalid in practice. The naive design and apparently oversimplified assumption affect classification performance of Naïve Bayes. SVM can efficiently perform a nonlinear classification using what is called the kernel trick, implicitly mapping their inputs into high-dimensional feature spaces. However, a significant practical question, the selection of the kernel function parameters, is still not entirely solved. Table 3 indicates that the precision, recall, andmeasure for the Random Forests-based model were better than those for the Naïve Bayes or SVM model. For further calculation, the average precision, recall, and -measure in the Naïve Bayes model were 94.85%, 86.79%, and 90.19%, respectively. In the SVM-based model, the average precision, recall, and -measure were 96.20%, 90.83%, and 93.24%, respectively. In contrast, the average precision, recall, andmeasure in the Random Forests-based model were 98.83%, 95.52%, and 97.07%, respectively. The results validated that the Random Forests-based perception model offers the best performance among the three models, indicating its better adaptability to the dynamic changes of the operational status in extra-long highway tunnels.
Discussion
Optimal Number of Clusters.
Determining the number of clusters in a dataset, a quantity often labeled , is a frequent problem in data clustering and is a distinct issue from the process of actually solving the clustering problem. The correct choice of is often ambiguous, with interpretations depending on the shape and the scale of distribution of points in a dataset and the desired clustering resolution of the user. In this study, the silhouette method was chosen for assessing the natural number of operational statuses. Frankly, the determination of = 3 was of a little subjectivity; = 2 or = 3, after all, was only slightly smaller than it. In consequence, long-term accumulation of in-tunnel operational monitoring data is crucial for the rational classification of operational status. (Figure 7(a) ), NO 2 ( Figure 7(b) ), and PM 2.5 ( Figure 7(d) ) exhibited a tendency to intensify with the deterioration of the in-tunnel operational status, which was basically the same as the tendency for HGV. Figure 7 (c) shows that there was a minimal number of HGV in regions with the lightly polluted status. Natural ventilation mode was used during that period, and, hence, the air velocities underwent a rather significant fluctuation influenced by the movement of vehicles (piston effect). For heavily and severely polluted statuses, all jet fans were turned on, and the air velocities were relatively stable (Figure 7(e) ). Even so, the concentration of NO 2 still exceeded the PIARC standard.
Management and Control Strategy for Ventilation and
The classification of in-tunnel operational statuses provides a scientific way to develop strategies for intelligent ventilation and traffic management and control. For lightly polluted status, consider switching off the fans and depending only on natural ventilation. For moderately polluted status, consider switching on the fans with a variable-frequency drive (VFD) to save energy consumption. For heavily polluted status, consider operating the jet fans at the fully open position and activating the axial fans in the inclined shaft in a timely manner. For severely polluted status, the in-tunnel air quality is terrible and the tunnel is filled with smog and smoke, threatening driving safety; therefore, all jet fans and axial fans should be fully operated. If the tunnel is operated under the severely polluted status for extended periods of time, temporary traffic control measures should be executed to ensure driving safety [26] , for instance, limiting HGV powered by diesel engines passing through the tunnel or diverting them upstream of the tunnel.
Impact on Ecology and Environmental Management.
The ecology and environmental impact of transportation are significant because transportation is a major consumer of energy and burns most of the world's petroleum. According to the annual report of Chinese Ministry of Environmental Protection, more than 246 million vehicles emitted 45.47 million tons of pollutants in China in 2014 [27] . Vehicle emissions have become one of the principal sources of air pollution and a significant cause of dust-haze and photochemical smog. Reducing transportation emissions will produce considerable positive effects on Earth's air quality, acid rain, smog, and climate change. Although stricter vehicle emission standards have been implemented, a vast number of old vehicles are still rolling down the road, exceeding the emission limit by several times. Consequently, effective measures should be made to accelerate the elimination of aging automobiles or retrofit them with approved pollutant control devices.
Conclusions
In this study, the operational monitoring data in an extralong highway tunnel were analyzed in detail using big data technology. By combining monitoring results of CO, NO 2 , air velocity, PM 2.5 , and HGV, a data-driven model for intunnel operational status perception was structured. The major conclusions are as follows.
By applying the FANNY algorithm, the optimal number of clusters for obtaining the in-tunnel operational status was determined following the principle of maximum average silhouette width. Owing to the restriction of the total experimental duration, the clustering results did not contain all four operational statuses. Unfortunately, the moderately polluted status was not observed. The next step is to perform longterm monitoring of the in-tunnel operational environment and obtain massive data, thus realizing more scientific and reasonable classification of in-tunnel operational statuses.
A Random Forests-based perception model was built for determining in-tunnel operational status. Taking the perception accuracy into consideration primarily, an optimal combined parameter of the Random Forests was identified. Prediction results indicated that the proposed model was better than the contrast models and had the better adaptability to dynamic changes of operational status in extra-long highway tunnels, thus realizing accurate predictions. The distribution of individual variable under different operational statuses were analyzed. The management and control strategies for ventilation and traffic flow under lightly polluted, heavily polluted, and severely polluted statuses were discussed. These strategies could help improve the operation and management level of extra-long highway tunnels and provide a scientific method to realize energy saving and emission reduction.
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