We extend the multiplicative submodularity of the principal determinants of a nonnegative definite hermitian matrix to other spectral functions. We show that if f is the primitive of a function that is operator monotone on an interval containing the spectrum of a hermitian matrix A, then the function We discuss extensions to self-adjoint operators on infinite dimensional Hilbert space and to M -matrices. We discuss an application to CUR approximation of nonnegative hermitian matrices.
for any two subsets I, J of [m] . The function w is called nonincreasing or supermodular whenever −w is nondecreasing or submodular, respectively. A function that is both submodular and supermodular is called modular.
The importance of submodular functions in combinatorial optimization is well known. Several polynomial time algorithms to minimize a submodular function under a matroid constraint are known, we refer the reader to the survey [Iwa08] for more information. The maximization of a submodular function under a matroid constraint, and specially, under a cardinality constraint, ν k (w) := max I⊂[m],|I| k w(I), is also of great interest. For some submodular functions w the latter problem is is supermodular.
It is understood that tr f (A[∅]) := 0 for every function f . Recall that the primitive of an operator monotone function is operator convex on the same interval, but that not all operator convex functions are obtained in this way. We shall see that the conclusion of this theorem no longer holds if f is only assumed to be operator convex.
Let us mention some immediate applications. The derivative of the map t p , namely, pt p−1 , is known to be operator antitone on (0, ∞) for 0 < p 1, and operator monotone on [0, ∞) for 1 p 2. The derivative of the map t log t, namely, 1 + log t, is also known to be operator monotone on (0, ∞). (See [Bha97] .) Hence, the next result readily follows from the main theorem. We now survey briefly the contents of our paper. In §2 we prove Theorem 1. In §3 we discuss M -matrices. We show the inequalities (1.1), (1.3) and (1.5). Moreover tr A[I] p is a supermodular function for each p < 0. In §4 we discuss the extensions of Theorem 1 to the space S(H) of self adjoint operators on a separable Hilbert space H. We consider the lattice of closed subspaces U in H, with joint and meet operations clo(U + V) and U ∩ V, where clo denotes the closure of a set, together with its sublattice of finite dimensional subspaces U f . Let P (U) ∈ S(H) be the orthogonal projection on U ∈ U . Associate with each U ∈ U the operator A(U) which is the restriction of P (U)AP (U) to U. Thus, A(U) is an analog of B[I] for a hermitian matrix B. For U ∈ U f it is straightforward to show that w(U) := tr f (A(U)) is submodular under the conditions given in §2. For an infinite dimensional subspace U, we restrict out discussion to w p (U) := tr(A(U)) p and the von Neumann entropỹ w(U) := − tr(A(U) log A(U), under the assumption that A is positive and compact. Assuming that tr A p < ∞ we show that w p (U) is submodular for p ∈ (0, 1) and supermodular for p ∈ (1, 2). We show thatw is submodular it − tr(A log A) < ∞. In §5 we discuss the CUR approximation [GTZ97] of nonnegative definite hermitian matrix. The main problem here is to find a good approximation to the maximum of tr(log A[I]) on all subsets I of [m] of cardinality k. We discuss briefly the obvious greedy algorithm for this problem, give a simple condition where tr(log A[I]) is nondecreasing, and give an estimate for the CU R approximation obtained by the greedy algorithm in the general case. In §6 we give examples to show that in general the results of §2 are best possible.
Note added to the arXiv postprint. The authors thank D. Petz for having brought to their attention his work with K. Audenaert and F. Hiai (Strongly subaddtive functions, Acta Math. Hungar. 128(4):386-394, 2010), after this paper was published on line in Linear Algebra Appl. (December 2011, doi:10.1016/j.laa.2011.11.021). Theorem 1 of this paper is a slightly more general version of their Theorem 4.1 (the latter corresponds to the case in which the interval is (0, ∞)). Some results of the present Section 4 concerning the finite dimensional case (Theorem 5) can also be thought of as an extension of theirs. Their work is motivated by quantum information theory.
Proof of Theorem 1
Observe first that if all the eigenvalues of A belong to the interval E, so do the eigenvalues of the principal submatrix A [I] . Hence, the function
It suffices to consider the case in which the interval E is bounded. Moreover, if the result is established for every matrix A the spectrum of which is included in the interior of E, arguing by density, the result must also hold whenever the spectrum of A is included in E. Hence, we may assume that E is open. Since the property to be established is invariant by a translation and a scaling of the interval E, we finally assume that E = (−1, 1). Then, a theorem of Loewner (Corollary V.4.5 in [Bha97] ) shows that every operator monotone function g on (−1, 1) can be written as
where µ is a probability measure on [−1, 1]. Moreover, g ′ (0) 0. Assume now that f is a primitive of g, so that
for some constant a. Observe that for |t| < 1, the denominator 1 − λs is bounded below by 1−|t|, and so, the above double integral is absolutely convergent. Applying Fubini's theorem, we get
Although λ appears at the denominator, this expression defines a function of (λ, t) that extends continuously to 
is supermodular, as soon as λ = 0. Since w λ (I) depends continuously of λ, the same is true when λ = 0. Note finally that the mapw is modular. Since the supermodularity property is preserved by taking positive linear combinations and integrals with respect to positive measures, the result follows from the representation (2.2). ✷
Submodularity and super-modularity inequalities for M-matrices
Denote by R In this section we assume that A is an M -matrix and B ∈ R n×n + unless stated otherwise. Note that A = sId − B is invertible if and only if s > ρ(B). Assume that A is an invertible M -matrix. Then for any p ∈ R we define
Since s > ρ(B), a standard argument shows that the above series absolutely converges. When A is singular, we define, for every p 0, tr A p := lim t→s + tr(tId−B) p . Indeed, one readily checks that the spectrum of the matrix (tId − B) p as a pointwise limit as t → s + , if p 0, so that limit of tr(tId − B) p as t → s + does exist. Furthermore, if A is invertible then A[I] is invertible. We finally agree that if A is singular then tr log A = −∞ and tr
The main result of this section is the following.
The proof of this theorem relies on the following lemma.
Lemma 4 For any
n for every integer n 1, and the equality holds for n = 1.
Proof. Consider the complete directed graph with m nodes. Define a closed walk of length n to be a sequence α = (i 1 , . . . , i n+1 ) of elements of [m] such that i n+1 = i 1 . We say that α is included in I, and we write α ⊂ I, if i 1 , . . . , i n+1 ∈ I. The weight of this walk is |α| :
n is the sum of the weights of all closed walks of length n included in I. By a disjunction of cases, we deduce that
with the convention that all sums are restricted to the walks α of length n. Adding the two first sums in (3.1) yields tr B[I] n . Moreover, adding tr B[I ∩ J] n to the third sum in (3.1) yields tr B[J] n . We conclude that
since the entries of the matrix B are nonnegative. Moreover, when n = 1, the latter sum trivially vanishes. ✷ Proof of Theorem 4. Suppose first that s > ρ(B). We first consider the function tr A[I] p . We have
where
Observe that for p ∈ (−∞, 2], all the coefficients of the latter sum have the same sign (or vanish), and this sign is positive if p ∈ (−∞, 0) ∪ (1, 2) and negative if p ∈ (0, 1 Similarly, since −(1 − x) log(1 − (4.1)
Assume that A ∈ S(H). We first discuss the analog of A[I] when I is a finite subset of N of cardinality l. Let U be an l-dimensional subspace of H. Denote by P (U) ∈ S + (H) the orthogonal projection on U.
Denote by A(U) the restriction of P (U)AP (U) to U. As P x x for x ∈ H the characterization (4.1) yields
In particular, if the spectrum of A lies in a given interval E, so does the spectrum of A(U). 
Denote by U ⊃ U f the set of all closed subspaces of H and the subset of all finite dimensional subspaces, respectively. A function w : U f → R is said to be submodular if w(U)+w(V) w(U+V)+w(U∩V) for all U, V ∈ U f . It is supermodular if −w is submodular, and modular if it is both submodular and supermodular. The following result is an immediate consequence of Theorem 1 and of the previous observations.
Theorem 5 Let f be a real continuous function defined on an interval E of R, and assume that f is the primitive of a function that is operator monotone on the interior of E.
Let H be an infinite dimensional separable Hilbert space space. Then, for every A ∈ S(H) with spectrum in E, the function w : U f → R given by
is supermodular. ✷ A function w : U f → R is extendable to U if the following condition holds for each closed infinite dimensional subspace U ⊂ H. Let U i , i 1 be an increasing sequence of finite dimensional subspaces of U such that ∪ ∞ i=1 U i is dense in U. Then the sequence w(U i ), i 1 converges to a unique value independent of the sequence U i , i 1. We denote this limit by w(U).
In the rest of this section, we discuss the extension of certain submodular and supermodular functions of a subspace U , arising from Theorem 5. Denote by CS + (H) ⊂ S + (H) the closed ideal of positive compact operators. For A ∈ CS + (H), the Hilbert space H has a countable orthonormal basis u 1 , u 2 , . . . such that
We now state some known results about characterizations of eigenvalues of A ∈ S + (H) that we will use here. Consult with [Fri73] . Let X m be the set of all orthonormal system of m vectors X := {x 1 , . . . , The supremum is achieved for X = {u 1 , . . . , u m }. This in particular implies the Ky-Fan inequalities
Let U = span(x 1 , . . . , x m ). Then the eigenvalues of A(X) are the eigenvalues of A(U). The following approximation result is well known and can be straightforwardly deduced from the arguments in [Fri73] .
Lemma 6 Let H be an infinite dimensional separable Hilbert space. Let A ∈ CS + (H) and U be an infinite dimensional closed subspace of H. Assume that U i , i 1 is an increasing sequence of finite dimensional subspaces in U, such that ∪ i 1 U i is dense in U. Then for each j 1, the sequence λ j (A(U i )), i 1, dim U i j is nondecreasing and converges to λ j (A(U)).
Let p > 0. Denote by w p : U f → R the function w p (U) := tr A(U) p for A ∈ S + (H). The interlacing properties of hermitian matrices yield that w p is a nondecreasing function, i.e. w p (U) w p (V) for U ⊂ V. For p > 0 denote by CS +,p (H) the subset of all positive compact operators A on H such that tr
Lemma 7 Let H be an infinite dimensional separable Hilbert space. Assume that p > 0 and A ∈ CS +,p (H). Then the function U → tr A(U) p is extendable from U f to U . Moreover w p is a nondecreasing function.
1 be a sequence of finite dimensional subspaces of U such that ∪ ∞ i=1 U i is dense in U. Assume that dim U i = n i . Then the positivity of A(U i ) and (4.3) imply that 0 λ j (A(U i )) λ j (A(U)) λ j (A), for j = 1, . . . , n i . Consider now, for each i 1, the function
Then, by Lemma 6, the sequence of nonnegative functions ϕ i , i 1 converges monotonically to the function ϕ as i → ∞, and then, the monotone convergence theorem implies that tr A(
Finally, the convoy principle implies that w : U → R is a nondecreasing function. ✷ Lemma 8 Let H be an infinite dimensional separable Hilbert space. Assume that A ∈ CS + (H), and that − tr(A log A) < ∞. Then the functionw : U → − tr(A(U) log A(U)) is extendable from U f to U .
Proof. Let U i , i 1 be as in the proof of Lemma 7, still with n i = dim U i . Observe first that the function −x log x is increasing and nonnegative on [0, e −1 ]. As lim j→∞ λ j (A) = 0, we can find an index such that λ j (A) e −1 for all j . Let us fix such a j. Then, by the convoy principle, we have 0 λ j (A(U i )) λ j (A) e −1 , for all i, and since the sequence λ j (A(U i )), i 1 is nondecreasing, it follows that the sequence −λ j (A(U i )) log λ j (A(U i )), i 1 is nondecreasing and nonnegative. Applying the monotone convergence theorem as in the proof of Lemma 7, we deduce that 0 lim
again with the convention that λ j (U i ) = 0 for j > n i . Since the sum in (4.4) differs from the sum j 1 −λ j (A) log λ j (A) = − tr(A log(A)) < ∞ only by a finite number of terms, we conclude that the sum in (4.4) cannot be equal to ∞. Since for all 0 j <, we also have λ j (A(U i )) → λ j (A(U)) as i → ∞, we finally get
Let H be an infinite dimensional separable Hilbert space. Assume that p > 0 and A ∈ CS +,p (H). Then the function w p : U → R given by w p (U) := tr(A(U)) p is nondecreasing, it is submodular for p ∈ (0, 1), supermodular for p ∈ (1, 2] and modular for p = 1. Furthermore, if A ∈ CS + (H) is such that − tr(A log A) < ∞, and in particular, if A ∈ CS +,p (H) for some p ∈ (0, 1), then the functionw(U) := − tr(A(U) log A(U)), U ∈ U is submodular.
Proof. The results for the function w p (·) follows from Corollary 2 and Lemma 7. The submodularity property for the functionw(·) follows from the same corollary and Lemma 8. Finally, for p ∈ (0, 1), (−x log x)/x p → 0 as x ց 0, and since λ j (A) ց 0 as j ր ∞, the convergence of the series tr A p = j λ j (A) p implies the convergence of the series − tr(A log A) = j −λ j (A) log λ j (A). Hence, − tr(A log(A)) < ∞ holds as soon as A ∈ CS +,p (H) for some p ∈ (0, 1). ✷
CUR approximation of nonnegative definite matrices
Let A ∈ C m×n be of rank r = rank A. Assume that k ∈ [r − 1]. The best rank k approximation of A, denoted as A k , is given by the singular value decomposition, abbreviated here as SVD, [GVL96] . When m and n are very big, e.g. n, m 10 6 , finding A k is not computationally possible, since the complexity of computing A k is O(kmn). A good alternative for A k is the CU R approximation, where C ∈ R m×k , R ∈ C k×n are submatrices of Here U ∈ C k×k is a suitably chosen matrix. The best choice U ⋆ for the Frobenius norm, i.e. arg min U tr((A − CU R)(A − CU R) * ), is given by C † AR † , where B † denotes the Moore-Penrose inverse [FMMN] . Again, for m, n ≫ 1 it is unfeasible to compute U ⋆ . Assume that A[I, J] ∈ C k×k , the submatrix of A based on the rows and columns I, J respectively, is invertible. Then CA[I, J] −1 R has the same I rows and J columns as A. Hence the best choice of I ⋆ , J ⋆ seems to be given by [GTZ97] ✷
We now introduce a simple greedy algorithm for finding an approximation of µ k (A) for A ∈ H m,+ and the corresponding row index I.
Algorithm 11
To analyse this algorithm, assume for the simplicity of argument that det A > 0. Then, we may introduce the submodular function w(I) := tr(log A[I]), and consider, as in the introduction, the maximum ν k (w) of the function w over all subsets J ⊂ [m] of cardinality k, so that ν k (w) = log µ k (A).
Algorithm 11 should be compared with the standard greedy algorithm [NWF78] to approximate the maximum ν k (w), which consists in constructing a sequence of sets ∅ = I 0 ⊂ I 1 ⊂ · · · ⊂ I k ⊂ [m] such that at each step r, I r = I r−1 ∪{i r } where the index i r is chosen to so that w(I r−1 ∪{i r }) = max i∈[m]\I r−1 w(I r−1 ∪{i}). We denote by ν G (w) := w(I k ) the value of the solution I k returned by this greedy algorithm. Algorithm 11 is nothing but an implementation of this greedy algorithm, in which at each step, the augmenting index i r is obtained as a maximal pivot (third line of the algorithm) and the value w(I r ) is obtained incrementally from w(I r−1 ) by one Gaussian elimination step (fifth and seventh lines of the algorithm). In particular, denoting by µ G k (A) the value returned by Algorithm 11, we get ν G k (w) = log µ G k (A). Assume now that w is nondecreasing. Then, it is straightforward to show that if m 2, then det A[J] 1 for each J ⊂ [m], so that w is nonnegative. Then, the result of [NWF78] can be applied to w, showing that the greedy algorithm has an approximation factor 1 − e −1 , i.e., ν G k (w) (1 − e −1 )ν k (w). It follows that the set I returned by Algorithm 11 satisfies
Therefore, we arrive at the following estimate of the CUR approximation error of the greedy algorithm.
Proposition 12 Let m 2, and let A ∈ H m,+ be such that w(I) := tr log A[I] is nondecreasing. Then, the subset I returned by Algorithm 11 satisfies:
Proof. Combine Inequality (5.4) with Inequality (5.2). ✷
We now give a simple condition for w to be a nondecreasing function. 
Lemma 13 Let

✷
We conclude this section with an upper estimate of the CU R approximation error of A ∈ H m,+ using Algorithm 11. This estimate relies on the Hadamard determinant inequality and remains valid even when w is not nondecreasing. Remark 21 A different submodularity inequality involving spectral functions appeared in [BGS08] , with an application to an experiment design problem. It is shown there that for all nonnegative definite hermitian matrices A, B, C, and for all 0 p 1, tr(A + B + C) p + tr C p tr(A + C) p + tr(B + C) p .
