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a b s t r a c t
In this paper, we study some properties of A-monotone operator in Banach space, give
the notion of proximal mapping associated with the A-monotone operator and show
its Lipschitz continuity. We also consider a new system of generalized nonlinear quasi-
variational-like inclusions with A-monotone operators in Banach spaces and constructed a
new iterative algorithm for solving the system of generalized nonlinear quasi-variational-
like inclusions in Banach spaces. Under suitable assumptions, we prove the convergence of
the iterative sequences generated by the algorithm.
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1. Introduction
Variational inequalities and variational inclusions are among themost interesting and importantmathematical problems
and have been studied intensively in the past years since they have wide applications in the optimization and control,
economics and transportation equilibrium, engineering science. For these reasons, many existence result and iterative
algorithms for various variational inclusion have been studied. For details, we refer the reader to [1–10] and the references
therein.
Recently, Ding and Xia [11] introduced a new notion of J-proximal mapping for a nonconvex lower semicontinuous
subdifferentiable proper functional, and used it to study a class of completely generalized quasi-variational inequality in
Banach spaces. Xia and Huang [12] introduced a new notion of general H-monotone operator, and used it to study a class of
variational inclusions involving the general H-monotone operator in Banach spaces. Verma [5] introduced a new notion of
A-monotone operator in Banach spaces, and studied some properties of A-monotone operator in Hilbert spaces.
Motivated and inspired by the research work going on this field, in this paper, we prove some properties of A-monotone
operator in Banach spaces, give the notion of proximal mapping associated with the A-monotone operator and show its
Lipschitz continuity. We also consider a new system of generalized nonlinear quasi-variational-like inclusions with A-
monotone operators in Banach spaces and constructed a new iterative algorithm for solving the system of generalized
nonlinear quasi-variational-like inclusions in Banach spaces. Under suitable assumptions, we prove the convergence of the
iterative sequences generated by the algorithm. The results presented in this paper improve and extend some known results
in the literature.
2. Preliminaries
Let B be a real Banach space with the topological dual space B∗, and 〈u, v〉 be the pair between u ∈ B∗ and v ∈ B. Let 2B∗
denote the family of all subsets of B∗. CB(B) denote the family of all the nonempty closed and bounded subsets of B. H(·, ·)
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be the Hausdorff metric on CB(B) defined by
H(A,D) = max{sup
x∈A
d(x,D), sup
y∈D
d(A, y)}, ∀A,D ∈ CB(B).
Definition 2.1 ([12,10]). Let A : B→ B∗ and g : B→ B be two single-valued mappings. We say that
(i) A is monotone if,
〈A(x)− A(y), x− y〉 ≥ 0, ∀x, y ∈ B,
(ii) A is strictly monotone if A is monotone and 〈A(x)− A(y), x− y〉 = 0 if and only if x = y,
(iii) A is α-strongly monotone with constant α > 0 if, for any x, y ∈ B,
〈A(x)− A(y), x− y〉 ≥ α‖x− y‖2,
(iv) A is β-Lipschitz continuous with constant β > 0 if, for any x, y ∈ B,
‖A(x)− A(y)‖ ≤ β‖x− y‖,
(v) g is said to be (α, ξ)-relaxed cocoercive if there exist j(x− y) ∈ J(x− y) and α, ξ > 0 such that, for any x, y ∈ B,
〈j(x− y), g(x)− g(y)〉 ≥ −α‖g(x)− g(y)‖2 + ξ‖x− y‖2,
where J : B→ 2B∗ is the normalized duality mapping defined by
J(x) = {f ∈ B∗ : 〈f , x〉 = ‖f ‖ · ‖x‖, ‖f ‖ = ‖x‖}, ∀x ∈ B.
Definition 2.2 ([12]). Let B be a Banach space with the dual space B∗, and T : B→ 2B∗ be a multi-valued mapping. T is said
to be
(i) monotone if, for any x, y ∈ B, u ∈ T (x), and v ∈ T (y),
〈u− v, x− y〉 ≥ 0,
(ii) maximal monotone if, for any x ∈ B, u ∈ T (x),
〈u− v, x− y〉 ≥ 0 implies that v ∈ T (y),
(iii) λ-strongly monotone with constant λ > 0 if, for any x, y ∈ B, u ∈ T (x), v ∈ T (y),
〈u− v, x− y〉 ≥ λ‖x− y‖2.
Definition 2.3. Let B be a Banach space with the dual space B∗, then the multi-valued mapping T : B → 2B∗ is said to be
m-relaxed monotone if there exists a constantm > 0 such that, for any x, y ∈ B, u ∈ T (x), v ∈ T (y),
〈u− v, x− y〉 ≥ −m‖x− y‖2.
Remark 2.1. If B is a Hilbert space, then Definition 2.3 reduces to the definition ofm-relaxed monotone in [4].
3. A-monotone operator
In this section, we prove some properties of A-monotone operator in Banach spaces, give the notion of proximalmapping
associated with the A-monotone operator and show its Lipschitz continuity.
Definition 3.1 ([5]). Let B be a reflexive Banach space with the dual space B∗, A : B→ B∗ be a single-valued mapping, and
M : B→ 2B∗ be a multi-valued mapping.M is said to be A-monotone ifM is m-relaxed monotone and A+ λM is maximal
monotone for λ > 0.
Alternative Definition. Let B be a reflexive Banach space with the dual space B∗, A : B → B∗ be a single-valued mapping,
andM : B→ 2B∗ be amulti-valuedmapping.M is said to be A-monotone ifM ism-relaxedmonotone and (A+λM)(B) = B∗
holds for every λ > 0.
Theorem 3.1. Let A : B → B∗ be a r-strongly monotone mapping and M : B → 2B∗ be a A-monotone mapping with m < r.
Then, for any λ > 0, (A+ λM)−1 is a single-valued mapping.
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Proof. For any given x∗ ∈ B∗, let x, y ∈ (A+ λM)−1(x∗). It follows that 1
λ
(−A(x)+ x∗) ∈ M(x) and 1
λ
(−A(y)+ x∗) ∈ M(y).
SinceM ism-relaxed monotone and A is r-strongly monotone, it implies that
−m‖x− y‖2 ≤ 1
λ
〈(−A(x)+ x∗)− (−A(y)+ x∗), x− y〉
= −1
λ
〈A(x)− A(y), x− y〉 ≤ −r‖x− y‖2.
This implies that x = y. Thus (A+ λM)−1 is a single-valued mapping. 
Remark 3.1. If B is a Hilbert space, then Theorem 3.1 reduces to Proposition 2.2 in [4].
By Theorem 3.1, we can define the following proximal mapping RA,λM .
Definition 3.2. Suppose that B is a reflexive Banach space with the dual space B∗. Let A : B→ B∗ be a r-strongly monotone
mapping andM : B→ 2B∗ be a A-monotone mapping. A proximal mapping RA,λM is defined by
RA,λM (x
∗) = (A+ λM)−1(x∗), ∀x∗ ∈ B∗, (3.1)
where λ > 0 is a constant.
Remark 3.2. If B is a Hilbert space, then the proximal mapping RA,λM reduces to the resolvent operator J
M
λ,A in [4].
Theorem 3.2. Suppose B is a reflexive Banach space with the dual space B∗. Let A : B→ B∗ be a r-strongly monotone mapping,
and M : B → 2B∗ be a A-monotone mapping, then the proximal mapping RA,λM : B∗ → B is Lipschitz continuous with constant
1
r−λm , i.e.,
‖RA,λM (x∗)− RA,λM (y∗)‖ ≤
1
r − λm‖x
∗ − y∗‖, ∀x∗, y∗ ∈ B∗,
where λ ∈ (0, rm ) is a constant.
Proof. Let x∗ and y∗ be any given points in B∗. It follows from (3.1) that
RA,λM (x
∗) = (A+ λM)−1(x∗), RA,λM (y∗) = (A+ λM)−1(y∗)
and so
1
λ
(x∗ − A(RA,λM (x∗))) ∈ M(RA,λM (x∗)),
1
λ
(y∗ − A(RA,λM (y∗))) ∈ M(RA,λM (y∗)).
SinceM ism-relaxed monotone, we get
−m‖RA,λM (x∗)− RA,λM (y∗)‖2 ≤
1
λ
〈x∗ − A(RA,λM (x∗))− (y∗ − A(RA,λM (y∗))), RA,λM (x∗)− RA,λM (y∗)〉
= 1
λ
〈x∗ − y∗ − (A(RA,λM (x∗))− A(RA,λM (y∗))), RA,λM (x∗)− RA,λM (y∗)〉.
It follows that
‖x∗ − y∗‖‖RA,λM (x∗)− RA,λM (y∗)‖ ≥ 〈x∗ − y∗, RA,λM (x∗)− RA,λM (y∗)〉
≥ 〈A(RA,λM (x∗))− A(RA,λM (y∗)), RA,λM (x∗)− RA,λM (y∗)〉 − λm‖RA,λM (x∗)− RA,λM (y∗)‖2.
Therefore,
‖RA,λM (x∗)− RA,λM (y∗)‖ ≤
1
r − λm‖x
∗ − y∗‖, ∀x∗, y∗ ∈ B∗.
This completes the proof. 
Remark 3.3. Ifm = 0, then A-monotone operator reduces to the general H-monotone operator in [12], hence Theorem 3.2
extends Theorem 3.2 of [12]. If B is a Hilbert space, then Theorem 3.2 reduces to Lemma 3.1 in [4].
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4. A new system of generalized nonlinear quasi-variational-like inclusions and iterative algorithm
Let B1, B2 be reflexive Banach spaces, and B∗1, B
∗
2 be the dual space of B1, B2, respectively. For i = 1, 2, let Fi : B1×B2 → B∗i ,
Ai : Bi → B∗i and gi : Bi → Bi be single-valued mappings. let S : B1 → CB(B1), T : B2 → CB(B2) be multi-valued mappings,
letM : B1× B1 → 2B∗1 be a multi-valued mapping such that for each x ∈ B1,M(·, x) is A1-monotone, and N : B2× B2 → 2B∗2
be a multi-valued mapping such that for each y ∈ B2, N(·, y) is A2-monotone. Assume that g1(B1)⋂ domain(M(·, x)) 6= ∅
for each x ∈ B1, and g2(B2)⋂ domain(N(·, y)) 6= ∅ for each y ∈ B2. Then we consider the following system of generalized
nonlinear quasi-variational-like inclusions:
Find (x, y) ∈ B1 × B2, u ∈ S(x), v ∈ T (y) such that,{
0 ∈ F1(u, v)+M(g1(x), x)
0 ∈ F2(u, v)+ N(g2(y), y). (4.1)
Below are some special cases of problem (4.1).
(1) if B1, B2 are Hilbert spaces, S and T are identity mappings, for each (x, y) ∈ B1 × B2, M(g1(x), x) = M(x) and
N(g2(y), y) = N(y), then problem (4.1) reduces to the following problem considered in [6]:{
0 ∈ F1(x, y)+M(x)
0 ∈ F2(x, y)+ N(y).
(2) if B1 = B2, x = y, S = T is an identity mapping, g1 = g2, F1(·, ·) = F2(·, ·) = F1(·), for each (x, y) ∈ B1 × B2,
M(g1(x), x) = N(g2(y), y) = M(g1(x)) is general H-monotone, then problem (4.1) reduces to the following variational
problem considered in [12]:
0 ∈ F1(x)+M(g1(x)).
For a suitable choice of themappings g1, g2, F1, F2,M,N, S, T and the spaces B1, B2, a number of known systems of quasi-
variational inequalities, systems of variational inequalities, systems of quasi-variational inclusions and variational inclusions
can be obtained as special cases of the generalized nonlinear implicit quasi-variational inclusion problem (4.1). We would
like to mention that the problem of finding zero of the sum of two maximal monotone operators is also a special case of
problem (4.1). Furthermore, these types of variational inclusion enable us to study many important problems arising in
mathematical, physical, and engineering science in a general and unified framework.
The following lemma which will be used in this sequel, is an immediate consequence of the definition of RA,λM .
Lemma 4.1. (x, y) ∈ B1 × B2, u ∈ S(x), v ∈ T (y) is a solution of problem (4.1) if and only if{
g1(x) = RA1,λM(·,x)(A1 ◦ g1(x)− λF1(u, v)),
g2(y) = RA2,ρN(·,y)(A2 ◦ g2(y)− ρF2(u, v))
(4.2)
where u ∈ S(x), v ∈ T (y), RA1,λM(·,x) = (A1 + λM(·, x))−1, RA2,ρN(·,y) = (A2 + ρN(·, y))−1, and λ > 0, ρ > 0 be constants.
Using Lemma 4.1 and Nadler’s technique [13], we develop an iterative algorithm for finding the approximate solution of
problem (4.1) as follows.
Algorithm 4.1. Let Fi : B1 × B2 → B∗i , gi : Bi → Bi for i = 1, 2 and S : B1 → CB(B1), T : B2 → CB(B2) be such that for each
(x, y) ∈ B1 × B2, Q1(x, y) ⊆ g1(B1) and Q2(x, y) ⊆ g2(B2), where Q1 : B1 × B2 → 2B1 , Q2 : B1 × B2 → 2B2 be multi-valued
mappings defined by
Q1(x, y) =
⋃
u∈S(x)
⋃
v∈T (y)
RA1,λM(·,x)(A1 ◦ g1(x)− λF1(u, v)),
Q2(x, y) =
⋃
u∈S(x)
⋃
v∈T (y)
RA2,ρN(·,y)(A2 ◦ g2(y)− ρF2(u, v)),
(4.3)
whereM : B1 × B1 → 2B∗1 , N : B2 × B2 → 2B∗2 be multi-valued mappings such that for each x ∈ B1,M(·, x) is A1-monotone,
and for each y ∈ B2, N(·, y) is A2-monotone.
For given (x0, y0) ∈ B1 × B2, u0 ∈ S(x0), v0 ∈ T (y0), let
a0 = RA1,λM(·,x0)(A1 ◦ g1(x0)− λF1(u0, v0)) ∈ Q1(x0, y0) ⊆ g1(B1),
b0 = RA2,ρN(·,y0)(A2 ◦ g2(y0)− ρF2(u0, v0)) ∈ Q2(x0, y0) ⊆ g2(B2).
Hence there exists x1 ∈ B1 such that a0 = g1(x1) and y1 ∈ B2 such that b0 = g2(y1). Since u0 ∈ S(x0) ⊆ CB(B1) and
v0 ∈ T (y0) ⊆ CB(B2), then by Nadler [13], there exist u1 ∈ S(x1) and v1 ∈ T (y1) such that
‖u1 − u0‖ ≤ (1+ 1)H(S(x1), S(x0)),
‖v1 − v0‖ ≤ (1+ 1)H(T (y1), T (y0)).
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Let
a1 = RA1,λM(·,x1)(A1 ◦ g1(x1)− λF1(u1, v1)) ∈ Q1(x1, y1) ⊆ g1(B1),
b1 = RA2,ρN(·,y1)(A2 ◦ g2(y1)− ρF2(u1, v1)) ∈ Q2(x1, y1) ⊆ g2(B2).
Hence there exists x2 ∈ B1 such that a1 = g1(x2) and y2 ∈ B2 such that b1 = g2(y2). By induction, we can define iterative
sequences {xn}, {yn}, {un}, {vn} as follow:
g1(xn+1) = RA1,λM(·,xn)(A1 ◦ g1(xn)− λF1(un, vn)),
g2(yn+1) = RA2,ρN(·,yn)(A2 ◦ g2(yn)− ρF2(un, vn)),
un ∈ S(xn), ‖un+1 − un‖ ≤
(
1+ 1
n+ 1
)
H(S(xn+1), S(xn)),
vn ∈ T (yn), ‖vn+1 − vn‖ ≤
(
1+ 1
n+ 1
)
H(T (yn+1), T (yn)),
where n = 0, 1, 2, . . ., and λ > 0, ρ > 0 are constants.
5. Convergence analysis
First, we define the following concepts.
Definition 5.1. Let S : B1 → CB(B1), T : B2 → CB(B2) be two multi-valued mappings. A single-valued mapping
F : B1 × B2 → B∗1 is said to be
(i) ξ1-Lipschitz continuous in the first argument with respect to S, if there exists a constant ξ1 > 0 such that
‖F(u1, ·)− F(u2, ·)‖ ≤ ξ1‖u1 − u2‖, ∀u1 ∈ S(x1), u2 ∈ S(x2), and x1, x2 ∈ B1.
(ii) ξ2-Lipschitz continuous in the second argument with respect to T , if there exists a constant ξ2 > 0 such that
‖F(·, v1)− F(·, v2)‖ ≤ ξ2‖v1 − v2‖, ∀v1 ∈ T (y1), v2 ∈ T (y2), and y1, y2 ∈ B2.
Definition 5.2. Let S : B1 → CB(B1), T : B2 → CB(B2) be two multi-valued mappings. A single-valued mapping
G : B1 × B2 → B∗2 is said to be
(i) µ1-Lipschitz continuous in the first argument with respect to S, if there exists a constant µ1 > 0 such that
‖G(u1, ·)− G(u2, ·)‖ ≤ µ1‖u1 − u2‖, ∀u1 ∈ S(x1), u2 ∈ S(x2), and x1, x2 ∈ B1.
(ii) µ2-Lipschitz continuous in the second argument with respect to T , if there exists a constant µ2 > 0 such that
‖G(·, v1)− G(·, v2)‖ ≤ µ2‖v1 − v2‖, ∀v1 ∈ T (y1), v2 ∈ T (y2), and y1, y2 ∈ B2.
Definition 5.3. Let B be a real Banach space with the dual space B∗, A : B→ CB(B) be a multi-valued mapping. A is said to
be t-H-Lipschitz continuous, if there exists a constant t > 0 such that
H(A(x), A(y)) ≤ t‖x− y‖, ∀x, y ∈ B.
Lemma 5.1 ([14]). Let B be a real Banach space and J : B→ 2B∗ be the normalized duality mapping. Then for any x, y ∈ B,
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, j(x+ y)〉, ∀j(x+ y) ∈ J(x+ y).
Theorem 5.1. Let B1, B2 be reflexive Banach spaces, and B∗1 , B
∗
2 be the dual space of B1, B2, respectively. Let S : B1 → CB(B1)
and T : B2 → CB(B2) be t1-H-Lipschitz continuous and t2-H-Lipschitz continuous respectively. For i = 1, 2, let gi : Bi → Bi be
(di, ei)-relaxed cocoercive, let Ai : Bi → B∗i be ri-strongly monotone and Ai ◦ gi be δi-Lipschitz continuous. Let F1 : B1× B2 → B∗1
be s1-Lipschitz continuous in the first argument with respect to S and ξ1-Lipschitz continuous in the second argument with respect
to T . Let F2 : B1 × B2 → B∗2 be s2-Lipschitz continuous in the first argument with respect to S and ξ2-Lipschitz continuous in
the second argument with respect to T . Let M : B1 × B1 → 2B∗1 be a multi-valued mapping such that for each x ∈ B1, M(·, x)
is A1-monotone, and let N : B2 × B2 → 2B∗2 be a multi-valued mapping such that for each y ∈ B2, N(·, y) is A2-monotone, and
for each (x, y) ∈ B1 × B2, let Q1(x, y) ⊆ g1(B1), Q2(x, y) ⊆ g2(B2), where Q1, Q2 are defined by (4.3). Suppose that there exist
constants µ1, µ2 > 0 such that{
‖RA1,λM(·,x1)(z)− R
A1,λ
M(·,x2)(z)‖ ≤ µ1‖x1 − x2‖, ∀x1, x2 ∈ B1, z ∈ B∗1,
‖RA2,ρN(·,y1)(z ′)− R
A2,ρ
N(·,y2)(z
′)‖ ≤ µ2‖y1 − y2‖, ∀y1, y2 ∈ B2, z ′ ∈ B∗2
(5.1)
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and for 0 < λ < r1m1 , 0 < ρ <
r2
m2
,
0 <
√
1+ 2d1
2e1 + 3
[
1
r1 − λm1 (δ1 + λs1t1 + µ1)
]
+
√
1+ 2d2
2e2 + 3
1
r2 − ρm2 ρs2t1 < 1,
0 <
√
1+ 2d2
2e2 + 3
[
1
r2 − ρm2 (δ2 + ρξ2t2 + µ2)
]
+
√
1+ 2d1
2e1 + 3
1
r1 − λm1 λξ1t2 < 1.
(5.2)
Then the iterative sequences {xn}, {yn}, {un} and {vn} generated by Algorithm 4.1, converge strongly to x, y, u and v, respectively,
and (x, y, u, v) is a solution of problem (4.1).
Proof. Since gi is (di, ei)-relaxed cocoercive, for i = 1, 2, by using Lemma 5.1, we have the following estimate:
‖xn+1 − xn‖2 = ‖g1(xn+1)− g1(xn)+ xn+1 − xn − (g1(xn+1)− g1(xn))‖2
≤ ‖g1(xn+1)− g1(xn)‖2 − 2〈g1(xn+1)− g1(xn)− xn+1 + xn, j(xn+1 − xn)〉
≤ (1+ 2d1)‖g1(xn+1)− g1(xn)‖2 − (2+ 2e1)‖xn+1 − xn‖2,
and
‖yn+1 − yn‖2 = ‖g2(yn+1)− g2(yn)+ yn+1 − yn − (g2(yn+1)− g2(yn))‖2
≤ ‖g2(yn+1)− g2(yn)‖2 − 2〈g2(yn+1)− g2(yn)− yn+1 + yn, j(yn+1 − yn)〉
≤ (1+ 2d2)‖g2(yn+1)− g2(yn)‖2 − (2+ 2e2)‖yn+1 − yn‖2,
which implies that
‖xn+1 − xn‖ ≤
√
1+ 2d1
2e1 + 3 ‖g1(xn+1)− g1(xn)‖,
‖yn+1 − yn‖ ≤
√
1+ 2d2
2e2 + 3 ‖g2(yn+1)− g2(yn)‖.
(5.3)
Now by using Theorem 3.2, (5.1) and Algorithm 4.1, we have
‖g1(xn+1)− g1(xn)‖
= ‖RA1,λM(·,xn)(A1 ◦ g1(xn)− λF1(un, vn))− RA1,λM(·,xn−1)(A1 ◦ g1(xn−1)− λF1(un−1, vn−1))‖
≤ ‖RA1,λM(·,xn)(A1 ◦ g1(xn)− λF1(un, vn))− RA1,λM(·,xn)(A1 ◦ g1(xn−1)− λF1(un−1, vn−1))‖
+‖RA1,λM(·,xn)(A1 ◦ g1(xn−1)− λF1(un−1, vn−1))− RA1,λM(·,xn−1)(A1 ◦ g1(xn−1)− λF1(un−1, vn−1))‖
≤ 1
r1 − λm1 ‖A1 ◦ g1(xn)− λF1(un, vn)− (A1 ◦ g1(xn−1)− λF1(un−1, vn−1))‖ + µ1‖xn − xn−1‖, (5.4)
‖g2(yn+1)− g2(yn)‖
= ‖RA2,ρN(·,yn)(A2 ◦ g2(yn)− ρF2(un, vn))− RA2,ρN(·,yn−1)(A2 ◦ g2(yn−1)− ρF2(un−1, vn−1))‖
≤ ‖RA2,ρN(·,yn)(A2 ◦ g2(yn)− ρF2(un, vn))− RA2,ρN(·,yn)(A2 ◦ g2(yn−1)− ρF2(un−1, vn−1))‖
+‖RA2,ρN(·,yn)(A2 ◦ g2(yn−1)− ρF2(un−1, vn−1))− RA2,ρN(·,yn−1)(A2 ◦ g2(yn−1)− ρF2(un−1, vn−1))‖
≤ 1
r2 − ρm2 ‖A2 ◦ g2(yn)− ρF2(un, vn)− (A2 ◦ g2(yn−1)− ρF2(un−1, vn−1))‖ + µ2‖yn − yn−1‖. (5.5)
By the Lipschitz continuity of Ai ◦ gi, we have{‖A1 ◦ g1(xn)− A1 ◦ g1(xn−1)‖ ≤ δ1‖xn − xn−1‖,
‖A2 ◦ g2(yn)− A2 ◦ g2(yn−1)‖ ≤ δ2‖yn − yn−1‖. (5.6)
By the Lipschitz continuity of Fi(·, ·), i = 1, 2, in both arguments, Algorithm 4.1, Lipschitz continuity of S and T , we have
‖F1(un, vn)− F1(un, vn−1)+ F1(un, vn−1)− F1(un−1, vn−1)‖
≤ ‖F1(un, vn)− F1(un, vn−1)‖ + ‖F1(un, vn−1)− F1(un−1, vn−1)‖
≤ ξ1‖vn − vn−1‖ + s1‖un − un−1‖
≤ ξ1t2
(
1+ 1
n
)
‖yn − yn−1‖ + s1t1
(
1+ 1
n
)
‖xn − xn−1‖, (5.7)
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‖F2(un, vn)− F2(un, vn−1)+ F2(un, vn−1)− F2(un−1, vn−1)‖
≤ ‖F2(un, vn)− F2(un, vn−1)‖ + ‖F2(un, vn−1)− F2(un−1, vn−1)‖
≤ ξ2‖vn − vn−1‖ + s2‖un − un−1‖
≤ ξ2t2
(
1+ 1
n
)
‖yn − yn−1‖ + s2t1
(
1+ 1
n
)
‖xn − xn−1‖. (5.8)
By (5.4)–(5.8), we have
‖g1(xn+1)− g1(xn)‖ ≤
[
1
r1 − λm1
(
δ1 + λs1t1
(
1+ 1
n
))
+ µ1
]
‖xn − xn−1‖
+ 1
r1 − λm1 λξ1t2
(
1+ 1
n
)
‖yn − yn−1‖, (5.9)
‖g2(yn+1)− g2(yn)‖ ≤
[
1
r2 − ρm2
(
δ2 + ρξ2t2
(
1+ 1
n
))
+ µ2
]
‖yn − yn−1‖
+ 1
r2 − ρm2 ρs2t1
(
1+ 1
n
)
‖xn − xn−1‖. (5.10)
It follows that
‖xn+1 − xn‖ ≤
√
1+ 2d1
2e1 + 3
{[
1
r1 − λm1
(
δ1 + λs1t1
(
1+ 1
n
))
+ µ1
]
‖xn − xn−1‖
+ 1
r1 − λm1 λξ1t2
(
1+ 1
n
)
‖yn − yn−1‖
}
, (5.11)
‖yn+1 − yn‖ ≤
√
1+ 2d2
2e2 + 3
{[
1
r2 − ρm2
(
δ2 + ρξ2t2
(
1+ 1
n
))
+ µ2
]
‖yn − yn−1‖
+ 1
r2 − ρm2 ρs2t1
(
1+ 1
n
)
‖xn − xn−1‖
}
. (5.12)
From (5.11) and (5.12), we get
‖xn+1 − xn‖ + ‖yn+1 − yn‖
≤
{√
1+ 2d1
2e1 + 3
[
1
r1 − λm1
(
δ1 + λs1t1
(
1+ 1
n
))
+ µ1
]
+
√
1+ 2d2
2e2 + 3
1
r2 − ρm2 ρs2t1
(
1+ 1
n
)}
‖xn − xn−1‖
+
{√
1+ 2d2
2e2 + 3
[
1
r2 − ρm2
(
δ2 + ρξ2t2
(
1+ 1
n
))
+ µ2
]
+
√
1+ 2d1
2e1 + 3
1
r1 − λm1 λξ1t2
(
1+ 1
n
)}
‖yn − yn−1‖
≤ θn(‖xn − xn−1‖ + ‖yn − yn−1‖), (5.13)
where
θn = max
{√
1+ 2d1
2e1 + 3
[
1
r1 − λm1
(
δ1 + λs1t1
(
1+ 1
n
))
+ µ1
]
+
√
1+ 2d2
2e2 + 3
1
r2 − ρm2 ρs2t1
(
1+ 1
n
)
,√
1+ 2d2
2e2 + 3
[
1
r2 − ρm2
(
δ2 + ρξ2t2
(
1+ 1
n
))
+ µ2
]
+
√
1+ 2d1
2e1 + 3
1
r1 − λm1 λξ1t2
(
1+ 1
n
)}
.
Letting n→∞, we obtain θn → θ , where
θ = max
{√
1+ 2d1
2e1 + 3
[
1
r1 − λm1 (δ1 + λs1t1 + µ1)
]
+
√
1+ 2d2
2e2 + 3
1
r2 − ρm2 ρs2t1,√
1+ 2d2
2e2 + 3
[
1
r2 − ρm2 (δ2 + ρξ2t2 + µ2)
]
+
√
1+ 2d1
2e1 + 3
1
r1 − λm1 λξ1t2
}
.
Define ‖ · ‖1 on B = B1 × B2 by
‖(x, y)‖ = ‖x‖ + ‖y‖, ∀(x, y) ∈ B.
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It is easy to see that (B, ‖ · ‖1) is a Banach space. Define zn+1 = (xn+1, yn+1). Then, we have
‖zn+1 − zn‖ = ‖xn+1 − xn‖ + ‖yn+1 − yn‖. (5.14)
From the condition (5.2), we know that 0 < θ < 1, and hence there exist an n0 > 0 and θ0 ∈ (0, 1) such that θn ≤ θ0 for all
n ≥ n0. Therefore by (5.13) and (5.14), we have
‖zn+1 − zn‖ ≤ θ0‖zn − zn−1‖, ∀n ≥ n0. (5.15)
It follows from (5.15) that
‖zn+1 − zn‖ ≤ θn−n00 ‖zn0+1 − zn0‖. (5.16)
Hence, for anym ≥ n ≥ n0, it follows that
‖xm − xn‖ ≤ ‖zm − zn‖ ≤
m−1∑
i=n
‖zi+1 − zi‖
≤
m−1∑
i=n
θ
i−n0
0 ‖zn0+1 − zn0‖. (5.17)
Since 0 < θ0 < 1, it follows from (5.17) that ‖xm − xn‖ → 0 as n→∞, and hence {xn} is a Cauchy sequence in B1. By the
same argument, we also have that {yn} is a Cauchy sequence in B2. Thus, there exist x ∈ B1, and y ∈ B2 such that xn → x,
yn → y as n→∞.
Now we prove that un → u ∈ S(x) and vn → v ∈ T (y). In fact, it follows from the Lipschitz continuity of S and T and
Algorithm 4.1 that,
‖un − un−1‖ ≤ t1
(
1+ 1
n
)
‖xn − xn−1‖,
‖vn − vn−1‖ ≤ t2
(
1+ 1
n
)
‖yn − yn−1‖.
(5.18)
From (5.18), we know that {un}, {vn} are also Cauchy sequences. Therefore, there exist u ∈ S(x) and v ∈ T (y) such that
un → u, vn → v as n→∞. Further,
d(u, S(x)) ≤ ‖u− un‖ + d(un, S(x))
≤ ‖u− un‖ + H(S(xn), S(x))
≤ ‖u− un‖ + t1‖xn − x‖ → 0 (n→∞).
Since S(x) is closed, we have u ∈ S(x). Similarly, we have v ∈ T (y).
Finally, we define
z1 = RA1,λM(·,x)(A1 ◦ g1(x)− λF1(u, v)),
z2 = RA2,ρN(·,y)(A2 ◦ g2(y)− λF2(u, v)).
Now, we estimate that
‖g1(xn+1)− z1‖ ≤ 1r1 − λm1 ‖A1 ◦ g1(xn)− A1 ◦ g1(x)− λ[F1(un, vn)− F1(u, v)]‖ + µ1‖xn − x‖
≤ 1
r1 − λm1 [δ1‖xn − x‖ + λξ1‖vn − v‖ + λs1‖un − u‖] + µ1‖xn − x‖→ 0, as n→∞.
‖g2(yn+1)− z2‖ ≤ 1r2 − ρm2 ‖A2 ◦ g2(yn)− A2 ◦ g2(y)− ρ[F2(un, vn)− F2(u, v)]‖ + µ2‖yn − y‖
≤ 1
r2 − ρm2 [δ2‖yn − y‖ + ρξ2‖vn − v‖ + ρs2‖un − u‖] + µ2‖yn − ‖→ 0, as n→∞.
Thus
g1(x) = z1 = RA1,λM(·,x)(A1 ◦ g1(x)− λF1(u, v)),
g2(y) = z2 = RA2,ρN(·,y)(A2 ◦ g2(y)− ρF2(u, v)).
By Lemma 4.1, it follows that (x, y, u, v) is a solution of problem (4.1), and this completes the proof. 
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