ABSTRACT
INTRODUCTION
Given a large set of potential features, such as the set of all geneexpression values from a microarray, it is necessary to find a small subset with which to classify. The problem is statistically inherent in classification because typically the true error of a designed classifier will fall with use of more features and, after some optimal number of features for a given sample size, begin to rise, this being called the peaking phenomenon (Hughes, 1968; Kanal and Chandrasekaran, 1971; Jain and Chandrasekaran, 1982; Hua et al., 2005a,b) . For small samples the optimal number can be very small, whereby "sample" we refer to the set of data points, each data point corresponding to a microarray. Empirical studies show that the rise may * to whom correspondence should be addressed be gradual; nonetheless, accuracy is lost by using too many features. Moreover, there are important cases in which the rise is dramatic. The task of finding an optimal feature set is inherently combinatoric. According to a classical theorem, to be assured of finding the optimal feature set of a given size, all feature subsets of that size must be checked unless there is distributional knowledge that mitigates the search requirement, a mitigating condition not occurring in practice (Cover and Van Campenhout, 1977) .
There are various methods of choosing feature sets, each having advantages and disadvantages. The typical intent is to choose a set of variables that provides good classification. When there is a large number of potential random variables for classification, feature selection is problematic and the best method to use depends on the circumstances. Evaluation of methods is generally comparative and based on simulations (Jain and Zongker, 1997; Kudo and Sklansky, 2000) . When used, a feature-selection algorithm is part of the classification rule. Feature selection yields classifier constraint, not a reduction in the dimensionality of the feature space relative to design. For instance, if there are D features altogether from which to choose and we have decided to use k of them to form a classifier, then all D features are available to form the classifier, but the classifier is limited to a function of k variables.
To carry out an informative simulation for small-sample classification, one would draw small samples from two class-conditional distributions, apply a feature selection algorithm to find good feature sets of a given size for each sample, estimate the errors of the chosen feature sets by using independent test data, and then average the resulting errors. Feature-selection algorithms could then be compared relative to the average errors and conclusions could be drawn relative to the classification rule and class-conditional distributions employed. Furthermore, if the optimal feature set of the given size were known, say from the model or from an exhaustive search, then one could compare the average-error performance of a feature-selection algorithm to the error of the optimal feature set, relative to the sample size and the class-conditional distributions.
There are strong impediments to evaluating feature-selection algorithms using real data when data are severely limited, a common situation in genomic classification, where one is often limited to a sample from a small number of tissues. The difficulty is compound. First, there are no class-conditional distributions from which to draw a sample, only a single small labeled sample. Second, there are no test data with which to estimate the feature-set errors, and one must depend on a training-data-based error estimator. Finally, there is no optimal feature set with which to compare the feature sets found by the algorithms, because any reasonable estimate of the optimal feature set depends on having a large sample and, even if one has a large sample, testing all feature sets of even modest sizes is impossible in an ordinary computing environment. Given these impediments, it is understandable why proposed feature-selection methods are generally not convincingly tested on real data. A common approach is simply to apply the method to data from a real sample and then using the training data to estimate the error of the feature set yielded by the algorithm. This may be done for several different data sets, with the results compared to other feature-selection algorithms on the same data sets. In many cases, cross-validation techniques are used for error estimation, and these are extremely unreliable for small samples owing to their high variances (Devroye et al., 1996; Braga-Neto and Dougherty, 2004a) . In particular, cross-validation yields very inaccurate feature-set ranking with small samples, and although bootstrap ( Efron, 1983) and bolstering (Braga-Neto and Dougherty, 2004b) provide substantial improvement, even they are problematic for very small samples (Sima et al., 2005a) . Very small samples are ubiquitous in microarray-based classification studies. For instance, the following sample sizes for cancer studies are indicative of the small samples encountered: Cutaneous Melanoma, 31 (Bittner et al., 2000) ; Leukemia, 37 (Armstrong et al., 2002) ; Acute Leukemia, 38 (Golub et al., 1999); Breast Cancer, 38 (Westet al., 2001) ; Follicular Lymphoma, 24 (Bohen et al., 2003); Ovarian Carcinoma, 44 (Schaner et al., 2003) ; Uveal Melanoma, 20 (Tschentscher et al., 2003) ; Lymphoma, 47 (Li et al., 2001) and Glioma, 25 (Kim et al., 2002) .
The inability to evaluate the performance of feature-selection algorithms on real data means that a host of algorithms have been proposed, based for the most part on heuristic reasoning, and their comparative performances have not been assessed on data sets of interest to genomics -for instance, data arising from different kinds of cancer.
This paper describes a genetic test bed for the evaluation of feature-selection algorithms. Use of the test bed is open to the community with all necessary data and algorithms being available on a website supported by the Translational Genomics Research Institute.
SYSTEMS AND METHODS
The test bed begins with a set F of D potential features and a large labeled (0 or 1) data set S of size N to serve as an empirical distribution (population). This means that S consists of N vectors of length D, where each feature corresponds to a vector component. If we are concerned with feature sets of size k, then there are
. For a given classification rule R, we apply R to each of the C(D, k) feature sets using the data of the empirical distribution S to obtain
To rank the feature sets, we must estimate the classifier errors using the data of S to obtain errors ǫ1, ǫ2, . . . , ǫ C(D,k) corresponding to the feature sets F1, F2, . . . , F C(D,k) , respectively, the error ǫi being the misclassification rate of the classifier fi on the empirical distribution. Since S is large, we can obtain good error estimation, especially using either bolstering or bootstrap (Braga-Neto and Dougherty, 2004a,b) . Bootstrap is much too slow for the exhaustive simulations being performed. Thus, based on the prior studies, we use bolstered or semi-bolstered resubstitution, depending on the classification rule. This accords well with the superior feature-set ranking that has been observed for bolstered error estimators (Sima et al., 2005a) and its superior performance used within featureselection algorithms such as sequential floating forward search (Sima et al., 2005b) .
Following error estimation, we rank the feature sets based on the errors, from lowest to highest error. This list gives the ground-truth ranking of the feature sets of size k for classification rule R and the empirical distribution S. It is important to note that the true ranking of the feature sets depends on the distribution S and that is why we are interested in the misclassification rates on S.
ALGORITHM
To evaluate a feature-selection algorithm A, we draw m samples, S1, S2, . . . , Sm, of size n (much smaller than N ) from S and apply the algorithm to each sample to obtain m feature sets G1, G2, . . . , Gm. Keeping in mind that we are interested in the quality of the feature sets, we apply the classification rule R to each of the m feature sets using the data of the empirical distribution S to obtain m classifiers, g1, g2, . . . , gm, and then use bolstered or semibolstered error estimation to estimate the classifier errors using the data of S to obtain errors e1, e2, . . . , em corresponding the feature sets G1, G2, . . . , Gm respectively. Note that, although the feature set Gj is derived from the (small) sample Sj via some algorithm, its error is evaluated relative to its performance on the empirical distribution because the intent of a feature selection algorithm is to find good population features.
We have emphasized the smallness of the samples mainly because we are interested in the performance of feature-selection algorithms on the small samples so common to genomics, but there is also a statistical reason for being concerned with sample size. If one samples the empirical distribution with replacement, then the samples are independent; however, if one samples without replacement, as we are doing, then the samples must be kept small to mitigate the effects of dependence.
Using the results of feature selection on the m samples, we can employ a number of measures of the effectiveness of a featureselection algorithm. The first two we define are directly related to the error rates. First, we can obtain the average error increase, δ. For the error of the feature set found by the algorithm as compared to the error of the optimal feature set,
where ǫopt(R, A; k) and ej(R, A; n, k) are the errors for the optimal feature set of size k and for the feature set of size k selected by algorithm A based on the sample Sj of size n. Assuming ǫopt(R, A; k) = 0 , a second measure, v, provides the average proportional increase in error of the feature set found by the algorithm compared to the error of the optimal feature set,
If we are interested in feature (gene) discovery, then another statistic of interest besides error comparison might be the average number of features in the optimal feature set also in the feature set found by the algorithm. We denote this average by τ (R, A; n, k).
To apply the test bed for a particular feature-selection algorithm for feature sets of size k and for a particular classification rule, the following steps should be followed
• Download the sample data.
• Download the best feature-set list for feature sets of size k and the classification rule being considered.
• Download and compile the program necessary to compute the error of the classification rule on the sample data (see the download section of the web page).
• Randomly select m (at least 100) samples of size n from the sample data.
• Apply the proposed algorithm to the samples to obtain m feature sets of size k.
• Use the previously compiled program to evaluate the feature sets for the classification rule being considered (see the software section of the web page). The program will: 1. Apply the classification rule using the provided code to obtain the corresponding classifiers.
2. Compute the errors for the classifiers (feature sets) using the full set of sample data.
3. Compute the measures δ, v, and τ using the provided code.
4. Display the resulting error rates and validation measures.
IMPLEMENTATION
The test bed is implemented in practice by choosing a data set of sufficient size to serve as the empirical distribution. An important practical feature of the test bed is that, once a data set is input, a single command creates the entire test bed relative to the data set.
The particular data set we are using for the first version of the test bed comes from a microarray-based classification study that analyzes a large number of microarrays, prepared with RNA from breast tumor samples from each of 295 patients . Using a previously established 70-gene prognosis profile , a prognosis signature based on gene-expression is proposed in ) that correlates well with patient survival data and other existing clinical measures. Of the 295 microarrays, 115 belong to the "good-prognosis" class (label 1) and the remaining 180 belong to the "poor-prognosis" class (label 0). Each data point is a 70-expression vector corresponding to a single microarray, with expression values being log-intensity. For a given classification rule, the test bed provides the user with lists of the top feature sets, along with their errors, for feature sets of size 2, 3, . . . , 7. For each k, the list has been found by checking all 70 k ¡ feature sets. Owing to the extremely large numbers of feature sets for large k, the calculations have been performed on a massively parallel Beowulf cluster using 64 nodes (128 CPUs). For k = 6 and k = 7, run times exceeded 34 and 337 hours, respectively.
Lists are provided for the following classification rules: Linear Discriminant Analysis (LDA), 3-Nearest-Neighbor (3NN), 5-Nearest-Neighbor (5NN) and Decision Trees (CART). Comprehensive descriptions of the rules are given on the companion website, along with the source code for each classification rule. Note that it is necessary to employ the provided source code when applying a classification rule to a selected feature set to be sure that the resulting error is compatible with the feature-set list provided. Regarding error estimation on S, we apply bolstered resubstitution for LDA and CART, and semi-bolstered resubstitution for 3NN and 5NN (Braga-Neto and Dougherty, 2004b) . Bolstering relies on noise injection for error estimation, and to reduce drastically the internal variability of the estimator, we have used 10, 000 points noise injection, except for LDA, where the estimation is analytical and does not need noise injection. Hence, the estimation has negligible internal variance.
There are links to each individual project from the main page. Under the project page the labeled sample data are available as raw/tab delimited formats along with the parameter file (Fig.1) . The best feature-set list for each rule and each k is organized as a table.
Also found under the main page are links to pages that explain file formats, the user roadmap and other relevant information (Fig.1) . In particular, there is a link to the software page that describes the available code, detailed instructions to compiling and running, and a list of input and expected output files. Table 1 shows the errors for the optimal feature sets of sizes 2 to 7, and the estimated internal standard deviation of the bolstered error estimation, based on the injection of 10, 000 noise points. In most of the cases the difference in error between the optimal feature set and the second ranked feature set is more than 10 times the internal standard deviation (results not shown here).
DISCUSSION

Illustration
To illustrate use of the test bed, we consider the performance of the popular sequential floating forward search (SFFS) algorithm (Pudil et al., 1994) . We denote a feature selection algorithm as A class error , where the superscript denotes the classification rule and the subscript the error estimator used for implementation of the SFFS algorithm, e.g. A 3N N LOO and A CART RESU B denote the feature selection process with 3NN classification and leave-one-out (LOO) error estimation, and CART classification and resubstitution (RESUB), respectively. We draw m = 100 samples, each of size n = 35 out of N = 295, and apply a particular algorithm A class error to each of the sample sets S1, S2, . . . , S100 to obtain feature sets G1, G2, . . . , G100 each of size k = 4.
To test the performance of the features selected by A class error for a particular classifier type (not necessarily the one used in the featureselection algorithm), we evaluate the errors e1, e2, . . . , e100 using bolstered or semi-bolstered resubstitution (depending on the classifier type) on the entire set S using the code on the website. For instance, for k = 4 and the LDA classifier, the error found by a comprehensive search (and listed in the top line on the file 4FLDA.txt on the website) is ǫopt = 0.15986 for feature vector [7, 42, 48, 59] . We can now calculate δ, v, and τ by the formulae in Section 3. The code provided on the webpage takes the list of feature sets G1, G2, . . . , G100 (more format details are available on the webpage), and the file with optimal feature sets as an input to generate the measures δ, v, and τ . The program calculates the errors for G1, G2, . . . , G100 using the same functions used to do the comprehensive search. This removes potential disparities being created by different implementations of the popular classifiers. Note: The functions and numerical techniques used by the user to obtain the feature sets are considered part of the user's feature-selection algorithm. This process has been carried out for all possible combinations of class and error in A class error , with class ∈ {LDA, 3N N, 5N N, CART } and error ∈ {LOO, RESU B}. The performances of the obtained feature sets have been evaluated for the LDA, 3NN, 5NN and CART classifiers. The results are tabulated in Table 2 . The process has been repeated for n = 50 and these results are shown in Table 3 . More such examples are available on the website.
Let us make a few remarks concerning the tables, where the optimal errors are for the best 4-feature classifiers found by exhaustive search. We first note that comparing the errors for the optimal feature sets, 3NN performs the best, 5NN and CART are almost identical, and LDA performs the worst, albeit, not badly considering its simple form.
If we focus on the average error increment δ in Table 2 , then we see that, for 3NN, A RESU B for selecting features for 3NN -at least for the genetic data considered herein. These kinds of seeming anomalies become even more apparent when looking at CART in Table 3 . All of the non-CART SFFS algorithms outperform both the CART SFFS algorithms.
Considering the statistic τ in Table 2 , we observe that for 3NN, A Table 3 . Performance of SFFS algorithm with m=100, n=50, and k=4
The kinds of results we see in this single illustration are indicative of the complex behavior of feature-selection algorithms and the need for a stringently designed test bed to evaluate them. The performance of SFFS depends on the interaction between the methodology of the algorithm, the classification rule inside the algorithm, the error estimation procedure inside the algorithm, the feature-label distribution, the sample size, and the classification rule for which the chosen feature set will be used. Simple heuristics cannot be relied upon in such complex circumstances.
Concluding Remarks
Given the growing focus on feature selection, in particular, in the area of gene discovery, proposed feature-selection algorithms need to be evaluated under uniform conditions and they must be compared to true rankings. The test bed we have developed supports such evaluation and can serve as an open source to the community. There is a shortcoming to the test bed: the total number of genes and the number of features that can be incorporated in the algorithm are limited. The current implementation allows 70 genes, far below the thousands of genes typical on a microarray, and it allows up to 7 features, which is not bad considering the small sample sizes in practice and the effects of the peaking phenomenon. As our computation capability grows beyond the current configuration, these numbers will increase, but in the mean time, it is better to have some ground-truth standard by which to test a proposed feature-selection algorithm than no ground-truth standard at all. Indeed, if a proposed algorithm cannot work well with 70 genes and 7 features, then it cannot be expected to work well with larger numbers of genes and features.
A key aspect of the test bed is the facility that allows new data sets to be incorporated into the test bed with a single command. These data sets must be sufficiently large that they can serve as empirical distributions. As microarray and other technologies becomes more cost effective, more large studies will be carried out and thereby provide an increasing number of empirical distributions for the test bed. For instance, the Project for Oncology of the International Genomic Consortium aims at integrating longitudinal clinical annotation with gene expression data to develop diagnostic markers, prognostic indicators, and therapeutic targets. A current three-year project is in the process of creating a data base of gene-expression profiles of 2,500 human tumor specimens and 500 normal tissues collected under standardized conditions, clinically annotated, and de-identified for public access.
