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Abstract
We present a space-time least squares finite element method for the heat equation. It is
based on residual minimization in L2 norms in space-time of an equivalent first order system.
This implies that (i) the resulting bilinear form is symmetric and coercive and hence any
conforming discretization is uniformly stable, (ii) stiffness matrices are symmetric, positive
definite, and sparse, (iii) we have a local a-posteriori error estimator for free. In particular,
our approach features full space-time adaptivity. We also present a-priori error analysis on
simplicial space-time meshes which are highly structured. Numerical results conclude this
work.
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1 Introduction
By now, Galerkin finite element methods are ubiquitous for the numerical approximation of ellip-
tic partial differential equations. For the numerical solution of initial-boundary value problems
for parabolic partial differential equations
∂tu+ Lu = f in (0, T )× Ω,
u = 0 on ∂Ω,
u(0) = u0 on Ω,
it is then quite natural to employ finite element methods only for the spatial part of the PDE, and
discretize the resulting system of ODEs by a time stepping method such as implicit Euler. The
derivation and error analysis of such semi-discretizations is by now standard textbook knowledge,
cf. [25]. An advantage of time stepping schemes is that their oblivious nature allows for optimal
storage requirements if one is only interested in the final state. As soon as one considers problems
where the entire history of the evolution problem is of interest, such as control of PDE [9],
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optimal control with PDE constraints [11], or data assimilation [5], this advantage becomes less
beneficial. Furthermore, the flexibility of time stepping schemes with respect to space-time local
mesh refinement is very limited, such that possible local space-time singularities prevent the
optimal usage of computational resources. Moreover, following [8], quasi-optimality results such
as a Céa’s lemma are not available for time-stepping schemes. As was pointed out in [24], this
has two mayor implications. First, a-priori error bounds for time-stepping schemes are only of
asymptotic nature and do not cover the entire computational range as for Galerkin finite element
methods. Second, the established theory on convergence of adaptive finite element methods also
relies heavily on quasi-optimality and does therefore not carry over to time stepping schemes.
Finally, when it comes to the development of parallel solvers, the sequentiality of time stepping
schemes imposes severe difficulties. For this and various other reasons, simultaneous space-time
finite element discretizations, where time is treated as just another spatial variable, have been
proposed in recent years. They all rely basically on the standard well-posed variational space-time
formulation of parabolic equations, cf. [6, Ch. XVIII, § 3], see also [20, Ch. 5]. This variational
formulation is of Petrov–Galerkin type. Uniform stability in the discretization parameter for
pairs of discrete trial- and test-spaces is therefore an issue. This issue turns out to be non-
trivial and might be identified as the main obstacle in obtaining a flexible space-time finite
element method. There are various works considering this problem. Recently in [1, 2, 23], using
minimal residual Petrov-Galerkin discretizations, uniform stability is obtained for discrete spaces
with non-uniform but, still, global time steps. Another approach, taken in [21], already allows
for general simplicial space-time meshes, but uniform stability was shown only with respect
to a weaker, mesh-dependent norm. Unfortunately, uniform stability in the natural, mesh-
independent energy norm in this setting is out of reach, cf. [23, Remark 3.5]. We also mention
that this approach can be extended to mesh- and degree-dependent norms in an hp-context [7].
Then, in [22], in the case of homogeneous initial conditions, the authors obtain an coercive
Galerkin formulation of the heat equation which involves the computation of a Hilbert type
transform of test functions.
In the paper at hand, we reconsider the development of a space-time discretization for parabolic
equations. For clarity of presentation we focus exclusively on the heat equation L = −∆,
although we have no reason to believe that our approach does not carry over to general elliptic
spatial differential operators of second order. In order to effectively circumvent the problems we
identified above, our method will be based on the minimization of the space-time least-squares
functional
j(u,σ) :=
∫ T
0
‖∂tu− divσ − f‖2L2(Ω) + ‖σ −∇u‖2L2(Ω) dt+ ‖u(0)− u0‖2L2(Ω)
over appropriately chosen spaces. We stress that this particular functional was already mentioned
in [4, Ch. 9.1.4]. Moreover, we note that a time-stepping scheme based on a least-squares
functional of the above type (but on local time slices) was developed in [15, 16].
Our motivation to consider space-time least-squares finite element schemes for solving parabolic
problems are their attractive properties:
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• Uniform stability: The numerical method is uniformly stable for any choice of conforming
subspaces, i.e., the discrete inf–sup constant is independent of the approximation space.
Particularly, this enables the use of arbitrary space-time meshes.
• Built-in adaptivity: The least-squares functional evaluated in a discrete solution is equiv-
alent to the error between exact and discrete solution (in some norm). Since all norms in
the functional are of L2 type this allows to easily localize them into (space-time) element
contributions which can be used to steer a standard adaptive algorithm.
• Symmetric, positive definite, and sparse algebraic systems: The bilinear form associated
with the least-squares functional is symmetric and coercive, and therefore the stiffness
matrix of the discretized problem is symmetric and positive definite. This enables the
use of standard solvers, e.g., the preconditioned CG method. Moreover, we avoid the use
of negative order Sobolev norms, so that by using locally supported basis functions the
resulting stiffness matrix is sparse.
In Section 3 we introduce and analyze the space-time least-squares functional for a first-order
reformulation of the heat equation. We show that the right space associated to the problem
consists of pairs of functions (u,σ) with component u in the standard energy space for parabolic
problems and σ in L2, with the additional restriction that ∂tu− divσ in L2. The natural norm
in this space is stronger than the standard energy norm for the heat equation. (This is similar
to least-squares methods for elliptic problems, where one assumes that divσ is in L2 instead of
a negative order Sobolev space.) Since one of our aims is also to provide an easy-to-implement
numerical method, we consider in Section 4 one of the simplest approximation spaces, that is,
piecewise affine and globally continuous functions (“low order finite element spaces”) for both
variables on a space-time mesh. We present a-priori error analysis for simplicial space-time
meshes which are uniform and highly structured. Convergence rates are shown provided that
the solution is sufficiently regular. The final Section 5 deals with an extensive study of numerical
examples for problems with spatial domains in one respectively two dimensions.
To close the introduction we like to mention the recent works [14, 18, 13, 17]. There is also
plenty of literature on time stepping methods using least-squares FEMs. For an overview we
refer to [4, Ch. 9]. In our recent work [10] we improved the existing literature on time stepping
least-squares method and showed optimal a-priori error bounds without relying on the so-called
splitting property.
2 Sobolev and Bochner spaces
For a bounded (spatial) Lipschitz domain Ω ⊂ Rd we consider the standard Lebesgue and Sobolev
spaces L2(Ω) and Hk(Ω) for k ≥ 1 with the standard norms. The space H10 (Ω) consists of all
H1(Ω) functions with vanishing trace on the boundary ∂Ω. We define H−1(Ω) := H10 (Ω)′ and
H−10 (Ω) := H
1(Ω)′ as topological duals with respect to the extended L2(Ω) scalar product (· , ·)Ω.
For a fixed, bounded time interval J = (0, T ) and a Banach space X we will use the space L2(X)
of functions f : J → X which are strongly measurable with respect to the Lebesgue measure ds
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on R and
‖f‖2L2(X) :=
∫
J
‖f(s)‖2X ds <∞.
A function f ∈ L2(X) is said to have a weak time-derivative f ′ ∈ L2(X), if∫
J
f ′(s) · ϕ(s) ds = −
∫
J
f(s) · ϕ′(s) ds for all test functions ϕ ∈ C∞0 (J).
We then define the Sobolev-Bochner space Hk(X) of functions in L2(X) whose weak derivatives
f (α) of all orders |α| ≤ k exist, endowed with the norm
‖f‖2Hk(X) :=
∑
|α|≤k
‖f (α)‖2L2(X).
If we denote by C(J ;X) the space of continuous functions f : J → X endowed with the natural
norm, then we have the following well-known result, cf. [26, Thm. 25.5].
Lemma 1. Let X ↪→ H ↪→ X ′ be a Gelfand triple. Then, the embedding
L2(X) ∩H1(X ′) ↪→ C(J ;H)
is continuous.
We will have to interchange spatial and temporal derivatives in Bochner spaces. To that end,
we will employ the following lemma.
Lemma 2. Let L : X → Y be a linear and bounded operator between two Banach spaces X and
Y and u ∈ H1(X). Then it holds Lu ∈ H1(Y ) and (Lu)′ = L(u′).
Proof. It is well known, cf. [27, V.5, Cor 2] that if f : J → X is Bochner integrable, then
Lf : J → Y is Bochner integrable and
L
∫
J
f(t) dt =
∫
J
(Lf)(t) dt.
For u ∈ H1(X), we calculate for any ϕ ∈ C∞0 (J)∫
J
(Lu)(t)ϕ′(t) dt = L
∫
J
u(t)ϕ′(t) dt = −L
∫
J
u′(t)ϕ(t) dt = −
∫
J
L(u′)(t)ϕ(t) dt.
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3 Least-squares formulation of the heat equation
Let Ω ⊂ Rd be a bounded (spatial) Lipschitz domain and J = (0, T ) a given finite time in-
terval. For two functions f ∈ L2(L2(Ω)), and u0 ∈ L2(Ω) we consider the problem to find
u ∈ L2(H10 (Ω)) ∩H1(H−1(Ω)) such that
∂tu−∆u = f in J × Ω,
u = 0 on J × ∂Ω,
u(0) = u0 on Ω.
(1)
It is important to mention that problem (1) is well posed even if f ∈ L2(H−1(Ω)), cf. [28,
Thm. 23.A]:
Proposition 3. Let f ∈ L2(H−1(Ω)), u0 ∈ L2(Ω). Then, the solution of (1) enjoys the stability
estimate
‖u‖L2(H10 (Ω))∩H1(H−1(Ω)) . ‖f‖L2(H−1(Ω)) + ‖u0‖L2(Ω).
However if f ∈ L2(L2(Ω)), then there holds the additional regularity u ∈ L2(H10 (Ω))∩H1(L2(Ω)).
For f ∈ L2(L2(Ω)), u0 ∈ L2(Ω) we define the least-squares functional
j(v,ψ) := ‖ψ −∇v‖2L2(J×Ω) + ‖∂tv − divψ − f‖2L2(J×Ω) + ‖v(0)− u0‖2L2(Ω). (2)
The solution u of (1) satisfies j(u,∇u) = 0. The minimization of the functional j then gives rise
to the bilinear form
b(u,σ; v,ψ) := (∇u− σ ,∇v −ψ)J×Ω + (∂tu− divσ , ∂tv − divψ)J×Ω + (u(0) , v(0))Ω.
and the linear functional
`(v,ψ) := (f , ∂tv − divψ)J×Ω + (u0 , v(0))Ω.
Define the Hilbert space
U :=
{
(v,ψ) | v ∈ L2(H10 (Ω)) ∩H1(H−1(Ω)),ψ ∈ L2(J × Ω), ∂tv − divψ ∈ L2(J × Ω)
}
with its natural norm
‖(v,ψ)‖2U := ‖v‖2L2(H10 (Ω)) + ‖v‖
2
H1(H−1(Ω)) + ‖ψ‖2L2(J×Ω) + ‖∂tv − divψ‖2L2(J×Ω).
Consider the problem to
find (u,σ) ∈ U such that b(u,σ; v,ψ) = `(v,ψ) for all (v,ψ) ∈ U. (3)
The solution u of (1) and σ := ∇u solve (3). We can show the following.
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Lemma 4. The bilinear form b is bounded and coercive on U , and the linear functional ` is
bounded on U .
Proof. Boundedness of b and ` follows immediately by Cauchy-Schwarz and Lemma 1. To show
coercivity of b, let (v,ψ) ∈ U be arbitrary. Then,
∂tv −∆v = ∂tv − divψ + div (ψ −∇v),
where the right-hand side is taken in L2(H−1(Ω)). Due to the well-posedness of the parabolic
problem (Proposition 3 with f = ∂tv − divψ + div(ψ −∇v), u0 = v(0)) and obvious bounds,
‖v‖L2(H10 (Ω))∩H1(H−1(Ω)) . ‖∂tv − divψ‖L2(H−1(Ω))
+ ‖div (ψ −∇v)‖L2(H−1(Ω)) + ‖v(0)‖L2(Ω)
. ‖∂tv − divψ‖L2(J×Ω)
+ ‖ψ −∇v‖L2(J×Ω) + ‖v(0)‖L2(Ω).
The triangle inequality and the last bound also yields that
‖ψ‖L2(J×Ω) ≤ ‖ψ −∇v‖L2(J×Ω) + ‖∇v‖L2(J×Ω)
≤ ‖ψ −∇v‖L2(J×Ω) + ‖v‖L2(H10 (Ω))
. ‖∂tv − divψ‖L2(J×Ω) + ‖ψ −∇v‖L2(J×Ω) + ‖v(0)‖L2(Ω).
Hence
‖(u,ψ)‖2U = ‖v‖2L2(H10 (Ω))∩H1(H−1(Ω)) + ‖ψ‖
2
L2(J×Ω) + ‖∂tv − divψ‖2L2(J×Ω)
. ‖∂tv − divψ‖2L2(J×Ω) + ‖ψ −∇v‖2L2(J×Ω) + ‖v(0)‖2L2(Ω)
= b(v,ψ; v,ψ),
which proves coercivity.
The last lemma immediately implies the first main result of this work.
Theorem 5. Problem (3) is well-posed. Furthermore, if Uh ⊂ U is a closed subspace, then the
problem to
find (uh,σh) ∈ Uh such that b(uh,σh; vh,ψh) = `(vh,ψh) for all (vh,ψh) ∈ Uh. (4)
is well-posed and there holds the quasi-optimality
‖(u− uh,σ − σh)‖U . min
(wh,φh)∈Uh
‖(u− wh,σ − φh)‖U
Proof. Well-posedness follows immediately from Lemma 4 and the Lax–Milgram theorem. The
quasi-optimality result is a standard consequence.
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4 Numerical approximation by finite elements
Let Th be a simplicial and admissible partition of the space-time cylinder J ×Ω. By admissible,
we mean that there are no hanging nodes. Define
S1(Th) = {u ∈ C(J × Ω) | u|K a polynomial of degree at most 1 for all K ∈ Th} ,
S10 (Th) =
{
u ∈ S1(Th) | u = 0 on J × ∂Ω
}
.
Note that S10 (Th) is a subspace of L2(J ;H10 (Ω))∩H1(J ;H−1(Ω)), and [S1(Th)]d is a subspace of
L2(J × Ω)d. Furthermore, if vh ∈ S10 (Th) and ψh ∈ [S1(Th)]d, then ∂tvh − divψh ∈ L2(J × Ω).
Hence, we can define the discrete conforming subspace
Uh = S10 (Th)× [S1(Th)]d ⊂ U.
A finite-element approximation of Problem (3) is then given by (4).
4.1 A-priori convergence theory
Due the quasi-optimality of Theorem 5, in order to provide a-priori error analysis it suffices to
analyze the approximation properties of Uh. In the present section, we will show such approxi-
mation results, provided that the space-time mesh Th is uniform and structured. By structured,
we mean that Th is obtained from a tensor-product mesh Jh ⊗ Ωh via refinement of the tensor-
product space-time cylindrical elements into simplices, cf. Section 4.1.2. First, in Section 4.1.1,
we will obtain auxiliary results for space-time interpolation on the tensor product mesh Jh⊗Ωh.
To that end, let Jh = {j1, j2, . . . } with jk = (tk, tk+1) be a partition of the time interval J into
subintervals of length h, and let Ωh = {ω1, ω2, . . . } be a partition of physical space Ω ⊂ Rd into
d-simplices of diameter h. Then, define the (discrete) spaces
S1(Jh;X) := {u ∈ C(J ;X) | u|j is affine in time with values in X for all j ∈ Jh} ,
S1(Ωh) := {u ∈ C(Ω) | u|ω a polynomial of degree at most 1 for all ω ∈ Ωh} ,
S10 (Ωh) :=
{
u ∈ S1(Ωh) | u = 0 on ∂Ω
}
.
4.1.1 Space-time interpolation on tensor product meshes
First we will show that a function u can be approximated in the norm of L2(H10 (Ω))∩H1(H−1(Ω))
to first order by discrete functions in S1(Jh;S10 (Ωh)), given that u possesses some additional
regularity which is in accordance with regularity results for the heat equation. To that end, we
consider first a discretization only in time, given by the piecewise linear interpolation operator
I⊗h u(tk) := u(tk).
Lemma 6. Let I⊗h : C(J ;L2(Ω))→ S1(Jh;L2(Ω)) be the piecewise linear interpolation operator.
If u ∈ H1(X) for some Hilbert space X, it holds
‖u− I⊗h u‖L2(X) . h‖u‖H1(X).
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If u ∈ H2(X) for some Hilbert space X, it holds
‖(u− I⊗h u)′‖L2(X) . h‖u‖H2(X).
Proof. For t ∈ (tj , tj+1), we have according to [12, Prop. 2.5.9] for u ∈ H1(X)
u(t) = u(tj) +
∫ t
tj
u′(s) ds = u(tj+1)−
∫ tj+1
t
u′(s) ds
in X. Hence,
I⊗h u(t) =
u(tj+1)(t− tj) + u(tj)(tj+1 − t)
h
= u(t) +
(t− tj)
∫ tj+1
t u
′(s) ds− (tj+1 − t)
∫ t
tj
u′(s) ds
h
,
and we conclude with Hölder that
‖u(t)− I⊗h u(t)‖2X . h
∫ tj+1
tj
‖u′(s)‖2X ds.
Another integration in t shows the first of the stipulated estimates. Likewise, for t ∈ (tj , tj+1)
we can apply two times [12, Prop. 2.5.9] for u ∈ H2(X) to see
u(tj+1) = u(t) + (tj+1 − t)u′(t) +
∫ tj+1
t
∫ s
t
u′′(r) dr ds,
u(tj) = u(t) + (tj − t)u′(t) +
∫ tj
t
∫ s
t
u′′(r) dr ds
in X. Hence,
(u− I⊗h u)′(t) = u′(t)−
u(tj+1)− u(tj)
h
=
1
h
∫ tj
t
∫ s
t
u′′(r) dr ds− 1
h
∫ tj+1
t
∫ s
t
u′′(r) dr ds,
and we conclude with Hölder
‖(u− I⊗h u)′(t)‖2X . h
∫ tj+1
tj
‖u′′(r)‖2X dr
Another integration in t shows the second of the stipulated estimates.
Next, we consider fully discrete interpolation operators. In order to analyze their approximation
properties, we will compare them to the semi-discrete operator I⊗h . We will employ the L2(Ω)-
orthogonal projections
Πh : L
2(Ω)→ S1(Ωh),
Π0,h : L
2(Ω)→ S10 (Ωh).
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There holds the approximation property
‖Πhu− u‖L2(Ω) . h‖u‖H1(Ω). (5)
Furthermore, it is well-known that Πh is H1(Ω)-stable uniformly in h on uniform meshes, i.e.,
‖Πhu‖H1(Ω) . ‖u‖H1(Ω). (6)
This, and the fact that Πh is a projection, implies the approximation estimate
‖Πhu− u‖H1(Ω) . h‖u‖H2(Ω). (7)
The statements (5)–(7) also hold if we replace Πh by Π0,h. Furthermore, it holds that
‖Π0,hu− u‖L2(Ω) . h2‖u‖H2(Ω), (8)
‖Π0,hu− u‖H−1(Ω) . h2‖u‖H10 (Ω), (9)
where the second estimate follows from a duality argument.
Theorem 7. Define the operator
J ⊗h : C(J ;L2(Ω))→ S1(Jh;S1(Ωh))
by J ⊗h := I⊗h ◦ (Id⊗Πh). Then it holds
‖u− J ⊗h u‖L2(L2(Ω)) . h(‖u‖H1(L2(Ω)) + ‖u‖L∞(H1(Ω))),
‖u− J ⊗h u‖L2(H1(Ω)) . h(‖u‖H1(H1(Ω)) + ‖u‖L∞(H2(Ω))).
Define the operator
J ⊗0,h : C(J ;L2(Ω))→ S1(Jh;S10 (Ωh)),
by J ⊗0,h := I⊗h ◦ (Id⊗Π0,h). Then it holds
‖u− J ⊗0,hu‖L2(H10 (Ω)) . h(‖u‖H1(H10 (Ω)) + ‖u‖L∞(H2(Ω))),
‖(u− J ⊗0,hu)′‖L2(H−1(Ω)) . h(‖u‖H2(H−1(Ω)) + ‖u‖L∞(H10 (Ω))),
‖(u− J ⊗0,hu)′‖L2(L2(Ω)) . h(‖u‖H2(L2(Ω)) + ‖u‖L∞(H2(Ω))).
Proof. We will first prove the statement for the operator Jh. Note that for t ∈ (tj , tj+1) it holds
J ⊗h u(t) = I⊗h u(t) +
[Πh(u(tj+1))− u(tj+1)](t− tj) + [Πh(u(tj))− u(tj)](tj+1 − t)
h
. (10)
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Using the approximation property (5) we conclude
‖u(t)− J ⊗h u(t)‖L2(Ω) ≤ ‖u(t)− I⊗h u(t)‖L2(Ω) +
∑
k=0,1
‖Πh(u(tj+k))− u(tj+k)‖L2(Ω)
≤ ‖u(t)− I⊗h u(t)‖L2(Ω) + h
∑
k=0,1
‖u(tj+k)‖H1(Ω).
Another integration in t and application of Theorem 6 with X = L2(Ω) shows the first of the
stipulated estimates. Likewise, from (10) we conclude with the approximation property (7)
‖u(t)− J ⊗h u(t)‖H1(Ω) ≤ ‖u(t)− I⊗h u(t)‖H1(Ω) + h
∑
k=0,1
‖u(tj+k)‖H2(Ω).
Another integration in t and application of Theorem 6 with X = H1(Ω) shows the second of
the stipulated estimates. To prove the statements for the operator J ⊗0,h we note that the first
estimate follows as in the case of J ⊗h , only replacing Πh by Π0,h and H1(Ω) by H10 (Ω). Next,
(J ⊗0,hu)′(t) = (I⊗h u)′(t) +
[Π0,h(u(tj+1))− u(tj+1)]− [Π0,h(u(tj))− u(tj)]
h
. (11)
We conclude with (9) that
‖u′(t)− (J ⊗0,hu)′(t)‖H−1(Ω) ≤ ‖u′(t)− (I⊗h u)′(t)‖H−1(Ω) +
1
h
∑
k=0,1
‖Π0,h(u(tj+k))− u(tj+k)‖H−1(Ω)
≤ ‖u′(t)− (I⊗h u)′(t)‖H−1(Ω) + h
∑
k=0,1
‖u(tj+k)‖H10 (Ω).
Another integration in t and application of Theorem 6 with X = H−1(Ω) shows the second of
the stipulated estimates for J ⊗0,h. To show the third estimate we apply the same arguments, only
this time using the approximation estimate (8).
4.1.2 Space-time interpolation on simplicial meshes
The tensor-product mesh Jh ⊗ Ωh consists of elements which are space-time cylinders with d-
simplices from Ωh as base. It is possible to construct from Jh⊗Ωh a simplicial, admissible mesh
Th, following the recent work [19]. To that end, suppose that the vertices of Ωh are numbered
like p1, p2, . . . , pN . An element ω ∈ Ωh can then be represented uniquely as the convex hull
ω = conv(piω1 , . . . , piωd+1), with i
ω
k < i
ω
` for k < `.
This “local numbering” of vertices is called consistent numbering in the literature, cf. [3]. An
element K = ω × jk ∈ Jh ⊗ Ωh can hence be written as convex hull
K = conv(p′1, . . . , p
′
d+1, p
′′
1, . . . , p
′′
d+1),
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where
p′` = (piω` , tk), p
′′
` = (piω` , tk+1).
We can split K into (d+ 1) different d+ 1-simplices
conv(p′1, p
′
2, . . . , p
′
d+1, p
′′
1)
conv(p′2, . . . , p
′
d+1, p
′′
1, p
′′
2)
...
conv(p′d+1, p
′′
1, p
′′
2, . . . , p
′′
d+1),
(12)
and this way we obtain a simplicial triangulation Th of J × Ω. There holds the following result
from [19, Thm. 1].
Theorem 8. The simplicial partition Th is admissible.
In order to approximate a function in space-time by an element of S1(Th), we note that Jh ⊗
Ωh and Th have the same set of vertices, and hence S1(Jh;S1(Ωh)) and S1(Th), as well as
S1(Jh;S10 (Ωh)) and S10 (Th), have the same degrees of freedom. We can therefore define operators
Jh : L2(H1(Ω)) ∩H1(H−10 (Ω))→ S1(Th),
J0,h : L2(H10 (Ω)) ∩H1(H−1(Ω))→ S10 (Th)
by requiring Jhu to have the same values as J ⊗h u at all vertices, likewise for J0,h. We will
analyze these new operators by comparing them to their tensor product versions. To that end,
the following Lemma will be useful.
Lemma 9. There holds
‖∇(J ⊗h u)′‖L2(L2(Ω)) . ‖u‖H1(H1(Ω)) + ‖u‖L∞(H2(Ω)),
‖∇(J ⊗0,hu)′‖L2(L2(Ω)) . ‖u‖H1(H10 (Ω)) + ‖u‖L∞(H2(Ω)).
Proof. We will show the second estimate, the first one follows analogously. Note that for t ∈
(tj , tj+1) we have due to (11)
‖∇(J ⊗0,hu)′(t)‖L2(Ω) .
1
h
‖u(tj+1)− u(tj)‖H10 (Ω) +
1
h
∑
k=0,1
‖Π0,h(u(tj+k))− u(tj+k)‖H10 (Ω)
. h−1/2‖u′‖L2(tj ,tj+1;H10 (Ω)) +
∑
k=0,1
‖u(tj+k)‖H2(Ω).
An integration in t shows the result.
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Lemma 10. Let K ∈ Th. Then,
‖∇(J ⊗0,h − J0,h)u‖L2(K) + ‖(J ⊗0,hu− J0,hu)′‖L2(K) . h−1‖(J ⊗0,h − J0,h)u‖L2(K)
. h‖∇(J ⊗0,hu)′‖L2(K)
and
‖∇(J ⊗h − Jh)u‖L2(K) + ‖(J ⊗h u− Jhu)′‖L2(K) . h−1‖(J ⊗h − Jh)u‖L2(K) . h‖∇(J ⊗h u)′‖L2(K).
Proof. We will only show the estimates involving J0,h, as the ones involving Jh follow the same
lines. The first estimate follows from a standard inverse inequality on polynomial spaces. To see
the second, we write K = conv{z1, . . . , zd+2} and
J ⊗0,hu|K =
d+2∑
j=1
αjηj +
d∑
j=1
βjνj ∈ span{1, t, xj , xjt : j = 1, . . . , d},
where η1, . . . , ηd+2 are the hat functions associated to the vertices zj of K. Here, 1, t, xj , xjt
stand for the functions (t, x) 7→ 1, (t, x) 7→ t, (t, x) 7→ xj , (t, x) 7→ xjt. Moreover, we choose
νj such that these functions vanish in the vertices of K, ‖νj‖L∞(K) . 1, and ∇ν ′j ' h−2. By
definition J0,hu is affine on K and takes the same values as J⊗0,hu in the vertices of K. Therefore
(J ⊗0,h − J0,h)u|K =
d∑
j=1
βjνj .
Then, scaling arguments, norm equivalence and ∇(νj)′ ' h−2 show that
‖(J ⊗0,h − J0,h)u‖L2(K) . |K|1/2
d∑
j=1
|βj | = h2 |K|
1/2
h2
d∑
j=1
|βj | ' h2‖∇(J⊗0,hu)′‖L2(K),
which finishes the proof.
Theorem 11. There holds
‖u− J0,hu‖L2(H10 (Ω)) . h(‖u‖H1(H10 (Ω)) + ‖u‖L∞(H2(Ω)))
‖(u− J0,hu)′‖L2(H−1(Ω)) . h(‖u‖H1(H10 (Ω)) + ‖u‖H2(H−1(Ω)) + ‖u‖L∞(H2(Ω))),
‖(u− J0,hu)′‖L2(L2(Ω)) . h(‖u‖H1(H10 (Ω)) + ‖u‖H2(L2(Ω)) + ‖u‖L∞(H2(Ω))).
Proof. To show the first estimate, in view of Theorem 7 it suffices to consider ‖J ⊗0,hu−J0,hu‖L2(H10 (Ω)).
Note that by Lemma 10 we have that
‖∇(J ⊗0,hu− J0,hu)‖L2(K) . h‖∇(J ⊗0,hu)′‖L2(K)
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Summing over all elements K ∈ Th and applying Lemma 9 shows the first of the stipulated
estimates. To show the second and third estimate, we will again apply Theorem 7. In order to
treat the remaining terms, note that
‖(J ⊗0,hu− J0,hu)′‖L2(H−1(Ω)) ≤ ‖(J ⊗0,hu− J0,hu)′‖L2(L2(Ω)) . h‖∇(J0,hu)′‖L2(L2(Ω)),
where the last estimate follows from Lemma 10. Then, we apply Lemma 9 to finish the proof.
Theorem 12. There holds
‖u− Jhu‖L2(H1(Ω)) . h(‖u‖H1(H1(Ω)) + ‖u‖L∞(H2(Ω))).
Proof. We note that
‖(J ⊗h − Jh)u‖L2(K) + ‖∇(J ⊗h − Jh)u‖L2(K) . h‖∇(J ⊗h u)′‖L2(K)
by Lemma 10. The remainder of the proof follows as for Theorem 11.
4.1.3 Approximating the heat equation in the energy norm
We have the following result.
Theorem 13. Let Ω be a convex polygonal domain. Let u0 ∈ H10 (Ω)∩H2(Ω) and f ∈ H1(L2(Ω)),
and u the solution of the heat equation (1). Suppose that Th is a simplicial mesh constructed
from a tensor product Jh ⊗ Ωh. Then
‖u− J0,hu‖L2(H10 (Ω))∩H1(H−1(Ω)) = O(h).
Proof. It is well known that under the given assumptions, there holds the parabolic regularity
u ∈ L∞(H2(Ω)), u′ ∈ L∞(L2(Ω))∩L2(H10 (Ω)), and u′′ ∈ L2(H−1(Ω)). According to Theorem 11,
we conclude the statement.
4.1.4 Approximating the heat equation in the least squares norm
Theorem 14. Suppose that Th is a simplicial mesh constructed from a tensor product Jh ⊗Ωh.
If u ∈ L2(H10 (Ω)) ∩H1(H2(Ω)) ∩H2(L2(Ω)) ∩ L∞(H3(Ω)), then
‖(u− J0,hu,∇u− Jh∇u)‖U = O(h).
Proof. The definition of the U -norm and Theorems 11 and 12 show
‖(u− J0,hu,∇u− Jh∇u)‖U ≤ ‖u− J0,hu‖L2(H10 (Ω))∩H1(H−1(Ω)) + ‖∇u− Jh∇u‖L2(L2(Ω))
+ ‖(u− J0,hu)′‖L2(L2(Ω)) + ‖div(∇u− Jh∇u)‖L2(L2(Ω))
. h
(‖u‖H1(H2(Ω)) + ‖u‖H2(L2(Ω)) + ‖u‖L∞(H3(Ω))) .
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With respect to the regularity requirements of the last theorem, we state the following.
Proposition 15. Let Ω ⊂ Rd with ∂Ω smooth, or, particularly, Ω ⊂ R an interval. Then, if
u0 ∈ H10 (Ω)∩H3(Ω) and f ∈ L2(H2(Ω))∩H1(L2(Ω)) and f(0)+∆u0 ∈ H10 (Ω), it follows that the
solution u of the heat equation (1) fulfills u ∈ L2(H10 (Ω))∩H1(H2(Ω))∩H2(L2(Ω))∩L∞(H3(Ω)).
Proof. It is well known that under the given assumptions, there holds the parabolic regularity
u(k) ∈ L2(H4−2k(Ω)), k = 0, 1, 2. It remains to show that u ∈ L∞(H3(Ω)). To that end, consider
spatial partial derivatives Dα up to third order |α| ≤ 3. It is clear that Dα : H4(Ω) → H1(Ω)
as well as Dα : H2(Ω) → H˜−1(Ω) are bounded and linear operators. Hence, due to Lemma 2,
Dαu ∈ L2(H1(Ω)) ∩ H1(H˜−1(Ω)), and hence also Dαu ∈ C(J ;L2(Ω)) due to Lemma 1. We
conclude that u ∈ C(J ;H3(Ω)).
5 Numerical results
In this section we investigate several examples for d = 1 (Section 5.1) and d = 2 (Section 5.2).
For all examples we use J = (0, 1). We define the estimator
j(uh,σh) =: η
2 =
∑
K∈Th
η(K)2
where the local error indicators are given by
η(K)2 := ‖σh −∇uh‖2L2(K) + ‖∂tuh − divσh − f‖2K + ‖uh(0)− u0‖2∂K∩{0}×Ω.
Our adaptive algorithm uses the Dörfler criterion to mark elements for refinement, i.e., find a
(minimal) set of elementsM⊂ Th such that
θη2 ≤
∑
K∈M
η(K)2.
Throughout we use the parameter θ = 1/4 in the case of adaptive refinements. If an element K
is marked for refinement, i.e., K ∈M, it will be (iteratively) subdivided into 2d+1 son elements
using newest vertex bisection (NVB). In particular, uniform refinement means that each element
is divided into 2d+1 son elements.
In the figures we visualize convergence rates with triangles where the (negative) slope is indicated
by a number besides the triangle. We plot different estimator and respective error quantities
over the number of degrees of freedom N . For uniform refinement we have that h ' N−1/(d+1).
5.1 Examples in 1+1 dimensions
Throughout this section we consider problems where Ω = (0, 1). The initial mesh of the space-
time cylinder J × Ω consists of four triangles with equal area.
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5.1.1 Example 1
For the first example we consider the smooth manufactured solution
u(t, x) = cos(pi t) sin(pi x).
The data f and u0 are computed thereof. Since the solution is smooth we expect that the overall
error converges at a rate O(h) which can be observed in Figure 1. We also see that the overall
estimator converges at the same rate. Moreover, we observe that the error between u and the
approximation uh at times t = 0, 1 in the L2(Ω) norm and the error between u and uh in the
L2(J × Ω) norm converge at the higher rate O(h2).
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Figure 1: Estimator and errors for the problem from Section 5.1.1.
5.1.2 Example 2
In this case we choose a constant source f(t, x) = 1 and as initial data the “hat-function”
u0(x) = 1− 2
∣∣∣∣x− 12
∣∣∣∣ x ∈ Ω = (0, 1).
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Figure 2: Estimator and errors for the problem from Section 5.1.2.
The overall estimator and the error in the initial data is presented in Figure 2. It can be observed
that uniform refinement leads to a rate of 1/4 with respect to the overall degrees of freedom both
for the estimator and the error in the initial data whereas in the case of adaptive refinements we
obtain a much better rate of approximately 0.45.
5.1.3 Example 3
In this example we consider a problem with homogeneous initial data and
f(t, x) =
{
1 (t, x) ∈ {(s, y) ∈ (1/10, 1/2)× (0, 1) : y − 1/20 ≤ s ≤ y − 1/10}
0 else
.
This function corresponds to a source that is turned on at time t = 0.1 and turned off at t = 0.5
and moves with a constant speed to the right. The exact solution is not known and in Figure 3
we compare the overall estimator and the error in the initial time in the cases of uniform and
adaptive mesh-refinement. We observe that in the uniform case we obtain a reduced rate of 1/4
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Figure 3: Estimator and errors for the problem from Section 5.1.3.
whereas in the adaptive case a rate of 1/2 is recovered for the overall estimator. In both cases
the error in the initial data converges at the optimal rate.
Figure 4 shows two examples of meshes generated by the adaptive algorithm. Stronger refine-
ments around the support of f can be observed.
5.1.4 Example 4
In this example we set f(t, x) = 2, u0(x) = 1. Again, the exact solution is not known to us in
closed form. Note that u0 is regular but does not satisfy homogeneous boundary conditions, i.e.,
u0 ∈ H1(Ω) \H10 (Ω).
Figure 5 visualizes the overall estimator and the error at the initial time. For uniform refinements
we observe a rate of 0.08 and for adaptive refinements the rate is approximately doubled. We
observe a similar behavior for initial data with u0 ∈ L2(Ω) \ H1(Ω) which is also used in [1,
Section 6.3.4]. We note that reduced rates are also observed in [1].
17
Figure 4: Adaptively generated meshes with 569 (left) resp. 13291 (right) elements for the
problem from Section 5.1.3. The vertical axis corresponds to the time coordinate.
5.2 Examples in 2+1 dimensions
5.2.1 Example 1
We consider the domain Ω = (0, 1)2 and the manufactured solution
u(t, x, y) = cos(pit) sin(pix) sin(piy) for (t, x, y) ∈ J × Ω.
The data f and u0 are computed thereof. We note that the solution is smooth and thus we
expect for uniform refinements convergence rates of order h where h ' N−1/3 and N denotes the
overall degrees of freedom. Figure 6 displays the errors and estimator. One observes the optimal
behavior for the overall estimator and error as well as higher rates of the initial and end error as
well as the error in the L2 norm of the space-time cylinder. We see a behavior of N−1/2 which
corresponds to h3/2.
5.2.2 Example 2
For this example we consider Ω = (−1, 1)2 \ conv{(0, 0), (0,−1), (1,−1)} and u0(x, y) = 0. The
source f is given by
f(t, x, y) =
{
t if
√
x2 + y2 < 1/2,
0 else.
Since Ω has a reentrant corner at the origin we expect that the unknown solution has reduced
regularity at this corner. Figure 7 shows the error in the initial time and the overall estimator
for both uniform and adaptive refinements. We observe that uniform refinements lead to rates
for the overall estimator of approximately 0.2 whereas for adaptive refinements we only see a
slightly improved rate of approximately 0.24.
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Figure 5: Estimator and errors for the problem from Section 5.1.4.
Figure 8 visualizes the boundary of a space-time mesh obtained by the adaptive algorithm at
t = 0 (left plot) and t = 1 (right plot). One sees that for t = 0, where f vanishes, only a few
number of elements have been refined. Contrary, when t = 1 (right plot), where f(1, x, y) = 1 if
x2 + y2 < 1/4, one observes strong refinements close to the boundary of the support of f(1, ·, ·)
but also towards the reentrant corner.
5.2.3 Example 3
For this problem we set f(t, x, y) = 0, u0(x, y) = 1 and Ω = (0, 1)2. Figure 9 shows the error in
the initial time and the overall estimator for both uniform and adaptive refinements. We observe
a rate of approximately 0.07 for uniform refinement, which is not considerably improved using
adaptive refinement.
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Figure 6: Estimator and errors for the problem from Section 5.2.1.
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