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ABSTRACT 
A new d e r i v a t i o n  of  the equat ions  of  i n v a r i a n t  imbedd- 
i n g  f o r  t r a n s p o r t  problems i s  presented .  Such problems, which 
t ake  on t h e  form of two p o i n t  boundary value problems f o r  two 
a b s t r a c t  o rd ina ry  d i f f e r e n t i a l  equa t ions ,  a r e  t o  be t ransformed 
i n t o  i n i t i a l  value problems. For t h i s ,  a gene ra l  theory  of  
c h a r a c t e r i s t i c s  i s  developed, which then i s  app l i ed  t o  e s t ab -  
l i s h  t h e  equivalence between t h e  two o rd ina ry  d i f f e r e n t i a l  
equa t ions  - considered a s  c h a r a c t e r i s t i c  equa t ions  - and an 
a b s t r a c t  p a r t i a l  d i f f e r e n t i a l  equat ion .  Furthermore,  an i m -  
bedding of t h e  given boundary value problem i n t o  a family of 
i n i t i a l  value problems now l e a d s  t o  a Cauchy problem f o r  t h i s  
p a r t i a l  d i f f e r e n t i a l  equat ion ,  whose s o l i ~ t i ~ n  y i e i e s  an  add- 
i t i o n a l  boundary va lue  for  the o r i g i n a l  problem, t h u s  t r ans -  
forming i t  i n t o  an  i n i t i a l  value problem. F i n a l l y ,  it i s  
shown t h a t  t h e  a b s t r a c t  p a r t i a l  d i f f e r e n t i a l  equat ion  i s  t h e  
underlying imbedding equat ion which, f o r  t r a n s p o r t  problems, 
reduces t o  t h e  known equat ions der ived  wi th  t h e  method of 
i n v a r i a n t  inbedding.  
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INTRODUCTION 
I n  t he  l a s t  decade the so-ca l led  method of i n v a r i a n t  
imbedding h a s  been developed t o  t r e a t  t h e  boundary value 
problems a r i s i n g  i n  t r a n s p o r t  theory.  Usual ly ,  t h i s  theory 
l e a d s  t o  two p o i n t  boundary value problems f o r  o rd ina ry ,  
p a r t i a l ,  o r  i n t e g r o - d i f f e r e n t i a l  equat ions  - t h e  so-ca l led  
Boltzmann formula t ions  - which the  method o f  i n v a r i a n t  
imbedding then t ransforms i n t o  Cauchy problems. I n  c o n t r a s t  
t o  t h e  o r i g i n a l  boundary value problem, t h e  new problems 
a r e  e a s i e r  to  s o l v e  numerical ly ,  and ex tens ive  c a l c u l a t i o n s  
based on t h e s e  Cauchy problems have been performed f o r  ce r -  
t a i n  neutron t r a n s p o r t  p rocesses  i n  s l a b  geometr ies  ( see[  51  
and [E ] ) .  
Underlying the  d e r i v a t i o n  of an i n i t i a l  value problem 
f r o m  a boundary value problem i s  the idea  of imbedding the  
given problem i n t o  a whole family of s i m i l a r  problems depend- 
ing  on one o r  more parameters ,  and to determine t h e  behavior  
of the  s o l u t i o n  f o r  t he  boundary value problem a s  a func t ion  
of  t hese  parameters .  This v a r i a t i o n  i s  descr ibed  by t h e  so- 
c a l l e d  imbedding equat ion ,  and i t s  s o l u t i o n  s u p p l i e s  the  
a d d i t i o n a l  boundary value which t ransforms t h e  given boundary 
value problem i n t o  an i n i t i a l  value problem. 
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I n  t r a n s p o r t  theory the  Boltzmann formulat ion i s  usua l ly  
imbedded i n t o  a family of s i m i l a r  boundary value problems 
def ined  f o r  models of  d i f f e r e n t  phys i ca l  s i z e .  I n  t h e  e a r l y  
papers  on i n v a r i a n t  imbedding, t h e  corresponding imbedding 
equat ion  was then der ived by observing the  behavior  of p a r t -  
ic les  i n  t h e s e  models (see [21] and t h e  r e fe rence  given t h e r e ) .  
However, f o r  complicated geometr ies  of t h e  model t hese  so- 
c a l l e d  p a r t i c l e  count ing methods w e r e  prone t o  e r r o r  ( s e e [ 2 ] ) ,  
and subsequent ly ,  p e r t u r b a t i o n  methods have been developed 
which a l low a formal ,  but  no t  always r i g o r o u s ,  mathematical  
d e r i v a t i o n  of t h e  imbedding equat ion  from t h e  Boltzmann 
equat ions .  A n  up t o  da t e  account  of t h i s  s i z e  p e r t u r b a t i o n  
approach i s  given i n  [22]; a mathematical ly  r igo rous  t rea tment  
from t h e  same p o i n t  of v i e w  may be found i n  El] f o r  c e r t a i n  
I i r ;ear  t ransgor t  prcblems. 
A n  ex tens ion  of t h e  p e r t u r b a t i o n  technique was r e c e n t l y  
given by Devooght i n  [SI. There, t h e  parameters  of the  imbedd- 
ing  no longer  w e r e  r e s t r i c t e d  t o  the  s i z e  of  t h e  model b u t  
cou ld  a l s o  d e s c r i b e  o the r  p r o p e r t i e s  of i n t e r e s t  t o  t h e  physi-  
c i s t ,  such a s  d e n s i t y ,  c r o s s  s e c t i o n ,  e tc .  The imbedding 
equa t ion  i s  t h e n  de r ived  from a Green ' s  func t ion  r e p r e s e n t a t i o n  
of t h e  s o l u t i o n  f o r  the Boltzmann equa t ions .  
Since informat ion  about a g iven  t r a n s p o r t  p rocess  i s  
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e a s i e r  t o  o b t a i n  from the  i n v a r i a n t  imbedding equat ion than 
from t h e  corresponding Boltzmann formula t ion ,  imbedding 
equat ions  f o r  a l a r g e  number of phys i ca l  systems have been 
der ived .  However, a l l  p rev ious ly  known d e r i v a t i o n s  share  
t h e  same d e f e c t :  namely, given a p a r t i c u l a r  t r a n s p o r t  prob- 
l e m ,  ad hoc methods had t o  be used i n  o r d e r  t o  f i n d  the  
corresponding imbedding equat ion.  Thus,  f o r  each boundary 
value problem a new equat ion was obta ined  wi th  a new and 
of  t e n  d i f f e r e n t  method . 
It  is t h e  purpose of our  p r e s e n t a t i o n  t o  show t h a t  t h e  
imbedding equat ions  of t r a n s p o r t  theory a r e  merely d i f f e r e n t  
forms of a s i n g l e  underlying gene ra l i zed  imbedding equat ion .  
For t h i s  w e  s h a l l  cons ider  from a f u n c t i o n a l  a n a l y t i c  p o i n t  
of  v i e w  a gene ra l  c l a s s  of two p o i n t  boundary value problems. 
Without recourse  t o  phys ica l  models, t hese  problems w i l l  be 
e x p r e s s e d  i n  t h e  f o r m  of two a b s t r a c t  o r d i n a r y  d i f f e r e n t i a l  
equa t ions  de f ined  on a r b i t r a r y  Banach spaces ,  t hus  inc lud ing  
o r d i n a r y ,  p a r t i a l ,  and i n t e g r o - d i f f e r e n t i a l  equat ions .  These 
equa t ions  need n o t  be  l i n e a r ,  b u t  i t  is  always assumed t h a t  
t he  Cauchy problem f o r  the a b s t r a c t  d i f f e r e n t i a l  equat ions  
h a s  a unique s o l u t i o n .  Using a gene ra l i zed  theory of c h a r a c t e r -  
i s t i c s  f o r  i n f i n i t e  dimensional  vec tor  spaces ,  w e  s h a l l  prove 
t h a t  t h e  a b s t r a c t  o rd inary  d i f f e r e n t i a l  equa t ions  a r e  equ iva len t  
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t o  a c e r t a i n  abs t r ac t  p a r t i a l  d i f f e r e n t i a l  equat ion  - the 
g e n e r a l i z e d  imbedding equat ion .  Furthermore,  w e  s h a l l  show 
how an  imbedding o f  the given boundary va lue  problem i n t o  a 
f ami ly  o f  i n i t i a l  va lue  problems l e a d s  t o  a Cauchy problem 
fo r  the imbedding equat ion .  And f i n a l l y ,  w e  s h a l l  i l l u s t -  
r a t e  h o w  the g e n e r a l i z e d  imbedding equa t ion  reduces t o  t h e  
known imbedding equa t ions  f o r  s p e c i f i c  problems o f  t r a n s p o r t  
theory .  
Our t r ea tmen t  of  boundary va lue  problems s h a l l  be pre- 
s e n t e d  i n  three c h a p t e r s .  Chapter 1 c o n t a i n s  an o u t l i n e  of  
the s i z e  p e r t u r b a t i o n  approach for  f i n d i n g  t h e  imbedding 
equa t ion  corresponding t o  the s c a l a r  
Problem A: u ' ( t )  = F ( t , y , u )  u ( a )  = CY 
y ' ( t )  = G ( t , y , u )  y ( b )  = E, 
w h e r e  F and G a re  assumed t o  be d i f f e r e n t i a b l e  f u n c t i o n s .  
This approach i s  then cont ras ted  t o  t h e  new method, w h e r e  
w e  s h a l l  i n t e r p r e t  u '  = F and y '  = G a s  the c h a r a c t e r i s t i c  
equa t ions  of the f i r s t  o rde r  p a r t i a l  d i f f e r e n t i a l  equat ion  
u ( t , y )  + u ( t , y ) G ( t , y , u )  = F ( t , y , u ) .  
t Y 
( 0 )  
An imbedding of problem A i n t o  a c lass  of i n i t i a l  va lue  
problems i s  then proposed w h i c h  l e a d s  t o  a Cauchy problem 
fo r  ( 0 ) .  From i t s  s o l u t i o n  w e  can now determine the unknown 
va lue  u (b )  of problem A, t h u s  t ransforming  i t  i n t o  a n  i n i t i a l  
I 
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value problem. 
I n  t h e  next two chap te r s  t h e s e  r e s u l t s  a r e  gene ra l i zed  
t o  a b s t r a c t  boundary value problems def ined  on a r b i t r a r y  
Banach spaces .  I n  chapter  2 we s h a l l  cons ider  problems 
analogous t o  problem A ,  where F and G a r e  assumed t o  be 
F reche t  d i f f e r e n t i a b l e .  A f t e r  developing a gene ra l i zed  
t h e o r y  o f  c h a r a c t e r i s t i c s ,  w e  can imbed t h e  given boundary 
value problem i n t o  a Cauchy problem f o r  an a b s t r a c t  imbedd- 
ing  equa t ion ,  which again t a k e s  on t h e  form of equat ion ( 0 ) .  
Its s o l u t i o n ,  which i s  shown t o  e x i s t  a t  l e a s t  l o c a l l y ,  
w i l l  then t ransform problem A i n t o  an i n i t i a l  value problem. 
For l i n e a r  boundary value problems, t h e  imbedding equat ion 
reduces t o  two a b s t r a c t  o rd ina ry  d i f f e r e n t i a l  equat ions  
which a r e  seen  to  g e n e r a l i z e  t h e  equat ions  obta ined  from t h e  
sweep method [12]. This  l i n e a r  tneory i s  then app l i ed  t o  
t h e  s t eady  s t a t e  t r a n s p o r t  
1 
Problem B: 
N ( t l , p )  = g ( p )  f o r  P e [-1,O). 
I n  t h e  l a s t  chap te r  w e  s h a l l  cons ider  two p o i n t  boundary 
value problems analogous t o  problem A ,  where u '  = F and y ' =  G 
a r e  l i n e a r  evo lu t ion  equa t ions  of t h e  form x' = A x  4- B x  + f (t) . 
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I n  t h i s  c a s e  A i s  a c losed  and B a bounded l i n e a r  o p e r a t o r  
on  a s e p a r a b l e  Banach space,  and f i s  a given a b s t r a c t  func- 
t i o n .  Using t h e  concept  of  a n a l y t i c a l  groups o f  o p e r a t o r s ,  
w e  can  ex tend  o u r  gene ra l i zed  theory o f  c h a r a c t e r i s t i c s  t o  
i n c l u d e  the case when t h e  c h a r a c t e r i s t i c  equa t ions  a r e  evolu- 
t i o n  equa t ions .  W e  shall then show t h a t  t h e  boundary value 
problem a g a i n  l e a d s  t o  a Cauchy problem f o r  equat ion  ( 0 )  , 
and t h a t  t h i s  problem has a unique l o c a l  s o l u t i o n .  F i n a l l y ,  
t h i s  theory i s  used t o  f ind  the imbedding equat ion  f o r  t h e  
t i m e  dependent one dimensional t r a n s p o r t  
CHAPTER 1 
SCALAR TRANSPORT PROBLEMS 
I n  t h i s  c h a p t e r  w e  s h a l l  u se  problem A t o  i l l u s t r a t e  
t h e  new approach mentioned i n  the i n t r o d u c t i o n  f o r  d e r i v i n g  
t h e  imbedding equa t ion  fo r  t w o  p o i n t  boundary va lue  problems. 
I n  s e c t i o n  1.1 the underlying p h y s i c a l  system l ead ing  t o  
problem A is  d e s c r i b e d ,  and then  t h e  method o f  i n v a r i a n t  i m -  
bedding i s  o u t l i n e d .  Sec t ion  1 . 2  c o n t a i n s  a summary of the 
t h e o r y  of c h a r a c t e r i s t i c s  for  a s i n g l e  f i r s t  o r d e r  p a r t i a l  
d i f f e r e n t i a l  equa t ion  and the new d e r i v a t i o n  of t h e  imbedding 
equa t ion  fo r  problem A .  Linea r  problems a r e  cons idered  i n  1 . 3 ,  
and f i n a l l y ,  s e c t i o n  i . 4  lists examples w h i c h  po in t  w u t  s o m e  
l i m i t a t i o n s  of t h e  new approach. 
1.1 The I n v a r i a n t  Imbedding Approach. T h e  method o f  in -  
v a r i a n t  imbedding has been  a p p l i e d  t o  c e r t a i n  boundary value 
problems a r i s i n g  i n  t r a n s p o r t  theory .  For one dimensional  
models such a problem general ly  takes on the form of problem A 
s t a t ed  i n  the in t roduc t ion :  
Problem A u ' ( t )  = F ( t , v , u )  u ( a )  = CY 
v ' ( t )  = G ( t , v , u )  v (b )  = B 
w h e r e  F and G a r e  cont inuous ly  d i f f e r e n t i a b l e  f u n c t i o n s  on 
7 
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3 some domain D c E . A s  discussed by Wing [22) ,  t h i s  problem 
i s  an a b s t r a c t  d e s c r i p t i o n  o f  a p a r t i c l e  t r a n s p o r t  i n  a one 
dimensional  rod extending f r o m  t = a t o  t = b. H e r e ,  u ( t )  
and v ( t )  a r e  t h e  expected d e n s i t i e s  o f  p a r t i c l e s  a t  p o s i t i o n  
t moving t o  t h e  r i g h t  and t o  t h e  l e f t ,  r e s p . ,  and the func- 
t i o n s  F and G r e p r e s e n t  t h e  i n t e r a c t i o n s  of t h e  p a r t i c l e s  
w i t h  t h e  system a s  w e l l  as w i t h  each o t h e r  a t  a given po in t .  
u ( a )  and v ( b )  then a r e  the p a r t i c l e  d e n s i t i e s  e n t e r i n g  t h e  
rod from t h e  l e f t  and from t h e  r i g h t ,  r e s p .  Problem A i s  
the so-ca l led  Boltzmann formulat ion f o r  t h i s  one dimensional  
m d e l .  
I n  p r a c t i c e  the  complete s o l u t i o n  {u( t )  , v (  t )  ] of problem 
A is  of less  i n t e r e s t  than tne p a r t i c d a r  v a i u e  u i b ] ,  r:a:::ely 
t h e  d e n s i t y  of  p a r t i c l e s  emerging a t  the r i g h t  hand s i d e  of 
t h e  rod (see [ 2 2 ] ) .  A n  experimenter  can f i n d  u ( b )  by ob- 
se rv ing  t h e  v a r i a t i o n  of u ( b )  a s  a func t ion  of the  rod l eng th  
(b-a) and t h e  i n p u t  v ( b ) ,  i . e .  by changing the  " s i z e "  of the 
system. The method of i n v a r i a n t  imbedding d e s c r i b e s  t h i s  
approach mathematical ly ,  and i n  the fol lowing w e  g i v e  an 
o u t l i n e  o f  Wing's d e r i v a t i o n  of t h e  imbedding equat ion based 
o n  t h e  mentioned concept  of s i z e  p e r t u r b a t i o n  (see [ 2 2 ] ) .  
Suppose t h a t  t h e  rod of problem A extends from t = a t o  
t = x and t h a t  t h e  varying i n p u t  i s  given a s  v (x )  = y .  Then 
1 
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the above Boltzmann formulat ion assumes the form: 
(1.1.1) u ’ ( t )  = F ( t , v , u )  u ( a )  = 01 
v ’ ( t )  = G ( t , v , u )  v ( x )  = y .  
The imbedding equa t ion  to  be de r ived  from (1.1.1) expresses 
the o u t p u t  u a t  x a s  a func t ion  o f  x and y .  
L e t  u s  assume tha t  problem (1.1.1) admits  a unique 
s o l u t i o n  {u ,v?  f o r  each x S b and a l l  y and t h a t ,  moreover, 
t h i s  s o l u t i o n  i s  cont inuous ly  d i f f e r e n t i a b l e  w i t h  r e s p e c t  
t o  the parameters x and y.  I n  o r d e r  t o  take i n t o  account 
the dependence o f  {u ,v l  on  x and y ,  w e  sha l l  i n t roduce  the 
n o t a t i o n  u = u ( t , x , y ) ,  v = v ( t , x , y ) .  Then d i f f e r e n t i a t i o n  
w i t h  respect to  x and y l e a d s  t o  
and u = F u  + F v  
v = G u  + G v .  
t Y U Y  V Y  
t Y  U Y  V Y  
S ince  F ,  G ,  u ,  and v w e r e  assumed t o  be cont inuous ly  d i f -  
f e r e n t i a b l e ,  the order of d i f f e r e n t i a t i o n  may be interchanged:  
t h i s  y i e l d s  the fol lowing two i d e n t i c a l  l i n e a r  systems 
(1.1.2) 
10 
D i f f e r e n t i a t i o n  of the boundary c o n d i t i o n s  r e s u l t s  i n  
u ( O , X , Y )  = 0 
u (O,X,Y) = 0 
X 
Y 
t 
Y 
v ( x , x , y >  + VX(X,X,Y) = 0 
v (x ,x ,y)  = 1. 
L e t  C ( t , r )  be the fundamental matr ix  of (1.1.21, then  the 
s o l u t i o n  of (1.1.2) w h i c h  assumes a t  t = 0 the g iven  i n i t i a l  
v a l u e  can be expressed a s  
8 
t 
8 
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we f i n a l l y  o b t a i n  the imbedding equa t ion  
(1.1.3) 
The boundary c o n d i t i o n  u ( a )  = CY i s  independent of x and y ,  
which r e q u i r e s  t h a t  u ( a , a , y )  = R ( a , y )  = CY. The d e s i r e d  va lue  
u ( b )  of problem A then s a t i s f i e s  
R ( X , y )  + R ( x , y ) G ( x , y , R ( x , y ) )  = F ( x , y , R ( x , y ) ) .  
X Y 
u ( b )  = u ( b , b , R )  = R ( b , B ) .  
The one dimensional  rod i s  the simplest b u t ,  from a physi-  
c a l  p o i n t  of  view, a l s o  the m o s t  u n r e a l i s t i c  t r a n s p o r t  model 
t o  which t h e  method of i n v a r i a n t  imbedding can be a p p l i e d .  
The fol lowing more complicated problem describes a one dimen- 
s i o n a l  t r a n s p o r t  where p a r t i c l e s  may be a t  d i f f e r e n t  energy 
l e v e l s  (seeC22-J) : 
(1.1.4) u \ L I  - L , L ,  v,u) - \ - I  . . S t & )  - w f + -  - 2 
v ' ( t )  = G ( t , v , u )  v ( b )  = R .  
H e r e ,  u = ( u l ,  ..., u ) and y = (y l ,  . . . , y  ) a r e  mappings f r o m  m n 
m n 
[ a , b ]  i n t o  E and E , r e s p . ,  and F and G a r e  v e c t o r  valued 
f u n c t i o n s  which a r e  assumed to  be d i f f e r e n t i a b l e  on some do- 
main D 3  [a ,b]  x En x E . I n  t h i s ' c a s e  a l s o  R(x ,y )  i s  a vector  
valued f u n c t i o n ,  and the imbedding equa t ion  can be de r ived  i n  
a manner s i m i l a r  to  t h a t  g iven  above fo r  problem A .  For t h e  
m 
c a s e  when F and G a r e  l i n e a r  i n  u and y ,  t h e  d e r i v a t i o n  i s  
con ta ined  i n  [ 3 ] .  W i t h  r e s p e c t  t o  t h e  g e n e r a l  boundary va lue  
problem (1.1.4) Wing s t a t e s  i n  [ 2 2 ] ,  " I n  the  more g e n e r a l  
non-l inear  case  the  p e r t u r b a t i o n  g e t s  r a t h e r  involved. .  . ‘ I  
One of the main reasons f o r  t h e  s p e c i a l  success  of  t he  
method of i n v a r i a n t  imbedding i n  t he  case  of l i n e a r  problems 
i s  t h e  f a c t  t h a t  a t  t h e  o u t s e t  a c e r t a i n  l i n e a r  representa-  
t i o n  of the  s o l u t i o n  R i s  adopted, which r e f l e c t s  t he  l i n e a r  
dependence o f  t he  output  on the  s i z e  o f  t h e  system. For 
example, i n  t h e  c a s e  of  problem (1 .1 .4)  t h i s  r e p r e s e n t a t i o n  
i s  assumed t o  be 
(1.1.5) R(x,y)  = R(x)y ,  
where R ( x )  i s  an m x n matr ix  and y t h e  i n p u t  vec tor  a t  x .  
However, f o r  i n f i n i t e  dimensional  spaces  - the  s e t t i n g  f o r  
problems B and C - t h e  v a l i d i t y  of r e p r e s e n t a t i o n s  analogous 
I^ I 1  1 c \  is a: cc: -..l c cn -.-n.-h m L 4 -  n-F -n,,.b-.?m is 
added t o  t h e  disadvantage s t a t e d  i n  t h e  i n t r o d u c t i o n ,  namely 
t h a t  r a t h e r  d i v e r s e  d e r i v a t i o n s  of t h e  imbedding equat ions  
f o r  problems A ,  B ,  and C appear  t o  be necessary ,  i f  a s i z e  
p e r t u r b a t i o n  i s  used. F i n a l l y ,  no s i z e  p e r t u r b a t i o n  i s  known 
t o  t r e a t  non-l inear  problems analogous t o  problems B and C.  
LU \ A - L . d j  V C L Y  ULLLLLULL LU ~ L u v ~ .  L ~ I L D ,  UL C . U U L L ) ~ ~  
I n  t h i s  p r e s e n t a t i o n  w e  s h a l l  d e s c r i b e  how t h e  theory 
o f  c h a r a c t e r i s t i c s  l e a d s  t o  a u n i f i e d  theory  f o r  the  conver- 
s i o n  of boundary value problems which can be app l i ed  t o  prob- 
l e m s  A ,  B ,  and C a l i k e  and even  t o  c e r t a i n  non-l inear  problems, 
and which y i e l d s  imbedding equa t ions  wi thout  assuming a p r i o r i  
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a s p e c i a l  r e p r e s e n t a t i o n  of t h e  s o l u t i o n .  This  approach 
does  no t  s e e m  t o  have been used b e f o r e .  W e  w e r e  l e d  t o  i t  
through t h e  observa t ion  made by Wing i n  [ 2 2 3 ,  namely t h a t  
t he  given o r d i n a r y  d i f f e r e n t i a l  equat ions  of the  two p o i n t  
boundary v a l u e  problem a r e  t h e  c h a r a c t e r i s t i c  equat ions  of 
t h e  corresponding imbedding equat ion .  However, i n  t h e  same 
a r t i c l e ,  Wing sugges t s  t h a t  an e n t i r e l y  d i f f e r e n t  i n t e r p r e -  
t a t i o n  of  t h e  p e r t u r b a t i o n  appears  t o  be needed, b e f o r e  t h i s  
o b s e r v a t i o n  could eve r  be a p p l i e d  t o  t w o  p o i n t  boundary value 
problems.  
I n  our approach w e  s h a l l  not  r e i n t e r p r e t  the  s i z e  p e r t u r -  
b a t i o n  technique; i n s t ead  w e  s h a l l  imbed t h e  given boundary 
--- v a l u e  1 ..* prablem i n t o  a c l a s s  cf i ~ i t i s l  r.ral12.e  prohlems and then 
apply  the  theory  of c h a r a c t e r i s t i c s  t o  d e r i v e  t h e  imbedding 
equa t ion .  Eventua l ly ,  t h i s  approach w i l l  be used t o  f i n d  
the  imbedding equat ion  for  a b s t r a c t  two p o i n t  boundary value 
problems de f ined  on  a r b i t r a r y  Banach spaces .  For t h i s ,  t h e  
theo ry  of  c h a r a c t e r i s t i c s  i n  an i n f i n i t e  dimensional  space 
w i l l  be r e q u i r e d  which, however, i s  not  r e a d i l y  a v a i l a b l e .  
I n  o r d e r  t o  d e s c r i b e  t h e  underlying idea  of t h e  new approach, 
we  s h a l l  p r e s e n t  h e r e  t h e  method f o r  t h e  one dimensional  t r a n s -  
p o r t  model l ead ing  to problem A ,  because i n  t h i s  case  on ly  t h e  
c l a s s i c a l  theory  of c h a r a c t e r i s t i c s  f o r  a s i n g l e  f i r s t  o r d e r  
14 
p a r t i a l  d i f f e r e n t i a l  equation i s  needed. The g e n e r a l i z a t i o n  
of t h e  method and i t s  a p p l i c a t i o n  t o  a b s t r a c t  boundary value 
problems will then be given i n  c h a p t e r s  2 and 3 .  
1 . 2 .  The C h a r a c t e r i s t i c  Theory Approach. For ease  of 
r e f e r e n c e  the  basic f e a t u r e s  of  t h e  theory  o f  c h a r a c t e r i s t i c s  
f o r  a s i n g l e  f i r s t  o r d e r  p a r t i a l  d i f f e r e n t i a l  equat ion s h a l l  
be summarized f i r s t .  This d i scuss ion  fo l lows  Courant & H i l b e r t ,  
v o l .  I1 ([8], pp. 62-69). 
Consider t h e  equat ion 
( 1 . 2 . 1 )  
where a ,  b ,  and c a r e  cont inuously d i f f e r e n t i a b l e  on some open 
domain DcE , and suppose t h a t  a 2  + b 3 2 # 0 i n  D .  A cont inuous ly  
d i f f e r e n t i a b l e  s u r f a c e  u ( x , y )  s a t i s f y i n g  ( 1 . 2 . 1 )  and belonging 
t o  D i s  c a l l e d  an i n t e g r a l  s u r f a c e  of ( i . 2 . I L ) .  Moreover, such 
a s u r f a c e  can  be cons t ruc t ed  wi th  t h e  h e l p  of  t he  so-ca l led  
c h a r a c t e r i s t i c  equa t ions .  
D e f i n i t i o n  1 . 2 . 1 :  A c h a r a c t e r i s t i c  c u r v e  - o r  a "char -  
a c t e r i s t i c "  f o r  s h o r t  - of equat ion  ( 1 . 2 . 1 )  i s  an i n t e g r a l  
{ x ( t )  , y ( t )  , u ( t ) ]  of t h e  c h a r a c t e r i s t i c  equa t ions  
x ' ( t )  = a ( x , y , u )  
y ' ( t )  = b ( x , y , u )  
u ' ( t )  = c ( x , y , u )  
1 5  
w i t h  t h e  p rope r ty  t h a t  ( x , y , u )  e D .  H e r e ,  t i s  a parameter  
varying along t h e  c h a r a c t e r i s t i c  curve.  The p r o j e c t i o n  of  
a c h a r a c t e r i s t i c  o n t o  t h e  x-y p l ane ,  i . e .  t he  c u r v e  { x ( t )  , y ( t ) ] ,  
i s  c a l l e d  a c h a r a c t e r i s t i c  base curve of  (1.2.1). 
The c h a r a c t e r i s t i c  equat ions  d e f i n e  a d i r e c t i o n  f i e l d  
o n  D whose d i r e c t i o n  a t  any p o i n t  P c D i s  given by t h e  so- 
c a l l e d  Monge a x i s  through P .  The d i r e c t i o n  numbers (dx:dy:du) 
of t h i s  a x i s  e v i d e n t l y  s a t i s f y  dx:dy:du = a ( P )  : b ( P )  : c ( P )  , and 
t h i s  i m p l i e s  t h a t  any s u r f a c e  w which i s  tangent  t o  t h e  d i r e c -  
t i o n  f i e l d  a t  each of i t s  p o i n t s  m u s t  s a t i s f y  (1.2.1). 
f a c t ,  t h e  normal of  w and the Monge a x i s  thmugh each p o i n t  
I n  
on w a r e  pe rpend icu la r ,  i . e .  
2, AT., -w dx + -w* 1, v - u "I 
w a (x ,y ,w)  + w b ( x , y , w )  = c ( x , y , ~ ~ ) .  
X YUY 
Y 
or  
A s u r f a c e  genera ted  by the c h a r a c t e r i s t i c  curves  au tomat i ca l ly  
sa t isf ies  t h i s  cond i t ions  and i s ,  t h e r e f o r e ,  a n  i n t e g r a l  s u r -  
f a c e .  Conversely,  if u ( x , y )  i s  an i n t e g r a l  s u r f a c e ,  then a 
one parameter  family of curves  x = x ( t ) ,  y = y ( t ) ,  u = u ( t )  
can be de f ined  by 
X 
Along such curves  (1.2.1) assumes t h e  form 
u '  = u x '  + uyy'  = u a + u b = c ,  
X X Y 
and hence t h e s e  curves  a r e  c h a r a c t e r i s t i c .  These r e s u l t s  can 
16 
be summarized by quot ing  ( [  81 p.  63) : 
Theorem 1 . 2 . 1 :  Eve ry  s u r f a c e  u ( x , y )  generated by a one 
parameter  family of c h a r a c t e r i s t i c  c u r v e s  i s  an i n t e g r a l  s u r -  
f ace  of t h e  p a r t i a l  d i f f e r e n t i a l  equat ion .  Conversely,  every 
i n t e g r a l  s u r f a c e  u ( x , y )  i s  genera ted  by a one parameter  family 
of c h a r a c t e r i s t i c  curves .  
Without f u r t h e r  r e s t r i c t i o n s ,  equat ion (1.2.1) may admit 
uncountably many i n t e g r a l  s u r f a c e s ;  however, the  s o l u t i o n  t o  
t h e  Cauchy problem f o r  (1.2.1), i f  i t  e x i s t s ,  u s u a l l y  i s  unique. 
Such a problem can be formulated a s  follows: F ind  a s u r f a c e  
u ( x , y )  which s a t i s f i e s  ( 1 . 2 . 1 )  and passes  through a given 
c u r v e  E D  - t h e  so -ca l l ed  i n i t i a l  manifold.  The next  theorem 
applies t o  t h i s  problem (see aqa in  [8], p.  6 6 ) .  
Theorem 1 . 2 . 2 :  L e t  t he  i n i t i a l  manifold CcD be given 
p a r a m e t r i c a l l y  by x = x ( s ) ,  y = y ( s ) ,  u = u ( s ) ,  then the  
i n i t i a l  value problem 
uxa (x ,y ,u )  + u b ( x , y , u )  = c ( x , y , u )  
Y 
u ( s )  = u ( x ( s )  , y ( s ) )  
h a s  one and on ly  o n e  s o l u t i o n  i n  some neighborhood N of C i f  
t he  Jacobian A x y - xsyt does no t  vanish along C .  I f ,  
however, A =  0 along C ,  the i n i t i a l  value problem cannot  be 
so lved  u n l e s s  C i s  a c h a r a c t e r i s t i c  cu rve ,  and then t h e  prob- 
l e m  h a s  i n i f i n i t e l y  many s o l u t i o n s  n e a r  C .  
t s  
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Following i s  a brief o u t l i n e  of the proof f o r  the case 
when & # 0 a long  C .  I n  t h i s  case the c h a r a c t e r i s t i c  through 
each p o i n t  o f  the i n i t i a l  manifold C i s  ob ta ined  by i n t e g r a t -  
i n g  the i n i t i a l  va lue  problem 
x '  = a ( x , y , u ) ,  x ( 0 )  = x ( s )  
y '  = b ( x , y , u ) ,  ~ ( 0 )  = Y ( S )  
and u '  = c ( x , y , u ) ,  u (0 )  = u ( s ) .  
L e t  { x ( t , s )  , y ( t , s )  , u ( t , s ) ]  be the r e s u l t i n g  family of cha rac t -  
# 0 on  CcD, then  by the - X s Y t  e r i s t i c  curves .  I f  8 -  x y 
i m p l i c i t  f u n c t i o n  theorem the i n v e r s e  f u n c t i o n s  S = S ( X , Y ) ,  t =(X,Y) 
t s  
ex i s t s  i n  some neighborhood N of C .  By s u b s t i t u t i n g  
these f u n c t i o n s  i n t o  u ( t , s )  w e  o b t a i n  u as a f u n c t i o n  o f  x 
+ usI'J Oru '  = u x '  
c ( x , y , u )  = u x a ( x , y , u )  + u b ( x , y , u ) .  
x 
Y 
Moreover, the c o n s t r u c t i o n  c e r t a i n l y  a s s u r e s  that  u ( x , y )  
passes through C.  
For a more thorough geometr ic  d i s c u s s i o n ,  i n c l u d i n g  tk 
case when ,!l 0 ,  and some examples w e  refer t o  [8!. I n  chapter 
2 t h i s  theorem sha l l  be gene ra l i zed  t o  app ly  t o  a more g e n e r a l  
Cauchy problem. 
These r e s u l t s  from the  theo ry  of character is t ics  can now 
be used t o  p r e s e n t  the new d e r i v a t i o n  of the imbedding equa t ion  
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f o r  problem A :  
u ' ( t >  = F ( t , y , u ) ,  u ( a )  = CY 
y ' ( t )  = G(t ,y ,u ) ,  y ( b )  = 0 -  
W e  shal l  assume that  F and G a re  cont inuous ly  d i f f e r e n t i a b l e  
o n  some domain D i n  t-y-u space, and that  problem A h a s  a 
unique s o l u t i o n .  
As shown i n  1.1, Wing [ 2 2 ]  imbeds problem A i n t o  the c l a s s  
o f  boundary va lue  problems 
u ' ( t )  = F ( t , v , u )  u ( a )  = CY 
v ' ( t )  = G ( t , v , u )  v ( x )  = Y ,  
and from t h i s  formula t ion  the imbedding equa t ion  (1.1.3) i s  
de r ived .  I n  c o n t r a s t ,  i n  o u r  approach w e  s h a l l  imbed problem 
A i n t o  the fo l lowing  class of i n i t i a l  va lue  problems: 
u ' ( t )  = F ( t , y , u )  u ( a )  = CY 
y ' ( t )  = G ( t , y , u )  y ( a )  = s.  
For each i n i t i a l  value (a,s,cy) e D t h i s  problem has a unique 
s o l u t i o n .  I n  numerical  a n a l y s i s  a t r i a l  and error  s e a r c h  
f o r  the p a r t i c u l a r  i n i t i a l  va lue  ( a , s  , C Y )  which i s  c o n s i s t e n t  
w i t h  y (b )  = P i s  g e n e r a l l y  c a l l e d  a "shoot ing  method". H e r e ,  
however, w e  a re  n o t  i n t e r e s t e d  i n  a d i r e c t  search for ( a , s o , a ) ;  
r a t h e r  w e  s h a l l  i n t e r p r e t  the equa t ions  u '  = F and y '  = G a s  
charac te r i s t ic  equa t ions  of some p a r t i a l  d i f f e r e n t i a l  equat ion .  
For t h a t  purpose,  l e t  u s  add a t h i r d  equa t ion  by s e t t i n g  x E t ,  
0 
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and w r i t e  the i n i t i a l  value problem of the shoot ing  method 
i n  the form 
(1.2.3)  u ' ( t )  = F ( t , y , u )  u ( a )  = CY 
y ' ( t )  = G ( t , y , u )  y ( a )  = s 
x =  t x ( a )  = a .  
The o u t l i n e  of the proof f o r  theorem 1 . 2 . 2  then s h o w s  t h a t  
i n t e g r a t i n g  ( 1 . 2 . 3 )  corresponds exact ly  to gene ra t ing  the 
s u r f a c e  u (  t , y )  fo r  the p a r t i a l  d i f f e r e n t i a l  equat ion  
u ( t , y )  + u ( t , y ) G ( t , y , u )  = F ( t , Y , u )  
t Y 
through the i n i t i a l  manifold u ( a , y )  = CY. Moreover, s i n c e  
e q u a l s  u n i t y  a long  C ,  theorem - XsYt t h e  Jacobian  h 3 x y 
1.2.2 a s s u r e s  t h a t  the i n t e g r a l  s u r f a c e  ex is t s  n e a r  C .  
t s  
Conversely,  l e t  u ( t , y )  be a n  i n t e g r a l  s u r f a c e  which be- 
longs  t o  D and which passes through the i n i t i a l  manifold 
u ( a , y )  = CY. Suppose f u r t h e r  t ha t  the c h a r a c t e r i s t i c  through 
( b , P , u ( b , B ) )  remains on u ( t , y )  f o r  t c [ a , b ] ;  then  t h i s  curve  
c e r t a i n l y  sa t i s f ies  i t s  c h a r a c t e r i s t i c  equa t ions  
u ' ( t )  = F ( t , y , u )  and y ' ( t )  = G ( t , y , u )  
and the i n i t i a l  cond i t ions  u ( b )  = u ( b , Q ) ,  y ( b )  = @ .  And 
s i n c e  i t  remains on  u ( t , y ) ,  the boundary cond i t ion  u ( a )  = CY 
has to  hold a s  w e l l .  I n  summary, w e  can t h u s  conclude: 
The d e s i r e d  value u ( b ) ,  which t ransforms problem A i n t o  
a Cauchy problem w i t h  the i n i t i a l  va lue  g iven  a t  t = b ,  can 
2 0  
be found by so lv ing  t h e  imbedding equat ion 1 
(1.2.4) 
and by s e t t i n g  u ( b )  = u ( b , @ ) .  
This  conclusion is i d e n t i c a l  t o  t h a t  f o r  t h e  method 
of  i n v a r i a n t  inibedding. Moreover, t he  su r face  generated 
w i t h  the  shoot ing method i s  e a s i l y  v i s u a l i z e d ,  a s  Fig.  1 8 
shows. 
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2 1  
A s i m i l a r  approach can be used t o  f i n d  y ( a )  f o r  problem 
A. I n  t h i s  case  we assume f o r  ( 1 . 2 . 3 )  t h e  i n i t i a l  cond i t ions  
t ( b )  = b, y ( b )  = B, u ( b )  = s ,  and gene ra t e  the  i n t e g r a l  s u r -  
f a c e  y ( t , u )  f o r  
y t ( t , u )  + y u ( t , u ) F ( t , y , u )  = G ( t , y , u )  
through y ( b , u )  = R .  
The d e s i r e d  s o l u t i o n  i s  y(a,cu).  I n  f a c t ,  t h e  c h a r a c t e r i s t i c  
c u r v e  through ( a , y ( a , a ) , a )  e D s a t i s f i e s  i t s  c h a r a c t e r i s t i c  
equa t ions  u ' ( t )  = F ( t , y , u )  and y ' ( t )  = G ( t , y , u )  
and t h e  i n i t i a l  cond i t ion  u ( a )  = cy. Furthermore y ( b )  = 13, 
because t h i s  c h a r a c t e r i s t i c  must remain on y ( t , u )  f o r  t 6 [a,b!. 
A d i f f e r e n t  approach f o r  f i n d i n g  y ( b )  i s  suggested i n  [ 2 2 ] .  
'pnere,wing shows t h a t  grice L I : ~  s e l u t i o n  c i ( t , ~ )  ~f (1 .2 .C)  is 
known, then t h e  va lue  y ( a )  can be ob ta ined  from t h e  Cauchy 
problem 
(1 .2 .5 )  T ( t , y )  + T ( t , y ) G ( t , y , u ( t , y ) )  = 0 
t Y 
T ( a , y )  = Y ,  
by s e t t i n g  T(b,R) = y ( a ) .  Equation ( 1 . 2 . 5 )  i s  de r ived  i n  [ 2 2 ]  
by arguments s i m i l a r  t o  those of s e c t i o n  1.1; however, i t  can 
also be obta ined  by using c h a r a c t e r i s t i c  theory ,  a s  t h e  follow- 
i n g  d i s c u s s i o n  shows. 
L e t  u s  assume t h a t  u ( t , y )  i s  an i n t e g r a l  s u r f a c e  o f  ( 1 . 2 . 4 ) ,  
then we want t o  f i n d  some s such t h a t  t h e  s o l u t i o n  y ( t )  of  
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of y1 the  s o l u t i o n  
e x i s t s  and i s  unique, because G and u w e r e  assumed t o  be 
cont inuous ly  d i f f e r e n t i a b l e .  Secondly,  i f  { y 2 ( t )  , u (  t )  ] i s  
t h e  c h a r a c t e r i s t i c  of (1.2.4) through the  i n i t i a l  value 
( @ , u ( b , @ ) ) ,  then y a l s o  s a t i s f i e s  (1 .2 .61,  because along 
t h i s  c h a r a c t e r i s t i c  G ( t , y 2 ( t )  , u ( t ) )  i s  equal  t o  G ( t , Y 2 ( t )  , u ( t , Y 2  (t)) 
Since  t h e  s o l u t i o n  of (1.2.6) i s  unique i t  now 
2 
fo l lows  t h a t  y2 yl. Hence any s o l u t i o n  of ( 1 . 2 . 6 )  i s  a l s o  
T ( a )  = s 
y (a )  = s 
a s o l u t i o n  of t h e  c h a r a c t e r i s t i c  equat ion  y '  = G ( t , y , u ) .  
Consider  next  t h e  imbedding of  (1 .2 .6)  i n t o  the  c l a s s  
of i n i t i a l  va lue  problems 
T ' ( t )  = 0 
y '  ( t )  = G ( t , y , . u ( t , y ) )  
x = t .  
From t h e  proof of theorem 1 . 2 . 2  w e  know t h a t  t h e s e  equa t ions  
d e s c r i b e  a s u r f a c e  T ( t , y )  s a t i s f y i n g  
T ( t , y )  + T ( t , y ) G ( t , y , u ( t , y ) )  = 0 
t Y 
and pass ing  through T ( a , y )  = y .  Furthermore,  T ( t , y )  remains 
c o n s t a n t  a long any c h a r a c t e r i s t i c  b a s e  c u r v e  { t , y ( t )  1 .  
f o r e ,  a long  the  p a r t i c u l a r  c h a r a c t e r i s t i c  { t , y ( t )  , T ( t )  ] through 
There- 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
2 3  
( b , B , T ( b , f l ) )  w e  o b t a i n  
Y ' ( t )  = G ( t , y ( t )  , u ( t , y ( t ) ) )  = G ( t , y , u )  
T ( a )  = T ( b , R )  = y ( a ) .  
It  should be poin ted  o u t  t h a t  r e g a r d l e s s  of  t h e  form of F and 
G ,  problem (1 .2 .5 )  w i l l  always be l i n e a r  i n  T. This p rope r ty  
i s  p a r t i c u l a r l y  u s e f u l  fo r  numerical  work: s e e ,  f o r  example, 
(t-221, p .  89).  
For ease  of expos i t ion  and f o r  comparison wi th  Wing's 
r e s u l t s ,  w e  have d iscussed  h e r e  only  t h e  boundary value 
problem A ,  b u t  nothing new i s  added i f  we cons ider  t h e  more 
g e n e r a l  c l a s s  of problems: 
( 1 . 2 . 7 )  u ' ( t )  = F ( t , y , u )  u ( a )  = f ( y ( a ) )  
y'(t) = G ( t l y l u )  y ( b )  = g ( u ( b ) ) ,  
where a l s o  f and g a r e  assumed t o  b e  cont inuous ly  d i f f e r e n t i -  
a b l e .  Again w e  can use  the shoot ing  method and impose t h e  
i n i t i a l  c o n d i t i o n s  
u ( a )  = f ( s ) ,  y ( a )  = s. 
I n  t h i s  way, w e  g e n e r a t e  t h e  s u r f a c e  u ( t , y )  which s a t i s f i e s  
u + u G ( t , y , u )  = F ( t , y , u ) ,  
t Y 
and which passes  through u ( a , y )  = f ( y ) .  L e t  us now suppose 
t h a t  t h e  i n t e g r a l  s u r f a c e  exis ts  i n  a s u f f i c i e n t l y  l a r g e  
domain, i n  which t h e  equat ion y = g ( u ( b , y ) )  h a s  a t  l e a s t  
one f i x e d  p o i n t  y . If the c h a r a c t e r i s t i c  { t , y ( t )  , u ( t ) ]  
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through (b ,yo ,u (b ,y  1 )  remains on  u ( t , y )  for  all t E: [ a , b ] ,  
then  i t  s o l v e s  problem (1 .2 .7) .  The geometric i n t e r p r e t a -  
t i o n  of t h i s  imbedding s u r f a c e  i s  g iven  i n  F ig .  2 .  
0 
d 
Y 
Fig .  2 - The imbedding s u r f a c e  fo r  problem (1 .2 .7) .  
1 . 3 .  Linea r  Problems. I n  the case of l i n e a r  boundary 
va lue  problems the p a r t i a l  d i f f e r e n t i a l  (imbedding) equa t ion  
( 1 . 2 . 4 )  can be reduced t o  a p a i r  of o r d i n a r y  d i f f e r e n t i a l  
equa t ions .  I n  order to i l l u s t r a t e  t h i s ,  l e t  problem A be 
g i v e n  i n  the f o r m  
2 5  
(1 .3.1)  u ' ( t )  = a ( t ) u  + b ( t ) y  u ( a )  = CY 
where a ,  b ,  c ,  and d a r e  assumed t o  be d i f f e r e n t i a b l e  on 
s o m e  domain .Dr, [ a , b ] .  Without loss of g e n e r a l i t y  w e  can 
assume t h a t  [ a , b ]  i s  t h e  i n t e r v a l  [ O , t l ] .  
i s  now imbedded i n t o  t h e  c l a s s  o f  i n i t i a l  v a l u e  problems 
Problem (1.3.1)  
(1 .3 .2)  u ' ( t )  = a ( t ) u  + b ( t ) y  u ( 0 )  = CY 
y ' ( t )  = c ( t ) u  + d ( t ) y  v ( 0 )  = s 
The r e s u l t s  o f  t h e  previous s e c t i o n s  apply and w e  o b t a i n  
t h e  o t h e r  hand, problem (1.3.2) h a s  t h e  e x p l i c i t  s o l u t i o n  
where C ( t , r )  i s  the fundamental mat r ix  of  the l i n e a r  system 
( 1 . 3 . 2 ) ,  and where,  as usua l ,  C ( t , t )  = 6 i j .  I n  component i j  
form t h e  s o l u t i o n  of ( 1 . 3 . 2 )  can then be w r i t t e n  a s  
Solving f o r  s = s ( t , y )  we f i n d ,  a t  l eas t  i n  some neighborhood 
of t h e  i n i t i a l  manifold u ( 0 , y )  = a ,  t h a t  
26 
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( t , O ) y  - c22 ( t ,  0 )  c21 ( t  , O ) c y ;  22  s = C  
hence 
-1 
c12c22 c 2 1 ~ c u *  
w e  o b t a i n  the r e p r e s e n t a t i o n  
(1.3.4) u ( t , y )  = u ( t ) y  + h ( t )  
f o r  the s o l u t i o n  of t h e  imbedding equa t ion  (1 .3 .3 ) .  Subs t i t u -  
o r  [ u '  + ucu + ud - a u  - b]  y = -h' - uch + ah.  
S ince  t h i s  equa t ion  n a s  to  hold f o r  a i l  y ,  i n c i u G L r i y  U-ic case 
when y = 0,  both sides have to  vanish ,  and hence 
(1.3.5) u '  + ucu + ud - a u  - b = 0 
h '  + uch - ah = 0 
hold. Moreover, because of C ( 0 , O )  = 6 the i n i t i a l  con- 
d i t i o n  y i e l d s  u ( 0 )  = 0 ,  h(0) = cy .  Thus, (1.3.3) h a s  been 
i j  i j  
reduced to  (1.3.5) .  Conversely,  if u ( t )  and h ( t )  s a t i s f y  
(1 .3 .5 ) ,  then  d i f f e r e n t i a t i o n  shows t h a t  u ( t , y )  = u ( t ) y  + h ( t )  
i s  a s o l u t i o n  of (1 .3 .3 ) ,  w h i c h  by theorem 1.2 .2  i s  t h e  on ly  
s o l u t i o n .  The f i r s t ,  non- l inear ,  equa t ion  of (1.3.5) i s  
known a s  the (scalar)  R i c c a t i  equa t ion .  W e  sha l l  be concerned 
w i t h  more gene ra l  R i c c a t i  equat ions  i n  c h a p t e r s  2 and 3 ,  where 
abs t r ac t  l i n e a r  boundary value problems a r e  d iscussed  i n  d e t a i l .  
I n  [ 3 ]  Bai ley  and Wing d i scussed  a d i f f e r e n t  l i n e a r  bound- 
a ry  va lue  problem o f  the form 
(1.3.6) u ' ( t )  = a ( t ) u  + b ( t ) y  u ( 0 )  = 0 
Y ' ( t )  = c ( t ) u  + d ( t ) y  U ( t l )  = 1, 
us ing  the concept  of s i z e  p e r t u r b a t i o n .  Suppose t h i s  problem 
admi ts  a s o l u t i o n ;  then  t h e r e  e x i s t s  an  i n i t i a l  va lue  y ( 0 )  = 3 
such t h a t  the corresponding s o l u t i o n  u (  t ,  s ) s a t i s f i e s  
0 
0 
u ( t l , s o )  = 1. Thus, the shoot ing  method can be a p p l i e d ,  and 
the above d i s c u s s i o n  of l i n e a r  boundary va lue  problems s h o w s  
t h a t  w e  have to  s o l v e  the i n i t i a l  va lue  problem for  the R i c c a t i  
equa t ion  
u '  + ucu + ud - au  - b = 0 
u (0 )  = 0.  
If the s o l u t i o n  o f  t h i s  equat ion  e x i s t s  on [ O , t l ]  where u ( t  # 0 ,  1 
u = u ( t  ) y  and the p l a n e  u 5 1 i n t e r s e c t  1 t hen  the l i n e  
a t  the va lue  y = The c h a r a c t e r i s t i c  C t , y ( t )  , u ( t )  1 
0 U ( t l ) '  
through the p o i n t  of i n t e r s e c t i o n  (t l t Y O t  1) i n  t-y-u space 
then  s o l v e s  the boundary va lue  problem (1.3.6). Fig .  3 g i v e s  
a geometric i n t e r p r e t a t i o n  o f  t h i s  method. 
28 
F i g .  3 - The imbedding s u r f a c e  f o r  problem (1.3.6)  
1 .4 .  L i m i t a t i o n s  of t h e  Imbeddinq Method. Theorem 1 . 2 . 2  
a s s u r e s  t h e  existence o f  a unique i n t e g r a l  s u r f a c e  u ( t , y )  f o r  
( 1 . 2 . 4 )  i n  a neighborhood o f  t h e  i n i t i a l  manifold C ,  and t h e  
fo l lowing  examples show t h a t  even f o r  a s imple l i n e a r  problem 
t h i s  neighborhood may be too  small  t o  a l low an a p p l i c a t i o n  of 
t h e  imbedding method i n  o r d e r  t o  s o l v e  two p o i n t  boundary value 
29 
problems. 
Consider  t h e  l i n e a r  system 
(1.4.1) u ' ( t )  = y 
, y ' ( t )  = 'U, 
which posses ses  t h e  fundamental mat r ix  
cos t s i n  t 
- s i n  t 
C( t ,O)  = 
The Cauchy problem f o r  (1.4.1) wi th  t h e  i n i t i a l  value 
u ( 0 )  = c y ,  y ( 0 )  = s then has  t h e  unique s o l u t i o n  
L e t  us  choose t h r e e  d i f f e r e n t  s e t s  of boundary va lues  f o r  
t h e s e  l i n e a r  equat ions .  
Tr 
Example a :  u (0 )  = CY, y(,) = B ,  cy + e # 0 .  
For any i n i t i a l  value s the equat ion  ( 1 . 4 . 2 )  y i e l d s  
ll 17 
u(-) = s ,  y ( 5 )  = -cy 2 
Since cy + A # 0 i t  fol lows t h a t  no s o l u t i o n  of  (1 .4 .1)  can 
s a t i s f y  t h e  boundary cond i t ions  of example a .  
7T 
Example b : u ( 0 )  = c y ,  y ( 5 )  = IR CY + IR = 0 .  
The d i s c u s s i o n  of example a shows t h a t  system (1.4.1)  admits  
uncountably many solut ions s a t i s f y i n g  t h e  boundary cond i t ions  
of  example b ,  for  i n  th is  c a s e  s can be chosen a r b i t r a r i l y .  
Example c:  u ( 0 )  = 0 ,  y ( b )  = R .  
L e t  u s  use t h e  imbedding equat ion ( 1 . 2 . 4 )  and gene ra t e  i t s  
s o l u t i o n  by e l i m i n a t i n g  s from u ( t , s )  i n  ( 1 . 4 . 2 ) .  A simple 
c a l c u l a t i o n  shows t h a t  u ( t , y )  = y t a n  t i s  t h e  s o l u t i o n  of 
t h e  imbedding equat ion u t ( t , y )  - u ( t , y ) u  = y through u(0,y) = 
It  fo l lows ,  t h e r e f o r e ,  t h a t  u ( t , y )  * 00 a s  t 4 - Hence the  
imbedding method w i l l  y i e l d  a s o l u t i o n  only  i f  b < 2, whereas 
from (1.4.2)  i t  can be seen t h a t  (1.4.1), t oge the r  with the  
boundary va lues  o f  example c ,  possesses  a unique s o l u t i o n  
whenever b # 
(b-a) = - f o r  t h i s  problem i s  c a l l e d  c r i t i c a l .  The phys ica l  
s i g n i f i c a n c e  of c r i t i c a l  i n t e r v a l s  i s  d i scussed  i n  [ 2 1 ] .  
Y 
n 
2 '  
n 
. I n  t r a n s p o r t  theory  t h e  l e n g t h  ( 2 n + l ) n  2 
n 
2 
0 .  
These examples show t h e  l i m i t a t i o n s  of t h e  p r e s e n t  methods 
LVL rnw transferming a bound.ary value problem i n t o  a Cauchy problem. 
I f  t h e  g iven  boundary value problem admits  a s o l u t i o n  f o r  t h e  
i n t e r v a l  [ a , b ] ,  then a s o l u t i o n  h a s  t o  e x i s t  f o r  a l l  i n t e r v a l s  
[ a , c ] ,  a - < c - < b. 
o u r  method g e n e r a l l y  f a i l s  a l though t h e  boundary value problem 
s t i l l  may have s o l u t i o n s .  Furthermore,  a s  theorem 1 . 2 . 2  shows, 
t h e  s o l u t i o n  of t h e  Cauchy problem (1.2.4) may e x i s t  on ly  i n  a 
neighborhood of t he  i n i t i a l  manifold,  and hence may no t  form 
a s u r f a c e - s t r i p  b i g  enough t o  a l low a numerical  i n t e g r a t i o n  
of t h e  p a r t i a l  d i f f e r e n t i a l  equat ion  by d i f f e r e n c e  schemes 
wi th  c o n s t a n t  mesh s i z e .  L inear  problems do not  show t h i s  
If the  i n t e r v a l  exceeds a c r i t i c a l  l e n g t h ,  
3 1  
d e f e c t ,  because i n  t h a t  case t h e  ex i s t ence  of t h e  s u r f a c e  i s  
determined by i t s  t-dependence only .  
Our approach t o  t h e  s c a l a r  boundary value problem A 
al lowed a simple geometric i n t e r p r e t a t i o n  (see F ig .  1). For 
more complicated multi-dimensional problems , such a s  problem 
(1.1.41, t h e  method of  s ec t ion  1 . 2  can s t i l l  be a p p l i e d ,  where 
now t h e  theory  of  c h a r a c t e r i s t i c s  f o r  a f i r s t  o r d e r  p a r t i a l  
d i f f e r e n t i a l  equat ion  with the same p r i n c i p a l  p a r t  (see 
Courant & H i l b e r t ,  vo l .  I1 [8], pp. 139-142) must be used .  
The geometr ic  i n t e r p r e t a t i o n ,  however, w i l l  be  l o s t .  
W e  s h a l l  no t  u s e  t h i s  f i n i t e  dimensional  theory ;  i n s t e a d ,  
w e  s h a l l  nex t  cons ider  a b s t r a c t  boundary value problems of 
t h e  form 
(1.4.3) u ' ( t )  = F ( t , y , u )  u ( a )  = f ( y ( a ) )  
y ' ( t )  = G ( t , y , u )  y ( b )  = g ( u ( b ) ) .  
H e r e ,  u and y denote  a b s t r a c t  f u n c t i o n s  mapping an i n t e r v a l  
on t h e  r e a l  l i n e  i n t o  c e r t a i n  i n f i n i t e  dimensional  Banach 
spaces ,  and F,  G ,  f ,  and g a r e  s u i t a b l e  f u n c t i o n s  a l s o  def ined  
on these  Banach spaces .  The theory  presented  i n  t h e  next  
chap te r s  w i l l  permit  u s  to d e r i v e  t h e  imbedding equat ion  f o r  
problems B and C .  
CHAPTER 2 
ABSTRACT TWO POINT BOUNDARY VALUE PROBLEMS 
I N  A BANACH SPACE 
I n  t h i s  chapter  w e  s h a l l  apply t h e  ideas  of s e c t i o n  1 . 2  
t o  f i n d  t h e  imbedding equat ion  f o r  a b s t r a c t  boundary value 
problems. For t h i s  w e  s h a l l  need a gene ra l i zed  theo ry  of 
c h a r a c t e r i s t i c s  which is presented i n  2 . 1 .  The next  s e c t i o n  
c o n t a i n s  t h e  d e r i v a t i o n  of t h e  imbedding equat ion ,  and i n  2 . 3  
t h e  main theorem of t h i s  chapter  g i v e s  some information about  
t h e  s o l v a b i l i t y  of t he  imbedding problem. Then, i n  s e c t i o n  
2 . 4 ,  t h i s  theorem i s  appl ied  t o  y i e l d  some s u f f i c i e n t  con- 
I .  ditions under whicI i  t he  o r ig ina l  I--*-- U w u L i U u L y  2- -.- v - 7  V U L U Z .  1 1 - m &UL nrnhl VU---.. nm h x  A)-- c 
a unique s o l u t i o n .  Linear  equa t ions  a r e  t r e a t e d  i n  s e c t i o n  
2 . 5 ,  and t h e s e  r e s u l t s  are a p p l i e d  t o  problem B i n  2.6. 
2 . 1 .  The Theory of C h a r a c t e r i s t i c s  i n  an A r b i t r a r y  Banach 
Space.  The concept  of c h a r a c t e r i s t i c s  i n  an i n f i n i t e  dimen- 
s i o n a l  l i n e a r  space i s  not  new. I n  1960 Manninen [ I91  con- 
sidered t h e  fo l lowing  Cauchy problem from a f u n c t i o n a l  a n a l y t i c  
p o i n t  of view: 
( 2 . 1 . 1 )  H ( x , z ' ( x ) )  = 0 
z = T ( t )  when x = V ( t ) .  
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3 3  
H e r e ,  H: D c R 
d e f i n e d  on some domain D ,  R i s  a r e f l e x i v e  Banach space,  
R ' i t s  d u a l ,  and Rp i s  a p-dimensional l i n e a r  space.  
more, t h e  f u n c t i o n s  q and p are assumed t o  be t h r e e  t i m e s  
d i f f e r e n t i a b l e  f o r  t e D' c Rx, where D '  i s  a c e r t a i n  subse t  
of Rx. 
i s t i c  equat ions  which, f o r  p > 1, t u r n  ou t  t o  be a b s t r a c t  
t o t a l  d i f f e r e n t i a l  equat ions .  Under a d d i t i o n a l  assumptions 
on t h e  i n i t i a l  manifold he then  succeeds i n  genera t ing  an 
x R ' 4 Rp i s  a twice d i f f e r e n t i a b l e  opera tor  
X X 
X 
Fur ther -  
X 
From t h i s  ope ra to r  H ,  Manninen d e r i v e s  t h e  cha rac t e r -  
i n t e g r a l  s u r f a c e  t o  ( 2 . 1 . 1 )  i n  a s u f f i c i e n t l y  smal l  neighbor- 
hood of t h e  i n i t i a l  manifold.  Manninen a l s o  p o i n t s  ou t  t h a t  
the more gene ra l  ope ra to r  F ( x , z ' ( x ) , z ( x ) )  can be t ransformed 
iIlt,& iile type reqciired L U L  <-- .L; l l L 3  - . I - L ~ - ~ . v  L I l G U L Y  . 
Our problem w i l l  be somewhat d i f f e r e n t  from ( 2 . 1 . 1 ) .  
W e  a r e  i n t e r e s t e d  i n  t h e  equivalence between two a b s t r a c t  
o r d i n a r y  d i f f e r e n t i a l  equat ions  - considered a s  cha rac t e r -  
i s t i c  equat ions  - and t h e  corresponding imbedding equat ion .  
For t h e  a p p l i c a t i o n  of t h i s  imbedding equat ion  t o  t r a n s p o r t  
problems, it i s  e s s e n t i a l  t h a t  i t s  c h a r a c t e r i s t i c s  a r e  de- 
f i n e d  on a r b i t r a r y  Banach spaces ,  and n o t  only on r e f l e x i v e  
spaces .  Therefore ,  Manninen's theory  i s  not  immediately 
a p p l i c a b l e .  But while  it appears  t o  be p o s s i b l e  t o  extend 
h i s  r e s u l t s  t o  a r b i t r a r y  Banach spaces  when t h e  ope ra to r  H 
P . -  
0 
1 
1 
1 
I 
I 
1 
8 
I 
I 
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i s  given by our imbedding equat ion ,  we  s h a l l  no t  choose 
t h a t  approach. I n s t e a d ,  we shal l  p r e s e n t  a d i r e c t  proof of 
t h e  desired equiva lence ,  which i s  motivated by t h e  geometr ic  
i n t e r p r e t a t i o n  of c h a r a c t e r i s t i c s  given i n  1 . 2 .  The Cauchy 
problem f o r  t h e  imbedding equat ion w i l l  t h e n  be solved w i t h  
t h e  method o u t l i n e d  by Manninen. Again, only a r b i t r a r y  i n -  
s t e a d  of r e f l e x i v e  Banach spaces are r equ i r ed  f o r  our p a r t i -  
c u l a r  problem. 
Throughout t h i s  chapter w e  s h a l l  make ex tens ive  use of 
t he  t h e o r y  of a b s t r a c t  d i f f e r e n t i a l  equat ions  def ined  on an  
a r b i t r a r y  Banach space ,  and f o r  r e f e r e n c e  purposes  a s h o r t  
survey of t h e  basic theorems needed i s  given below. Our 
e x p o s i t i o n  foiiows Dieudonne' , iv. i .  ! - 7  -1 
L e t  us  f i r s t  introduce t h e  n o t a t i o n  used subsequent ly:  
X and Y s h a l l  always denote a r b i t r a r y  Banach spaces ,  and I 
i s  a n  open i n t e r v a l  on t h e  real  l i n e .  Furthermore,  l e t  t h e  
c X a Y be Frechet  d i f f e r e n t i a b l e  (see [lo], o p e r a t o r  P: 
V I I I )  on t h e  domain Dx c X; the Freche t  d e r i v a t i v e  of P a t  
x E D 
space of bounded l i n e a r  ope ra to r s  from X t o  Y,  t h e n ,  of course ,  
P ( x )  8 L ( X , Y ) .  F i n a l l y ,  s i n c e  it w i l l  always be c l e a r  what 
p a r t i c u l a r  Banach space we a r e  cons ide r ing ,  no confusion 
should a r i s e  i f  a l l  norms a r e  simply expressed a s  I \  11 
DX 
w i l l  be w r i t t e n  as Px(x) . I f  L(X,Y) i s  t h e  Banach 
X 
X 
Using t h i s  n o t a t i o n  w e  can then  g ive  
D e f i n i t i o n  2 . 1 . 1 :  L e t  f be a cont inuous ly  (F reche t )  
d i f f e r e n t i a b l e  mapping from I x D + X.  Then a d i f f e r e n t i a b l e  
mapping u of an  open ba l l  J C I i n t o  D i s  cal led a s o l u t i o n  
of the abstract o r d i n a r y  d i f f e r e n t i a l  equa t ion  
X 
X 
X I  = f ( t , x ) ,  
i f  f o r  any t E J w e  have u ' ( t )  = f ( t , u ( t ) ) .  
The q u e s t i o n  of e x i s t e n c e  and uniqueness  of s o l u t i o n s  
f o r  such d i f f e r e n t i a l  equa t ions  i s  t aken  up n e x t .  
Theorem 2 . 1 . 1 :  Suppose t h a t  f i s  cont inuous ly  d i f -  
X f e r e n t i a b l e  on I x D then  fo r  any p o i n t  ( a ,b )  e I x D X' 
a )  t h e r e  i s  a n  open b a l l  J c I of c e n t e r  a and an open 
,x ) i n  J x V there e x i s t s  a unique s o l u t i o n  (to 0 X 
t -.) u ( t , t o , x  ) of X I  = f ( t , x )  de f ined  i n  J, which 
0 
t a k e s  on va lues  i n  D and which has t h e  p rope r ty  X 
t h a t  u (to, to, xo)  = xo 
b)  the mapping ( t , t o , x o )  u ( t , t o , x  0 ) i s  cont inuous ly  
d i f f e r e n t i a b l e  i n  J x J x Vx. 
T h e  proof of theorem 2 . 1 . 1  i s  given i n  Dieudonne' . I n  
sho r t ,  p a r t  a )  i s  proved b y  showing t h a t  f o r  s u f f i c i e n t l y  
s m a l l  It - to I t h e  Banach-Cacciopoli theorem ([151, p .  630) 
can  be a p p l i e d  t o  the i n i t i a l  va lue  problem i n  i t s  i n t e g r a l  
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r e p r e s e n t a t i o n ,  namely 
u ( t , t o , x o )  = xo + & f ( r , u ( r , t  0 0  , x  ) d r .  
From t h i s  theorem one o b t a i n s  a unique l o c a l  s o l u t i o n  u 
w h i c h  depends cont inuous ly  on t h e  i n i t i a l  value (t  , x o ) .  
should  be noted  that  t h i s  proof a l so  h o l d s  i f  f is  cont inuous 
i n  t and uniformly Lipschi tz-cont inuous i n  x (see [ 101, X )  . 
I t  
0 
For p a r t  b) one shows tha t  u ( t , t o , x o )  and u ( t , t o , x o )  
t 0  XO 
are  t h e  s o l u t i o n s  of c e r t a i n  l i n e a r  d i f f e r e n t i a l  e q u a t i o n s ,  
t o  which par t  a )  a p p l i e s .  
A s  i n  t h e  f i n i t e  dimensional case, a l l  s o l u t i o n s  of 
the l i n e a r  equa t ion  
( 2 . 1 . 2 )  x '  = A ( t ) x ,  
w h e r e  A ( t )  e L ( X , X )  i s  cont inuous i n  I, form a subspace S ( I )  
X 
of t h e  space  c (1) ~f a l l  c o i ~ t i n u ~ u s  a b s t r a c t  f u n c t i o n s  f r o m  
I t o  X .  T h i s  subspace c a n  be found wi th  t h e  a i d  of 
X 
X Theorem 2 . 1 . 2 :  For each i n i t i a l  p o i n t  ( r , x  ) G I x D 
l e t  t 4 u ( t , r , x  ) be t h e  unique s o l u t i o n  of X I  = A ( t ) x  de f ined  
i n  I and such t h a t  u ( r , r , x  ) = x . 
0 
0 
0 0 
a )  For each t e I t h e  mapping xo -t u ( t , r , x  ) is  a l i n e a r  0 
homeomorphism C ( t , r )  8 L ( X , X )  of X on to  i t s e l f .  
. b )  T h e  mapping t 4 C ( t , r )  of I i n t o  L ( X , X )  i s  a so lu-  
t i o n  of t h e  l i n e a r  homogeneous d i f f e r e n t i a l  e q u a t i o n  
U' = A ( t ) O U ,  
t 
37 
and f o r  t = r ,  C ( r , r )  = I where I i s  t h e  i d e n t i t y  
i n  L ( X , X ) .  
X '  X 
c )  For any t h r e e  po in t s  r ,  s ,  t i n  I 
C ( r , t )  = C ( r , s ) ° C ( s , t )  and C ( r , t )  = c ( t , r ) - ' .  
Theorem 2 . 2  is proved by showing t h a t  the mapping 
x -+ u ( t , r , x  ) i s  l i n e a r .  This mapping then  i s  denoted by 
C ( t , r ) .  I n  t h e  remainder of t h e  proof t h e  p r o p e r t i e s  a ) ,  
0 0 
b ) ,  and c )  a r e  v e r i f i e d .  Moreover, it i s  shown i n  [lo] t h a t  
the mapping ( t , r )  + C ( t , r j  of I x I i n t o  L ( X , X )  is cont inuous.  
Therefore ,  t h e  s o l u t i o n  space S ( I )  of (2 .1 .2 )  can be ex- 
p re s sed  as 
X 
S X ( I )  = u C ( t , s ) X  c C X ( I ) .  
S € I  
Next, a s t r a igh t fo rward  d i f f e r e n t i a t i o n  proves t h a t  f o r  
b ( t )  e C (I) t n e  i n i t i a l  value problem X 
x' = A ( t ) x  + b ( t ) ,  x ( t o )  = x 0 
h a s  t h e  ( n e c e s s a r i l y  unique) s o l u t i o n  
Ll 
Furthermore,  from C ( t , r ) O C ( r , t )  = I fo l lows  t h a t  
and,  t h e r e f o r e ,  t h a t  
(.2 .1 . 3 ) C r ( t , r )  = - C ( t , r ) O A ( r ) .  
3 8  
When X i s  f i n i t e  dimensional,  C ( t , r )  i s  known a s  t h e  funda- 
mental  ma t r ix .  I n  a r b i t r a r y  Banach spaces  C ( t , r )  i s  c a l l e d  
t h e  r e s o l v e n t  of (2 .1 .2 ) .  
As w i l l  be shown l a t e r ,  t h e  imbedding equat ions  u s u a l l y  
a d m i t  s o l u t i o n s  i n  a neighborhood of the i n i t i a l  va lue .  I n  
p r a c t i c e ,  however, s o l u t i o n s  over a given domain a r e  of i n -  
terest ,  and t h e  next  theorem shows t h a t  a con t inua t ion  of 
the l o c a l  s o l u t i o n  i s  occas iona l ly  p o s s i b l e  i n  a Banach space.  
Theorem 2 . 1 . 3 :  L e t  f be cont inuous ly  d i f f e r e n t i a b l e  on 
I x D . Suppose u i s  a s o l u t i o n  of x' = f ( t , x )  de f ined  i n  
a n  open b a l l  J: 
t 4 f ( t , u ( t ) )  i s  bounded i n  J. Then t h e r e  e x i s t s  a b a l l  
2 '  . - 
s o l u t i o n  of t h e  d i f f e r e n t i a l  equat ion  de f ined  i n  J '  and coin-  
c i d i n g  wi th  u i n  J. 
X 
It - to\  < r ,  such t h a t  u ( J )  C DX and t h a t  
It - to\  < r '  czntained ir? I with r c: r' as  w e l l  as  a 
The proof i s  i d e n t i c a l  t o  t h a t  f o r  t h e  f i n i t e  dimensional  
case. F i r s t  it can be shown t h a t  t h e  s o l u t i o n  e x i s t s  on t h e  
c l o s e d  i n t e r v a l  J ,  and then t h e  e x i s t e n c e  theorem 2 . 1 . 1  i s  
- 
a p p l i e d  t o  cont inue  t h e  s o l u t i o n  i n  a neighborhood of t h e  
end p o i n t s  of J. 
F i n a l l y ,  s i n c e  t h e  i m p l i c i t  f u n c t i o n  theorem p lays  an 
important  p a r t  i n  cons t ruc t ing  t h e  imbedding s u r f a c e ,  t h i s  
theorem s h a l l  a l s o  be stated.  
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Theorem 2 . 1 . 4 :  L e t  X, Y and Z be t h r e e  Banach spaces ,  
and f a cont inuously d i f f e r e n t i a b l e  mapping from an open 
set A c X x Y i n t o  Z. L e t  (x , y  ) be a p o i n t  of A such t h a t  
f ( x  , y  ) = 0 and t h a t  t h e  p a r t i a l  d e r i v a t i v e  f ( x  , y  ) i s  a 
l i n e a r  homeomorphism of Y onto Z .  Then t h e r e  e x i s t s  an open 
0 0  
0 0  Y O 0  
neighborhood U of x i n  
nec ted  neighborhood U of 
t i n u o u s  mapping u from U 
u ( x o )  = yo, ( x , u ( x ) >  8 A 
0 0 
X such t h a t ,  f o r  every open con- 
x contained i n  U a unique con- 
i n t o  Y can be found f o r  which 
and f ( x , u ( x ) )  = 0 f o r  any x 8 U .  
0 0 ,  
Furthermore,  u i s  cont inuously d i f f e r e n t i a b l e  i n  U ,  and i t s  
d e r i v a t i v e  i s  given by 
u ' ( x )  = f ( x , u ( x ) ) - ~ f x ( x . u ( x )  1. 
Y 
For t h e  w e l l  known proof w e  refer aga in  t o  Dieudonne' 
[lC!. 
A t  t h i s  t i m e  t h e  concepts  of c h a r a c t e r i s t i c  theory  re- 
q u i r e d  f o r  t h e  imbedding method can be in t roduced .  For t h i s  
purpose w e  cons ider  t h e  fol lowing p a r t i a l  d i f f e r e n t i a l  equa- 
t i o n  f o r  t h e  f u n c t i o n  u: 
( 2 . 1 . 4 )  
w h e r e  F and G a r e  assumed t o  be cont inuous ly  d i f f e r e n t i a b l e  
on J x D y x D  
w e  fo rma l ly  a s s o c i a t e  wi th  ( 2 . 1 . 4 )  t h e  c h a r a c t e r i s t i c  d i f -  
f e r e n t i a l  e q u a t i m s  
J x D c I x Y 4 Dx C X: 
Y 
u ( t , y )  + u ( t , y ) G ( t , y , u )  = F ( t , y , u ) ,  
t Y 
I n  analogy wi th  t h e  f i n i t e  dimensional  case 
X '  
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(2 .1 .5 )  x = t  
X' ( t , y , u )  e J x D x D Y y ' ( t )  = G ( t , y , u )  
u ' ( t )  = F ( t , y , u )  
The next  theorem proves t h a t  ( 2 . 1 . 4 )  and (2.1.5)  are  equiva- 
l e n t ;  t h i s  g e n e r a l i z e s  the r e s u l t  of Kamke f o r  f i n i t e  dimen- 
s i o n a l  v e c t o r  spaces ([141, p. 330) t o  a r b i t r a r y  Banach spaces .  
Theorem 2.1.5: L e t  w: J x D 3 D be cont inuous ly  d i f -  
Y X 
f e r e n t i a b l e .  Then w i s  an  i n t e g r a l  s u r f a c e  for  (2.1.4)  i f  
and on ly  i f  w - u = 0 along each character is t ic  { t , y ( t ) , u ( t ) ]  
i n J x D  x D  X' Y 
Proof: Assume w ( t , y )  i s  an i n t e g r a l  s u r f a c e  of (2.1.41, 
and l e t  (to, yo,w ) be a p o i n t  on t h i s  s u r f a c e .  
c h a i n  r u l e  holds for ~rec?::.et d i f f z r e n t i a t i ~ ~  in 2 B Z R Z C ~  
space (see [lo], V I I I ) ,  t he  f u n c t i o n  G ( t , y , w ( t , y ) )  i s  con- 
The re fo re ,  by theorem t i n u o u s l y  d i f f e r e n t i a b l e  i n  J x D 
2.1.1 a unique s o l u t i o n  y ( t , t  ,y  ) of 
y l  ( t )  = G ( t , y , w ( t , y ) )  , 
Since  t h e  
0 
Y '  
0 0  
y ( t 0 )  = Yo 
ex is t s  nea r  y . By hypo thes i s  w sa t i s f ies  ( 2 . 1 . 4 ) ,  and t h e  
c h a i n  r u l e  y i e l d s  
0 
w I ( t , y ( t , t o , y o ) l  = w t ( t , y ( t , t o , y o ) )  + w ( t , y ) G ( t , y , w )  = F ( t , y , w )  
Y 
Hence { t , y ( t ) , w ( t )  1 i s  a c h a r a c t e r i s t i c .  Conversely,  i f  
{ t , y ( t ) , u ( t )  ] i s  a c h a r a c t e r i s t i c  such t h a t  w - u = 0 e X 
41 
X' 
ho lds  i n  a neighborhood N of (t , y  , w ( t o , y o ) )  g J x Dy x D 
0 0  
t h e n  i n  N w e  have 
w ( t , y ( t ) )  - u ( t )  = 0 .  
D i f f e r e n t i a t i o n  and s u b s t i t u t i o n  of t h e  c h a r a c t e r i s t i c  equa- 
t i o n s  now l e a d s  t o  
w t ( t , y )  + w ( t , y ) y '  ( t )  = w t ( t , y )  + w ( t , y ) G ( t , y , w )  = F ( t , y , w )  Y Y 
Hence w ( t , y )  s a t i s f i e s  (2.1.4) i n  N.  
Theorem 2 . 1 . 5  is t h e  exact  analog of theorem 1 . 2 . 1 ;  more- 
ove r ,  s i n c e  t h e  s o l u t i o n  t o  t h e  c h a r a c t e r i s t i c  equat ions  i s  
unique,  it fo l lows  t h a t  a c h a r a c t e r i s t i c  l i e s  e n t i r e l y  on 
the i n t e g r a l  s u r f a c e ,  i f  i t  h a s  a t  l e a s t  one p o i n t  i n  common 
wi th  t h i s  s u r f a c e .  
The c h a r a c t e r i s t i c  curves can now be used t o  gene ra t e  
LL- L L L ~ :  i n t e g r a l  surface ~(t,;lf fer (2 .1.4)  through a given i n i -  
t i a l  manifold,  and w e  s h a l l  s t a t e  and prove t h e  ana log  of 
theorem 1 . 2 . 2  f o r  equat ion  (2.1.4). 
X Theorem 2 . 1 . 6 :  L e t  t h e  i n i t i a l  manifold C c J x D x D 
be given p a r a m e t r i c a l l y  by [t = a ,  y = s ,  u = f ( s ) ] ,  where f 
i s  cont inuous ly  d i f f e r e n t i a b l e  on D Then t h e  Cauchy problem 
Y 
Y' 
( 2 . 1 . 6 )  
u ( a , y )  = f ( y )  
h a s  one and only one s o l u t i o n  i n  some neighborhood N of C .  
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Proof:  By theorem 2 . 1 . 1  a unique s o l u t i o n  { t , y  = y ( t , s ) ,  
u = u ( t , s ) ]  of t h e  c h a r a c t e r i s t i c  equat ions  through a given 
p o i n t  ( a , s , f ( s ) )  c C e x i s t s .  Moreover, it i s  cont inuously 
d i f f e r e n t i a b l e  w i t h  r e s p e c t  t o  s i n  some neighborhood 
Js x V x v  of ( a , s , f ( s ) ) .  Then t h e  func t ion  
h :  J X V  x v  c I x Y x Y + Y def ined  by h ( t , y , s )  = 
Y l  s X,  S 
S Y , s  Y,  S 
y - y ( t , s )  i s  a l s o  cont inuously d i f f e r e n t i a b l e  on its domain. 
By hypo thes i s  h ( a , s , s )  = 0 and h ( a , s , s )  = I ,  where I i s  t h e  
i d e n t i t y  mapping on Y.  The i m p l i c i t  f u n c t i o n  theorem now 
S 
y i e l d s  a neighborhood U C J x V around ( a , s ) ,  i n  which 
S S Y, s 
a unique f u n c t i o n  s = s ( t , y )  e x i s t s  wi th  t h e  p rope r ty  t h a t  
h ( t , y , s ( t , y ) )  = 0 f o r  ( t , y )  e Us. Over U t h e  s u b s t i t u t i o n  
S 
of s = S < t , y j  ifici; 'L; - G ( t , s j j  yeA-;ezates 5 s;irfscs ;(t,y) 
w i t h  va lues  i n  V . Since f ( s )  and s ( t , y )  a r e  bo th  cont inu-  
o u s l y  d i f f e r e n t i a b l e ,  the same i s  t r u e  f o r  u ( t , y )  over Us. 
X ,  3 
Furthermore,  the cha in  r u l e  can be a p p l i e d  i n  
Hence u ( t , y )  s a t i s f i e s  t h e  p a r t i a l  d i f f e r e n t i a l  equa t ion ,  and 
the c o n s t r u c t i o n  a s s u r e s  t h a t  u ( t , y )  pas ses  through t h e  i n i -  
t i a l  manifold C.  Therefore ,  it is t h e  d e s i r e d  i n t e g r a l  s u r f a c e  
of ( 2 . 1 . 6 ) .  
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2 . 2 .  T h e  Der iva t ion  of t h e  General ized Imbeddinq Equa- 
p t i o n . Theorems 2.1.5 and 2 . 1 . 6  a l low us  t o  develop t h e  i m -  
bedding method f o r  a b s t r a c t  two p o i n t  boundary va lue  problems, 
and w e  s h a l l  g e n e r a l i z e  t h e  approach of chapter  1 i n  order  
H e r e  F and G are assumed t o  be cont inuously d i f f e r e n t i a b l e  
on some domain J x D x D c I x Y x X and t o  t a k e  on va lues  
i n  D and D r e s p .  W e  suppose,  of course ,  t h a t  J 3 [ a , b l .  
Moreover, t h e  f u n c t i o n s  f :  
a l s o  be cont inuous ly  d i f f e r e n t i a b l e .  A s  i n  chapter  1 w e  
Y X 
X Y' 
-+ D and g: D ---f Dy s h a l l  DY X X 
and t h u s  t o  t ransform ( 2 . 2 . 1 )  i n t o  an  i n i t i a l  va lue  problem. 
A t  p r e s e n t ,  only t h e  method i s  of i n t e r e s t  t o  u s ,  and ques t ions  
concerning t h e  e x i s t e n c e  of t h e  s o l u t i o n  w i l l  be d e f e r r e d  t o  
i a te r  s e c t i o n s .  
Again, problem ( 2 . 2 . 1 )  i s  imbedded i n t o  a class of i n i -  
t i a l  va lue  problems by means of t h e  shoot ing  method: 
( 2 . 2 . 2 )  u ' ( t )  = F ( t , y , u )  u ( a )  = f ( s )  
y ' ( t )  = G ( t , y , u )  y ( a )  = s f o r  s E Dy' 
The proof of theorem 2 . 1 . 6  shows t h a t  i n t e g r a t i o n  of ( 2 . 2 . 2 )  
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and e l i m i n a t i o n  of t h e  parameter s corresponds e x a c t l y  t o  
gene ra t ing  an  i n t e g r a l  s u r f a c e  u ( t , y )  t o  ( 2 . 1 . 6 )  i n  a neigh- 
borhood of the i n i t i a l  manifold u ( a , y )  = f ( y ) .  L e t  u s  now 
assume t h a t  t h i s  s u r f a c e  e x i s t s  over a s u f f i c i e n t l y  l a r g e  
domain J x D t h a t  i n  J x D t h e  equat ion  y = g ( u ( b , y ) )  has Y' Y 
a t  least  one f i x e d  po in t  y and f i n a l l y ,  tha t  t h e  cha rac t e r -  
O *  
i s t i c  { t , y ( t )  , u ( t ) ]  through ( b , y o , u ( b , y o ) )  remains on u ( t , y )  
f o r  a l l  t c [ a , b l .  Then t h e  s o l u t i o n  of ( 2 . 2 . 1 )  can be 
f o r  th.e s o l u t i o n  of t h i s  problem i s  a c h a r a c t e r i s t i c ,  w h i c h  
remains on the s u r f a c e  u ( t , y )  and hence s a t i s f i e s  u ( a )  = f ( y ( a ) ) .  
T h i s  d i s c u s s i o n  i s  summarized i n  t h e  fo l lowing  
Theorem 2 . 2  .l: Problem ( 2 . 2  .l) has a s o l u t i o n  
{ y ( t ) , u ( t )  3 c Y x X i f  t h e  i n t e g r a l  s u r f a c e  u ( t , y )  f o r  
(2 .1 .6 )  u ( t , y )  + u ( t , y ) G ( t , y , u )  = F ( t , y , u )  t Y 
th rough u ( a , y )  = f ( y )  
e x i s t s  i n  some domain D c J x D x D such t h a t  y = g ( u ( b , y ) )  
h a s  a f i x e d  p o i n t  yo c D 
{ t , y ( t )  , u ( t )  ] th rough (b ,yo ,u (b ,yo )  remains on the s u r f a c e  
u ( t , y )  f o r  a l l  t c [a,b]. This c h a r a c t e r i s t i c  w i l l  then  be t h e  
Y X 
and such t h a t  t h e  c h a r a c t e r i s t i c  Y' 
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s o l u t i o n  of ( 2 . 2 . 1 )  . 
Equation (2.1.6)  w i l l  be c a l l e d  t h e  g e n e r a l i z e d  imbed- 
d i n g  equa t ion  f o r  t h e  boundary va lue  problem ( 2 . 2 . 1 ) .  I f  
u and y a r e  scalar i n s t e a d  of abstract  f u n c t i o n s ,  t h e s e  re- 
s u l t s  reduce t o  t h o s e  of s e c t i o n  1 . 2 .  
It  should be observed h e r e  t h a t  t h e  g e n e r a l i z e d  imbedding 
equa t ion  f o r  problem ( 2 . 2 . 1 )  w a s  de r ived  r i g o r o u s l y  using only  
d i f f e r e n t i a b i l i t y  assumptions and domain r e s t r i c t i o n s  f o r  F ,  
G ,  f ,  and g ;  t h e r e f o r e ,  it i s  a p p l i c a b l e  b o t h  t o  l i n e a r  a s  
w e l l  a s  t o  non- l inear  problems. On t h e  other  hand, theorem 
2.1.6 shows t h a t  t h e  Cauchy problem h a s  a s o l u t i o n  only  i n  
a neighborhood of t h e  i n i t i a l  mani fo ld ,  whereas theorem 2 . 2 . 1  
_. i,, 
L I ~ ~ U ~ I L ~  rsqzlres its exFste,n.ce QVST 3. :+r ip  [ a : b l  x B i n  
o r d e r  t o  so lve  y = g ( u ( b , y ) )  . I n  t h e  nex t  s e c t i o n  a d d i t i o n a l  
c o n d i t i o n s  are  imposed on t h e  i n i t i a l  va lue  problem ( 2 . 2 . 1 )  
t o  a l l o w  a q u a n t i t a t i v e  d e s c r i p t i o n  of t h e  domain of e x i s -  
t e n c e  f o r  the i n t e g r a l  s u r f a c e  u ( t , y ) .  
Y 
2 .3 .  The S o l v a b i l i t y  of the Cauchy Problem f o r  t h e  I m -  
beddinq Equation. I t  shal l  now be assumed t h a t  F,  G ,  and f 
are  d i f f e r e n t i a b l e  on the whole domain space and,  f u r t h e r -  
more, t h a t  t h e i r  F reche t  d e r i v a t i v e s  a r e  uniformly bounded. 
Under t h e s e  c o n d i t i o n s  a theorem can be proved which ex tends  
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t o  a r b i t r a r y  Banach spaces  t h e  f i n i t e  dimensional  case  con- 
s i d e r e d  by Kamke (1141, p. 3 3 5 ) .  
The proof of o u r  theorem w i l l  need two w e l l  known lemmas, 
w h i c h  s h a l l  be s t a t e d  f i rs t .  
Lemma 2.3.1: L e t  X be a Banach space ,  and l e t  A E L ( X , X )  
-1 and l \A/ \  < 1, then  (I-A) e x i s t s  and be longs  t o  L ( X , X ) .  
Furthermore,  
-1 1 \\(I - A )  11s 
1 - !\AI\ 
This  lemma i s  o c c a s i o n a l l y  c a l l e d  Banach 's  lemma and 
may be found i n  ([ll], p. 5 8 4 ) .  The next  lemma i s  s t a t e d  
f o r  f u n c t i o n s  which have one-sided l i m i t s  a t  each  p o i n t  of 
the i r  domain of d e f i n i t i o n .  Such f u n c t i o n s  a r e  c a l l e d  " re -  
g u l a t e d "  i n  ([lo], VII) . 
Lemma 2.3.2: If i n  an i n t e r v a l  E 0 , t  1 t h e  f u n c t i o n s  1 
u 0 and v 2 0 are  r e g u l a t e d ,  t h e n  f o r  any r e g u l a t e d  func- 
t i o n  w z o on [ O , t  1 s a t i s f y i n g  1 
w ( t )  5 u ( t )  + v ( r  ) w (r ) d r  
w e  o b t a i n  i n  [ O , t l l  
T h i s  i n e q u a l i t y  i s  known as Gronwal l ' s  i n e q u a l i t y  and 
i s  d e r i v e d  i n  ([  101, X ) .  I f ,  moreover, u ( t )  i s  non-decreasing 
4 7  
on [O,t l ] ,  t h e n  t h e  weaker b u t  s impler  i n e q u a l i t y  
(2.3.1) 
t 
0 
w ( t )  2 u ( t ) e x p (  v ( r ) d r )  
is f r e q u e n t l y  app l i ed .  Using t h e s e  r e s u l t s  t h e  b a s i c  ex i s -  
t ence  theorem of t h i s  chapter  can be given. 
Theorem 2.3.1: Let  F and G be cont inuously (F reche t )  
d i f f e r e n t i a b l e  on I x Y x X and t a k e  on va lues  i n  X and Y, 
r e s p .  Suppose t h e r e  e x i s t  c o n s t a n t s  a ,  b ,  c ,  and d such 
t h a t  \\Full S a ,  \IFy(\ I b ,  llGull 2 c ,  and l \Gy \ \  S d uniformly 
on I x Y x X.  Assume f u r t h e r  t h a t  f i s  cont inuously d i f -  
f e r e n t i a b l e  on X and s a t i s f i e s  1\f \ \  Z i. I f  M = max { c , d ]  
Y 
and k i s  chosen such t h a t  f o r  (c a b’ d/ E L(E2,E2) t h e  i n e q u a l i t y  
then  f o r  a l l  t 8 I with 
(2.3.2) k ,  A 1  O S t < t  = - l n ( l +  
(1 + i)M k 
and a l l  y e Y there e x i s t s  an i n t e g r a l  s u r f a c e  u ( t , y )  t o  
Proof:  According t o  theorem 2.1.6 t h e  i n t e g r a l  s u r f a c e  
u ( t , y )  can be genera ted  with t h e  h e l p  of the c h a r a c t e r i s t i c s  
through t h e  i n i t i a l  manifold.  These c h a r a c t e r i s t i c s  can be 
w r i t t e n  as  
(2.3.3) 
A s t anda rd  a p p l i c a t i o n  of Gronwal l ' s  i n e q u a l i t y  t o  (2 .3 .4)  
shows t h a t ,  f o r  give= s 8 Y, \ \ ~ ( t ) \ \  and I \ y ( t > \ \  remain bounded 
f o r  t 8 I .  By theorem 2.1.3 t h e  s o l u t i o n  { u ( t , s ) , y ( t , s ) ]  of 
(2 .3 .3)  can t h e r e f o r e  by cont inued over t h e  whole i n t e r v a l  I .  
Next,  w e  s h a l l  prove t h a t  f o r  t E [ O , ; )  t h e  i m p l i c i t  func t ion  
theorem can be app l i ed  t o  h ( t , y , s )  = y - y ( t , s )  i n  order  t o  
o b t a i n  s = s ( t , y ) .  F r o m t h e  hypotheses  and from theorem 2.1.1 
it fo l lows  t h a t  h i s  cont inuously d i f f e r e n t i a b l e  on I x Y x X ;  
fur thermore ,  a long each base c h a r a c t e r i s t i c  { t , y ( t )  of (2 .3 .3)  
w e  have h ( t , y , s )  = 0. Therefore ,  it only r ema ins  t o  be  shown 
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t ha t  h ( t , y , s )  = -y ( t , s )  is non-singular  f o r  t s  
S ince  d i f f e r e n t i a t i o n  of ( 2 . 3 . 3 )  y i e l d s  
to,:). S S 
it f o l l o w s  from Banach 's  lemma t h a t  y ( t , s )  i s  non-singular  if 
S 
( G  u + G y )drll < 1. 
' 0  u s Y S  
From t h e  hypotheses  w e  c a n  estimate ( 2 . 3 . 5 ) :  
9 
d r  
and t h i s  e s t i m a t e  imp l i e s  t h a t  
Hence Banach 's  lemma a s s u r e s  t ha t  y s ( t , s )  i s  non-singular  if 
A 
) E t .  
1 0 s t < - l n ( 1  + 
k (1 + i ) M  
Thus, a long  any s o l u t i o n  { u ( t , s ) , y ( t , s ) ]  of ( 2 . 3 . 3 )  t h e  i n -  
v e r s e  f u n c t i o n  s = s ( t , y )  can  be found i f  t 8 [ O l e ) .  
t u t i o n  of s = s ( t , y )  i n t o  u ( t , s )  t h e n  y i e l d s  a s o l u t i o n  u ( t , y )  
Subs t i -  
5 0  
of (2 .1 .6)  i n  a neighborhood of each c h a r a c t e r i s t i c .  However, 
it remains t o  be shown t h a t  t h e s e  neighborhoods cover t h e  
domain to,:) x Y. This  w i l l  c e r t a i n l y  be t h e  case provided 
t h a t  f o r  an a r b i t r a r y  given p o i n t  (t  , y  ) c [O,;) x Y t h e r e  
e x i s t s  an i n i t i a l  value s c Y such t h a t  t h e  c h a r a c t e r i s t i c  
base  curve C t , y ( t ) ]  t h r o u g h  ( O , s o )  passes  through ( t  , y  ) .  
T h i s  i n i t i a l  va lue  h a s  t o  s a t i s f y  t h e  f i x e d  po in t  equat ion  
0 0  
0 
0 0  
(2 .3.8)  s = Yo - JOtO G ( r , y ( r , s )  , u ( r , s )  ) d r ,  
where u ( t , s )  and y ( t , s )  a re  given by (2 .3 .3 ) .  However, f o r  
any s and s i n  Y w e  can u s e  t h e  chain r u l e  t o g e t h e r  wi th  
i n e q u a l i t y  (2 .3 .6)  t o  der ive  
1 2 
S ince  t < 2, w e  see  t h a t  Y1 (to) < 1, and t h e r e f o r e ,  t h a t  t h e  
0 
c o n t r a c t i o n  mapping theorem a p p l i e s  t o  ( 2 . 3 . 8 ) ,  which guarantees  
a unique s o l u t i o n  s c Y. Hence (t  , y  ) l i e s  on a c h a r a c t e r i s t i c  
0 0 0  
base  curve,  and u ( t , y )  e x i s t s  over a neighborhood U of (t o ' Y o )  - 
S i n c e  (t , y  ) was a r b i t r a r y  i n  [ O l e )  x Y ,  t h e  s u r f a c e  u ( t , y )  
e x i s t s  everywhere over [ O , t )  x Y,  which completes t h e  proof 
0 0  
A 
of theorem 2.3.1. 
It  should be noted t h a t  our proof can a l s o  be  used t o  
c a l c u l a t e  t h e  m i s s i n g  i n i t i a l  va lue  y ( a )  of problem ( 2 . 2 . 1 )  
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d i r e c t l y ,  provided (b - a )  < -f. and y ( b )  = n. I n  t h i s  case  
t h e  i n i t i a l  value i s  found i t e r a t i v e l y  from 
S 
i n  Y and l i m  s = y ( a ) .  However, i n  order  t o  f i n d  s it n- n n +1 
i s  necessary  t o  s o l v e  ( 2 . 3 . 3 )  f o r  t h e  i n i t i a l  va lue  u ( a )  = f ( s  ) ,  
y ( a )  = s . 
= R - rbG(r,y(r,sn),u(r,sn))dr, where s 0 i s  a r b i t r a r y  
n + l  . 'a 
n 
n 
I f  t h e  space Y i s  a H i l b e r t  space,  t hen  theorem 2.3.1 
can be somewhat s t rengthened .  We s h a l l  set D1 = cy: y c Y ,  
and prove 
Theorem 2.3.2: Let  F, G ,  and f s a t i s f y  t h e  cond i t ions  
of theorem 2 . 3 . 1  on I x D x X, t hen  t h e r e  e x i s t s  an in -  1 
cegrai surface t;W ( 2  -! r \  L T - - - - .  --I- - - I n  --I - J = / - - \  ..L: -.h . L . C) LI:L W c l Y l l  ad \ v, y 1 - L \ y  * * A , . L C I I  
A 
i s  de f ined  a t  l e a s t  i n  t h e  s t r i p  [ O , t )  x D,. 
I 
Proof:  W e  s h a l l  f i n d  ex tens ions  of F ,  G ,  and f which 
s a t i s f y  t h e  cond i t ions  of theorem 2.3.1 on t h e  whole space ,  
and which concide wi th  t h e  given f u n c t i o n s  when y E D2.  
F i r s t  w e  se t  c - cy = 6 and then  cons ider  t h e  f u n c t i o n  h: Y Y 
def ined  by 
Y I 
1 = D2 The domain of h i s  t h e  whole space Y ,  and i t s  range i s  D 
8 
1 '  
I 
I 
B 
8 
I 
I 
8 
8 
8 
8 
I 
t 
I 
s 
I 
8 
4 
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because \ \ h ( y ) \ \  S c f o r  a l l  y e Y. Furthermore,  h i s  cont inu-  
ous ,  because h ( y )  = y when \ \ y \ \  = cy. B u t  h i s  a l s o  cont inuously 
d i f f e r e n t i a b l e  on Y, f o r  l e t  u s  w r i t e  
( 2 . 3 . 9 )  h(Y) = r l ( P ( Y ) ) Y  when y k D2, 
where p: Y 4 R i s  de f ined  by p ( y )  = Ily\\ z r 
and q: R 4 R i s  de f ined  by q ( r )  = - (c-6e 1 - (r--Q) / 6  
r 
Then h w i l l  be Freche t  d i f f e r e n t i a b l e  i f  t h e  same ho lds  f o r  
p and q. Now, i n  a H i l b e r t  space t h e  norm i s  d i f f e r e n t i a b l e  
and s a t i s f i e s  
fur thermore ,  
(2 .3 .10)  
Hence h i s  d i f f e r e n t i a b l e  f o r  y & D 2 ,  and t h e  chain r u l e  y i e l d s  
h ( y ) k  = ( q r ( r ) p  w k j y  + q ( r j k .  
Y Y 
Since  v ( ~ )  = 1, w e  see t h a t  f o r  r = CY 
h ( y ) k  = k.  
Y 
There fo re ,  h ( y )  i s  also cont inuous on Y. F i n a l l y ,  wi th  t h e  
a i d  of (2.3.10) w e  can reduce 
Y 
( k )  0 y + q ( r ) k )  Ilh Y < y ) k \ \  = (rlr(r)* y + q ( r ) k , r )  r ( I )  r 
2 t o  
2 (Y,W ) + ( y , k ) 2  e -2 ( r - -Cy) /b  
2 r2 r \\h (y)k\\ = rl ( r )  (1- Y 
-2 ( r - a ) / &  1. 
B u t  f o r  r s ~y it fo l lows  t h a t  q ( r )  s 1 and e 
5 3  
8 
8 
8 
8 
1 
I 
8 
8 
8 
I 
I 
I 
1 
I 
Furthermore,  f o r  \\k\l = 1 w e  know t h a t  0 S \ol 5 1, and 
hence f o r  r Z cy w e  o b t a i n  
r 
I n  summary, w e  have shown t h a t  h ( y ) ,  given by ( 2 . 3 . 9 ) ,  i s  con- 
t i n u o u s l y  d i f f e r e n t i a b l e  on Y ,  equa l  t o  the i d e n t i t y  mapping 
on D2, and, moreover, t h a t  i t s  F reche t  d e r i v a t i v e  is uniformly 
bounded by u n i t y .  L e t  u s  now d e f i n e  
and f c e r t a i n l y  f . u l f i l l  the c o n d i t i o n s  of theorem t h e n  F1, G1, 
2 .3 .1  on I x Y x X. Therefore ,  a s u r f a c e  u ( t , y )  e x i s t s  on 
1 
The r e s t r i c t i o n  of u ( t , y )  t o  [ O , ; )  x D t h e n  i s  t h e  desired 2 
s o l u t i o n  of (2 .1 .6)  on [O,:) x D2. 
It should  be noted  here  t h a t  w h i l e  t h e  s u r f a c e  u ( t , y )  
may e x i s t  over  [O,;) x D2, w e  no longer  are a s s u r e d  t h a t  t h e  
character is t ic  through a g iven  p o i n t  (t  , y 0 , u ( t o , y o ) )  W i l l  
remain on u ( t , y )  f o r  a l l  t e [0,2). 
0 
I 
I '  
I 
1 
8 
I 
I 
I 
I 
8 
8 
I 
8 
8 
I 
I 
I 
8 
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2.4. T h e  Exis tence  and Uniqueness of So lu t ions  f o r  
A b s t r a c t  Boundary Value Problems. Theorem 2.3.1 w i l l  now 
be used t o  g i v e  a s u f f i c i e n t  c o n d i t i o n  under w h i c h  problem 
(2 .2 .1 )  has a unique s o l u t i o n ,  w h i c h  i n  t u r n  can be found 
by our  imbedding method. As i n  t h e  proof of theorem 2 .3 .1  
l e t  y l ( t )  = -(ekt - 1 1 ,  t h e n  w e  can prove M 1+i) 
Theorem 2.4.1: L e t  t h e  hypotheses  of theorem 2 .3 .1  
a p p l y ,  and assume t h a t  t h e  f u n c t i o n  g: X -+ Y i s  cont inuous ly  
d i f f e r e n t i a b l e  and has a uniformly bounded Frechet d e r i v a t i v e  
i n  X. Then f o r  t < < t h e  boundary va lue  problem 1 
I I 
always has a unique s o l u t i o n  provided t h a t  
(2 .4 .1 )  
Proof: S ince  t h e  hypotheses  of theorem 2 .3 .1  h o l d ,  t h e  
s u r f a c e  u ( t , y )  f o r  u (t,y) + u ( t , y ) G ( t , y , u )  = F ( t , y , u )  
th rough u ( 0 , y )  = f ( y )  ex i s t s  over  the s t r i p  [ O , ; )  x Y. 
t Y 
L e t  
u s  show n e x t  t ha t  y = g ( u ( t l , y ) )  h a s  a f i x e d  p o i n t  i f  (2 .4 .1 )  
i s  s a t i s f i e d .  
t h e  c h a i n  r u l e  y i e l d  
Now for y1,y2 c Y the mean va lue  theorem and 
(2 .4 .2 )  
I n  o r d e r  t o  f i n d  a bound for \ \u  11 observe t h a t  
Y 
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1 -  
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1 
I 
I 
8 
I 
8 
8 
I 
I 
8 
8 
8 
I 
8 
I 
-1 u ( t , y )  = u s ( t , s ) s  ( t , y ) .  S ince  s = y s ( t , s )  , it fo l lows  
from (2 .3 .5 ) ,  (2 .3 .7)  and Banach 's  lemma t h a t  
Y Y Y 
Consider next  
+ F Y ) d r ,  
Y S  
u s ( t , s )  = f s W  + 
t h e n  u s i n g  (2 .3 .6 )  w e  f i n d  t h a t  
t l  
S i + b ( l + i )  'ekrdr + af Ilu S Ildr, 
"0 
and i n t e g r a t i o n  of t h e  second t e r m  and a n  a p p l i c a t i o n  of 
Gronwal l ' s  i n e q u a l i t y  f i n a l l y  y i e l d s  
Eezause *i2 (tl ) cl 1 it then fo l lows  from 
t h a t  g i s  a c o n t r a c t i o n  on Y. 
a unique f i x e d  p o i n t  y 8 Y, and the conclus ion  of our  theorem 
i s  a consequence of theorem 2 . 2 . 1 .  
Therefore, y = g ( u ( t l , y ) )  has 
0 
2.5.  L inea r  Problems. If the boundary va lue  problem 
( 2 . 2 . 1 )  is  l i n e a r ,  t h e n  t h e  r e s u l t s  of t he  preceding  s e c t i o n  
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can be improved. F i r s t  it w i l l  be shown tha t  i n  t h i s  case 
the imbedding equa t ion  (2.1.6) i s  equ iva len t  t o  two o rd ina ry  
d i f f e r e n t i a l  e q u a t i o n s ,  then ana logs  t o  theorems 2.3.1 and 
2.4.1 w i l l  be g iven .  For t h i s  purpose w e  cons ider  the f o l -  
lowing problem: 
(2.5.1)  U ' ( t )  = F ( t , y , u )  = A ( t ) u  + B ( t ) y  + q o ( t )  
Y ' ( t )  = G ( t , y , u )  = C ( t ) u  + D ( t ) y  + p O ( t )  
u(0) = f y ( 0 )  + CY : y ( t l )  = g u ( t l )  + e .  
H e r e  A ( t )  G L ( X , X ) ,  B ( t )  B L ( Y , X ) ,  C ( t )  c L ( X , Y ) ,  and 
D ( t )  c L ( Y , Y )  as w e l l  a s  q and p, are cont inuous ly  d i f f e r e n t i a b l e  
on 1 3  [O,t,l, and f and g be long  t o  L ( Y , X )  and L ( X , y ) ,  r e s p .  
The imbedding e q u a t i o n  for t h i s  problem i s  given by (2.1.6)  
w i t h  t h e  i n i t i a l  cond i t ion  u ( 0 , y )  = f y  + cy. A s  o u t l i n e d  i n  
2 . 2 ,  t h e  s o l u t i o n  of (2.5.2) i s  gene ra t ed  by  the characterist ics 
{ t , y ( t ) , u ( t ) ]  through the i n i t i a l  manifold.  The corresponding 
character is t ic  e q u a t i o n s  a r e  
(2 .5 .3)  u ' ( t )  = A ( t ) u  + B ( t ) y  + 7 0 ( t)  ~ ( 0 )  = f s  + cy 
Y ' ( t )  = C ( t ) u  + D ( t ) y  + p o ( t )  y ( 0 )  = s.  
Now by theorem 2 . 1 . 2  t h e r e  e x i s t s  t h e  fo l lowing  unique s o l u t i o n  
f o r  (2 .5 .3) :  
I 
I ’  
8 
8 
1 
1 
8 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
B 
1 
~ 
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(2 .5  - 4 )  
w h e r e  t h e  r e s o l v e n t  C ( t , r )  be longs  t o  L(X x Y , X  x Y). L e t  
P and P be the bounded p r o j e c t i o n s  from X x Y onto  X and Y, 
resp., and assume t h a t  J and J are  t h e  i n j e c t i o n s  i n t o  
X Y 
X x Y f r o m  X and Y, r e s p . ,  t h e n  w e  can d e f i n e  t h e  ope ra to r  
X Y 
( t , r )  = P . C ( t , r ) J . P  i,j = x , y .  Notice t h a t  from C ( t , t )  = I 
‘i j 1 J 1’ 
f o l l o w s  t h a t  C i j ( t , t )  = GijIi, w h e r e  I and I 
X Y 
a r e  t h e  i d e n t i t y  
o p e r a t o r s  i n  L ( X , X )  and L ( Y , Y ) ,  r e s p .  W i t h  t h i s  n o t a t i o n  
the r e s o l v e n t  C ( t , r )  can be w r i t t e n  i n  t h e  form of an o p e r a t o r  
m a t r i x  
Accord ingly ,  (2 .5 .4)  assumes t h e  component form 
(fs+cr) + c s + T l ( t )  
(fs+cr) + cyys + V p ,  
cXX XY 
(2 .5 .5 )  u ( t , s )  = 
y ( t , s )  = c 
YX 
(2 .5 .6)  y , ( t , s )  = [ C  YX f + C YY 1 and 
( 2 . 5 . 7 )  
l e a d  t o  
(2 .5 .8)  
-1 
YX YY YX 
s ( t , y )  = [ c  f + c ] [ y  - c cy - V l W 1  
-1 u ( t , y )  = [cxxf + c l [ c  f + c 1 [ Y  - C y x Q - ” ( t ) ’  
XY YX YY 
+ c cy + q p .  xx 
I 
I -  
I 
I 
I 
1 
I 
I 
I 
I 
i 
I 
I 
I 
I 
I 
I 
I 
I D  
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S e t t i n g  u ( t )  = [ C  f + c I [ C  + c 3 - l  
and 
w e  o b t a i n  t h e  fo l lowing  r e p r e s e n t a t i o n  f o r  t h e  s o l u t i o n  u ( t , y )  
of ( 2  -5 .2 )  : 
xx XY YX YY 
h ( t )  = -[C f + C I [ C  + C 3-'[C CY + p l ( t ) ]  + cxxa+q l ( t ) ,  
xx XY YX YY YX 
(2.5.9) u ( t , y )  = u ( t ) y  + h ( t ) .  
S u b s t i t u t i o n  of (2.5.9) i n t o  (2.5.2) t hen  r e s u l t s  i n  
[ u ' + u c ( t ) u  + u D ( t )  - A ( t ) u  - B ( t ) ] y  = -h '  - u C ( t ) h - u p o ( t )  + A ( t ) h + r i o ( t ) ,  
S ince  t h i s  equa t ion  has t o  h o l d  f o r  a l l  y e Y ,  it reduces  t o  
( 2.5. l oa )  u ' ( t )  -I- u ( t ) C ( t ) u ( t )  + u ( t ) D ( t )  - A ( t ) u ( t )  - B ( t )  = 0 
(2 .5  . lob)  h ' ( t )  + u ( t ) C ( t ) h ( t )  + U ( t ) p o ( t )  - A ( t ) h ( t )  - q o ( t )  = 0.. 
From u ( 0 , y )  = f y  + CY it fo l lows  tha t  
( 2 . 5 . 1 0 ~ )  u ( 0 )  = f 
(2.5.10d) h ( 0 )  = CY. 
Equat ion  (2.5.10a) is  an  ope ra to r  R i c c a t i  d i f f e r e n t i a l  equa t ion  
d e f i n e d  on L(Y,X) , and (2.5.10b) is  a l i n e a r  non-homogeneous 
e q u a t i o n  d e f i n e d  on X.  Conversely,  i f  u ( t )  and h ( t )  s a t i s f y  
(2.5.10a and b ) ,  resp., f o r  a l l  t e [ O , t l ] ,  t h e n  it fo l lows  
by d i f f e r e n t i a t i o n  t ha t  u ( t , y )  = u ( t ) y  + h ( t )  i s  the  (unique)  
s o l u t i o n  of (2.5.2) on [ O , t l ]  x Y. Hence problems (2.5.2) 
and (2.5 . l o )  a r e  completely e q u i v a l e n t .  
A t  t h i s  p o i n t  t w o  obse rva t ions  should be made. F i r s t  of 
a l l ,  i f  u ( t )  is  a s o l u t i o n  of (2.5.10a) de f ined  on [ O , t l ! ,  
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t h e n  f o r  a l l  cont inuous s o u r c e  t e r m s  q and u, the l i n e a r  
0 0'  
e q u a t i o n  (2.5.10b) has a unique s o l u t i o n  h ( t )  f o r  t 6 [ O , t  1. 
1 
The exis tence of u ( t , y )  f o r  ( 2 . 5 . 2 ) ,  t h e r e f o r e ,  i s  not  i n -  
f l uenced  by t h e  source terms. 
s o l u t i o n  of (2 .5 .2)  and assume t h a t  u ( t , y )  i s  a s o l u t i o n  of 
Secondly, l e t  u l ( t , y )  be t h e  
2 
(2.5.2) when q o ( t )  = q o ( t )  0 .  Then it fo l lows  from the 
r e p r e s e n t a t i o n  u ( t , y )  = u ( t ) y  + h ( t )  and (2.5.10a) t h a t  t h e  
p a r t i a l  F reche t  d e r i v a t i v e s  s a t i s f y  
T h i s  p r o p e r t y  h a s  a l r e a d y  been observed by  Wing i n  [ 231. How- 
ever, it generally does n o t  hold when F and G are non-l inear  
i n  u and y.  For example, l e t  us  cons ide r  two cases f o r  the 
s o u r c e ' t e r m  u, ( t )  i n  t h e  fo l lowing  non- l inear  problem: 
0 
2 
LI !t,y) + 1-1 ( t , y ) [ y  + u, ( t ) ]  = y 
u ( 0 , y )  = 0.  
t Y 0 (2.5.11) 
Example a :  p ( t )  = 0 
0 
I n  t h i s  c a s e  t h e  s u r f a c e  is genera ted  by t h e  c h a r a c t e r i s t i c s  
s a t i s f y i n g  
u ' ( t )  = y u ( 0 )  = 0 
y ' ( t )  = y y ( 0 )  = s .  
2 
These equa t ions  have t h e  l o c a l l y  unique s o l u t i o n s  
u ( t )  = - l n ( l - s t )  
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y ( t )  = L- . 
1-st 
Hence s = Y , and t h e  i n t e g r a l  s u r f a c e  f o r  (2 .5 .11)  i s  
l + t y  
u 2 ( t , y )  = I n  ( l + t y ) ,  
from which we o b t a i n  
u ( t , y )  = - t - 
2Y l + t y  
Example b : p ( t )  1. 
0 
N o w  t h e  c h a r a c t e r i s t i c  equa t ions  a r e  
u ' ( t )  = y u ( 0 )  = 0 
y ' ( t )  = y + l , y ( O )  = s ,  2 
and the corresponding  c h a r a c t e r i s t i c s  are  g iven  by 
-1 -1 
u ( t )  = - In  c o s ( t  + t a n  s )  + I n  cos  t a n  s 
y ( t )  = t a n ( t  + t a n  s). 
7 
-L 
-1- - 
llle so:-iition of (2.5.11) can t h e n  he seen  to be 1-1 ( t . v )  = 1'-" 
I n  ( c o s  t + y s i n  t ) ,  from which it fo l lows  t h a t  
t a n  t 
1 + y t a n  t ( t , y )  = l Y  
1) It i s  now clear t ha t  i n  genera l  u # u . 
l Y  2 Y  
I n  [231 Wing o u t l i n e s  a proof t o  show t h a t  a l s o  f o r  non- 
l i n e a r  problems t h e  d e r i v a t i v e  u ( t , y )  does n o t  depend on t h e  
source t e r m s .  This  d e r i v a t i o n ,  Kowever, i s  i n  e r r o r .  I n  
f a c t ,  system (2 .4 )  and ( 2 . 1 1 )  i n  ( [231,  p. 362/3) a r e  not 
i d e n t i c a l ,  s i n c e  t h e y  u s u a l l y  invo lve  t h e  d i s t i n c t  s o l u t i o n s  
of ( 2 . 1 )  and (2.10), r e s p . ;  consequent ly ,  ( 2 . 1 2 )  does n o t  
ho ld .  For l i n e a r  systems ( 2 . 4 )  and ( 2 . 1 1 )  a r e ,  of cour se ,  
i d e n t i c a l .  
I 
I 
I 
I 
I 
I 
1 
I 
1 
I 
1 
I 
I 
I 
I 
I 
I 
I 
1 
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T h i s  e x i s t e n c e  of an i n t e g r a l  s u r f a c e  u ( t , y )  f o r  t h e  Cauchy 
problem (2 .5 .2) ,  and consequent ly ,  t h e  e x i s t e n c e  of s o l u t i o n s  
f o r  (2.5.10a and b ) ,  w i l l  be cons idered  n e x t .  F i r s t  of a l l ,  it 
should  be noted t h a t  theorem 2.3.1 a p p l i e s  t o  l i n e a r  systems. 
T h e r e f o r e ,  u ( t , y )  e x i s t s  fo r  a l l  y e Y and a l l  t such t h a t  
1 -  - 1  o S t < t = - l n ( 1  + k ( l + i ) M  
B u t  because of t h e  l i n e a r i t y  of problem ( 2 . ~ 1 ) ~  a second, some- 
what d i f f e r e n t ,  e s t i m a t e  can be g iven .  Using t h e  n o t a t i o n  i n -  
t roduced  f o r  theorem 2.3.1 we  s h a l l  prove 
Theorem 2.5.1: L e t  F ( t , y , u )  = A ( t ) u  + B ( t ) y  + q o ( t )  and 
G ( t , y , u )  = C ( t ) u  + D ( t ) y  + p, (t) be cont inuous ly  d i f f e r e n t i a b l e  
f o r  t e I. Then t h e r e  e x i s t s  an i n t e g r a l  s u r f a c e  u ( t , y )  t o  
0 
through u ( 0 , y )  = f y  + ci f o r  a l l  y e Y and a l l  t e I such t h a t  
(2 .5 .12)  d+k ) .  l n ( l  + 
c ( l + i )  
/u o s t < t = -  
d+k 
W e  s h a l l  prove t h i s  theorem i n  two s t e p s .  F i r s t  w e  g ive  
Lemma 2.5.1: L e t  y , ( t , s ) ,  g iven by (2 .5 .6 ) ,  be non-singular  
f o r  a l l  t e [ 0 , t 2 ] ,  t h e n  t h e  s u r f a c e  u ( t , y )  f o r  (2.5.2) e x i s t s  
f o r  [ o , t 2 ]  x Y.  
Proof:  S ince  y ( t)  i s  non-singular  f o r  t e [ o , t  2 -  1 u ( t , y )  
S 
given  by (2.5.8) e x i s t s  f o r  a l l  ( t , y )  E [ O , t  2 ] x Y ,  which 
proves  t h e  l e m m a .  
I 
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Proof of theorem 2.5.1:  By t h e  preceding lemma it s u f -  
f i c e s  t o  prove t h a t  y s ( t , s )  i s  non-singular  f o r  t c [ O , ; ) .  
B u t  s i n c e  
i s  a l i n e a r  equa t ion  i n  the  Banach space L ( Y , Y ) ,  theorem 
2 . 1 . 2  can be a p p l i e d ,  and t h e  s o l u t i o n  i s  t h e r e f o r e  
y s ( t , s )  = C ( t , O ) I  + JO rtC(t,r)GU(r,y,u)us(r,s)dr. 
H e r e ,  C ( t , r )  i s  t h e  r e s o l v e n t  of U '  = G (t ,y, 'u)OU. Since 
C ( t , r )  i s  an i n v e r t i b l e  bounded l i n e a r  o p e r a t o r  i n  
L ( L ( Y , Y )  , L ( Y , Y ) ) ,  it follows from 
(2.5.13)  
Y 
y s ( t , s )  = C ( t , O ) [ I  + f t  C(O, r )GUus( r , s )d r?  
'0 
and from Banach 's  lemma t h a t  y S ( t , s j  w i l l  be .non-s inguid i  i E  
t \ \  ' 0  r C(O,r)Gu(r,y,u)us(r,s)dr\\ < 1. 
By ( 2 . 1 . 3 )  t h e  r e s o l v e n t  C ( 0 , r )  s a t i s f i e s  
C r (0 , r )  = - C ( 0 , r ) G  Y (r y , u ) ,  C ( 0 , O )  = I ,  
and Gronwal l ' s  i n e q u a l i t y  y i e l d s  
Furthermore,  s i n c e  C ( t )  i s  cont inuous on I ,  there e x i s t s  a 
c o n s t a n t  c such t h a t  l l C ( t ) \ l  Z c f o r  a l l  t c I. F i n a l l y ,  (2 .3 .6)  
l e a d s  t o  
and t h e r e f o r e  y ( t , s )  i s  c e r t a i n l y  i n v e r t i b l e  i f  I 
S 
(2 .5.14)  
5 v , ( t )  < 1, o r  
k+d 1, 
- 
t < t = -  l n ( l  + 
c (l+i) k+d 
a s  was t o  be shown. 
Thus, problem (2 .5 .2)  h a s  a s o l u t i o n  u ( t , y )  f o r  a l l  y e Y 
if 0 S t < max { c  , where and are g iven  by (2.3.2) and 
(2.5.121,  r e s p .  Moreover, it should be noted  t h a t  (2.5.12) 
t a k e s  i n t o  account  t h e  uncoupling of e q u a t i o n s  (2.5.1)  which 
occur s  i f  \ l C ( t ) l \  = 0,  f o r  i n  t h i s  ca se  y ( t , s )  w i l l  always be 
non-s i n g u l a r  . 
S 
Two o t h e r  methods of proving an e x i s t e n c e  theorem f o r  
(2 .5 .2 )  and,  e q u i v a l e n t l y ,  f o r  (2 .5 .10a)  should be mentioned 
h e r e .  F i r s t ,  i n  [ 4 ]  Beiiman and coauthors  p r e s e n t  a g l o b a l  
e x i s t e n c e  theorem f o r  a very s p e c i a l  ma t r ix  R i c c a t i  d i f f e r e n t i a l  
equa t ion .  For t h i s  purpose t h e y  conve r t  (2 .5 .10a)  i n t o  an 
i n t e g r a l  e q u a t i o n ,  which then is  shown t o  be a c o n t r a c t i o n  map- 
p ing .  The same approach i s  used i n  [11 by B a i l e y  i n  o r d e r  t o  
g i v e  a n  e x i s t e n c e  theorem f o r  t h e  R i c c a t i  equa t ion  de r ived  
f r o m  problem B .  Secondly,  i n  p a r t i c u l a r  c a s e s  it may be pos- 
s ible  t o  t a k e  i n t o  account  t h e  s t r u c t u r e  of t h e  o p e r a t o r  
I + 1 C ( 0 , r ) G  ( r , y , u ) u  ( r , s ) d r  of (2.5.13) i n  o r d e r  t o  conclude t 
‘ 0  U S 
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i t s  non- s ingu la r i ty .  F o r  example, in format ion  about  i t s  spec- ' 
t rum, o r ,  i n  a f i n i t e  dimensional s e t t i n g ,  about i t s  determinant  
may be a v a i l a b l e .  For i n s t a n c e ,  cons ider  the l i n e a r  s c a l a r  
( c h a r a c t e r i s t i c )  equa t ions  
(2.5.15)  u ' ( t )  = a ( t ) u  + b ( t ) y  + q o ( t )  u(0) = Q 
Y ' ( t )  = c ( t ) u  + d ( t ) y  + p o ( t )  y ( 0 )  = s ,  
t h e n  w e  c a n  prove 
Theorem 2.5.2: Suppose t h a t  the problem (2.5.15) s a t i s f i e s  
t h e  c o n d i t i o n  b ( r ) c ( t )  Z 0 for  a l l  0 S r S t < O J ,  t h e n  t h e  cor-  
responding  imbedding equat ion  
(2.5.2)  h a s  a unique s o l u t i o n  u ( t , y )  through u ( 0 , y )  = Q cljhich 
i s  d e f i n e d  f o r  a l l  y and a l l  t Z 0. 
Proof:  Lemma 2 .5 .1  a p p l i e s  and w e  need only show t h a t  
y ( t )  i s  non-s ingular .  From (2.5.15)  w e  o b t a i n  
S 
and it t h e r e f o r e  fo l lows  t h a t  
H e r e  t h e  fundamental  "matrices" C ( t , r )  and T ( t , r )  a r e  p o s i t i v e  
e x p o n e n t i a l  f u n c t i o n s .  S u b s t i t u t i o n  of u i n t o  t h e  expres s ion  
S 
f o r  y t h e n  y i e l d s  
S 
I 
I 
s 
s 
t 
I 
I 
c 
8 
8 
Ir 
P 
1 
I 
I 
I 
I 
I 
U 
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S ince  y ( 0 )  = 1, t h e  double i n t e g r a l  w i l l  always be non-negative 
and hence y ( t )  > 0, which proves t h e  theorem. 
S 
S 
L e t  us  now t u r n  t o  the boundary va lue  problem (2 .5 .1) .  
W e  s h a l l  use  t h e  n o t a t i o n  in t roduced  f o r  theorem 2.3.1 and 
prove the fo l lowing  analog of theorem 2.4.1: 
Theorem 2.5.3: Problem (2.5.1)  admits  a unique s o l u t i o n  i f  
where y ( t )  and y ( t )  a r e  g iven  by (2 .3 .7)  and ( 2 . 3 . 1 4 ) ,  r e s p .  1 3 
Proof:  T h e  bound 
i s  a consequence of (2.5.13) and Banach's lemma, and t h e  con- 
c l u s i o n  then  
a s s u r e s  t h a t  
has a unique 
follows a s  i n  theorem 2.4.1; namely, y ( t  ) < 1 4 1  
y = g ( u ( t l l y ) )  is a c o n t r a c t i o n  mapping which 
f i x e d  p o i n t  yo 6 Y ;  moreover, t h e  c h a r a c t e r i s t i c  
t h rough  ( t l , y o , u ( t  , y  ) )  s o l v e s  the boundary va lue  problem 
( 2 . 5 . 1 ) .  
1 0  
I n  conclus ion  of t h i s  s e c t i o n  on l i n e a r  boundary v a l u e  
problems, w e  s h a l l  show how our r e s u l t s  r e l a t e  t o  the so -ca l l ed  
"sweep" ( o r  chase )  method f o r  l i n e a r  second o r d e r  o rd ina ry  
d i f f e r e n t i a l  equa t ions .  Berezin and Zidkov [ 71 d e s c r i b e  t h i s  
I 
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method i n  d e t a i l  and p resen t  s e v e r a l  a p p l i c a t i o n s .  The b a s i c  
i d e a  behind the sweep method, however, becomes more apparent  
from t h e  d i s c u s s i o n  given i n  Gelfand and Fomin i 1 2 1 .  There,  
t h e  fo l lowing  two p o i n t  boundary va lue  problem i s  considered:  
(2.5.16a) 
(2.5.16b) y ' ( a )  = f y ( a )  -t a 
( 2 . 5 . 1 6 ~ )  y ' b )  = g y b )  + Q 
where f ,  g ,  c y ,  and 8 a r e  c o n s t a n t s .  I n  t h e  sweep method one 
looks f o r  a f u n c t i o n  y ( t )  de f ined  by 
Y " ( t )  = P ( t > Y ( t )  + T O W  
(2.5.17) Y ' W  = u ( t ) y ( t )  + h ( t ) ,  
which, moreover, s a t i s f i e s  (2.5.16a and b ) .  S u b s t i t u t i o n  
of (2.5.17) i n t o  (2.5.16a) t h e n  l e a d s  t o  
2 (2 .5  .le) u'(t) -!- If (t) - 2 ( t )  = 0 
h ' ( t )  + u ( t ) h ( t )  - q o ( t )  = 0 ,  
and t h e  i n i t i a l  c o n d i t i o n  (2.5.1633) r e q u i r e s  t h a t  u ( a )  = f 
and h ( a )  = cy. Now,  for known u ( t )  and h ( t )  t h e  equa t ion  
(2.5.17) d e f i n e s  a d i r e c t i o n  f i e l d  f o r  t E [ a , b ] ,  which i s  
sa id  t o  move t h e  boundary c o n d i t i o n  (2.5.1633) through t h e  i n -  
t e r v a l  [ a , b ] .  T h i s  i s  the so -ca l l ed  forward sweep. I f  a t  
t = b t h e  system 
y '  (b)  = g y ( b )  + Q. 
y ' @ )  = u ( b ) y ( b )  + h ( b )  
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has a s o l u t i o n  { y ( b ) , y ' ( b ) ] ,  t h e n  equa t ion  (2.5.17)  w i t h  t h e  
i n i t i a l  va lue  y ( b )  y i e l d s  the s o l u t i o n  y ( t )  of problem (2.5.16) .  
S i m i l a r l y ,  one c a n  de f ine  a backward sweep which moves 
( 2 . 5 . 1 6 ~ )  from t = b t o  t = a .  The s o l u t i o n  of (2.5.16) i s  
t h e n  t h e  common t r a j ec to ry  of t h e  forward and backward sweeps. 
The equa t ions  (2.5.18) assume a d i f f e r e n t  meaning i f  t h e  
technique  of t h i s  chapter i s  a p p l i e d  t o  problem (2 .5 .16) .  
F i r s t  of a l l ,  t h a t  problem i s  e q u i v a l e n t  t o  
y ' ( t )  = u ( t )  u ( a )  = g y ( a )  + cy. 
u ' ( t )  = P ( t ) Y ( t )  + r l o ( t )  u ( b )  = g y ( b )  + $3- 
For t h i s  l i n e a r  boundary value problem t h e  equa t ions  (2.5.10a 
and b)  become 
3 
u ' ( t )  + u - i t )  - p ( t )  = 0 u ( a )  = f 
h ' ( t - 1  + u ( t ) h ( t )  - ( t )  = 0 h ( a )  = N. 
0 
Thus  w e  see t h a t  t h e  forward sweep by means of (2.5.17) cor-  
responds  e x a c t l y  t o  gene ra t ing  t h e  s u r f a c e  u ( t , y )  = u ( t ) y  + h ( t )  
of t h e  imbedding e q u a t i o n  (2.5.2) through t h e  i n i t i a l  manifold 
u ( a , y )  = f y  + CY, and t h e  backward sweep w i l l  y i e l d  t h e  s u r f a c e  
th rough  the i n i t i a l  manifold u ( b , y )  = gy + a .  
2 - 6 ,  The Imbeddinq Equation f o r  T ranspor t  P rocesses  i n  
F i n i t e  S labs .  The method of t h i s  chap te r  now al lows u s  t o  
d e r i v e  t h e  imbedding equa t ion  f o r  
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Problem B: 
Problem B i s  the Boltzmann fo rmula t ion  fo r  a s t e a d y  s t a t e  
neu t ron  t r a n s p o r t  i n  a s l a b ,  and i t s  d e r i v a t i o n  and p h y s i c a l  
i n t e r p r e t a t i o n  may be found i n  [ 3 1 .  I n  o r d e r  t o  f i n d  t h e  
imbedding equa t ion  f o r  t h e  par t ic le  d e n s i t y  func t ion  N ( t , p ) ,  
we  have t o  t r ans fo rm problem B i n t o  a t w o  p o i n t  boundary 
v a l u e  problem of t h e  type  (2 .5 .1 ) :  f o r  t h i s  purpose w e  s e t  
(2 .6 .1)  u ( ~ , c L )  = N ( t , p )  f o r  p e ( 0 , l l  
y ( t , q )  = N ( t , q )  for q e C - ~ , O ) .  
Then problem B can be w r i t t e n  a s  
I n  o r d e r  t o  avoid t h e  s i n g u l a r i t y  of problem B which occur s  
f o r  p = 0,  w e  s h a l l  cons ider  two s p e c i a l l y  r e s t r i c t e d  cases on ly .  
C a s e  a: 
(2.6.2) t h a t  
For given e > 0 and c 2  > 0 assume f o r  problem 1 
u ( t , p )  = N ( t , p )  f o r  1.1 c [ c l , l l  
y ( t , q )  = N ( t , q )  f o r  q E [ - 1 , - e 2 ] ,  
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and t h a t  y and 0 are non-negative c o n s t a n t s .  
C a s e  b: y i s  a non-negative c o n s t a n t  and the f u n c t i o n  
O ( t l 6 )  m de f ined  by m ( t , 6 >  = 
i s  cont inuous on [ ~ , t  ] x [-1,1]. 
6 
1 
W e  sha l l  n o t  e n t e r  i n t o  an  i n v e s t i g a t i o n  whether these 
r e s t r i c t i o n s  are p h y s i c a l l y  meaningful;  i n  f a c t ,  o t h e r  condi- 
t i o n s  may perhaps be more r e a l i s t i c .  Nonetheless ,  t h e  subse- 
q u e n t  t r ea tmen t  of these two cases w i l l  i n d i c a t e  how a more 
c o n c r e t e  and numer ica l ly  u s e f u l  equa t ion  can be found from 
t h e  g e n e r a l i z e d  imbedding equa t ion  (2 .5 .10a) .  
Case a: I f  C ( D )  i s  t h e  Banach space of cont inuous func- 
t i o n s  de f ined  on t h e  compact set  D ,  t h e n  w i t h  t h e  i d e n t i f i -  
cat  ion  
u: [ a , b ]  -+ X where X = C [ e , , l ]  I C ( D  1 ) 
t h e  system (2.6.2)  can be r e w r i t t e n  a s  
(2.6.3) u ' ( t >  = m u  1 + m 2 1  L u + m 2 2  L y
y ' ( t )  = rn4Lr+ m3y + m 4 2  L u
u ( 0 )  = 0 
y ( t l )  = f 8 C ( D 2 ) .  
H e r e  L1 i s  the l i nea r  f u n c t i o n a l  on X d e f i n e d  by  
1 D 1  
L u = u(h )dh ,  
and L2 i s  d e f i n e d  on Y by 
7 0  
Moreover, w e  have se t  
hence m 1' m 2 c C(D1) and m3, m4 c C ( D 2 ) .  Since t h e  boundary 
v a l u e  problem (2.6.3)  i s  l i nea r ,  t h e  e q u a t i o n s  (2.5.10) have 
t o  be s a t i s f i e d .  From (2.5.10a and c )  w e  t h e r e f o r e  o b t a i n  
(2 .6 .4)  [ u ' ( t )  + um L u + um + um L - m u  1 - m 2 1  L u - m 2 2  L ]y = 0 4 1  3 4 2  
u ( 0 ) y  = 0. 
The second equation (2.5.10b) h a s  the unique s o l u t i o n  h ( t )  = 0 
because p ( t )  = q ( t )  = CY 0.  Thus, (2 .6 .4)  i s  the c o r r e c t  
h b e d d i n g  equa t ion  for problem B. Furthermore,  theorems 2.3.1 
0 0 
and 2.5.1 app ly  t o  t h i s  l i n e a r  boundary va lue  problem, f o r  
which the fo l lowing  e s t i m a t e s  hold :  
and s i m i l a r l y , b  = Yo , c = Yo , and d = 0 (l+%). From (2.3.2)  and 
2 61 2 c 2  "2 
(2-5 .12)  it now follows t h a t  (2 -6 .4 )  has a unique s o l u t i o n  i f  
e i ther  
or 
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h r r  
T h i s  r e s . u l t  i s  no longer  u s e f u l  i f  c -+ 0 because then  t , t  -t 0.  
Case b: T h i s  t i m e  the  Banach spaces  are given by 
X = C[O,l! C ( D l )  
o(t,6) i s  assumed t o  be cont inuous on the compact s e t  S ince  
[O,tl] x [-1,1], w e  can choose some c o n s t a n t  C such t h a t  
6 
The d i s c u s s i o n  of Case a )  now c a r r i e s  ove r ,  so t h a t  t h e  i m -  
bedding equa t ion  aga in  i s  g iven  by ( 2 . 6 . 4 ) .  Furthermore,  
the fo l lowing  bounds a r e  seen t o  h o l d :  
a = d = c ( 1 +  Y ) ,  b = c = 9 
2 2 
Hence i n  t h i s  case t h e  surface u ( t , y )  w i l l  e x i s t  f o r  a l l  y E Y 
and a l l  t such t h a t  t < max 1; , t ] ,  
where 
While t h e  p r e s e n t  theory  a s s u r e s  t ha t  t h e  o p e r a t o r  equa- 
t i o n  (2.6.4)  has a unique s o l u t i o n  f o r  s u f f i c i e n t l y  s m a l l  t ,  
s u c h  a s o l u t i o n  may be d i f f i c u l t  to compute from (2 .6 .4) .  
However, w e  can use h e r e  the w e l l  known f a c t  t h a t  i n  t h e  space 
of cont inuous  f u n c t i o n s  a l l  bounded l i n e a r  o p e r a t o r s  can be 
r e p r e s e n t e d  as  i n t e g r a l  o p e r a t o r s :  
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Theorem 2.6.1 ([111 P. 430):  L e t  S be a compact Hausdorff 
space  and l e t  U be a bounded l i n e a r  o p e r a t o r  from a Banach 
space  Y i n t o  C(S) .  Then t h e r e  e x i s t s  a mapping T :  S -, Y' 
w h i c h  i s  cont inuous w i t h  t h e  Y topology i n  Y '  such  t h a t  
Conversely,  i f  such a map T i s  g iven ,  t hen  t h e  ope ra to r  U 
d e f i n e d  by (1) i s  a bounded l i n e a r  o p e r a t o r  from Y i n t o  C ( S )  
w i t h  norm given by ( 2 ) .  
T h i s  theorem i s  a p p l i c a b l e  t o  C a s e  a and C a s e  b ,  where 
C(S)  = C(D1) .  
t i o n  theorem (see [18], p. 204) can  be a p p l i e d  t o  guarantee  
Moreover, since Y = C(D ), t h e  Riesz  r e p r e s e n t a -  2 
t h e  e x i s t e n c e  of  a normalized f u n c t i o n  u ( s , h )  of bounded 
v a r i a t i o n  i n  D such t h a t  
2 
f o r  y 8 C ( D 2 ) .  
It t h e r e f o r e  fo l lows  t h a t  the  s o l u t i o n  u ( t , y )  = u ( t ) y  E C ( D  ) 1 
of  (2 .6 .4)  can be r ep resen ted  as t h e  S t i e l t j e s  i n t e g r a l  
(2 .6 .5)  
n 
where u ( t , p , h )  i s  d i f f e r e n t i a b l e  K i t h  r e s p e c t  t o  t ,  cont inuous 
w i t h  r e s p e c t  t o  p and of bounded v a r i a t i o n  i n  A .  S u b s t i t u t i o n  
7 3  
of (2.6.5) i n t o  (2 .6 .4)  and changing the  order  of i n t e g r a t i o n  
l e a d s  t o  
- U ( t , p , d C Y ) z  + 0 U ( t , p , d a )  - Yo u (t ,9, da, ) ~ R - W C Y - ]  y ( a )  =O . 
P 2 p  J D 1  2iJ. 
Our d e r i v a t i o n  h a s  thus proved t h a t  equat ion (2.6.6) is  
equ iva len t  t o  t h e  imbedding equat ion  (2 .6 .4 ) .  Unfortunately,  
however, (2 .6 .6)  i s  s t i l l  imprac t i ca l  t o  use.  Therefore ,  l e t  
u s  now add t h e  assumption t h a t  t h e  i n t e g r a t o r  u ( t , p , X )  of (2 .6 .5)  
n o t  on ly  i s  of bounded v a r i a t i o n  b u t  is even cont inuously d i f -  
Then (2.6.5) becomes 2 '  f e r e n t i a b l e  on D 
(2 .6 .7)  
For e a s e  of comparison with t h e  imbedding equat ion  de r ived  i n  
and wi th  t h i s  n o t a t i o n  the equat ion  (2.6.6)  can be s i m p l i f i e d  t o  
Since t h i s  equat ion  h a s  t o  hold f o r  a l l  y E C(D ) ,  t h e  in t eg rand  2 
must van i sh ,  and hence w e  ob ta in  
1 
(2.6.8) 
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The i n i t i a l  cond i t ion  u ( 0 ) y  = 0 then  r equ i r e s  t h a t  R(O,p ,a )  = 0. 
Moreover, our d e r i v a t i o n  shows t h a t  equa t ion  (2.6.8) remains 
v a l i d  i f  = and y = y ( t , P , a ) .  
I.1 P 
Equation (2 .6 .8)  is the  imbedding equa t ion  de r ived  f o r  
problem B by Wing i n  [ 2 2 ] .  There,  t h e  r e p r e s e n t a t i o n  (2.6.7) 
i s  assumed t o  h o l d  a p r i o r i ,  and then  a s i z e  p e r t u r b a t i o n  
a n a l y s i s  i s  performed. A second,  somewhat d i f f e r e n t ,  imbedding 
equa t ion  was d e r i v e d  f o r  problem B i n  [l], where, a s i z e  per -  
t u r b a t i o n  a p p l i e d  t o  (2.6.7)  r e s u l t e d  i n  
The d i f f e r e n c e  between (2.6.8)  and (2.6.9)  i s  e v i d e n t ,  b u t  t h e  
r eason  f o r  t h i s  va r i ance  is n o t  c l e a r .  For equa t ion  (2 .6 .9)  
B a i l e y  proves  the e x i s t e n c e  of a s o l u t i o n  R ( t , p , a )  over t h e  
i n t e r v a l  [ O , t , l  subject  t o  the c o n d i t i o n  
(2.6.10)  
The r e s u l t s  o b t a i n a b l e  from theorems 2 .3 .1  an: 2 .5 .1  are more 
r e s t r i c t i v e .  They do ,  however, ag ree  q u a l i t a t i v e l y  w i t h  (2 .6 .10)  
i n  t h a t  t h e  i n t e r v a l  of e x i s t e n c e  [ O , t  i grows w i t h  d e c r e a s i n g  1- 
y and o. 
CHAPTER 3 
TWO P O I N T  BOUNDARY VALUE PROBLEMS FOR 
LINEAR EVOLUTION EQUATIONS 
The Boltzmann formulat ion f o r  t i m e  dependent t r a n s p o r t  
models f r e q u e n t l y  l e a d s  to boundary value problems f o r  a 
hype rbo l i c  system of  f i r s t  o r d e r  p a r t i a l  d i f f e r e n t i a l  
equat ions .  Such problems remain o u t s i d e  t h e  scope of chapter  
2 .  However, wi th  t h e  a i d  of  t h e  theory f o r  t h e  so-ca l led  
evo lu t ion  equa t ion ,  r e s u l t s  s i m i l a r  t o  those of t he  preced- 
i n g  s e c t i o n s  can be proved. Following c l o s e l y  t h e  o u t l i n e  
of  chap te r  2 ,  w e  s h a l l  first p r e s e n t  some w e l l  known f e a t u r e s  
of t h i s  theory ,  and t h e n  i n  3.2 extend t h e  theory  of cha rac t e r -  
i s t ics  t o  t h e  c a s e ,  where t h e  c h a r a c t e r i s t i c  equat ions  a r e  
given a s  l i n e a r  evolu t ion  equa t ions .  Next,  t he  imbedding 
equat ion  corresponding t o  a boundary value problem f o r  l i n e a r  
equa t ions  of evo lu t ion  i s  de r ived .  Subsequent ly ,  i n  s e c t i o n  
3.4 some s u f f i c i e n t  cond i t ions  a r e  g iven  under which t h e  
Cauchy problem f o r  t h i s  imbedding equat ion  and a l s o  t h e  o r i g i -  
na l  boundary value problem admit  unique s o l u t i o n s .  F i n a l l y ,  
i n  s e c t i o n  3 . 5  t h e s e  r e s u l t s  a r e  a p p l i e d  t o  problem C .  
Throughout t h i s  chap te r  w e  s h a l l  u s e  t h e  n o t a t i o n  in t roduced  
i n  2 . 1 .  I n  a d d i t i o n ,  the Banach spaces  X and Y a r e  always 
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assumed to  be sepa rab le .  
3.1. L inea r  Evolut ion Equat ions.  The imbedding method 
p r e s e n t e d  below w i l l  r e ly  on the theory  for  equa t ions  of 
e v o l u t i o n .  I n  p a r t i c u l a r ,  we  s h a l l  be concerned w i t h  t h e  
f o l l o w i n g  l i n e a r  evo lu t ion  equat ion:  
( 3 .I. .1) 
H e r e ,  A: D C X - X i s  a closed l i n e a r  o p e r a t o r ,  B E L ( X , X ) ,  
and y : ( - c a l m )  -+ X i s  a given abs t rac t  f u n c t i o n .  F i r s t ,  w e  
s h a l l  p r e s e n t  some w e l l  known theorems which s t a t e  c o n d i t i o n s  
under which the Cauchy problem (3.1.1) admi ts  a unique solu-  
t i o n .  For t h i s  it w i l l  be convenient  to  break th i s  problem 
i n t o  three p a r t s  and to t reat  s u c c e s s i v e l y  the e x i s t e n c e  o f  
a s o l u t i o n  f o r  
(3 .1 .2a)  u ' ( t )  = Au 
(3.1.2b) u ' ( t )  = Au + Bu 
u ' ( t )  = A u ( t )  + B u ( t )  + y ( t ) ,  ~ ( 0 )  = u 0 . 
u ( 0 )  = u 
0 '  
0 ,  
~ ' ( t )  = AU + BU + y ( t )  ~ ( 0 )  = u . 
u ( 0 )  = u and 
( 3 . 1 . 2 ~ )  0 
Problems (3.1.2a and b)  can be so lved  w i t h  the help o f  
t h e  theory of a n a l y t i c a l  semi-groups. The fo l lowing  d i s -  
cuss ion  i s  a summary of the  theory p resen ted  i n  [11] and [131 
p e r t i n e n t  t o  these two problems. I n  b r i e f ,  (3.1.2a) h a s  a 
s o l u t i o n  u: [ O , = ]  .-) X provided A g e n e r a t e s  a so-ca l led  s e m i -  
group. 
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D e f i n i t i o n  3.1.1: A family { T ( t ) ] ,  0 < t < a, of - 
bounded l i n e a r  o p e r a t o r s  i n  X i s  c a l l e d  a s t r o n g l y  cont inuous 
semi-group if 
(1) T ( s + t )  = T ( s ) T ( t ) ,  0 - < t , s  < 
(2) T(0)  = I 
( 3 )  For each x G X ,  T ( t ) x  i s  cont inuous i n  t on [ O l m ] ,  
I f ,  i n  a d d i t i o n ,  t h e  map t -. T ( t )  i s  cont inuous on [ O , a ]  i n  the  
uniform o p e r a t o r  topology, then t h e  family { T ( t ) ]  i s  c a l l e d  a 
uniformly cont inuous semi-group. Furthermore , i f  {S( t )  3 def ined  
by S ( t )  = T ( - t )  i s  a l s o  a s t r o n g l y  cont inuous semi-group, then 
{ T ( t ) ]  w i l l  be c a l l e d  a s t rong ly  cont inuous group. 
The connect ion between a semi-group { T ( t ) ]  and i t s  so- 
c a l l e d  i n f i n i t e s i m a l  genera tor  opera tor  follows froa 
D e f i n i t i o n  3 . 1 . 2 :  For h > 0 t h e  l i n e a r  o p e r a t o r  A i s  h 
de f ined  by t h e  formula 
T ( h ) x  - x 
h A x =  h I x 6 x. 
L e t  D ( A )  be t h e  se t  of  a l l  x G X f o r  which t h e  l i m i t ,  l i m  A x ,  
e x i s t s  and d e f i n e  t h e  ope ra to r  A wi th  domain D ( A )  by t h e  formula 
h h-o 
Ax = l i m  A x, x G D ( A )  h 
h-.o 
Then the  o p e r a t o r  A: D ( A )  c X - X is  c a l l e d  the i n f i n i t e s i m a l  
gene ra to r  o f  t h e  semi-group { T ( t )  1 .  
A s s u m e  now t h a t  { T ( t ) ]  i s  a s t r o n g l y  cont inuous group, 
then i t  fo l lows  from t h e  d e f i n i t i o n  3 . 1 . 2  t h a t  -A i s  t h e  
I 
7% 
i n f i n i t e s i m a l  genera t o r  o f  t h e  semi-group { S ( t)  3 where 
S(t) = T ( - t ) .  I n  t h i s  case ,  A i s  c a l l e d  t h e  i n f i n i t e s i m a l  
g e n e r a t o r  o f  t h e  group { T ( t ) ] .  Another consequence of 
d e f i n i t i o n  3.1.2 i s  
Lemma 3.1.1: L e t  { T ( t ) ]  be a s t r o n g l y  cont inuous s e m i -  
group and A i t s  i n f i n i t e s i m a l  g e n e r a t o r ,  t h e n  fo r  x G D ( A )  
and 0 - < t < Q, t h e  fol lowing t h r e e  p r o p e r t i e s  hold:  
(1) T ( t )  x c D ( A )  
d - T ( t ) x  = A T ( t ) x  = T( t )Ax  d t  ( 2 )  
( 3 )  D ( A )  is a dense l i n e a r  subspace o f  X.  
I f  a given o p e r a t o r  A: D ( A )  c X -.) X i s  t h e  g e n e r a t o r  of 
a s t r o n g l y  cont inuous semi-group { T ( t ) ]  and i f  u c D(A), then  
i t  f o l l o w s  from p rope r ty  ( 2 )  t h a t  T ( t ) u  i s  a s o l u t i o n  of  
problem ( 3 . 1 . 2 a ) .  F u r t h e r m r e ,  i t  can be shown t h a t  t h i s  so lu-  
0 
0 
t i o n  i s  unique (see [13 ] ,  p. 621) .  The q u e s t i o n ,  when a c losed  
l i n e a r  o p e r a t o r  i s  t h e  i n f i n i t e s i m a l  g e n e r a t o r  o f  a semi-group 
{ T ( t ) ]  i s  answered by the  w e l l  known Hi l l e -Yos ida -Ph i l l i p s  
theorem ([ll?, p. 624):  
Theorem 3.1.1: A necessary  and s u f f i c i e n t  c o n d i t i o n  t h a t  
a c l o s e d  l i n e a r  o p e r a t o r  w i t h  dense  domain be t h e  i n f i n i t e s i m a l  
g e n e r a t o r  o f  a s t r o n g l y  cont inuous  semi-group i s  t h a t  t h e r e  
ex i s t  r e a l  numbers M and w such t h a t  f o r  eve ry  r e a l  y>w,  y 
be longs  t o  the r e s o l v e n t  s e t  of A and 
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1 1  (AI - AP 1 1  $ 8  - < M ( A - ~ ) - ~ ,  n = i , 2 ,  ..... 
For t h e  proof w e  r e f e r  t o  i l l ] .  For the  inibedding method 
we  s h a l l  employ groups i n s t e a d  of semi-groups; t h e  fol lowing 
c o r o l l a r y  of  theorem 3 .1 .1  s t a t e s  when A i s  t h e  i n f i n i t e s i m a l  
gene ra to r  o f  a group { T ( t )  1 .  
Coro l l a ry  3.1.1: A necessary and s u f f i c i e n t  cond i t ion  
t h a t  a c losed  l i n e a r  ope ra to r  A wi th  dense domain gene ra t e s  
a s t r o n g l y  cont inuous group of bounded o p e r a t o r s  on ( - m , m )  
i s  t h a t  t h e r e  ex i s t  r e a l  numbers M > 0 and w > 0 such t h a t  
( A I  - A ) - n  I1 5 M ( l h 1 - w )  -n 1 1  , A > w and A < - w .  
Moreover, i f  A gene ra t e s  { T ( t ) ] ,  - a < t< m I  then I / T ( t ) I I  < M e  w l t l  - 
For t h e  proof  see again [ll]. 
W e  s h a l l  now assume t h a t  A s a t i s f i e s  t h e  cond i t ions  of 
c o r o l l a r y  3.1.1 and t h a t  u G D ( A )  , so t h a t  problem (3.1.2a)  
h a s  t h e  u n i q u e  s o l u t i o n  u ( t )  = T ( t ) u o .  
(3.1.2b) a l s o  h a s  a unique s o l u t i o n ,  because w e  can apply 
0 
I n  t h i s  c a s e ,  problem 
Theorem 3.1.2: If A i s  t h e  i n f i n i t e s i m a l  gene ra to r  of  
a group of  bounded l i n e a r  o p e r a t o r s  de f ined  and s t r o n g l y  con- 
t inuous  on (-ala) and i f  B G L ( X , X ) ,  t hen  A+B def ined  on D(A) 
i s  l ikewise  t h e  i n f i n i t e s i m a l  g e n e r a t o r  of  a group { S ( t ) ]  o f  
bounded l i n e a r  o p e r a t o r s  def ined  and s t r o n g l y  cont inuous on ( - m , ~ ) .  
This theorem i s  proved i n  ([13], p. 390) by showing t h a t  t h e  
c o r o l l a r y  o f  t h e  Hi l le -Yos ida-Phi l l ips  theorem a p p l i e s  t o  t h e  
I 
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o p e r a t o r  AfB.  Furthermore,  i t  i s  a consequence o f  t h i s  proof 
if t h e  o p e r a t o r  A i n  (3.1.1) g e n e r a t e s  the group { T ( t ) } ,  then 
A+B g e n e r a t e s  the group { S ( t )  1 ,  and therefore 
has the unique s o l u t i o n  u ( t )  = S ( t ) u o .  
These r e s u l t s  w i l l  now a l l o w  u s  t o  prove 
theorem f o r  the Cauchy problem ( 3 . 1 . 2 ~ )  . For 
we adap t  a theorem of Ka to ,  which i s  g iven  i n  
g e n e r a l  e v o l u t i o n  equat ion .  
problem (3.1.2b) 
an  e x i s t e n c e  
t h i s  purpose 
[167 for  a more 
Theorem 3.1.3: L e t  A1 = A+B be the i n f i n i t e s i m a l  genera- 
t o r  o f  the s t r o n g l y  cont inuous group [ T ( t ) ] .  L e t  y ( t )  belong 
t o  D ( A )  f o r  a l l  t ,  and assume t h a t  y ( t )  and A y(t) a r e  s t r o n g l y  1 
cont inuous .  Morsover, s~ppose 1 .  6 D ( A ! ,  then 
0 
u ' ( t )  = Au + Bu + y ( t ) ,  u ( 0 )  = u 
0 
has a unique s o l u t i o n  u: (-=,a) D ( A )  c X ,  w h i c h  i s  g iven  by 
t 
(3.1.3) u ( t )  = T ( t ) u o  f l L T (  t-r) y ( r )  d r .  
0 
Proof:  S ince  T ( t )  and y ( t )  a r e  cont inuous ,  t h e  in t eg rand  
of (3.1.3) i s  cont inuous and hence u ( t )  i s  w e l l  de f ined .  D i f -  
f e r e n t i a t i o n  and use  of l e m m a  3.1.1 now l e a d s  t o  
t 
(3.1.4) 
L 
u ' ( t )  = AIT( t )u  + A I T ( t )  T ( - r ) y ( r ) d r  f y ( t )  
0 
0 
o r  
Thus, u ( t )  w i l l  be a s o l u t i o n  of (3.1.1) provided u ( t )  i s  con- 
u ' ( t )  = A1u(t) f y ( t ) .  
t i n u o u s l y  d i f f e r e n t i a b l e .  Applying lemma 3 .1 .1  a g a i n ,  w e  
I 
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B -  
i 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
can w r i t e  (3 .1 .4)  a s  
t 
u ' ( t )  = T ( t ) A 1 u o  + T ( t ) A I J  T ( - r ) y ( r ) d r  + y ( t ) ,  
0 _ t  
so t h a t  u ' ( t )  w i l l  be cont inuous i f  T ( t ) A  j- T ( - r ) y ( r ) d r  i s  
1 -  
V 
cont inuous.  
c o r o l l a r y  3.1.1 i t  follows t h a t  t he  r e s o l v e n t  (AI-A) i s  
Here, A1 i s  a c losed  l i n e a r  ope ra to r  and from 
-1 
bounded f o r  s u f f i c i e n t l y  l a r g e  I A I . Therefore  , the  follow- 
ing  i s  t r u e  f o r  l a r g e  1 ~ 1 :  
t 
L 
(3 .1.5)  AIJ T (-r) y ( r )  d r  = (A1 - A I )  st (A1-AI) ( A l - l . I )  T ( - r )  y ( r )  d r  
0 0 
+ A s t .  (-r) y ( r )  d r  
t t t 
0 0 0 
0 = r  (A1-AI)T(r)y(r)dr  + A I  T ( - r ) y ( r ) d r  = f T ( - r ) A l y ( r ) d r .  
J 
By hypo thes i s ,  A1y( t )  i s  cont inuous;  hence the  i n t e g r a l  
t 
Moreover, t h e  s o l u t i o n  of ( 3 . 1 . 2 ~ )  i s  unique because the  d i f -  
ference w ( t )  between any t w o  s o l u t i o n s  s a t i s f i e s  t he  equat ion  
w ' ( t )  = A w ( t ) ,  w(0)  = 0,  which has  t h e  unique s o l u t i o n  w ( t )  1 
= 0 E X. F i n a l l y ,  from (3 .1 .5)  it a l s o  fo l lows  t h a t  u ( t )  given 
by (3.1.3)  remains i n  D ( A  ) f o r  a l l  t c ( - - m , m ) .  1 
3.2.  A C h a r a c t e r i s t i c  Theory f o r  Evolut ion Equat ions.  The 
preceding  e x i s t e n c e  theorem f o r  t h e  evo lu t ion  equat ion  ( 3  .l. 1) 
s h a l l  be employed i n  order  t o  extend t h e  theory of c h a r a c t e r i s -  
t i c s  t o  c e r t a i n  l i n e a r  inhcmogeneous problems involv ing  c l o s e d  
l i n e a r  o p e r a t o r s ,  and f o r  t h e  remainder of t h i s  chap te r  i t  w i l l  
always be assumed t h a t  
I 
I '  
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
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( 3 . 2 . l a )  A : D ( A  )CX-X i s  the i n f i n k e s i m a l  generator  of a 
s t r o n g l y  c o n t i n u o u s  group {T ( t )  1 w h i c h  s a t i s f i e s  
11 11 
1 
( 3 . 2 . l b )  A : D ( A  )CY-Y i s  the i n f i n i t e s i m a l  gene ra to r  of a 
22 22 
s t r o n g l y  con t inuous  group {T ( t )  ] w h i c h  s a t i s f i e s  
l / T 2 ( t )  15 e d2 f t l  
2 
( 3 . 2 . l e )  B21D(A11)CD(A22),  and  A22B21 u ( t )  i s  c o n t i n u o u s  
for  a l l  c o n t i n u o u s  a b s t r a c t  f u n c t i o n s  w i t h  v a l u e s  
i n  D ( A  ) .  11 
I t  should be noted  here t h a t  t h e o r e m  3.1.1 requires t h a t  
D ( A  ) and D ( A  ) a r e  dense i n  X and Y ,  resp. Using  t h i s  
n o t a t i o n  w e  s h a l l  d e f i n e  
11 22  
F: (-m,(13) x D ( A  x D(Al1)+D(AI1) by F ( t , y , u )  = A u + Bl lu  + 2 2  11 
B12Y + r l , W  
B22Y + P , ( t ) .  
G: X D ( A 2 2 )  X D ( A  ) - + D ( A 2 2 )  by G ( t , y , u )  = B 2 1 ~  + A 2 2 y  + 11 
Then the f o l l o w i n g  abs t r ac t  " cha rac t e r i s t i c  e q u a t i o n s " :  
( 3 . 2 . 2 )  U ' ( t )  = F ( t , y , u )  = A 11 u+Bl1u+Bl2y+q0( t )  
Y ' ( t )  = G ( t , y , u )  = B 2 1  ~ + A ~ ~ y + B ~ ~ y + p , ( t )  
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can formally be a s s o c i a t e d  wi th  the  p a r t i a l  d i f f e r e n t i a l  equat ibn 
For a s u i t a b l y  r e s t r i c t e d  i n t e g r a l  s u r f a c e  u ( t , y )  we can 
prove t h e  equivalence o f  ( 3 . 2 . 2 )  and ( 3 . 2 . 3 ) .  For t h i s  t h e  
fol lowing lemma due t o  Segal [ 2 0 1  i s  needed: 
Lemma 3 . 2 . 1 :  I f  A i s  t h e  gene ra to r  of  a s t r o n g l y  con- 
t i nuous  semi-group { T ( t ) l  on t h e  Banach space X,  and i f  f ( t , u )  
is once cont inuously d i f f e r e n t i a b l e  on [ O , m )  x X ,  then a so lu-  
t i o n  u of t h e  equat ion  
u ( t )  = T ( t - t  ) u  + T ( t - r ) f ( r , u ( r ) ) d r  
0 0  
h a s  i t s  value i n  D ( A )  throughout  i t s  i n t e r v a l  of  e x i s t e n c e  
provided t h i s  i s  i n i t i a l l y  t h e  case .  
For t h e  proof w e  r e f e r  t o  [ 2 0 1 .  This  r e s u l t  s h a l l  now 
be used t o  p r e s e n t  t he  fol lowing analog of theorem 2 . 1 . 5 :  
Theorem 3 . 2 . 1 :  L e t  w: ( -m,m) x D ( A  ) be  cont inuous ly  2 2  
d i f f e r e n t i a b l e  and assume t h a t  w ( t , y )  has  an ex tens ion  ( t , y )  de- 
f i n e d  on(-m,m) x D ( A 2 2 )  = (-m,m) x Y which s a t i s f i e s  
Y Y 
I ! Q  ( t  , y )  ll$( t)  I where k ( t )  
( - m , m ) .  Then w i s  an  i n t e g r a l  s u r f a c e  of  ( 3 . 2 . 3 )  if and on ly  
i s  bounded on compact subsets of 
Y 
i f  w - u = 0 along each c h a r a c t e r i s t i c  { t , y ( t ) , u ( t ) l i n  (-..,..I 
x x D ( A l l ) .  
Proof:  W e  s h a l l  fol low the  proof  o f  theorem 2 . 1 . 5  and 
04 
assume t h a t  w ( t , y )  i s  a n  i n t e g r a l  s u r f a c e  of  (3 .2 .3) .  L e t  
( t o , y o , w ( t  , y  ) )  be a p o i n t  on t h i s  s u r f a c e ,  and cons ide r  
0 0  
t h e  (non-linear) evo lu t ion  equat ion  
(3.2.4) 
I f  A 2 2  + B g e n e r a t e  t h e  group {T(t)-!, then  i t  i s  easy  t o  22 
v e r i f y  t h a t  any s o l u t i o n  y ( t )  e D ( A  ) of 
22  
LO 
a l s o  i s  a s o l u t i o n  of (3 .2 .5) .  Now because of the hypotheses  o n  
w ,  the equa t ion  (3.2.5)  may be c o n s i d e r e d , a s  a f i x e d  p o i n t  equa- 
t i o n  on the w h o l e  Banach space Y ,  and a s t anda rd  argument s h o w s  
t h a t  f o r  s u f f i c i e n t l y  small  It-t I ,  the equa t ion  (3.2.5)  i s  a 
0 
c o n t r a c t i o n  mapping on Y. Therefore ,  i t  h a s  a unique s o l u t i o n  
y ! t ) s Y .  I t  then  fo l lows  from lemma 3 .2 .1  t h a t  f o r  y sD(A ) 
0 2 2  
the s o l u t i o n  y ( t )  a l s o  belongs t o  D ( A 2 2 ) .  
a unique s o l u t i o n  y ( t )  f o r  s u f f i c i e n t l y  smal l  I t-t I .  The 
Hence (3.2.4) h a s  
0 
c h a i n  r u l e  can now be a p p l i e d  to  
Hence { t , y ( t )  , w ( t ) ]  i s  the  unique c h a r a c t e r i s t i c  through 
The converse  fo l lows  a s  i n  theorem 2.5.1 
Thus (3.2.2) and (3.2.3) a r e  e q u i v a l e n t  provided t h e r e  
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e x i s t s  a s u r f a c e  u ( t , y )  which s a t i s f i e s  t h e  cond i t ions  of 
theorem 3.2.1.  I t  should a l s o  be noted t h a t  a c h a r a c t e r i s t i c  
which has  a p o i n t  i n  common wi th  u ( t , y )  w i l l  remain on t h i s  
s u r f a c e .  
L e t  u s  now t u r n  to the  Cauchy problem f o r  equat ion (3.2.3)  
and show t h a t  under the  hypotheses (3 .2 .1)  w e  can genera te  a 
s u r f a c e  u ( t , y )  through a given manifold.  
Theorem 3.2.2: L e t  t h e  i n i t i a l  manifold C c ( - a l a )  x 
D ( A  ) x D ( A  ) be given pa rame t r i ca l ly  by { t=O,y=s ,u=fs+a ]  22  11 
where f e L ( Y , X )  maps D ( A 2 2 )  i n t o  D ( A l l ) ,  and where s e D ( A  
and CY c D ( A l l ) .  
) 22 
Then the i n i t i a l  value problem 
u ( t , y )  + u ( t , y ) G ( t , y , u )  = F ( t , y , u )  
t Y 
(3.2.6) 
t ( s )  = 0 ,  y ( s )  = s ,  u ( s )  = f s  + CY 
h a s  a s o l u t i o n  i n  some neighborhood N of  C.  
Proof:  From t h e  hypotheses  ( 3 . 2 . 1 )  f o r  F and G and from 
theorem 3.1.2 fo l lows  t h a t  t h e  o p e r a t o r  
de f ined  on t h e  sepa rab le  Banach space X x Y (normed by the  
sum of t h e  component norms) g e n e r a t e s  a s t r o n g l y  cont inuous group 
{ T ( t ) l  on X x Y. 
h 
Furthermore,  if M1 = max {al+/lBll/1,d2+llB 22  I l ? ,  
k = M  + M 2 ,  1 (3 .2.7)  
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A . Theorem 3.1.3 can now be a p p l i e d  t o  i n t e g r a t e  k l t l  t h e n  I / T ( t ) \ I  5 e 
G ( t ,  y , u) 
Hence the c h a r a c t e r i s t i c  t h r m g h  the p o i n t  (O , s , f s+a )  e C 
t can be w r i t t e n  a s  
0 
o r ,  i n  component f o r m  ( c f .  (2.5.4) and 2.5.511, 
(3.2.8) 
h h 
u ( t , s )  = T ( f s+a )  + T S + T l ( t )  
xx Xy 
h e. 
Moreover, T(0)  = I r e q u i r e s  t h a t  T ( 0 )  = ijIi, i ,] = x , y .  i j  
Consequently,  the func t ion  h: (-a,..) x D ( A 2 2 )  x D ( A Z 2 )  def ined  
i s  con t inuous ly  d i f f e r e n t i a b l e  on  the open domain ( - 0 3 ~ 4 ) )  x 
D ( A Z 2 )  x D ( A 2 2 ) .  
Furthermore,  h ( O , s , s )  = 0 and h ( O , s , s )  = I .  Therefore  the 
imp l i c i t  func t ion  theorem can be a p p l i e d  t o  f i n d  s = s ( t , y ) ,  
S 
and the proof can be completed a s  i n  the case of theorem 2.1.6. 
S ince  the equivalence of (3.2.2) and (3.2.3) was Proved 
o n l y  for  the case when the  i n t e g r a l  s u r f a c e  u ( t , y )  s a t i s f i e s  
the c o n d i t i o n s  of theorem 3.2.1, the s o l u t i o n  of (3.2.6) gen- 
erated w i t h  the c h a r a c t e r i s t i c  cu rves  need n o t  be the on ly  
s o l u t i o n .  On the o t h e r  hand, the s u r f a c e  j u s t  cons t ruc t ed  
a7 
c e r t a i n l y  s a t i s f i e s  u ( t , y ( t ) )  - u ( t )  = 0 along any cha rac t e r -  . 
i s t i c  given by ( 3 . 2 . 8 )  . Since the  c h a r a c t e r i s t i c  equat ions  
have unique s o l u t i o n s  through a given p o i n t ,  t h i s  s u r f a c e  
n e c e s s a r i l y  i s  the  only i n t e g r a l  su r f ace  i n t o  which the  char-  
a c t e r i s t i c s  { t , y ( t )  , u ( t )  1 through C a r e  imbedded. Fur ther -  
mre,  from t h e  proof of the preceding theorem we o b t a i n  
Coro l l a ry  3 . 2 . 1 :  The i n t e g r a l  s u r f a c e  u ( t , y )  of ( 3 . 2 . 6 )  
genera ted  with the  c h a r a c t e r i s t i c s  through C can be represented  
a s  
where u ( t )  e L ( Y , X )  and where u ( t ) y  and h ( t )  a r e  cont inuously 
d i f f e r e n t i a b l e  on ( -m,m) x D ( A 2 2 )  and ( - m , m ) ,  r e sp .  
Proof:  The equat ions  ( 3 . 2 . 8 )  l ead  t o  
A h 1 
and 
Hence  i f  
and 
A A n A 
u ( t ) y  = [T f + T ] [Tyxf + T 1 - l ~  xx XY YY - 
h ( t )  = [i f + 1 [T f + l-’L-;  CY-^^(^)? 
xx X Y -  YX YY - YX 
then ,  a s  a s s e r t e d ,  u ( t , y )  = u ( t ) y  + h ( t ) .  The p r o p e r t i e s  of 
u ( t ) y  and h ( t )  a r e  obvious from t h e i r  d e f i n i t i o n  and the  
hypo t h e s e s  (3.2.1) . 
A s  i n  s e c t i o n  2.5,  t h e  r e s p r e s e n t a t i o n  (3 .2 .9)  can be 
s u b s t i t u t e d  i n t o  ( 3 . 2 . 3 ) .  This  l e a d s  t o  
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Since  t h i s  equa t ion  h a s  t o  hold f o r  a l l  y i n  the dense subspace 
D ( A 2 2 )  , i t  reduces  t o  
(3.2 . l oa )  [ u '  + uB u + u ( A  + B 2 2 )  - (Al1 + B ) u  - Bl2:y=G 2 1  22  11 
+ B ) h  + up0( t )  - ?lo(t) = 0 .  11 (3 .2.1 O b )  h '  + uB21h - (All  
Moreover, the boundary cond i t ion  u ( 0 , y )  = f y  + cy r e q u i r e s  t h a t  
( 3 . 2 . 1 0 ~ )  U ( 0 ) Y  = f y  
( 3.2.10d) h(O) = cy. 
Thus the s u r f a c e  genera ted  by the c h a r a c t e r i s t i c s  i s  o f  
t h e  f o r m  u ( t , y )  = u ( t ) y  + h ( t ) ,  w h e r e  u ( t ) y  and h ( t )  s a t i s f y  
(3.2.10a-d) . W e  s h a l l  now g i v e  the converse 
Theorem 3.2.3: I f  f o r  a l l  y e D ( A 2 2 )  the equat ions  
(3.2.10a-d) have s o l u t i o n s  u ( t ) y  and h ( t )  , then these s o l u t i o n s  
are  unique and the  su r face  u ( t , y )  = u ( t ) y  + h ( t )  i s  i d e n t i c a l  
t o  t h a t  genera ted  by the c h a r a c t e r i s t i c s  through the i n i t i a l  
manifold.  
Proof:  A s t ra ighforward  d i f f e r e n t i a t i o n  s h o w s  t h a t  f o r  
g iven  u ( t ) y  and h ( t )  the s u r f a c e  u ( t , y )  = u ( t ) y  + h ( t )  i s  a 
s o l u t i o n  of (3 .2 .6) .  Furthermore,  l e t  J be a compact s u b s e t  
of (-=,a). Then t h e  s t rong  c o n t i n u i t y  o f  u ( t )  y i e l d s  sup/ /u( t )y / i<m.  
t e J  
Hence by the p r i n c i p l e  of uniform boundedness (see [ l l l p .  66)  , 
t 
I 
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s u p / / u ( t ) I I  < a. 
t e J  
d i t i o n s  of theorem 3 . 2 . 1  and, t h e r e f o r e ,  u ( t , y ( t ) )  - u ( t )  = 9 
Thus we see t h a t  u ( t , y )  s a t i s f i e s  t h e  con- 
a long  any c h a r a c t e r i s t i c  { t , y ( t )  , u ( t )  1 through C .  The unique- 
n e s s  of the  s o l u t i o n s  u ( t ) y  and h ( t )  now fol lows from the  f a c t  
t h a t  on ly  one s u r f a c e  u ( t ) y  + h ( t )  can conta in  t h e  c h a r a c t e r i s -  
t i c s  { t , y ( t )  , u ( t )  ] through C.  
3 .3 .  The Imbedding Equation Corresponding t o  Two Evolut ion 
Equat ions.  The extension of the  theory  of c h a r a c t e r i s t i c s  
developed i n  t h e  preceding s e c t i o n  can be a p p l i e d  t o  f i n d  t h e  
g e n e r a l i z e d  imbedding equation f o r  two p o i n t  boundary value 
problems involv ing  c losed  l i n e a r  ope ra to r s :  
(3 .3 .1)  u ' ( t )  = (A + Bll)u + B 
11 1 2  y + q o ( t ) ,  ~ ( 0 )  = fy(0) + ty 
Y ' W  = B 2 , U  + (Aqq + BJy + CLJt), y ( t ; )  = g u ( t ; )  + c. 
I L L  L L  V 
Again, the  hypotheses  (3 .2 .1)  a r e  assumed t o  hold .  Furthermore,  
f e L ( Y , X )  and g e L ( X , Y )  s h a l l  s a t i s f y  f :  D(A22)-D(A ) and 11 
) - ' D ( A 2 2 ) ,  r e s p .  We s h a l l  a l s o  assume t h a t  CY e D ( A  ) 11 g: D ( A l l  
and 9 B D ( A  ) .  22  
By means of t h e  shoot ing method, problem (3.3.1) i s  imbedded 
i n t o  t h e  family of  i n i t i a l  value problems: 
(3 .3 .2)  u ' ( t )  = F ( t , y , u )  = (Al l+Bl l )u  + B y + q o ( t ) ,  u ( 0 )  = fs+Q 1 2  
y ' ( t )  = G ( t , y , u )  = B 2 1  u + ( A  2 2 + B 2 2 ) Y  + P 0 ( t ) ,  y ( 0 )  = s ,  
where s c D ( A  ) . Theorem 3.2.2 then shows t h a t  i n t e g r a t i n g  
(3 .3 .2)  f o r  a l l  s e D ( A  corresponds t o  gene ra t ing  the  s u r f a c e  
u ( t , Y )  f o r  t h e  Cauchy problem 
2 2  
2 2  
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Equat ion (3.2.6)  i s  formally i d e n t i c a l  t o  (2 .1 .6)  and w i l l  
a l s o  be c a l l e d  t h e  genera l ized  imbedding equat ion  f o r  prob- 
l e m  ( 3 . 3 . 1 ) .  Morwver ,  c o r o l l a r y  3 .2 .1  and theorem 3.2.3 
show t h a t  t h e r e  e x i s t s  one and only one su r face  u ( t , y )  f o r  
(3 .2 .6)  which i s  of t h e  form u ( t , y )  = u ( t ) y  + h ( t )  
where u ( t ) y  and ' h ( t )  s a t i s f y  t h e  equa t ions  (3.2.10a-d) .  
Assume now t h a t  t h i s  su r f ace  e x i s t s  f o r  a l l  t c [ O f t  3 ,  and 
1 
suppose t h a t  t h e  equat ion  y = g u ( t  , y )  + P h a s  a f i x e d  p o i n t  
1 
yo E D ( A 2 2 ) .  Then theorem 3.2.3 a s s u r e s  t h a t  t h e  cha rac t e r -  
i s t i c  through ( t  , y  , u ( t  , y  ) )  i s  t h e  s o l u t i o n  of the  bound- 
a r y  value problem ( 3 . 3 - 1 ) .  Thus we  have t h e  fol lowing d i r e c t  
1 0  1 0  
analog  of theorem 2 . 2 . 1 :  
T h e o r e m  3.3.1: Problem (3 .3 .1)  h a s  a s o l u t i o n  { u ( t )  , y ( t )  I 
be longing t o  D ( A  
u ( t , y )  = u ( t ) y  + h ( t )  f o r  
u ( t r y )  + u ( t , y ) G ( t , y , u )  = F ( t , y , u )  (3 .2 .6)  
through u ( 0 , y )  = f y  + a e x i s t s  on some domain D I [ O , t  ] x D ( A 2 2 ) ,  
and i f  y = g u ( t  ,y) + 63 has a f i x e d  p o i n t  y E Then 1 0 
t h e  c h a r a c t e r i s t i c  { t , y ( t )  , u ( t )  ] through ( t l , y o , u ( t l , y o ) )  i s  a 
s o l u t i o n  of (3 .2 .  I) . 
) x D ( A 2 2 )  i f  t h e  i n t e g r a l  s u r f a c e  
11 
t Y 
1 
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3.4.  The Cauchy Problem For the  Imbedding Equation. 
From theorem 3.2.2 fol lows t h e  e x i s t e n c e  of t he  su r face  
u ( t , y )  f o r  ( 3 . 2 . 6 )  i n  a neighborhood N of  t h e  i n i t i a l  manifold 
C .  We s h a l l  now g i v e  some q u a n t i t a t i v e  information about  N 
a s  w e l l  a s  a s u f f i c i e n t  condi t ion  under which t h e  boundary 
value problem (3 .3 .1 )  h a s  a unique s o l u t i o n .  
Theorem 3.4.1:  Under t h e  hypotheses  ( 3 . 2 . 1 )  the  s u r f a c e  
u ( t , y )  = u ( t ) y  + h ( t )  f o r  (3 .2 .6 )  e x i s t s  f o r  a l l  y 8 D ( A 2 2 )  
and a l l  t such t h a t  
where k i s  g iven  by ( 3 . 2 . 7 ) .  
Proof:  The c h a r a c t e r i s t i c s  { u ( t , s )  , y ( t , s ) ]  through t h e  
i n i t i a l  manifold C e x i s t  for  all t and a l l  s c D ( A , , ) .  I n  
,LL 
p a r t i c u l a r ,  t h e  s o l u t i o n  y (  t ,  s )  s a t i s f i e s  
By theorem 3 .1 .3  t h i s  equat ion h a s  t h e  unique s o l u t i o n  
L 
L 
(3 .4 .2)  y ( t , s )  = T ( t ) s  + 1 T ( t - r ) [ B 2 1 u ( r , s )  + q o ( r ) ] d r ,  
./ 
0 
where { T ( t )  7 i s  t h e  group genera ted  by A 22+B22;  c l e a r l y  
/ / T ( t )  15 e (d2  + B 2 2 1 ' t l .  Furthermore,  i t  fol lows from (3 .2 .8)  
h h k /  tj 
t h a t  u ( t , s )  = ET f + T 1 s + ? l l ( t ) ,  where \ \ T ( t . ) \ \  - < e xx XY 
L e t  u s  show next  t h a t  y ( t , s )  i s  non-singular  f o r  0 - < t c: f-. 
S i n c e  T ( t )  i s  i n v e r t i b l e  and 
S 
9 2  
Banach 's  lemma can be app l i ed  t o  show t h a t  y ( t ,  s )  -' e x i s t s ,  
S 
provided t h a t  
L 
L 
/ I f  T ( - r ) B  u ( r , s ) d r \ I  < 1. 
J 2 1  s 
0 
or i f  
Consequent ly ,  s = s ( t , y )  can be found along each c h a r a c t e r i s t i c  
{ u ( t , s ) , y ( t , s ) ] ,  provided 0 < t < c :  and u ( t , s ( t , y ) >  = u ( t , Y >  - 
i s  t h e  d e s i r e d  su r face .  Moreover, i t  fo l lows  from (3.2.8)  
t h a t  there corresponds a unique s c D ( A  ) t o  each p o i n t  
0 2 2  
( t o , y o ) c [ O , c ]  x D ( A  ) such t h a t  y ( t o , s o )  = yo. Therefore ,  
u ( t , y )  i s  def ined  a t  each p o i n t  ( t , y )  c [O,i) x D(A22),  which 
22  
was t o  be shown. 
I f  A =(.,, ]is a bounded l i n e a r  o p e r a t o r ,  then ,  a s  i s  
O A22 
w e l l  known, t h e  o p e r a t o r  A + B gene ra t e s  t h e  uniformly con- 
t inuous  group e o n  X x Y. I n  t h i s  c a s e  no t  on ly  theorem 
3.4.1 b u t  a l s o  theorem 2 . 5 . 1  apply t o  problem ( 3 . 2 . 6 ) .  I t  i s  
and k i n  theorem 3.4.1 a r e  
2 + B22 now e a s y  t o  v e r i f y  t h a t  d 
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equa l  t o  t h e  c o n s t a n t s  d and k ,  r e s p . ,  used i n  theorem 2.5.1.  , 
Thus (2 .5 .12)  and (3.4.1)  a r e  i d e n t i c a l ,  a s  was t o  be expected. 
W e  s h a l l  now t u r n  t o  t h e  boundary value problem ( 3 . 3 . 1 )  and prove 
Theorem 3.4.2: Under t h e  hypotheses  (3 .2 .1)  the boundary 
value problem 
.A 
h a s  a u n i q u e  s o l u t i o n { u ( t ) , y ( t ) ]  i f  0 <t, < t and - 
h 
Proof:  The s u r f a c e  e x i s t s  f o r  a l l  ( t , y )  s [ O , t )  x D ( A 2 * )  and 
by theorem 3.3.1 i t  s u f f i c e s  t o  show t h a t  y = g u ( t l , y )  + P 
h a s  a s o l u t i o n .  B u t  s i n c e  w e  can w r i t e  u ( t , y )  = u ( t ) y  + h ( t )  and 
u ( t )  = [Txxf + T 
preceding theorem and Banach s lemma t h a t  
1s ( t , y ) ,  i t  fo l lows  from t h e  proof of t h e  
X Y  Y 
Thus ,  under t h e  above hypotheses,  l lgu(t l )  11<1. Therefore ,  
-1 
[I  - g u ( t l ) ]  e x i s t s  and t h e  d e s i r e d  f i x e d  p o i n t  i s  
-1 
yo=[I  - g u ( t  11 1 -  [ g h ( t l )  + IR!. 
Since  g u ( t  1 > :  D(A22-D(A 22  1 ,  g: D ( A  2 2  ) - D ( A  22 ) and 63 D ( A 2 2 ) ,  
i t  c e r t a i n l y  ho lds  t h a t  yo e D ( A 2 2 ) .  Hence t h e  c h a r a c t e r i s -  
t i c  { t , y ( t ) , u ( t ) ]  through ( t  ' y  ) i s  t h e  unique s o l u t i o n  of 1' 0 
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3 . 5 .  The Imbedding Equation For a Time-Dependent 
T ranspor t  Problem. The theory of t h i s  chap te r  s h a l l  now be 
a p p l i e d  t o  o u r  
Problem C: u Z ( z , t )  + u t ( z , t >  = o y ( z , t )  
-y , (z , t )  + y t ( z , t )  = a u ( z , t )  
u ( 0 , t )  = 0 
Y(Zl , t )  = g w ,  
w h e r e  g ( t )  is cont inuous ly  d i f f e r e n t i a b l e  on ( -m,m)  and 
w h e r e  o i s  a p o s i t i v e  cons tan t .  Problem C i s  the Boltzmann 
formula t ion  f o r  a t i m e  dependent one  dimensional t r a n s p o r t  
model. I n  o r d e r  t o  connect w i t h  the theory  f o r  evo lu t ion  
e q u a t i o n s ,  l e t  u s  make the  fo l lowing  i d e n t i f i c a t i o n :  
u: (-a, a) -c[ -m , ..l 
y: ~ - ~ , + c r - ~ , ~ i ,  
w h e r e  C[-m,a! i s  the Banach space of cont inuous f u n c t i o n s  on 
the compacted i n t e r v a l  [ - a ~ , m J ,  and where the norm i s  g iven  by 
IIxII = max 
Banach space (see [131, p. 5311, and t h a t  the d i f f e r e n t i a t i o n  
o p e r a t o r  - A i s  a c losed  l i n e a r  o p e r a t o r  w i t h  dense  domain 
D(A) i n  C[-a,m] .  Therefore, problem C can  be w r i t t e n  i n  the  f o r m  
(3 .5 .1)  
I x ( t ) l .  I t  i s  known t h a t  C[-..,a! i s  a sepa rab le  
t€  [ - -OD,  -OD: 
a 
a t  
u ' ( z )  = -A u + oy u ( 0 )  = 0 
~ ' ( 2 )  = -CTU + A y 
11 
~ ( 2 , )  = g E D W ,  22  
and the theo ry  for  the evo lu t ion  equat ion  can be a p p l i e d  pro- 
vided t h e  operator 
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0 '  
A =bl A 22  i 
g e n e r a t e s  a s t r o n g l y  cont inuous group { T ( t ) l  on C[-m,ml x 
C[-m,m], t h a t  i s ,  provided A s a t i s f i e s  the  cond i t ions  of 
c o r o l l a r y  3 .1 .1 .  However, i t  i s  easy t o  v e r i f y  from 
u' / u '  
t h a t  t he  spectrum of A i s  t h e  imaginary a x i s ,  s i n c e  o the r -  
w i s e  e i t h e r  u o r  y would grow exponen t i a l ly ,  and hence no 
l o n g e r  belong t o  C[-m,m! .  Furthermore,  i t  can be shown 
( see [ l l ] ,  p .  630) t h a t  
so t h a t  I / (  I - A ) - ' l / q i j  I f o r  l h l ~  0. Th i s ,  o f  course ,  imp l i e s  
By c o r o l l a r y  3 .1 .1 ,  A i s  t h e r e f o r e  t h a t  I [ (  I - A ) - n ! ! k l h l n .  1 
t h e  i n f i n i t e s i m a l  genera tor  of  a s t r o n g l y  cont inuous group 
{ T ( t ) ]  wi th  l i T ( t ) / l < l ,  and a l l  t h e  preceding theorems apply 
t o  the  boundary value problem (3.5.1). Thus, t he  c o r r e c t  
imbedding equat ion  f o r  (3 .5 .1)  i s  given by (3.2.10a and c ) ,  
which h e r e  assumes t h e  form 
(3 .5 .2)  u ' ( z ) y  - C T U ( Z ) U ( Z >  + u(z)Ay + Au(z )y  -ay = 0 
I 96 
Moreover, from theorem 3.4.1 i t  fo l lows  t h a t  (3 .5 .2)  h a s  a 
unique s o l u t i o n  u ( t ) y ,  which e x i s t s  for  a l l  y E D ( A )  and 
a l l  z E [ O , z ) ,  where now 
(3.5.3)  
h 
* 1  
z = - I n  2.  
0 
(This bound on z h o l d s ,  because h e r e  a = d = /IBll/!=//B22/1=IIf/l=0 1 2 
and /IB (/=!IF3 1 1  = o j ,  Hence the  missing i n i t i a l  va lue  i ( z  ) of  1 2  2 1  1 
h 
(3 .5 .1)  i s  g iven  by u ( z  ) = u ( z  ) g .  However, t h i s  value i s  
1 1 
d i f f i c u l t  t o  compute from the a b s t r a c t  equa t ion  (3 .5 .2)  and 
a m o r e  c o n c r e t e  r e p r e s e n t a t i o n  of u ( z ) y  i s  d e s i r a b l e .  S ince  
X = Y = C [ - ~ , w 1 ,  w e  can aga in  app ly  theorem 2.6.1,  and o b t a i n  
a r e p r e s e n t a t i o n  analogous t o  (2.6.5)  , namely 
03 
u ( z , y )  (t) = y ( r ) u ( z , t , d r ) .  
-0) 
H e r e ,  t - u ( z , y )  ( t )  i s  a cont inuous ly  d i f f e r e n t i a b l e  mapping 
f r o m  [ -m,= ]  t o  C [ -a,=] .  S u b s t i t u t i o n  of t h i s  r e p r e s e n t a t i o n  
i n t o  (3 .5 .2 )  l e a d s  t o  
(3 .5 .3)  r y ( r ) u z ( z , t , d r )  -or  U J u ( z , t , d s ) u ( z , s , d r ) y ( r )  
03 0) 0) 
-03 ,w -m 
03 W 
+ u ( z , t , d r ) y ' ( r ) d r  + u t ( z , t , d r ) y ( r )  - a y ( t )  = 0 ,  
-03 -W 
and 
u (O, t ,A)  = 0 .  
I n  o r d e r  t o  connec t  t h e s e  r e s u l t s  w i th  t h o s e  found i n  
t h e  l i t e r a t u r e  and,  i n  p a r t i c u l a r ,  t o  a r r i v e  a t  the inhedding 
equa t ion  ob ta ined  f o r  problem C by Ba i l ey  [l:, l e t  u s  make 
97 
t h e  assumption t h a t  u ( z , y )  ( t )  can be w r i t t e n  a s  a Duhamel 
i n t e g r a l  (seeC82, pp. 512-5133) 
t' 
R ( z ,  t - r ) y ( r ) d r  
-03 
(3 .5.4)  u ( z , y ) ( t )  = 
where R ( z , t )  = 0 when t < 0. Then, i f  w e  ag ree  t o  cons ide r  - 
o n l y  i n p u t  f u n c t i o n s  y which vanish f o r  t < 0 ,  then (3 .5 .4)  
becomes the convolu t ion  i n t e g r a l  r R ( z ,  t - r ) y ( r ) d r = ( R * y )  ( z ,  t )  . 
This r e p r e s e n t a t i o n  reduces equa t ion  ( 3  -5 .2)  t o  
- 
t 
J O  
( R * Y ) ~  - o ( R * R * ~ )  + R*Y' + (R*Y) - ay  = 0 ,  t 
and s i n c e  i n t e g r a t i o n  by p a r t s  shows t h a t  R*y' = ( R * Y ) ~ ,  
w e  o b t a i n  
I n  p a r t i c u l a r ,  l e t  B > 0 and d e f i n e  
then  i t  i s  easy  t o  v e r i f y  t h a t  y ( t )  B D ( A )  and l y ( t ) ( <  i. 
Moreover, f o r  s u f f i c i e n t l y  sma l l  B w e  can w r i t e  
t t t 
0 0 0 
R ( z , t - r ) y ( r ) d r  R ( z , t - r ) d r  = f R ( z , r ) d r = R ( z , t ) .  
L 
For  t > e ,  equat ion  (3.5.5)  then t a k e s  o n  t h e  f o r m  
(3.5.6) 
- 
t .* 
k ( z , t )  + 2 k t ( z , t )  - os R ( z , t - r ) R  ( z , r ) d r  - o = 0 
Z r 
h 
0 
R ( 0 , t )  = 0 .  
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This  is t h e  inbedding equat ion  der ived  by Bai ley  i n  
[I], w h o  assumes t h e  inpu t  g ( t )  = 1 f o r  t > 0 and then 
a p p l i e s  a s i z e  p e r t u r b a t i o n  argument to  t h e  s o l u t i o n  of 
problem C ,  which i s  given i m p l i c i t l y  by Duhamel's i n t e g r a l  
(see aga in  [8], p.  512-513). 
To conclude the  p r e s e n t a t i o n ,  l e t  us p o i n t  o u t  some 
p o s s i b l e  ex tens ions  of t h i s  theory .  F i r s t  of  a l l ,  w e  do 
n o t  have t o  r e s t r i c t  ou r se lves  to  boundary value f o r  two 
a b s t r a c t  d i f f e r e n t i a l  equat ions .  N o  a d d i t i o n a l  theory  i s  
needed t o  t r e a t  
( 3 . 5 . 7 )  
where u and y 
X. and Y .  a r e  
1 1 
y ' ( t )  = G ( t , y , u )  Y ( t , )  = g ( u ( t 1 ) ) ,  
M N 
map [ O , t  ] i n t o  X = l Xi and Y = r! Y , where 
1 i=i i=i i 
a p p r o p r i a t e  Banach spaces .  I n  t h i s  c a s e ,  t h e  
g e n e r a l i z e d  imbedding equat ion i s  a system of p a r t i a l  d i f -  
Secondly, i t  may f e r e n t i a l  equat ions  def ined on X = II X 
be p o s s i b l e  t o  base  t h e  imbedding method of chap te r  3 on t h e  
M 
i=l i '  
theory  f o r  t h e  fo l lowing  more gene ra l  type  of evo lu t ion  equat ion  
~ ' ( t )  = A ( t ) u  + F ( t , u ) ,  ~ ( 0 )  = u 
0 
(for an o u t l i n e  of t h e  theory f o r  such equat ions  see  [171). 
Moreover, s u r f a c e s  through gene ra l  i n i t i a l  manifolds 
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can be cons idered .  F i n a l l y ,  the q u e s t i o n  o f  the e x i s t e n c e  
of s o l u t i o n s  c e r t a i n l y  r e q u i r e s  some a d d i t i o n a l  a t t e n t i o n ,  
because i n  the case of  problem C ,  i t  i s  known [l] t h a t  
t h e  s o l u t i o n  R ( z , t )  of (3 .5 .6)  e x i s t s  f o r  a l l  z > 0 ,  in -  
A 
-
stead o f  o n l y  for  z < z = I l n  2 .  
0 
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