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We present an architecture for arbitrarily scalable boson-sampling using two nested fiber loops.
The architecture has fixed experimental complexity, irrespective of the size of the desired interfer-
ometer, whose scale is limited only by fiber and switch loss rates. The architecture employs time-bin
encoding, whereby the incident photons form a pulse train, which enters the loops. Dynamically
controlled loop coupling ratios allow the construction of the arbitrary linear optics interferometers
required for boson-sampling. The architecture employs only a single point of interference and may
thus be easier to stabilize than other approaches. The scheme has polynomial complexity and could
be realized using demonstrated present-day technologies.
Quantum computing is of major interest today as it
promises exponentially improved performance in some
key algorithms [1]. One of the more promising schemes
for realizing a quantum computer is linear optics quan-
tum computing (LOQC) [2], first presented by Knill,
Laflamme & Milburn (KLM) [3]. This seminal result
shows that universal quantum computing is possible us-
ing only single-photon sources, linear optics elements,
and photodetectors. However, full-fledged LOQC has
daunting physical resource requirements, perhaps requir-
ing millions of optical elements to build a post-classical
device. These massive requirements have stimulated in-
terest in finding simpler, albeit non-universal, approaches
to LOQC, requiring fewer physical resources.
One such proposal is boson-sampling, first presented
by Aaronson & Arkhipov [4], whereby a passive linear
optics network is fed with single photon sources and mea-
sured via coincidence photodetection. It has been esti-
mated that building a post-classical device via this ap-
proach might only require dozens of photons and hun-
dreds of optical elements, a significant improvement over
KLM. This approach to LOQC is not universal for quan-
tum computation, but is strongly believed to implement
a classically inefficient algorithm. Several elementary ex-
perimental demonstrations of boson-sampling have re-
cently been performed [5–9].
In the boson-sampling model we begin by preparing p
single photons in n modes,
|ψ〉in = |11, . . . , 1p, 0p+1, . . . , 0n〉, (1)
where n = O(p2).
This input state propagates through a passive linear
optics network, which implements a unitary map Uˆ on
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the photon creation operators,
Uˆ : aˆ†i →
∑
j
Ui,j aˆ
†
j , (2)
where aˆ†i is the photon creation operator in the ith mode.
The output state is of the form,
|ψ〉out =
∑
S
γS |p(S)1 , . . . , p(S)n 〉, (3)
where S are the different photon-number configurations,
and p
(S)
i is the number of photons in the ith mode asso-
ciated with configuration S. The number of terms in the
superposition scales as |S| = (n+p−1p ), which grows expo-
nentially with p. The total photon number is conserved.
Thus,
∑
i p
(S)
i = p ∀S, and upon measurement we always
detect p photons in total.
Finally we measure the output state using coincidence
number-resolved photodetection, and each time we re-
peat the experiment we collapse onto a particular term,
thereby sampling the photon-number superposition. This
sampling problem was shown by Aaronson & Arkhipov to
likely be not classically simulatable. While the full com-
plexity proof is complex, the intuitive explanation for the
computational hardness of boson-sampling is that: (1)
there are an exponential number of terms in the output
superposition, which rules out brute force simulation of
the state vector; and (2) the amplitude associated with
each term in the output superposition is related to a ma-
trix permanent [10], whose calculation resides in the com-
plexity class #P-complete, a class strongly believed to be
classically hard to simulate. Specifically, γS ∝ Per(US),
where US is a p× p submatrix of U as a function of the
respective output configuration S. Note that each am-
plitude is proportional to a different permanent, which
rules out using boson-sampling to calculate matrix per-
manents, as this would require an exponential number of
measurements.
The full model is illustrated in Fig. 1.
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2FIG. 1: The boson-sampling model. A series of single photon
and vacuum states are prepared and propagated through a
linear optics network. The output state is sampled via coin-
cidence photodetection.
Presently, various technologies are available for prepar-
ing single photon states (e.g spontaneous parametric
down-conversion, which has been shown to be viable for
boson-sampling [11, 12]), and performing photodetection
(e.g avalanche photodiodes). The remaining central chal-
lenge in boson-sampling is constructing linear optics net-
works Uˆ . It was shown by Reck et al. [13] that arbitrary
networks of this form can be decomposed into a sequence
of O(n2) beamsplitters. In present-day experiments this
type of decomposition is implemented using waveguides
or discrete optical elements.
In current implementations, the modes in a boson-
sampling interferometer are spatial modes, whereby all
photons must have simultaneous arrival time. Another
alternative is to employ time-bin encoding, whereby n
single photons form a ‘pulse train’ within a single spatial
mode. In the architecture we present here, we will employ
time-bin encoding.
We begin by triggering a single photon source at time
intervals τ (the source’s repetition rate), which prepares
a pulse train of n single photons across a length of fiber.
The first step in our architecture is to propagate the pulse
train through a fiber loop with dynamically controlled
coupling ratios, as shown in Fig. 2(a). The loop’s coupling
ratio is dynamically controlled by a variable reflectivity
beamsplitter, implementing the unitary,
UBS(t) =
[
γ1,1(t) γ1,2(t)
γ2,1(t) γ2,2(t)
]
, (4)
at time t, which splits the incident field into a component
entering the loop and a component exiting the loop. The
component entering the loop takes time τ to transverse
the loop such that it coincides with the subsequent pulse.
In order for the first photon to interfere with every pho-
ton pulse it will traverse this loop n times. The second
photon will traverse the loop n− 1 times and so on. The
dynamics of photons propagating through the loop ar-
chitecture may be ‘unravelled’ into an equivalent series
of beamsplitters acting on spatial modes, as shown in
Fig. 2(b). This elementary network is the basic building
block employed by our architecture.
The effective unitary map applied to the time-bins
(b)
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.
FIG. 2: (a) A fiber loop fed by a pulse train of single photons,
each separated in time by τ (or length τ in units of c = 1). The
box represents a dynamically controlled, variable reflectivity
beamsplitter, given by the beamsplitter matrix UBS(t) at time
t. The switching time of the beamsplitter must be less than
τ to allow each time-bin to be individually addressed. (b)
Expansion of the fiber loop architecture into its equivalent
beamsplitter network, obtained by ‘unravelling’ the loop and
mapping time-bins to spatial modes.
through a single such loop is,
Ui,j =

0 i > j + 1
γ2,1(i) i = j + 1
γ2,2(i)γ1,1(j + 1)
∏j
k=i+1 γ1,2(k) i < j + 1
,
(5)
where i and j represent input and output modes respec-
tively. Here we have imposed the boundary condition that
UBS(1) and UBS(n+1) are completely reflective, coupling
all of the first photon into the loop, and ensuring that all
of the field remains trapped in a finite time-window. We
see that the probability of finding a photon in the jth
mode decays exponentially with j.
Evidently, the network shown in Fig. 2(b) is not suf-
ficient for universal linear optics networks as it contains
many zero elements (note that by ‘universal linear op-
tics network’ we mean that arbitrary linear optics net-
works may be constructed, which is distinct from uni-
versal quantum computing). To make the scheme uni-
versal we must show that the ingredients necessary to
perform a full Reck et al.-type decomposition are avail-
able (such decompositions find many other uses beyond
boson-sampling).
To understand the equivalent beamsplitter representa-
tion of a single loop, consider Fig. 3(a). The pulse train
enters the loop, where the numbers on the left repre-
sent the corresponding time-bin. The first photon is de-
terministically coupled into the loop as depicted by an
open circle. After the first and second photons interact
some of the amplitude may escape the loop, which cor-
responds to the first output time-bin. The pulse train
continues to interact through the loop via beamsplitter
operations, which are represented as closed circles. After
31
2
3
1
2
n-1n
n
8
1
2
3
0
0
0
9
9
9
4
3
4
5
6
5
6
7
Lo
op
 1
Lo
op
 2
Lo
op
 3
(a)
(b)
FIG. 3: (Color online) The equivalent beam-splitter represen-
tation for the fiber loop architecture. Closed circles represent
beamsplitter operations, open circles are fully reflective op-
erations, and the numbers represent the time-bin associated
with a path. (a) A single loop is represented for n photons in
the pulse train. The first photon is deterministically coupled
into the loop and interferes with the second photon. At this
point some of the amplitude leaves the loop which represents
the first time-bin. This process in continued until the nth pho-
ton transverses the loop, whereby any remaining amplitude is
deterministically coupled out. (b) The equivalent beamsplit-
ter network of three consecutive loops with three input modes
(horizontal lines, top-left). The lengths of the black lines rep-
resent time in units of τ . The three modes on the left represent
the pulse train of photons at the input of the device at the
first round-trip. The first photon reaches the first beamsplit-
ter at τ = 1, the second photon reaches it at τ = 2, and so
on. The photons travel through the fiber loop network inter-
acting arbitrarily, which yields an arbitrary Reck et al.-style
decomposition.
the nth photon transverses the loop any remaining ampli-
tude deterministically leaves the loop, which corresponds
to the nth output time-bin.
Now consider Fig. 3(b), which depicts how three con-
secutive loops in series with three input photons pro-
duce an equivalent beamsplitter network. Evidently, with
three loops and three input photons arbitrary pairwise
beamsplitter interactions can be implemented allowing
for the implementation of an arbitrary unitary. This eas-
ily extends to implementing an n-mode unitary by adding
additional modes and loops. An alternate inductive proof
is shown in App. A.
We have shown that a series of consecutive fiber loops
can implement an arbitrary sequence of pairwise beam-
splitter operations. Next, we recognize that each of these
fiber loops requires exactly the same physical resources,
only differing by the switch’s control sequence. We need
not physically build each of these identical loops. Rather,
we will embed the loop into a larger fiber loop of length
> nτ , as shown in Fig. 4. The larger loop is controlled
by another two switches, which control the number of
round trips in the larger loop. From the result of Reck
et al. we know that O(n2) optical elements are required
to construct an arbitrary n× n interferometer. Thus, the
number of round trips of the outer loop is O(n2).
. . .
FIG. 4: The complete architecture. The consecutive series of
length τ fiber loops is collapsed into a single length τ fiber
loop embedded inside a length > nτ fiber loop. The outer loop
allows an arbitrary number of the smaller loops to be applied
consecutively.
An experimental simplification is when we do not re-
quire full dynamic control over the beamsplitter ratio. Al-
though this scenario is not universal, it may be possible to
construct useful classes of unitaries. We will consider the
situation where the beampslitter can be toggled between
two settings – completely reflective, or some other arbi-
trary fixed ratio. The former is required to allow that the
time-bins be restricted to a finite time-window, whilst the
latter implements the ‘useful’ beamsplitter operations.
We may have an arbitrary number of such loops in se-
ries, each with a potentially different fixed beamsplitter
ratio.
Intuitively, we expect that a ‘maximally mixing’ uni-
tary (i.e. one with equal amplitudes between every in-
put/output pair) would implement a classically hard
boson-sampling instance, as it maximizes the combina-
torics associated with calculating output amplitudes. Re-
call that it is the combinatorial complexity of calculat-
ing the permanent that gives rise to the computational
hardness of boson-sampling. If, for example, a unitary is
heavily biased towards certain output modes, or is sparse,
the combinatorics are reduced. Specifically, we define a
balanced unitary as,
|U ′i,j |2 =
1
n
∀ i, j, (6)
4such that, up to phase, all amplitudes are equal.
Additionally, balanced unitaries, which includes the
Hadamard transform and discrete Fourier transform, find
many uses in quantum algorithms.
In Fig. 5 we take the unitary implemented by a se-
ries of m fixed-ratio fiber loops (except the first and last
beamsplitters of each loop, which are completely reflec-
tive), and compare it with the balanced unitary Uˆ ′. We
characterize the uniformity of the obtained unitary using
the similarity metric,
S = max
UˆBS(t) ∀ t

(∑
i,j
√
|Ui,j |2 · |U ′i,j |2
)2
(∑
i,j |Ui,j |2
)
·
(∑
i,j |U ′i,j |2
)
 (7)
= max
UˆBS(t) ∀ t
 1
n3
∑
i,j
|Ui,j |
2
 ,
where we maximize S by performing a Monte-Carlo sim-
ulation over different beamsplitter ratios, UˆBS. That is, S
tells us how close Uˆ is to uniform, with S = 1 being com-
pletely uniform up to phase. We see that with a sufficient
number of loops in series, we obtain very high similarities,
suggesting that the simplified architecture may be useful
for boson-sampling, and hard boson-sampling instances
might be implemented.
FIG. 5: The maximum similarity S between Uˆ and the uni-
form unitary Uˆ ′ after m loops with n input photons. The
beam-splitter ratio is fixed for each loop but independently,
randomly chosen for each loop. The first and last beamsplit-
ters in each loop are completely reflective to constrain the
photons within the first n time-bins. S tends to decrease with
increasing n and increase with increasing m, demonstrating
that near-uniform unitaries may be constructed with sufficient
loops.
The presented universal architecture is in principle ar-
bitrarily scalable, provided the length of the larger loop
is sufficiently high (> nτ). However, in practice, fiber is
very lossy with present-day technology. If we let ηinner be
the net efficiency of the inner loop (i.e. the probability
than an incident photon will reach the ouput), and ηouter
be the net efficiency of the outer loop, then the worst
case net efficiency of the device is,
ηnet = (ηinner
nηouter)
O(n2), (8)
which scales exponentially with n. Thus, to construct
large interferometers using this architecture will require
exponentially small loss rates in the fiber loops. However,
whilst this may appear drastic, this is also the case for
conventional spatially encoded implementations. How-
ever, it was shown by Rohde & Ralph [14] that boson-
sampling might remain a computationally hard problem
even in the presence of very high loss rates. Other er-
ror models, such as dephasing or mode-mismatch [15],
exhibit similar scaling characteristics.
Because there is only a single point of interference in
this architecture (the dynamic beamsplitter controlling
the inner loop), this architecture may be significantly
easier to stabilize and mode-match than conventional ap-
proaches, where O(n2) independent beamsplitters must
be simultaneously aligned and stabilized. At this point
of interference, the dominant source of error will be tem-
poral mode-mismatch [16], which is caused by errors in
the lengths of the fiber loops, or time-jitter in the pho-
ton sources. Temporal mismatch may be regarded as a
displacement in the temporal wavepacket of the photons
[17]. Let us assume that at each round trip the pho-
ton exiting the inner loop is mismatched by time ∆.
Over short time scales this yields dephasing [18], and
over longer time scales, ambiguity as to which time-bin
the photon resides in. The worst case is that a given
photon undergoes temporal mismatch of magnitude n∆.
Time-bin ambiguity occurs when n∆ ≥ τ , which yields
the requirement that n < τ/∆. Over shorter timescales,
temporal mode-mismatch is equivalent to dephasing as
mismatched photons yield which-path information. This
leads to the constraint that n∆ σ, where σ is the width
of the photons’ wave packets. Thus, time-jitter or tem-
poral mode-mismatch must be kept small relative to the
scale of the photons’ wavepackets.
In principle, the fiber loops could be replaced by any
quantum memory (or delay line) such as propagation
in free-space (depending on τ), which would be signifi-
cantly less lossy. In this case, the dominant source of loss
would be in the dynamic switches, which, using present-
day technology, have very high loss rates.
The experimental viability of loop-based photonic ar-
chitectures was validated by recent quantum walk [19]
experiments by Schreiber et al. [20, 21], where quantum
memories were implemented via delay lines in free-space.
It was also shown by Donohue et al. [22] that transmit-
ting time-bin encoded photons in optical fibers is a robust
form of optical quantum information given that the sep-
aration of time-bins is larger than the time resolution of
the detector.
We have presented an arbitrarily scalable architecture
for universal boson-sampling based on two nested fiber
loops. The complexity of the architecture is constant, in-
dependent of the size of the interferometer being imple-
5mented. Scalability is limited only by fiber and switch
transmission efficiencies. There is only one point of inter-
ference in the architecture, which suggests that it may
be significantly easier to stabilize than traditional ap-
proaches based on waveguides or discrete elements. We
also considered an experimental simplification where full
dynamic control is not required and showed that, while
not universal, with sufficient loops the unitary approxi-
mates a maximally mixing unitary. While we have specifi-
cally considered this architecture in the context of boson-
sampling, the same scheme, or variations on it, may lend
themselves to other linear optics applications, such as in-
terferometry, metrology, or full-fledged LOQC.
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Appendix A: Alternate proof for universality
Here we will demonstrate an alternate approach that
shows that the this scheme has the necessary ingredients
to perform a full Reck et al. decomposition and is thus
universal. We present this for the case of n = 3 and then
consider generalization.
In Fig. 6 we show how two consecutive loops in series
(a) produce an equivalent beamsplitter network (b), that
allows for arbitrary pairwise beamsplitter interactions be-
tween any pair of two of the three modes (c-e). This is
only possible with a dynamically controlled switch, which
allows some of the beamsplitters to implement permuta-
tions, with one of the beamsplitters implementing the de-
sired interaction. Having established that arbitrary pair-
wise beamsplitter interactions are possible, it follows that
with subsequent iterations of more fiber loops, an arbi-
trary three mode network may be constructed.
Finally, we must generalize this universality result to
the case of n modes. In Fig. 7 we demonstrate that an
inductive argument shows that if universality is possible
for n modes, it must also apply for n+ 1 modes. Thus,
universality applies for arbitrary n.
61st loop 2nd loop
(a)
(b)
(c)
(d)
(e)
FIG. 6: (Color online) (a) Two consecutive fiber loops in se-
ries. (b) The equivalent beamsplitter expansion for n = 3.
Each subsequent loop will add another diagonal array of
beamsplitters. Setting the beamsplitter ratios, the two loops
can implement an arbitrary beamsplitter between any pair
of modes: (c) between modes 1 and 2, (d) between modes 1
and 3, (e) between modes 2 and 3. Thick red lines show the
paths of the modes to which the beamsplitter operation is to
be applied. In (c-e) the beamsplitters not used to perform the
interference are set as either completely reflective or transmis-
sive in order to route the respective modes to the beamsplitter
at which the interference is taking place.
7. . 
.
FIG. 7: Generalizing the universality argument presented in
Fig. 6 to arbitrary n. The argument is inductive. It follows
from the universality of n that an arbitrary n mode unitary
can be applied. We choose a permutation that the first of
the desired modes be routed to the beamsplitter, which in-
teracts with mode n+ 1. Then the inverse permutation is ap-
plied, leaving us with a network that implements an arbitrary
beamsplitter operation between one of the first n modes and
the (n+ 1)th mode. It follows inductively that an arbitrary
beamplsitter operation can be applied between any pair of
modes for any n.
