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Abstract
It is well known that a Toeplitz operator is invertible if and only if its symbols admits a
canonical Wiener–Hopf factorization, where the factors satisfy certain conditions. A similar
result holds also for singular integral operators. More generally, the dimension of the kernel
and cokernel of Toeplitz or singular integral operators which and Fredholm operators can be
expressed in terms of the partial indices K1;y; KNAZ of an associated Wiener–Hopf
factorization problem.
In this paper we establish corresponding results for Toeplitz plus Hankel operators and
singular integral operators with ﬂip under the assumption that the generating functions are
sufﬁciently smooth (e.g., Ho¨lder continuous). We are led to a slightly different factorization
problem, in which pairs ðR1; K1Þ;y; ðRN ; KNÞAf1; 1g  Z; instead of the partial indices
appear. These pairs provide the relevant information about the dimension of the kernel and
cokernel and thus answer the invertibility problem.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let LNðTÞ stand for the C-algebra of all essentially bounded and Lebesgue
measurable functions deﬁned on the unit circle T ¼ fzAC : jzj ¼ 1g; and let L2 stand
for the Hilbert space of all square integrable functions deﬁned on T: Let H2
(H2; resp.) stand for the Hardy space consisting of all functions fAL2 for which
the Fourier coefﬁcients
fn ¼ 1
2p
Z 2p
0
f ðeiyÞeiny dy ð1Þ
ARTICLE IN PRESS
E-mail address: tehrhard@mathematik.tu-chemnitz.de.
0022-1236/03/$ - see front matter r 2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-1236(03)00113-7
vanish for all no0 (n40; resp.). Moreover, let HN ¼ LNðTÞ-H2 and HN ¼
LNðTÞ-H2 be the usual Hardy spaces of essentially bounded function. Note that
HN and HN are Banach subalgebras of LNðTÞ: Finally, let CðTÞ stand for the
C-algebra of all continuous functions deﬁned on the unit circle.
Given a Banach space X ; let X N stand for the Banach space of all N  1 vectors
with entries in X ; and let X NN stand for the Banach space of all N  N matrices
with entries in X : Given a Banach algebra B; we denote by GB the group of all
invertible elements in B: A Banach subalgebra B1 of a Banach algebra B0 is called
inverse closed (in B0) if bAB1-GB0 implies bAGB1:
For an N  N matrix valued function AALNðTÞNN ; the multiplication operator
generated by A is deﬁned by
MðAÞ : ðL2ÞN-ðL2ÞN ; f ðeiyÞ/AðeiyÞf ðeiyÞ: ð2Þ
The Riesz projection P and the associated projection Q acting on ðL2ÞN are given by
P :
XN
n¼N
fne
iny/
XN
n¼0
fne
iny; Q :
XN
n¼N
fne
iny/
X1
n¼N
fne
iny: ð3Þ
Note that ðH2ÞN is the image of the Riesz projection P: The ﬂip operator J is
deﬁned by
J : ðL2ÞN-ðL2ÞN ; f ðeiyÞ/eiy f ðeiyÞ: ð4Þ
It is well known that for AALNðTÞNN the Toeplitz operator
TðAÞ ¼ PMðAÞP ð5Þ
acting on ðH2ÞN is a Fredholm operator if and only if A possesses a factorization of
the form
AðtÞ ¼ AðtÞLðtÞAþðtÞ; tAT; ð6Þ
where LðtÞ ¼ diagðtK1 ;y; tKN Þ is a diagonal matrix with K1;y; KNAZ; and the
factors Aþ and A satisfy the following conditions:
(i) AþAðH2ÞNN ; A1þ AðH2ÞNN ;
(ii) AAðH2ÞNN ; A1 AðH2ÞNN ;
(iii) The operator MðA1þ ÞPMðA1 Þ; which is a well-deﬁned mapping from CðTÞN
into the Lebesgue space L1ðTÞN ; can be extended by continuity to a linear
bounded operator acting from ðL2ÞN into ðL2ÞN :
The integers K1;y; KN are called the partial indices of the above factorization and
are uniquely determined up to change of order. A necessary (but not sufﬁcient)
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condition for the Fredholmness of TðAÞ is that AAGLNðTÞNN : If TðAÞ is a
Fredholm operator, then the dimension of the kernel and cokernel are given by
dim ker TðAÞ ¼ 
X
Kjo0
Kj; dim ker TðAÞ ¼
X
Kj40
Kj: ð7Þ
Here ‘‘’’ stands for the adjoint of an operator. The index of TðAÞ; i.e., the number
ind TðAÞ :¼ dim ker TðAÞ  dim ker TðAÞ; is equal to K; where
K ¼
XN
j¼1
Kj ð8Þ
is the so-called total index of the factorization. In particular, the Toeplitz operator
TðAÞ is invertible if and only if A admits a canonical factorization, i.e., a
factorization where all partial indices are zero.
A factorization of a matrix function in the form (6) with properties (i)–(iii) is
sometimes called a generalized factorization or a F-factorization in the space L2: For
further information about this type of factorization and generalizations of it, we
refer the reader to the monographs [3,4,7].
For some classes of functions (e.g., piecewise continuous matrix functions) there
exist different Fredholm criteria, which are easier to verify. There also exist explicit
formulas for total index. However, in the case N41; the explicit construction of a
factorization, or, at least the determination of the partial indices is often the only
possibility to answer the question about the invertibility (and, more general, to
calculate the dimension of the kernel and cokernel in the case of Fredholm
operators).
For singular integral operators (with A; BALNðTÞNN)
SðA; BÞ ¼ PMðAÞ þ QMðBÞ; ð9Þ
which are deﬁned on ðL2ÞN ; a similar result holds. Namely, SðA; BÞ is Fredholm if
and only if A; BAGðLNðTÞNNÞ and if TðAB1Þ is a Fredholm operator. The latter
means that the matrix function AB1 admits a factorization of the above kind. We
remark in this connection that
SðA; BÞ ¼ ðI þ PMðAB1ÞQÞ ðTðAB1Þ þ QÞMðBÞ; ð10Þ
where I þ PMðAB1ÞQ and MðBÞ are invertible operators. Hence the problem of
computing the dimension of the kernel and cokernel of a singular integral operator
can be reduced to a factorization problem with the determination of partial indices.
Fredholm criteria related to a factorization problem and formulas for the
dimension of the kernel and cokernel similar to above have so far not been known
for singular integral operators with ﬂip,
PMðAÞ þ PJMðBÞ þ QJMðCÞ þ QMðDÞ; A; B; C; DALNðTÞNN ; ð11Þ
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not even in the case where the generating functions are smooth. Also for Toeplitz
plus Hankel operators,
TðAÞ þ HðBÞ; A; BALNðTÞNN ; ð12Þ
such results have not yet been obtained. Here
HðBÞ ¼ PMðBÞJP ð13Þ
stands for the Hankel operator acting on ðH2ÞN with the generating function
BALNðTÞNN : Only in a recent paper of Basor and the author [1] it has been
observed that the invertibility of special class of Toeplitz plus Hankel operators
might be related to a factorization problem.
The Fredholm theory of Toeplitz plus Hankel operators with piecewise
continuous functions can be found in [8] (see also [2, Sections 4.95–4.102]). Several
aspects of the Fredholm theory of singular integral operators with ﬂip (also in a
different settings) can be found in the monograph [6].
We remark that there exists a ‘‘classical’’ trick, which allows to reduce singular
integral operators with ﬂip to singular integral operators without ﬂip (and thus to a
factorization problem). This trick will be sketched below. Unfortunately, this trick
leads only to sufﬁcient conditions and gives in general only estimates on the
dimensions of the kernel and cokernel.
The purpose of this paper is to consider general singular integral operators with
ﬂip and Toeplitz plus Hankel operators with sufﬁciently smooth (e.g., Ho¨lder
continuous) matrix valued generating functions. In the case where these operators
are Fredholm we will establish formulas for the dimension of the kernel and
cokernel. Note that (in the case of continuous generating functions) Fredholm
criteria are easy to obtain. These formulas will rely on a factorization, which is
slightly different from the classical Wiener–Hopf factorization. Instead of the partial
indices K1;y; KNAZ; a collection of pairs ðR1; K1Þ;y; ðRN ; KNÞAf1; 1g  Z
appears, which contain the relevant information about the dimension of the kernel
and cokernel and allow us to give an answer to the invertibility problem.
The general case, i.e., Fredholm criteria in terms of a factorization problem
for singular integral operators with ﬂip and Toeplitz plus Hankel operators with
generating functions in LNðTÞNN ; will be deferred to a future paper. For some
work in this direction see [9].
Let us state some basic relations between the operators introduced above.
Obviously, P2 ¼ P; Q2 ¼ Q and P þ Q ¼ I by deﬁnition. Moreover,
J2 ¼ I ; JPJ ¼ Q and JMðAÞJ ¼ MðA˜Þ; ð14Þ
where A˜ stands for the function deﬁned by
A˜ðtÞ ¼ Að1=tÞ; tAT: ð15Þ
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For functions A; BALNðTÞNN ; the following relation for multiplication operators
holds:
MðABÞ ¼ MðAÞMðBÞ: ð16Þ
From this and the above relations, one can deduce well-known identities for Toeplitz
and Hankel operators:
TðABÞ ¼ TðAÞTðBÞ þ HðAÞHðB˜Þ; ð17Þ
HðABÞ ¼ TðAÞHðBÞ þ HðAÞTðB˜Þ: ð18Þ
Now let us explain how the above-mentioned ‘‘classical’’ trick works in regard to
singular integral operators with ﬂip. It works, of course, also for Toeplitz plus
Hankel operators. First consider the identity
1
2
I I
J J
 !
X þ YJ 0
0 X  YJ
 !
I J
I J
 !
¼ X Y
JYJ JXJ
 !
; ð19Þ
where X and Y are arbitrary operators acting on ðL2ÞN : Note that the operators
1
2
I I
J J
 !
and
X Y
JYJ JXJ
 !
appearing in the previous identity are the inverses of each other. Given
a; b; c; dALNðTÞNN ; write
A ¼ a b
c d
 !
ALNðTÞ2N2N ð20Þ
and introduce two singular integral operators with ﬂip:
FðAÞ ¼ PMðaÞ þ PMðbÞJ þ QMðd˜Þ þ QMðc˜ÞJ; ð21Þ
F0ðAÞ ¼ PMðaÞ  PMðbÞJ þ QMðd˜Þ  QMðc˜ÞJ: ð22Þ
Note the slight change in notation in comparison with (11). With X ¼ PMðaÞ þ
QMðd˜Þ and Y ¼ PMðbÞ þ QMðc˜Þ we can employ (19), and it follows that problem
of Fredholmness, invertibility and dimension of the kernel and cokernel are the same
for the operators
FðAÞ 0
0 F0ðAÞ
 !
and
PMðaÞ þ QMðd˜Þ PMðbÞ þ QMðc˜Þ
QMðb˜Þ þ PMðcÞ QMða˜Þ þ PMðdÞ
 !
: ð23Þ
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However, this last operator can be rewritten as
P
MðaÞ MðbÞ
MðcÞ MðdÞ
 !
þ Q Mðd˜Þ Mðc˜Þ
Mðb˜Þ Mða˜Þ
 !
¼ PMðAÞ þ QMðWA˜WÞ ð24Þ
with a constant 2N  2N matrix
W ¼ 0 I
I 0
 !
: ð25Þ
Operator (24) is a usual singular integral operator with generating functions of twice
the original matrix size. By what has been said above about singular integral
operators, one is led to the factorization of matrix function AWA˜1W in the
form (6).
The disadvantage of this trick is that one cannot study FðAÞ alone, but one is
compelled to take also the ‘‘conjugate’’ operator F0ðAÞ into account. In the worst
case it can happen that FðAÞ is a Fredholm operator whereas F0ðAÞ is not, in which
case one obtains no information at all about FðAÞ:
2. First results about Toeplitz plus Hankel operators
In this section we ﬁrst establish the basic properties of general Toeplitz plus
Hankel operators TðAÞ þ HðBÞ with A; BALNðTÞNN : Then we introduce two
special classes of such Toeplitz plus Hankel operators and consider their basic
properties, too. The further study of these particular as well as of the general
Toeplitz plus Hankel operators will be continued in later sections.
The following necessary condition for the Fredholmness of general Toeplitzþ
Hankel operators is certainly well known. For completeness sake, we present it with
a proof.
Proposition 2.1. Let A; BALNðTÞNN ; and assume that TðAÞ þ HðBÞ is Fredholm.
Then AAGðLNðTÞNNÞ:
Proof. If TðAÞ þ HðBÞ is Fredholm, then there exist d40 and a ﬁnite rank
projection K on the kernel of TðAÞ þ HðBÞ such that
jjTðAÞf þ HðBÞf jjðH2ÞN þ jjKf jjðH2ÞNXdjj f jjðH2ÞN
for all fAðH2ÞN : Replacing f by Pf and applying the estimate jjPf jjXjj f jj  jjQf jj;
it follows that
jjTðAÞf þ HðBÞf jjðL2ÞN þ jjKPf jjðL2ÞN þ djjQf jjðL2ÞNXdjj f jjðL2ÞN
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for all fAðL2ÞN : Introducing the isometries U7n : ðL2ÞN-ðL2ÞN ; f ðtÞ/t7n f ðtÞ and
replacing f by Un f ; we obtain
jjUnTðAÞUn f þ UnHðBÞUn f jjðL2ÞN þ jjKPUn f jjðL2ÞN
þ djjUnQUn f jjðL2ÞNXdjj f jjðL2ÞN :
Because U7n commute with multiplication operators and UnJ ¼ JUn; we can
write
UnTðAÞUn ¼ UnPUnMðAÞUnPUn; UnHðBÞUn ¼ UnPUnMðBÞJUnPUn:
Observe that UnPUn-I and UnPUn-0 strongly as n-N: Hence it follows that
UnTðAÞUn-MðAÞ and UnHðBÞUn-0 strongly as n-N: Now we take the limit
in the above norm estimate. Since Un-0 weakly and K is compact, we have
KPUn-0 strongly. Moreover, UnQUn-0 strongly. We obtain that
jjMðAÞf jjðL2ÞNXdjj f jjðL2ÞN
for all fAðL2ÞN : From this it immediately follows that AAGðLNðTÞNNÞ: &
For continous matrix valued functions A and B; the just stated necessary
Fredholm condition is also sufﬁcient. Recall in this connection that the winding
number of a complex valued nonvanishing continuous functions a deﬁned on the
unit circle is given by
wind a ¼ 1
2p
arg aðeiyÞ
 2p
y¼0
; ð26Þ
where the argument arg aðeiyÞ is chosen continuously on ½0; 2p: Again, the following
result is well known, and we present the proof only for completeness sake.
Proposition 2.2. Let A; BACðTÞNN : Then TðAÞ þ HðBÞ is Fredholm if and only if
AAGðCðTÞNNÞ: Moreover, if this is true, then indðTðAÞ þ HðBÞÞ ¼ wind det A:
Proof. It sufﬁces to remark that the Hankel operator with a continuous generating
function is compact. Hence, by making use of (17), it is easy to see that a Fredholm
regularizer for TðAÞ þ HðBÞ is given by TðA1Þ: As to the index formula, we remark
that for BACðTÞNN ; AAGðCðTÞNNÞ;
indðTðAÞ þ HðBÞÞ ¼ ind TðAÞ ¼ ind Tðdet AÞ ¼ wind det A:
The last equality is the well known formula for the Fredholm index of a scalar
Toeplitz operator with continuous symbol. For the precise justiﬁcation of the second
to last equality see, e.g., [2, Theorem 2.94]. &
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After these results for general Toeplitz plus Hankel operators we are going to
consider two special classes of Toeplitz plus Hankel operators. These operators
possess a number of unexpected properties.
In what follows, let WACNN be any matrix such that W 2 ¼ I : For
AALNðTÞNN ; we introduce the operators
MW ðAÞ ¼ TðAÞ þ HðAWÞ; ð27Þ
NW ðAÞ ¼ TðAÞ þ HðWA˜Þ: ð28Þ
What makes these classes of operators so interesting for us is the fact that an
analogue of formula (17) holds. Indeed,
MW ðABÞ ¼MW ðAÞMW ðBÞ þ HðAW ÞMW ðWB˜W  BÞ; ð29Þ
NW ðABÞ ¼NW ðAÞNW ðBÞ þNW ðWA˜W  AÞHðWB˜Þ: ð30Þ
These formulas can be veriﬁed straightforwardly by using (17), (18), and the
assumption that W is a constant matrix with W 2 ¼ I :
MW ðABÞ ¼TðABÞ þ HðABW Þ
¼TðAÞTðBÞ þ HðAÞHðB˜Þ þ TðAÞHðBWÞ þ HðAÞTðB˜W Þ
¼TðAÞMW ðBÞ þ HðAÞMW ðB˜WÞ
¼TðAÞMW ðBÞ þ HðAW ÞMW ðWB˜WÞ
¼MW ðAÞMW ðBÞ þ HðAW ÞMW ðWB˜W  BÞ:
Similarly,
NW ðABÞ ¼TðABÞ þ HðWA˜B˜Þ
¼TðAÞTðBÞ þ HðAÞHðB˜Þ þ TðWA˜ÞHðB˜Þ þ HðWA˜ÞTðBÞ
¼NW ðAÞTðBÞ þNW ðWA˜ÞHðB˜Þ
¼NW ðAÞTðBÞ þNW ðWA˜W ÞHðWB˜Þ
¼NW ðAÞNW ðBÞ þNW ðWA˜W  AÞHðWB˜Þ:
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Next we introduce the set
ðLNÞNNW ¼ fAALNðTÞNN :WA˜W ¼ Ag: ð31Þ
We remark that ðLNÞNNW is an inverse closed Banach subalgebra of LNðTÞNN :
Under additional assumptions on the functions A or B; formulas (29) and (30) can
be simpliﬁed. Indeed,
MW ðABÞ ¼MW ðAÞMW ðBÞ if AAðHNÞNN or BAðLNÞNNW ; ð32Þ
NW ðABÞ ¼NW ðAÞNW ðBÞ if AAðLNÞNNW or BAðHNÞNN : ð33Þ
Consequently, in some cases the mappings A/MW ðAÞ and A/NW ðAÞ are
multiplicative. This is halfway not surprising. In fact,
MW ðAÞ ¼ TðAÞ if AAðHNÞNN ; ð34Þ
NW ðAÞ ¼ TðAÞ if AAðHNÞNN : ð35Þ
Hence in these cases we are dealing just with usual Toeplitz operators which have
symbols in ðHNÞNN and ðHNÞNN ; respectively.
More interesting is the case where AAðLNÞNNW : It turns out that then both of the
above types of operators coincide:
MW ðAÞ ¼NW ðAÞ if AAðLNÞNNW : ð36Þ
Moreover, the following result shows that both the invertibility and the Fredholm
problem can be solved completely in a very simple way.
Corollary 2.3. Let AAðLNÞNNW : Then the following is equivalent:
(i) AAGðLNÞNNW ;
(ii) MW ðAÞ ¼NW ðAÞ is invertible;
(iii) MW ðAÞ ¼NW ðAÞ is Fredholm.
If this is fulfilled, then the inverse of MW ðAÞ ¼NW ðAÞ is given by MW ðA1Þ ¼
NW ðA1Þ:
Proof. Because of the multiplicative relations (32) or (33), it follows that (i) implies
(ii), where the inverse of M1W ðAÞ ¼N1W ðAÞ is given by MW ðA1Þ ¼NW ðA1Þ:
The implication ðiiÞ ) ðiiiÞ is obvious. The fact that (iii) implies (i) follows from
Proposition 2.1 in connection with the inverse closedness of ðLNÞNNW in
LNðTÞNN : &
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The operatorsMW ðAÞ andNW ðAÞ are not completely unrelated with each other.
First of all, there is connection by means of the adjoints,
ðMW ðAÞÞ ¼NW  ðAÞ or ðNW ðAÞÞ ¼MW  ðAÞ; ð37Þ
where AðtÞ :¼ ðAðtÞÞ: Here we need only remark that P ¼ P; J ¼ J and MðAÞ ¼
MðAÞ; from which TðAÞ ¼ TðAÞ and HðAÞ ¼ HðA˜Þ follows.
Another relation is established by the identity
MW ðAÞNW ðBÞ ¼ TðABÞ þ HðAWB˜Þ: ð38Þ
Indeed,
MW ðAÞNW ðBÞ ¼ ðTðAÞ þ HðAW ÞÞ ðTðBÞ þ HðWB˜ÞÞ
¼TðAÞTðBÞ þ HðAÞHðB˜Þ þ HðAWÞTðBÞ þ TðAW ÞHðB˜Þ
¼TðABÞ þ HðAWB˜Þ:
Here we have only used the assumption that W is a constant matrix with W 2 ¼ I
and formulas (17) and (18).
Finally, we illustrate further interesting consequences of relations (32) and (33).
Corollary 2.4. Let AALNðTÞNN :
(i) If A admits a factorization AðtÞ ¼ AðtÞA0ðtÞ with AAGðHNÞNN and
A0AGðLNÞNNW ; then MW ðAÞ is invertible and the inverse equals MW
ðA10 ÞTðA1 Þ:
(ii) If A admits a factorization AðtÞ ¼ A0ðtÞAþðtÞ with A0AGðLNÞNNW and
AþAGðHNÞNN ; then NW ðAÞ is invertible and the inverse equals TðA1þ Þ
NW ðA10 Þ:
Proof. As to assertion (i), it follows from (32) and (34) that MW ðAÞ ¼
TðAÞMW ðA0Þ: The inverse of TðAÞ equals TðA1 Þ and the inverse of MW ðA0Þ
equals MW ðA10 Þ: In regard to assertion (ii), we use (33) and (35) and obtain
NW ðAÞ ¼ TðAþÞNW ðA0Þ: The inverse of TðAÞ equals TðA1 Þ and the inverse of
NW ðAÞ equals NW ðA10 Þ: &
We conclude this section by making some more or less heuristic remarks, which
should serve as a motivation for the kinds of factorizations that we are going to
consider in the following section.
The above necessary condition for the invertibility of MW ðAÞ (and likewise for
NW ðAÞÞ is certainly for several reason far away from being sufﬁcient. In analogy to
the usual theory of the Wiener–Hopf factorization one may guess that under certain
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conditions there exist a factorization of form
AðtÞ ¼ AðtÞRðtÞA0ðtÞ ð39Þ
with appropriate conditions on the factors A; A0; and where the middle factor R is
of a particularly simple form. Indeed, if AAGðHNÞNN and A0AGðLNÞNNW ; then
the invertibility of MW ðAÞ is equivalent to the invertibility of MW ðRÞ: More
generally, the dimensions of the kernel and cokernel ofMW ðAÞ coincide with those
for MW ðRÞ: If R is of a particularly simple form, then one can hope that these
dimensions can be calculated.
It turns out that the factorization of the form (39), which may deserve the
name ‘‘asymmetric’’, can be related to some kind of Wiener–Hopf factorization,
which looks kind of ‘‘antisymmetric’’. Indeed, if we are given the factorization
(39), then
AWA˜1 ¼ ARðtÞA0WA˜10 R˜1A˜1 ¼ ARWR˜1A˜1 ; ð40Þ
where the last equality follows from the presumed property A0 ¼ WA˜0W of the
factor A0: Replacing the product RðtÞWR˜1ðtÞ by the notation DðtÞ; we arrive at a
factorization
FðtÞ ¼ AðtÞDðtÞA˜1 ðtÞ ð41Þ
of the matrix function
FðtÞ ¼ AðtÞWA˜1ðtÞ: ð42Þ
Assuming for a moment that DðtÞ is of an appropriate form, it follows that (41) is
some kind of Wiener–Hopf factorization, where the right and the left factors are
related with each other in an ‘‘antisymmetric’’ way.
Similarly, the analysis of the operator NW ðAÞ may lead to a factorization of the
form
AðtÞ ¼ A0ðtÞRðtÞAþðtÞ; ð43Þ
again with suitable conditions on the factors. Elaborating on this ‘‘asymmetric’’
factorization, we arrive at the following ‘‘antisymmetric’’ factorization,
GðtÞ ¼ A˜1þ ðtÞDðtÞAþðtÞ ð44Þ
of the matrix function
GðtÞ ¼ A˜1ðtÞWAðtÞ: ð45Þ
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Here DðtÞ stands for R˜1ðRÞWRðtÞ; which slightly differs from the previous
situation.
The reader should observe that whereas the ‘‘asymmetric’’ factorizations (39)
and (43) are of different types, the ‘‘antisymmetric’’ factorizations (41) and
(44) is essentially of the same from only that different notation has been
used.
3. Some results about factorizations
3.1. The usual factorization within a Banach algebra
Throughout the rest of this paper let B stand for a Banach algebra of
functions deﬁned on the unit circle such that the following properties are
fulﬁlled:
(a) B is an inverse closed Banach subalgebra of CðTÞ:
(b) B contains all trigonometric polynomials.
(c) If aAB; then a˜AB:
(d) For each N; each matrix function AAGBNN admits a factorization of the
form
AðtÞ ¼ AðtÞLðtÞAþðtÞ; ð46Þ
where LðtÞ ¼ diagðtK1 ; tK2 ;y; tKN Þ with K1;y; KNAZ;
AþAGBNNþ and AAGB
NN
 ; ð47Þ
where
Bþ :¼ B-HN and B :¼ B-HN: ð48Þ
Examples of Banach algebras B having properties (a)–(d) are the Wiener algebra
W or the Banach algebras Ca of all Ho¨lder continuous functions deﬁned on the unit
circle with exponents 0oao1:
From the factorization point of view, only the assumptions (b) and (d) and the
condition that B is a Banach subalgebra of LNðTÞ are important. More speciﬁcally,
one refers to the factorization (46) with the properties (47) as a factorization within
the Banach algebra B: Related to this concept are such notions as that of
decomposing Banach algebras and Banach algebras with factorization property. We
will not go into these details, but simply refer the reader to [2, Sections 10.14–10.23].
We also note that Bþ and B deﬁned in (48) are Banach subalgebras of B
containing the unit element.
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It is obvious that a factorization in such a Banach algebra is automatically a
generalized factorization (or, F-factorization) in the space L2: In particular,
AþAGðHNÞNN and AAGðHNÞNN ; and thus the factors Aþ and A satisfy
conditions (i)–(iii) stated in the introduction.
Our assumption (a) is motivated by the circumstance that we will conﬁne
ourselves to continuous matrix valued functions because in this case Fredholm
criteria for Toeplitz plus Hankel operators and singular integral operators with ﬂip
are easy to obtain. The inverse closedness is needed for the conclusion that each
function AABNN which is invertible (in CðTÞNN) admits a factorization of the
above kind.
The assumption (c) will be important for the deﬁnition of another type of
factorization that we will introduce later on. We remark in this connection the
obvious fact that AABNNþ if and only if A˜AB
NN
 : Consequently, AAGB
NN
þ if and
only if A˜AGBNN :
As has already been noted in the introduction, the partial indices of such
factorizations are uniquely determined up to change of order. In fact, the order of
the partial indices can be changed in any desired way. Namely, one can replace FðtÞ
with FðtÞP1; LðtÞ with PLðtÞP1 and FþðtÞ with PFþðtÞ; where P is a suitable
permutation matrix.
The following result is well known [3,7] and answers the question about the
uniqueness of the factors Aþ and A in a factorization. In order to simplify the
statement we will assume without loss of generality that the partial indices
are ordered increasingly. Then the factors corresponding to different factorizations
are related with each other by certain rational block triangular matrix functions
whose structure is determined by the multiple occurrence of same values for the
partial indices. In this regard, we introduce the notation Il for the identity matrix of
size l  l:
Proposition 3.1. Assume that we are given two factorizations of a function
FAGBNN ;
FðtÞ ¼ F ð1Þ ðtÞLðtÞF ð1Þþ ðtÞ ¼ F ð2Þ ðtÞLðtÞF ð2Þþ ðtÞ ð49Þ
with F ð jÞ AGB
NN
 ; F
ð jÞ
þ AGB
NN
þ ; and
LðtÞ ¼ diagðt %K1Il1 ; t %K2Il2 ;y; t %KR IlRÞ; ð50Þ
where RAf1; 2;yg; l1;y; lRAf1; 2;yg; l1 þ?þ lR ¼ N; %K1;y; %KRAZ and
%K1o %K2o?o %KR1o %KR: ð51Þ
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Then there exist matrix functions U and V which are of the form
UðtÞ ¼
A11 U12ðtÞ ? U1RðtÞ
0 A22 & ^
^ & & UR1;RðtÞ
0 y 0 ARR
0
BBB@
1
CCCA;
VðtÞ ¼
A11 V12ðtÞ ? V1RðtÞ
0 A22 & ^
^ & & VR1;RðtÞ
0 ? 0 ARR
0
BBB@
1
CCCA ð52Þ
with AjjAGC
ljlj and
UjkðtÞ ¼
X%Kk %Kj
m¼0
A
ðmÞ
jk t
m; VjkðtÞ ¼ t %Kj %Kk UjkðtÞ; AðmÞjk ACljlk ð53Þ
for 1pjokpR such that
F ð2Þ ðtÞ ¼ F ð1Þ ðtÞVðtÞ; F ð1Þþ ðtÞ ¼ UðtÞF ð2Þþ ðtÞ: ð54Þ
Due to assumption (b) onB; it is not hard to see that UAGBNNþ and VAGB
NN
 :
The previous proposition holds, by the way, not only for factorizations within the
Banach algebra B; but also for generalized factorizations (see (6) and (i)–(iii)).
However, we will not make use of this fact.
Actually, the statement of this proposition can be reversed. If we are given a
factorization FðtÞ ¼ F ð1Þ ðtÞLðtÞF ð1Þþ ðtÞ; introduce functions U and V with the above
properties and deﬁne F ð2Þ and F
ð2Þ
þ by (54), then also FðtÞ ¼ F ð2Þ ðtÞLðtÞF ð2Þþ ðtÞ is such
a factorization.
3.2. Antisymmetric factorization within a Banach algebra
In what follows we are going to introduce and study a slightly different type of
factorization. It is essentially also a factorization of the form (46), but we require in
addition that the factors Fþ and F are related with each other by FþðtÞ ¼ F˜1 ðtÞ:
Moreover, the middle factor is allowed to be of a more general form. Namely,
DðtÞ ¼ diagðR1tK1 ; R2tK2 ;y; RNtKN Þ ð55Þ
with K1;y; KNAZ and R1;y; RNAf1; 1g:
More speciﬁcally, we are going to consider a factorization of a function
FAGBNN in the form
FðtÞ ¼ FðtÞDðtÞF˜1 ðtÞ with FAGBNN ; ð56Þ
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where DðtÞ is given by (55). Such a factorization will be called an antisymmetric
factorization of F within the Banach algebra B:
It will turn out that the collection of pairs
ðR1; K1Þ; ðR2; K2Þ;y; ðRN ; KNÞAf1; 1g  Z ð57Þ
plays the same important role as the collection of the partial indices K1;y; KNAZ in
the classical situation. Therefore, we will call this collection the characteristic pairs of
the antisymmetric factorization of F :
We ﬁrst study the existence of an antisymmetric factorization. Because D˜1ðtÞ ¼
DðtÞ for each middle factors of the above kind, it is easy to see that the condition
FðtÞ ¼ F˜1ðtÞ ð58Þ
is necessary for the existence of an antisymmetric factorization of a function F : The
following theorem shows that this condition is also sufﬁcient.
Theorem 3.2. Assume that FAGBNN satisfies the condition FðtÞ ¼ F˜1ðtÞ: Then
there exists a function FAGBNN such that F can be factored in the form
FðtÞ ¼ FðtÞDðtÞF˜1 ðtÞ; ð59Þ
where DðtÞ is given by (55) with certain characteristic pairs (57).
Proof. Because of the assumptions on the Banach algebra B there exists a
factorization
FðtÞ ¼ FðtÞLðtÞFþðtÞ ð60Þ
with F7AGBNN7 ; LðtÞ ¼ diagðtK1 ;y; tKN Þ; K1;y;KNAZ and K1p?pKN without
loss of generality. Taking the inverse and replacing t by 1/t; it follows that
F˜1ðtÞ ¼ F˜1þ ðtÞLðtÞF˜1 ðtÞ: ð61Þ
Because F˜1 ¼ F ; expressions (60) and (61) are equal and represent factorizations of
the form (46). We can apply Proposition 3.1 and write LðtÞ in the form (50) with the
conditions on parameters R; l1;y; lR and %K1;y; %KR stated there. We conclude that
there exists a matrix function UðtÞ of the form (52) such that
FþðtÞ ¼ UðtÞF˜1 ðtÞ: ð62Þ
Combining (62) with (60) and introducing XðtÞ ¼ LðtÞUðtÞ; it follows that
FðtÞ ¼ FðtÞX ðtÞF˜1 ðtÞ; ð63Þ
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where X ðtÞ is of the form
XðtÞ ¼
X11ðtÞ X12ðtÞ ? X1RðtÞ
0 X22ðtÞ & ^
^ & & XR1;RðtÞ
0 ? 0 XRRðtÞ
0
BBB@
1
CCCA ð64Þ
with
XjkðtÞ ¼
X%Kk
m¼ %Kj
X
ðmÞ
jk t
m; X
ðmÞ
jk AC
ljlk ; 1pjokpR;
XjjðtÞ ¼Xjt %Kj ; XjAGCljlj ; 1pjpR:
Introduce
X0ðtÞ ¼ diagðX11ðtÞ; X22ðtÞ;y; XRRðtÞÞ; ð65Þ
write
XðtÞ ¼ ðI þ N1ðtÞÞX0ðtÞ ¼ X0ðtÞðI þ N2ðtÞÞ; ð66Þ
and observe that N1ðtÞ and N2ðtÞ are nilpotent matrix functions. Note also that
N1ABNN and N2AB
NN
þ : From formula (66) we obtain that N1ðtÞX0ðtÞ ¼
X0ðtÞN2ðtÞ; and moreover Nm1 ðtÞX0ðtÞ ¼ X0ðtÞNm2 ðtÞ for each m by induction. The
matrix functions ðI þ N1ðtÞÞ1=2 and ðI þ N2ðtÞÞ1=2 are well deﬁned by a series
expansion, which is ﬁnite due to the nilpotency. The expressions ðI þ N1ðtÞÞ1=2 and
ðI þ N2ðtÞÞ1=2 can also be deﬁned by functional calculus. Using this series expansion,
it follows that
ðI þ N1ðtÞÞ1=2X0ðtÞ ¼ X0ðtÞðI þ N2ðtÞÞ1=2:
This is connection with (66) implies
XðtÞ ¼ ðI þ N1ðtÞÞ1=2X0ðtÞðI þ N2ðtÞÞ1=2: ð67Þ
From (63) and the assumption F˜1ðtÞ ¼ FðtÞ; it follows that X˜1ðtÞ ¼ X ðtÞ: From
representation (64) and deﬁnition (65), we further obtain X˜10 ðtÞ ¼ X0ðtÞ: On account
of (66), it now follows that
I ¼ X˜ðtÞXðtÞ ¼ ðI þ N˜1ðtÞÞX˜0ðtÞX0ðtÞðI þ N2ðtÞÞ ¼ ðI þ N˜1ðtÞÞðI þ N2ðtÞÞ:
Hence I þ N2ðtÞ ¼ ðI þ N˜1Þ1: For instance from functional calculus it can be seen
that ðI þ N2ðtÞÞ1=2 ¼ ððI þ N˜1ðtÞÞ1=2 ¼ ðI þ N˜1ðtÞÞ1=2: This in connection with (67)
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implies that
XðtÞ ¼ ðI þ N1ðtÞÞ1=2X0ðtÞðI þ N˜1ðtÞÞ1=2: ð68Þ
From X˜10 ðtÞ ¼ X0ðtÞ it follows (by putting t ¼ 1 and t ¼ 1) that
ðX0ð1ÞÞ2 ¼ ðX0ð1ÞÞ2 ¼ I :
Hence X 2j ¼ I for each 1pjpR: Thus we can write Xj ¼ Tj diagðIpj ;Iqj ÞT1j with
certain TjAGC
ljlj and pj; qjAf0; 1;yg such that pj þ qj ¼ lj: It follows that
X0ðtÞ ¼ T diagðR1tK1 ; R2tK2 ;y; RNtKN ÞT1 ð69Þ
with certain R1;y; RNAf1; 1g where T ¼ diagðT1; T2;y; TRÞAGCNN : Denoting
by DðtÞ the diagonal matrix in (69), it follows in connection with (63) and (68) that
FðtÞ ¼ FðtÞðI þ N1ðtÞÞ1=2TDðtÞT1ðI þ N˜1ðtÞÞ1=2F˜1 ðtÞ:
Because ðI þ N1ðtÞÞ1=2AGBNN ; we can replace FðtÞðI þ N1ðtÞÞ1=2T by the
notation FðtÞ: In this way, we arrive at the desired factorization (59). &
We remark that an antisymmetric factorization (59) is obviously an antisymmetric
factorization of the form
FðtÞ ¼ F˜1þ DðtÞFþðtÞ ð70Þ
with FþAGBNNþ and the same middle factor DðtÞ: The only difference is that of the
notation of the factors. Indeed, FþðtÞ ¼ F˜1 ðtÞ shows the relation.
The next theorem concerns the uniqueness of the characteristic pairs of an
antisymmetric factorization up to change of order. Notice ﬁrst that it is possible to
rearrange the order of these pairs in any desired way. Indeed, one can replace FðtÞ
with FðtÞP1 and DðtÞ with PDðtÞP1; where P is a suitable permutation matrix.
The important point is that the replacement of FðtÞ with FðtÞP1 implies the
replacement of F˜1 ðtÞ with PF˜1 ðtÞ; which ﬁts with the factorization formula (56).
Theorem 3.3. In an antisymmetric factorization of a function FAGBNN ; the
characteristic pairs are uniquely determined up to change of order.
Proof. Because an antisymmetric factorization is automatically also a usual
factorization in the Banach algebra B (except for the slightly different middle
factor, which is irrelevant at this place), it follows that the numbers K1;y; KN are
uniquely determined up to change of order. Because the order of the characteristic
pairs in an antisymmetric factorization can be rearranged in any desired way, we can
assume without loss of generality that K1p?pKN :
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Now suppose that we are given two antisymmetric factorizations of F ;
FðtÞ ¼ F ð1Þ ðtÞDð1ÞðtÞðF˜ð1Þ Þ1ðtÞ ¼ F ð2Þ ðtÞDð2ÞðtÞðF˜ð2Þ Þ1ðtÞ;
where Dð1ÞðtÞ and Dð2ÞðtÞ are both of the form (55) but with the pairs
ðRð1Þ1 ; K1Þ;y; ðRð1ÞN ; KNÞ and ðRð2Þ1 ; K1Þ;y; ðRð2ÞN ; KNÞ;
respectively. Introducing the parameter l1;y; lRAf1; 2;yg and the integers
%K1;y; %KR as in Proposition 3.1, we can write
Dð1ÞðtÞ ¼ diagðSð1Þ1 t %K1 ; Sð1Þ2 t %K2 ;y; Sð1ÞR t %KRÞ;
Dð2ÞðtÞ ¼ diagðSð2Þ1 t %K1 ; Sð2Þ2 t %K2 ;y; Sð2ÞR t %KRÞ;
where S
ð1Þ
k and S
ð2Þ
k are diagonal matrices of size lk  lk with entries 1 or 1 on the
diagonal. Moreover, we can write Dð1ÞðtÞ ¼ LðtÞSð1Þ and Dð2ÞðtÞ ¼ LðtÞSð2Þ; where
LðtÞ is of the form (50) and Sð jÞ ¼ diagðSð jÞ1 ; Sð jÞ2 ;y; Sð jÞR Þ: It follows that
FðtÞ ¼ F ð1Þ ðtÞLðtÞðSð1ÞðF˜ð1Þ Þ1ðtÞÞ ¼ F ð2Þ ðtÞLðtÞðSð2ÞðF˜ð2Þ Þ1ðtÞÞ
are two factorizations of the form (46). We apply Proposition 3.1 and see that
F ð2Þ ðtÞ ¼ F ð1Þ ðtÞVðtÞ; Sð1ÞðF˜ð1Þ Þ1ðtÞ ¼ UðtÞSð2ÞðF˜ð2Þ Þ1ðtÞ;
where U and V are of the form (52). The last equation can be rewritten as
F ð1Þ ðtÞðSð1ÞÞ1 ¼ F ð2Þ ðtÞðSð2ÞÞ1U˜1ðtÞ: Combined with the ﬁrst equation, it follows
that
Sð1Þ ¼ U˜ðtÞSð2ÞV1ðtÞ:
Because of the block triangular structure of U and V with invertible constant
matrices Ak on the block diagonal, we obtain that S
ð1Þ
k ¼ AkSð2ÞA1k for each
k ¼ 1;y; R: Hence Sð1Þk BSð2Þk ; and, consequently, the numbers of 1’s and 1’s,
respectively, on the diagonal of S
ð1Þ
k and S
ð2Þ
k are the same. From this it follows that
the collection of the pairs ðRð1Þk ; KkÞ is the same as the collection of the pairs ðRð2Þk ; KkÞ
up to change of order. &
It is possible (similar as has been done in Proposition 3.1) to state the relation
between the factors F of two different antisymmetric factorizations of a given
function. We will omit this result because it is a little bit difﬁcult to state and will
not be needed for our purposes.
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For a given antisymmetric factorization of a function F with characteristic pairs
(57), we introduce the following nonnegative integers:
a ¼ number of kAf1;y; Ng for which Rk ¼ 1 and Kk is even;
b ¼ number of kAf1;y; Ng for which Rk ¼ 1 and Kk is odd;
g ¼ number of kAf1;y; Ng for which Rk ¼ 1 and Kk is odd;
d ¼ number of kAf1;y; Ng for which Rk ¼ 1 and Kk is even:
Besides the obvious fact that aþ bþ gþ d ¼ N; the following ‘‘a priori’’
characterization of these numbers can be obtained.
Proposition 3.4. Assume that FAGBNN admits an antisymmetric factorization with
the numbers a; b; g; d defined as above. Then
Fð1ÞBdiagðIaþb;IgþdÞ and Fð1ÞBdiagðIaþg;IbþdÞ: ð71Þ
Proof. Putting t ¼ 1 or 1 in the factorization FðtÞ ¼ FðtÞDðtÞF˜1 ðtÞ it follows
that Fð1ÞBDð1Þ and Fð1ÞBDð1Þ: Now the assertion follows from the facts that
Dð1ÞBdiagðIaþb;IgþdÞ and Dð1ÞBdiagðIaþg;IbþdÞ as can easily be seen. &
In regard to the previous proposition, we remark that the necessary condition
FðtÞ ¼ F˜1ðtÞ for the existence of an antisymmetric factorization of FAGBNN
implies Fð1Þ2 ¼ Fð1Þ2 ¼ I by just putting t ¼ 1 or 1: Hence for given F (and thus
given Fð1Þ and Fð1ÞÞ; the values of
aþ b; gþ d; aþ g; bþ d ð72Þ
can immediately be determined without knowing the antisymmetric factorization of
F or the corresponding characteristic pairs.
3.3. Asymmetric factorizations within a Banach algebra
In regard to the discussion at the end of Section 2 we are going to show that each
AAGBNN can be factored in certain ‘‘asymmetric’’ ways.
As a ﬁrst auxiliary step, we are going to specify the middle factors RðtÞ; which
appeared in (39) and (43). The following proposition shows the existence of such
factors, where the construction in the proof is completely explicit (although not unique).
Moreover, although we noted that the factors RðtÞ ought to be of a ‘‘simple’’ form, it
turns out that the actually important point is that they are related by means of the
equation DðtÞ ¼ RðtÞWR˜1ðtÞ (in case of a factorization (39)) or the equation DðtÞ ¼
R˜1ðtÞWR1ðtÞ (in case of a factorization (43)) to a factor DðtÞ of the form (55).
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Proposition 3.5. Let WACNN with W 2 ¼ I ; and assume that DðtÞ is given by (55)
such that Dð1ÞBDð1ÞBW : Then there exists a matrix function RAGBNN such that
DðtÞ ¼ RðtÞWR˜1ðtÞ:
Proof. We can assume that
W ¼ T diagðIsþ ;IsÞT1; ð73Þ
where sþ and s are nonnegative integers with sþ þ s ¼ N and TAGCNN : With
the numbers a; b; g; d deﬁned as above in terms of the characteristic pairs appearing
in DðtÞ; it follows from Proposition 3.4 (with FðtÞ ¼ DðtÞÞ that
sþ ¼ aþ b ¼ aþ g and s ¼ bþ d ¼ gþ d: ð74Þ
In particular, b ¼ g: Hence there exists a permutation matrix P1 such that
DðtÞ ¼ P1 diagðD1ðtÞ; D2ðtÞ; D3ðtÞÞP11 ; ð75Þ
where
D1ðtÞ ¼ diag
0pkpa
ðtKð1Þk Þ with Kð1Þk AZ even; ð76Þ
D2ðtÞ ¼ diag
0pkpd
ðtKð2Þk Þ with Kð2Þk AZ even; ð77Þ
D3ðtÞ ¼ diag
0pkpb
tK
ð3Þ
k 0
0 tKð4Þk
0
@
1
A
0
@
1
A with Kð3Þk ; Kð4Þk AZ odd: ð78Þ
Moreover, there exists another permutation matrix P2 such that
W ¼ TP2 diagðIa;Id; XbÞP12 T1; ð79Þ
Xb ¼ diag
1pkpb
1 0
0 1
 ! !
: ð80Þ
We deﬁne
R1ðtÞ ¼ diag
0pkpa
ðtKð1Þk =2Þ; R2ðtÞ ¼ diag
0pkpd
ðtKð2Þk =2Þ; ð81Þ
R3ðtÞ ¼ diag
0pkpb
1
2
tðK
ð3Þ
k
Kð4Þ
k
Þ=2 þ tðKð3Þk þKð4Þk Þ=2 tðKð3Þk Kð4Þk Þ=2  tðKð3Þk þKð4Þk Þ=2
1 tKð4Þk 1þ tKð4Þk
0
@
1
A
0
@
1
A: ð82Þ
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It can be veriﬁed straighforwardly that
D1ðtÞ ¼ R1ðtÞR˜11 ðtÞ; D2ðtÞ ¼ R2ðtÞR˜12 ðtÞ; D3ðtÞ ¼ R3ðtÞXbR˜13 ðtÞ: ð83Þ
Hence, on deﬁning R by
RðtÞ ¼ P1 diagðR1ðtÞ; R2ðtÞ; R3ðtÞÞP12 T1; ð84Þ
it follows that DðtÞ ¼ RðtÞWR˜1ðtÞ: &
It is obvious that the previous proposition remains true if one replaces the expres-
sion DðtÞ ¼ RðtÞWR˜1ðtÞ with DðtÞ ¼ R1ðtÞWRðtÞ: In fact, one just has to replace
RðtÞ with R˜1ðtÞ; which is possible due to assumption (c) on the Banach algebra B:
Besides BNNþ and B
NN
 ; we need another subalgebra of B
NN : Given WACNN
with W 2 ¼ I ; we deﬁne
BNNW ¼ BNN-ðLNÞNNW : ð85Þ
It is easy to see that BNNW is an inverse closed Banach subalgebra of B
NN :
The following theorem establishes the existence of two kinds of ‘‘asymmetric’’
factorizations within the Banach algebra B for a given function AAGBNN :
Theorem 3.6. Let WACNN with W 2 ¼ I ; and assume that AAGBNN : Then
(a) there exists a factorization of AðtÞ in the form
AðtÞ ¼ AðtÞRðtÞA0ðtÞ; ð86Þ
where AAGBNN ; A0AGB
NN
W ; and RAGB
NN such that DðtÞ ¼
RðtÞWR˜1ðtÞ is of the form (55). Moreover,
FðtÞ ¼ AðtÞDðtÞA˜1 ðtÞ ð87Þ
represents an antisymmetric factorization of the function FðtÞ ¼ AðtÞWA˜1ðtÞ;
(b) there exists a factorization of AðtÞ in the form
AðtÞ ¼ A0ðtÞRðtÞAþðtÞ; ð88Þ
where A0AGBNNW ; AAGB
NN
W ; and RAGB such that DðtÞ ¼ R˜1ðtÞWRðtÞ is
of the form (55). Moreover,
GðtÞ ¼ A˜1þ ðtÞDðtÞAþðtÞ ð89Þ
represents an antisymmetric factorization of the function GðtÞ ¼ A˜1ðtÞWAðtÞ:
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Proof. From the deﬁnition of F it follows that FAGBNN and FðtÞ ¼ F˜1ðtÞ: By
Theorem 3.2 there exists an antisymmetric factorization (87) with AAGBNN and
DðtÞ of the form (55).
From the deﬁnition of F it follows furthermore that Fð1ÞBFð1ÞBW ; which in
turn implies Dð1ÞBDð1ÞBW : Using Proposition 3.5 we obtain the existence of a
function RAGBNN for which DðtÞ ¼ RðtÞWR˜1ðtÞ: Now we deﬁne
A0ðtÞ ¼ R1ðtÞA1 ðtÞAðtÞ;
which implies immediately the validity of Eq. (86). Moreover,
WA˜0ðtÞW ¼ WR˜1ðtÞA˜1 ðtÞA˜ðtÞW :
From
AðtÞWA˜1ðtÞ ¼ FðtÞ ¼ AðtÞDðtÞA˜1 ðtÞ ¼ AðtÞRðtÞWR˜1A˜1 ðtÞ
we obtain
WA˜0ðtÞW ¼ R1ðtÞA1 ðtÞAðtÞ ¼ A0ðtÞ:
Hence A0ABNNW : Because, obviously, A0AGB
NN ; we even have A0AGBNNW : This
settles part (a).
The proof of part (b) is similar. By Theorem 3.2 (see also the remark made
afterwards) and the facts that GAGBNN and GðtÞ ¼ G˜1ðtÞ; there exists an
antisymmetric factorization (89). From Gð1ÞBGð1ÞBW we obtain Dð1ÞB
Dð1ÞBW : We apply again Proposition 3.5, but now with R replaced by R˜1; in
order to conclude the existence of a function RAGBNN for which DðtÞ ¼
R˜1ðtÞWRðtÞ: Finally, we deﬁne
A0ðtÞ ¼ AðtÞA1þ ðtÞR1ðtÞ;
apply the equation
A˜1ðtÞWAðtÞ ¼ GðtÞ ¼ A˜1þ ðtÞDðtÞAþðtÞ ¼ A˜1þ ðtÞR˜1WRðtÞAþðtÞ
and obtain in this way that WA˜0ðtÞW ¼ A0ðtÞ: Hence A0AGBNNW : &
The proof of the previous theorem reveals that the asymmetric factorization (86)
of AðtÞ can be constructed in an explicit way from the antisymmetric factorization of
FðtÞ: Moreover, to each possible middle factor DðtÞ (hence, to each possible
collection of characteristic pairs), one can assign a corresponding function RðtÞ
which may appear as the middle factor in the asymmetric factorization. The fact that
this assignment may be carried out in different ways does not affect the following
considerations.
Similar statements hold, of course, also for the asymmetric factorization (88) of
AðtÞ; which is connected with the antisymmetric factorization of GðtÞ:
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4. Further properties of some classes of Toeplitz plus Hankel operators
In this section we continue and conclude the study of the Toeplitz plus Hankel
operators MW ðAÞ and NW ðAÞ with AABNN : Note ﬁrst that it follows from
Proposition 2.1 and the inverse closedness of B in CðTÞ that these operators are
Fredholm if and only if AAGBNN :
In the case AAGBNN we will determine the dimension of the kernel and cokernel
of MW ðAÞ and NW ðAÞ in terms of the characteristic pairs of an antisymmetric
factorization of a certain associated function. Formulas for the inverses (if they exist)
will also be presented.
For the following presentations, it is useful to introduce a function Y : f1; 1g 
Z-Z which is deﬁned by
YðR; KÞ ¼ K=2 if K is even;ðK RÞ=2 if K is odd:
(
ð90Þ
For the interpretation of the following results, it is also helpful to recall the notion
of a pseudoinverse. Let A be a linear bounded operator acting on a Banach space X :
A linear bounded operator Aw acting also on X is called a pseudoinverse of A if the
relations
AAwA ¼ A and AwAAw ¼ Aw ð91Þ
hold. One can show that a pseudoinverse of A exists if and only if both the image and
the kernel of A are complemented subspaces in X : Recall that a subspace X0 of X is
called complemented if X0 is closed and if there exists another closed suspace X1 such
that X ¼ X06X1: Hence each Fredholm operator possesses a pseudoinverse.
Pseudoinverses are in general not unique. However, if A is invertible, then Aw is
uniquely determined and coincides with A1:
Lemma 4.1. Let DðtÞ be a matrix function of the form (55) with the characteristic pairs
(57). Then HðDÞ ¼ HðDÞ and
dim kerðI þ HðDÞÞ ¼
X
Kk40
YðRk; KkÞ: ð92Þ
Proof. First observe that DðtÞ ¼ D˜ðtÞ: Consequently,
HðDÞ ¼ ðPMðDÞJPÞ ¼ PJMðDÞP ¼ PMðD˜ÞJP ¼ HðDÞ:
Moreover, because HðDÞ ¼ diagðHðR1tK1Þ; HðR2tK2Þ;y; HðRNtKN ÞÞ is a diagonal
operator it sufﬁces to determine dim ker ðI þ HðRktKkÞÞ and to take the sum. If
Kkp0; then HðRktKkÞ ¼ 0: Hence to corresponding dimension is zero. If Kk40; then
the matrix representation of HðRktKkÞ has entries Rk only on the Kkth diagonal, which
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connects the entries ð1; KkÞ and ðKk; 1Þ and has zero entries elsewhere. From this it is
easy to see that the dimension equals YðRk; KkÞ: &
Lemma 4.2. Assume that DðtÞ is of the form (55). Then
TðD˜ÞHðDÞ ¼ HðDÞTðDÞ ¼ 0 and HðDÞ3 ¼ HðDÞ: ð93Þ
Moreover, if we introduce
B ¼ I þ HðDÞ; Bw ¼ I  HðDÞ2 þ 1
4
ðHðDÞ2 þ HðDÞÞ; ð94Þ
then BwBBw ¼ Bw and BBwB ¼ B:
Proof. By considering the scalar case, DðtÞ ¼ RktKk and distinguishing Kkp0 and
Kk40; it can be seen straightforwardly that TðD˜ÞHðDÞ ¼ HðDÞTðDÞ ¼ 0: More-
over, using (17) and the fact that DðtÞ ¼ D˜1ðtÞ it follows that
HðDÞ3 ¼ HðDÞHðDÞHðD˜1Þ ¼ HðDÞðI  TðDÞTðD1ÞÞ ¼ HðDÞ:
In order to prove that BwBBw ¼ Bw and BBwB ¼ B; we introduce p ¼ I  HðDÞ2 and
q ¼ ðHðDÞ þ HðDÞ2Þ=2: By just using the identity HðDÞ3 ¼ HðDÞ; one can verify
that p2 ¼ p; q2 ¼ q; pq ¼ qp ¼ 0: Because B ¼ p þ 2q and Bw ¼ p þ q=2; the desired
relations follow immediately. &
Lemma 4.3. Let WACNN with W 2 ¼ I ; and assume that RAGBNN is given such
that DðtÞ ¼ RðtÞWR˜1ðtÞ is of the form (55). Introduce the operators B and Bw by (94),
and
A1 ¼MW ðRÞ; A2 ¼NW ðR1Þ; ð95Þ
Aw1 ¼ A2Bw; Aw2 ¼ BwA1: ð96Þ
Then B ¼ A1A2; Aw1 ¼NW ðR1ÞðI  12 HðDÞÞ; Aw2 ¼ ðI  12 HðDÞÞMW ðRÞ; and
Aw1A1A
w
1 ¼ Aw1; A1Aw1A1 ¼ A1; Aw2A2Aw2 ¼ Aw2; A2Aw2A2 ¼ A2: ð97Þ
Proof. Using formula (38), it follows that
MW ðRÞNW ðR1Þ ¼ TðRR1Þ þ HðRWR˜1Þ ¼ I þ HðDÞ:
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Hence A1A2 ¼ B: By using this, the relations of Aw1 ¼ A2Bw and Aw2 ¼ BwA1; and
formula BwBBw ¼ Bw from Lemma 4.2, we obtain
Aw1A1A
w
1 ¼ A2BwA1A2Bw ¼ A2BwBBw ¼ A2Bw ¼ Aw1;
Aw2A2A
w
2 ¼ BwA1A2BwA1 ¼ BwBBwA1 ¼ BwA1 ¼ Aw2:
Next, as an auxiliary step, we are going to establish the identities
HðDÞA1 ¼ HðDÞ2A1 and A2HðDÞ ¼ A2HðDÞ2: ð98Þ
Indeed, using that R ¼ DR˜W and formulas (17) and (18), it follows that
A1 ¼TðDR˜WÞ þ HðDR˜Þ
¼TðDÞTðR˜WÞ þ HðDÞHðRW Þ þ TðDÞHðR˜Þ þ HðDÞTðRÞ
¼HðDÞA1 þ TðDÞðTðR˜W Þ þ HðR˜ÞÞ:
Multiplying from the left with HðDÞ and observing that HðDÞTðDÞ ¼ 0 by
Lemma 4.2, we obtain the ﬁrst identity in (98). Similarly, by using R1 ¼ WR˜1D˜;
it follows that
A2 ¼TðWR˜1D˜Þ þ HðR1DÞ
¼TðWR˜1ÞTðD˜Þ þ HðWR˜1ÞHðDÞ þ TðR1ÞHðDÞ þ HðR1ÞTðD˜Þ
¼A2HðDÞ þ ðTðWR˜1Þ þ HðR1ÞÞTðD˜Þ:
Multiplying from the right with HðDÞ by observing that TðD˜ÞHðDÞ ¼ 0; we arrive at
the second identity in (98).
Using this and the deﬁnition of Bw; it follows that Aw1 ¼ A2ðI  12 HðDÞÞ and Aw2 ¼
ðI  1
2
HðDÞÞA1: Hence we obtain the desired expression for Aw1 and Aw2:
Moreover, using the notation p and q introduced in the proof of Lemma 4.2, it is
easy to see that BBw ¼ BwB ¼ p þ q: Hence
BBw ¼ BwB ¼ I þ 1
2
ðHðDÞ  HðDÞ2Þ: ð99Þ
Combining this with (98) it follows that
BBwA1 ¼ A1 and A2BwB ¼ A2:
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Now we are able to derive that remaining identities:
A1A
w
1A1 ¼A1A2BwA1 ¼ BBwA1 ¼ A1;
A2A
w
2A2 ¼A2BwA1A2 ¼ A2BwB ¼ A2:
This completes the proof. &
Lemma 4.4. Let A1; A2 and B be as before. Then
dim ker A1 ¼ dim ker A2 ¼ dim ker B: ð100Þ
Proof. Since HðDÞ ¼ HðDÞ by Lemma 4.1, it follows that B ¼ B: The relation
B ¼ A1A2 stated in Lemma 4.3 implies that ker A2Dker B and ker A1Dker B:
Moreover, because A2 ¼ A2Aw2A2 ¼ A2BwA1A2 ¼ Aw1B; we obtain ker BDker A2:
Similarly, since A1 ¼ A1Aw1A1 ¼ A1A2BwA1 ¼ BAw2; we arrive at ker BDker A1: &
Now we are able to establish formulas for the dimension of the kernel and
cokernel of the operators MW ðRÞ and NW ðRÞ; where RðtÞ represent appropriate
middle factors that are expected to appear in the asymmetric factorization. Note the
slightly modiﬁed notation in the following proposition, i.e., we are considering
NW ðR1Þ instead ofNW ðRÞ: The important point is, however, the RðtÞ is related to
a matrix function DðtÞ of the form (55).
Proposition 4.5. Let WACNN with W 2 ¼ I ; and assume that RAGBNN is given
such that DðtÞ ¼ RðtÞWR˜1ðtÞ is of the form (55) with characteristic pairs (57). Then
dim kerMW ðRÞ ¼ 
X
Kko0
YðRk; KkÞ; dim kerMW ðRÞ ¼
X
Kk40
YðRk; KkÞ; ð101Þ
dim kerNW ðR1Þ ¼
X
Kk40
YðRk; KkÞ; dim kerNW ðR1Þ ¼ 
X
Kko0
YðRk; KkÞ;
ð102Þ
Proof. The formulas for dim kerMW ðRÞ and dim kerNW ðR1Þ follow immedi-
ately from Lemma 4.4 in connection with Lemma 4.1. Moreover, by the index
formula stated in Proposition 2.1 it can be seen that
indMW ðRÞ ¼ ind TðRÞ ¼ wind det R;
indNW ðR1Þ ¼ ind TðR1Þ ¼ wind det R1 ¼ wind det R:
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Because DðtÞ ¼ RðtÞWR˜1ðtÞ; we have
wind det D ¼ wind det R þ wind det R˜1 ¼ 2 wind det R:
On the other hand,
wind det D ¼
XN
k¼1
Kk:
Combining all this, it follows that
indMW ðRÞ ¼ 1
2
XN
k¼1
Kk; indNW ðR1Þ ¼ 1
2
XN
k¼1
Kk: ð103Þ
Since Dð1ÞBDð1ÞBW ; we obtain from Proposition 3.4, in particular, that b ¼ g:
We conclude from the deﬁnition of the function Y that
XN
k¼1
YðRk; KkÞ ¼
1
2
XN
k¼1
Kk  1
2
X
Kk odd
Rk
¼ 1
2
XN
k¼1
Kk þ g b
2
¼ 1
2
XN
k¼1
Kk: ð104Þ
Using the formulas
indMW ðRÞ ¼ dim kerMW ðRÞ  dim kerMW ðRÞ;
indNW ðR1Þ ¼ dim kerNW ðR1Þ  dim kerNW ðR1Þ;
it is easy to derive the remaining two formulas. &
The following result determines the dimensions of the kernel and cokernel of the
operatorsMW ðAÞ andNW ðAÞ for AAGBNN in terms of the characteristic pairs of
an associated antisymmetric factorization problem. Note that the existence of this
antisymmetric factorization is ensured by Theorem 3.6.
Moreover, we give expressions for the pseudoinverses of the above
operator, which are the inverses in case of invertibility. It should also be
observed that in the formulation of the following theorem we need not make
reference to the asymmetric factorizations, although they are, of course, used in the
proof.
Theorem 4.6. Let WACNN with W 2 ¼ I ; and let AAGBNN :
(a) Assume that an antisymmetric factorization of the function FðtÞ ¼ AðtÞWA˜1ðtÞ
is given by FðtÞ ¼ AðtÞDðtÞA˜1 ðtÞ; where AAGBNN and DðtÞ is of the form
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(55) with the characteristic pairs (57). Then
dim kerMW ðAÞ ¼ 
X
Kko0
YðRk; KkÞ; ð105Þ
dim kerMW ðAÞ ¼
X
Kk40
YðRk; KkÞ: ð106Þ
Moreover, a pseudoinverse of MW ðAÞ is given by
NW ðA1AÞðI  12 HðDÞÞTðA1 Þ: ð107Þ
(b) Assume that an antisymmetric factorization of the function GðtÞ ¼ A˜1ðtÞWAðtÞ
is given by GðtÞ ¼ A˜1þ ðtÞDðtÞAþðtÞ; where AþAGBNNþ and DðtÞ is of the form
(55) with the characteristic pairs (57). Then
dim kerNW ðRÞ ¼ 
X
Kko0
YðRk; KkÞ; ð108Þ
dim kerNW ðRÞ ¼
X
Kk40
YðRk; KkÞ: ð109Þ
Moreover, a pseudoinverse of NW ðAÞ is given by
TðA1þ ÞðI  12 HðD1ÞÞMW ðAþA1Þ: ð110Þ
Proof. Let us ﬁrst consider case (a). By Theorem 3.6 we can assume that we are given
an asymmetric factorization AðtÞ ¼ AðtÞRðtÞA0ðtÞ with the conditions on the
factors stated there. In addition, we are given an antisymmetric factorization FðtÞ ¼
AðtÞDðtÞA˜1 ðtÞ with DðtÞ ¼ RðtÞWR˜1ðtÞ of the function FðtÞ ¼ AðtÞWA˜1ðtÞ:
From (32) and (34) it follows that
MW ðAÞ ¼MW ðAÞMW ðRÞMW ðA0Þ;
where bothMW ðAÞ ¼ TðAÞ andMW ðA0Þ are invertible. Their inverses are equal
to TðA1 Þ and MW ðA10 Þ; respectively. Hence the dimension of the kernel and
cokernel of MW ðAÞ is equal to that of MW ðRÞ; which, in turn, has been given in
Proposition 4.5.
Next we need to take into account the following fact, which can be proved
straightforwardly: if an operator S1 has a pseudoinverse S
w
1 and S2 ¼ US2V where U
and V are invertible operators, then a pseudoinverse of S2 is given by S
w
2 ¼ V1Sw1U1:
It follows from Lemma 4.3 that a pseudoinverse of MW ðRÞ ¼ A1 is given by
NW ðR1ÞðI  12 HðDÞÞ ¼ Aw1: Consequently, a pseudoinverse ofMW ðAÞ is given by
MW ðA10 ÞNW ðR1ÞðI  12 HðDÞÞTðA1 Þ:
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Now we use formulas (36) and (33) in order to conclude that
MW ðA10 ÞNW ðR1Þ ¼NW ðA10 ÞNW ðR1Þ ¼NW ðA10 R1Þ:
Remark that A10 R
1 ¼ A1A (because this is just the equation A ¼ ARA0).
Combining these last facts, we arrive at the desired expression for the pseudo-
inverse.
Case (b) can be treated in the same way, but we give the complete proof because
the notation differs sometimes here in comparison with previous results. First of all,
we may assume that we are given an asymmetric factorization AðtÞ ¼ A0ðtÞRðtÞAþðtÞ
as has been stated in Theorem 3.6. Moreover, we are given an antisymmetric
factorization GðtÞ ¼ A˜1þ ðtÞDðtÞAþðtÞ with DðtÞ ¼ R˜1ðtÞWRðtÞ of the function
GðtÞ ¼ A˜1ðtÞWAðtÞ: From (33) and (35) it follows that
NW ðAÞ ¼NW ðA0ÞNW ðRÞNW ðAþÞ;
where NW ðA0Þ and NW ðAþÞ ¼ TðAþÞ are invertible. The inverses are NW ðA10 Þ
and TðA1þ Þ; respectively. The above relation DðtÞ ¼ R˜1ðtÞWRðtÞ can be rewritten
as D1ðtÞ ¼ R1ðtÞWR˜ðtÞ: We now have to apply Proposition 4.5 and Lemma 4.3
with RðtÞ replaced with R1ðtÞ and DðtÞ replaced with D1ðtÞ: Correspondingly, the
characteristic pairs ðRk; KkÞ have to be replaced with ðRk;KkÞ: We arrive at the
formulas
dim kerNW ðRÞ ¼
X
Kko0
YðRk;KkÞ; dim kerNW ðRÞ ¼ 
X
Kk40
YðRk;KkÞ:
It remains to note that YðRk;KkÞ ¼ YðRk; KkÞ in order to conclude the desired
formulas for the dimension of the kernel and cokernel of NW ðAÞ:
Also in regard to the pseudoinverse we have to apply Lemma 4.3, but with RðtÞ
replaced with R1ðtÞ and DðtÞ replaced with D1ðtÞ: It follows that the pseudoinverse
of NW ðRÞ ¼ A2 is given by ðI  12HðD1ÞÞMW ðR1Þ ¼ Aw2: As before, we obtain
that a pseudoinverse of NW ðAÞ is given by
TðA1þ ÞðI  12 HðD1ÞÞMW ðR1ÞNW ðA10 Þ:
Using formulas (36) and (32) we derive
MW ðR1ÞNW ðA10 Þ ¼MW ðR1ÞMW ðA10 Þ ¼MW ðR1A10 Þ:
The desired pseudoinverse of MW is now obtained by piecing together these
last facts in connection with R1A10 ¼ AþA1; which is just the factorization
A ¼ A0RAþ rewritten. &
At the end of this section we consider some simple consequences of the previous
theorem. In particular, we state the necessary and sufﬁcient conditions for the
invertibility of the operators MW ðAÞ and NW ðAÞ:
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Corollary 4.7. Let WACNN with W 2 ¼ I ; and assume AAGBNN :
(a) The operator MW ðAÞ is invertible if and only if the function FðtÞ ¼
AðtÞWA˜1ðtÞ admits an antisymmetric factorization with characteristic pairs
ðRk; KkÞ which are all contained in the set
fð1;1Þ; ð1; 0Þ; ð1; 0Þ; ð1; 1Þg: ð111Þ
(b) The operator NW ðAÞ is invertible if and only if the function GðtÞ ¼
A˜1ðtÞWAðtÞ admits an antisymmetric factorization with characteristic pairs
ðRk; KkÞ which are all contained in the set
fð1;1Þ; ð1; 0Þ; ð1; 0Þ; ð1; 1Þg: ð112Þ
Proof. The operators are invertible if and only if the sums in (105) and (106), or,
(108) and (109), respectively are zero. Not that the different terms appearing there
are all nonnegative integers. Hence they must be equal to zero. It remains to remark
that YðR; KÞ ¼ 0 if and only if K ¼ 0 or K ¼ R ¼ 1 or K ¼ R ¼ 1: &
The previous result takes a much simpler form in the two special cases where
W ¼ I or W ¼ I : In fact, we can apply Proposition 3.4 and recall the deﬁnition
of the numbers a; b; g; d:
In the case where W ¼ I ; we have Fð1Þ ¼ Fð1Þ ¼ I and Gð1Þ ¼ Gð1Þ ¼ I :
Hence Proposition 3.4 implies that a ¼ N and b ¼ g ¼ d ¼ 0: Hence among the pairs
given in (111) or (112) only the pair ð1; 0Þ can occur. The result is that the operator
MI ðAÞ (NI ðAÞ; resp.) is invertible if and only if the function FðtÞ ¼ AðtÞA˜1ðtÞ
(GðtÞ ¼ A˜1ðtÞAðtÞ; resp.) admits an antisymmetric factorization with all character-
istic pairs equal to ð1; 0Þ:
In the case where W ¼ I ; we obtain in a similar way the result that the operator
MI ðAÞ (NI ðAÞ; resp.) is invertible if and only if the function FðtÞ ¼ AðtÞA˜1ðtÞ
(GðtÞ ¼ A˜1ðtÞAðtÞ; resp.) admits an antisymmetric factorization with all
characteristic pairs equal to ð1; 0Þ:
5. Singular integral operators with ﬂip
In this section, we study the properties of singular integral operators with ﬂip. In
particular, we obtain results for the dimension of the kernel and cokernel in the case
of Fredholmness under the assumption that the generating functions belong to the
Banach algebra BNN :
In what follows, when we are given the matrix functions a; b; c; dALNðTÞNN ;
we associate the matrix function
A ¼ a b
c d
 !
ALNðTÞ2N2N ; ð113Þ
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which has twice the size of the matrix functions a; b; c; d: Moreover, we let W stand
for the following constant matrix of size 2N  2N;
W ¼ 0 IN
IN 0
 !
: ð114Þ
Finally, to a matrix function AALNðTÞ2N2N given as above, we associate a matrix
function AˆALNðTÞ2N2N deﬁned by
Aˆ ðtÞ ¼ WA˜ðtÞW : ð115Þ
Next we introduce, for given AALNðTÞ2N2N ; the following operators:
TðAÞ ¼ ðP; JPÞMðAÞ P
PJ
 !
; ð116Þ
HðAÞ ¼ ðP; JPÞMðAÞ Q
QJ
 !
: ð117Þ
Using the basic relations for the operators P; Q; J; and MðAÞ; it is easy to see that
then
TðAˆ Þ ¼ ðQ; JQÞMðAÞ Q
QJ
 !
; ð118Þ
HðAˆ Þ ¼ ðQ; JQÞMðAÞ P
PJ
 !
: ð119Þ
Moreover, given A; BALNðTÞ2N2N ; the following relations hold:
TðABÞ ¼TðAÞTðBÞ þHðAÞHðBˆ Þ; ð120Þ
HðABÞ ¼TðAÞHðBÞ þHðAÞTðBˆ Þ: ð121Þ
In fact, they are essentially a consequence of the identity
P
PJ
 !
ðP; JPÞ þ Q
QJ
 !
ðQ; JQÞ ¼ I 0
0 I
 !
:
The formal resemblance to formulas (17) and (18) is obvious.
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Finally, we deﬁne the operators
FðAÞ ¼TðAÞ þHðAÞ ¼ ðP; JPÞMðAÞ I
J
 !
; ð122Þ
CðAÞ ¼TðAÞ þHðAˆ Þ ¼ ðI ; JÞMðAÞ P
PJ
 !
: ð123Þ
These operators are the singular integral operators with flip which we intend to study
in this section. Indeed, if A is given by (113), then
FðAÞ ¼ PMðaÞ þ PJMðb˜Þ þ QJMðcÞ þ QMðd˜Þ; ð124Þ
CðAÞ ¼ MðaÞP þ MðbÞJQ þ Mðc˜ÞJP þ Mðd˜ÞQ: ð125Þ
Using formulas (120) and (121), formulas analogous to (29) and (30) can be
derived:
FðABÞ ¼ FðAÞFðBÞ þHðAÞFðBˆ  BÞ; ð126Þ
CðABÞ ¼ CðAÞCðBÞ þCðAˆ  AÞHðBˆ Þ: ð127Þ
Indeed,
FðABÞ ¼TðABÞ þHðABÞ
¼TðAÞTðBÞ þHðAÞHðBˆ Þ þTðAÞHðBÞ þHðAÞTðBˆ Þ
¼TðAÞFðBÞ þHðAÞFðBˆ Þ
¼FðAÞFðBÞ þHðAÞFðBˆ  BÞ:
Moreover,
CðABÞ ¼TðABÞ þHðAˆ Bˆ Þ
¼TðAÞTðBÞ þHðAÞHðBˆ Þ þTðAˆ ÞHðBˆ Þ þHðAˆ ÞTðBÞ
¼CðAÞTðBÞ þCðAˆ ÞHðBˆ Þ
¼CðAÞCðBÞ þCðAˆ  AÞHðBˆ Þ:
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The corresponding ‘‘simpliﬁcations’’, where multiplicativity holds, read as follows:
FðABÞ ¼ FðAÞFðBÞ if AAðHNÞ2N2N or BAðLNÞ2N2NW ; ð128Þ
CðABÞ ¼ CðAÞCðBÞ if AAðLNÞ2N2NW or BAðHNÞ2N2N : ð129Þ
Here W is given by (114). Note that the Banach algebra ðLNÞ2N2NW is equal to
fAALNðTÞ2N2N : Aˆ ¼ Ag: ð130Þ
Also the counterpart of formula (38) can be established:
FðAÞCðBÞ ¼TðABÞ þHðABˆ Þ: ð131Þ
Indeed, using (120) and (121) it follows that
FðAÞCðBÞ ¼ ðTðAÞ þHðAÞÞðTðBÞ þ HðBˆ ÞÞ
¼TðAÞTðBÞ þHðAÞHðBˆ Þ þHðAÞTðBÞ þTðAÞHðBˆ Þ
¼TðABÞ þHðABˆ Þ:
The analogy of these formulas in comparison with previous formulas ﬁnds its
crystal explanation in the following result.
Proposition 5.1. The mapping X defined by
X :LðL2ÞNN-LðH2Þ2N2N ; X/ P
PJ
 !
XðP; JPÞ ð132Þ
represents a C-algebra isomorphism between LðL2ÞNN and LðH2Þ2N2N : In
particular, the mapping X acts as follows:
X :TðAÞ/TðAÞ; X :HðAÞ/HðAWÞ; ð133Þ
X :FðAÞ/MW ðAÞ; X :CðAÞ/NW ðAÞ; ð134Þ
for AALNðTÞ2N2N ; where W is given by (114).
Proof. The ﬁrst assertion follows from the fact that the linear operators
ðP; JPÞ : ðH2Þ2N-ðL2ÞN and P
PJ
 !
: ðL2ÞN-ðH2Þ2N ð135Þ
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are Hilbert space isometries and are both the inverse and the adjoint of each other.
In fact,
ðP; JPÞ P
PJ
 !
¼ I ;
P
PJ
 !
ðP; JPÞ ¼ P 0
0 P
 !
:
In order to prove (133) and (134) it sufﬁces to recall the deﬁnitions (116), (117),
(122), (123), to use the last identity and the relation
Q
QJ
 !
¼ 0 J
J 0
 !
P
PJ
 !
¼ W J 0
0 J
 !
P
PJ
 !
:
One has also to use the deﬁnition of MW ðAÞ and NW ðAÞ and the fact that
Aˆ ¼ WA˜W : &
The importance of the previous proposition is that it says that the above singular
integral operators with ﬂip are unitarily equivalent to Toeplitz plus Hankel
operators. These Toeplitz plus Hankel operators fall exactly in the classes which
were studied in the previous sections. Hence it is possible to reduce the study of the
several properties of singular integral operators with ﬂip to the corresponding
problems for these Toeplitz plus Hankel operators, which has already been done.
In regard to Propositions 2.1 and 2.2, the following result is an immediate
consequence.
Proposition 5.2. Let AALNðTÞ2N2N :
(a) If FðAÞ is Fredholm, then AAGðLNðTÞ2N2NÞ:
(b) If CðAÞ is Fredholm, then AAGðLNðTÞ2N2NÞ:
Now assume that AACðTÞ2N2N : Then
(c) FðAÞ is Fredholm if and only if AAGðCðTÞ2N2NÞ;
(d) CðAÞ is Fredholm if and only if AAGðCðTÞ2N2NÞ:
Moreover, if this is true, then indFðAÞ ¼ indCðAÞ ¼ wind det A:
Another result concerns the case where AAðLNÞ2N2NW with W given by (114). As
we will see shortly, this case is trivial. If A is given by (113) and Aˆ ¼ A; then d ¼ a˜
and c ¼ b˜: In other words,
FðAÞ ¼ CðAÞ ¼ MðaÞ þ MðbÞJ; ð136Þ
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which is an operator composed of multiplication operators and the ﬂip operator, but
without the usual singular integral operator S ¼ P  Q: Compare in this connection
the ﬁrst equality in this formula with identity (36).
For completeness sake, we state the corresponding invertibility and Fredholm
criteria for operators (136), which follow from Corollary 2.3 by means of Proposition
5.1. It can be proved also by different, more straightforward considerations.
Corollary 5.3. Let AAðLNÞ2N2NW ; where W is given by (114). Then the following are
equivalent:
(i) AAGðLNÞ2N2NW :
(ii) FðAÞ ¼ CðAÞ is invertible.
(iii) FðAÞ ¼ CðAÞ is Fredholm.
If this is fulfilled, then the inverse of FðAÞ ¼ CðAÞ is given by FðA1Þ ¼ CðA1Þ:
Now we turn to the case in which we are actually interested in, namely the
operators FðAÞ and CðAÞ with AAB2N2N : As before we assume that the Banach
algebra B possesses properties (a)–(d) stated at the beginning of Section 3.
Because the Banach algebra B is inverse closed in CðTÞ; Proposition 5.2(cd)
implies that, for given AAGB2N2N ; the operator FðAÞ (CðAÞ; resp.) is a Fredholm
operator if and only if AAGB2N2N : Similar as in Section 4, and, of course, referring
to these results, we will determine the dimension of the kernel and cokernel of FðAÞ
and CðAÞ in terms of the characteristic pairs of an antisymmetric factorization of a
certain associated function. Formulas for pseudoinverses (which are the inverses in
the case of invertibility) will also be presented.
Theorem 5.4. Let W be given by (114), and let AAGB2N2N :
(a) Assume that an antisymmetric factorization of the function FðtÞ ¼ AðtÞWA˜1ðtÞ
is given by FðtÞ ¼ AðtÞDðtÞA˜1 ðtÞ; where AAGBNN and DðtÞ is of the form
(55) with the characteristic pairs (57). Then
dim kerFðAÞ ¼ 
X
Kko0
YðRk; KkÞ; ð137Þ
dim kerFðAÞ ¼
X
Kk40
YðRk; KkÞ: ð138Þ
Moreover, a pseudoinverse of FðAÞ is given by
CðA1AÞðI  12HðDW ÞÞTðA1 Þ: ð139Þ
(b) Assume that an antisymmetric factorization of the function GðtÞ ¼ A˜1ðtÞWAðtÞ
is given by GðtÞ ¼ A˜1þ ðtÞDðtÞAþðtÞ; where AþAGBNNþ and DðtÞ is of the
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from (55) with the characteristic pairs (57). Then
dim kerCðAÞ ¼ 
X
Kko0
YðRk; KkÞ; ð140Þ
dim kerCðAÞ ¼
X
Kk40
YðRk; KkÞ: ð141Þ
Moreover, a pseudoinverse of CðAÞ is given by
TðA1þ ÞðI  12HðD1WÞÞFðAþA1Þ; ð142Þ
Proof. The proof is based on Theorem 4.6 and Proposition 5.1. Because FðAÞ and
CðAÞ are unitarily equivalent toMW ðAÞ andNW ðAÞ; respectively, the formulas for
the dimension of the kernel and cokernel follow immediately. In order to show that
the above expressions are indeed pseudoinverses, one can apply the C-algebra
isomorphism X introduced in Proposition 5.1 to these operators. Using the formulas
stated there, one obtains
X :CðA1AÞðI  12HðDW ÞÞTðA1 Þ/NW ðA1AÞðI  12 HðDÞÞTðA1 Þ;
X :TðA1þ ÞðI  12HðD1WÞÞFðAþA1Þ/TðA1þ ÞðI  12 HðD1ÞÞMW ðAþA1Þ:
The operators on the right-hand side are exactly expressions (107) and (110) for the
pseudoinverses of MW ðAÞ and NW ðAÞ: The observation that an operators X w is a
pseudoinverse of an operator X if and only if XðX wÞ is a pseudoinverse of XðXÞ
completes the proof. &
The corresponding invertibility criteria reads as follows (cf. Corollary 4.7).
Corollary 5.5. Let W be given by (114), and assume AAGB2N2N :
(a) The operator FðAÞ is invertible if and only if the function FðtÞ ¼ AðtÞWA˜1ðtÞ
admits an antisymmetric factorization with characteristic pairs ðRk; KkÞ which are
all contained in the set
fð1;1Þ; ð1; 0Þ; ð1; 0Þ; ð1; 1Þg: ð143Þ
(b) The operator CðAÞ is invertible if and only if the function GðtÞ ¼ A˜1ðtÞWAðtÞ
admits an antisymmetric factorization with characteristic pairs ðRk; KkÞ which are
all contained in the set
fð1;1Þ; ð1; 0Þ; ð1; 0Þ; ð1; 1Þg: ð144Þ
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6. General Toeplitz plus Hankel operators
In this section we study Toeplitz plus Hankel operators TðaÞ þ HðbÞ where no
‘‘a priori’’ relation between a and b is assumed.
It has been stated in Proposition 2.1 that the Fredholmness of TðaÞ þ HðbÞ with
a; bALNðTÞNN implies aAGðLNðTÞNNÞ: Moreover, in the case where
a; bACðTÞNN the necessary and sufﬁcient criteria for Fredholmness has been
stated in Proposition 2.2.
We are going to consider the case where a; bABNN : It follows as before from the
inverse closedness of B in CðTÞ that TðaÞ þ HðbÞ with a; bABNN is Fredholm if
and only if aAGBNN : The dimension of the kernel and cokernel in the case of
Fredholmness reads as follows.
Theorem 6.1. Let aAGBNN ; bABNN ; and W be given by (114). Introduce the
functions
AðtÞ ¼ aðtÞ bðtÞ
0 IN
 !
AB2N2N ; ð145Þ
FðtÞ ¼ AðtÞWA˜1ðtÞ ¼ bðtÞa˜
1ðtÞ aðtÞ  bðtÞa˜1ðtÞb˜ðtÞ
a˜1ðtÞ a˜1ðtÞb˜ðtÞ
 !
AB2N2N : ð146Þ
If the characteristic pairs of the antisymmetric factorization of FðtÞ ¼
AðtÞDðtÞA˜1 ðtÞ are given by (57), then
dim kerðTðaÞ þ HðbÞÞ ¼ 
X
Kko0
YðRk; KkÞ; ð147Þ
dim kerðTðaÞ þ HðbÞÞ ¼
X
Kk40
YðRk; KkÞ: ð148Þ
Moreover, if we write
A1A ¼
u1
u2
 !
; A1 ¼ ðv1; v2Þ; ð149Þ
with u1; u2ABN2N and v1; v2AB2NN ; then a pseudoinverse of TðaÞ þ HðbÞ is given by
ðTðu1Þ þ Hðu˜2ÞÞðP  12 HðDÞÞTðv1Þ: ð150Þ
Proof. The dimension of the kernel and cokernel of the Toeplitz plus Hankel
operator TðaÞ þ HðbÞ; which is deﬁned on ðH2ÞN ; coincides with that of
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the operator
X ¼ PMðaÞP þ PMðbÞJP þ Q;
which is deﬁned on ðL2ÞN : Now we write
PMðaÞP þ PMðbÞJP þ Q ¼ ðI  PMðaÞQ  PMðbÞJQÞðPMðaÞ þ PMðbÞJ þ QÞ:
Because I  Y ¼ PMðaÞQ þ PMðbÞJQ is nilpotent, the ﬁrst expression on the right-
hand side (i.e., the operator Y ) is invertible. Hence we have to determine the
dimension of the kernel and cokernel of
PMðaÞ þ PMðbÞJ þ Q;
which is just the singular integral operator FðAÞ with AðtÞ given as above. Now the
result follows from Theorem 5.4.
As to the pseudoinverse, we ﬁrst remark that a pseudoinverse of TðaÞ þ HðbÞ is
given by PX wP; where X w is a pseudoinverse of the above operator X : Since X ¼
YFðAÞ; it follows that X w ¼ ðFðAÞÞwY1: Hence PX wP ¼ PðFðAÞÞwP because P ¼
Y1P as can easily be seen. From Theorem 5.4(a) we conclude that ðFðAÞÞw may be
given by
CðA1AÞðI  12HðDW ÞÞTðA1 Þ:
Using the deﬁnition of the operators occurring there, we obtain that this is
equal to
ðI ; JÞMðA1AÞ
P
PJ
 !
I  1
2
ðP; JPÞMðDÞ QJ
Q
 ! !
ðP; JPÞMðA1 Þ
P
PJ
 !
¼ ðI ; JÞMðA1AÞ P  1
2
PMðDÞJP
 
MðA1 Þ
P
PJ
 !
:
Hence PX wP ¼ PðFðAÞÞwP equals
ðP; PJÞM u1
u2
 !
P P  1
2
HðDÞ
 
PMðv1; v2Þ
P
0
 !
;
which in turn is equal to operator (150). &
We want to emphasize that the matrices uk and vk are of size N  2N and 2N  N;
respectively, whereas D is of size 2N  2N: The occurring Toeplitz and Hankel
operators are block operators of a corresponding size and their deﬁnition should be
obvious.
In the above theorem, we reduced the calculation of the dimensions and
pseudoinverse for TðaÞ þ HðbÞ to those of the singular integral operator FðAÞ: For
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reasons of symmetry, one should suspect that it can also be done by reduction to the
singular integral operatorCðBÞ: We will establish the corresponding statement in the
following theorem for completeness sake. Of course, the corresponding result should
essentially be the same. How the assertions of both of theorems are related with each
other will be discussed afterwards.
Theorem 6.2. Let aAGBNN ; bABNN ; and W be given by (114). Introduce the
functions
BðtÞ ¼ aðtÞ 0
b˜ðtÞ IN
 !
AB2N2N ; ð151Þ
GðtÞ ¼ B˜1ðtÞWBðtÞ ¼ a˜
1ðtÞb˜ðtÞ a˜1ðtÞ
aðtÞ  bðtÞa˜1ðtÞb˜ðtÞ bðtÞa˜1ðtÞ
 !
AB2N2N : ð152Þ
If the characteristic pairs of the antisymmetric factorization of GðtÞ ¼ B˜1þ DðtÞBþðtÞ
are given by (57), then
dim kerðTðaÞ þ HðbÞÞ ¼ 
X
Kko0
YðRk; KkÞ; ð153Þ
dim kerðTðaÞ þ HðbÞÞ ¼
X
Kk40
YðRk; KkÞ: ð154Þ
Moreover, if we write
B1þ ¼
w1
w2
 !
; BþB1 ¼ ðy1; y2Þ; ð155Þ
with w1; w2ABN2N and y1; y2AB2NN ; then a pseudoinverse of TðaÞ þ HðbÞ is
given by
Tðw1ÞðP  12 HðD1ÞÞðTðy1Þ þ Hðy2ÞÞ: ð156Þ
Proof. As before, the dimension of the kernel and cokernel of TðaÞ þ HðbÞ coincides
with that of the operator X ¼ PMðaÞP þ PMðbÞJP þ Q: Now we write
PMðaÞP þ PMðbÞJP þ Q ¼ ðMðaÞP þ MðbÞJP þ QÞðI  QMðaÞP  QMðbÞJPÞ:
Because Y 0 ¼ QMðaÞP þ QMðbÞJP is nilpotent, the last expression on the right-
hand side is an invertible operator. Hence we are led to the dimension of the kernel
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and cokernel of
MðaÞP þ MðbÞJP þ Q;
which coincides with the singular integral operator CðBÞ where BðtÞ is given as
above. Now the result follows from Theorem 5.4.
Again, a pseudoinverse of TðaÞ þ HðbÞ is given by PX wP: Since X ¼ CðBÞY 0; it
follows that X w ¼ ðY 0Þ1ðCðBÞÞ: Hence PX wP ¼ PðCðBÞÞwP because P ¼ PðY 0Þ1
as can easily be seen. From Theorem 5.4(b) we conclude that ðCðBÞÞw may be
given by
TðB1þ ÞðI  12HðD1WÞÞFðBþB1Þ:
We obtain that this is equal to
ðP; JPÞMðB1þ Þ
P
PJ
 !
I  1
2
ðP; JPÞMðD1Þ QJ
Q
 ! !
ðP; JPÞMðBþB1Þ
I
J
 !
¼ ðP; JPÞMðB1þ Þ P 
1
2
PMðD1ÞJP
 
MðBþB1Þ
I
J
 !
:
Hence PX wP ¼ PðCðBÞÞwP equals
ðP; 0ÞM w1
w2
 !
P P  1
2
HðD1Þ
 
PMðy1; y2Þ
P
JP
 !
;
which in turn is equal to operator (156). &
Now we discuss the question of how the statements of the preceding two theorems
are related with each other. At ﬁrst glance, formulas (147) and (148) seem to
contradict (153) and (154) but this is just because the same notation has been used
for different factors DðtÞ with different characteristic pairs. In these theorems we
start with the antisymmetric factorizations of certain functions FðtÞ and GðtÞ:
FðtÞ ¼ AðtÞDð1ÞðtÞA˜1 ðtÞ; GðtÞ ¼ B˜1þ ðtÞDð2ÞðtÞBþðtÞ:
Assume that the notation of the characteristic pairs is given by Dð1ÞðtÞ ¼
diagðRð1Þi tK
ð1Þ
i Þ and Dð2ÞðtÞ ¼ diagðRð2Þi tK
ð2Þ
i Þ: The functions FðtÞ and GðtÞ are given by
(146) and (152), from which it follows that
GðtÞ ¼  0 11 0
 !
FðtÞ 0 1
1 0
 !
:
Note that the constant matrices on the right-hand side are the inverses of one
another. The last identity is the reason that from an antisymmetric factorization of
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FðtÞ one can immediately obtain an antisymmetric factorization of GðtÞ and vice
versa. More precisely, if we are given an antisymmetric factorization of FðtÞ; then an
antisymmetric factorization of GðtÞ is given with the factors
BþðtÞ ¼ A˜1 ðtÞ
0 1
1 0
 !
and Dð2ÞðtÞ ¼ Dð1ÞðtÞ:
This also shows that the construction of an antisymmetric factorization for FðtÞ and
GðtÞ is essentially the same problem. Moreover, if the characteristic pairs are ordered
‘‘appropriately’’, we may conclude that ðRð2Þk ; Kð2Þk Þ ¼ ðRð1Þk ; Kð1Þk Þ for all k: This
implies that formulas (147) and (148) indeed coincide with (153) and (154).
It is, however, not clear at this point whether formulas (150) and (156) for the
pseudoinverse are the same. Observe that pseudoinverses are in general not unique. Of
course, if the pseudoinverses are inverses, then they automatically have to be the same.
7. More general singular integral operators
In this section we consider a more general class of singular integral operators. The
operators FðAÞ andCðAÞ just represent special cases of this class of operators (see (124)
and (125)). These more general singular integral operators are operators of the form
PMða1ÞP þ PMðb1ÞJQ þ QMðc˜1ÞJP þ QMðd˜1ÞQ
þ PMða2ÞJP þ PMðb2ÞQ þ QMðc˜2ÞP þ QMðd˜2ÞJQ; ð157Þ
where ai; bi; ci; diALNðTÞNN ; i ¼ 1; 2: Introducing the functions A; BALNðTÞ2N2N
and the constant WAC2N2N by
A ¼ a1 b1
c1 d1
 !
; B ¼ a2 b2
c2 d2
 !
; W ¼ 0 IN
IN 0
 !
; ð158Þ
it is easily seen by help of formulas (116) and (117) that operator (157) equals
TðAÞ þHðBWÞ: ð159Þ
The following result is an immediate consequence of Propositions 2.1 and 2.2 in
connection with Proposition 5.1. It is also a generalization of Proposition 5.2.
Proposition 7.1. Let A; BALNðTÞ2N2N :
(a) If TðAÞ þHðBW Þ is Fredholm, then AAGðLNðTÞ2N2NÞ:
Let A; BACðTÞ2N2N :
(b) TðAÞ þHðBW Þ is Fredholm if and only if AAGðCðTÞ2N2NÞ:
Moreover, if this is true, then ind ðTðAÞ þHðBWÞÞ ¼ wind det A:
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In fact, the mapping X deﬁned in Proposition 5.1 sends the operator TðAÞ þ
HðBWÞ into the Toeplitz plus Hankel operator TðAÞ þ HðBÞ: In the case where
AAGðB2N2NÞ and BAB2N2N ; these operators are Fredholm, and formulas for the
dimension of the kernel and cokernel can be obtained by help of the results of the
previous section.
Theorem 7.2. Let AAGðB2N2NÞ and BAB2N2N : Introduce the function F by
F ¼ BA˜
1 A  BA˜1B˜
A˜1 A˜1B˜
 !
AGðB4N4NÞ: ð160Þ
Then F admits an antisymmetric factorization. If the characteristic pairs are denoted
by ðRk; KkÞ; k ¼ 1;y; 4N; then
dim kerðTðAÞ þHðBWÞÞ ¼ 
X
Kko0
YðRk; KkÞ; ð161Þ
dim kerðTðAÞ þHðBWÞÞ ¼
X
Kk40
YðRk; KkÞ: ð162Þ
It is also possible to establish formulas for the pseudoinverses ofTðAÞ þHðBW Þ:
We leave these details to the reader.
Note added in proof: After submission of the manuscript the author learnt about
results of V.G. Kravchenko, A.B. Lebre and J.S. Rodrı´guez (now published in [5]).
Their article deals with integral operators (acting on LpðTÞÞ of form
MðaÞP þ MðbÞUP þ MðcÞUQ þ MðdÞQ;
where a; b; c; d are functions taken from a decomposing Banach algebra of
continuous functions on T; and U is the Carleman shift operator
ðUf ÞðtÞ ¼ sþðtÞf ðsðtÞÞ; tAT;
where sþ and s are the functions
sþðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jmj2
q
1 %mt ; sðtÞ ¼
t  m
%mt  1; mAC; jmjo1:
Although there are signiﬁcant differences between the theory of singular integral
operators with such shifts and the theory of singular integral operators with a ﬂip J
considered in this article (which are due to the fact the mapping s on T is orientation
preserving whereas the mapping t/1=t is not), some aspects of the theories seem to
resemble each other.
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