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ABSTRACT
We present a new code, SCALAR, based on the high-resolution hydrodynamics and N-body code RAMSES, to solve the Schrödinger
equation on adaptive refined meshes. The code is intended to be used to simulate axion or fuzzy dark matter models where the
evolution of the dark matter component is determined by a coupled Schrödinger-Poisson equation, but it can also be used as a stand-
alone solver for both linear and non-linear Schrödinger equations with any given external potential. This paper describes the numerical
implementation of our solver and presents tests to demonstrate how accurately it operates.
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1. Introduction
The true nature of dark matter is not known. Weakly interacting
massive particles (WIMP) are still considered one of the most
likely candidates for cold dark matter (CDM), and several ex-
periments are ongoing to try to detect such particles. These are,
however, closing in on the neutrino floor where any signal would
be drowned in the solar neutrino background (Monroe & Fisher
2007).
A promising alternative to WIMPs are ultra-light axions,
fuzzy dark matter (Marsh 2016; Hui et al. 2017; Turner 1983;
Press et al. 1990; Goodman 2000; Peebles 2000; Calabrese &
Spergel 2016; Guzmán & Ureña-López 2003; Kim & Marsh
2016; Amendola & Barbieri 2006; Hu et al. 2000), and super-
fluid dark matter (Berezhiani & Khoury 2015; Khoury 2016,
2015; Sharma et al. 2019). These models have distinct and ob-
servable signatures on the small scales of structure formation,
they are also are able to solve some of the discrepancies ob-
served in CDM simulations, such as the missing satellites prob-
lem (Moore et al. 1999; Klypin et al. 1999), the cusp-core prob-
lem (de Blok 2010; Bar et al. 2018, 2019) and the too-big-to-fail
problem (Boylan-Kolchin et al. 2011). These disparities could,
however, have a solution within baryonic processes, which are
usually not included in standard CDM simulations as shown
in Macciò et al. (2012), Brooks et al. (2013), Governato et al.
(2010), Madau et al. (2014), Teyssier et al. (2013), Governato
et al. (2012), Pontzen & Governato (2012), Sawala et al. (2016),
and Brooks et al. (2017). To understand this better, one should
ideally perform simulations including both of these components.
In order to quantify the effects of axion-like dark matter
models, one needs to either solve a Schrödinger-Poisson sys-
tem or use the Mandelung formulation. The latter consists of
a set of traditional hydrodynamics equations, with an additional
pressure term which can be solved by using methods such as
smoothed particle hydrodynamics (SPH), as proposed by Marsh
(2015). However, it is known that numerical methods based on
the Madelung formulation of quantum mechanics are trouble-
some in regions around voids. This formulation, indeed, breaks
down where the density approaches zero and at interference
nodes, as the quantum pressure term can easily become singu-
lar (Marsh 2015; Li et al. 2019).
The Schrödinger-Poisson system has several applications in
cosmology. For instance, the six dimensional Vlasov equation
describing collisionless self-gravitating matter is approximated
by a Schrödinger-Poisson system for a complex wave-function
in three dimensions. This was proposed as an alternative way for
simulating CDM in Widrow & Kaiser (1993). It was later shown,
by solving the Schrödinger-Poisson system and comparing it to
the Vlasov solver ColDICE (Sousbie & Colombi 2016) in two
dimensions, that one has excellent qualitative and quantitative
agreement in the solution (Kopp et al. 2017). A similar study is
given in Mocz et al. (2018), where the system was solved using
a spectral method, demonstrating that one recovers the classical
behaviour in the limit where ~→ 0.
Unfortunately, the methods employed in the above men-
tioned papers, despite being very accurate, are too expensive to
perform high-resolution simulations in three dimensions. The
first cosmological, high-resolution, simulation of fuzzy dark
matter in three dimensions was performed in Schive et al. (2014)
using the code GAMER (Schive et al. 2010, 2018). There, an ex-
plicit method, similar to the one we present in this paper, was
used. In Veltmaat et al. (2018), they used the classical wave-
function to perform zoom-in simulations to study the formation
and evolution of ultralight bosonic dark matter halos from real-
istic cosmological initial conditions and in Mocz et al. (2017)
they studied galaxy formation with Bose-Einstein condensate
dark matter using a pseudo spectral method (see also Edwards
et al. (2018)). There have also been a handful of papers that have
performed simulations more in line with the hydrodynamical for-
mulation. In Zhang et al. (2018), a new technique to discretise
the quantum pressure is proposed and shown to reproduce the
expected density profile of dark matter halos. In Nori & Baldi
(2018), a module AX-GADGET for cosmological simulations us-
ing SPH inside the P-GADGET3 code is presented. These meth-
ods do not solve for the wave-function, but they have the ad-
vantage of being much less expensive to run than a full wave-
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function solver like ours. There have also been simulations per-
formed by using other numerical techniques in either two (Kopp
et al. 2017) or three spatial dimensions (Woo & Chiueh 2009).
In this paper we present SCALAR (Simulation Code for ultrA
Light Axions in RAMSES): a general adaptive mesh refinement
(AMR) code to solve the Schrödinger-Poisson system. Our im-
plementation is in the hydrodynamics and N-body code RAMSES
(Teyssier 2002). The structure of the paper is as follows: in Sec-
tion 2 we present the equations we are to solve, in Section 3 we
present the numerical implementation, in Section 4 we present
tests of the code and in Section 5 we discuss possible cosmolog-
ical applications before concluding in Section 6.
2. Theoretical model
A Bose-Einstein condensate (BEC) is a system of identical
bosons, where a large fraction of particles occupies the lowest
quantum energy state, or the ground state. This phenomenon typ-
ically takes place in gases, at very low temperatures or very high
densities and it was observed for the first time in Anderson et al.
(1995) and Davis et al. (1995). In the condensate regime, these
quantum systems behave as a macroscopic fluid and their pecu-
liar features are a macroscopic manifestation of quantum effects.
In general, when Bose-Einstein condensation occurs, ther-
mal de-Broglie wavelengths of particles start to overlap, as they
become grater than the mean inter-particle distance. At this
point, a coherent state develops and the system behaves as a
macroscopic fluid, where only binary collisions are relevant. The
dynamics of BECs is complicated, due to the difficulty in mod-
elling particle self-interactions.
However, in the Hartree mean-field theory and in the limit of
T → 0, binary collisions are modelled via an effective potential
and the whole quantum system can be described by a single-
particle wave-function ψ(x, t) obeying the non-linear Schödinger
equation:
i~
∂ψ
∂t
=
[
− ~
2
2m
∇2 + g|ψ|2 + mVext
]
ψ, (1)
where m is the mass of the boson and g is the self-interaction
coupling constant. Often, the trapping potential Vext(x, t) is in-
troduced by hand in order to model the presence of a trap, which
is responsible for keeping particles confined.
The single-particle wave-function is normalised such that:∫
|ψ|2 d3x = N, (2)
where N is the total number of particles present in the system.
As a consequence, the quantity |ψ(x, t)|2 represents the number
density of particles.
An alternative description of the macroscopic fluid is pro-
vided by the so-called Madelung formulation of the Schrödinger
equation. In this case, by expressing the single-particle wave-
function in polar coordinates:
ψ =
√
ρ
m
exp
( i
~
θ
)
, (3)
the dynamics of the system is described in terms of mass density
and velocity, which are macroscopic physical quantities and they
are respectively defined as:
ρ(x, t) = m|ψ(x, t)|2, (4)
v(x, t) =
1
m
∇θ(x, t). (5)
Thus, the Schrödinger equation can be cast into the following
system of equations:
∂ρ
∂t
+ ∇ · (ρv) = 0, (6)
∂v
∂t
+ (v · ∇)v = −∇
(
Vext +
g
m2
ρ + Q
)
, (7)
which are known as the Madelung or quantum Euler equations.
We recognise Eq. (6) as a continuity equation which expresses
conservation of mass. Although the second Madelung equation,
Eq. (7), expresses conservation of momentum, it is not the same
as the classical momentum equation, as it contains an additional
term Q, which is called quantum pressure and it is defined as:
Q ≡ − ~
2
2m2
∇2 √ρ√
ρ
. (8)
The quantum pressure is a macroscopic manifestation of quan-
tum effects and it is characteristic of Bose-Einstein condensates.
In this formulation, by defining the velocity as in Eq. (5), we
are intrinsically assuming that the fluid is irrotational, since:
∇ × v = ∇ × ∇θ = 0. (9)
However, during the evolution of the wave-function, the phase
can develop discontinuities of multiples of 2pi~ and its gradient
can subsequently generate vorticity in the field, as shown in Uh-
lemann et al. (2014, 2019).
In cosmology, these kinds of systems can be used to model
the dark matter contribution to the energy budget of the Universe.
In particular, in the last few decades, models where dark matter
is a light boson, such as ultra-light axions or fuzzy dark matter,
have received a lot of attention. Due to the small mass of these
bosons, macroscopic quantum effects manifest at astronomically
relevant scales. In these alternative dark matter models, new sig-
natures are expected within the structure formation process at
highly non-linear scales and, therefore, numerical simulations
are required in order to explore these scenarios.
Here, the dynamics of dark matter is also described by a
system of identical bosons gravitationally bounded. Therefore,
the governing equation is a non-linear Schrödinger equation,
Eq. (1), where the external potential is replaced by the gravi-
tational potential. In this class of alternative dark matter models,
self-interactions between bosons are often neglected, as the cou-
pling constant g is usually parametrically small. The resulting
system of equations describing the dynamics of the dark matter
fluid is called Schrödinger-Poisson system and, for an expanding
Universe, it reads:
i~
(
∂ψ
∂t
+
3
2
Hψ
)
=
(
− ~
2
2ma2
∇2 + maΦ
)
ψ, (10)
∇2Φ = 4piGa2
(
|ψ|2 − |ψ(a)|2
)
, (11)
where a is the scale-factor of the Universe, H ≡ d log(a)/dt
is the Hubble rate of expansion, and Φ is the gravitational po-
tential. With a change of variables ψ → a3/2ψ, the non-linear
Schrödinger equation above takes on the form of Eq. (1).
3. Numerical methods
In this section we provide a brief overview of the code RAMSES
and the AMR technique. Then, we discuss in details the numeri-
cal aspects of the algorithm we implemented in order to solve the
non-linear Schrödinger equation. Throughout this section, the di-
mensionality of the problem is denoted by dim and it can be 1, 2
or 3.
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3.1. Overview of RAMSES
The RAMSES code was originally designed for cosmological
simulations of structure formation and subsequently extended to
astrophysical applications. It consists of an N-body particle mesh
(PM) code, which solves the gravitational dynamics of a set of
macroparticles, sampling the phase space distribution of the dark
matter component in the Universe. Through PM algorithms, the
mass of each macroparticle is interpolated on a grid and the Pois-
son equation is solved in order to compute the gravitational po-
tential. Thus, the gravitational force acting on each element of
the system and the new phase space position of each macroparti-
cle are computed by solving the corresponding N-body equation
with a leapfrog scheme. In addition, RAMSES can solve the dy-
namics of the baryonic component present in the Universe. In
this case, the grid is also used to sample gas parcels and the evo-
lution of the system is described by the equations of hydrody-
namics, which are solved by means of a Godunov scheme. For
this purpose, Riemann solvers can be used for computing fluxes
of conserved physical quantities among cells.
The RAMSES code implements an AMR strategy, where a
hierarchy of nested grids is created in order to increase the local
resolution according to a set of refinement criteria. In this way,
RAMSES can solve accurately gas dynamics and gravitational
potential only where more precision is actually needed. This ap-
proach reduces consistently the amount of memory needed in
cosmological and hydrodynamical simulations, compared to the
case where a uniform high-resolution grid is used.
In SCALAR, we rely on the efficient AMR implementation
of RAMSES. In order to solve the dynamics of our theoretical
model, the single-particle wave-function is sampled by using the
original grid allocated by RAMSES for the Poisson and hydrody-
namics equations. Also in this case, the AMR approach provides
the opportunity to solve the Schrödinger equation with higher
resolution only where features of the wave-function are more
demanding.
3.2. Adaptive mesh refinement
The basic unit of the AMR hierarchy is an oct, which consists of
a set of 2dim cells. At each level in the AMR hierarchy, a grid is
a collection of octs with the same resolution. The grid with the
coarsest resolution is called domain grid and it covers the whole
computational domain. During the evolution of the physical sys-
tem, when the solution starts to develop features and its tracking
requires higher resolution, any cell at a given level can be split
into a child oct, with double the resolution of the parent cell.
At each time-step, the AMR structure is modified according
to a set of refinement criteria. First, for a generic level of refine-
ment `, a refinement map is created by marking all those cells
satisfying at least one refinement criterion. Also cells violating
the strict refinement rule are marked for refinement, in order to
guarantee that each child oct at level ` + 1 is surrounded by, at
least, 3dim−1 neighbours at the coarser level. However, if a given
cell at level ` does not satisfy any refinement criteria anymore, it
is marked for de-refinement and subsequently its child octs are
destroyed. Then, a new child oct is created at level `+ 1 for each
marked cell and all the relevant physical quantities are interpo-
lated from level `. Coarse-fine data interpolation, in an AMR
context, is often called prolongation and it can be done by us-
ing any of the interpolation schemes which are described in the
section below.
When computing the refinement map, physical quantities can
fluctuate around the refinement threshold in subsequent time-
steps. This means that, some cells at the boundary of a fine res-
olution region can be refined and de-refined many subsequent
times. In this case, the refinement map tends to be quite noisy,
since each interpolation operation where the solution is charac-
terised by strong gradients introduces numerical noise in the so-
lution of the non-linear Schrödinger equation. For this reason,
once the refinement map is computed according to a given set
of refinement criteria, a mesh smoothing operator is applied. For
this purpose, a cubic buffer of nexpand cells around the computed
map is additionally marked for refinement. In this way, even if
cells octs are created and destroyed at coarse-fine boundaries, the
interpolation procedure is applied in a regions where the wave-
function is smoother and, thus, it introduces a lower level of nu-
merical noise.
3.3. The Schrödinger equation
The SCALAR code evolves the solution of the non-linear
Schrödinger equation by using a Taylor’s method, similar to the
one designed in GAMER. Given the wave-function ψ(x, t0), the
formal solution of the non-linear Schrödinger equation, Eq. (1),
at time t1 = t0 + ∆t reads:
ψ(x, t1) = Uˆ(t1, t0)ψ(x, t0), (12)
where Uˆ(t1, t0) is the time evolution operator and it maps the
solution of the Schrödinger equation at two different times. In
the general case, the time evolution operator is defined as:
Uˆ(t1, t0) = exp
(
− i
~
∫ t1
t0
Hˆ(x, t′) dt′
)
, (13)
where Hˆ(x, t) denotes the Hamiltonian of the system. The oper-
ator Uˆ(t1, t0) has the main following properties:
– Uˆ(t, t) = 1,
– Uˆ(t1, t2) Uˆ(t2, t3) = Uˆ(t1, t3),
– Uˆ(t1, t2) = Uˆ†(t2, t1) = Uˆ−1(t2, t1).
In the limit of ∆t  1, then the following approximation holds:∫ t1
t0
Hˆ(x, t′) dt′ ≈ Hˆ(x, t0) ∆t, (14)
and, therefore, Eq. (13) can be approximated as:
Uˆ(t1, t0) ≈ exp
(
− i
~
Hˆ(x, t0)∆t
)
. (15)
In the general case, the Hamiltonian Hˆ(x, t) contains different
contributions to the total energy of the system. In particular, we
can express Hˆ(x, t) as a sum of contributions describing kinetic
and potential energies. Here, we denote these two operators re-
spectively as Kˆ(x, t) and Wˆ(x, t), and they are defined as:
Kˆ(x, t) ≡ − ~
2
2m
∇2, (16)
Wˆ(x, t) ≡ m
(
V(x, t) +
g
m
|ψ(x, t)|2
)
. (17)
By means of the Lie-Trotter formula (Trotter 1959), the time
evolution operator can be split as well:
Uˆ(t1, t0) ≈ exp
(
− i
~
Wˆ(x, t0)∆t
)
exp
(
− i
~
Kˆ(x, t0)∆t
)
. (18)
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As a consequence, the formal solution of the Schrödinger equa-
tion can be written as:
ψ(x, t1) = exp
(
− i
~
Wˆ(x, t0)∆t
)
exp
(
− i
~
Kˆ(x, t0)∆t
)
ψ(x, t0). (19)
In SCALAR , the two contributions to the time evolution operator
are applied separately. First, the 'drift' due to the kinetic part of
the Hamiltonian is approximated via Taylor expansion (here for
dim = 3):
ψ¯n+1i, j,k = exp
(
− i
~
Kˆ(x, t0)∆t
)
ψni, j,k
=
 ∞∑
N=0
1
N!
(
− i
~
Kˆ(x, t0)∆t
)Nψni, j,k
=
1 + ( i~∆t2m ∇2
)
+
1
2
(
i~∆t
2m
∇2
)2
+ . . .
ψni, j,k, (20)
where, for a generic operator Oˆ, the notation OˆN denotes N
consecutive applications of the same operator. In the SCALAR
code, the Taylor expansion is performed up to O(∆t3), which is
the minimum required by the stability analysis of the numerical
scheme. Furthermore, the laplacian operator is discretised by a
standard second-order finite difference formula:
∇2ψni, j,k =
ψni+1, j,k + ψ
n
i−1, j,k − 2ψni, j,k
∆x2
+
ψni, j+1,k + ψ
n
i, j−1,k − 2ψni, j,k
∆x2
+
ψni, j,k+1 + ψ
n
i, j,k−1 − 2ψni, j,k
∆x2
. (21)
Then, the 'kick' due to the potential is computed and the wave-
function at the new time-step reads:
ψn+1i, j,k = exp
(
− i
~
Wˆni, j,k∆t
)
ψ¯i, j,k. (22)
Here, the advantage of the Lie-Trotter splitting is clear: while the
kinetic contribution to the time evolution operator needs Taylor
expansion in order to be applied, the potential contribution only
provides a phase rotation of the wave-function and it can be com-
puted exactly.
Once the new wave-function is computed, the new mass den-
sity is computed according to:
ρn+1i, j,k
∣∣∣
S = m
∣∣∣ψn+1i, j,k ∣∣∣2 . (23)
3.4. The continuity equation
In quantum mechanics, the time evolution operator is unitary,
as expressed by its properties. This means that the mass density
carried by the wave-function is conserved. This is true also if
we consider separately the two contributions to the Hamiltonian.
However, the Taylor expansion, Eq. (20), breaks the unitarity of
the time evolution operator. Therefore, in order to improve the
conservation properties of our main numerical scheme, we im-
plement a secondary solver for the continuity equation associ-
ated to the non-linear Schrödinger equation.
Eq. (6) can be written in its conservative form:
∂ρ
∂t
+ ∇ · j = 0, (24)
where ρ(x, t) represents the mass density. Here, the quantity
j(x, t) is the associated density current, or flux, and it is defined
as:
j ≡ −i ~
2m
(ψ∗∇ψ − ψ∇ψ∗) . (25)
By explicitly considering real and imaginary part of the wave-
function, the density current can also be expresses as:
j =
~
m
(<[ψ]∇=[ψ] − =[ψ]∇<[ψ]) . (26)
In SCALAR, Eq. (24) is discretised by using a first-order Go-
dunov scheme:
ρn+1i, j,k − ρni, j,k
∆t
+
(
jn+
1
2
i+ 12 , j,k
− jn+ 12
i− 12 , j,k
)
∆x
+
(
jn+
1
2
i, j+ 12 ,k
− jn+ 12
i, j− 12 ,k
)
∆x
+
(
jn+
1
2
i, j,k+ 12
− jn+ 12
i, j,k− 12
)
∆x
= 0, (27)
where the time-centered fluxes are computed at cell interfaces. In
order to compute the time-centered fluxes at cell interfaces, the
wave-function is first computed at half time-step, by advancing
the solution of 0.5∆t. Then, the wave-function at cell interfaces
is estimated in each dimension by linear interpolation:
ψ
n+ 12
i+ 12 , j,k
=
ψ
n+ 12
i, j,k + ψ
n+ 12
i+1, j,k
2
,
ψ
n+ 12
i, j+ 12 ,k
=
ψ
n+ 12
i, j,k + ψ
n+ 12
i, j+1,k
2
, (28)
ψ
n+ 12
i, j,k+ 12
=
ψ
n+ 12
i, j,k + ψ
n+ 12
i, j,k+1
2
.
Its gradient, instead, is computed in each dimension by means of
the first-order finite difference formula and it reads:
∇ψn+ 12
i+ 12 , j,k
=
ψ
n+ 12
i+1, j,k − ψ
n+ 12
i, j,k
∆x
,
∇ψn+ 12
i, j+ 12 ,k
=
ψ
n+ 12
i, j+1,k − ψ
n+ 12
i, j,k
∆x
, (29)
∇ψn+ 12
i, j,k+ 12
=
ψ
n+ 12
i, j,k+1 − ψ
n+ 12
i, j,k
∆x
.
Thus, the time-centered density current at cell interfaces is com-
puted by means of Eq. (26).
However, this solver is not used to explicitly advance in time
the mass density, but only to enforce the conservation of mass.
Indeed, by denoting ρn+1i, j,k
∣∣∣
S and ρ
n+1
i, j,k
∣∣∣
C the new mass densities
computed by the main and the secondary solvers respectively, a
correcting factor is computed as follows:
R =
ρn+1i, j,k
∣∣∣
C
ρn+1i, j,k
∣∣∣
S
, (30)
which is used to rescale the wave-function.
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Although by solving the continuity equation on top of the
Schrödinger equation sensibly improves the conservation prop-
erties of the algorithm, this process does not ensure perfect con-
servation of mass. Since we truncate at the third order in time
the Taylor expansion of the kinetic operator, Eq. (20), the ki-
netic solver introduces truncation errors in the solution of the
Schrödinger equation. However, by rescaling the wave-function
with the correct amplitude computed from the continuity equa-
tion, we are able to significantly reduce truncation errors, as
shown by the improvement of several orders of magnitude on
the conservation properties of SCALAR in the tests we present
in Section 4. Unfortunately, the rescaling procedure is subject
to accumulation of round-off errors, leading to an evolution of
the error in the conservation of mass itself. However, the round-
off errors are of the order of machine precision, in contrast to the
much higher amplitude of the truncation errors introduced by the
kinetic solver. This solution was already adopted in the GAMER
code (Schive et al. 2014).
3.5. The solver
SCALAR solves the Schrödinger equation from the coarser to the
finer level in the AMR hierarchy. For a generic refinement level
`, the optimal time-step is chosen as:
∆t = min
CK · √32~ m(∆x)2, CW · 2pi~m|Vmax|
 , (31)
where |Vmax| denotes the maximum absolute value of the effec-
tive potential V + gm |ψ|2. Here, CK and CW are Courant factors
which are required to be smaller than one. The first term in
the square brackets is determined by the Von Neumann stabil-
ity analysis of the kinetic part of the solver. The second term,
instead, requires that the phase of the wave-function does not ro-
tate by a bigger angle than 2piCW within a time-step. In general,
the Courant factors CK and CW are chosen empirically, depend-
ing on the characteristics of the physical system that one aims
to model. In our case, we set CK = CW = 0.2 since it provides
a good accuracy on the solution of the non-linear Schrödinger
equation, without sacrificing too much computation time. In Ap-
pendix A we provide a detailed discussion of the Von Neumann
stability analysis of the numerical scheme.
In the original RAMSES code two different options are avail-
able regarding the choice of the time-step: a single or an adaptive
time-step. While the former consists in using the same time-step
for all refinement levels and it is determined by the finest level in
the AMR hierarchy, the latter allows to use smaller time-steps for
finer refinement levels. However, in case of adaptive time-step,
for each coarse time-step at level ` it is possible to perform only
two fine time-steps at level ` + 1. In SCALAR, an additional op-
tion is available: a flexible time-step, where for each coarse time-
step at level `, the number of fine steps at level `+1 is flexible and
it is determined by a level dependent Courant-Friedrichs-Lewy
(CFL) condition. From Eq. (31), when the optimal time-step is
chosen by the kinetic CFL condition, the time-step scales with
the grid size as ∆t ∝ ∆x2, which represents a stricter condition
than the usual case of hydrodynamics equations. Therefore, a
flexible time-step can reduce significantly the total amount of
coarse time-step in a simulation.
Within a generic level of refinement `, SCALAR solves the
non-linear Schrödinger equation for each oct separately. Thus,
in order to advance the solution over a time-step, the solver pro-
ceeds as follows:
Old solution Ψn, ρn = |Ψn|2
Compute half-step solution
Ψn+1/2 = K(
∆t
2 )Ψn
Compute full-step solution
Ψn+1 = W (∆t)K(
∆t
2 )Ψn+1/2
Compute new density
ρn+1 = |Ψn+1|2
Compute half-step flux
~jn+1/2 =
h¯
m Im[Ψ
∗∇Ψ]n+1/2
Evolve continuity equation
ρCn+1 = ρn − ∆t(∇ · ~jn+1/2)
Correct new solution
Ψn+1 →
√
ρC
n+1
ρn+1
Ψn+1
Fig. 1. Flowchart of the numerical algorithm implemented to solve the
Schrödinger-Poisson system. The kinetic solver is shown in blue (left)
and the continuity solver is shown in red (right).
1. For a given oct, a cubic buffer of neighbours cells is col-
lected. The equations are actually solved only for the central
oct, while the buffer cells are used to compute laplacians at
each order of the Taylor expansion. If the central oct lies next
to the coarse-fine boundary, the wave-function is interpolated
into ghost cells from level ` − 1.
2. The kinetic solver evolves the wave-function at the new time-
step by means of Eq. (20). First, by advancing the solution
by 0.5∆t, the half time-step solution ψ¯n+1/2i, j,k is estimated from
ψni, j,k and it is used later in order to compute the mass density
currents. Then, the full-step solution ψ¯n+1i, j,k and the new mass
density ρn+1i, j,k
∣∣∣
S are computed.
3. The wave-function at half time-step ψ¯n+1/2i, j,k is interpolated at
cell interfaces by using Eqs. (28)–(29) and the time-centered
density currents are computed by means of Eq. (26).
4. The continuity equation is solved and the new mass density
ρn+1i, j,k
∣∣∣
C is computed via Eq. (27).
5. The rescaling factor given by Eq. (30) is computed and ψ¯n+1i, j,k
is rescaled in order to preserve mass conservation.
6. If the given oct lies next to the coarse-fine boundary, the es-
timated flux is stored for the subsequent reflux operation.
7. Finally, the phase rotation due to the potential is computed
by applying Eq. (22) to ψ¯n+1i, j,k , and ψ
n+1
i, j,k is evaluated.
All steps, except the first and the last ones, are performed sepa-
rately for each physical dimension. This procedure is called di-
mensional splitting and it reduces a N-dimensional problem into
a system of N one dimensional problems. It has the advantage of
relaxing the CFL condition of the solver and, therefore, it allows
bigger time-steps. A flowchart of our solver is shown in Fig. (1).
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3.6. Refinement strategy
In SCALAR, we implement the same 'quasi-Lagrangian' ap-
proach as RAMSES uses for hydrodynamics: when the total mass
of a given cell exceeds a given threshold, the cell is marked for
refinement. The level dependent density threshold is defined as:
ρ` =
Mc
(∆x`)dim
, (32)
where Mc corresponds to the maximum mass allowed per cell.
In addition, following Schive et al. (2014) and the FLASH
code (Fryxell et al. 2000), we implement support for the invariant
version of the Löhner error estimator. It is based on the second
derivative of a given physical quantity, normalised by the first
derivative. Considering a generic physical quantity f , the error
estimator EL reads:
EL =

∑
i j
(
∂2 f
∂xi∂x j
)2
∑
i j
[
1
2∆x j
(∣∣∣∣∣ ∂ f∂xi
∣∣∣∣∣
i+1
+
∣∣∣∣∣ ∂ f∂xi
∣∣∣∣∣
i−1
)
+ ξ
| f¯i j|
∆xi∆x j
]2

1/2
, (33)
where the indices i, j run over each physical dimensions. Small
fluctuations of the physical quantity f are filtered out due to the
presence of the second term at denominator. The quantity | f¯i j| is
an average of f over dimensions i, j and ξ is a small constant.
This error estimator is dimensionless and therefore it can be ap-
plied to any physical quantity. Furthermore, in Eq. (33), EL is
bounded in the interval [0, 1]. In SCALAR, we apply the Löh-
ner error estimator separately to<[ψ] and =[ψ]. Then, the final
estimation of the error on the wave-function is given by:
EL =
√(
E<L
)2
+
(
E=L
)2
, (34)
and if it exceeds a user-defined threshold, the cell is marked for
refinement. This threshold can be chosen empirically, depending
on the features one needs to resolve in the solution of the govern-
ing equations. Although it is currently implemented in SCALAR,
we did not employed the Löhner error estimator in the test we
present here, in Section 4. In general, while testing separately
the implementation of the Löhner error estimator, we find that
a value of EL = 0.7 provides a good balance between com-
putational cost and accuracy for the solution of the non-linear
Schrödinger equation.
3.7. Spatial and temporal interpolation.
In SCALAR, interpolation is required when a generic level ` in
the AMR hierarchy is refined and new child octs are created at
level `+1, or when, during the solving process, boundary condi-
tions need to be specified for a fine-grid patch and ghost cells are
created. In both cases, the wave-function at the coarse level ` is
interpolated down to level `+1. In order to solve the equations of
motion, when the laplacian operator is applied, any discontinuity
in the second derivative of the wave-function introduces an error,
which propagates into the solution of the non-linear Schrödinger
equation and it can destroy the wave-function. Therefore, high-
order interpolation schemes are implemented in order to keep
the wave-function as smooth as possible.
In particular, in SCALAR, we implement two high-order in-
terpolation schemes. In both cases, the interpolating function is a
fourth-order polynomial, but the coefficients of the polynomials
are chosen in different ways. In one case, Lagrange basis poly-
nomials are computed in order to set the coefficients, resulting
in a fourth-order Lagrange interpolation scheme. In the second
case, fourth-order conservative interpolation is performed and
the coefficients of the interpolation are set by requiring that cell
averages of the interpolated quantities are preserved. In case of
adaptive time integration, linear temporal interpolation can also
be applied when computing boundary conditions for a fine level
patch, since coarse-grid and fine-grid wave-functions can be dis-
cretised at different times.
Furthermore, the interpolation can be performed on two dif-
ferent sets of variables: the original set of variables <[ψ] and
=[ψ], or derived variables m|ψ|2 and Arg[ψ], corresponding to
mass density and phase of the wave-function. The interpolation
schemes and the set of variables used for the interpolation pro-
cess can be specified by the user in the parameter file.
Further details on the interpolation schemes can be found in
Appendix B.
3.8. Artificial viscosity
In the tests shown in the upcoming sections, when they were
done at the domain level only, the solution of the non-linear
Schrödinger equation remains stable for as long as we could run
SCALAR. However, when refinements were included, the solver
had the tendency to develop spurious high-frequency waves at
coarse-fine boundary, even after improving the order of accu-
racy of interpolation schemes. In order to artificially dump spuri-
ous oscillations, we introduced an empirical viscosity term in the
non-linear Schrödinger equation. Thus, incorporating the viscos-
ity term, the non-linear Schrödinger equation, Eq. (1), is replaced
by:
i~
∂ψ(x, t)
∂t
=
[
− ~
2m
(1 − i)∇2 + g|ψ(x, t)|2 + mVext(x, t)
]
ψ(x, t),
(35)
where the constant  > 0 quantifies the strength of the damping
term. For example, if we consider a single plane-wave:
ψ ∝ exp(iωt − ikx), (36)
the viscosity term acts in a similar way as a Gaussian filter, by
dumping the wave-function by a factor of:
exp
(
−k
2t
2m
)
. (37)
This means that, including the artificial viscosity, the wave-
function is simply replaced by:
ψ→ ψ exp
(
−k
2t
2m
)
, (38)
In this way, the filter leaves untouched physical low frequency
modes in the wave-function, while smoothing the spurious nu-
merical oscillations. In general, an artificial viscosity term would
affect mass conservation. However, by solving the continuity
equation on top of the non-linear Schrödinger equation, mass
conservation is enforced and the artificial viscosity simply acts
as a viscous force. Indeed, if we consider the Madelung formu-
lation of quantum mechanics instead, Eq. (6) and Eq. (7), the
artificial viscosity term would be placed, together with the quan-
tum force, in the momentum equation. Thus, Eq. (7) would read:
∂v
∂t
+ (v · ∇)v = −∇
(
V +
g
m2
ρ + Q − 
2m
∇ (ρv)
ρ
)
. (39)
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The new viscous force term:
Fviscous = − 2m∇
(∇ (ρv)
ρ
)
,
helps preventing high-frequency waves to build up in time. With
the addition of such a viscosity term, we are able to evolve with-
out any issues the wave-function over hundreds of oscillation pe-
riods in our tests and, at the same time, preserving mass, energy
and agreement with analytical solutions. There is no unique pre-
scription for solving these issues we encountered and, in general,
it is possible to design more elaborate artificial viscosity terms.
In an AMR context, when choosing the value of the dumping
constant , one should keep in mind that spurious high-frequency
oscillations appear on scales of the local grid resolution, which
is not fixed, but it changes according to designed refinement cri-
teria. Thus, the strength of the dumping term should be decided
such that it does not over-suppress the wave-function in high-
resolution regions, but rather slightly under-suppress spurious
oscillations in low-resolution regions. Such a limitation of the
artificial viscosity term we implemented motivates further inves-
tigations to develop a more accurate scheme for dumping high-
frequency spurious oscillations. Empirically, we find that a value
in the range 0.2 <  < 1 ensures stability over a long time in all
the test cases we present (except the soliton test case, were we
set  = 0 and we do not use any artificial viscosity), by pre-
venting the growth of spurious oscillations in the solution of the
non-linear Schödinger equation.
3.9. Code units
We adopt the set of 'super-comoving coordinates' introduced in
Martel & Shapiro (1998), and already used in RAMSES. Thus,
the following change of variables is performed:
x˜ =
x
aL
, dτ˜ =
H0dt
a2
, ψ˜ =
ψ
ψ
,
V˜ =
Va2
(H0L)2
, m˜ =
mH0L2
~
, g˜ =
a2g
H0~
|ψ|2,
(40)
where H0 is the Hubble constant, L is the box size, and ψ is
chosen to ensure that
∫ |ψ˜|2 ddim x˜ = 1. As a consequence, the
resulting non-linear Schrödinger equation reads:
i
dψ˜
dτ˜
+
1
2m˜
∇˜2ψ˜ − m˜V˜ψ˜ − g˜|ψ˜|2ψ˜ = 0. (41)
This set of coordinates was specifically designed for cosmologi-
cal applications. However, it can be used for any application by
setting the scale factor a to unity and replacing H0 by a general
inverse time scale T−1. In the remainder of the paper, all equa-
tions are in these code units.
For the particular case of axion dark matter in a cosmological
setting (see Eq. (10)) we have g˜ = 0, ψ ∝ a−3/2, and the potential
is determined via the Poisson equation:
∇˜2V˜ = 3
2
a
[
Ωaxions(|ψ˜|2 − 1) + ΩCDM(ρ˜CDM − 1)
+ Ωbaryons(ρ˜baryons − 1) + . . .
]
, (42)
where Ωi is the fraction of the energy budget of our Universe
that is in matter component i (axions, baryons, CDM, etc.) and
the mean value of ρ˜i over the box is set to unity.
4. Tests of the code
In this section we present the numerical experiments we per-
formed in order to test the main features of SCALAR. When
testing the accuracy of our numerical schemes, we rely on three
main tests: conservation of mass, energy, and reproduction of
analytical solutions. Given the total mass M (t) in the simula-
tion box and the total energy E (t), the corresponding errors are
respectively defined as:
mass =
∣∣∣∣∣M (t) − M (0)M (0)
∣∣∣∣∣ and energy = ∣∣∣∣∣E (t) − E (0)E (0)
∣∣∣∣∣ .
Instead, by denoting the analytical solution as ψa (x, t) and the
numerical solution as ψn (x, t), at a given time, the error with
respect to the analytical solution is computed according to the
following formula:
solution =
〈
(ψa (x, t) − ψn (x, t))2
〉
x〈
ψ2a (x, t)
〉
x
.
where 〈 〉x denotes the mean over the box. For the tests we
present here, we always assume that each cell in the AMR grid
has the same size in all dimensions: ∆x = ∆y = ∆z. Furthermore,
in all the tests, we only employ the refinement criterion based on
density, as we found no need to use the Löhner error estimator
in order to achieve an accurate and stable solution over time.
Accuracy and performances. While running the tests we
discuss in this section, we measured the overall accuracy
and performances of the numerical algorithms implemented in
SCALAR.
The accuracy of a numerical method is often measured by
comparing the analytical solution with the numerical solution.
For this purpose, we compute the error with respect to the ana-
lytical solution as given above. The overall accuracy of SCALAR
is obtained by measuring how the global error, computed at a
given time, scales with the grid spacing. In Fig. 2, we show the
sample of errors we obtained for one of the numerical experi-
ments we performed, the soliton test. The data points are fitted
by the formula:
log2 (y) = α log2 (x) + β ,
where x and y represents the grid size and the error with respect
to the analytical solution, respectively. The parameters of the fit
α and β are determined by means of the Linear Least Square
(LLS) method and, in this case, we obtain α ∼ 1.8 and β ∼ 6.7.
While β is not relevant when measuring the convergence of a
numerical scheme, the parameter α represents the slope of the
fitting polynomial and it corresponds to the global accuracy of
the solver. Thus, for SCALAR, we achieve an overall second-
order accuracy.
We measured general performances of SCALAR on a small
cluster. Every node of the cluster is equipped with two Intel
E5-2670 processors, with 8 cores each, a clock frequency of
fCPU = 2.6 GHz and a total memory of 128 GB. Nodes within the
cluster are interconnected through a Mellanox 56 Gb FDR Inifni-
band. In application with gravity enabled, SCALAR can evolve
the solution of the non-linear Schrödinger equation by updating
a single cell in the AMR hierarchy in ∼ 11 µs. This means that,
our code is able to reach a value of ∼ 105 cell updated per sec-
ond.
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Fig. 2. Overall accuracy of the numerical scheme implemented to solve
the Schrödinger-Poisson system. Blue points represent errors with re-
spect to the analytical solution for the soliton test, computed at a given
time for ∆x = 2−8, 2−7, 2−6. The orange dashed line corresponds to the
polynomial fit.
Conservation of mass. The non-linear Schrödinger equation
has the conserved quantity:
M =
∫
|ψ|2 ddimx,
which in the Mandelung formulation is just the total mass of the
fluid. Mass and energy are not manifestly conserved by the main
solver, therefore monitoring them is a useful test.
In simulations with no refinements and without enforcing
mass conservation, we typically find the error on the conserva-
tion of mass of the order of (the prefactor is here for ∆x = 2−6):
∆M
M
∼ 10−6
( t
T
)
,
where T is the oscillation period. When we allow for refine-
ments, the situation is typically worse and it is not good enough
for cosmological simulations. However, by solving the continu-
ity equation on top of the Schrödinger equation, we observe an
improvement on the conservation of mass up to:
∆M
M
∼ 10−13
( t
T
)
.
This does not change when we allow refinements and, even
though the error grows linearly in time, it is good enough in order
to perform cosmological simulations. This is shown in Fig. (3),
where we perform the sine wave test on the domain grid only,
with a resolution of Ncell = 26 cells, corresponding to ` = 6 and
∆x = 2−6, in one dimension. Details regarding the sine wave test
are described in Section 4.1.
Please, refer to Section 3 for an explanation of the temporal
evolution of the error in the conservation of mass.
Conservation of energy. Since we enforce mass conservation
by solving the continuity equation, energy conservation is a bet-
ter accuracy test for our code. By defining kinetic and potential
energy as:
K ≡ 1
2m2
∫
|∇ψ|2 ddimx, (43)
W ≡ 1
2
∫
Veff |ψ|2 ddimx, (44)
the temporal change in the total energy of the system is ex-
pressed by:
d
dt
(K + W) =
1
2
∫
∂Veff
∂t
|ψ|2 ddimx. (45)
As we can see, in the case where the effective potential has no
explicit time-derivatives, the energy E = K + W is conserved
under the evolution.
In a cosmological setting, the potential V depends on time
via the scale-factor and this leads to a Lazyer-Irvine equation
(Kopp et al. 2017):
d
dt
(K + W) − HW = 0, (46)
which can be monitored by integrating it up while performing
the simulation.
Comparison to analytical solutions. The most stringent test
we can perform is to directly compare the numerical solution
with an analytical solution. However, the discretised version of
the governing equations is a different problem than the theo-
retical continuous limit and, thus, it admits a different solution.
Usually, the main difference between the solutions of the contin-
uous and the discretised non-linear Schrödinger equations leads
to the wave-function evolving with slightly different temporal
phases. For this reason, we estimate the phase difference be-
tween the two solutions and, starting from the analytical solu-
tion of the continuous non-linear Schrödinger equation, we com-
pute the theoretical solution of the discretised equation. Then,
we compare the numerical solution with the proper solution
of the discretised non-linear Schrödinger equation. This repre-
sents a way of comparing the numerical solution with the one
of the physical problem we are actually modelling. In the limit
of ∆x → 0, the solutions of the continuous and the discretised
non-linear Schrödinger equations converge to the same solution.
In this way, we show that the numerical solution is in excellent
agreement with the theoretical solution of the discretised prob-
lem, even in the case when the resolution is not extremely high,
where computation time would significantly increase.
In the plots below we show, for different choices of initial con-
ditions and potential, the error on the conservation of mass, the
error on the conservation of energy, and the error with respect to
the analytical solution.
4.1. Sine wave
The sine wave test evolves a static one dimensional density pro-
file, where the initial wave-function is set as:
ψ(x, 0) = sin(2pinx). (47)
It evolves in a constant potential, which is defined as:
V = 1 − 2pi
2n2
m2
, (48)
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Fig. 3. Errors in conservation of mass and energy when solving
the Schrödinger equation only (K) and when solving together the
Schrödinger and the continuity equations (K+C). Solving the continuity
equation together with the Schrödinger equation improves the conser-
vation properties of the algorithm by ∼ 6 orders of magnitude.
where m is the mass carried by the wave-function and the period
of oscillation is given by:
T =
2pi
m
. (49)
The full analytical solution reads:
ψ(x, t) = e−i
2pit
T sin(2pinx). (50)
This numerical experiment is designed to test the creation of
ghost cells when computing fine levels boundary conditions.
Here we only refine according to the mass criterion, Eq. (32)
and, since the density profile does not evolve in time, there is no
dynamical creation or destruction of grids: once the refinement
map is computed at the beginning, it does not change. We evolve
the solution of the Schrödinger equation over 100 periods of os-
cillation. It is possible to show that the solution of the discretised
equation - the one we are solving - is the same as Eq. (50), up
to second order in space, but with a slightly different period of
oscillation. Therefore, to factor out the dependence of the pe-
riod with resolution (which we test seperately), we correct the
analytical solution by replacing T with Tdiscrete, where:
Tdiscrete
T
=
1
1 + T 2n2
(
1−cos(2pin∆x)
(2pin∆x)2 − 12
)
≈ 1
1 − pi2T 2n212 ∆x2
. (51)
This test was performed for dim = 1. The non-linear
Schrödinger equation is solved together with the continuity
equation, in order to enforce conservation of mass. The do-
main grid resolution is Ncell = 64, corresponding to ` = 6 and
∆x = 2−6, and the maximum refinement level is set to `max = 8.
When boundary conditions for fine levels are needed, phase
and density are interpolated in ghost cells by means of fourth-
order conservative interpolation. We used artificial viscosity with
 = 0.2. The results from this test are shown in Fig. (4).
Fig. 4. Evolution of the three errors as a function of time for the cosine
wave test. While the error on the conservation of mass (orange) evolves
accordingly to ∆M/M ∼ 10−13(t/T ), the error on the conservation of
energy (blue) stays constant. Furthermore, the error with respect to the
analytical solution (green) does not evolve over time.
We have also performed a similar test using a quadratic po-
tential leading to a Gaussian profile:
ψ ∝ exp
(
− x
2
σ2
)
,
with very similar results.
4.2. Travelling wave
This test simulates a one dimensional wave-packet travelling
through a periodic box. Here, we test dynamical creation and de-
struction of grids, since the AMR hierarchy follows the density
profile moving towards the direction of the wave. In this case,
we have no potential and the initial conditions are defined as:
ψ(x, 0) =
1√
2
[
eik1x + eik2x
]
, (52)
where k1 = 2pin1, k2 = 2pin2 with n1 , n2 ∈ N. The oscillation
frequency of a single mode is:
ω(k) =
k2
2m
,
and the analytical solution of the Schrödinger equation reads:
ψ(x, t) =
1√
2
[
ei(k1x−ω(k1)t) + ei(k2x−ω(k2)t)
]
. (53)
As a consequence, the density is given by:
|ψ(x, t)|2 = 1 + cos
(
2pix(n2 − n1) + 2pitT
)
, (54)
where the oscillation period is defined as:
T =
m
pi(n21 − n22)
. (55)
The wave-function is evolved in time over 100 oscillation peri-
ods. The non-linear Schrödinger equation is solved together with
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Fig. 5. Evolution of the three errors as a function of time for the trav-
elling wave test. While the error on the conservation of mass (orange)
evolves accordingly to ∆M/M ∼ 10−13(t/T ), the error on the conserva-
tion of energy (blue) stays roughly constant. Furthermore, the error with
respect to the analytical solution (green) does not evolve over time.
the continuity equation, in order to enforce conservation of mass.
Also in this case, the coarse-fine data interpolation is performed
by means of fourth-order conservative interpolation. However,
while density and phase are interpolated in ghost cells, new re-
finements are made by interpolating real and imaginary parts of
the wave-function. The domain grid has the same resolution as
in the previous test and refinements are allowed up to `max = 8.
We used artificial viscosity with  = 0.2. The results from this
test are shown in Fig. (5).
4.3. Soliton
In a cosmological context, SCALAR can be used to simulate the
structure formation process with fuzzy dark matter. In this case,
the density profiles of the dark matter halos differs from the case
of the standard CDM. We can find a stationary solution which
can be tested by taking:
ψ(x, t) = e−i
2pit
T χ(x),
and solving the resulting ODE for χ(x). A numerical fit to the
density profile of a soliton in three dimensions was first sug-
gested in Schive et al. (2014) and then in Marsh & Pop (2015).
Despite it is an approximated solution, it is useful when coupling
the Poisson equation to the non-linear Schrödinger equation. In
this works, the density profile of the soliton was found to be on
the form:
ρ ∝ 1[
1 + (r/rcore)2
]8 , (56)
where rcore can be chosen as a free parameter, see Appendix C
for more details.
We set this density profile analytically and evolve the system.
The density profile remains approximately stationary while the
wave-function oscillates as:
ψ(x, t) ∝ e−i 2pitT .
This test was performed for dim = 3 and the non-linear
Schrödinger equation is solved together with the continuity
Fig. 6. Evolution of the three errors as a function of time, for a self-
gravitating soliton. While the error on the conservation of mass (orange)
evolves accordingly to ∆M/M ∼ 10−13(t/T ), the error on the conserva-
tion of energy (blue) stays constant. Furthermore, the error with respect
to the analytical solution (green) does not evolve over time.
Fig. 7. Evolution of the dimensionless power spectrum ∆2(k) with red-
shift.
equation. The domain grid contains Ncell = 643 cells, corre-
sponding to ` = 6 and ∆x = 2−6, and the maximum refine-
ment level allowed is ` = 8. In this case, both refinement
and ghost cells are made by fourth-order conservative interpo-
lation on density and phase. The artificial viscosity term is set to
 = 0. We found that self-gravity is able to stabilise the wave-
function against spurious numerical oscillations. We tested the
same physical case with different values of artificial viscosity,
but we did not find any improvement in terms of accuracy. In
the other tests, where we set  = 0.2, the artificial viscosity term
was introduced just in order to ensure stability and accuracy of
the solution to the non-linear Schrödinger equation over a very
large number of oscillation periods. The results for this test are
shown in Fig. (6).
5. Cosmological applications
The SCALAR code was originally developed in order to per-
form numerical simulations of structure formation with fuzzy
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Fig. 8. Evolution of the errors on conservation of mass (orange) and
energy (blue), as a function of redshift.
dark matter. To demonstrate the capabilities of our code, in this
section we present a test involving a full 3D cosmological setup.
The simulation box models a B0 = 1 Mpc/h portion of the
Universe expanding over time, according to the Einstein-de Sit-
ter model. We take ΩΛ = 0.7 and ΩM = 0.3, and the Hubble
constant is set to H0 = 100 h km s−1 Mpc−1, where h = 0.67.
The base resolution, which defines the domain level, is set to
Ncell = 2563 and up to one level of refinement is allowed. This
means that, in this test, we achieve a maximum resolution of
∆x ∼ 4 h−1kpc. The mass of the boson is set to m = 10−21 eV
and conservation of mass is enforced by solving the continuity
equation on top of the non-linear Schrödinger equation. In order
to better appreciate the differences between CDM and fuzzy dark
matter, the initial conditions are computed for the case of CDM.
The initial density and velocity fields are computed by using the
Zel’dovich approximation. Then, following Kopp et al. (2017),
we convert them into an initial wave-function.
The evolution starts at redshift z = 1000 and we run the sim-
ulation as long as we are able to resolve the quantum force with
at least two cells, meaning until redshift z = 30. We did not run
this simple test further because, due to lack of resolution, we
cannot resolve the inner part of collapsed objects. This will be
the subject of an upcoming paper.
In Fig. 9, Fig. 10 and Fig. 11 we show the dark matter density
field, the real and the imaginary parts of the wave-function for a
selection of redshifts, z = 200, 100, 50, 30. As the field clusters
under the effect of gravity, the wave-function develops the wave
patterns which are characteristic of this class of models.
By taking the density contrast δ (x) inside the simulation box,
we expand it in Fourier modes as follows:
δ (x) =
∫
d3k δ (k) exp (−ik · x) . (57)
The matter power spectrum is defined by means of the autocor-
relation function, which can be expressed as:
〈δ (x) δ (x)〉 =
∫ ∞
0
dk
k
k3 |δ (k)|2
2pi2
(58)
=
∫ ∞
0
dk
k
k3P (k)
2pi2
. (59)
In Fig. 7, we plot the dimensionless power spectrum, defined as:
∆2 (k) =
k3P (k)
2pi2
, (60)
for z = 200, 100, 50, 30. The results here show the same quan-
titative behaviour as seen in Woo & Chiueh (2009, see Fig. 2),
that performed the same kind of simulation as we do here. As
the field gravitationally collapses, the quantum pressure leaves
immediately its imprints on ∆ (k) by producing the characteristic
suppression of power at small scales, above k ∼ 300 h−1Mpc.
Given the mass of the boson, the suppression scale is expected
to be around the redshift dependent Jeans wave-number, which
can be defined as:
kJ =
(
16piGρa
1 + z
m2
)1/4
= 66.5
(
Ωa
0.12h2
)1/4 ( m
10−22 eV
)1/2
(1 + z)−1/4
h
Mpc
, (61)
where Ωa is the dimensionless density parameter of axions and h
is the dimensionless Hubble constant. Between k = 10 h−1Mpc
and k = 100 h−1Mpc, the power spectrum describes modes in
the density field still in the linear regime and, therefore, ∆2 (k)
evolves with redshift according to linear theory:
∆2 ∝ (1 + z)−2 ,
in a similar way to the CDM case.
In Fig. 8, the evolution of errors in conservation of mass and
energy are plotted against redshift. The error in the conserva-
tion of mass slowly evolves in time, as described in Section 4.
Furthermore, we track the evolution of the error in the conserva-
tion of energy, by integrating the Lazyer-Irvine equation along
the simulation and checking at which level of accuracy Eq. (46)
is satisfied. As shown in the same figure, in the conservation of
energy does not grow significantly, thus ensuring that no energy
is numerically dissipated by the solver or the artificial viscosity
term.
6. Conclusions
In SCALAR, we implemented a set of numerical algorithms de-
veloped in order to solve the non-linear Schrödinger equation
in an AMR framework. Eq. (1) can be used to describe the
dynamics of a Bose-Einstein condensate, a system of identical
bosons in the ground energy state, by means of a single-particle
wave-function in a mean field approach. Here, the non-linearity
arises from an effective potential, which can contain both a self-
interaction term and a generic external potential. Bose-Einstein
condensates find their application in several fields. As an exam-
ple, alternative dark matter models involving Bose-Einstein con-
densates have been recently developed, such as ultra-light axion
dark matter, fuzzy dark matter and superfluid dark matter. The
Schrödinger equation is solved with a Taylor method, similar
to the algorithm developed in GAMER. In order to improve the
conservation properties of the numerical scheme, the continuity
equation is solved on top of the non-linear Schrödinger equation
and mass conservation is enforced by construction. Empirically,
by running several tests, we found that our numerical method is
second-order accurate.
In order to test the main components of SCALAR, a test suite
was designed. In particular, we tested the performances of the
solver with and without solving the continuity equation on top
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Fig. 9. Projection along the z axes of the dark matter density field, normalised by the critical density of the Universe. The box is 1 Mpc/h in
comoving units and it represents the entire simulation box.
of the non-linear Schrödinger equation, the creation of ghost
cells when boundary conditions need to be specified for levels
with fine resolution and the dynamical creation and destruction
of grids during the process of mesh refinement. For this purpose,
we tracked mass and energy conservation properties of our nu-
merical schemes during the evolution of the system. The result
is that both mass and energy are well conserved. While the latter
remains roughly constant in all the different cases, the former
evolves in time. Indeed, the error on the conservation of mass
grows according to:
∆M
M
∼ 10−6
( t
T
)
,
for all our test-cases as we advance the solution in time. How-
ever, by solving the continuity equation on top of the non-linear
Schrödinger equation, the error on the conservation of mass im-
proves of several orders of magnitude, growing as:
∆M
M
∼ 10−13
( t
T
)
,
and it remains significantly small even for cosmological simula-
tions. Furthermore, we compared the numerical solutions found
by SCALAR with the analytical solutions of all the test cases.
We show that the numerical solution tracks very well the analyt-
ical one over a long evolution time. In this case also, the error
with respect to the analytical solution remains roughly constant
over time. We showed that high-frequency spurious oscillations
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Fig. 10. Projection along the z axes of the real part of the dark matter field. The box is 1 Mpc/h in comoving units and it represents the entire
simulation box.
created at coarse-fine boundaries by interpolation schemes are
efficiently dumped by an artificial viscosity term. However, the
long term evolution of the single-particle wave-function still rep-
resents a challenge in case the artificial viscosity term is not in-
cluded. We also run a small cosmological simulation where we
show that SCALAR is able to capture the relevant features of
models like fuzzy dark matter on cosmological scales.
Future work will aim at developing new high-order interpo-
lation schemes which will not require the inclusion of an artifi-
cial viscosity term. Furthermore, we plan to compare the perfor-
mance and accuracy of SCALAR with similar codes. In a follow-
ing paper, we plan to exploit SCALAR to explore the non-linear
regime of the structure formation with alternative dark matter
models. In particular, we want to run a set of high-resolution
cosmological simulation in order to verify and provide further
predictions of fuzzy dark matter.
The code will be soon publicly available through our GitHub
repository1.
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Fig. 11. Projection along the z axes of the imaginary part of the dark matter field. The box is 1 Mpc/h in comoving units and it represents the
entire simulation box.
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Appendix A: Stability analysis
The stability condition of a generic PDE solver can be easily
found by means of the Von Neumann stability analysis (Charney
et al. 1950). For this purpose, the numerical error is decomposed
in Fourier modes and a condition on time-step is computed in
order to propagate each mode accurately.
We start by considering a generic mode in the Fourier de-
composition of the numerical error:
m = eateikmx. (A.1)
As mentioned in the previous sections, in SCALAR we use a
second-order finite difference formula in order to approximate
the laplacian of the wave-function. Thus, for a generic quantity,
in one physical dimension we have:
∇2 f = fi+1 + fi−1 − 2 fi
∆x2
. (A.2)
As a consequence, the second derivative of the error can be writ-
ten as:
∇2 = − 4
(∆x)2
sin2
(
k∆x
2
)
, (A.3)
and the amplification factor can be computed as:
ξ =
(t + ∆t)
(t)
(A.4)
= e−imV∆t
[
1 + iβ − β
2
2!
− . . . + (iβ)
n
n!
]
, (A.5)
where β corresponds to:
β = − 2~∆t
m(∆x)2
sin2
(
k∆x
2
)
. (A.6)
In order to avoid exponential growth, we require that |ξ| < 1.
Therefore, the stability condition reads:
|ξ|2 = cos2n(β) + sin2n(β) < 1, (A.7)
where cosn and sinn denote to nth order Taylor polynomials of
cos(x) and sin(x), respectively. Furthermore, n corresponds to
the order of the Taylor expansion of the kinetic contribution to
the time evolution operator, Eq.(20).
In particular, we find that for n < 3 the numerical scheme is
unconditionally unstable. For n = 3, instead, the stability condi-
tion is satisfied as long as:
|β| < √3 =⇒ ∆t < CK
√
3
2~
m(∆x)2. (A.8)
The generalisation to D can be done by replacing (∆x)2 →
(∆x)2/D in the formula above.
We also require that the phase angle does not rotate more
than 2piCW within a time-step. Thus, for the kinetic term we re-
quire that:
∆t < CK · pim(∆x)
2
~
. (A.9)
while for the potential term:
∆t < CW · 2pi~m|Vmax| . (A.10)
Combining the three conditions above, the optimal time-step is
chosen as:
∆t < min
CK · √32~ m (∆x)2 , CW · 2pi~m|Vmax|
 , (A.11)
where we require the safety factors to be CW ,CK < 1.
Appendix B: Prolongation operators
The details related to the interpolation schemes we implement in
SCALAR are given for the one dimensional case. In case of mul-
tidimensional interpolation, the same formulas derived in this
section are applied sequentially in each direction.
For simplicity, in order to derive the interpolation formulas
we use in SCALAR, we assume that there is an odd number 2N+1
of coarse data points {xi, yi} with −N ≤ i ≤ N and the interpola-
tion is always done for children of the central cell, as shown in
Fig. (B.1).
In this way, we can construct an interpolating polynomial of
order 2N starting from its general definition:
P(x) =
N∑
n=−N
anxn. (B.1)
In order to find an explicit expression for P(x), the coefficients
{an} have to be computed and, depending on the constraints im-
posed on the interpolating polynomial, different schemes can be
implemented.
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Fig. B.1. Coarse-fine grid interpolation.
Lagrange polynomial interpolation
For this interpolation scheme, instead of explicitly computing
the coefficients an, the interpolating polynomial is expressed as
a linear combination of Lagrange basis functions l j(x), with j =
−N,−N + 1, . . . ,N − 1,N, which are defined as:
l j(x) =
N∏
m=−N
m, j
x − xm
x j − xm . (B.2)
Thus, coarse data points yi weight the Lagrange basis functions
and the interpolating polynomial is constructed as follows:
P(x) =
N∑
n=−N
yn ln(x). (B.3)
In this way, the interpolating polynomial is forced to pass
through the data points in the sample. In order to find an explicit
formula for a fourth-order Lagrange interpolating polynomial,
we directly compute the Lagrange basis functions by means of
Eq. (B.2). Here, we express the differences between cell posi-
tions in Eq. (B.2) as a function of ∆x. Then, the interpolating
polynomial is computed at children cell positions, leading to the
following interpolation formulas:
ym =
−45 y−2 + 420 y−1 + 1890 y0 − 252 y+1 + 35 y+2
2048
, (B.4)
yp =
+35 y−2 − 252 y−1 + 1890 y0 + 420 y+1 − 45 y+2
2048
. (B.5)
Conservative polynomial interpolation
In this case, constraints on the coefficients of the interpolating
polynomial are set by imposing that the mean of the interpolated
data on fine cells is equal to the data stored in the coarse cell.
By using Eq. (B.3), the coarse data points are redefined by
means of their cell average:
y˜i =
1
∆x
∫ 2i+1
2 ∆x
2i−1
2 ∆x
P(x) dx, (B.6)
and the corresponding linear system is solved in order to derive
an explicit expression for the coefficients {an} of the interpolating
polynomial. Thus, assuming that the parent cell is split into two
children cells, the fine data is obtained by solving the following
integrals:
y˜m =
1
∆x
∫ 0
− ∆x4
P(x) dx, (B.7)
y˜p =
1
∆x
∫ + ∆x4
0
P(x) dx, (B.8)
where y˜m and y˜p denote the left and right childern cells respec-
tively.
For a fourth-order polynomial, the solution of the linear sys-
tem reads:
a =
1
(∆x)4
[
y˜−2 − 4 y˜−1 + 6 y˜0 − 4 y˜+1 + y˜+2
24
]
, (B.9)
b =
1
(∆x)3
[− y˜−2 + 2 y˜−1 − 2 y˜+1 + y˜+2
12
]
, (B.10)
c =
1
(∆x)2
[− y˜−2 + 12 y˜−1 − 22 y˜0 + 12 y˜+1 − y˜+2
16
]
, (B.11)
d =
1
(∆x)
[
5 y˜−2 − 34 y˜−1 + 34 y˜+1 − 5 y˜+2
48
]
, (B.12)
e =
9 y˜−2 − 116 y˜−1 + 2134 y˜0 − 116 y˜+1 + 9 y˜+2
1920
. (B.13)
Thus, the corresponding interpolation formulas are:
ym = y˜0 − 3 y˜−2 − 22 y˜−1 + 22 y˜+1 − 3 y˜+2128 , (B.14)
yp = y˜0 +
3 y˜−2 − 22 y˜−1 + 22 y˜+1 − 3 y˜+2
128
. (B.15)
It is trivial to check the arithmetic average of y over the children
cells corresponds exactly to the value stored in the parent cell.
Appendix C: Soliton solutions
Self-gravitating bosonic fields can support stable and localised
field configurations, where the density profile is static. Such con-
figurations, called solitons, are ubiquitous in models of axion
dark matter and exist for dim > 1. Starting with the Schrödinger-
Poisson system (in code units):
i
∂ψ
∂t
= − 1
2m
∇2ψ + mV, (C.1)
∇2V = κ|ψ|2, (C.2)
we take the spherically symmetric ansatz:
ψ(r, t) = χ(r)e−2pii
t
T . (C.3)
The ODE describing the static configuration of the field can be
derived by replacing Eq. (C.3) into the Schrödinger-Poisson sys-
tem:
∇2
[∇2χ
χ
]
= 2κm2χ2, (C.4)
where the laplacian is now expressed in polar coordinates:
∇2 = d
2
dr2
+
2
r
d
dr
,
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and κ represents a free parameter (in our code units κ equals
3
2Ωma for a cosmological simulation with axion-like dark mat-
ter). Thus, the system can be solved by considering the initial
conditions:
χ(0) = 1,
χ′(0) = 0,
χ′′′(0) = 0,
where χ′′(0) is a free parameter, which is set by requiring asymp-
totic vanishing solution χ(±∞) = 0. The oscillation period T can
then be computed from the resulting solution, for more details
see Schive et al. (2014) and Marsh & Pop (2015).
The soliton profile, normalised such that the total mass is
unity, is given by:
χ(r) =
32√
33r3corepi
1[
1 + (r/rcore)2
]4 , (C.5)
where r is the distance from the center of the box and:
m =
√
33
rcoreκ
32
α2
, T =
√
33r3core
κ
pi2
16γ2
, (C.6)
with α = 0.230 and γ = −0.692. In our tests, even if this deriva-
tion assumes an infinite box, we use either fixed or periodic
boundary conditions. As long as the core radius of the soliton
is small enough compared to the simulation box, this solution
represents a good approximation.
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