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We show that the intelligence of the machine-learning potential arises from its ability to infer the
reference atomic-energy function from a given set of total energies. By utilizing invariant points in
the feature space at which the atomic energy has a fixed reference value, we examine the atomic
energy mapping of neural network potentials. Through a series of examples on Si, we demonstrate
that the neural network potential is vulnerable to ‘ad hoc’ mapping in which the total energy appears
to be trained accurately while the atomic energy mapping is incorrect in spite of its capability. We
show that the energy mapping can be improved by choosing the training set carefully and monitoring
the atomic energy at the invariant points during the training procedure.
Recently, machine-learning (ML) approaches to de-
veloping interatomic potentials are attracting consider-
able attention because it is poised to overcome the ma-
jor shortcoming inherent to the classical potential and
first-principles method, i.e., difficulty in potential devel-
opment and huge computational cost, respectively. Fa-
vored ML models are the neural network [1, 2] and Gaus-
sian process [3]. In particular, the high-dimensional neu-
ral network potential (NNP) suggested by Behler and
Parrinello[1] is attracting wide interests with applica-
tions demonstrated over various materials encompassing
metals,[4–6] insulators,[7, 8] semiconductors,[9, 10] and
molecular clusters.[11]
While the methodological advances are under rapid
progress [12–18], the conceptual foundation of NNP is
still elusive, partly due to the black-box nature of the
neural network. Furthermore, NNP infers atomic ener-
gies while it is trained over total energies that are sums
of atomic energies. This obscures the nature of training
procedure and makes it difficult to assess learning qual-
ity. Responding to this, in this Letter, we try to address
basic questions on NNP such as ‘what is the intelligence
of NNP?’ and ‘how the learning quality is determined?’.
At variance with general views, we show that the core
of training procedure in NNP is to infer the reference
atomic energy grounded on the density functional theory
(DFT), from the given relationship between the structure
and total energy. With examples on Si, we demonstrate
that NNP is prone to ad hoc mapping in which the total
energy is trained accurately but the atomic energy map-
ping is incorrect. We also show that the reference atomic
energies can serve as a tool to assess the learning quality
of NNP.
Most ML potentials are based on the representability of
the DFT total energy (EDFTtot ) as a sum of the atomic en-
ergy (Eat) that depends on the local environment within
a certain cutoff radius (Rc):
EDFTtot =
∑
i
Eat(Ri;Rc) , (1)
where i is the atom index and Ri is the collection of
relative position vectors of atoms lying within Rc from
the ith atom. (For simplicity, we assume a unary system
that is large enough that various cutoff spheres in the
following discussions do not self-overlap under periodic
boundary conditions and wave functions are effectively
real-valued.) As is well known, the total energy can be
expressed by integration of the local energy density, al-
though it is not unique.[19] Then, by partitioning the
space into non-overlapping atomic volumes, one can as-
sign energies to each atom whose sum equals to the total
energy.[20, 21] In consideration of locality or ‘nearsight-
edness’ of the electronic structure,[22] which empowers
the O(N) approach [23], it would be formally viable to
define Eat(Ri;Rc) in Eq. (1) within DFT, which depends
only on local features and so is transferable. In the below,
we elaborate on this explicitly, with a particular atten-
tion to the transferable range.
Within the semilocal density approximation, EDFTtot can
be expressed in terms of the one-electron density matrix
ρ(r, r′) and the electron density ρ(r) = ρ(r, r):
EDFTtot = Ekin + EXC + ECoul
= −1
2
∫
∇2rρ(r, r′)|r=r′dr′ +
∫
ρ(r)εXC(ρ(r),∇ρ(r))dr
+
1
2
∫
ρ(r)ρ(r′)
|r− r′| drdr
′ −
∑
i
∫
qiρ(r)
|r− ri|dr+
∑
i>j
qiqj
|ri − rj | ,
(2)
where the atomic unit is used, εXC is the exchange-
correlation energy density, qi and ri are the ionic charge
and position of the ith atom, respectively. Under the as-
sumption that O(N) methods, in particular the divide-
and-conquer (DAC) approach[24, 25], work well for given
systems, we will explicitly show that i) each energy term
can be split without any loss into atomic contributions
that are defined locally around each atomic site, and ii)
the atomic energy depends only on nearby atoms such
that it is transferable to other systems as long as local
environments are maintained.
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2We start with partitioning the space into atomic cells
without gaps or overlapping (for instance, Voronoi cells).
Let Vi be the cell enclosing the ith atom. We define ρi(r)
as ρi(r) = ρ(r)[r ∈ Vi] where [...] is the Iverson bracket
whose value is 1 (0) when the logical proposition in the
bracket is true (false). Obviously, ρ(r) =
∑
i ρi(r). It is
easily seen that EXC is the sum of the atomic exchange-
correlation energy (EXC,i) that is obtained by substitut-
ing ρi(r) for ρ(r) in the integrand of EXC. As is as-
sumed in the DAC method,[24] the charge density at a
certain point is influenced by only nearby atoms if the
local chemical potential of electrons is fixed. This means
that ρi(r), and hence EXC,i is affected by atomic arrange-
ments within a certain cutoff (R1c) from ri.
Next, we define the total charge density in Vi:
ρtot,i(r) = qiδ(r − ri) − ρi(r). It is straightforward to
show that ECoul can be expressed as a summation of the
atomic Coulomb energy, ECoul,i, defined as follows:
ECoul,i =
1
2
∑
j 6=i
∫
ρtot,i(r)ρtot,j(r
′)
|r− r′| drdr
′
+
1
2
∫
ρi(r)ρi(r
′)
|r− r′| drdr
′ −
∫
qiρi(r)
|r− ri|dr. (3)
The first term on the right-hand side of Eq. (3) is
long-ranged, which is incompatible with the finite cut-
off. However, electrostatic interactions are effectively
screened or cancelled in many condensed phases, so it
would be a reasonable approximation to ignore them be-
yond a certain cutoff (R2c). Thus, we omit the Coulomb
interaction between ρtot,i and ρtot,j if |rj − ri| > R2c .
Since ρi(r) and ρtot,i(r) are influenced by atoms within
R1c (see above), ECoul,i depends on atoms inside R
1
c +R
2
c
(neglecting the volume of Vi). To note, some imple-
mentations of NNP explicitly describe the long-range
Coulomb potential, separately from short-ranged atomic
energies.[26, 27]
As the last step, we discuss the locality of Ekin. Since
ρ(r, r′) decays exponentially with |r − r′| in insulators
and metals at finite temperatures [23], one can neglect
ρ(r, r′) when |r − r′| is bigger than a cutoff (R3c), which
is utilized in the density-matrix-based DAC method [25].
Therefore, for a given position r, ρ(r, r′) is determined by
the atomic configurations within a cutoff distance (R4c)
from r, which should be larger than R3c . With the pro-
jected density matrix ρij(r, r
′) = ρ(r, r′)[r ∈ Vi][r′ ∈ Vj ],
we define the atomic density matrix ρat,i(r, r
′) as follows:
ρat,i(r, r
′) = ρii(r, r′) +
1
2
|rj−ri|<R3c∑
j 6=i
ρij(r, r
′) . (4)
It can be shown that ρ(r, r′) =
∑
i ρat,i(r, r
′) and
ρat,i(r, r
′) depends only on the atomic arrangements
within R4c from the ith atom (neglecting the volume of
Vi). The atomic kinetic energy is then given in the fol-
lowing:
Ekin,i = −1
2
∫
∇2rρat,i(r, r′)|r=r′dr′. (5)
Since the kinetic-energy operator is linear, the sum of the
atomic kinetic energy is equivalent to the total kinetic
energy.
Combining the above analyses, the atomic energy of
the ith atom formally derives from the DFT calculations:
Eat,i = Ekin,i + EXC,i + ECoul,i, (6)
and EDFTtot =
∑
iEat,i. By evaluating Eat,i in various
structures, one can obtain in principle the atomic energy
as a continuous function of the local environment:
Eat,i −→ EDFTat (R;Rc) , (7)
where Rc = max(R
1
c + R
2
c , R
4
c). Note that the atomic
energy is not unique because it depends on the way to
define atomic cells.
The existence of EDFTat implies that the objective of
the present machine learning is to identify EDFTat when
only total energies are informed. This is at variance with
the conventional view that NNP is merely an interpo-
lation of given total energies. [28, 29] Mathematically,
the neural network has the capability to infer the un-
derlying function when only sums of function values are
provided. (See examples in Supplemental Material [30]
on a piecewise cubic spline and the embedded atom po-
tential.) To reduce the huge dimension of R and obtain
Eat in a computationally feasible way, two approxima-
tions are adopted. First, the cutoff radius is reduced
from Rc, which should be fairly large for high accuracy,
to rc that is usually chosen to be 6-7 A˚. This is a reason-
able range because the chemical influence rapidly dimin-
ishes beyond this boundary. Second, the local environ-
ment is described by feature vectors whose dimension is
significantly lower than for R. The popular choices are
smooth-overlap-of-atomic-positions (SOAP) [31] or sym-
metry function vectors (G) [32]. These feature vectors
also automatically incorporates rotational and transla-
tional invariance inherent to the atomic energy. Here, we
employ the symmetry function. Thus,
EDFTtot =
∑
i
EDFTat (Ri;Rc) '
∑
i
ENNat (Gi; rc) . (8)
The accuracy of NNP therefore hinges on how close
ENNat obtained through machine learning is to the refer-
ence EDFTat over the configurational space spanned by the
given training set. However, since ENNat is fitted to the to-
tal energies, rather than directly to EDFTat , the ML proce-
dure does not necessarily guarantee sufficient accuracies
in ENNat . That is to say, E
NN
at can reproduce total ener-
gies in the training set precisely but deviate significantly
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FIG. 1. The equation of state (EOS) for Si crystal com-
pared between DFT and NNP. The blue and red solid lines
are the average EOS over five NNPs that are trained with
NVT- and NPT-MD snapshots, respectively. The shades are
one standard-deviation from the average, corresponding to
the prediction uncertainty. The squared bracket indicates the
volume range where corresponding G’s lie in the proximity of
the training set.
from EDFTat . Indeed, we will demonstrate that NNP is
vulnerable to such ‘ad hoc’ energy mapping, which leads
to incorrect total energies in related configurations and
undermines the transferability of NNP. To note, the ad
hoc mapping should be distinguished from the gauge-
dependent degree of freedom in the energy density.[19]
Even though the existence of EDFTat was shown formally
in the above, the actual calculation of EDFTat would be
highly costive. (We note a recent effort to directly train
NNP over atomic energies. [33]) Furthermore, there ex-
ist an infinite number of valid EDFTat , making it hard to
grade the energy mapping of ENNat . However, there are in-
variant points in the G space at which EDFTat is uniquely
defined without any degree of freedom. For instance, in
the crystalline Si, all the atoms are equivalent, and so
the total energy per atom is simply equal to EDFTat for
the corresponding G. Transforming lattice vectors of the
unit cell also results in similar conditions. In the be-
low, utilizing these special G points, we will analyze the
atomic energy mapping for three examples on Si that are
progressively more complicated.
As the first example, we train NNPs for crystalline Si
by adopting an in-house code named SIMPLE-NN[34].
The training (validation) set consists of 350 (150) MD
snapshots of the 64-atom cubic supercell under the NVT
condition of 1000 K and the equilibrium volume at 0 K.
After training, the root-mean-squared error (RMSE) in
the total energy and atomic force is 0.9 (0.9) meV/atom
and 0.10 (0.11) eV/A˚ for the training (validation) set,
respectively. (See the Supplemental Material [30] for
further details in DFT calculations and NNP training.)
Atomic vibrations during MD give rise to local expan-
sion or compression. As a result, atomic configurations
around certain Si atoms resemble those in the crystalline
phase under hydrostatic pressures, which forms the equa-
tion of state (EOS) and corresponds to invariant G
points explained above. This is confirmed by principal-
component analysis (PCA) and measuring the shortest
distances from the invariant G points to the training
set. (See Supplemental Material [30].) This implies that
atomic energies at the G points along EOS are learnable
although they do not belong to the training set. There-
fore, if atomic energies are properly mapped, NNP should
be able to predict correctly the energy-volume relation at
0 K.
Figure 1 compares EOS inferred by the as-trained NNP
(blue line) with DFT results (black dots). The light
shade means prediction uncertainty evaluated by ensem-
bles of NNP [35] (see also Supplemental Material [30]).
The squared bracket indicates the range of the volume
whose G is in close proximity to the training set. In-
terestingly, NNP predicts correctly the energy at equilib-
rium but energies at other volumes significantly deviate
from the DFT curve with errors far bigger than RMSE
in the total energy. That is to say, NNP predicts the
total energy correctly but the atomic energy is markedly
wrong, which corresponds to the ad hoc energy mapping.
From the continuity in Eat, the incorrect energy mapping
should affect other training points neighboring invariant
G points, implying that the ad hoc mapping extends over
a significant portion of the training set.
The ad hoc mapping in the above example happens be-
cause the training set consists of structures with a fixed
volume. This condition constrains the local expansion
and contraction to occur concurrently within the same
structure. Consequently, any additional atomic energy
that varies linearly with the volume does not affect the
total energy, and so the slope of EOS at the equilibrium
volume becomes an arbitrary number. The ad hoc map-
ping in this case can be resolved by considering struc-
tures with different volumes or including virial stress in
the loss function. For instance, the red line in Fig. 1
shows EOS predicted with NNPs that are trained with
MD snapshots from NPT ensembles at 1000 K and zero
pressure. During MD, the supercell expands or shrinks,
avoiding the exact cancellation among the local volume
changes. As a result, it is seen that NNPs can predict
the slope and curvature of EOS reasonably.
The second example concerns a surface model of Si.
The training set consists of MD trajectories of Si(100)-
(2×2) symmetric slab in the NVT condition at a certain
temperature between 100 and 1000 K [see Fig. 2(a)].
To assess the learning quality, we compare atomic en-
ergies for the geometry relaxed at 0 K with DFT. Un-
like crystalline Si in the previous example, the reference
EDFTat is not available directly. Nevertheless, Si atoms in-
side the slab (blue atoms) have neighborhood similar to
that in the crystal (see a dashed circle). Therefore, Eat
in this region should be close to the crystalline EDFTat
at the equilibrium volume [EDFTat (bulk)]. Since E
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tot
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FIG. 2. (a) The structure of Si(100)-(2×2) slab. The atoms in
bulk and surface regions are marked in blue and red, respec-
tively. rc is the cutoff radius of symmetry functions. (b) The
average of atomic-energy difference between DFT and NNPs
for bulk and surface groups, plotted against the temperature
of the training set. (c) Scatter plot along principal compo-
nents (PC) of G vectors in the training set. (d) Schematic
illustration of ad hoc mapping due to separate groups of train-
ing points.
is available for the whole structure, the average EDFTat
for the surface region (red atoms) can be obtained as
[EDFTtot −Nb ·EDFTat (bulk)]/Ns, where Nb and Ns are the
number of atoms in the bulk and surface regions, respec-
tively. By taking the difference in averaged values of ENNat
and EDFTat in each region, one can quantify average map-
ping errors, ∆E¯at(bulk) and ∆E¯at(surface), respectively.
Figure 2(b) presents ∆E¯at(bulk) and ∆E¯at(surface) for
NNPs trained over MD trajectories at different temper-
atures. At a low temperature of 100 K, the mapping
error is −108 and 76 meV/atom for bulk and surface re-
gions, respectively, which is far bigger than RMSE (0.3
meV/atom). This is another example of ad hoc energy
mapping; NNP correctly predicts the total energy be-
cause errors in the atomic energy mapping cancel with
each other. In Fig. 2(b), it is intriguing that the mapping
error gradually decreases as the temperature in the train-
ing set increases, and at the high temperature of 1000 K,
the magnitude of mapping errors becomes comparable to
RMSE in the total energy (3 meV/atom).
To understand the temperature-dependent mapping
error, we examine in Fig. 2(c) the distribution of train-
ing points in the G space using PCA on the training
sets at 100 and 1000 K. It is seen that at 100 K, the
training points corresponding to the bulk and surface re-
gion are well separated. In contrast, energetic vibrations
at 1000 K result in much broader distribution of train-
ing points such that bulk and surface regions are slightly
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FIG. 3. (a) Si239 nanocluster relaxed at 0 K. (b) Change of
RMSE for energy and force, and mapping errors for surface
and bulk regions in Si(100)-(2×2) slab in Fig. 2(a), with
respect to the training epoch.
connected. (Other combinations of principal axes show
similar behaviors.) As schematically drawn in Fig. 2(d),
if clusters of training points are separate as in 100 K, the
machine learning is prone to ad hoc mapping because
any cancelling offsets give almost the same total energy
and atomic forces. On the other hand, at higher temper-
atures with every region connected to some degrees, Eat
at intermediate configurations helps adjust the energy
offset between basins. In Supplemental Material [30], we
define a metric that can quantify the connectivity in the
G space and show that the mapping error is sufficiently
small when the connectivity is higher than a cutoff.
Albeit simple, the above cases substantiate the ad hoc
mapping that originates from limitations in the train-
ing set. In practice, a single training set usually encom-
passes diverse structures such as bulk, surfaces, and de-
fects, and chances are that the ad hoc mapping can be
avoided in principle. Nevertheless, the error-cancelling
energy offsets as in Fig. 2(d) are omnipresent, which
can go unnoticed if the training procedure is monitored
by RMSE only. To show this, we generate a training
set from MD simulations of a 239-atom Si nanocluster
with Wulff-constructed {100}, {110}, and {111} facets
at 1000-1700 K. [See Fig. 3(a) for the structure relaxed
at 0 K.] The analysis on the connectivity (see above)
confirms that training points are well connected.
In Fig. 3(b), we plot RMSE for the total energy and
force with respect to the training epoch. It also shows
∆E¯at(bulk) and ∆E¯at(surface) for the (100)-(2×2) sur-
face model in Fig. 2(a). The analysis similar to Fig. S3
shows that the G points in the (100)-(2×2) slab model
are in the vicinity of training points, and hence they are
learnable. Therefore, NNP is expected to predict surface
and bulk energies in reasonable agreement with DFT re-
sults. In Fig. 3(b), it is seen that RMSE remains almost
constant after about 100 epochs while ∆E¯at(bulk) and
∆E¯at(surface) converge at much slower rates. This in-
dicates a risk in concluding the training convergence in
terms of RMSE, and supports Eat at invariant G points
as alternative convergence parameters. Obviously, if the
5crystalline structures are included in the training set,
∆E¯at(bulk) would converge as fast as RMSE, but this
does not guarantee the proper energy mapping at other
training points. Therefore, we suggest to collect invari-
ant G points as a separate test set for monitoring the
atomic energy mapping, rather than including them in
the training set, at least in the initial stage of training.
After a sufficient number of epochs, the surface ener-
gies for (100)-(2×2), (110)-(2×1), and (111)-(2×1) slab
models that are fully relaxed by NNP agree with DFT
results within 8%. (The corresponding errors by NNP
trained up to 200 epochs are within 20%.) It is in-
triguing that just one type of structure (nanocluster) can
train NNP over such a wide range of configurations when
the energy mapping is correct. This implies that NNPs
with proper mapping are more transferable than those
with ad hoc mapping, which may contribute to improv-
ing the stability of MD simulations.[18] It will be also
useful in developing general-purpose NNPs.[36] Finally,
we find that monitoring the energy mapping is helpful in
selecting training parameters such as the regularization
parameter of the neural network.
In conclusion, we showed that the aim of training NNP
is to learn the atomic energy function defined at the DFT
level from total energies, and the transferability of NNP
lies in the accuracy of atomic energy mapping. The in-
variant G points with the unique EDFTat provided ways to
examine the atomic energy mapping. Several examples
confirmed that NNP is vulnerable to ad hoc mapping due
to limitations in the training set and/or certain choices of
computational parameters. The energy mapping can be
improved by choosing the training set carefully and mon-
itoring the atomic energy at the invariant points during
the training procedure. By clarifying what NNP actually
learns, the present work will contribute to constructing
accurate and transferable machine-learning potentials.
This work was supported by Technology Innova-
tion Program (10052925) by Ministry of Trade, In-
dustry & Energy, and Creative Materials Discov-
ery Program by the National Research Foundation
(2017M3D1A1040689). The computations were carried
out at the National Supercomputing Center (KSC-2018-
CHA-0038).
∗ These three authors contributed equally.
† hansw@snu.ac.kr
[1] J. Behler and M. Parrinello, Phys. Rev. Lett. 98, 146401
(2007).
[2] L. Zhang, J. Han, H. Wang, R. Car, and W. E, Phys.
Rev. Lett. 120, 143001 (2018).
[3] A. P. Barto´k, M. C. Payne, R. Kondor, and G. Csa´nyi,
Phys. Rev. Lett. 104, 136403 (2010).
[4] N. Artrith and A. M. Kolpak, Nano Lett. 14, 2670 (2014).
[5] J. R. Boes and J. R. Kitchin, J. Phys. Chem. C 121, 3479
(2017).
[6] H. Eshet, R. Z. Khaliullin, T. D. Ku¨hne, J. Behler, and
M. Parrinello, Phys. Rev. Lett. 108, 115701 (2012).
[7] N. Artrith and A. Urban, Comput. Mater. Sci. 114, 135
(2016).
[8] W. Li, Y. Ando, E. Minamitani, and S. Watanabe, J.
Chem. Phys. 147, 214106 (2017).
[9] G. C. Sosso, G. Miceli, S. Caravati, F. Giberti, J. Behler,
and M. Bernasconi, J. Phys. Chem. Lett. 4, 4241 (2013).
[10] J. Behler, R. Martonˇa´k, D. Donadio, and M. Parrinello,
Phys. Rev. Lett. 100, 185501 (2008).
[11] B. Kolb, B. Zhao, J. Li, B. Jiang, and H. Guo, J. Chem.
Phys. 144, 224103 (2016).
[12] M. Gastegger, L. Schwiedrzik, M. Bittermann,
F. Berzsenyi, and P. Marquetand, J. Chem. Phys.
148, 241709 (2018).
[13] W. Li and Y. Ando, arXiv:1807.02042 [cond-mat.mtrl-
sci].
[14] G. Imbalzano, A. Anelli, D. Giofre´, S. Klees, J. Behler,
and M. Ceriotti, J. Chem. Phys. 148, 241730 (2018).
[15] S. Hajinazar, J. Shao, and A. N. Kolmogorov, Phys. Rev.
B 95, 014114 (2017).
[16] B. Onat, E. D. Cubuk, B. D. Malone, and E. Kaxiras,
Phys. Rev. B 97, 094106 (2018).
[17] T. L. Pham, H. Kino, K. Terakura, T. Miyake, and H. C.
Dam, J. Chem. Phys. 145, 154103 (2016).
[18] W. Jeong, K. Lee, D. Yoo, D. Lee, and S. Han, J. Phys.
Chem. C 122, 22790 (2018).
[19] R. M. Martin, Electronic Structure: Basic Theory and
Practical Methods (Cambridge University Press, 2004),
Appendix H and references therein.
[20] M. Yu, D. R. Trinkle, and R. M. Martin, Phys. Rev. B
83, 115113 (2011).
[21] P. L. A. Popelier, Int. J. Quantum Chem. 115, 1005
(2015).
[22] W. Kohn, Phys. Rev. Lett. 76, 3168 (1996).
[23] S. Goedecker, Rev. Mod. Phys. 71, 1085 (1999).
[24] W. Yang, Phys. Rev. Lett. 66, 1438 (1991).
[25] W. Yang and T. Lee, J. Chem. Phys. 103, 5674 (1995).
[26] N. Artrith, T. Morawietz, and J. Behler, Phys. Rev. B
83, 153101 (2011).
[27] T. Morawietz, V. Sharma, and J. Behler, J. Chem. Phys.
136, 064103 (2012).
[28] J. Behler, Angew. Chem. Int. Ed. 56, 12828.
[29] A. Khorshidi and A. A. Peterson, Comput. Phys. Com-
mun. 207, 310 (2016).
[30] See Supplemental Material below for the capability of
neural network learning from the sum, atomic energy
mapping of Ni nanocluster, the training set and compu-
tational details, the estimation of prediction uncertainty,
the analysis on the distance to training set, and the met-
ric to quantify connectivity in G space.
[31] A. P. Barto´k, R. Kondor, and G. Csa´nyi, Phys. Rev. B
87, 184115 (2013).
[32] J. Behler, J. Chem. Phys. 134, 074106 (2011).
[33] Y. Huang, J. Kang, W. A. Goddard, and L.-W. Wang,
Phys. Rev. B 99, 064103 (2019).
[34] K. Lee, D. Yoo, W. Jeong, and S. Han, submitted
(https://www.snumat.com).
[35] A. A. Peterson, R. Christensen, and A. Khorshidi, Phys.
Chem. Chem. Phys. 19, 10978 (2017).
[36] A. P. Barto´k, J. Kermode, N. Bernstein, and G. Csa´nyi,
Phys. Rev. X 8, 041048 (2018).
Atomic energy mapping of neural network potential
Dongsun Yoo,∗ Kyuhyun Lee,∗ Wonseok Jeong,∗ and Seungwu Han†
Department of Materials Science and Engineering
and Research Institute of Advanced Materials,
Seoul National University, Seoul 08826, Korea
Satoshi Watanabe
Department of Materials Engineering,
The University of Tokyo, Bunkyo, Tokyo 113-8656, Japan
(Dated: March 12, 2019)
1
ar
X
iv
:1
90
3.
04
36
6v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
11
 M
ar 
20
19
SUPPLEMENTAL MATERIAL
Neural network learning from sum
We demonstrate with a simple mathematical model that the neural network (NN) is
capable of inferring a target function from sums of the function values. We create a piecewise
cubic spline f(x) shown as the dashed line in Fig. S1. The size of the training set (N) varies
from 1 to 100, and each sample is a sum of f(x) at five random x’s. A neural network of
8-30-30-1 structure is used, where x is encoded into 8 G2 symmetry functions (input nodes).
Since the only sum of f(x) is trained, NN cannot predict f(x) at low N , but at sufficiently
large N , NN can infer f(x) accurately.
N=1
NNP
Reference
NNP
Reference
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NNP
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FIG. S1. f(x) predicted with trained NN with varying size of training set (N).
Atomic energy mapping of Ni nanocluster
As a more practical and complicated example, we examine whether NN can identify
underlying classical potential when only total energies are provided. Specifically, we train
NNP on the total energy of embedded-atom-method (EAM) potential whose atomic energy
is defined, and compare atomic energy of the two potentials. (The pairwise potential energy
is split equally between the two atoms.) The training set consists of EAM MD snapshots of
2
Ni85 nanocluster, sampled in 10-fs interval. (See Fig. S2(a).) After training, RMSE for total
energy is 28.6 meV. Figure S2(b) compares EAM atomic energy and NNP atomic energy.
Good correlations are observed with RMSE for the atomic energy of 25.1 meV, similar to
that for the total energy. In particular, NNP successfully resolves different configurations,
namely corner, edge, surface, and bulk.
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FIG. S2. (a) Structure of Ni85 cluster, which consist of 6 corner atoms, 36 edge atoms, 24 surface
atoms, and 19 bulk atoms. (b) Correlation between atomic energy of EAM and NNP for Ni
nanocluster.
Training set and computational details
All DFT MD simulations are performed with Vienna ab initio simulation package
(VASP)[1–3] based on the projector-augmented wave (PAW) pseudopotential. The gen-
eralized gradient approximation (GGA) in the form of Perdew-Burke-Ernzerhof (PBE) is
used as exchange-correlation functional.
The training set in the first example consists of DFT MD snapshots of 64-atom fcc Si
crystal at 1000 K in NVT and NPT condition (sampled in 20-fs interval). Cutoff energy of
300 eV and Γ-centered 2×2×2 k-point grid is used, which ensures that the accuracy of DFT
calculation is sufficient for the training procedure; the energy converges below 5 meV/atom
and the forces converge to within 0.015 eV/A˚. NVT condition is imposed by scaling the
velocities every 20 fs. NPT condition is applied with Langevin thermostat. Total dataset
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which consists of 500 structures (32000 atoms) is split into training set (70%) and validation
set (30%) randomly.
The training set in the second example consists of MD snapshots of 128-atom Si(001)
slab (2×2 reconstructed) at 100, 300, 500, and 1000 K in NVT condition (sampled in 20
fs interval). Cutoff energy of 300 eV and Γ-centered 2×2×1 k-point grid is used, and the
forces converge below 0.022 eV/A˚. Total dataset of 500 structures (64000 atoms) are split
into training set (70%) and validation set (30%) randomly.
The training set in the third example consists of DFT MD snapshots of 239-atom fcc Si
crystal nano-cluster at 1000-1700 K in NVT condition (sampled in 10 fs interval at 1000-1500
K and in 20 fs interval at 1500-1700 K). Cutoff energy of 200 eV is used with only Γ-point
sampling. NVT condition is imposed by scaling the velocities every 2 fs. Total dataset which
consists of 1040 structures (248560 atoms) is split into training set (80%) and validation set
(20%) randomly.
To represent local environment, we used atom-centered symmetry functions suggested by
Behler[4]. The symmetry function vector G consists of 8 G2 and 18 G4 functions. The cutoff
of 6.5 A˚ is used in the first and second examples, and 6.0 A˚ is used in the third example.
Neural network with two hidden layers and 30 hidden nodes per layer is used (26-30-30-1
structure). Both total energy error and atomic force errors are minimized during the training
process with L-BFGS optimizer.
Prediction uncertainty of NNP
Since the initial weights are randomized, different neural network is obtained between
each training session. Therefore, one NNP does not represent all NNPs and it is reasonable
to estimate the prediction uncertainty of NNP in addition to the mean prediction value. We
estimated the prediction uncertainty of NNP by training it five times with different initial
conditions; the initial weights are randomized and the training set is also randomly selected
from the total dataset each time. The uncertainty is, then, estimated as one standard
deviation between five NNPs.
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The distance to the training set
To show clearly that some of G’s in the EOS is close to the training set, we plot in Fig.
S3(a) the distribution of the distances among G’s in the training set, and Fig. S3(b) the
training points on the two axis from the principle component analysis. The solid disks in
Fig. S3(b) correspond to G vectors for fcc Si along the equation of states (EOS). As can
be seen in Fig. S3(a), most distances between G’s in the training set are lower than 0.2. In
Fig. S3(b,c), square-bracket indicates the range along EOS where the shortest distances to
the training set is as low as the distances among G’s in the training set (lower than 0.2).
Therefore, G’s in this range would be learnable.
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FIG. S3. (a) The distribution of the distances amongG’s in the training set. (b) The distribution of
G in the training set and EOS, projected onto principal component axes. (c) The shortest distance
to G in the training set for each point in EOS. In both (b) and (c), square-bracket indicates the
same range for EOS where the shortest distance to the G’s in the training set is lower than 0.2.
Metric to quantify connectivity in the G space
For a systematic analysis of the second example in the manuscript, it would be useful to
define a metric that measures the connectivity in the G space. To this end, we iteratively
carry out single-linkage clustering of training points, a sort of hierarchical clustering used in
the statistical analysis. At each step, two clusters with the shortest distance merge into one.
(Initially, every training point represents an independent cluster.) The intercluster distance
that reflects dissimilarity is set to the minimum Euclidean distance between two points from
each cluster. The iteration proceeds until there remains only one large cluster with the size
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FIG. S4. Schematic illustration of single-linkage clustering procedure to obtain rg.
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FIG. S5. (a) r−1g against the temperature of training set and (b) atomic-energy error (bulk) versus
r−1g for the second example (Si slab).
above a threshold value. We then define rg as the distance between the two lastly-linked
large clusters. Here, the threshold is set to 0.5 times the number of structures in the training
set, but the result is largely insensitive to a specific choice because the cluster size highly
polarize near the end of iterations. Figure S4 shows the schematic illustration of single-
linkage clustering procedure to obtain rg. Since rg approximates the maximum distance
among distinct clusters [see inset of Fig. S5(a)], r−1g can be regarded as the connectivity
of the training set. Figure S5(a) shows r−1g against the temperature of training sets for
the slab model in Fig. 2 of manuscript. It is seen that r−1g increases linearly with the
temperature, supporting that the parameter correlates with the connectivity. Figure S5(b)
plots ∆E¯at(bulk) with respect to r
−1
g . It is seen that the mapping error is sufficiently low
when r−1g is larger than a certain cutoff (∼ 4). Although this cutoff value would vary with
the system or training set, rg would be useful in investigating the degree of connectivity in
the training set quantitatively.
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