Abstract-A criterion based on mutual information among variables is proposed for building a bayesian tree from a finite number of examples. The factor graph, in Forney-style form, can be used as an associative memory that performs probabilistic inference in data fusion applications. The procedure is explained with the aid of a fully-described example.
I. INTRODUCTION
Solving probabilistic problems on graphs via belief propagation [1] has become a very promising paradigm in many fields such as communications, artificial intelligence and digital signal processing [2] [3] [4] . The bayesian graphical approach shows great potential when we need to integrate smoothly observations and previous knowledge. The idea of "injecting" in a graph our current observations, and "collecting" the response of the system after belief propagation, can be very useful in providing dynamic inference and support to human decision making. The bayesian paradigm presented in the literature under many names, such as Bayesian Networks, Generative Models, Factor Graphs, Markov Random Fields, Associative Memories, etc., reflects a very common intuition about how a "natural" information system should work [5] [6] . Observations and hypotheses about brain cortex functioning [7] , seem to confirm that memory is a distributed property of a neural network, and that it is accessed bidirectionally and hierachically.
The literature on the topic is now quite vast. Successful applications of belief propagation to codes [8] [9] are well known. Considerable effort is being currently dedicated to improving the paradigm for better message handling and learning. In our work, we emphasize the Factor Graph (FG) formulation [8] [3] , that assigns variables to edges, and functions to blocks. Factor Graphs resemble common block-diagrams and seem to provide an easier path to VLSI and FPGA hardware realizations.
In data fusion problems, the challenge is to build systems that can integrate very heterogenous data. We need to learn the mutual relationships among the variables, i.e. we need to "explain" our observations by deriving a "generative model." The model then becomes essentially our distribute memory that, on the basis of observations, can provide associative recall in the form of probabilistic inference.
In this paper we propose an algorithm to build a generative tree on the basis of mutual information measured among the variables. The idea is inspired by the famous Chow and Liu's algorithm [15] , which is based on second-order information and builds a tree across a set of random variables. In our approach instead, we build a hierarchical tree by defining new sets of compound variables and use higher-order mutual information. The idea is presented in reference to a fully-blown example where we assume that we have to build the hierarchy solely from a small set of examples. The tree becomes our previous knowledge about the problem and any observation, or partial inference about the variables, is injected in the factor graph that responds with a smooth comparison to its stored memory after message propagation.
A. Building the information tree
A set of random variables (X 1 , X 2 , ..., X N ) that belong to different finite alphabets X 1 , X 2 , ..., X N , are fully characterized by the their joint probability mass function p(X 1 , X 2 , ..., X N ). All the mutual interactions among the variables, that may be of very different kinds (labels, bits, attributes, etc.), is contained in the structure of p which can be very complicated and unknown. The function p may represent the structure of a phenomenon, a specific generative model, such as a code, or a rule that ties the variables together.
Note that the information globally exchanged among N variables is described by the mutual information
where H denotes the entropy [11] . Clearly, if the variables are independent, the mutual information is null and there is no structure because p is simply the product of N marginal densities. In practical cases this is not the case and the dependence is distributed among the variables in structured, often unknown, form. When the dependence is described with a graph, via probability propagation (Bayesian reasoning), we can use our knowledge by computing a posteriori distributions [1] . Common graph topologies are chains, multiple chains, trees, etc. When the graph has loops, inference can become much more complex because standard message propagation does not guarantee convergence to the true marginals. In such cases other approaches must be used, such as the reduction of the graph to a poly-tree (junction tree algorithm), or random sampling (see [2] for references).
Unfortunately, in many practical applications of data fusion, we may have very little knowledge about the system structure and/or its parameters. If we knew the system topology, we would have to solve a parametric problem in searching for the node functions that match our data with a distributed version of the EM-algorithm [6] . Conversely, if we have no idea of what the graph structure should be, we have to build our generative model solely from data, or from our previous knowledge of the problem [19] .
We suppose here that we have available only information gathered from a set of N sensors in the form of a finite number of examples (
Our objective is to "learn" the "generative model" for this set, or equivalently "store" this information in a graph, for further use in probabilistic inference.
Algorithms for growing graphs from data have been proposed in the literature [16] , the most famous being Chow and Liu's algorithm [15] that approximates with a tree the joint density function using second order mutual information. Other methods, such as Kutato and K2 [18] , starting from independent nodes, add progressively new branches among the variables, following a global entropy optimization. Mixtures of trees have also been proposed in [17] , and trees based on greedy searches have been demonstrated in [20] . Also, module networks, proposed by Segal et al. [21] , are based on information trees with homogeneous groups. The interest in building bayesian trees is clearly in the absence of loops, for which message propagation provides exact marginalization.
In this paper we take the direct approach of building a tree, by grouping variables in a hierarchical order according to their high-order mutual dependence. Often, measuring second-order dependence may not be sufficient (as shown in the example). The hierarchy, in forming new compound variables, can exploit dependence at different tree levels, as it is progressively discovered.
Note that the possibility of inferring on variable, say
is. More in general, to infer on a set of variables from other variables, the mutual information between the two sets is the relevant parameter. Therefore, in building a system that can function as an inference machine, we have to account for the distribution of the mutual information: dependent variables should be bound together in order to exploit their mutual dependence.
First note that if the set X = (X 1 , X 2 , ..., X N ) is split into two subsets
the mutual information can be decomposed as
where
are the mutual informations among the elements of each set (intra), and
is the mutual information between the two compound variables X a and X b (inter). More in general, if X is partionend into n subsets,
the mutual information is decomposed as Figure 1 shows an example where six variables are grouped hierarchically with the mutual information of each group (intra) shown on each node. The residual information among groups (inter), is shown on the right-end side. Proceeding towards the tree root the residual decreases to zero, because all the information is compounded in the root variable. The most efficient distribution of the information for inference from/to the variables X 1 , ..., X 6 , is obtained when dependent variables are tied together and the residual inter-group information is reduced as much as possible before reaching the tree root. Message propagation in the tree during inference reaches convergence more quickly if the variables that need to exchange information are closely connected. A null residual at a level before the root would mean that at that level the group variables are independent. The search for independent groups in the hierarchy shares some resemblances with the Independent Component Analysis (ICA) paradigm [12] (we maintain that the search for independent objects, or information primitives, should be the objective of any information system).
Note that building a hierachical tree allows for merging of variables also at higher levels (just like variable X 6 in Figure  1 ). The idea is that a variable should enter the tree at the level where it finds the closest dependence with another node variable.
Given a set of examples mutual information can be easily computed using empirical probability mass functions. Consequently, tree construction proceeds as follows:
(a) Compute the global mutual information I(X) that has to be distributed in the tree; (b) Search for second-order dependence by generating all the partitions with subsets up to order two and measure the residual. If second-order dependence is found, choose the partition that gives the lowest residual. If no second order dependence is found, or the residual is too close to I(X), consider higher orders until appreciable dependence is found. In configurations with equal residuals, choose the partition that has the smallest connectivity; (c) Once the first layer has been formed, repeat the algorithm
Residual Fig. 1 . The information tree from grouping on the new compound variables and iterate until the tree root is reached with no residual. Unfortunately, the best hierarchical grouping for a set of variables is not necessarily unique and the search complexity grows quickly with n. However, even adopting suboptimal groupings, the resulting trees are more efficient in message propagation with respect to keeping all the examples lumped into a single compound variable.
In this paper we report the detailed analysis of an example to explain the procedure and demostrate the associative capabilities of the tree. Full computational complexity analysis will be reported elsewhere.
B. Example
Suppose we have available the list of 16 examples shown in Figure 2 for the six variables X 1 , ..., X 6 . We do not know about their mutual relationships, and everything has to be inferred from the available samples (our list of examples is actually obtained from a simple rule, revealed in Appendix A, but we suppose that we do not know that). The variables belong to different alphabets and by counting their occurrences, the marginal entropies (in bits) are
Hence, no first-order information is contained in the examples. Pairs, such as (X 1 X 2 ), (X 2 , X 3 ), (X 5 X 6 ), do not show much either, because (simply by counting occurrences and computing H(X 1 X 2 ), H(X 3 X 4 ), H(X 5 X 6 )) I(X 1 ; X 2 ) = I(X 3 ; X 4 ) = I(X 5 ; X 6 ) = 0; i.e. the variables are pairwise independent. Nothing changes if we use different pair partitions. Even with triplets, such as (X 1 X 2 X 3 ), we get I(X 1 ; X 2 ; X 3 ) = 0. To find dependence we have to go to the fourth order. Grouping variables (X 1 X 2 X 3 X 4 ), we get the occurrences shown in Figure 3 . Half of the strings have zero probability, the others are uniformly distributed. Therefore H(X 1 X 2 X 3 X 4 ) = 4 and I(X 1 ; X 2 ; X 3 ; Figure 6 shows the information tree resulting from our construction. The six variables exchange in total I(X 1 ; X 2 ; X 3 ; X 4 ; X 5 ; Fig. 4 . first group variables (X 1 X 2 X 3 X 4 ) exchange 1 bit; when X 5 is also added they exchange 2 bits; finally, when all the variables are included we have a total of 3 bits. Figure 5 shows the complete final tree in the form of a Forney-style factor graph [8] [3] . Note the presence of the vertical bars that are the "=" blocks. The variables of the "equal" blocks are split into "equal" variables for easier message propagation.
The factors in the graph are described by the following matrices 
which are easily derived from the tables of Figures 3 and 4 . The prior factor P 0 (R) is uniform on the 16 symbols.
1) Pattern recall:
The factor tree, can be used as an associative memory: some of the components in X may be unavailable (or erased), or more generally, in a data fusion problem, imperfect knowledge (a probability distribution) about some of them may be available. Via message propagation and the sumproduct rule [2] we can get the exact a posteriori probabilities. The information tree also predicts how many bits we can miss for a perfect recall. In the first group we may miss up to 1 bit of information propagating only up to the first tree-level. The second group (X 1 X 2 X 3 X 4 X 5 ) can miss up to two bits of information, but it needs to climb up to the second level. Globally the string can miss up to 3 bits of information to obain a perfect recall.
We have implemented in Matlab complete message propagation in the tree. Probability updates are synchronous (one block per step) and initial values are uniform. We denote for a generic variable X, with bX and f X, backward and forward messages respectively. Suppose that we present to 
where ⊙ denotes the normalized Hadamard product. 1 The information has been successfully propagated from the neighbours X 2 , X 3 , X 4 onto X 1 involving only the first layer. No further steps are necessary as predicted by the information tree. If we present the system the string (Y d??11), X 3 and X 4 are missing (two bits). After three steps f X 3 = (.5, .5) and f X 4 = (0, 1). Therefore X 4 is already recalled only using the first layer, but X 3 is still uncertain. After five steps, information from X 5 via the second layer reaches the leaf and f X 3 = (0, 1), giving perfect recall as predicted by the information tree. The maximum number of steps for any pattern that misses three arbitrary bits is seven (tree diameter). If we present the string (N ?11?1), we have three bits missing. After three steps, f X 2 = (0, .5, .5, 0) and f X 5 = (.5, .5). Not enough information is yet available, even if a double hypothesis is made on X 2 . After five steps, we get f X 2 = (0, .5, .5, 0) and f X 5 = (1, 0), i.e. X 5 is resolved, but X 2 is still uncertain. After seven steps, f X 2 = (0, 1, 0, 0) and the recall is completed.
More interesting for data fusion is the use of the system in "soft mode," assuming that we only have imperfect observation of the six variables. For example, we imagine that we have gathered information about the six variables, but we are not 1 We do not provide details about message transformation rules through the blocks (factors), as they are quite standard [3] [14] . It is also well known that message transformations and combinations across the factors do not produce valid distributions. In the following, we always present the messages as distributions after normalization. .6) . The system has responded by shifting our beliefs in a way that accounts for the fixed patterns memorized in tree. The process can be seen as hard logic (the tree) that interacts with soft knowledge, thanks to the probabilistic framework [5] .
2) Recall in the presence of errors:
The patterns given to the system to generate the tree are memorized exactly. The graph representation is a useful alternative to simple table memorization because it can provide answers to partial questions using only a subset of variables and it can provide soft probabilistic inference. The memorized ℓ = 16 patterns are fixed points in the space X = X 1 ×...×X 6 that has the size |X | = 128 and constitutes the training set T ⊂ X . However, we would like the system to also function when it is presented with other input configurations that do not belong to T . We need to properly generalize to "unseen" patterns. The most appropriate extension is certainly application dependent and reflects our a priori knowledge about the problem. However, we can assume, in the absence of other information, that in the generative model each variable can be spread uniformly and independently on its alphabeth after being generated by the tree. This is equivalent to assuming that we have a uniform Figure 7 shows the block to be added at the end of the tree for all i = 1, ...6. The conditional probabilities are described by the matrices
