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ABSTRACT
This thesis is focused on the application of the R-matrix method, as implemented in the
UKRmol and UKRmol+ suites, to study low-energy electron collisions with three medium-sized
molecules of biological relevance: para-benzoquinone, thiophene and alanine. Our goals for
all the targets are mainly three: (i) to identify and characterize respective resonances; (ii) to
calculate elastic and inelastic integral and elastic differential cross sections; and (iii) compare
our results with the literature. To do so, we use several scattering models, choosing the most
suitable on the basis of the characteristics being investigated: Static Exchange, Static Exchange
plus Polarization and/or Close-Coupling approximation.
Specially at higher energies, we find an unexpectedly large number of resonances for the
three targets, most of them of core-excited and core-excited shape character. We compare our
results with other calculations and/or experiments in the literature, but the absence of detailed
experimental results for many targets at these energies precludes a meaningful comparison.
Nonetheless, three scenarios are then obtained: in the first one, for para-benzoquinone, the
agreement with previous results is satisfactory; in the second, for thiophene, is excellent; and
finally, for alanine, there is not much prior information on the literature to make decisive con-
clusions.
This work was all published in peer-reviewed journals.
Keywords: Low-energy electron-collisions, elastic and inelastic scattering, R-matrix method,
organic molecules.
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RESUMO
Esta tese é centrada na aplicação do método da matriz-R, tal como implementada nos pro-
gramas UKRmol and UKRmol+, no estudo de colisões entre electrões de baixa energia e três
diferentes moléculas de interesse biológico: para-benzoquinona, tiofeno e alanina. Os objec-
tivos para todos os alvos são essencialmente três: (i) identificar e caracterizar as respectivas
ressonâncias; (ii) calcular as secções cde choque eficazes elásticas e inelásticas integrais e elás-
ticas diferenciais. Para tal, utiliza-se vários modelos de dispersão, escolhendo o mais adequado
em função do que se pretende calcular: Static Exchange, Static Exchange plus Polarization e/ou
Close-Coupling.
Especialmente a energias mais elevadas, encontramos um inesperado número de resonân-
cias para todas as três moléculas estudadas, maioritariamente com carácter core-excited shape.
Os resultados obtidos são comparados a literatura disponível, obtidos tanto a nível teórico
como experimental. No entanto, a falta de resultados experimentais para algumas moléculas,
especialmente para estes valores de energia, dificulta a comparação.
Três cenários são então obtidos: no primeiro, para-benzoquinona, o consenso com a li-
teratura é satisfatório; no caso do tiofeno, excelente; e finalmente, para a alanine, não existe
informação suficiente na literatura para se poder fazer comparações conclusivas.
Todo o trabalho apresentado nesta tese foi publicado em revistas científicas.
Palavras-chave: Colisões com electrões de baixa energia, dispersão elástica e inelástica, mé-
todo da matriz-R, moléculas orgânicas.
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the 12B2g and 22B2g resonances we also quote the positions and widths from their
table 3. Also shown are their identified parent states.) and data fromWest et al. [105].
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5.7 Position and widths (in brackets), in eV, of the shape resonances identified in our
SE/SEP/CC calculations, as well as theoretical and experimental results from liter-
ature. The results from Ptasin´ska et al. [188] and Scheer et al. [189] were obtained
in DEA experiments, so the values correspond to peaks in the ion yield; Aflatooni
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I N TRODUCT ION
One of the biggest challenges of this century is to respond to themedical needs of a growing and
ageing population. Every day we assist to the appearance ofmore resistant diseases, in addition
to several types of cancer that continue to affect a significant part of the world population
(in 2017, 8.8 millions of people died from cancer [1]). The improvement and development of
new treatments is therefore a major scientific concern. Highly energetic, ionising radiation
(or primary radiation) has been applied in cancer treatment (radiotherapy) to around 50% of
cancer patients [2]. Besides the direct effect of the primary radiation in human tissue, there are
other processes involved, caused by the secondary species that are formed as a consequence of
this first interaction. These processes cannot be disregarded, as we shall explain in this chapter.
Biological radiation damage (see figure 1.1 for an overview of the whole process) has been a
very popular topic over the last decades, mainly from the physical-chemical perspective. The
origin of this radiation can be natural or man made: a constant background of low intensity
(but high energy) radiation is present all over the Earth, and comes essentially from cosmic
radiation and due to the presence of radioactive Radon (222Rn) in the air, itself a product of the
decay of radioactive uranium isotopes. With the rapid decrease of the ozone concentration in
the stratosphere over the last decades, there has been an increased human exposure to ultravi-
olet background (UVB) radiation. The energy quanta of UVB radiation (3.9-4.4 eV), although
non-ionising, is capable of inducing molecular changes when interacting with biomolecular
systems [3], as we will explain later on.
Besides the natural sources, human exposure to radiation can also occur for medical rea-
sons: radiotherapy or medical imaging. Radiotherapy, as mentioned previously, is used to treat
several types of cancer and it is relatively low cost compared to other treatments. Therefore, it is
themore suitable procedure to use in developing countries, where cancer-survival rates are still
very discouraging. Medical imaging consists mainly of tests that allowmedical professionals to
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Figure 1.1: Chronological diagram of radiation induced damage, adapted from [6].
"see inside the body"in order to diagnose, treat, and monitor health conditions. Medical imag-
ing procedures are often used as a tool to determine the best treatment options for patients.
The type of imaging procedure used depends on the health concern and the part of the body
that is being examined. Some common examples of imaging tests include X-rays, computed
tomography (CT), fluoroscopy and positron emission tomography (PET) [4, 5].
Over the last decades, there has been a lot of experimental and theoretical (see reference [7]
and references therein, mainly in part I) work on quantification of the interaction of primary
and secondary radiation with cell components and respective molecules. The radiation can
be electromagnetic, electrons, positrons, protons, Æ-particles, neutrons and heavy charged
ions. However, electrons (called secondary) are the major product of the interaction between
ionizing radiation and a surrounding medium: around 104 electrons with energies below 30
eV are generated per MeV of deposited radiation [8, 9]. As expected, and motivated by the
pioneering work from Boudaïffa et al. from Leon Sanche’s group [10], the interaction between
biomolecules and secondary electrons started receiving the attention of several groups all over
the world [11, 12, 13, 14] (for a review see reference [3]). The experiments of Boudaïffa et al.
were focused on DNA, and proved that electrons below the ionization threshold can produce
single anddouble-strandbreaks (SSBs andDBSs, respectively), through theDissoactive Electron
Attachment (DEA) process.
It is important to keep in mind that apart from DNA, cells contain a huge number of other
important molecules, for example proteins and water, that are also potential targets for the
incoming radiation, as we explain in the next section.
1.1 Radiation damage in biological systems
Asmentioned earlier, when high-energy radiation interacts (or collides) with living tissue, it pro-
duces a range of structural and chemicalmodifications that can affect biological function. These
modifications can occur directly (when the primary radiation particle ionizes the molecules
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directly, initiating a chain of events that leads to structural changes) or indirectly, through the
production of intermediate species (free radicals and other particles like electrons, protons,
etc.) that will damage themolecules. Our focus here is low energy electrons (LEEs, or secondary,
as called before), the most abundant species produced during this interaction. The LEEs are
generated by ionization processes, or formed by intermolecular Coulombic decay, which is a
kind of non-local autoionization process [15]. They can also be formed by water radiolysis (dis-
sociation of water molecules by ionizing radiation). Independent of their source, these LEEs
can drive severe damage to biomolecules, which may lead to mutagenic, genotoxic and other
lesions, in the case of DNA. After their production, these electrons gradually lose their kinetic
energy through a series of inelastic interactions with the surroundings, until they reach near-
zero energy, where we say they have been thermalised, or become solvated by the surrounding
water [16].
The aimof studying LEEs collisionswith biologically relevantmolecules is to understand the
mechanism of electron induced damage in these systems, and produce quantitative data to be
used in modelling the radiation effects. Although the majority of the work has been performed
in the gas phase (or as isolated molecules, in the case of computational studies), the reality is
not that simple - in the cell, the target molecules are embedded in a specific environment that
will affect the electron-molecule interaction and its outcome. The surroundings are mainly
composed by water molecules, which triggered studies in pure and hydrated clusters [17, 18,
19]; studies in the condensed phase have also been performed (e.g. references [20, 21]).
There are plenty of other biologically relevant target molecules besides the extensively stud-
ied nucleobases: sugars, aminoacids and smaller molecules that could serve as a model for
more complex systems - e.g. proteins, that due to their size are impossible to model at the
levels of accuracy required in our calculations. Therefore, the strategy used by theoreticians is
to study the target’s central moiety, or smaller molecules that are similar enough, keeping the
calculations within the computational limits. We will present some illustrative examples of this
approach in section 1.5.
Beyond the importance of studying the interaction between LEEs and biological targets,
electrons also play a crucial role outside the human context. Processes like photosynthesis,
where electron transfer reactions have themost crucial role, are also attentionworthy. Therefore,
understanding the effects of electron collisions with the molecules that participate in these
kind of processes is not only important, but needed. Para-benzoquinone (see chapter 3), (the
prototypical member of the quinone’s family) is known to be involved in photosynthesis and
respiration [22], and is one of the targets we studied during this thesis.
1.2 Electron-molecule collisions
As we have been discussing, a collision between an electron and a molecule can have serious
implications on molecular structure and functioning. In this section we will present a brief
overview of the electron-molecule collision process and its applications.
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Electron-molecule collisions have been studied extensively by both experimentalists and
theoreticians, especially over the last two decades. This was stimulated by mainly two factors:
(i) the emergence ofmore powerful computers that allow the study ofmore complex targets and
more collision processes more accurately; and (ii) the increasing development of experimental
instrumentation (improved electron spectrometers, intense sources of spin-polarised electrons,
position-sensitive detectors, etc.) [23].
Electrons, particularly, play a central role in atomic and molecular physics, as their small
mass makes them much more mobile than the nuclei. The understanding of their behaviour
is essential to understand a large variety of problems in many areas of physics (such as gas
lasers, laboratory plasmas, ionospheres, auroras, stellar atmospheres, interstellar gases and
more recently, and more relevant to this thesis, radiation induced damage) whose advance is
dependent on the availability of data on collision processes between electrons, ions, andneutral
atoms andmolecules. The subject of atomic andmolecular collisions is itself of great intrinsic
interest, having played a leading role in the establishment of quantum theory [23].
Electron-molecule collisions are significantly more difficult to study than electron-atom
collisions, due to the following reasons:
• Molecules have rotational and vibrational degrees of freedom. Those can be excited
by a much smaller amount of energy than electronic excitations. As a result, rotational
and vibrational excitations are the dominant energy-loss processes below the electronic
excitation threshold of the target molecule;
• The electron-molecule short-range interaction is essentiallymulti-centred andnon-spherical
because molecules are characterised by the presence of more than one nucleus. Even
at large separations, the interaction is often strong and orientation dependent since
molecules have various permanent electricmultipolemoments. Furthermore, the polaris-
ability of the target molecule, which determines the polarisation force is also anisotropic;
• Molecular targets can dissociate in collision with an electron, as we will explain later on.
1.2.1 Low-energy electron processes
In section 1.1, we expressed our interest in electron-molecule collisions with electrons de-
fined as "low-energy", as their energy lay below the ioniastion threshold of the target molecule
(around 10-15 eV). In this energy range, any of the following processes can happen [24] (the
processes are listed in approximate order of increasing kinetic energy of the projectile):
• Elastic scattering: where the internal state of the target and the kinetic energy of the
incoming electron are not affected.
AB +e° ! AB +e°
• Rotational excitation: the rotational state of the target (denoted by j ) is changed, as well
as the energy of the incoming electron.
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ABj +e° ! ABj 0 +e°
• Vibrational excitation: the vibrational state of the target (denoted by v) is changed, as
well as the energy of the incoming electron.
ABv +e° ! ABv 0 +e°
• Electronic excitation: the electronic state of the target (denoted by i ) is changed, as well
as the energy of the incoming electron.
ABi +e° ! ABi 0 +e°
• Electron impact dissociation: the target is excited into a dissoactive state, leading to its
neutral fragmentation. The formation of the intermediate AB§° (also knownby temporary
negative ion, TNI°, or resonance) is not necessary.
AB +e° ! [AB§°]! A+B +e°
• Dissoactive electron attachment (DEA): the incoming electron is trapped in a resonant
state, cleaves onemolecular bond (ormore) and remains attached to one of the fragments,
whereas the other (or others) are neutral.
AB +e° ! AB§° ! A+B°+e° (or A°+B +e°)
The DEA process is responsible for molecular bonds cleavage in biological targets, as ex-
plained (although the electron impact dissociation also leads to molecular break-up). The first
step of the whole process is the formation of a resonance (AB§°). To fully comprehend the DEA
mechanism, it is crucial to understand the behaviour and the characteristics of resonances, as
they determine the fate of the targetmolecule. The DEA process will be discussed inmore detail
later on this chapter.
1.3 Resonances
Resonances are electronic states embedded in a continuum (except vibrational Feshbach res-
onances - VFRs, as we will explain later) and, as a consequence, are always susceptible to
spontaneous electron loss (autodetachment). Although electron loss can happen very quickly, a
potential energy barrier prevents the electron from leaving instantly [25]. An atomor amolecule
can havemany different electronic resonances, but each of those can only occur for a particular
energy of the incoming electron. By definition, a resonance has a negative electron affinity
and is characterized by its energy E and width °, where the latter is related to its half-time (or
lifetime) ø, through the expression below:
°=fl/ø
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Resonances can be observed in a number of calculated and/or measured scattering quan-
tities. For example, they manifest themselves as peaks in the integral cross section for elastic
and inelastic scattering and as sudden changes of approximately º in the eigenphase sum (see
chapter 2). They are also visible as peaks in the time-delay (also defined in chapter 2).
Resonances can be classified according to whether they involve fundamentally the elec-
tronic states of the target or they involve nuclear (vibrational) degrees of freedom. The elec-
tronic resonances can be classified as:
• Shape resonances: The electron attaches to the target molecule in its ground electronic
state (that is then described as the parent state of the resonance), usually at low incident
electron energies (approximately up to the energy of the first excited threshold of the
target - above this energy most resonances usually have core-excited character). These
resonances are seen as trapping of the incoming electron in one of the unoccupied or-
bitals of the target molecule - they are 1 particle 0 hole states. The potential energy curve
of a shape resonance lies above the one of the neutral molecule. However when this
resonance has energy close to the ground state energy, the potential energy curve may
be below the ground state energy for some geometries and the resonant state becomes
bound [26]. The lifetime differs between molecules and between resonances in the same
molecule, and can be of the order of ten femtoseconds to milliseconds. Because they
tend to be relatively close in energy to the ground state, these resonances are usually
short-lived.
• Core-excited resonances: The resonance is formed when the incoming electron elec-
tronically excites the target molecule to an excited state (the parent state), and at the
same time, it is temporarily trapped in one of the unoccupied orbitals. The description
of the core-excited resonances usually involves single excitations of the target molecule,
i.e. they are 2 particle 1 hole states. These resonances usually occur at higher incident
electron energies than shape resonances (since some energy is needed to excite the tar-
get first). We can divide core-excited resonances into two different types: Feshbach and
core-excited-shape resonances [27].
1. Feshbach resonances: These resonances lie energetically below the parent state and
are typically weakly bound. They tend to have much longer lifetimes than both
shape and core-excited shape resonances, and therefore are very narrow which
makes them very hard to detect experimentally, due to the experimental instrumen-
tation resolution. This is because the autodetachment channel to the parent state is
closed i.e., the decay to the parent state is energetically forbidden, and consequently,
its decay occurs into some nonparent state(s).
2. Core-excited shape resonances: The approaching electron has enough energy to elec-
tronically excite the molecule to which the electron is concurrently trapped. These
resonances lie above the parent state into which they can decay through the au-
todetachment process that is usually short. The name itself implies similarities to
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the shape resonances, as their mechanism of formation is the same except that the
attractive part of effective potential arises between the incoming electron and the
target molecule in an electronically excited state.
Other type of Feshbach resonances are VFRs: they involve nuclearmotion and usually occur
at very low energies when the electron is trapped into a diffuse (dipole-bound) state and its
energy is transferred to themolecular vibrations. VFRs are likely to occur inmolecules with large
polarizabilities and/or a very large dipole moment, and can be found just below the thresholds
for vibrational excitation of the target molecule.
Figure 1.2 summarizes the types of resonances we just described, their usual lifetimes and
where their relative positions are with respect to electronic states of the target.
Figure 1.2: Schematic figure of the relative position of shape, core-excited shape and Feshbach
resonances and respective usual lifetimes. The size of the grey boxes is not representing their
width. AB stands for a generic target molecule. The horizontal lines in the energy axis corre-
spond to the ground state (AB) and an excited state (AB§) energies.
In our calculations we have identified several resonances that we characterize as ofmixed
character. These resonances do not have a shape or core-excited character, but are, in fact, a
mix of both. They possess more than one parent state (state the electron attaches to in the
scattering process), one of them the ground state, and the remaining an electronically excited
state(s).
As metastable states, resonances can decay very easily (unless they become bound, as men-
tioned previously). This decay depends on several factors as: the lifetime of the resonances, if
the resonance formed is dissoactive, how fast the nuclei moves, how far from the equilibrium
geometry the anion becomes bound, etc.; we can have mainly two types of decay, schematized
in figure 1.3:
• Autodetachment (AD)
It is the most probable channel leading to decay of a shape resonance, where the autode-
tached electron has the same energy as the incoming electron. In the case of core-excited
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Figure 1.3: Possible pathways for a resonance decay. After its formation, electron loss through
autodetachment can occur or DEA into fragments, one of them negatively charged.
resonances, some part of the initial kinetic energy of the electron can be left within the
molecule (i.e. to use in the rotational, vibrational, electronic degrees of freedom excita-
tion).
• Dissociative electron attachment (DEA)
It is themost likely decaying channel for resonances with a long lifetime. The dissociation
process is bond selective, that is, the bonds that break in a molecule are dependent on
the incident electron energy, as shown in the work of Denifl et al. [14] and many others.
Multiple bond cleavages and new bond formation are also possible as a result of DEA.
Figure 1.4 (adapted from [28]) illustrates the potential energy diagram for theDEA process
of a diatomic molecule.
This process requires a bit more of our attention as it is one of the main reasons why we
are interested in identifying and characterizing resonances. As the anionic product can be
detected straight after molecule cleavage by conventional mass spectrometry, DEA has become
very popular and extensive studies have been performed. The kinetic energy of the fragments is
determined by the asymptotic behavior of the potential energy curves and the internal energies
of the products. DEA dynamics involves a strong interaction between the electron motion and
nuclear motion, and this makes its the theoretical description particularly challenging [29].
Despite its importance in electron-induced fragmentation of biomolecules, DEA has also
important applications in industry (like FEBID [30] - Focused Electron Beam Induced Deposi-
tion - and industrial plasmas) aswell as occurring naturally, for example, in the Earth ionosphere
where oxygen radical anions are formed by DEA frommolecular oxygen.
However, dissociation and autodetachment are not the only possible fates of a resonance.
As we will present and discuss in chapter 3, there are molecules (as p-BQ) capable of accept
and retain electrons. This means that their resonances are fairly stable, and their energy is
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Figure 1.4: Scheme of the DEA process for a diatomic molecule AB, representing the poten-
tial energy Epotential as a function of the bond length (r). The A-B and [A-B]° curves are the
potential energy of the neutral and anion molecules, respectively. Eincident is the energy of the
incident electron; Ebinding the energy needed to dissociate the bond. The dashed horizontal
line represents the vibrational energy. For r > rC , the anion becomes bound, and stable against
autoionization. Therefore, if the molecule reaches this point before autoionizing, DEA will
occur.
dissipated through the nuclear degrees of freedom of the molecule, until it reaches the bound
anionic state, that is more stable than the neutral ground state.
1.3.1 Cross sections
One of the main ways of quantifying the effect of a collision is by measuring (or calculating) a
cross section: they can be defined as a measure of probability that a specific process will take
place in a collision of two targets.
Cross sections can be classified in several ways: as an integrated quantity over all param-
eters, and therefore called integral cross sections (or ICS); or as differential cross sections
(DCS), when it is specified as a function of some final-state variable, in our case the scattering
angle. The former depends only on the scattering energy, whereas the latter can be presented as
angular DCS - provided for a specific scattering energy as a function of the scattering angle; or
what we usually call excitation functions - provided for a specific scattering angle as a function
of scattering energy.
Cross sections can either be determined for a specific process or for a sum of these, re-
ferred to as total cross sections (TCS), that quantify the probability that all scattering processes
take place and are easily measured. Elastic cross sections (ECS) quantify the probability of the
9
CHAPTER 1 . INTRODUCTION
incoming electron interacting with the target molecule without modifying its internal state. Ex-
perimentally, it is impossible to measure "purely"elastic cross sections, as they usually include
some rotational excitation contributions. Momentum transfer cross sections can be determined
straightforwardly from elastic DCS, although their publication is not common. Vibration and
electron excitation cross sections can be measured and calculated. However, it is not always
possible to provide state-to-state experimental results so cross sections are regularly provided
for excitation to a group of states. The DEA cross sections can also be measured and calculated,
although the latter is fairly difficult. As for the experiments, it is more usual in publications
to see ion yields as a function of scattering energy, given the difficulty in turning these into
absolute values (and consequently cross sections).
Themodelling of a number of physical phenomena requires the availability of cross sections
for all possible electron induced processes (elastic scattering, target excitation, DEA, ionization,
neutral and dipolar dissociation, etc.) for a broad energy range. For example, Monte Carlo
simulations of track structures to model radiation induced damage in the cell, in which the
interaction history of the incident and released particles is followed step-by-step until their
energy falls below a specified threshold [31], requires knowledge of a large number of cross
sections.
Modelling of plasmas and transport processes of charged particles (electrons, positrons,
protons) in gaseous and liquid media to obtain electron densities, average velocities, etc. [32,
33] also require cross section data as input. These studies have applications in fields as diverse
as gas discharge physics, atmospheric and astrophysical environments, environmental science
andmost recently, radiation damage in living tissues.
1.3.2 Photodetachment
As mentioned in section 1.1, one of the systems studied is p-BQ, specifically its resonance spec-
trum and its link to the photodetachment process (that has been studied bymany experimental
groups over the years - see chapters 3 and 6). Therefore, we will briefly describe this process
here.
Photodetachment (if the target is neutral, the process is called photoionization) is the pro-
cesses where a photon of specific energy interacts with a negative ion, leading to the neutral
molecule and a free electron, represented by the expression below.
A°+∞! A+e° (1.1)
Normally, the ionized electron is promoted directly to the continuum. However, if reso-
nances are present in the system (which is the case of p-BQ), they can provide pathways for the
system to return to its ground state, although, like all resonances, they are subject to decay via
the spontaneous process of autodetachment. This decay manifests as a resonance structure in
the detachment cross section. Identifying and characterizing these species is therefore essential
to accurately describe the mechanism of photodetachment.
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All information about the structure and dynamics of negative ions comes from controlled
experiments in which electrons are detached from the ions after they interact with photons (in
the case of photodetachment) or other particles. Photodetachment is the preferred method to
study negative ion structure and dynamics, since the energy resolution associated with such
measurements is typically much higher than that achieved in any particle-induced detachment
process. Cross sections for this process start at zero at threshold, increase to a maximum a
few eV above threshold, and then decrease. Threshold behaviour and resonance structure in
detachment cross sections are of particular interest, since they both involve a high degree of
correlation between the electrons.
Other examples where electronic excitation of light absorbing molecules are the trigger for
the upcoming processes are the primary processes of photosynthesis and vision [34, 35].
1.4 Theoretical approaches to electron-molecule collisions
In the early days, the goal of theoretical studieswas to explain the experimental discoveries, or to
approximately reproduce their results. However, due to the fast development of computational
techniques and facilities, it is sometimes possible to obtain physical quantities theoretically,
like cross sections, which can be more accurate than the observed data.
The low energy region is the most complicated to model, as effects of target polarisation
and electron correlation play a strong part. Many ab initio methods have been used, both
for scattering studies in general or resonances identification, divided basically into two types:
calculations based on purely quantum chemistry methods, like Density Functional Theory
(DFT), and scattering calculations.
In principle, for very low electron energies or for energies close to a resonance, calculations
should take into account the coupling of electronic and nuclearmotions. However, the resulting
scattering calculations would be very computational demanding. Therefore, scattering meth-
ods tend to use the the well known Fixed-Nuclei approximation, in the energy region of its
validity.. As a result, many scattering calculations focus only on the accurate description of the
electron dynamics.
Severalmany-electron ab initiomethods have beendeveloped for calculations of low-energy
electron-molecule collisions. Among these [36]:
• The R-matrix method [37];
• The SchwingerMultichannel (SMC) and the SchwingerMultichannelwithPseudo-Potentials
(SMCPP) methods [38, 39];
• The Kohn variational method [40].
Modelling electron-molecule interactions is considerably more difficult than calculations
of the electronic structure of the isolated molecule for three main reasons: (i) the polarization/-
correlation effects between the scattering electron and the electrons of the target have to be
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taken into account; (ii) the (N+1) wavefunctions need to be described at a similar level of quality
to the one describing the target states; and (iii), the most significant difficulty, is the fact that
the unbound electron needs to be described for all the space, since it is not "confined"as the
electrons of the target.
Obtaining a reasonable description of both bound and continuum electrons and their in-
teractions in the energy range of interest requires significantly more computational resources
compared with quantum chemistry calculations of bound-state solutions of the Schrödinger
equation. This is particularly true for electron-rich targets, like the molecules studied in this
thesis.
1.5 Low-energy electron collisions frommodelmolecules
Apart from the DNA nucleobases that have already been extensively studied using a variety
of techniques and experimental methods (see [17] and references therein), there are several
othermolecules catching the attention of the scientific community. These are small tomedium-
sized molecules, that might not be contained within living organisms, but that serve as models
for more complex biological systems, similarly to what we expect for the individual study of
nucleobases: their study can provide insights into the general behaviour of the DNAmolecule.
In this section we will present two illustrative examples of these smaller molecules that have
been widely studied: pyrimidine and tetrahydrofuran (THF).
Pyrimidine (see upper structure in figure 1.5) is the precursor of the pyrimidinic nucleobases
(cytosine, thymine and uracil, see bottom structures in figure 1.5) and as such has received sig-
nificant experimental and theoretical attention. Given the higher symmetry of pyrimidine, accu-
rate calculations are easier to perform. Several electron collisions studies have been performed
for pyrimidine: a detailed review can be found in reference [17].
Figure 1.5: Chemical structure of pyrimidine (top) and cytosine, thymine and uracil (bottom
structures, respectively).
The work from Bug et al. [31] provided the first cross section data set of DNA constituents
for electron impact in the energy range between 10 eV-1 keV. These data set was designed for
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an implementation in Monte Carlo simulations and consists of model functions, taking into
account elastic scattering, ionization and excitation interactions withDNA constituents, among
them pyrimidine. Their work was developed on the basis of determining absolute differential
and total scattering cross sections, using the available theoretical and experimental data from
literature, and can be readily used for track structure simulations of electrons with energies
between 30 eV-1 KeV. The same study was performed for THF [41].
THF is the simplest model for the deoxyribose building block of DNA (illustrated on the
left and right sides of figure 1.6, respectively), and has been widely studied theoretical and
experimentally, as a route to understand electron interaction with the DNA backbone (see a
summary of these studies in [17]).
Figure 1.6: Chemical structure of THF (left) and the deoxyribosemoiety (right) of DNA. R stands
for any nucleobase.
As seen for these two examples, the study of simplermolecules as amodel formore complex
biosystems (and as input for other types of studies) has been the focus of significant research.
1.6 Objectives and layout of the thesis
In thisworkweperformed low energy electron collision calculations for three smallmolecules of
biological relevance (see chemical structures in figure 1.7): para-benzoquinone, a prototypical
member of the quinone family that are involved in electron transfer reactions during photosyn-
thesis [22]; thiophene, one of the most used building blocks of anti-inflammatory drugs, and
often used in substitution of benzene ring in pharmaceuticals [42]; and alanine, the second
smallest aminoacid that could help providing information into the behaviour of proteins, as
one of theirs building blocks.
Our aimwas to look into different types of targets, in order to analyse themain differences in
the resonant behaviour of their respective families, although all of them have biological interest.
Particularly, we have chosen to study p-BQ because, despite the fact it is extremely interesting
as we will show and has been extensively studied (both experimental and theoretically), no
consensus on its resonance spectrum is found in the literature. Thiophene was chosen due to
the number of experiments that were available, and the lack of calculations to compare them
with. Finally, alanine was selected mainly because there was no information on core-excited
resonances for it, and very little on other aminoacids.
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Figure 1.7: 3D chemical structure of para-benzoquinone, thiophene and alanine. The colours
represent: grey- carbon atoms, white- hydrogen atoms, red- oxygen atoms, yellow- sulphur
atoms and blue- nitrogen atoms.
The most interesting question regarding electron collisions with these types of molecules is
related to the large number of resonances they possess, their character and respective mecha-
nism of formation. As we will show later on, this does not always have a straightforward answer.
The focus of this thesis is mainly the identification and characterisation of resonances, specially
of core-excited character, which are less well understood and studied than shape ones, as they
are much harder both to identify experimentally and characterise theoretically. Although all of
the systems we looked at in this work have been studied before using other methodologies (and
some using the R-matrix method), there were many questions that still needed to be answered.
In order to carry out our electron collision calculations we used the R-matrix method [24],
as implemented in the UKRmol [43] and UKRmol+ suite of codes [44, 45]. The main objectives
of our research were:
1. Describe, as accurately as possible, the resonances in our three target systems. This
includes:
• Evaluate and analyse in detail the position of the higher energy resonances, link
them to DEA studies (if available), and provide information about their character;
• Identify the parent states of high-energy resonances, whenever is possible.
2. Obtain elastic and inelastic cross sections, that can be used in further studies (e.g. track
structure modelling). This includes:
• Compare the obtained cross sections (integral and differential) with experiments
and other calculations, whenever available;
• Provide information about the excitation function for some of the targets;
This thesis is organised in the following way: after this introduction chapter, in chapter 2,
we will describe in detail themethods and techniques we have used to perform our calculations.
Both computational tools used - UKRmol andUKRmol+ - will also be described, as well as exter-
nal programs that were used, like polydcs. In chapter 3, dedicated to p-BQ, we will present our
scatteringmodels, results and conclusions, aswell as a detailed discussion and comparisonwith
literature. One publication emerged from these studies [46]. Chapter 4 is focused on thiophene.
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We performed calculations on the excitation cross sections and compare with the experiments
from Regeta [47]. Integral and differential cross sections are also presented and discussed along
with other experiments and calculations [48, 49]. In chapter 5 we present our results for alanine,
where an improved scatteringmodel for R-matrix calculations with this target is discussed. With
this newmodel we determine a detailed resonant spectrum and cross sections data. For p-BQ,
thiophene and alanine, an attempt to link our results with DEA experiments is presented and
discussed. Chapter 6 presents some preliminary results for two different studies involving the
p-BQ molecule: (i) an attempt to model its photodetachment process, where we will explain
our modifications to the code used previously to perform photoionisation calculations, and
a description of our model; comparison with the experimental data is also discussed; and (ii)
scattering calculations with the complex p-BQ-H2O, where we look at the effect of a single water
molecule in the resonance positions of p-BQ, and in the transition energies of the p-BQ anion,
motivated by the experimental work of Stockett and Nielsen [50].
Our main conclusions and suggestions for future work are presented in chapter 7.
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THEORET I C A L METHODS
This chapter dealswith the theoreticalmethodused throughout this thesis, the R-matrixmethod.
Using this method, we can obtain the cross sections and other quantities relevant for the analy-
sis of the electron-molecule collision problem. Therefore, its description constitutes the main
part of this chapter.
We will start by briefly presenting the two electronic structure methods used in this work
to generate the target orbitals and wavefunctions needed in our calculations: the Hartree-Fock
Self-Consistent Field (HF-SCF) and the Complete Active Space Self-Consistent Field (CASSCF)
quantum chemistry methods. The following section is devoted to a brief introduction to the
scattering event, followed by a description of the R-matrix theory. Within this sectionwe present
the main principles of each of the parts in which the calculation is divided. Section 2.4 focuses
on the time-delay analysis, a very useful technique used to identify resonances, focusing on
its advantages and the theory behind it. We will also introduce the three scattering models
used during this work, and finally, present a description of the computational tools we used: the
UKRmol andUKRmol+ suites and the programs that are not part of the suites that have also been
used. The former are both implementations of the R-matrix method for electron and positron-
molecule collisions. Their application in photoionization (and attempt to photodetachment)
process will be briefly described later.
Most of the sections give a general overview of the method used in this thesis, which aims
to aid the understanding of the motivation and language of the R-matrix theory. No attempt at
mathematical rigour will be made, but can be found in references [25, 37].
The scattering approach presented in this chapter is time-independent and all the calcula-
tions will be performed within the Fixed-Nuclei approximation. This approximation considers
that, because the nuclei are much heavier than the electrons, their motion should be much
slower and they remain fixed (the molecule does not rotate or vibrate) during the time of the
collision. Therefore it is reasonable to neglect the nuclear kinetic energy [51].
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2.1 Electronic structure theory: HF and CASSCFmethods
Electronic structure theory describes the motions of electrons (in atoms and molecules) in
an electrostatic field created by the nuclei, and comprises the calculation of the electronic
wavefunctions and their associated energies. The Born-Oppenheimer approximation underlies
this theory: its basic principle is to separate themotion of the atomic nuclei and the electrons in
a molecule. As the nuclei are much heavier, and therefore much slower compared to electrons,
its kinetic energy can be neglected, and we have to treat only the electronic problem [52].
To solve the electronic problem, it is usual to start with the HF approximation. This ap-
proximation is based on the idea that each electron feels an average potential, ie. it moves in
a field generated by the remaining electrons. The HF approximation assumes that the exact
wavefunction of the system can be approximated by a single Slater determinant (named after
John Slater), which is a normalized antisymmetrized (and therefore satisfies the Pauli exclusion
principle) product of molecular orbitals. The use of determinants to express the wavefunction
of a N-body system turns the computational treatment much easier. Each of the entries of
the Slater determinant are functions that represent a spin-orbital for each electron of the N-
electron system. To determine spin-orbital ¡Æ(1), where we have arbitrarily assigned electron 1
to spin-orbital ¡Æ, we need to solve the following equation:
f1¡Æ(1)= ≤Æ¡Æ(1) (2.1)
• ≤Æ is the spin-orbital energy;
• fi is the Fock operator for electron i given by:
fi =°
r2i
2
°
NucleiX
k=1
Zk
Ωki
+¿HFi (2.2)
• Zk is the charge of the nuclei k;
• Ωk j is the distance between nuclei k and the i th electron;
• ¿HFi is the average potential experienced by the i th electron due to the presence
of the other N °1 electrons.
Each spin-orbital ¡Æ must be obtained by solving an equation of the form of equation 2.1,
with the corresponding Fock operator fi . However, because each Fock operator depends on
the spin-orbitals of all the other N °1 electrons (via ¿HFi ), it appears that to set up the HF equa-
tions, one must already know the solutions beforehand. This is a known dilemma in electronic
structure calculations, and it is commonly solved using an iterative style of solution, stopping
when the solutions are self-consistent - hence the name self-consistent field (SCF) is given to
this approach, and therefore HF-SCF to the whole approximation. In a self-consistent proce-
dure, a trial set of spin-orbitals is chosen and used to construct an initial Fock operator, then
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the HF equations are solved to obtain a new set of spin-orbitals that are consequently used to
construct a revised Fock operator, and so on. The cycle of calculations is repeated until the
solutions converge [53].
Although the HF-SCF method does not consider the instantaneous Coulombic interactions
between electrons, the electron-electron repulsion can be taken into account by using a linear
combination of Slater determinants; this is what is known as the configuration interaction (CI)
approach. A convenient way to build those other determinants is by taking the HF ground state
as a reference determinant and promote each electron from an occupied orbital to an unoc-
cupied orbital (called virtual orbital). Each of the determinants (or a linear combination of a
small number of them) constructed so as to have the correct space-spin symmetry, is called a
configuration state function (CSF). These CSFs are used to construct the Hamiltonian matrix,
which eigenvalues correspond to the energy of each CSF particularly. Therefore, the Hamilto-
nian matrix needs to be diagonalized to obtain their energy, which is the most computational
demanding part of our calculations. Nowadays we can find several methods to limit the size
and computational resources of these calculations.
The other method we used to perform our calculations is the more sophisticated Complete
Active Space Self Consistent Field (CASSCF) method. Here, the orbitals and the CI expansion
coefficients are optimized at the same time, so we obtain the set of orbitals that best describe
the states of interest, using the specific configurations we generated (i.e. the target electronic
states are represented using multiple CSFs). A CASSCF calculation can be carried out in two
ways: state-specific or state-averaged mode. Both have the same principle, which is to carry
out the calculation on a small sub-set of chosen orbitals, but during this thesis we have only
used the latter. A state-averaged calculationminimizes a weighted average of energies of several
chosen states. These weights can be chosen arbitrarily, but it is common practice to give the
largest weight to the ground state. Themain advantage of thismethod is that it produces a set of
orthogonal orbitals describing all chosen electronic states in the best way possible. The disad-
vantage is that usually the quality of the description of a specific state using orbitals optimized
to describe large number of electronic states with a common set of orbitals is poorer than the de-
scription of one given state using orbitals optimised only for that particular state. Nonetheless,
this is our best approximation when several states need to be described simultaneously.
A CASSCF calculation starts with a set of orbitals as a starting guess (usually generated at
HF level). Next, the frozen orbitals are chosen; these orbitals correspond to the inner shell ones
that normally do not participate in (or its contribution is very small to) the scattering process.
As a consequence, these orbitals are not optimised. After that, and most importantly, a set of
active orbitals (also called the Complete Active Space (CAS)) is chosen, for which the orbital
optimisation will be performed.
The choice of the correct active space is crucial to the success of the method, because
electrons occupying the active orbitals are the ones involved in the collision process. This
choice depends on the electronic states being described as well as the computational resources
available, so there are a wide range of possibilities. The CASSCFmodel is usually denoted by a
pair of numbers (n,m), where n indicates the number of electrons being distributed among the
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m active orbitals. The other (N °n) electrons occupy the frozen orbitals. Once these two types
of orbitals are picked, the CASSCF orbital optimisation is performed.
In order to carry on the calculations, a basis set is required. A basis set is defined as a set
of functions used to create the molecular orbitals, which are expanded as a linear combination
with coefficients that need to be determined. There are many types of basis sets (minimal, split-
valence, correlation-consistent, etc.) that are picked according to the type of processes we are
trying to describe.
A basis set can either be composed of atomic orbitals (yielding the linear combination of
atomic orbitals approach, the most usual choice in quantum chemistry calculations), or plane
waves in the case of solid state calculations. There are several type of atomic orbitals: Gaussian-
type orbitals (GTOs), Slater-type orbitals or numerical orbitals. The former ones are, by far, the
most used as they are easier to treat computationally.
2.2 Introduction to scattering processes
Scattering studies have been the focus of many experimental and theoretical work for almost
100 years. A very early example of their use is the formulation by Rutherford of his nuclear
model of the atom, which resulted from his famous experiments with Æ°particles scattered by
platinum and gold foils.
Scattering events can be classified into two types: elastic scattering, when the total kinetic
energy of the particles remains unchanged, as only translational kinetic energy is transferred
between the two particles; and inelastic scattering, when the total translational kinetic energy
changes and some of it is used to excite internal modes of the projectile or the target.
A collision of two particles can have different outcomes. Each of the final possible products
of the collision is called a channel, definedby the states of both target andprojectile. Therefore, a
scattering process is called amultichannel collision, whenever there aremany different possible
states in which the target and projectile can emerge after collision. Nevertheless, there are
certain simple processes (e.g. very low energy scattering of an electron off a proton) in which
only one channel needs to be considered. This case is called a single channel process and it
happens when all the other channels are either closed (energetically inaccessible) or can be
neglected. The formalism of single-channel scattering is much simpler than the general case
of the multichannel process, but it includes almost all the basic scattering concepts. A brief
description of the formalism of single and multichannel collisions can be found elsewhere [25].
A standard approach to the scattering problem is to solve the time-independent Schrödinger
equation, in order to obtain the quantity Sl (after a series of mathematical transformations that
we will not describe in this thesis) defined as the S-matrix element. The S-matrix is closely
related to other scattering quantities, as we will show later on this chapter, from which we can
obtain observables and resonance information (position, widths, etc.). A full description of the
S-matrix theory can be found elsewhere [25].
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2.3 R-matrix theory
There are several methods to solve the scattering problem. In this work we use the R-matrix
approach, devised byWigner and Eisenbud in 1947 [54], to solve scattering problems in nuclear
physics. Through the years, it has been further developed and extended by many scientists and
many complete reviews of the theory and their applications in atomic and molecular physics
have been written [24, 55, 56, 57].
Briefly, the basic idea of the R-matrix method is the division of the configuration space into
two regions: inner and outer region (see schematic representation in figure 2.1). The boundary
between these regions is a sphere of radius a, that we call the R-matrix radius, centred on
the center of mass of the target molecule. In the inner region (r ∑ a), the scattering electron
becomes indistinguishable from the electrons of the target, therefore we need to take into
account both exchange and correlation effects and the calculation gets very complex and can
only be solved numerically. The inner region must contain all the electronic densities of the
target states included in the calculation and that of the orbitals used to build the L2 functions.
Figure 2.1: Schematic representation of the R-matrix method (figure adapted from refer-
ence [58]). The inner and the outer region are separated by the R-matrix radius rin . rout is
the radius up to which the propagation is performed, where the outer and the asymptotic re-
gion match (the propagation process is explained later in this chapter). Despite the scale of the
figure, rout is usually much larger than rin .
On the other hand, in the outer region (r > a) the scattering electron is distinguishable from
the target electrons. Exchange and correlation effects are weak, and therefore can be neglected,
which makes the calculation much simpler. The inner region data is used as boundary con-
ditions to solve the outer region problem. From the known asymptoptic solution in the outer
region, the S-matrix and its derivatives K- and T-matrices can be calculated and from all these
we can extract observable quantities. The time-delay (see section 2.4) can also be obtained,
which allows us to determine resonance parameters (these can also be obtain directly from the
K-matrix).
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In the following sections wewill describe the R-matrixmethod applied to electron-molecule
scattering.
2.3.1 Inner region calculation
The starting point of the R-matrix theory for electron-molecule collisions is the expansion of the
full scatteringwavefunction™°E (x1,x2, ...,xN ,xN+1) in terms of a basis set, denoted™
°
k (x1,x2, ...,xN ,xN+1)
defined in the inner region: [24]
™°E (x1,x2, ...,xN ,xN+1)=
X
k
AEk™
°
k (x1,x2, ...,xN ,xN+1) (2.3)
• ™°k are the basis functions and do not depend on the scattering energy E ;
• ™°E is the total wavefunction and the energy dependence is contained only in the
coefficients AEk
• xi corresponds to the spin and space coordinates of the i th electron;
• N is the number of electrons.
The superscripts ° represent each irreducible representation of the point-group of the
molecule. They are used in the functions™ and ¬ below to indicate that these are constructed
to transform according to the chosen irreducible representation and have the appropriate total
spin. Due to the presence of many indistinguishable electrons and scattering channels, solving
this region requires a lot of computational resources.
The choice of the basis functions is made to reflect as closely as possible the underlying
electronic processes taking place during the collision and is therefore the most important step
in the scattering calculation. The basis functions for the inner region are written in the so-called
Close-coupling approximation:
™°k (x1, ...,xN+1)=A
nbX
i=1
ncX
j=1
©i (xN , ...,xN+1)∞i j (xN+1)ai jk +
mX
i=1
¬°i (x1, ...,xN+1)bik (2.4)
• ©i (x1, ...,xN+1) describes the i th electronic state;
• ¬°i (x1, ...,xN+1) in the second sum are the L
2 integrable functions;
• ∞i j (xN+1) are the continuum functions that represent the unbound scattering elec-
tron, and are the only ones with a nonzero amplitude in the R-matrix sphere;
• A is the antisymmetrization operator.
The target states ©i in equation 2.4 are coupled only with the continuum orbitals ∞i j that
together form products transforming according to the irreducible representation °. Only one
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set of continuum functions is generated (represented by the index i ) to couple with a given
target state, for the symmetry reasons explained above.
To obtain correct results, the density of the L2 functions ¬°i needs to be fully contained
within the R-matrix sphere (the charge densities can be calculated using the program radden
as function of the radial coordinate- see section 2.6). In fact, the maximum spatial extent of the
target states and the L2 functions is what determines the R-matrix radius a. These latter func-
tions along with the target states©i are constructed as linear combinations of antisymmetrized
products of the orthogonalised orbitals of the target molecule. The particular type and num-
ber of target states and L2 functions included in the Close-Coupling expansion (equation 2.4)
constitutes a scattering model. The functions ¬°i allow for the description of the short-range
correlation and polarisation effects as well as that of electron resonances, and their form is
therefore one of the most important properties of the scattering model.
The continuum orbitals ∞i j , describing the unbound scattering electron, are generally built
combining GTOs sitting on the centre of mass and on the atoms. These continuum basis are
built for a specific R-matrix radius, using the procedure described in reference [59]. To obtain
the final set of orthogonal orbitals that are actually going to be used in the scattering calculation,
the continuum orbitals are first Schmidt orthogonalised 1 to the target molecule’s orbitals and
then symmetrically orthogonalized among themselves: the orbitals with eigenvalues of the
overlap matrix smaller than a pre-defined threshold are deleted. The remaining orthogonal
orbitals correspond to the ∞i j in equation 2.4.
The inclusion of continuum GTOs corresponds to the use of a partial wave expansion (rep-
resented by equation 2.5) for the wavefunction of the scattering electron.
™(r,µ,')=X
l ,m
= Fl (r )
r
Yl ,m(µ,') (2.5)
• Y ml (µ,')= (°1)m
q
(2l+1)
4º
(l°m)!
(l+m)!P
m
l (cosµ)e
im' are the spherical harmonics of de-
gree l and orderm;
• Pml are the Legendre polynomials;
• Fl (r ) are the reduced radial wavefunctions.
The coefficients ai jk and bik in equation 2.4 are determined by the requirement the func-
tions™°k diagonalize the hermitian N +1 Hamiltonian, H˜N+1, in the inner region. That is:
1Procedure that consists in taking a non-orthogonal set of linearly independent functions and constructs an
orthogonal basis, over an arbitrary interval with respect to an arbitrary weighting function. [60]
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°
™°k 0 |H˜N+1|™°k
¢= (™°k 0 |HN+1+L|™°k )= Ek±k 0k (2.6)
HN+1 =
N+1X
i=1
√
°r
2
i
2
°
NucleiX
k=1
Zk
Ωki
!
+
N+1X
i> j
1
ri j
+
NucleiX
k>l
ZkZl
Rkl
(2.7)
• Ek corresponds to the energy of each solution of™°k ;
• Zk is the charge of nuclei k;
• Ωki is the distance between the nuclei k and electron i ;
• ri j is the distance between electrons i and j ;
• Rkl is the distance between nuclei k and nuclei l ;
• L is the Bloch operator (described below).
Note that we are using round brackets instead of the usual angled brackets to indicate
that the integration is carried out only in the inner region, and not over all the configura-
tion space.
As we are using the fixed-nuclei approximation, the nuclei kinetic energy terms can be
ignored and the final Hamiltonian for the system includes only the electronic part. To calculate
the matrix elements of the Hamiltonian we use the Bloch operator (L) described by:
L = 1
2
N+1X
i=1
nchX
j=1
|© j Yl j ,mj (xˆi )±(ri °a)
µ
d
dri
° b°1
ri
∂
(© j Yl j ,mj (xˆi )| (2.8)
• the index j runs over all nch scattering channels;
• ±(r °a) is the Delta function;
• b is an arbitrary constant;
The purpose of this operator is to ensure the hermicity of the Hamiltonian H˜N+1.
We shall nowmove to the derivation of the R-matrix, which provides the link between the
radial functions of the scattering electron in the inner and the outer regions. In our notation,
the expression for the channels reads: |©i Yli ,mi (xˆN+1) 1rN+1 ) . In the first step we rewrite the
Schrödinger equation using the Bloch operator to obtain:
24
2 . 3 . R-MATR IX THEORY
(HN+1+L)™°E (x1, ...,xN+1)= (E +L)™°E (x1, ...,xN+1), (2.9)
™°E (x1, ...,xN+1)= (HN+1+L°E)°1L™°E (x1, ...,xN+1) (2.10)
We insert the complete set of states™°k for the inner region between the two operators on the
right hand side, project the equation on the channels |©i Yli ,mi (xˆN+1) 1rN+1 ) and use equation 2.6
to obtain:
µ
©i Yli ,mi (xˆN+1)
1
rN+1
ØØØ™°E∂=X
k
(Ek °E)°1
µ
©i Yli ,mi (xˆN+1)
1
rN+1
ØØØ™°k∂ (™°k |L|™°E ) (2.11)
Projection on the channels |©i Yli ,mi (xˆN+1) 1rN+1 ) guarantees that the function on the left side
is a function of rN+1 only and that it does not contain the term 1rN+1 . We want to evaluate this
function on the boundary r = a, because this is where we want to start the calculation for the
outer region.
The reduced radial wavefunctions Fi (a) and the surface amplitudes wik (a) can be defined
as:
Fi (a)=
µ
©i Yli ,mi
1
rN+1
ØØØ™°E∂
r=a
(2.12)
wik (a)=
µ
©i Yli ,mi
1
rN+1
ØØØ™°k∂
r=a
(2.13)
For simplicity, we omit the dependence of the™°E (x1, ...,xN+1) wavefunctions on the (xˆi )
variables.
Rewriting equation 2.9 and evaluating it at r = a, we get the following expression for the
reduced radial wavefunction:
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Fi (a)=
X
k
wik (a)
Ek °E (™
°
k |L|™°E ) (2.14)
Where (™°k |L|™°E ) is defined by the equation below, and which evaluation can be seen
elsewhere [61].
(™°k |L|™°E )=
1
2a
nchX
j=1
wjk (a)
µ
a
∑
d f j
dr
∏
a
°bFj (a)
∂
(2.15)
After inserting this result back into equation 2.14 we obtain:
Fi (a)=
nchX
j=1
X
k
Ri j
µ
a
dFj
dr
ØØØ
a
°bFj (a)
∂
(2.16)
And the R-matrix elements are defined as:
Ri j (E)= 12a
X
k
wik (a)wjk (a)
Ek °E (2.17)
Equation 2.16 explicitly demonstrates the role of the R-matrix as the quantity linking the
inner and the outer region, as it relates the radial scatteringwavefunction at r = a to the quantity
R(E) which is obtained by solving the inner region, and matching with the known solution of
the outer region (seen in the following subsection) at r = a.
2.3.2 Outer region calculation
The outer region calculation is significantly simpler than the inner region calculation, as the
incoming electron is distinguishable from the N electrons of the target molecule, and therefore
we can approximate its interaction with the target molecule by a generally nonspherical single
centre potential. Therefore the full scattering wavefunction in the outer region can be written
in the following, simpler, form:
™°E (x1, ...,xN+1)=
X
j=1
© j (xN , rˆN+1,æN+1)
Fj (rN+1)
rN+1
,rN+1 ∏ a (2.18)
Fj (rN+1) are at rN+1 = a the reduced radial wavefunctions and correspond to the radial
part of the partial waves of the scattering electron.
The equations determining the radial functions Fj (rN+1) for rN+1 > a are obtained by pro-
jecting the appropriate Schrödinger equation on the channel functions |©i Yli ,mi (xˆN+1) 1rN+1 ) ;
after some algebra one obtains the following equation [61]:
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EiFi (r )+
µ
°1
2
d2
dr 2
+ li (li +1)
2r 2
∂
Fi (r )+
nchX
j=1
Vi j (r )Fj (r )= EFi (r ) (2.19)
• Vi j (r ) are the coupling potentials, and can be written using the single-centre ex-
pansion of the Coulomb interaction of the form:
Vi j (r )=
1X
∏=0
ai j∏r
°∏°1, i , j = 1, ...,nch ,r ∏ a (2.20)
• ai j are coefficients linked to the permanent (i = j ) and the transition (i 6= j ) multi-
ple moments of the target electronic states.
• Ei is the channel energy, corresponding to the energy of a target state included in
the calculation.
For simplicity, we removed the index N +1 from the radial coordinate of the scattering
electron, because rN+1 is the only radial coordinate in the equations above.
The previous equation for the coupling potentials (equation 2.20) can now be inserted
in expansion 2.19 to obtain the final form of the single-centre no-exchange close-coupling
equations:
µ
d2
dr 2
° li (li +1)
r 2
+k2i
∂
Fi (r )= 2
nchX
j=1
X
∏=0
ai j∏r
°∏°1Fj (r ) (2.21)
• ki =
p
2(E °Ei ) are the channel momenta.
This set of equations allow us to find the Fi (r ) in the outer region for each energy E using the
R-matrix (equations 2.16 and 2.17) from the inner region calculation. These equations represent
a multichannel radial scattering problem.
In order to solve the set of differential equations 2.21, that can only be solved numerically,
we use the R-matrix propagation and asymptotic expansions. The propagation is described in
detail elsewhere [62], and significantly decreases the computational cost. The main principle is
the division of the propagation space into small regions, where theHamiltonian is kept constant,
up to a radius large enough to allow for the use of the asymptotic expansion2 of the radial
wavefunctions Fi (r ) (this also decreases the computational resources).
For open channels, each radial wavefunction Fi (r ) solution of 2.21, can be written in the
asymptotic region as a linear combination of the following linearly independent functions,
known as asymptotic expressions:
2The asymptotic expansion used in theUKRmol andUKRmol+ suites of codes is the one describedbyGailitis [63]
(see reference [61] for a more detailed description).
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Rsi (r )=
1p
ki
sin(ki r ° liº/2+¥ln2ki r +æli ) (2.22)
Rci (r )=
1p
ki
cos(ki r ° liº/2+¥ln2ki r +æli ) (2.23)
• ¥= Zki is the Coulomb parameter;
• æli = °(li +1° i¥) corresponds to the Coulomb phase;
• Rsi and R
c
i can be seen as the free and the scattered radial waves, respectively.
Using these two independent functions and the solutions of the differential equations 2.21
allow us to express the general solution F
∞ j ,l j ,mj
∞i ,li ,mi
of equation 2.21 (and therefore obtain the K-
matrix) in the asymptotic region as their linear combination:
F
∞ j ,l j ,mj
∞i ,li ,mi
= ±i , j±li ,l j±mi ,mj R°i ,li (r )+K °i ,li ,mi ; j ,l j ,mj R+j ,l j (r ),r !1 (2.24)
• K °i ,li ,mi ; j ,l j ,mj are the elements of the real-valued K-matrix;
• The indices of the radial wavefunction F
∞ j ,l j ,mj
∞
∞
i ,li ,mi
denote a solution corresponding to
the electron incoming in the channel ∞i ,li ,mi and outgoing in the channel ∞ j ,l j ,mj .
For closed channels we set the radial functions to zero, as the solution of equation 2.21
decreases exponentially.
The link between the K-matrix and the T- and S-matrix can be made as follows:
T° = 2iK°(1° iK°)°1 (2.25)
S° = (1+ iK°)(1° iK°)°1 (2.26)
The T-matrix can be used to calculate the cross section for transitions from state i to state j :
æi! j (E)= º
k2i
X
°
X
S
X
li ,l j
X
mi ,mj
2S+1
2(2si +1) |Ti ,li ,mi ;l j ,mj (E)|
2 (2.27)
• S is the total spin of the system;
• si is the spin of the target state i ;
• ° indicates the irreducible representation of the point group of the molecule.
Finally, we can present a summary for a practical R-matrix calculation:
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• Choose the wavefunctions orbitals that go in equation 2.4;
• Obtain the basis functions™°k by diagonalizing H˜N+1: (™
°
k |H˜N+1|™°k 0)= Ek±kk 0 ;
• Calculate the R-matrix for each energy: R(E)= 12a
P1
k=1
wik (a)wjk (a)
Ei°E ;
• Calculate the K-matrix for each energy and finally the desired eigenphase sums and cross
sections.
2.4 Eigenphase sum and time-delay analysis
The main focus of this thesis is the identification and characterisation of electronic resonances,
asmentioned. It was shownbyHazi in 1979 [64] that an isolated resonance in electron-molecule
collisions manifests itself in the eigenphase sum as a characteristic jump of º radians, whose
shape is described by the Breit-Wigner formula:
±sum(E)= ±r (E)+±bg (E)=°arctan °/2E °Er +±bg (E) (2.28)
• Er and ° are the position and width of the resonance, respectively;
• ±bg is the background non-resonant contribution, weakly dependent on energy.
However, the analysis of the eigenphase sums is not the only method that can be used to
identify resonances. If the molecule possesses a lot of resonances, the eigenphase sums can get
very complex and their analysis is not a straightforward task. It is not unusual for a resonance
not to manifest as exact an jump of º, due to the contribution of non-resonant processes, that
can also hidden wide resonances.
The other method employed by us is the analysis of the time-delay. It proved to be an
essential tool for finding most of the resonances we report; we will now proceed to a brief
description of it.
The advantages of the time-delay analysis over the more conventional analysis of the eigen-
phase sums have been highlighted already elsewhere [65, 66]. The most important is that the
time-delay analysis allows for unambiguous identification of resonances, even in cases in which
the eigenphase sum does not display the typical resonant behaviour, or when its behaviour
seems to be completely "non-resonant". This is because this method allows for a better sepa-
ration of resonances from the background and also from each other, as we will present in the
results chapters. However, the method fails when: (i) there are strongly overlapping resonances,
as we just mention; (ii) we are trying to identify very narrow resonances close to an excitation
threshold; and (iii) resonances are very broad.
We use the definition of the time-delay as formulated by Smith [67]. In this formulation,
the lifetime or time-delay is defined in terms of the excess number of particles (charge density)
present near the scattering centre obtained after subtracting the number that would have been
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present in the absence of the interaction. The time-delay is then obtained by dividing the excess
number of particles by the total incoming flux through a closed surface at large distance from
the scattering centre. In practice the time-delay analysis is performed using theQ-matrix (the
time-delay matrix), which is calculated, for a given energy, directly from the S-matrix, using the
formula below:
Q(E)= iflS dS
dE
(2.29)
The most valuable information we can take from this technique is contained in the analysis
of the positive eigenvalues (or time-delays) and associated eigenvectors of the Q-matrix, for
each scattering energy E . Time-delays much larger than fl/E are interpreted as arising from
resonant processes and have the shape of a Lorentzian function. The associated eigenvectors of
these resonances give us information about their parent states: the square of the j th coefficient
of the eigenvector corresponding to a resonance is equal to the branching ratio, i.e. the probabil-
ity of a resonance to decay to a specific channel (its parent state). For Feshbach resonances this
approach cannot be applied since its parent state is positioned higher in energy and therefore
the resonance cannot decay into it.
On the other hand, and although they are not typically used, the negative eigenvalues of
the Q-matrix mean a time-advance, and are associated to the incoming electron being either
accelerated by passing through a strongly attractive interaction region or reflected by a strongly
repulsive interaction.
2.5 Scatteringmodels
The choice of the number of target states to include in the calculation and the type of the L2
functions, define what we call the scattering model. More generally, a scattering model can be
defined as including specific type(s) of electron-molecule interaction (e.g. exchange interaction,
polarisation of the target molecule, etc.). However, comparing the results obtained with the
samemodel but using different computational methods is not always comparing like with like,
as the way the electron-molecule interactions are modelled can be different. Because of the
way the R-matrix method evaluates these interactions, the further descriptions apply only to
the R-matrix method.
The choice of themore suitable scatteringmodel for a given collision depends greatly on the
energy range of the incoming electron. In this work our focus is on electron energies below the
ionization threshold of our target molecules. Therefore, the scattering models presented below
describe the electron-molecule interaction accurately only below the ionization threshold of
the target molecule.
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2.5.1 Static-Exchange approximation
The simplest scattering method we used is the Static-Exchange (SE) approximation. It can be
defined as one in which the scattering electron moves in the static potential of the molecule
and which includes the exchange interaction between the scattering electron and the electrons
of the target molecule. In this model, only the ground state of the target molecule is included in
the calculation, and is described at Hartree-Fock level. Polarisation effects are not included in
this approximation, that is themolecule is not allowed to be polarised by the incoming electron.
The L2 functions to be used in expansion 2.4 in this approximation can be written as:
¬SEi : (ground state)
N (virtual)1 (2.30)
• N is the number of electrons in the target molecule;
• Ground state stands for the doubly occupied orbitals that describe the ground state
of the target;
• Virtual stands for the set of unoccupied orbitals.
The SE approximation is capable of describing only shape electron resonances, but these
normally appear too high in energy due to an incomplete modelling of the interaction between
the target and the scattering electron. Since a shape resonance can be understood as the scat-
tering electron being captured in a specific virtual orbital, inclusion of this virtual orbital in the
SE model is essential for its description.
2.5.2 Static-Exchange plus polarisation approximation
In the Static Exchange plus polarisation (SEP) approximation only the ground state wavefunc-
tion is included in expansion 2.4, but the molecule is now allowed to be polarised by the incom-
ing electron, which is manifested in the choice of the L2 configurations. In addition to those
described by equation 2.30, we also include configurations of the type:
¬SEPi : (core)
Nd (valence)N°Nd°1(virtual)2 (2.31)
• Nd is the number of electrons frozen in doubly occupied target orbitals;
• Core orbitals of the molecule are always doubly occupied by Nd electrons and do
not participate in the excitation process;
• Valence are the set of orbitals from where it is possible to promote one electron
to a selected number of virtual orbitals, which are also available for the scattering
electron, and allow the molecule to be polarised.
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The presence of the frozen core in the model can be avoided depending on the size (i.e.
number of electrons) of the target molecule. In few electrons systems it might be possible to
allow excitations from all orbitals.
The SEP is our preferred method to describe shape resonances, and is also capable of mod-
elling core-excited resonances associated with single excitations of the target molecule, which
is the reason why sometimes we observe signatures of core-excited resonances in a SEP calcula-
tion. However, it has the disadvantage of suffering from the appearance of pseudoresonances,
due to the way the polarisation is modelled: this is done by performing single-excitations of
the target molecule from the valence to the virtual space. Some of these configurations are
associated with the main configuration of a particular excited state, and therefore can couple
with the ground state. As a result, the outgoing probability flux should be allowed to flow also
to the channels corresponding to these electronic states that are being described. However, as
these channels are not included in the SEP calculations, the pseudoresonances appear usually
at higher energies (at least above the first excitation threshold). These pseudoresonances are
visible in the eigenphase sums, time-delays and cross sections and their behaviour is the same
as that of physical resonances. Despite possessing all the features of a physical resonance, the
pseudoresonances are unphysical.
The pseudoresonances, however, are not the biggest issue we have to deal with in our cal-
culations. When setting up the models, there is no way to choose the optimal number of the
virtual orbitals (VOs) to include in order to accurately describe the polarisation effects. If we
use just a few of them, the quality of the calculation is poor; on the other hand, if we include too
many we will have overcorrelation effects (the description of the scattering wavefunctions is
better than the target one). To overcome this problem, our approach is to gradually increase the
number of VOs in our scattering calculations, in energy order, until a good agreement between
the position of the first resonance with the experiments is reached.
2.5.3 Close-coupling approximation
The most sophisticated model we use is the Close-Coupling approximation (CC) in which the
eigenfunctions™°k have the full form of equation 2.4 with a number of target electronic excited
states included. One of the most important aspects of scattering calculations based on the CC
expansion is that of balance: the description of theN-electron target electronic states©i should
be of the same quality (or at least, as close as possible) as the description of the N +1 electronic
basis functions of the electron-molecule collision problem.
In our calculations, we choose to base our target models around the CAS representation of
the target wavefunction. This model has been found to produce satisfactory balanced results
for small targets, when a simple set of L2 functions is used. These L2 configurations have the
form of the target CAS configurations, but with the extra incoming electron in the active space:
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¬CCi = (core)Nd (CAS)N°Nd+1 (2.32)
• CAS represents the orbitals of the active space.
• Core and virtual have the samemeaning as described before.
In some cases, particularly when the polarisability of the target is big, the following configu-
rations are also included:
¬CCi = (core)Nd (CAS)N°Nd (virtual)1 (2.33)
Similarly to the case of the SEP L2 functions 2.31, the frozen core is optional (for sufficiently
small molecules it might be possible to allow excitations from these orbitals). The uncertainty
regarding the number of VOs to include is also present in this model, when configurations of
the type 2.33 are used. Our approach is the same as at SEP level, although in this case we have
less control over the polarisation we are including, as the excitations into the virtual space are
done from a reduced space. Also, the inclusion of the electronically excited states of the target
also describes, in part, the polarisation effects.
TheCAS orbitals are selected according to the computer resources: for smallmolecules, it is
possible to include all the orbitals in the active space; formedium and largemolecules, however,
it is common to select the valence ones (usually the higher-energy occupied molecular orbitals
(HOMOs) and lower unoccupied molecular orbitals (LUMOs)), keeping the calculation within
the computational limits.
2.6 Computational tools
In this section we briefly describe both software suites used to perform our calculations: UKR-
mol and UKRmol+ (more information can be found in reference [43] for the former, the first
one to be developed, and in [44] for the latter- these suites can be downloaded from Zenodo [68,
69]). Both of them are divided into two subsets of programs that perform the calculations for
the inner and the outer region. Many of the programs are common in both suites, as we shall
present in the following subsections, where we summarise the main characteristics of each
suite.
2.6.1 UKRmol
The UKRmol suite [43] is an implementation of the R-matrix method for electron and positron
molecule collisions, asmentionedbefore, andwas used to perform themajority of the scattering
calculations presented in this work.
A full scattering calculation using UKRmol comprises three steps:
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• Target calculation;
• Inner region calculation;
• Outer region calculation.
In the target calculation (flowchart presented in figure 2.2), the geometry of the molecule
and the GTO target basis set are required as an input for the swmol3 program that calculates
the atomic integrals. The calculated integrals are then ordered by sword. As we usemolpro to
generate the target orbitals (molpro is a quantum chemistry software to calculatewavefunctions
and molecular properties [70]), the mpoutrd interface (developed by Z. Mašin) ensures the
MOLPROoutput is in the right format to be readby the following programs. However, UKRmol is
capable of generating its ownHForbitals or pseudo-natural orbitals if required. Sword generates
the input (ordered integrals) for swedmos, responsible for the orbital orthogonalization. After
swedmos, swtrmo transforms the integrals over the atomic GTOs into integrals over the target
molecular orbitals. Then, the configurations (CSFs) are generated by congen, and used together
with the transformed integrals as input for the scatci program, which builds and diagonalizes
the target molecule’s Hamiltonian to obtain the target states and their energies. The last step in
the calculation is performed by denprop, which uses the outputs from the scatci and gausprop
(that produces the property integrals) to generate the target properties file containing dipole
and quadruple permanent and transition moments, which are necessary to perform the outer
region calculations.
The inner region calculation uses many of the same programs as the target calculation.
Its flowchart is presented in figure 2.3. The first program to run is once again swmol3, this
time including the extra continuum GTO basis set describing the scattering electron. The
gaustail program calculates the integrals between the R-matrix boundary and infinity (also
called integral "tails"), involving the continuumGTOs in order to obtain integrals over the inner
region only. These tail integrals are then subtracted from the molecular integrals in sword,
that again orders all the resulting integrals. The continuum orbitals are obtained in swedmos
using the following procedure: first, the continuum GTOs are Schmidt orthogonalized to the
selected (orthogonal) subset of targetmolecular orbitals and then symmetrically orthogonalized
among themselves. This final set of continuum orbitals is obtained by deleting the orbitals with
eigenvalues of the overlap matrix smaller than a selected deletion threshold. The following
program is swtrmo, which transforms the integrals over the primitive GTOs into integrals over
the target and continuum orbitals. Congen is again used to generate the basis of the CSFs for
the R-matrix basis functions and scatci builds and diagonalizes the N +1 Hamiltonian to obtain
the coefficients ai jk , bik in equation 2.4 and the energies Ek of the R-matrix basis functions.
In the outer region calculation, unlike the inner region part, not every program needs to
be invoked. We can specify which programs to run depending on the data we are interested in
generating, although swinterf and rsolvemust always be run.
The first program to run in the outer region calculation is swinterf. This program requires
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Figure 2.2: Flowchart for the target calculation using the UKRmol suite. The light beige filled
boxes represent the programs called during the calculation; the boxes with the dashed brown
border correspond to the data that are output from one program and serve as input to the
following ones or are final results; the box with a red border corresponds to the programs that
is not part of the UKRmol suite.
data both from the target and inner region calculations (target properties, raw boundary ampli-
tudes, eigenfunctions and eigenvalues) and generates channel data and that needed to build
the R-matrix (the boundary amplitudes, and also the coefficients of the interaction potential).
Rsolve generates the K-matrices (by solving the set of differential equations 2.21 using the propa-
gation method andmatching to the asymptotic expression to obtain the K-matrices from equa-
tion 2.24), eigenp calculates eigenphases sums by diagonalizing the K-matrix, tmatrx builds
T-matrices and ixsec produces the integral elastic and inelastic cross section. Reson uses the
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Figure 2.3: Flowchart for the inner region calculation using the UKRmol suite. The light beige
filled boxes represent the programs called during the calculation; the boxes with the dashed
brown border correspond to the data that are output from one program and serve as input to
the following ones or are final results. The "target orbitals"come from the target calculation,
and the "raw boundary amplitudes"and "(N+1) CI vectors and energies"will be used as input in
the outer region.
K-matrices data to determine the positions and widths of the resonances, by using an auto-
mated fitting procedure. Time-delay (see section 2.4) was created by Z. Mašin on the basis
of another program with the same purpose called timedel. Time-delay is easier to run and its
performance is much better, although the resonance fitting has to be mademanually. Polydcs
(created by N. Sanna and F. Gianturco [71]) is used to obtain elastic differential cross sections
(DCS) for a chosen range of energies. The program uses the K- or the T-matrices (we used the
T-matrices during this thesis) as input and calculates Born-corrected (when the target has a
dipole moment) elastic DCS and integral cross sections (the correction accounts for the partial
waves not included in the ab initio calculation). Rotationally elastic, state-to-state rotationally
inelastic cross section and excitation functions for a specific angle, are calculated using the DCS
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program, created by Z. Mašin.
POLYDCSDCS
SWINTERF
RSOLVE
EIGENPTMATRX
IXSEC
RESON
Resonance 
parameters
Raw boundary 
amplitudes
Eigenphase sums
K-matrix
TIME-DELAY
DCS
ICS
Channel data & 
R-matrix data 
(N+1) CI vectors 
and energies
Target properties
T-matrix
Born 
corrections
Figure 2.4: Flowchart for the outer region calculation using the UKRmol suite. The light beige
filled boxes represent the programs called during the calculation; the boxes with the dashed
brown border correspond to the data that are output from one program and serve as input to
the following ones or are final results; the boxes with a red border corresponds to the programs
that is not part of the UKRmol suite.
There are other programs that are not in the flowcharts (because they were only used oc-
casionally) but belong to the suite, as radden and hamdiag. Radden, created by Z. Mašin, cal-
culates the radial charge densities of the target orbitals, allowing the user to select an R-matrix
radius for which the charge density is negligible small (usually around 10°7 at a particular ra-
dius). Hamdiag can be used to diagonalize the Hamiltonian in parallel, after scatci has built
it.
2.6.2 UKRmol+
The novelty of this suite is that all the programs dealing with integrals and orbitals in the UKR-
mol suite (swmol3, sword, swedmos, swtrmo, gausprop and gaustail) have been replaced with
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one program called scatci-integrals, implemented by Z. Mašin and others. Therefore, all the
integral evaluation is different from UKRmol, and more accurate.
The main advantages of this suite, despite being more compact, are the possibility to use
more partial waves and compile in double or quadruple precision (which improves the quality
of the orthogonalization), serially or in parallel (which reduces the computational time). The
use of B-splines to describe the continuum is another great advantage, although it was not used
throughout this thesis. The disadvantage is the fact that needs themolden file as an input for
scatci-integrals program, and this file can only be obtained by external commercial software
likemolpro. This file contains the target GTO basis set, the molecular geometry and the target
orbitals.
To perform the target calculation we use the programs indicated in figure 2.5.
CONGEN
CSFs
SCATCI-
INTEGRALS
SCATCI
Target properties
Transformed integrals
MOLPRO
MOLDEN file
DENPROP
Target wavefunctions
and energies
Figure 2.5: Flowchart for the target calculation within the UKRmol+ suite. The light beige filled
boxes represent the programs called during the calculation; the boxes with the dashed brown
border correspond to the data that are output from one program and serve as input to the
following ones or are final results; the box with a red border corresponds to the programs that
is not part of the UKRmol+ suite.
In this suite, the basis set, molecular geometry and target orbitals are read fromMOLPRO
output. Scatci-integrals calculates the atomic integrals and then transforms them to obtain
the target molecular orbitals. After that, it performs the orthogonalization of the orbital and
computes the property integrals. Asmentioned before, congen generates the configuration state
functions (CSFs), used in the CI description of the target and scatci builds and diagonalizes the
Hamiltonian. Finally, and similarly to UKRmol, denprop generates the target properties file
containing dipole and quadruple permanent and transition moments.
In the inner region calculation, we use the output from scatci-integrals from the target cal-
culation (because we evaluate the integrals for both bound and continuum orbitals at the same
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time), fromwhere we already obtained the transformed integrals and the boundary amplitudes.
Therefore, congen and scatci are the only programs to run here. Once again, congen generates
the CSFs for the basis functions (see equation 2.4) and scatci builds and diagonalizes the Hamil-
tonian to obtain the coefficients ai jk and bik , and therefore, N +1 wavefunctions and energies
(Ek ).
The outer region codes are the same as in the UKRmol suite.
2.6.3 Running UKRmol and UKRmol+ suite
Running the suites used to be a complicated task. As each of the programs (for each suite) needs
an input file (plus some generated before), preparing themmanually was very time consuming
and the user would easily make mistakes (especially the input for congen and swinterf ).
In order to become more user friendly, a perl script is now used (no previous knowledge
of the perl language is needed) to run the calculations. The script was written by K. Houfek
and developed and adapted by A. Asieradzka, and can be used for both UKRmol and UKRmol+
suite.
With this script, the user specifies the parameters with which the calculation must be per-
formed: the basis set (provided in separated files; when needed, the data to build these files can
be found online, although just for the target - see reference [72]), geometry, scattering model,
radius (a file with the continuum for each specific radius is provided; if not, those can also be
built by the user using the procedure described in reference [59]), point group of the target
molecule, etc. Then, the script generates the inputs itself, invoking the programs in the right
order. In the same way, it produces outputs that can be easily read and plotted.
Another big advantage of these scripts is that we do not need to run all the programs in each
calculation: we can run only the ones we are interested in, in the same way we can change the
inputs manually if needed. For example, if we need to test a different number of VOs, there is
no need to run the target part of the calculation, and we can start from the inner region.
The version of the script used in this thesis is divided into a few files, only one of them
containing the user settings. So far there are no manual or documentation available, but the
script itself has comments on every variable, which makes it very clear and user friendly. The
scripts are currently available on Gitlab.
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ELECTRON COL L I S I ON S W I TH para-BENZOQU INONE
The focus of this chapter is para-benzoquinone (p-BQ, 1,4-benzoquinone or C6H4O2, see chem-
ical structure in figure 3.1).
Figure 3.1: Chemical structure of para-benzoquinone.
p-BQ is the prototypical member of the quinone’s family. Quinones are commonly found
in nature and are known to play a crucial role in electron transfer reactions in chemistry and
biology [73, 74]. An example of these reactions is photosynthesis [22]: ubiquinones (see general
structure on the left side of figure 3.2), for example, are the final electron acceptors in photo-
synthesis and respiration [75]. The underlying processes of these photon induced reactions
are photoionisation or photodetachment, depending on whether the photon interacts with a
neutral or an anion target molecule, respectively.
From the biochemical point of view, several natural and synthetic quinones are recog-
nised due to their antitumoral activity [76, 77], whilst others are involved as redox cofactors
in quinoenzymes [78, 79] (e.g. pyrroloquinoline quinone (PQQ), commonly known as methox-
atin, see right side structure in figure 3.2).
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Figure 3.2: General chemical structure of ubiquinones (left) and pyrroloquinoline (right).
To understand the reactions involving quinones, it is crucial to obtain fundamental insights
into the mechanism of resonance formation (as they behave as electron acceptors) for this fam-
ily of molecules. This process has been vastly studied through the years, both at theoretical
and experimental levels (predominantly from a non-scattering perspective), as we will present
here, especially due to its importance in the photodetachment phenomena. Our interest in
p-BQ was mainly triggered by the work performed before by other groups on the photodetach-
ment process [80, 81, 82, 83]. In order to fully comprehend this process, one must understand
p-BQ anion resonances. Our preliminary photodetachment studies and available results from
literature are presented in chapter 6, and briefly mentioned later on in this chapter.
Another reason that lead us to study p-BQ was the lack of agreement in the literature about
its resonant spectrum, specially theoretically. As presented in the following sections, we believe
that, in this case, the significant reason behind this disagreement (despite the use of different
methods) is the differences in the geometry used to perform the calculations.
This chapter is divided into two main parts: calculations for the ground state geometry of
neutral p-BQ; and calculations using the ground state geometry of the anionic p-BQ. However,
it is important to keep in mind that, in both cases, the scattering calculations were performed
for the neutral molecule (not p-BQ°). The reason we have studied both geometries is the fol-
lowing: for comparison with electron scattering experiments, similarly to what we have done in
the following chapters, the target molecule is in its ground state neutral geometry, as it is in the
experiments. In the particular case of p-BQ, however, as we are also interested in the photode-
tachment process, using the anion geometry to perform the calculations is more appropriate.
We will, in the following sections, start by revising the literature on the electronic structure
of p-BQ and respective electron collisions studies. Then we provide our calculated resonant
spectrum within the 0-8 eV energy range, as well as integral and differential cross sections (for
both geometries). The link between our results and the DEA data is also presented. From our
studies with the neutral geometry of p-BQ, one paper emerged [46]. Many, but not all the results
included in this chapter were presented in the paper.
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3.1 Literature on the electronic structure of p-BQ
p-BQ has 56 electrons and belongs to the D2h point group, so it possesses no dipole moment.
The experimentally determined ionisation energy is 9.9 eV [84] and its experimental polarisabil-
ity is 11.23 Å3 [85]. The first electronic excitation threshold of p-BQ is º2.3 eV [86, 87]. p-BQ
is solid at room temperature and its crystal has a bright-yellow colour, with a characteristic
irritating odour.
Over the last couple of years, several groups have dedicated their efforts to the identifica-
tion and characterization of the electronically excited states of p-BQ, both theoretically and
experimentally, as we will briefly review in this chapter.
Regarding the visible absorption spectrum of p-BQ, Koyanagi et al. [86, 87] scrutinised the
lowest triplet n,º§ state of p-BQ, and obtained evidence that an orbital and spin forbidden
transition is a possible phosphorescence process.
Trommsdorff [88] provided a complete assignment of the electronic transitions involved
in the visible and near ultraviolet spectra of p-BQ. He also provided results for CNDO type
calculations that are in a good agreement with the experimental data.
Horst et al. [89] studied the fluorescence excitation spectra of the singlet n°º§ transitions
of p-BQ (both hydrogenated and deuterated) in a supersonic jet, identifying the origin of some
particular transitions. No differences were observed for the deuterated molecule.
Pou-Amérigo et al. [90] calculated the electronically excited states of p-BQ using multicon-
figurational second-order perturbation theory (CASPT2) and CASSCFmethods, and extended
atomic natural orbital (ANO) basis sets. Their computed vertical excitation energies are in a
good agreement with the experiments from Cooper et al. [91].
Schreiber et al. [92] calculated vertical excitation energies, for several small organicmolecules,
for the valence states using both CASPT2 and a hierarchy of coupled cluster methods (CC2,
CCSD and CC3). The CC3method produced the closest results to the CASPT2 ones.
More recently, Jones et al. [93] reported a high-resolution synchrotron investigation (in the
energy range of 4.0-10.8 eV) into the excited electronic structure of p-BQ, as well as detailed
quantum chemical computations. Last year, the same group [94] recorded the angle resolved
electron energy loss spectra for incident electron energies of 20, 30 and 40 eV.
Nowadays, there is a satisfactory consensus regarding the electronic spectra of p-BQ (at
least for the lower energies).
3.2 Available work on electron collisions with p-BQ
Christophorou et al. [95] looked at the electron capture processes (using the swarm-beam tech-
nique) and the lifetime of the negative ions. They identified a resonance at 2.1 eV. These authors
studied a relatively small energy range - only up to 2.5 eV. Collins et al. [96] reported the energy
dependence of the nondissoactive electron attachment cross sections of p-BQ.
Cooper et al. [91] performed electron and cesium scattering measurements (the latter to
determine the electron affinity of p-BQ) and found three resonances up to 2 eV. A fourth peak
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at 4.35 eV was also reported by these authors but its origin could not be definitely assigned to
an anion state. The authors claim it could also arise from an electronically excited state of the
molecule (so a core-excited resonance).
Allan [97, 98] used time-resolved electron energy loss spectra (EEL) to study the long-lifetime
of p-BQ anion. He identified three resonances up to 2.2 eV, and also investigated vibrational
and electronic excitation through electron impact.
Modelli and Burrow [99] performed electron transmission spectroscopy (ETS) measure-
ments to locate shape resonances in gas-phase p-BQ in the 0-6 eV energy range. The only two
resonances they found are in good agreement with the ones reported before by the other groups
(that generally foundmore than those).
Jones et al. [100] measured absolute integral cross sections for electron impact excitation of
6 bands of unresolved electronic-states in p-BQ for incident electron energies between 20 and
40 eV. The group also used the IAM-SCAR and the SMC-PPmethods to calculate integral cross
sections; the agreement found with the measurements is acceptable.
Lozano et al. [101] obtained the total elastic scattering cross sections for impact energies
from 1 to 200 eV by measuring the attenuation of a linear electron beam under magnetic con-
finement conditions. This group collaborated with the aforementioned group of Jones et al.,
and in this work they compiled and complemented the previous data with new elastic and
inelastic cross sections.
Beside the work on electron scattering, there have been several theoretical studies focused
on the identification of the temporary anions of p-BQ. These studies are based either on conven-
tional (bound-state) quantum chemistry techniques or use approaches specifically developed
to treat transient anions (i.e. stabilisation techniques or use of a complex absorbing potential).
The latter are expected to produce reasonable results for the position and width of the reso-
nances. On the other hand, standard bound variational techniques are always at risk of collapse
to the continuum and should be interpreted in this light.
The majority of the aforementioned studies provide resonance information for the ground
state geometry of neutral p-BQ. There were others, however, that looked at other geometries of
interest, particularly the (bound) ground state anion equilibrium geometry (as we also did; the
results are presented in section 3.5).
Pou-Amérigo et al. [102] used standard quantum chemistry approaches (CASSCF/CASPT2
and extended atomic natural orbital (ANO) basis sets) to investigate resonances found in previ-
ous experiments. They provide vertical excitation energies at the optimized geometries of the
anion and the neutral molecule and link their theoretical results with the data provided by dif-
ferent spectroscopic techniques, such as UV/vis absorption, excitation, fluorescence, electron
photodetachment, and electron scattering.
Honda et al.[103] used the symmetry adapted cluster configuration interaction (SAC-CI)
method to investigate the excited and ionised states of p-BQ, and the ground and excited states
of its anion radical. They identified 6 experimentally observed resonances of shape and Fesh-
bach character below 5 eV.
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Cheng et al. [104] studied shape and core-excited resonances using the stabilizationmethod
(SM): for shape resonances, the stabilized Koopmans theorem is adopted in the framework of
long range corrected density functional theory (LC-DFT), and for core-excited resonances, the
SM coupled with long range corrected time-dependent density functional theory (LC-TDDFT).
They report the energies and widths of ª20 resonances - of shape and core-excited character -
in the range of 0-6 eV. Our results will be mainly compared with theirs.
West et al. [105] reported results from anion frequency-resolved photoelectron imaging
and from some standard (bound state) quantum chemical calculations for the energy of six
resonances in the range 0-2.4 eV, for the geometry of both neutral and anion p-BQ. In their
studies and regardless of the geometry, they only used p-BQ in its anionic form.
Finally, Kunitsa and Bravaya [106, 107] performed complex-absorbing potential equation-
of-motion coupled-cluster calculations for the 2Au resonance [106] and used the multi-state
multireference second order perturbation approach to investigate the bound and seven reso-
nant states for the neutral and anion geometries of p-BQ. The group have also investigated the
direct and resonant photodetachment channels of p-BQ anion, as well as its electronic relax-
ation pathways in the 2.4-3.1 eV energy range. The latter results will be presented and discussed
in chapter 6.
The energy order of the low-lying resonances at the equilibrium geometry of the neutral
molecule varies between publications, as does the character of some of the resonances. The
results and main conclusions from these studies are presented in sections 3.6 and 5.5, and
discussed along with ours.
3.3 Calculation details and stability tests
The results presented in this chapter were obtained using the UKRmol suite described in chap-
ter 2.
3.3.1 Target description
The ground state configuration of p-BQ is 1a2g 1b
2
1u 2a
2
g 2b
2
1u 3a
2
g 1b
2
2u 3b
2
1u 1b
2
3g 4a
2
g 4b
2
1u 5a
2
g
2b22u 5b
2
1u 2b
2
3g 6a
2
g 7a
2
g 6b
2
1u 3b
2
2u 4b
2
2u 7b
2
1u 8a
2
g 1b
2
3u 1b
2
2g 3b
2
3g 5b
2
2u 4b
2
3g 2b
2
3u 1b
2
1g . In our
calculations we have used the geometry described on the NIST website calculated at MP2 level
using the cc-pVDZ basis set [108].
We used the HF and the SA-CASSCFmethods to generate the target orbitals. These calcula-
tions were performed using the commercial software MOLPRO [70]. In order to obtain optimal
target orbitals for the description of the scattering process, three basis sets were tested: 6-311G**
("less diffuse"), 6-311++G** ("more diffuse") and cc-pVDZ ("compact"). After a series of tests
(presented throughout this section) we choose the compact basis set to perform our scattering
calculations, as it provided better agreement between our calculated excitation thresholds and
the literature.
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As explained in chapter 2, the description of core-excited resonances requires the inclusion
of the electronic excited states in expansion 2.32. These excited states have been extensively
studied in p-BQ using both theoretical and experimental methods, as we summarised in sec-
tion 3.1. For the energy range we are interested in (0-8 eV) most of the states are reported to
have valence character. To obtain their best description, several CASSCF models were tested.
Table 3.1 lists the energies (in eV) for the first ten electronically excited states of p-BQ using dif-
ferent CAS models, and averaging different states, as well as the absolute energy (E, in Hartree)
of the ground state for each of the sets. Experimental data is also presented for comparison. We
used the work of Pou-Amérigo et al. [90] as a starting point to determine the best (within our
computational resources) active space.
From the analysis of table 3.11 and comparing our results with the literature, we choose the
compact basis set and an active space of (12,10) (12 electrons distributed among 10 orbitals)
that includes the 4º and 4º§ orbitals corresponding to double bonds, plus two non-bonding
orbitals of the oxygen atoms (1b3u (º), 1b2g (º), 5b2u (n), 4b3g (n), 2b3u (º), 1b1g (º), 2b2g (º§),
1au (º§), 3b3u (º§) and 3b2g (º§)); we used the state averaging labelled X: the 8 states included
were - 11Ag , 11B3u , 11B1g , 1°21B1u , 1°21B3g and 11Au . The choice of the bestmodel is a tricky
step in our calculations, as at least three points need to be taken into account: the number of
configurations generated (it cannot be too big, otherwise we easily get out of the computational
limits), and the agreement of the ground state energy and the electronic excitation thresholds
with the more accurate values. The use of an active space of (12,8) (12 electrons distributed
among 8 orbitals, that includes the 4º and 4º§ orbitals corresponding to double bonds) was
also tested, but produced poorer results, as seen in table 3.1.
The comparison between our selectedmodel and other calculations is provided in table 3.2,
where we present the 48 vertical excitation (VE) energies of the states included in our CC calcula-
tions (although our scattering calculations are focused only on energies up to 8 eV). Agreement
is, in general, better with the results obtained by Pou-Amérigo et al. [90] at CASSCF than CASPT2
level, though our excitation energies tend to be between the two values, and occasionally closer
to the CASPT2 ones (note that Pou-Amérigo et al. used a slightly different geometry which is,
in part, the reason behind the differences observed). The energies obtained by Schreiber et
al. [92] calculated at CASPT2 level are lower than Pou-Amérigo et al.’s using the samemethod.
Agreement with experimental data is reasonable.
1We have also tested active spaces of (10,8) and (10,10) but the excitation thresholds obtained were too high and
in poor agreement with the literature. For simplicity, those results were omitted from table 3.1.
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Table 3.2: Vertical excitation thresholds (in eV) obtained in this work from CASSCF calculations
for the compact basis set, and the chosen active space and state-averaging. ES stands for Excited
State. Also listed are the theoretical results obtained by Pou-Amérigo et al.[90] using CASPT2
and CASSCF methods; Scheiber et al. also using CASPT2 [92] and Jones et al. using TD-DFT
andMOB-SCI/5s5p2d methods [93, 94]. The experimental values were obtained by Koyanagiet
al. [86, 87], Hollas et al. [109], Trommsdorff [88], Horst et al. [89] and Jones et al. [94].
Pou-Amerigo Schreiber Jones Exp. This work
ES CASPT2 CASSCF CASPT2 TD-DFT/MOB-SCI - cc-pVDZ
13B1u 2.91 3.41 2.99 2.43,2.96 - 2.958
13Au 2.27 3.55 2.68 2.17,5.11 2.32[86, 109],2.35[87] 3.158
13B1g 2.17 3.53 2.63 2.00,4.81 2.28[86], 2.31[87] 3.163
11Au 2.50 3.84 2.80 2.68,5.58 2.48[89] 3.309
11B1g 2.50 3.88 2.78 2.49,5.26 2.48[109],2.49[89] 3.326
13B3g 3.19 3.82 3.31 2.76,3.29 - 3.666
23B1u - - - 4.88,6.49 - 5.135
11Ag 4.41 6.17 - - - 5.135
13Ag - - - 4.95,6.74 - 5.282
33B1u - - - 6.42,9.02 - 5.502
11B3g 4.19 6.11 4.25 3.80,5.85 4.07[88] 5.907
13B3u - - - 5.16,8.61 - 6.153
13B2g - - - 5.44,9.13 - 6.158
21Ag 5.90 7.04 - - - 6.178
11B3u 5.15 6.92 5.60 5.38,9.03 - 6.211
11B2g 4.80 6.87 - - - 6.215
23Au - - - 5.92,10.1 - 6.550
23B1g - - - 5.60,9.00 - 6.551
21Au 5.79 7.22 - - - 6.700
21B1g 5.76 7.22 - - - 6.702
13B2u - - - 6.76,8.78 6.938
11B2u 6.89 8.30 - 6.90,10.1 7.462
11B1u 5.15 7.81 5.29 4.88,7.41 5.12[88] 7.783
33B1g - - - 6.29,8.09 - 7.854
33Au - - - - 7.875 8.686
21B1u 6.86 9.11 7.91 7.05 7.1[110] 7.950
43B1u - - - 6.42 - 7.955
31Ag 5.90 7.04 - - - 8.229
43B1g - - - 6.29 - 8.284
43Au - - - - - 8.292
31B1g 7.33 8.44 - - - 8.336
51Au 7.39 8.97 - - - 8.355
23B3g - - - 6.64,9.68 - 8.380
21B3g 6.53 8.32 - - - 8.400
53B1u - - - - - 8.448
23Ag - - - - - 8.605
33Ag - - - - - 8.737
41Ag 7.08 9.12 - - - 8.766
23B3u - - - 6.53,10.4 - 8.845
23B2g - - - 6.14,10.6 - 8.849
21B2g 5.49 9.37 - - - 8.931
21B3u 8.01 8.11 - 7.15 - 8.942
33B3g - - - - - 8.956
33B3u - - - - - 9.069
33B2g - - - - - 9.078
23B2u - - - - 6.76 9.079
33B2u - - - - - 9.377
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3.3.2 Scatteringmodel
For the chosen basis set, an R-matrix radius of a = 13a0 was selected as themost appropriate by
analysing the radial charge density of the target molecule obtained with the program RADDEN.
To be contained within the R-matrix sphere, we estimate that the charge densities should be
smaller than 1x10°6. Figure 3.3 presents the charge densities for eight of themost diffuse orbitals
of p-BQ, calculated at HF and CASSCF levels.
Figure 3.3: Charge densities of the eight most diffuse orbitals calculated at HF and CASSCF
levels, using the cc-pVDZ basis set. The black dashed line represents the threshold of 1x10°6.
The effect of including an extra partial wave (lmax = 5) in the continuum basis set made a
significant difference at higher energies, compared to lmax = 4, as seen in the cross sections
calculated at SE level, plotted in figure 3.4. What would seem to be two broad resonances
(when lmax = 4 is used) become one after adding another partial wave. Therefore, checking
the convergence of the partial wave expansion at SE level allowed us to identify nonphysical
resonances.
However, using lmax = 5 is very computational demanding; as the most significant differ-
ences are in an energy range we were not interested in (above 8 eV), we choose to use partial
waves up to lmax = 4 in the calculations presented in this chapter.
The number of VOs were chosen in order to provide the best agreement with the literature
for the position of the lowest-lying º§, as described in chapter 2. Figure 3.5 presents the SEP
cross sections obtained using different number of VOs (selected in energy order), as we attempt
to find the optimal number to use. The effect of increasing the VOs number on the resonances
positions and width are clearly visible. The same procedure was performed at CC level, where
we had to include all the VOs available (100) to get the best possible description. The influence
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Figure 3.4: Cross sections as a function of electron energy. Both curves were obtained with
the same parameters at SE level (cc-pVDZ basis set, 10 VOs, deletion threshold of 10°7 and
a = 13a0). The dashed blue curve corresponds to the inclusion of partial waves up to lmax = 4,
whereas the solid black line correspond to lmax = 5.
of the inclusion of more VOs was not so strong in the latter as we observed at SEP level, where
the best agreement was found when 35 VOs were included.
We performed our scattering calculations using three models: SE, SEP and CC (introduced
in chapter 2, section 2.5). The parameters used in each of these models are listed in table 3.3, as
well as the number of orbitals that were kept frozen in each models.
Table 3.3: Parameters used for the SE, SEP and CC calculations presented in the remainder of
the chapter.
Approximation SE SEP CC
Basis set cc-pVDZ
Radius (a0) 13
Highest partial wave (lmax) 4
Del.Tresh. 10°7
No. Target states 1 1 48
No. VOs 10 35 100
Core electrons (Nd ) - 8 22
Aswewere runningp-BQcalculations in double precision, no attemptwasmade to decrease
the deletion threshold, and the typical (for a smaller radius) value of 10°7 was used. However, in
the future, a smaller deletion threshold should be tested to verify the convergence of the results.
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Figure 3.5: Cross sections as a function of electron energy calculated at SEP level, using the
same parameters (cc-pVDZ basis set, deletion threshold of 10°7 and a = 13a0), except for the
number of VOs that is indicated the figure .
As we will demonstrate in chapter 5, changes in the deletion threshold can provide significantly
different results, although it does not necessarily mean this would be the case for p-BQ.
In the following sections we present and discuss the shape and core-excited resonance we
identified for p-BQ, as well as our calculated cross sections for both neutral and anion geome-
tries.
3.4 Resonances
As explained in chapter 2, we use the investigation of the eigenphase sums, the cross sections
and time-delay analysis to identify resonances. In this chapter we focus mainly on the last two,
resorting to the eigenphase sums occasionally.
We will present our results in twomain groups: low- and higher-lying resonances. Themain
reason for this is that the low-lying resonances have been extensively studied in the literature,
so a detailed comparison of results can be performed. On the other hand, there is significantly
less information available regarding the high-lying resonances.
3.4.1 Low-lying resonances
As just mentioned, the six lowest-lying resonances of p-BQ are well known from the literature,
especially due to their contribution to the photodetachment process (discussed in detail in
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chapter 6) and are the focus of this section. Although the resonances located below the first
excitation threshold tend to be of shape character, p-BQ reveals the presence of two resonances
identified as Feshbach, and two of mixed character.
Figure 3.6 and 3.7 present the time-delays for each of the eight irreducible representations
of p-BQ, calculated at SE/SEP and CC level, respectively, using the parameters summarized in
table 3.3. For these resonance-rich systems, the SE model can be extremely helpful, as it allows
the identification of the pure shape resonances, that could be easily confused with the mixed
character or shape core-excited ones.
Figure 3.6: Largest eigenvalues of the time-delay matrix for the scattering symmetries indicated
in the panels, at SE (solid blue line) and SEP (solid orange line) levels.
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Figure 3.7: Largest eigenvalue of the time-delay matrix for the scattering symmetries indicated
in the panels, calculated at CC level. Note that most sharp peaks (that normally appear in more
than one symmetry) correspond to excitation thresholds.
Due to the large amount of structure present in the time-delay, we used the cross sections
to help to identify (and characterise) the resonances in p-BQ. These cross sections calculated
at SEP and CC level, are plotted in figure 3.8.
Besides helping in their identification, the analysis of the cross sections can also provide
reliable information about the character of the resonances: whether a particular resonance
manifests itself in the elastic or inelastic (or both) cross sections is a good indicator of its shape or
core-excited character (or mixed), respectively. Later on this chapter, we will present a detailed
discussion of the character of all the resonances we have identified.
Looking at the relative resonance positions for each of the models (either in the time-delay
or in the cross sections) is also a good "recipe"to infer the resonance character: if a particular
resonance shifts to lower energies at SEP level (compared to its position calculated at CC level),
we can conclude its description has improved and therefore it has shape character (we know
that the SEP model is more appropriate to describe shape resonances than the CC one). On
the other hand, when a resonance shifts to lower energies at CC level, then we conclude it
possesses some core-excited character, as the inclusion of the electronically excited states in
the close-coupling expansion improves its description. These effects have been shown in prior
work [111].
53
CHAPTER 3 . ELECTRON COLL IS IONS WITH PARA-BENZOQUINONE
Figure 3.8: Cross sections as a function of electron energy, calculated at SEP and CC level, using
the parameters described in table 3.3, for each of the irreducible representations indicated in
the panels. The total cross section is shown in the right bottom panel. Note the y-axis is scaled
for the elastic cross sections on the left, whereas the green labels on the right side of the plots
correspond to the inelastic cross sections.
Using the aforementionedmethodology, we present in table 3.4 our values for the positions
and widths of the six low-lying resonances of p-BQ, together with the available theoretical and
experimental data.
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Table 3.4: Positions andwidths (in brackets) in eV of the low-lying resonances ofp-BQcalculated
at SEP and CC levels. Sym: below the former, the symmetry of the resonance ; C: Character. The
capital letters mean: S: shape; M: mixed and F: Feshbach. We also list theoretical (Cheng et
al.[104], West et al.[105], Kunitsa and Bravaya [107], Pou-Amérigo et al.[102], Honda et al.[103])
and experimental (Cooper et al.[91], Modelli and Burrow[99] and Allan[97, 98]) data available.
The character of the resonances in the corresponding paper is indicated in brackets.
Sym.
ER (Width) C [104] [105] [107] [102] [103] Experiments
SEP CC
12Au 0.85 1.10 S 0.910(S) 1.01(S) 0.56 (S) 0.91 (S) 0.83(S) 1.35[91]
(0.012) (0.030) (0.346) 1.43[97](S)
1.60[98](S)
1.41[99]
12B2u - 1.70 F 1.136 (F) 1.03 (F) 0.68 (F) 0.96 (F) 1.22 (F)
(8E-4) (0.014)
12B3g - 1.75 F 0.956 (F) ª0.9 0.7 (F) 0.87 (F) 1.09 (F)
(0.001) (0.042)
12B3u 1.96 1.90 S 1.587 (M) 0.68 (S) 1.43 (M) 1.31 (M) 1.79 (S) 0.70[91]
(0.159) (0.138) (0.351) 0.72[97](S)
0.77[98](S)
0.69[99]
12B1g 3.05 2.35 M 2.099 (F) - 1.73 (F) 1.99 (F) 2.66 (F)
(0.007) (0.007) (0.058)
22B3u 3.36 2.67 M 2.332 (M) 1.86 (F) 2.14 (F) 1.87 (M) 2.44 (F) 1.90[91]
(0.058) (0.071) (0.139) 2.15[97](S)
2.0[98](S)
A general look at table 3.4 points to a very good agreement among the experimental data
(the energy spread is º0.25 eV) whereas the spread of theoretical results is much broader (up
to 1.26 eV). These differences among calculations are due to two main factors that we will
discuss within the next paragraphs. According to existing calculations, it seems clear that the
symmetry assignation of the first two resonances in the experiments is swapped: the lowest-
lying resonance (positioned at º 0.7 eV) has Au symmetry, and the second (at º 1.4 eV) has B3u
symmetry.
The SEP and CCmodels produce the same resonance order (the Feshbach resonances are,
of course, not seen in the SEP calculation). The pure shape resonances tend to appear lower in
energy in the SEP calculation (not seen in the first B3u resonance), whereas the mixed shape
core-excited resonances are better described by the CCmodel where the excited parent states
of the resonances are included. Therefore, we consider our ’best results’ to be a combination of
the SEP positions and widths for the shape resonances and the CC ones for the others. The first
pure shape resonance (the 12Au) is significantly narrower than shape resonances tend to be,
but wider than those identified as pure Feshbach by us in this target. Our calculatedwidth corre-
sponds to a lifetime of around 55 fs, in excellent agreement with the value calculated by Kunitsa
and Bravaya [106] of 51 fs. The mixed character resonances (usually the other authors do not
identified them as such) have widths of the same order of magnitude as the shape resonances,
the 12B1g being the narrower.
Our positions for the two pure shape resonances calculated at SEP level are in good agree-
mentwith experiments, whereas themixed character 22B3u resonance appearsmore than 0.5 eV
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higher (at CC level) than the highest experimental position. This is not unexpected for two rea-
sons: (i) the potential parent states of this resonance, listed in the next section, are 0.3-0.7 eV
higher in our calculations. Consequently, we expect the resonance to be shifted to higher ener-
gies by a similar energy factor; and (ii) since this resonance has partly shape character the poorer
description of polarisation effects in the CC calculation would also lead to a overestimation of
the resonance energy.
The agreement with the theoretical results is harder to rationalise, due to the spread of val-
ues. We note that the order of our resonances is consistent with Kunitsa and Bravaya[107] but
not with that of West et al.[105], Pou-Amérigo et al.[102], Honda et al.[103] or Cheng et al.[104].
For the last three cases, our order corresponds to swapping the Feshbach resonances. We note
that when analysing the results of Cheng et al. we have chosen, for consistency, to compare
with the resonance positions obtained with the LC-TDDFT method (listed at the bottom of
their table 3), instead of the ones obtained using the LC-DFTmethod, that was used to identify
only shape resonances. The position of the Au shape resonance is in good agreement with the
majority of the calculations (except the position calculated by Kunitsa and Bravaya [106]), but
the width is not (except, again, for Kunitsa and Bravaya [107]): both our SEP and CC calcula-
tions produced a much narrower width for this resonance than the one obtained by Cheng’s et
al. [104]. The same tendency is observable for all other resonances, as seen in table 3.4.
This discrepancy between the theoretical results can be attributed to twomain reasons: (i)
the methods used to perform the calculations - themajority of the calculations were performed
using standard quantum chemistry methods, except for the ones of Kunitsa and Bravaya [106,
107] (who used adapted methods to describe the Au resonance only) and Cheng et al. [104]
(who used a stabilizationmethod); and (ii) the neutral equilibrium geometry ofp-BQused in the
calculations. Someof the resonance energies are very sensitive to small changes in the geometry:
CC calculations with a geometry optimised at HF level lead to the two shape resonances being
0.21 and 0.48 eV higher whereas the Feshbach ones were 0.61 and 0.71 eV higher; this changes
the order of the resonances, locating the second shape and Feshbach resonances at almost the
same energy and below the first Feshbach resonance in table 3.4. This might also help explain
the differences in the character assignation of the resonances: Kunitsa and Bravaya [107] assign
a mixed shape-Feshbach character to the 12B3u resonance in the equilibrium geometry of the
neutral, but Feshbach character at the anion equilibrium geometry. In our calculations, we find
it to have pure shape character. This indicates that the geometries differences can not affect only
resonance positions but also their character. Similarly, those resonance we find to have mixed
character could becomepure shape resonances, for a slightly different geometry. This sensitivity
of the resonance spectrum to small changes in geometry has already been highlighted by other
authors [105, 107, 112], and is confirmed by our calculations using the equilibrium geometry of
the anion molecule, presented in section 3.5.
The two Feshbach resonances we found are below the peaks described in 1999 by Schiedt et
al. [83]. Six peaks were identified in the energy range of 2.213-2.430 eV that they postulate were
likely to correspond to vibrational features of two Feshbach resonances. The parent state of the
first Feshbach resonance (12B2u) has been easily identified as the lowest excited state, the 13Au ,
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by looking at the R-matrix poles. This is done by finding the pole energetically closest to the
resonance position, and searching for the biggest coefficient of the wavefunction associated to
that pole. That coefficient is associated to a specific configuration allowing us to identify the par-
ent state. One should be careful with this method as it implies two rough approximations: the
closest pole might be far from resonance, and not describe it particularly well and, in choosing
just the main configuration, we are neglecting the contribution of all the other configurations
for that state, even though their contribution is smaller). In the case of the second Feshbach
resonance, 12B3g , the identification of the parent state(s) was not possible. Both our Feshbach
resonances are positionedmore than 1 eV below the first excitation threshold, which is unusual.
Finding the excited parent state(s) of the mixed character resonances was not a success
either: these resonances should have at least two parent states, the ground state and an excited
one. However, the identification of potential excited parent states from the configurations of
the closest poles was inconsistent with the behaviour of the resonances for calculations with
different amount of polarization; and the branching ratios are of no help in this cases either, as
Feshbach resonances do not decay to their parent state (since they are energetically below).
3.4.2 High-lying resonances
We now proceed to the discussion of the remaining resonances identified for p-BQ.
The SEP calculation revealed the presence of twelve resonances of shape, mixed shape core-
excited and core-excited character, identified through the cross section and time-delay analysis
(figures 3.8 and 3.6, respectively). Although, as mentioned before, this calculation does not
include the excited states of the target molecule, it does include in the N + 1 wavefunctions
some of the configurations required to describe them. Therefore, it is not unusual that we
observe signatures of core-excited shape resonances at SEP level. Nonetheless, as described
in chapter 2, core-excited resonances are more accurately described when the CC method is
used, and some of them are more clearly visible in the inelastic cross section (figure 3.8). The
CC time-delay, plotted in figure 3.7, presents, in every symmetry, some structure within the
energy range of 3 to 4 eV. Although the presence of Feshbach resonances in this region cannot
be excluded, the majority of the structure is due to the five excitation thresholds present in this
range (see table 3.2).
Table 3.5 summarizes the resonances positions and widths we have determined, as well
as their respective parent state(s). The little available theoretical and experimental data for
these resonances is also listed. Not included in the table are the resonances that were detected
experimentally, but for which no symmetry assignation has been attempted. For example,
Modelli and Burrow identify a core-excited resonance at 2.11 eV, but do not assign it a symmetry.
Similarly, they see a band at 5.8 eV that is very likely a resonance. Allan [98] sees a very broad
feature around 4.2 eV that he describes as of æ§ character and another one at 5.45 eV. Cooper et
al.[91] report a broad energy loss peak at 4.35 eV that they state could correspond to electronic
excitation of the neutral molecule.
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Table 3.5: Positions andwidths (in eV), and character of the resonances found in our CC calcula-
tions as well as their most likely parent state(s) (P.S.). The capital letters mean: M: mixed shape
core-excited; CE: core-excited shape. Earlier theoretical data: Cheng et al. [104] (most results
quoted are those from their non-averaged calculation; for the 12B2g and 22B2g resonances we
also quote the positions and widths from their table 3. Also shown are their identified parent
states.) and data fromWest et al. [105]. Experimental position of first 2B2g resonance: Modelli
and Burrow [99] and Allan [98].
Symm. ER (Width) Char. Most likely P.S. Cheng et al./other P.S. (Cheng’s)
12Ag 4.37 (0.041) CE 11Au , 13Au , 11B1g 3.69 Au , B2g , B2u
12B1u 4.41 (0.043) CE 11B1g , 13B1g , 11Au 3.37 B3u , B1g , B2u
12B2g 4.74 (0.032) M g.s., 13B3g 4.24/4.410 (0.397) g.s., Ag , B1u
4.37[99],4.24[98]
32B3u 4.81 (0.133) M g.s., 13Au , 13B3g 3.58, 2.4[105] g.s., B3g , B2u , B1u
22B1g 4.97 (0.238) M g.s., 23B1u 4.14 g.s., B2u , B1u , B3g
22B3g 5.10 (0.147) CE 11Au , 13Au , 11B1g 4.30 Au , B1u , B1g
22B2u 5.16 (0.169) CE 13B1g , 11B1g , 23B1u 3.97 Au , B1u , B1g
22Ag 5.24 (0.189) CE 11Au , 13Au , 13B1g 4.06 Au , B2u , B2g
22B1u 5.27 (0.137) CE 13B1g , 11B1g 3.82 B2u , B3u , B1g
22B2g 5.76 (0.526) M g.s., 23B1u 5.92/5.910 (0.375) g.s., B1u
42B3u 5.95 (0.316) M g.s., 13B3g 5.46 g.s., B2u , B1u , B3g
32B2u 6.96 (0.039) CE 11Au , 13B1g , 21B1g 4.88 Au , B1g , B1u
22Au 6.99 (0.142) CE 23B1u , 33B1u 5.41 B2u , B3g , B1u
32B3g 7.08 (0.71) CE 13B1g , 11B1g 4.64 g.s., B1g
32B1g 7.29 (0.186) CE 13B3u 5.12 B2u , B1u , B3g
32Au 7.31 (0.249) CE 23B1u , 33B1u - -
52B3u 7.62 (0.172) CE 13B3g , 11B3g , 21Ag 5.87 g.s., B2u , B1u , B3g
42Au 7.62 (0.300) CE 23B1u , 33B1u , 1Au - -
42B1g 7.79 (0.096) M g.s., 13B1u - -
Looking at the panel for the Ag symmetry in figure 3.8 we observe in the SEP cross section an
extremely broad peak centered slightly above 6 eV, that could correspond to a wide resonance:
the corresponding feature is visible in the time-delay (figure 3.6). However, the CC results do not
show a structure that could correspond to this one. There is some structure above 6.5 eV in the
SEP cross sections, again consistent with some peaks in the time-delay that might be attributed
to pseudoresonances. If we look at the inelastic Ag cross section presented in figure 3.8, two
clear peaks are visible (and they are also present in the time-delay, figure 3.7) that, since they
are absent from the SEP results, we identify as core-excited resonances. These two resonances
are then considered physical and therefore are included in table 3.5.
At the SEP level, the B3u symmetry presents four resonances clearly visible in the time-delay.
The lowest two are the pure shape andmixed-character resonances already reported in table 3.4
and discussed in the previous section. The higher two resonances appear at lower energies in
the CC calculation and the inelastic cross section shows the presence of a fifth resonance. This
indicates three resonances that have partial (or whole) core-excited character. The analysis
of the branching ratios indicates that the resonance at 4.81 eV is of mixed shape core-excited
character. Modelli and Burrow found a resonance of this symmetry at 4.37 eV that possibly
corresponds to our third resonance or to the wider one present at 5.95 eV. The calculations
presented by West et al. [105] locate the third B3u resonance at much lower energy; all of these
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resonances are also listed by Cheng et al. [104] at lower energies.
The Feshbach resonance of B2u symmetry listed in table 3.4 is neither visible in the CC cross
section nor the time-delay with the grid we have used in figures 3.7 and 3.8. An additional
calculation with a grid four times finer was necessary to identify and characterize it (the same
happens for the 2B3g Feshbach resonance). The cross sections obtained from that calculation
are presented in figure 3.9. At higher energies, the SEP calculation only shows the presence of
pseudoresonances. The CC calculation shows two resonances at 5.16 eV and 6.96 eV, confirmed
by the time-delay, that have pure core-excited character.
Figure 3.9: Inelastic cross sections as a function of electron energy, calculated at CC level, for
the irreducible representations presented in the panels. The energy grid used was of 0.002 eV.
TheB1g symmetry has one resonance reported in table 3.4, visible in the elastic cross section
and time-delay for both methods. As explained above, the relative positions in both methods
points to a mixed character. Taking into account its width, one could argue this should be a
Feshbach resonance; the fact that it appears at the SEP level makes us discard that option. The
higher peak in the SEP results is most likely a pseudoresonance than a physical resonance. The
elastic CC cross section shows a kink at 4.97 eV, more visible as a clear peak in the inelastic cross
section, and confirmed by time-delay as a resonance. There are two other resonances at higher
energies - 7.29 and 7.79 eV, that could also be identified in the time-delay analysis. These 3
resonances are of pure core-excited character and the last one has not been identified before.
The SEP cross sections for the B1u symmetry show some structure above 6.5 eV that we
identified as pseudoresonances. Even though there are no peaks in the elastic CC cross section,
the inelastic one presents two peaks at 4.41 and 5.27 eV with the corresponding peaks visible in
the time-delay. These resonances are assigned as pure core-excited and are also observed by
Cheng et al. [104].
The B2g symmetry presents two clear resonances in the elastic cross section of mixed shape
core-excited character, as evidenced by the shifting of their positions observed betweenmodels.
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In the inelastic cross section, it is possible to observe a third broad feature centred slightly
above 7 eV that we cannot conclusively identify as a physical resonance: the corresponding
feature in the time-delay would be very wide and low and is possibly hidden by the presence of
other features. Three resonances of this symmetry are identified by Cheng et al.: a shape one at
5.5 eV and two core-excited ones at 4.410 and 5.910 eV. The widths of these resonances are very
different to ours (see table 3.5). Since the authors used two different methods to identify shape
and core-excited resonances, we think it is possible they observed the same (mixed character)
resonance at two different energies. One would tend to assume the resonances identified at
5.5 eV and 5.910 eV correspond to the same resonance due to their energy proximity.
It is important to highlight that p-BQ has a bound state of B2g symmetry. For the neu-
tral geometry, West et al. positioned the bound state 1.48 eV below the neutral ground state,
whereas Kunitsa and Bravaya locate it 1.75 eV below. In our calculations, the lowest pole for
the corresponding symmetry, which gives a reasonable estimate of the bound state energy, is
1.57 eV below the ground state. The resonance positions calculated using the anion geometry
are presented in section 3.5.
TheB3g symmetry presents no pure shape resonances. The barely visible structure at 1.75 eV
in the elastic CC cross section, also visible in the time-delay for this calculation, corresponds to
the resonance reported in table 3.4 and clearly visible in the right hand panel of figure 3.9. Its
narrow width indicates that it is likely to be a Feshbach resonance. The other peak in the SEP
cross section (at around 7 eV) is almost certainly a pseudoresonance. The CC time-delay shows
two clear resonances at 5.12 eV and 7.05 eV (the other structure corresponds to thresholds) and
those can be seen as very small bumps in the inelastic cross section. We then identified these
as physical resonances.
The last symmetry is the Au , the symmetry of the lowest energy resonance for p-BQ, that
has pure shape character and is reported in table 3.4. This resonance is the most extensively
described in the literature. Our CC calculations also reveal the presence of three core-excited
resonances at 6.99, 7.31 and 7.62 eV, clearly visible in both inelastic cross section and time-delay.
Table 3.5 lists the resonance positions obtained by Cheng’s et al. (three resonances identi-
fied by them are not included in this table as they do not correspond to any of ours). The link
between theirs and our resonances has been done on symmetry and energy order. The disagree-
ment is significant, both in terms of the absolute and relative position of the resonances, which
is not unexpected: we expect our calculations to overestimate the position of the resonances
and, indeed,most of the ones reported by Cheng et al. appear at lower energies. In addition, and
as we already mentioned, it is possible that we may have missed some Feshbach resonances
that, being very narrow and close to an excitation threshold, are very hard to identify, either in
the cross section or the time-delay.
As stated before, the parent states of the resonances were determined using the branching
ratios obtained from the time-delay analysis. This procedure was adopted for all the resonances
that are not of Feshbach character. Our character assignation is consistentwith that of Cheng’s et
al., except for one resonance that appears in our calculation at 7.08 eV and that we characterise
as shape core-excited, whereas they identify it as of mixed character. In terms of the parent
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states of the resonances, we found a good agreement for some of the resonances, but not others,
as can be seen from table 3.5.
3.4.3 Link to DEA results
Understanding the way our calculated resonances link with the DEA spectra is one of the most
challenging and important parts of our work, especially in this case, due to the biological rele-
vance of p-BQ derivatives. Pshenichnyuk et al. [113] and Khvostenko et al. [114] performedDEA
studies on p-BQ (the former looked at the temperature dependence of this process). Table 3.6
presents theirmass/charge ratios, as well as the position of the maximum of the ion yield peaks
and relative intensities. An attempt to link their results with ours is also made, up to 5 eV. Due
to the large amount of peaks/resonances identified above that region, it becomes impossible to
make any conclusive links.
Table 3.6: DEA peaks and respectivem/z ratios and intensities from Pshenichnyuk et al. [113]
and Khvostenko et al. [114], together with the resonances in our calculations most likely to lead
to each of the DEA peaks, calculated at CC level.
Khvostenko [114] Pshenichnyuk [113] This work
m/z Max.(eV) Int.(%) Max.(eV) Int.(%) Resonance Position (eV)
108 1.36 º50 1.4 100 12Au 1.10
1.56 100 12B2u ,12B3g 1.70,1.75
107 1.70 0.066 12B3u 1.90
4.86 0.067 22B1g ,22B3g ,22B2u 4.97,5.10,5.16
22Ag ,22B1u 5.24,5.27
94 1.26 0.14 12Au 1.10
93 1.78 0.006 12B3u 1.90
82 4.96 0.126 4.7 0.15 22B3g ,22B2u ,22Ag 5.10,5.16,5.24
22B1u ,22B2g 5.27,5.76
81 2.38 0.012 12B1g , 22B3u 2.35, 2.67
80 2.34 0.217 2.0 0.12 12B1g ,22B3u 2.35, 2.67
79 5.04 0.630 4.8 0.65 22Ag ,22B1u 5.24,5.27
22B2g ,42B3u 5.76,5.95
72 1.42 0.052 12B2u ,12B3g 1.70,1.75
70 1.42 0.065 12B2u ,12B3g 1.70,1.75
50 1.70 0.025 12B3u 1.90
As seen from table 3.6, some resonances are more easy to relate to the DEA peaks than
others, due to their energy proximity. This is the case for the 2Au and 12B3u , whose positions
are more separated than the ones observed, for example, for the 1B2g and 3B3u resonances. We
believe the DEA peaks observed at 4.7 and 4.8 eV arise from the same resonance, and therefore,
we believe they are linked to either of the 12B2g or 32B3u resonances (found at 4.74 and 4.81
eV at CC level, respectively). However, as energy increases, the more complicated this task
becomes, due to the large number of resonances p-BQ has, and because they are very close in
energy. As a consequence, we could not link the DEA data with ours.
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As mentioned, our calculations tend to overestimate resonance positions; therefore, al-
though it is possible that the DEA peaks located at 1.26 and 1.36 eV correspond to the Au reso-
nance calculated at 1.10 eV, they could also be linked to some vibrational resonances.
In fact, we made the links shown in table 3.6 taking into account the energy proximity
between our resonance positions and the peaks obtained in the DEA experiment.
As a first attempt to understand whether our resonances are dissociative with respect to
hydrogen loss, (m/z=107), we performed SEP calculations stretching a single C-H bond (this
reduced the molecule symmetry to theCs point group). We have chosen to study this specific
bond cleavage because it is the only one where the molecule remains in a planar geometry, and
therefore, the calculations are more easily performed. Since the loss of symmetry increased the
computational cost, the calculations could only be performed at SEP level.
We analysed the eight lowest-lying resonances (1Au , 1B3u , 1B1g , 2B3u , 1B2g , 3B3u and 2B2g )
described at SEP level for two basis sets (compact and more diffuse): the resonance positions
as a function of one of the C-H distance are presented in figure 3.10.
Figure 3.10: Resonance energy as a function of C-H distance (in angstroms) for two basis sets,
calculated at SEP level. The C-H bond length in the equilibrium geometry is 1.095 Å. Please
note the y-axis is not to scale: as the variation of the resonance positions with rC°H is very
small, we shifted some curves down to provide a better overview. The curve corresponding to
the Au resonance remained unaltered; the remaining curves were shifted down as follows: B3u
1 eV, B1g 2 eV, B2g 3 eV, 2B3u 2 eV and 2B2g 3 eV. For simplicity, and because the 1B2g and 3B3u
behaved completely non-dissociative (as the 1Au , 1B3u , 1B1g and 2B3u do) we decided to omit
their respective curves.
The most noticeable fact in figure 3.10 is the behaviour of both resonances of B2g character,
that suggest the presence of an avoided crossing at 1.5 Å for the compact basis set; more points
would be needed to provide any conclusions. In the absence of a more defined curve, we
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can present two possibilities of which resonance would lead to dissociation, depending on
the "width"of the avoided crossing: if it is sufficiently wide, the electron on the lower curve
(corresponding to the B2g resonance) would have a smaller probability to "jump"to the upper
curve corresponding to the 2B2g resonance; on the other hand, if the avoided crossing is narrow
enough, the electronwould easilymove to the 2B2g resonance, thatwould be the responsible for
the dissociation process. Although we cannot provide a conclusive picture on this dissociation
mechanism, we hypothesize that the the 2B2g resonance is the one that leads to the hydrogen-
loss, as it is in agreement with the DEA peak reported by Khvostenko et al. [114] at 4.86 eV, as
shown in table 3.6 (taking into account the overestimation of our resonance positions). Using
the more sophisticated CC method to run these calculations could be helpful, but the loss of
symmetry makes the calculations very computationally demanding.
3.5 Low energy electron collisions with p-BQ in its anion
equilibrium geometry
As mentioned in the introduction to this chapter, we have also performed electron scattering
calculations using the anion geometry of p-BQ, as we are particularly interested in the pho-
todetachment process from p-BQ - therefore, starting with the anion geometry is the most
sensible choice. These results are presented and discussed in this section. We reiterate that the
calculations have been performed for electron scattering from the neutral p-BQ.
The role of p-BQ in electron transfer reactions is well established, as stated in the beginning
of this chapter. Therefore, studying the properties of p-BQ anion has received the attention of
many scientists in the last few years, as a way to obtain insights into these reactions. In this
section, as we have done in the previous, we will briefly review prior studies regarding the p-BQ
anion.
Horke et al. [112] used time-resolved photoelectron spectroscopy and ab initio calculations
to show the ability ofp-BQ to retain an electron insteadof autodetach. The authors excited thep-
BQ anion using a laser and showed these excited states decay on a sub-40 fs timescale through a
series of conical intersections with lower-lying excited states (that are, actually, resonances). Ul-
timately, these resonances decay to the ground anionic state, avoiding autodetachment. These
studies confirmed once more the ability of p-BQ to capture and retain electrons. Their work
served as a starting point to our photodetachment studies presented in chapter 6.
3.5.1 Calculation details
In our calculations we have used the anion geometry described by Kunitsa and Bravaya [107].
The bond lengths for both neutral and anionic equilibrium geometries are shown in table 3.7,
the differences are very small between geometries. The anion has also a planar structure and
therefore belongs to theD2h point group. The internal angles remain unchanged.
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Table 3.7: Bond lengths (in Å) of p-BQ and p-BQ° in their respective equilibrium geometries.
Bonds 1Ag 2B2g
C=O 1.2332 1.2633
C=C 1.3579 1.3790
C-C 1.4889 1.4497
In the same way we did for the neutral geometry of p-BQ, we used the HF and the SA-
CASSCFmethods to generate the target orbitals, using the same CASmodel: an active space of
(12,10) and 8 states averaged (the same used before for the neutral geometry of p-BQ, refer to
section 5.3.1). The scatteringmodels used were also the same (see table 3.3), in order to provide
a like-with-like comparison. We did not test the effect of other basis sets and CAS models for
this geometry.
The comparison of the vertical excitation thresholds between the neutral and anion geome-
tries is presented in table 3.8. As far as we know, there are no calculations of the electronically
excited states for the neutral system using its anion geometry.
Table 3.8: Vertical excitation thresholds obtained in this work from CASSCF calculations. The
active space ((12,10)) and state-averaging (8 states: 11Ag , 11B3u , 11B1g , 1°21B1u , 1°21B3g and
11Au) were the same for both geometries, and was described before. ES stands for Excited State,
whose energies are presented in eV.
ES Neutral Geom. Anion Geom. ES Neutral Geom. Anion Geom.
13B1u 2.958 2.391 21B1u 7.950 7.493
13Au 3.158 2.599 43B1u 7.955 7.366
13B1g 3.163 2.648 31Ag 8.229 7.649
11Au 3.309 2.714 43B1g 8.284 7.561
11B1g 3.326 2.764 33Au 8.292 7.595
13B3g 3.666 3.337 31B1g 8.336 7.631
23B1u 5.135 4.112 41Au 8.355 7.680
11Ag 5.135 4.111 23B3g 8.380 7.945
13Ag 5.282 4.852 21B3g 8.400 7.959
33B1u 5.502 5.137 53B1u 8.448 7.838
11B3g 5.907 5.174 23Ag 8.605 7.906
13B3u 6.153 5.492 33Ag 8.737 7.968
13B2g 6.158 5.524 41Ag 8.766 8.097
21Ag 6.178 5.298 23B3u 8.845 8.301
11B3u 6.211 5.492 23B2g 8.849 8.289
11B2g 6.215 5.572 21B2g 8.931 8.360
13Au 6.550 5.910 21B3u 8.942 8.386
23B1g 6.551 5.890 33B3g 8.956 8.422
21Au 6.700 6.052 33B3u 9.069 8.518
21B1g 6.702 6.043 33B2g 9.078 8.537
13B2u 6.938 6.217 23B2u 9.079 8.610
11B2u 7.462 6.671 33B2u 9.377 8.642
11B1u 7.783 7.240
33B1g 7.854 7.024
23Au 7.875 7.071
As seen in table 3.8, the electronically excited states for the anion geometry are all lower than
for the neutral geometry, and, especially as energy increases, their order changes too. This is the
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reason why the core-excited or mixed character resonances are also shifted to lower energies,
in general, and some of them are even swapped, as we shall see later on this chapter.
For this geometry, we have also performed SEP and CC calculations, using the parameters
summarized in table 3.3 for each of the methods. Our results are presented next.
3.5.2 Resonances for the p-BQ anion equilibrium geometry and comparison with
the neutral geometry
The time-delay analysis and the comparison between the SEP and CC cross sections were also
used here as the tools to identify and characterise resonances. The eigenphase sums were used
occasionally.
Figures 3.11 and 3.12 show the time-delay calculated at SEP and CC level, respectively. The
similarities with the ones obtained for the neutral geometry are evident, as expected from the
analysis of the electronically excited states. However, we can spot the presence of more reso-
nances at higher energies than the ones listed in table 3.5; we can hypothesize this observation
is due to the shifting the resonances present: if we increased our energy window for the neu-
tral geometry, we would probably see these "new"resonances we are describing here for this
geometry.
Figure 3.11: Eigenvalues of the time-delay matrix for the scattering symmetries indicated in the
panels calculated at SEP level for the anion geometry.
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Figure 3.12: Eigenvalues of the time-delay matrix for the scattering symmetries indicated in
the panels calculated at CC level for the anion geometry. Note that most sharp peaks (and the
truncated ones) correspond to thresholds.
From the analysis of the time-delays and the comparison with the previous data for the
neutral geometry, we identified below 8 eV a total of 31 resonances of different character, more
than for the neutral geometry.
Table 3.9 lists resonance positions andwidths of the well known six low-lying resonances for
both geometries, at SEP and CC level. Also presented are the corresponding theoretical results
found in the literature.
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Table 3.9: Positions and widths (in brackets, below the former), both in eV, of the six low-lying
resonances of p-BQ, calculated using its neutral (1Ag ) and anion (2B2g ) geometries, at SEP
and CC levels. The results presented for the neutral geometry were already shown (table 3.4)
and discussed in the previous section. "Sym."indicates the symmetry of the resonance; and
"Char."the respective character. The capital letters mean: S: shape; M: mixed shape core-
excited and F: Feshbach. We also list theoretical work of: Kunitsa and Bravaya [107], Horke
et al. [112], West et al. [105], Honda et al. [103] and Pou-Amérigo et al. [102]. The resonance
positions presented by these authors were calculated using the ground state anion geometry.
Sym.
1Ag 2B2g Theory (2B2g geometry)SEP CC Char. SEP CC Char.
12Au 0.85 1.10 S 0.45 0.97 S 0.38 [107],0.25 [112],0.75 [103],0.86 [102]
(0.012) (0.030) (0.001) (0.020)
12B2u - 1.70 F 2.46 0.85 M 0.4 [105],-0.03 [107],0.19 [112],0.32 [103],0.27 [102]
(8E°4) (6.5E°4)
12B3g - 1.75 F 2.45 0.99 M 0.4 [105],0.06 [107],0.42 [103],0.29 [102]
(0.001) (7.9E°4)
12B3u 1.96 1.90 S 1.38 1.27 S 1.0 [105],0.76 [107],0.15 [112],0.43 [103],0.84 [102]
(0.159) (0.138) (0.116) (0.138)
12B1g 3.05 2.35 M 2.09 1.62 M 0.90 [107],0.54 [103],1.29 [102]
(0.007) (0.007) (0.005) (0.005)
22B3u 3.36 2.67 M 2.64 2.46 M 1.2 [105], 2.08 [107],1.54 [103],1.6 [102]
(0.058) (0.071) (0.096) (0.022)
From the analysis of table 3.9, we observe that the resonances appear in general lower in
energy for the anion geometry: the differences can go from 0.2 eV to almost 1 eV (comparing the
same models for both geometries). As expected when a resonance goes down in energy, their
widths are also affected and get narrower. What is very interesting, however, is the presence
of the two (previously identified as Feshbach) resonances of B2u and B3g symmetry in the SEP
calculations for the anion geometry, that were absent when the neutral geometry was used.
Although they appear significantly above than in the CC calculations, the fact that they are
seen at SEP level denotes an increase of their shape character, and therefore can no longer be
classified as Feshbach.
Interestingly, Kunitsa and Bravaya [107] and West et al. [105] report that the B2u Feshbach
resonance in the anion equilibrium geometry becomes bound by 0.03 and 0.52 eV, respectively.
Figure 3.13 schematises the resonance positions listed in table 3.9 for both geometries. This
figure gives us a better perspective of how much the resonant spectrum is influenced by the
geometry used in the calculations, even if those changes are of the order of 10°2Å , as can be
seen in table 3.7. We believe this observation explains the lack of a consistent resonant spectrum
for p-BQ in the literature, as different bondlengths were used in different calculations. Although
it is not shown in figure 3.13. we have just discussed the changes in the character of some
resonances, depending on the geometry.
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Figure 3.13: Resonance positions (in eV) for the neutral (left side) and anion geometry (right
side), calculated at CC level. Also presented are the vertical detachment energy (VDE), the
vertical electron attachment (VEA) and the adiabatic electron attachment (AEA), estimated by
us. The coloured horizontal lines correspond to resonances, with the energies for the anion
geometry in the y-axis.
To calculate the absolute energy of the 2B2g state (in both geometries), we have usedMOL-
PRO [70]: the calculations included an extra electron (in a total of 57) and were performed
at CASSCF level using the same model as for the 1Ag state (basis set, active space and state-
averaging). As the model was not optimized for this state, one would expect that our calculated
energies might be overestimated.
The VDE and AEA of p-BQ have been reported by several groups, and we present these
values in table 3.10 (for completeness), along with ours. The VDE is defined as the smaller
transition energy from the anionic ground state to the neutral, retaining its geometry; the VAE
is the inverse process - corresponds to the energy of the vertical transition from the neutral
ground state to the anion; and the AEA is the adiabatic electron affinity, that is basically the
energy difference between both ground states in their equilibrium geometries.
68
3 . 5 . LOW ENERGY ELECTRON COLL IS IONS WITH P-BQ IN ITS ANION
EQUIL IBR IUM GEOMETRY
Table 3.10: VDE and AEA (both in eV) for the p-BQ anion. Also presented are the calculated
values from Kunitsa and Bravaya [107], Horke et al. [112], Honda et al. [103] (computed at
CASPT2 level) and Pou-Amérigo et al. [102].
CASSCF [107] [112] [103] [102]
VDE 1.95 2.17 1.98 1.86 1.96
AEA 1.67 1.97 2.04 2.01 -
From table 3.10, we can observe a better agreement between the literature for the AEA
energies, whereas for the VDE the energy spread is bigger. On the other hand, our calculated
VDE is in excellent agreement with the literature, whereas the AEA is lower by, at least, 0.3 eV.
As mentioned, our calculations were optimized for neutral p-BQ in the equilibrium neu-
tral geometry (Ag ), and no attempt of optimization was performed for the states in the anion
geometry or the anion bound state (2B2g ) in the neutral geometry. It is then expected that the
description of these states is poor, and therefore, the respective energies are overestimated.
This unbalanced description of states makes our calculated VDE to be in agreement with the
literature (as both 1Ag and 2B2g in the anion geometry are overestimated), whereas the AEA is
smaller than the literature (as the 1Ag state for the neutral geometry is well described and its
energy is accurate, but the 2B2g for the anion one is overestimated).
For completeness (and because there is no information in the literature to compare with),
we present the comparison between the high-lying resonances foundwith the anion andneutral
geometries.
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Table 3.11: Positions and widths (in eV), and character of the resonances found in our CC
calculations for the neutral and anion equilibrium geometries of p-BQ. The capital lettersmean:
M, mixed shape core-excited; CE, core-excited shape. The resonances labelled with T are only
visible in the time-delay and therefore had their width determined by fitting those curves with
the Breit-Wigner formula. The remaining resonances were fitted by an automated procedure in
the RESON program (see chapter 2, section 2.6.1), that fits the eigenphase sums.
Symm. Neutral Geom. Anion Geom.
ER (Width) Char. ER (Width) Char.
12Ag 4.37 (0.041) CE 3.77 (0.035) CE
12B1u 4.41 (0.043) CE 3.85 (0.188) M
12B2g 4.74 (0.032) M 3.97 (0.022) M
32B3u 4.81 (0.133) M 4.06 (0.159) M
22B1g 4.97 (0.238) M 4.35 (0.203) M
22B3g 5.10 (0.147) CE 4.62 (0.163) CE
22B2u 5.16 (0.169) CE 4.71 (0.176) CE
22Ag 5.24 (0.189) CE 4.60 (0.177) CE
22B1u 5.27 (0.137) CE 4.68 (0.188) CE
22B2g 5.76 (0.526) M 5.61 (º 0.5)T M
42B3u 5.95 (0.316) M 5.44 (0.315)T M
52B3u - - 5.66 (º 0.05)T CE
32B2u 6.96 (0.039) CE - -
22Au 6.99 (0.142) CE 6.30 (0.109) CE
32B3g 7.08 (0.71) CE 6.56 (0.780)T CE
32B1g 7.29 (0.186) CE 6.80 (º 0.19)T M
32Au 7.31 (0.249) CE 6.71 (0.225)T CE
62B3u 7.62 (0.172) CE 6.91 (0.164) CE
32B2g - - 6.97 (0.331)T CE
42B2g - - 7.21 (0.185) CE
42B1g 7.79 (0.096) M 7.25 (0.191)T M
32B1u - - 7.33 (º 0.12)T CE
32Ag - - 7.38 (0.105) CE
42B3g - - 7.36 (0.630)T CE
42Au 7.62 (0.300) CE 7.72 (º 0.45)T CE
Once again, the resonances found for the anion geometry are shifted to lower energies com-
pared with those for the neutral one, which is expected given what we had observed in table 3.8.
It is interesting, however, that the resonances do not shift by the same amount for the same
irreducible representation. A very clear example is seen in the B2g symmetry, where the first
resonance moves around 0.8 eV, whereas the second one only shifts 0.15 eV. This is suggesting
the second resonance is linked to a bond of similar size in both geometries, whereas the first
one clearly is being more affected by the geometry used.
These calculations revealed the presence of more resonances than for the neutral geometry
(mainly above 7 eV), in the same energy range (0-8 eV). Thismight be due to two reasons: (i) the
fact that, as the resonances are shifted to lowerpositions for the anion geometry, theywill appear
above 8 eV for the neutral one and we are not seeing them; or (ii) they are actually not present
for the neutral geometries. We believe the latter is highly unlikely, as the appearance of new
resonances should not be linked with bond stretching/shrinking (unless it changes the orbitals
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significantly). Further calculations with a broader energy range would be recommended to
clarify this point.
Similarly to what we have observed for the low-lying resonances, some of these resonances
changed their character between geometries, whereas their widths are consistent.
3.6 Cross sections
In this section, we present integral and differential elastic, electronically inelastic and total cross
sections in the 0 to 8 eV energy range, for both p-BQ geometries studied in this work. The cross
sections for the neutral ground state geometry are experimentally measurable, whereas the
cross sections for the anion geometry are presented mainly for comparison. When available,
we compare with other studies.
As p-BQ has no dipole moment, no Born correction is included in these cross sections.
3.6.1 Integral cross sections
Figure 3.14 presents the integral elastic cross sections, calculated at SEP and CC level, for each
scattering symmetry, and for the sum of them.
Figure 3.14: Contributions to the integral elastic cross section from the scattering symmetries
indicated in the panels for the anion (dashed lines, black at CC andblue at SEP level) andneutral
equilibrium geometries (solid lines, black at CC and green at SEP level): N.G. stands for neutral
geometry and A.G. for anion geometry. The bottom right hand panel shows the total elastic
cross sections(sum of all contributions shown in the other panels).
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Except for the Ag symmetry, the cross sections are extremely similar between the SEP and
CC methods (when resonance effects are excluded) and also between geometries. The more
significant differences are seen in the SEP cross sections for the Ag symmetry: careful inves-
tigation of the two wide features, centered just above 2 and 6 eV, proved they do not derive
from resonant processes, despite their suggestive shape. The cross sections calculated for the
remaining symmetries are very similar both in size and shape, if one ignores the new peaks that
appear at higher energies for the anion geometry, as discussed.
The cross sections reported in the literature [100, 101] were obtained at higher energies than
ours. Therefore, no comparison is possible so they are not presented here.
We present in figure 3.15 our total (summed over all excited states included in the calcula-
tion) inelastic cross sections calculated at CC level for the anion geometry, and compare them
with the already presented results for the neutral geometry.
Figure 3.15: Contributions to the total integral inelastic cross section from the scattering symme-
tries indicated in the panels for the anion (light blue line) and neutral equilibrium geometries
(black line). The bottom right hand panel shows the total integral inelastic cross sections (sum
of all contributions shown in the other panels).
The analysis of both these sets of cross sections were of the most use in identifying and
characterising resonances, as they have proven to be in the previous section for the neutral
geometry. The peaks identified as resonances were already presented and discussed in the
previous section.
Although we can easily obtain state-to-state excitation cross sections, we do not present
any results for p-BQ for two main reasons: (i) as far as we know, there are no calculations or
experiments below 15 eV that would allow a comparison; and (ii) the electronic low-lying states
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of p-BQ are very close in energy and therefore, state-to-statemeasurements would be very tricky
to perform. The experimental results would correspond to bands (as in reference [94]), i.e., as
excitations into several states, sufficiently close in energy not to be differentiated.
3.6.2 Differential Cross Sections
Recently, new publications have emerged providing differential elastic cross section for p-BQ
using two other theoretical methods: the IAM-SCAR and the SMC-PP (more details about these
methods can be found in references [115] and [116], respectively). These DCS together with
those calculated by us for the neutral equilibrium geometry are plotted in figure 3.16. Although
the IAM-SCAR method is not accurate at these energies, it is still an interesting comparison
to make, as seen in figure 3.16. As expected, at 1 eV the agreement is poor between methods,
and also between our models, mainly due to the different description of the polarisation effects.
This discrepancy, found especially at smaller angles, was also observed for pyrimidine ?? and
thiophene (see chapter 4), although these targets have a non-zero dipole moment. At higher
energies, convergence between our SEP and CC models is achieved, and the agreement with
the SMCmethod improves, although the IAM-SCAR results are still fairly different, as expected.
At 4 eV, we obtain the best agreement between the four curves, especially between our results
and the SMC ones. The IAM-SCAR results are missing for 6 eV.
Figure 3.16: Differential cross sections as a function of electron energy, calculated at SEP and
CC levels. Also presented are the IAM-SCAR and the SMC results from Lozano et al. [101].
3.7 Chapter remarks
In this chapter we presented our scattering calculations for p-BQ using two geometries of in-
terest: the equilibrium ground state geometry of the neutral and of the anionic systems. Target
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calculations with three basis sets - 6-311G**, 6-311++G** and cc-pVDZ - were performed and
compared, and our final scattering calculations used the compact one, as it provided a better
agreement with the literature, with a smaller computational cost. This system possesses a lot of
electronically excited states very close in energy that are not easily described.
The best (qualitative) agreement was obtained between our results and those of Kunitsa
and Bravaya [107]. For the core-excited resonances we discussed their position and widths
andmade, as far as we could, a link to the available literature: both with calculated resonance
parameters, and with DEA results. The link with the latter, however, needs to be analysed
skeptically, due to the complexity of this target’s resonant spectrum.
We have also presented our calculated integral and differential cross sections. The former
were used along with the time-delay analysis to identify and characterise the aforementioned
resonances. Studying both geometries allowed us to demonstrate the sensitivity of the reso-
nances parameters to the molecular geometry. The cross sections, however, do not seem to be
as affected by the geometry.
As future plans, we would recommend performing the calculations using a smaller deletion
threshold, that could not be tested during this work, and using UKRmol+ to run in quadruple
precision. This would serve to confirm the accuracy of the results presented here. To close
this chapter, it is important to state that p-BQ is a very interesting molecule to study, and we
believe that there is a lot more to investigate, particularly related to Feshbach resonances. Even
though a lot of effort has been put in through the years, the p-BQ resonant spectrum is still to be
accurately describe. Further scattering calculations would be useful, as well as experiments, in
particular EEL or Velocity Slice Imaging ones. The latter would be of great interest, as it is able to
identify the symmetry of some resonances. The EEL technique enables the accurate description
of resonance positions, providing the best like-with-like comparison with our results.
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ELECTRON COL L I S I ON S W I TH TH IOPHENE
Studying low energy electron collisions with thiophene (C4H4S) is the focus of this chapter.
Thiophene is a prototypical, aromatic, five-membered heretocyclic ring (see chemical structure
in figure 4.1). It is a colourless liquid with a benzene-like odour, and an active participant in
substitution reactions, due to the presence of the relatively heavy andhighly polarizable sulphur
atom. Theoretical calculations suggest that its degree of aromaticity is less than that of benzene,
as the lone pair of electrons of sulphur are significantly delocalised in the º electron system.
Compounds analogous to thiophene include furan (C4H4O), selenophene (C4H4Se) and pyrrole
(C4H4N), which differ in the heteroatom in the ring.
Figure 4.1: Chemical structure of thiophene.
Thiophene is one of the most used building blocks of anti-inflammatory drugs [42] - see
two examples in figure 4.2. Tiaprofenic acid (1) is a non-steroidal anti-inflammatory drug of the
arylpropionic acid (profen) class, used to treat pain, especially arthritic pain; andTenidap (2) is a
member of indoles, ureas, thiophenes and an organochlorine compound. It has a role as a non-
steroidal anti-inflammatory drug and as a prostaglandin-endoperoxide synthase inhibitor [117].
Thiophene is also the main unit of several types of materials, like polythiophene. When
properly doped, polythiophene is conductive and has several applications in electrochromic
displays, electro-optic devices, protection against photocorrosion and energy storage [118,
119]. In other materials, thiophene’s presence confers various important properties, making
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them promising as photochromic molecular switches [120], organic semiconductors [121], so-
lar cells [122], light-emitting diodes and field-effect transistors [123]. All of these applications
involve electron transfer reactions. Therefore, understanding thiophene’s electronic structure
and electron induced processes is fundamental to comprehend these phenomena.
Figure 4.2: Chemical structure of tiaprofenic acid (1) and tenidap (2), two thiophene based
non-steroidal anti-inflammatory drugs [124].
Similarly to what we have done in the previous chapter, we performed calculations using
the R-matrix method as implemented in the UKRmol suite, at different levels of complexity.
Our goal was to investigate resonance formation in thiophene, as well as calculate integral
and differential cross sections, and a few excitation functions. Combining our results with an-
other theoretical method (IAM-SCAR) and experimental technique (EEL1), three publications
emerged [48, 49, 125]. In this chapter we include both IAM-SCAR and EEL results for compari-
son with our calculations. We also compare with da Costa et al. [126], who used the theoretical
SMC-PP method. It is important to note that, unlike other targets (e.g. p-BQ), thiophene rep-
resented a very good opportunity to study state-to-state excitation cross sections: its first two
electronically excited states are energetically distant, as we show in section 4.3.1.
Comparison with other type of experiments ( DEA [127]) is also presented.
4.1 Electronic spectrum of thiophene
Thiophene is a planarmolecule that belongs to theC2v point group. It contains 44 electrons and
has a dipole moment of 0.52 Debye [128]. Its experimentally determined polarizability [129]
is 60.8 a30 and its ionization energy is 8.86 eV[130]. Thiophene is an asymmetric top, with
rotational constants of 3.297£10°5, 2.197£10°5 and 1.319£10°5 eV. Its first electronic excitation
threshold is around 3.7 eV [131, 132, 133, 134].
The electronic excited states of thiophene have been studied both experimentally and theo-
retically, as we briefly review in the following paragraphs.
1A summary of the EEL canbe foundhere: http://homeweb.unifr.ch/allanm/pub/ma/dir_allan/thiophene_EELS.PDF
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Jones andMoodie [135] synthesized andmeasured the absorption spectra of isomeric dithienyl
sulphides and thiophene itself and found two bands at 5.28 and 5.77 eV.
Lonardo et al. [136] measured the electronic absorption spectra of thiophene and some
deuterated derivatives. In the energy range of interest (4.9 to 8.9 eV), they found three elec-
tronic transitions at 5.16, 5.99 and 6.60 eV, and two Rydberg series. The broadness of the band
prevented the identification of the symmetry of the upper states.
Flicker et al. [134] performed electron impact experiments with furan, thiophene and pyr-
role, at scattering angles from 0± to 80± and impact energies of 30 and 50 eV. The group identified
two low-lying features at 3.75 and 4.62 eV in thiophene, and assigned them to singlet-triplet
transitions. The locations and the energy splitting of these excitations suggested that they are
analogous to the ones found in benzene.
Nyulászi and Veszprémi [137] investigated the vapour and condensed phase spectra of 18
thiophene derivatives and of the parent molecule, in the near ultraviolet region. To interpret
the spectra, CNDO/S calculations were carried out, and they conclude that although two bands
were observed in the vapour phase spectra of thiophene and most of its derivatives, the near
UV spectrum contains three singlet transitions.
Merchán et al. [138] studied the electronic spectrum of thiophene using multiconfiguration
second-order perturbation theory and an extended ANO basis set. Their results were used
to assign the experimental spectrum [134, 136, 137, 139, 140] below 8 eV, with a maximum
deviation of about 0.1 eV for vertical transition energies.
Palmer et al. [131] reinvestigated and extended the VUV and EEL spectra of thiophene, and
assigned the bands by means of high level multi-reference multi-root CI studies, with several
basis sets, looking at valence and Rydberg-type states.
Nakatsuji et al. [141] used in their calculations the symmetry-adapted cluster configuration
interaction (SAC-CI) method and a basis set augmented with diffuse Rydberg functions. They
computed seventy singlet and four lowest triplet electronic states in order to provide a detailed
theoretical interpretation of the VUV and the EEL spectra of thiophene.
Kleinschmidt et al. [142] used SPOCK (a code that calculated spin-orbit matrix elements
in the one-center mean-field approximation for multireference CI wave functions) and the
DFT/MRCI approach to calculate excitation energies in good agreement with the experiments.
Haberkern et al. [133]measuredhigh-resolution EEL spectra of thiophene (andbithiophene)
in the range of the low-lying singlet-triplet excitations. In combination with ab initio calcula-
tions, the spectral structures were assigned and the vertical and adiabatic energies were deter-
mined.
Salzmann et al. [143] used the time-dependent Kohn-ShamDFT combined with a DFT/M-
RCI to study the ground and low-lying electronically excited states of thiophene. Theymanaged
to explain the ultrafast decay of low-lying vibrational levels of the lowest singlet state, observed
by time-resolved pump-probe femtosecondmultiphoton ionization spectroscopy [144], via a
close-by conical intersection.
Holland et al. [145] used synchrotron radiation-based Fourier transform spectroscopy to
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study the excited states of thiophene. A highly resolved photoabsorption spectrum was mea-
sured between 5 and 12.5 eV, combined with high-level ab initio calculations that used the
second-order algebraic-diagrammatic construction polarisation propagation approach, and
the equation-of-motion coupled-cluster (EOM-CC) method at the CCSD and CC3 levels, to
assign the spectrum.
The results obtained bymany of these groups are presented in table 4.4 in section 4.3.1, and
discussed along with our calculated vertical excitation energies.
4.2 Earlier work on electron collisions with thiophene
Contrary to the large amount of information regarding thiophene’s electronic spectrum, there
is significant fewer studies on low energy electron collisions from it. In this section, we briefly
review the literature, both experimental and theoretical.
Starting with the experiments, Asmis [132] measured EEL spectra for vibrational excitation
of thiophene and found three resonances at 1.27, 2.83 and 5.5 eV. He assigned the first two
resonances as 1 particle (i.e. shape) º§ resonances and the last one tentatively to a low-lying
core-excited resonance.
Modelli and Burrow [146] obtained electron transmission spectra (ETS) for thiophene below
'4.5 eV. They found two intense resonances at 1.15 and 2.63 eV, associatedwith electron capture
into the two lowest empty º§ molecular orbitals, of b1 and a2 symmetry. They state the signal
corresponding to an expected æ§ resonance (scaled virtual orbital energies in their work put
it around 2-2.1 eV) is probably masked by overlap with the high-energy tail of the lower, more
intense º§ resonance appearing at around 1.8 eV.
Hedhili et al. [118] investigated electron stimulated desorption (ESD) of anions frommul-
tilayer thiophene condensed on a polycrystalline platinum substrate. The yield functions they
obtained show that anions are desorbed both by DEA, and for higher energies, via dipolar dis-
sociation.
From the theoretical point of view, three methods were applied to the study of electron
scattering from thiophene. Firstly, Mozejko et al. [147] calculated integral elastic and ionisa-
tion cross sections at intermediate and high electron-impact energies using the additivity rule
approximation and the binary-encounter-Bethe approach.
da Costa et al. [126] reported electron impact integral, momentum transfer and differ-
ential cross sections calculated with the Schwinger multichannel method with pseudopoten-
tials (SMC-PP) for energies ranging from 0.5 to 6 eV. They identified two º§ and a æ§ shape-
resonances, the latter with a strong d-wave character.
Vinodkumar et al. [148] used the R-matrix method (through the QUANTEMOL-N interface)
for low energy calculations and the Spherical Complex Optical Potential (SCOP) formalism for
intermediate to high energy. Their R-matrix calculations are based on the same theory as those
presented in this chapter. However, their results are very different and reveal a number of clear
inconsistencies, as we shall discuss later on.
A detailed discussion of the aforementioned results is presented in section 4.5.
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4.3 Calculation details
4.3.1 Target description
The ground state configuration of thiophene is 1a21 2a
2
1 1b
2
2 3a
2
1 2b
2
2 4a
2
1 3b
2
2 5a
2
1 1b
2
1 6a
2
1 7a
2
1
4b22 8a
2
1 5b
2
2 9a
2
1 6b
2
2 10a
2
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2
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2
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2
1 3b
2
1 1a
2
2.
In our calculations, we have used the ground state equilibrium geometry listed on the NIST
website, calculated at MP2 level using the cc-pVDZ basis set [108]. In order to obtain the target
orbitals for the description of the scattering process, we have tested two basis sets2: cc-pVDZ
("compact") and 6-311G** ("diffuse"). Hartree-Fock SCF (HF) and SA-CASSCF orbitals were
generated usingmolpro [70] and used in the scattering calculations.
To find the best CASSCFmodel, several tests were performed: the results are summarized in
table 4.1. These tests involved changing the active space and the number of states to be averaged
in the calculation, until a good agreement with the literature was achieved (as we have done in
other chapters). It is also important to take into account the numberof configurations generated
by each of the models, as the scattering part of the calculations might get too computationally
demanding.
The active space (10,9) correspond to [10a1,6b2,1b1,0a2] frozen orbitals and [11-12a1,7-
8b2,2-4b1,1-2a2] active orbitals; (6,7) correspond to [11a1,7b2,1b1,0a2] frozen orbitals and [12a1,8b2,2-
4b1,1-2a2] active orbitals; and (8,8) corresponds to [10a1,7b2,1b1,0a2] frozen orbitals and [11-
12a1,8b2,2-4b1,1-2a2] active orbitals. In table 4.2 we present the character of the orbitals in-
volved in the active spaces we tested.
Table 4.2: Character of the orbitals involved in the set of tested active spaces.
Orbitals Character
7b2 HOMO-4 æ
2b1 HOMO-3 æ
11a1 HOMO-2 æ
3b1 HOMO-1 º
1a2 HOMO º
4b1 LUMO º§
8b2 LUMO+1 æ§
2a2 LUMO+2 º§
12a1 LUMO+3 æ§
Although the values presented in table 4.1 are fairly similar for all the three active spaces
and state-averaging models (excluding Y, as the description of the higher energy states is the
poorest), we chose to use the model that provided the results marked in bold. As the focus of
this work is mainly the low-lying resonances, our goal was to get the best possible agreement
for the low-lying electronic states. Therefore, taking this consideration into account, the model
with an active space of (10,9) and 7 states averaged (1-21A1 1-31B1 11B2 11A2) was deemed to
2A third basis set was also tested - 6-311++G** - but because the radial density (calculated with radden) was too
big, even for a radius of a = 18a0, we discarded it before further calculations were performed.
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produce the best set of results. Despite the fact this model produced the biggest number of
configurations, it is still a reasonable number to work with.
The ground state energy anddipolemoment calculatedusing bothHF andCASSCFmethods
are presented in table 4.3, together with the available published results of equivalent calcula-
tions.
Table 4.3: Energies (E, in Hartree) and dipole moment (µ, in Debye) of the ground state of
thiophene in its equilibrium geometry, obtained at HF and CASSCF levels, for each of the tested
basis sets. Our CASmodel used an active space of (10,9). The absolute state energies in brackets
were calculated at HF level, using the same basis sets [108]; the dipole moment value in the last
row was obtained experimentally [128].
Level 6-311G** cc-pVDZ
E
HF
-551.3425 -551.3184
(-551.3471) (-551.3217)
CASSCF -551.4281 -551.3184
µ
HF 0.722 0.738
CASSCF 0.549 0.665
0.52
It is worth referring that our calculated ground state energy at HF level is not identical to
the ones listed in the NIST website, because we have used the thiophene geometry optimised
at MP2 level, as mentioned at the beginning of this section.
From table 4.3 is possible to observe that the ground state properties obtained using the dif-
fuse basis set are significantly better. In addition, as thiophene is known to have a lot of excited
states with Rydberg character [138], the diffuse basis set should provide a better description of
these states, and that was our choice in our calculations.
Table 4.4 lists the vertical excitation energies of the 25 states (ground state + 24 excited
states) calculated with this model and included in our CC calculation, and the theoretical and
experimental results summarised in section 4.2.
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Table 4.4: Calculated vertical excitation thresholds (in eV) of the electronic states included in
our CC calculations. Also listed are previous results from calculations: Salzmann et al. [143],
Kleinschmidt et al. [142], Holland et al. [145], Nakatsuji et al. [141], Palmer et al. [131] (who
also presents some EELs results) and Merchán et al. [138] (both CASSCF and PT2 results are
presented); and experiments: Jones et al. [135], Regeta [47], Lonardo et al. [136], Flicker et
al. [134], van Veen et al. [140], Asmis [132], Haberkern et al. [133] and Nyulászi et al. [137]. The
energies labelled with a R correspond to Rydberg states. The vertical dots indicate that several
other states are present in that energy range, for the calculation listed in that column.
Ours [143] [142] [145] [141]
[138]
[131] Exp.
CASSCF CASPT2
1 3B2 3.722 3.53 3.39 - 3.94 3.83 3.75 4.45 3.7[140],3.72[47, 132]
3.75[134],3.74[133]
3.8[131]
1 3A1 4.943 4.35 4.33 - 4.86 4.90 4.50 5.03 4.6[140],4.61[47],4.7[131]
4.62[132, 133, 134]
1 1A1 5.916 5.39 5.24 5.64 5.41 6.41 5.33 6.55 5.41[47],5.43[132, 133]
5.45[132],5.48[134]
1 3B1 6.371 5.65R 5.69 - 5.94R 5.93 5.90 8.43 5.9[47]
1 3A2 6.457 5.77R 5.64 - 5.75R 5.57 5.88 9.82 5.9[47]
1 1B1 6.660 5.86R 5.88 6.17 5.87R 6.72 6.23 6.33R -
...
2 3A1 6.816 - 5.63 - - - - 6.82 -
1 1A2 6.877 5.88 5.72 6.23 6.41R 6.43 5.93 5.78R 5.9[134],6.0[136, 137]
2 3B2 6.906 - 5.99 - - - - 5.85 -
1 1B2 6.952 5.54 5.42 5.97 5.72 8.10 5.72 6.61 5.61[132, 133]
5.65[139],5.77[135]
... 5.6[131]
2 1A1 8.060 - 7.03 7.38 6.73 8.85 6.69 7.12R 6.6[140],6.7[136]
... 7.05[131]
2 1B2 9.411 - - 6.97 6.41R 6.79 6.56 7.1R 7.1[134]
3 3A1 9.563 - - - - - - 8.76 -
2 3A2 9.731 5.80R - - - - - 10.41 -
2 1A2 10.055 6.10R 6.33 - 6.73R 7.50 6.97 7.03R -
3 3B2 10.116 - - - - - - 11.98 -
4 3B2 10.139 - - - - - - - -
5 3B2 10.368 - - - - - - - -
3 1B2 10.630 - - 7.69 7.12R 7.44 7.28 7.94R -
3 1A1 10.749 - - 7.65 7.32 7.46 7.23 7.72R -
2 3B1 10.827 - 6.18 - - - - 9.67 -
3 3A2 11.046 - 6.11 - - - - 10.41 -
6 3B2 11.247 - - - - - - - -
4 3A1 11.422 - - - - - - - -
We observe that the agreement between our results and both theory and experiment gets
worse as the energy increases, as seen before for other targets. The agreement is reasonably
good for the first few states (except for Palmer’s et al. [131] calculations, which provided results
considerably higher than their measurements, and than ours and other calculations) but dif-
ferences of several eV occur for the higher states. The calculations of Nakatsuji’s et al. [141]
produce a large number of Rydberg states (most of them are not listed, with those omitted
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being represented by the vertical dots), that we were not able to describe, as an evenmore dif-
fuse basis set would be needed, and therefore, the use of a much larger R-matrix radius in the
scattering calculation. Unfortunately, as already mentioned, with the UKRmol suite this would
lead to either serious linear dependence problems, or a significant decrease in the quality of the
continuum description [24]. It is important to note that this poor and incomplete description
of the Rydberg states in our calculations means that any resonances associated to them will be
poorly described or not described at all.
4.3.2 Scatteringmodel
For the chosen 6-311G** basis set, an R-matrix radius of a = 15a0 was selected as the most ap-
propriate by analysing the radial charge density of the target orbitals obtainedwith the program
radden.
The effect of including an extra partial wave (lmax = 5) in the continuum basis set made
a significant difference at higher energies, as seen in the cross sections calculated at SE level
presented in figure 4.3. Therefore, we have chosen to use partial waves up to lmax = 5 in the
calculations presented here (in the previous chapter, for p-BQ, we decided not to use partial
waves up to lmax = 5 because the calculation would get even more computational demanding.
In this case, the use of a higher number of partial waves still leads to a calculation of a reasonable
size). A higher number of partial waves was not tested.
As explained in the previous chapter, our scattering calculations do not exhibit convergence
of the resonance positions with respect to the number of VOs used to generate the L2 config-
urations. Therefore, the optimal number was chosen in order to provide the best agreement
between the position of the first two º§ resonances and the experiments. We start with a small
number of VOs (usually 10) and increase it gradually (the orbitals are selected in energy order)
until we obtain a good position for the lowest-lying resonance. The results of this procedure
are presented in figure 4.4 at SEP level. We have concluded that, for thiophene, the inclusion
of the lowest 35 and 70 VOs, at SEP and CC level respectively, produce the best description of
the first two resonances. The analysis of the position of a feature in the time-delay as a function
of the number of VOs included is a very good way to identify (in CC calculations) whether it is
a resonance (as it is polarisation dependent, and therefore it shifts according to the amount of
polarisation we are including) or an excitation threshold (that is not polarisation dependent).
We used a deletion threshold of 1x10°7, which is relatively high for a radius of a = 15a0.
However, due to computational limitations, we did not test the effect of a smaller deletion
threshold.
The set of parameters that we believe is the best (within our computational limitations) to
describe the scattering process for thiophene is listed in table 4.5 for each of the three models
(SE, SEP, CC) used to carry out our calculations.
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Figure 4.3: Cross sections as a function of electron energy for two SE calculations using the same
parameters (6-311G** basis set, deletion threshold of 10°7 and a = 15a0), and the partial waves
indicated. The dashed blue line correspond to the inclusion of partial waves up to lmax = 4,
whereas the solid black line correspond to lmax = 5. Both were calculated using the UKRmol
suite.
Table 4.5: Parameters used in the SE, SEP and CC calculations.
Approximation SE SEP CC
Basis set 6-311G**
Radius (a0) 15
No. Partial waves (lmax) 5
Del.Tresh. 10°7
No. Target states 1 1 25
No. VOs 10 35 70
4.4 Cross sections
In this section, we present integral and differential elastic and inelastic cross sections, as well as
excitation functions, for electron scattering from thiophene calculated in the energy range of
0-10 eV. Unlike the cross sections presented in the other chapters, some of those presented here
include a Born correction and were calculated using POLYDCS, briefly described in chapter 2,
section 2.6.1. The POLYDCS calculations assume themolecule is initially in its ground rotational
state and, in this case, sum over all possible final states with J < 9.
For simplicity, we have treated thiophene as a symmetric top (for which the rotational
energies, needed in POLYDCS, can be calculated analytically) using the rotational constants
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Figure 4.4: Cross section as a function of electron energy, calculated at SEP level using the same
parameters (6-311G** basis set, deletion threshold of 10°7 and a = 15a0), and the number of
VOs indicated in the figure.
3.297£10°5 and 1.758£10°5 eV. This corresponds to the first accurate one (see section 4.1) and
the average of the second and third ones to perform the calculation. Tests using other values
for the rotational constants led to very similar integral and differential elastic cross sections.
Whenever possible, we also present a comparison between our calculated cross sections
and other calculations andmeasurements.
4.4.1 Integral cross sections
We start by focusing on the integral cross sections. Figure 4.5 shows our R-matrix results and
the SMC-PP ones from da Costa et al. [126]. Both CC and SEP approximations produce cross
sections with similar profiles, particularly when the Born correction is included. This correction
is bigger at lower energies, where the influence of the dipole moment on the collision process is
stronger. Above the second visible resonance, the size and shape of our R-matrix cross sections
are almost identical, except for the presence of non-physical pseudoresonances, appearing as
spikes in the cross section at SEP level.
Below the second visible resonance, the difference between our SEP and CC results is no-
ticeable, and we attribute it to a different description of the polarisation effect (this difference
also leads to slightly different resonance positions, as expected). The results from da Costa et
al. [126] plotted in the figure correspond to their SEP cross section and do not include any cor-
rection to incorporate the effect of those partial waves not included in the SMC-PP calculation.
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Figure 4.5: Integral elastic cross section for electron scattering from thiophene for energies up
to 10 eV calculated with the R-matrix approach at SEP and CC levels, with and without the Born
correction (labeled Born in the former case). Also plotted are the SEP results from da Costa et
al.[126].
Agreement with our uncorrected SEP cross sections is excellent, except below 1 eV where our
calculation accounts for more of the dipole effect.
In figure 4.6 we present the total electronically inelastic cross sections and compare them
with those calculated for higher energies using the IAM-SCARmethod [48]. Note that the IAM-
SCARmethod incorporates the rotational contribution and a correction term known as "inter-
ference term". This corrected version of the IAM-SCAR method is the one that provided the
better agreement [48], and therefore is the one we present here (and also in section 4.4.2). For
a more detailed description of the IAM-SCARmethod and respective correction terms, please
consult references [48, 115].
Our inelastic cross sections were obtained summing over all the 25 states included in the
calculation (ground state + 24 electronically excited states). No inclusion of a Born-type cor-
rection for the dipole-allowed excitation processes was included, but the effect is not expected
to be significant [48]. Figure 4.6 presents our CC results using partial waves up to lmax = 4 and
lmax = 5 to show that the additional partial wave increases the size of the cross section by, at
most, 10%. Note that for the IAM-SCARmethod, the cross section is zero below 7 eV, because
the states lying below this threshold are neglected. The first experimental excitation threshold
is below 4 eV so the R-matrix cross section is non-zero between 4 and 7 eV. The agreement
between our calculated cross sections and the ones calculated with the IAM-SCARmethod at
15 eV is, however, good and an interpolation between the R-matrix and the IAM-SCAR results
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Figure 4.6: Integral electronically inelastic cross section for electron scattering from thiophene
calculated using the R-matrix and IAM-SCARmethods [48]. R-matrix cross sections from calcu-
lations including partial waves up to lmax = 4 and lmax = 5 are plotted.
could be easily done.
4.4.2 Differential cross sections
The DCS presented in this chapter were obtained using the POLYDCS program described in
chapter 2, section 2.6.1.
Figure 4.7 presents our calculated DCS at SEP and CC level (both including the Born correc-
tion). Also presented are DCS calculated with the IAM-SCAR and SMC-PPmethods (more data
and details in reference [48]).
Generally, the shape and size of our DCS calculated at both levels of approximation are very
similar. Agreement of these results with da Costa et al. is very good at 3 and 5 eV (this was also
the case, for example, for pyridine [149]). For 1 eV, however, both the shape and size of the
DCS are very different. This discrepancy at low energies was also observed for pyrimidine when
comparedwith SMC results fromWinstead andMcKoy [150], but in that case it was the R-matrix
method that produced bigger cross sections for the higher angles, in poorer agreement with
the experiments. For these angles, our DCS at 1 eV seems to be more similar in shape to the SE
results fromda Costa et al. [126] (not included in the figure), a sign that perhaps our calculations
somewhat underestimate the polarisation effects.
As expected, the IAM-SCAR DCS are very different from our results at lower energies, where
the former method fails. However, above 10 eV both methods seem to provide DCS of a similar
size, reaching the best agreement at 15 eV, where the shape of the DCS is also very similar.
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Figure 4.7: Elastic differential cross sections for electron scattering from thiophene for the
energies indicated in the panels. The R-matrix DCS are Born corrected (labeled "Born"). The
SMC-PP were calculated at SEP level and incorporate a Born based correction [126].
4.4.3 Excitation functions
The experimental results presented in this section were measured by Regeta [47] using electron
energy loss spectroscopy (EELs). In this technique, a sample is exposed to a beamof electrons of
a known range of kinetic energies, that is usually very narrow. As explained in chapter 1, those
electrons can interact elastically with the sample, and keep their kinetic energy; or interact
inelastically, and lose some of their kinetic energy, having their paths randomly deflected. These
scattered electrons are counted (usually using an electron spectrometer) with respect to their
energy loss (¢E). Either the incident or the residual energy is kept fixed. The peak locations in
an EELs spectrum correspond to the energy levels of the target molecule, and the intensities are
related to the excitation cross sections [47, 132].
More than cross sections data, the excitation functions provide valuable information about
resonances and respective parent state(s). The more separated in energy the electronically
excited states of the target molecule are, the more likely is the excitation into a specific state.
Unlike the other targets studied in this thesis, this was the case for thiophene, specially for
the first two triplet states. For the third state, corresponding to the first singlet, the presence
of more states closer in energy turned this task more difficult, as more states can be excited
simultaneously, as we will discuss later on.
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To calculate the excitation functions for thiophene, we used a program called DCS, devel-
oped by Z. Mašin. Functionally, it is similar to polydcs, with the advantage of calculating inelas-
tic cross sections, or excitation functions. However, the version of DCS used to perform these
calculations did not take into account the dipole contribution to the cross sections. This con-
tribution is zero for singlet-triplet transitions, but can have a noticeable effect in the excitation
function for the singlet S1 state.
Figure 4.8 presents our calculated excitation functions for two different electron scattering
angles, 90± and 135±, as well as K. Regeta’s EELs measurements [47, 48]. The measurements
were also done for these two angles [47].
Figure 4.8: Calculated (full black lines) and measured (full orange line) excitation functions
for the energy losses indicated in the panels: left panels, scattering angle of 90±; right panels
scattering angle of 135±. The peaks of the measured excitation functions are also indicated in
the panels. The ¢E correspond to the energy losses measured by Regeta [47] and T1, T2 and S1
indicate the first and second triplet states, and the first singlet state, respectively.
The measured EELs spectra [47] place the first triplet state (13B2, T1) at 3.72 eV, the second
(13A1, T2) at 4.61 eV and the first singlet state (11A1, S1) at 5.41 eV. For this reason, the excitation
functions were measured by Regeta [47, 48] for energy losses, ¢E, of 3.72 eV, 4.61 eV and 5.41 eV.
The size3 and shape of the measured and calculated excitation functions for ¢E=3.72 and
4.61 eV agree extremely well (considering our resonances positions are shifted to slightly higher
3Note that the measured excitation functions in y-axis in figure 4.8 are absolute.
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energies). This agreement is similar to that obtained before for pyrimidine [151], but for bands
instead of state-to-state. In that case the quantity compared was integral excitation cross sec-
tions (obtained from the integration over all angles of the excitation functions). Here, we show
the agreement to be excellent for specific angles.
For¢E=5.41 eV, the agreement between our calculations and the experiments is not as good:
our cross sections are significantly smaller, although the peaks are still in their expected position.
As the S1 state has a lot of other states close in energy, it is possible that the excitation is not into
this state only, but to a group of states in its vicinity. To verify this hypothesis, we summed our
state-to-state cross sections for the S1 state to those of other states closer in energy, as shown
in figure 4.9.
Figure 4.9: Calculated and measured (full orange line) excitation functions for ¢E=5.41 eV en-
ergy loss, for the two angles indicated in the panels. The calculated curves correspond to in-
creasing the number of states that are added. The labels on the right side of the panels indicate
which states these are; T3 corresponds to the third triplet state (recall table 4.4), T4 to the fourth,
and so on.
It is clear from figure 4.9 that only the inclusion of 7 or more states in our calculation pro-
duces an excitation function of similar size to the experimental one. This does not necessarily
mean that all these states actually contribute to this excitation function.
There are two possible sources for this discrepancy for the S1 state: (i) the quality of de-
scription of the electronic states of thiophene in our calculations gets worse as their energy
increases, in part, but not only, because some of these states have Rydberg character. There-
fore, our calculations will clearly provide a less accurate description of electronic excitation into
higher-lying states; and (ii) the DCS code does not take into account the contribution of the
dipole moment to the cross section, and therefore, neglecting this effect will decrease the size
of the cross section.
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As mentioned, the peaks in the experimental curves correspond to resonances. From fig-
ure 4.8, it is possible to observe that the agreement between the calculated and measured
resonance positions is excellent, if ones takes into account the shift of our results to higher
energies. Two effects might be responsible for this shifting: (i) the energies of the parent states
are overestimated in our calculations; and/or (ii) it is expected that the polarisation effects are
not fully described in a CC calculation. The latter is likely to be a smaller effect for thiophene, as
the shape resonances are in fairly good agreement with experiments, as we will show in the next
section. A similar comparison for pyrimidine [151] produced very similar agreement (including
the absence of some calculated resonances in the EELs cross sections): the shifts are somewhat
smaller in this case but, as for pyrimidine, increase as the resonance energy increases.
4.5 Resonances
As we have explained in chapter 2, we use the investigation of the eigenphase sums, the cross
sections and time-delay analysis to identify and characterise resonances. In this chapter we
used mainly the last two tools, looking at the eigenphase sums only occasionally.
Below we describe in detail the resonances we have identified, splitting their discussion
according to the energy range they appear in: low- and higher energy resonances. The low-
energy resonances are well described in the literature, both at theoretical and experimental
level, whereas for the higher-energy resonances there is significantly less information available.
The agreement between our results and the literature is also discussed. Please note that we
present elastic and inelastic cross sections in this section for the purpose of helping in reso-
nance identification. For this reason, these are not Born corrected (more accurate cross section
calculations were presented in the previous section).
4.5.1 Low energy resonances
Our calculations revealed the presence of two low-lying º§ resonances, which are characteristic
of molecules with double bonds, and that were already identified in earlier experimental and
theoretical work [126, 132, 146, 148]. The third well known resonance for thiophene, of æ§
character, was only identified in previous calculations [126].
Figure 4.10 presents the time-delay for the four C2v irreducible representations calculated
at SEP level. As it is possible to observe, every irreducible representation presents resonant-like
features, but in this section we will only focus on the aforementioned three resonances. The
remainder will be discussed in the next subsection.
Figure 4.11 presents the elastic cross sections as a function of electron energy for each
irreducible representation, and the total (sum over all the four symmetries) cross sections, cal-
culated at SE and SEP level. The SE results provided us some guidance about the character of
the resonances: we have explained in chapter 2 that the resonances that are described at this
level of approximation possess pure shape character, and therefore, the ones that are visible at
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Figure 4.10: The largest eigenvalue of theQ-matrix (time-delay) as a function of electron energy
for the four irreducible representations that constitute the C2v point group. The calculations
were performed at SEP level with UKRmol suite, using a deletion threshold of 10°7, lmax = 5,
the 6-311G** basis set and a = 15a0.
SEP but not at SE level must have some core-excited character. Note that, as usual, due to the
lack of polarisation description, the resonances appear at much higher energies at SE level.
Taking into account these two sets of data, we were able to identify the three low-lying
resonances mentioned at the beginning of this section (two º§ and one æ§), and their positions
are listed in table 4.6 with their respective widths. This table also shows the positions and
widths of these resonances calculated at CC level, for which the time-delay and cross sections
are presented in the next subsection (figures 4.12 and 4.13, respectively), and values available
in the literature.
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Figure 4.11: Cross sections as a function of electron energy, calculated at SE (full black line) and
SEP (full blue line) level, using the parameters listed in table 4.5 for the irreducible representa-
tions indicated in the panels. The total cross section is shown in the bottom panel.
Table 4.6: Positions and widths (in brackets) in eV of the low-lying shape resonances in thio-
phene taken from our time-delay analysis. The SEP results were calculated for 35 and 41 VO,
whereas the CC calculation used 70 VOs. We list the calculated results from da Costa et al.[126]
obtained using the SCM-PP method, Vinodkumar et al. [148] (R-matrix method) and the VAE
obtained by Regeta [47] through the scaled Koopman’s theorem; the experimental resonance
positions were obtained by Asmis [132] andModelli and Burrow [146].
Present results Other calc. Exp.
Resonances
SEP CC
VAE [47] [126] [148] [132] [146]
35 VO 41 VO 70 VO
º§1 (B1) 0.949 0.80 1.114 0.95 1.00 2.51 1.27 1.15
(0.035) (0.020) (0.05) - (0.33)
æ§ (B2) 2.990 2.51 ª1.5 2.11 2.78 18.69 - -
(2.35) (2.107) (2.26) - (1.10) - -
º§2 (A2) 2.993 2.87 2.909 3.10 2.82 4.35 2.83 2.63
(0.438) (0.43) (0.48) - (1.28)
The positions of the resonances calculated at SEP level agree well with those of da Costa et
al. [126] calculated at the same level. The geometry they used was slightly different to ours (the
average difference in the bond lengths is º0.02Å), so we performed SE tests that showed this
leads to shifts smaller than 0.1 eV in the resonance positions. These observations allowed us to
prove that, unlike p-BQ studied in the previous chapter, the resonance positions in thiophene
are much less geometry dependent. The positions of the º§ resonances also agree reasonably
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well with the vertical attachment energies (VAE) determined from the application of the scaled
Koopman’s theorem using Hartree-Fock orbitals obtained with the 6-31G§ basis set [47]. The
position of the æ§ resonance determined from the VAE is significantly lower than that obtained
from SEP scattering calculations. The results of Vinodkumar et al. [148], however, overestimate
the majority of resonance positions. This is also the case for the core-excited ones, most of
which appear at energies above thiophene’s ionization threshold. This can have two reasons:
(i) their calculations are describing the polarisation effects poorly; and/or (ii) their excitation
energies for the parent states are much higher than in experiments. As we believe their results
are incorrect, they will not be presented and/or discussed throughout the remaining of this
chapter.
The positions of the º§ resonances determined experimentally are in good agreement
among themselves and with the theoretical results. For reasons explained below, we present
our calculations at SEP level using two different numbers of VOs. The effect of increasing the
number of VOs by only 6 is negligible in the A2 º§ resonance, as shown in table 4.6, but lowers
the B1 º§ one by around 0.15 eV and the æ§ resonance by around 0.4 eV.
Prior experience of describingº§ shape resonances inmolecules containing a carbon ring [46,
152] (see also chapter 3) indicates that these resonances are better described in SEP calculations
where sufficient L2 configurations can be included to describe polarization accurately. There-
fore, it is commonly seen in our calculations that the positions of pure º§ shape resonances
determined using the CC method are higher than those determined in SEP calculations, as is
the case here for the first º§ resonance. When this is not the case, the fact is used to identify
the resonances as mixed core-excited shape because it is understood that it is the inclusion of
excited states in the close-coupling expansion that improves the description of the resonance,
lowering its position. The æ§ resonance appears at significantly lower energy in our CC calcu-
lation. This behaviour would be interpreted as an indication that the æ§ resonance has mixed
character. This is unlikely for two reasons: (i) the lowest excited states is at 3.7 eV in our calcu-
lation, more than 2 eV above this resonance; and (ii) being below its excited parent state the
resonance could only decay to the ground state. This tends to make resonances longer lived
and therefore narrow, which is not the case here - theæ§ resonance is more than 2 eV wide. One
could argue that this behaviour may simply be due to the wrong number of VOs being used in
the calculations. However, as shown, our choices lead to º§ resonances with positions in very
good agreement with the experiments. As table 4.6 shows, increasing the number of VOs in
the SEP calculation lowers the º§ resonances below their experimental positions. Inclusion of
fewer VOs in the CC calculation leads either to fairly small changes (we tested 50 VOs and the
upwards shift for all three resonances is of the order of 0.2 eV); or a shift that makes agreement
for the º§ resonances much worse (when 30 VOs are used, the æ§ resonance is centred, in the
time-delay, around 2.3 eV. However the º§ resonances appear at approximately 1.5 and 3.3 eV).
Taking into consideration the previous observations, we believe that our usual procedure
of determining the best number of VOs to include in the calculations (including VOs until
a reasonable agreement with experiment is reached for the lowest º§ resonance) cannot be
applied here. This may happen for two reasons: (i) unlike our earliermolecules, this target has a
93
CHAPTER 4 . ELECTRON COLL IS IONS WITH THIOPHENE
mix ofæ§ andº§ resonances; (ii) amore subtle effect related to the polarization description is at
play. Careful investigation of our SE/SEP andCC calculations indicated that the improvement of
polarisation description has a bigger effect on the æ§ resonance at all levels. However, whereas
when polarisation is included in an SE calculation (when 35 VOs are used in the SEPmodel), the
shift is of around 2.4 eV for the æ§ resonance and around 1.8-1.9 eV for the º§ ones, in the CC
case (comparing a calculation where no VOs are used with the one using 70 VOs4) the shift for
the æ§ resonance is around 2.5 eV, but for the º§ ones is of 1.2-1.4 eV. Therefore, we conclude
that it is possible that our CC calculationwith 70 VOs overestimates the polarisation effect in the
B2 symmetry, placing the æ§ resonance too low in energy. As a result from these observations,
we cannot conclude confidently where theæ§ resonance should appear in experiments: Modelli
and Burrow’s comment [146] would put it closer to the 1.5 eV of our CC calculations, but the
calculations of da Costa et al. and VEA indicate a position above 2 eV.
It is worth noticing that the peak associated to the æ§ resonance in the total cross section
calculated at CC level appears around 0.5 eV higher than in the time-delay, as presented in
figures 4.13 and 4.12, respectively. However, this is not the case for the SEP calculations, where
the difference in position is around 0.1 eV. We believe this indicates the CC calculations are
modelling a strong contribution of non-resonant scattering for the B2 symmetry that shifts the
resonance peak in the cross sections.
4.5.2 High energy resonances
The time-delay obtained at CC level is presented in figure 4.12. From a general observation,
we rapidly identify the two º§ resonances described in the previous subsection, as well as the
broad æ§ resonance of B2 symmetry. A prominent peak at 6.95 eV is also easily identifiable in
every symmetry in figure 4.12, corresponding to one of our excitation thresholds (that are very
often visible as narrow peaks/spikes in the time-delay).
The first panel in figure 4.12 presents the results for symmetry A1. We observe two broad
peaks corresponding to physical resonances, at 7.9 and 9.5 eV. It is hard to tell whether there are
corresponding peaks at SEP level (figure 4.10), but since no higher energy resonances appear
in our SE calculation, we believe these are pure core-excited resonances, as confirmed by the
peaks in the inelastic cross sections seen in the upper left panel in figure 4.13. In addition, awide
structure is visible in the SEP time-delay centred around 5.7 eV. The feature is less obvious in the
CC time-delay andboth elastic and inelastic cross sections, but the analysis of the second largest
eigenvalue of theQ-matrix does indicate a peak centered around a similar energy. Investigation
of the orbitals that contribute to its description indicate that they have some contribution of
CH bond character. Themeasured excitation function for the first triplet states (see figure 4.8 in
section 4.1) displays a small band at 4.2 eV to which experimental considerations would assign
B1 symmetry and shape character, although no corresponding structure was found by Asmis. It
4Note that even when no VOs are used in the CC calculation, the inclusion of excited states, and some L2
functions already describe some polarization.
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Figure 4.12: The largest eigenvalue of theQ-matrix (time-delay) as a function of electron energy
for the four irreducible representations of the C2v point group. The calculations were performed
at CC level with the UKRmol suite, using a deletion threshold of 10°7, lmax = 5, the 6-311G**
basis set and a = 15a0.
is possible that this experimental peak corresponds to this resonance, despite the inconsistency
in the symmetry.
As for the B2 symmetry, besides the already discussedæ§ resonance, two other peaks appear
in the CC time-delay at around 7.7 and 9 eV. These correspond to core-excited resonances. In
addition, there is a feature at ª6.9 eV that is hidden in figure 4.12 as it overlaps with the peak
corresponding to the 7.7 eV resonance, but corresponds to a resonance too. This is confirmed
by the analysis of the eigenphase sum. No resonances appear in the SE calculation above the
æ§ shape resonances, so all the B2 resonances (except the æ§ one) are of core-excited character.
The inelastic cross sections (see figure 4.13) is not very clear, but two features can be seen at º8
and 9 eV, which is in agreement with the two resonances seen in the time-delay.
The upper right panel in figure 4.12 corresponds to the B1 symmetry. This is where the
lowest-energy º§ resonance appears. At higher energies, three more resonances are observed
in the time-delay analysis: at 6.7 eV, near a threshold, there is a very well defined peak cor-
responding to a core-excited resonance; a broader feature appears at almost 8 eV with core-
excited character; and finally, at 9 eV it is possible to observe a well defined peak. Interestingly,
a peak is visible slightly above at SEP level; this peak is much wider than the ones we identify as
pseudoresonances, so we believe it is likely to be physical. The analysis of the branching ratios
indicates that all of these resonances possessmixed shape core-excited character, although they
are not visible in the elastic cross section (see figure 4.13).
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Figure 4.13: Cross sections as a function of electron energy, calculated at CC level using the
parameters listed in table 4.5. The full black line corresponds to the elastic cross section and the
full orange line corresponds to the inelastic one. The total cross section is shown in the bottom
panel. Note that the left side y-axis scale (in black) corresponds to the elastic cross section,
whereas the right side one (in orange) corresponds to the inelastic cross section.
Finally, the A2 symmetry shows the second shape º§ resonance discussed earlier and a
second resonance present around 5.7 eV in the CC calculation that has its corresponding peak
at SEP level appearing at almost 1 eV higher. This resonance possesses mixed shape-core-
excited character, as confirmed by its presence in the elastic and inelastic cross section (see
figure 4.13). Another resonance, of core-excited character, is located at 9.2 eV. The structure
between 6 and 7 eV is hard to discern: it may just correspond to the thresholds or be linked to
Feshbach resonances.
Table 4.7 summarizes the resonance positions and widths calculated at CC level, as well
as the experimental positions obtained from EELs spectra, presented in section 4.4.3. It is not
surprising that the majority of the resonances identified in our calculations cannot be seen
in the EELs experiments: not all core-excited resonances have a strong effect in the electronic
excitation cross sections. Also, our calculated resonances that are also visible in the EELs spectra
appear, as expected, in the excitation function of their parent states (see figure 4.8). The 12A2
one appears in the T1, the 12B1 appears both in T1 and T2, the 22B1 appears again in both T1
and T2 and the 22A2 appears in all three. Of the resonances that are not seen in the experimental
excitation functions, only the 32B1 (at around 9 eV in our calculations) has either the T1, T2 or
S1 as the main parent state (specifically, the T1).
Our results are also in good agreement with the ones obtained by Asmis [132] using the
same experimental method.
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Table 4.7: Positions and widths in brackets (in eV) of the higher energy resonances in thio-
phene. Also listed are the experimental positions from the EELs measurements presented in
section 4.4.3, and those obtained by Asmis [132]. These results are presented in ranges, deter-
mined from the positions of the peaks in the excitation functions for two angles (see figure 4.8).
CE stands for pure core-excited resonances,MCES formixed core-excited shape resonances and
gs for ground state. The most likely parent states (PS) have been obtained from the branching
ratios (when possible).
Res. ER (width) Character PS EELs [132]
22A2 5.695 MCES 13B2, gs 5.4-5.5 5.38
(0.329)
22B1 6.70 CE 13A1,13B2 6.4-6.45 6.22
(0.172)
22B2 6.9 CE - - -
(1.85)
32B2 7.72 CE 13A2 - -
(1.15)
12A1 7.87 CE 11B2,11B1 - -
(1.00)
32B1 7.96 MCES 13B2,13A1, gs 7.3-7.5 7.39
(1.20)
42B2 8.98 CE 11B2,11A1 - -
(1.35)
42B1 9.01 MCES 13B2,11B2, gs - -
(0.58)
32A2 9.22 CE 13A1,23A1,13B2 8.0-8.1 7.93
(0.95)
22A1 9.48 CE 13A2,11A2 - -
( 0.2)
We could not confidently identify any Feshbach resonances in thiophene, although their
presence cannot be completely discarded.
4.5.3 Link with DEA results
As far as we know, the only DEA study for thiophene was performed by Muftakhov et al. [127]
who recorded mass spectra in the gas phase in the energy range of 0-12 eV. They interpreted
the peaks in these spectra as corresponding to 7 resonant states mainly of Feshbach character,
a couple of which lie above the ionisation threshold and therefore, are expected to correspond
to core-excited resonances in which the electron is excited from a deeply bound orbital.
The results from their experiments are difficult to correlate to the resonances we identified,
as we have experienced for other targets (see, for example, chapter 3). However, some links
can be made, as shown in table 4.8: the ion yields for hydrogen-loss and the formation of a
fragment withmass 32 have a peak around 3.4-3.5 eV. This peak can only be linked to the higher
lying pure shape º§ resonance located around 2.9 eV. Another possibility is that this peak would
correspond to a narrow Feshbach resonance that we have failed to identify, and whose parent
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is the lowest excited state (the 13B2). The ion yields for several fragments (among them the
one coming from single hydrogen-loss) present peaks at around 5.3, 5.5 and 5.8 eV. In our
calculations, the only resonance that could be linked to these peaks is the 12A2 at ª5.7 eV, seen
by the EELs closer to 5.4-5.5 eV. Peaks in the mass spectra in the range 6.15-6.4 eV could be
linked to the 12B1 resonance that we observe at 6.7 eV and that the EELs shows at 6.4-6.45 eV
(the 12B2 resonance around 6.9 eV ismuch shorter lived, so it is less likely to lead to dissociation).
Finally, the peaks in the 8.5-8.9 eV range can be linked to one (or several) of the resonances we
describe in the 8.98-9.45 eV range. Muftakhov et al. do not report peaks below 3.3 eV.
Table 4.8: DEA peaks [127] (or energy range where peaks were identified) and corresponding
resonances identified in our calculations. Please note that above a certain energy, it is impossi-
ble for us to confidently link a DEA peak with a specific resonance and therefore, we assigned
them to any of the resonances in the corresponding energy range.
DEA peaks
This work
Position (eV) Symm.
1.5-1.8 1.114 12B1
3.1 2.909 12A2
5.1-5.85 5.695 22A2
6.0-6.4 6.7 22B1
8.5-8.9 8.98-9.45 -
4.6 Chapter remarks
We have performed SE/SEP and CC calculations for thiophene, providing a detailed resonance
spectrum within the energy range of 0-10 eV, as well as integral and differential elastic, inelastic
and excitation functions cross sections for the same energy range. Our results were then com-
pared with those obtained with other theoretical (SMC-PP and IAM-SCAR) and experimental
(EELs) methods, and the agreement was found to be, in general, very good.
From section 4.4.1, we observed that our integral elastic cross sections are in good agree-
ment with the ones from da Costa et al. [126], specially in shape. The biggest difference is
observed at very low energies, where their cross sections are lower than ours. Although we have
not presented those results in this thesis, we have complemented and compared our integral
cross sections with several variations of the IAM-SCARmethod, as can be seen elsewhere [49].
Our calculated positions of the pure shape resonances agree well with previous calculations
and experiments, although some uncertainty persists about the accurate position of the æ§
resonance. The comparison with the EELs measurements corroborate our calculated core-
excited resonances. Comparison of the measured and calculated excitation functions for two
different scattering angles and two different energy losses show an excellent agreement: both
their size and shape agree very well, where it is clear which states are being excited, due to
their energy separation; for the third one, the agreement is not so good. This indicates that
the calculations are modelling the physics of the collision process accurately, despite the fact
that our usual strategy for determining how to model the polarisation effects does not seem to
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work particularly well for this system. It also demonstrates that it is now possible to provide
quantitatively accurate cross sections for low energy electronic excitation of low-lying states of
biologically relevant molecules.
Four core-excited and mixed core-excited resonances described by our calculations are
visible in the excitation functions, although, as expected, our results appear higher in energy.
These are the longer lived (and consequently narrower) resonances we identified. A feature is
visible at around 4.2 eV in the excitation function, that we believe could correspond to a poorly
described resonance of A1 symmetry.
To finalize, we were also able to link some of the core-excited resonances to the DEA spectra
of Muftakhov et al. [127], but for the higher-lying resonances this assignment is not straightfor-
ward, as our calculated resonances are very close in energy.
It is important to note that, contrary to what was observed for p-BQ in the previous chapter,
there are targets where the agreement between our calculated data (both resonances positions
and cross sections) and experiments is very good, as demonstrated here for thiophene (a similar
agreement has been seen before for other molecules [149, 153, 154, 155]).
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ELECTRON COLL I S I ON S W I TH AL AN INE
This chapter is focused on electron collisionswithÆ-alanine (Ala, CH3CHNH2COOH), the small-
est chiral aminoacid and the second smallest from the 20 natural aminoacids, after glycine that
has already been extensively studied [156, 157, 158, 159].
The growing interest in the shape and spectra of conformationally flexible aminoacids
comes from several reasons: the search for the origin and signs of life in interstellar space
[160], the desire to establish the intrinsic tautomeric and conformational energies and the un-
derlying potential energy surfaces and hypersurfaces of these species, with the aim of providing
some insights into peptides and proteins; and finally, to stimulate and provide vital data for the
development of better, more efficient and more reliable computational methods.
Compared to the other molecules studied in this thesis, alanine represented a challenge
specially due its lack of symmetry and its size. The comparison between our results and ex-
perimental data was also a challenging task, as alanine presents a large number of conformers
energetically close - we have focused our studies on the more stable one, that we will refer to as
I, with the chemical structure represented in figure 5.1.
Figure 5.1: Chemical structure of conformer I of alanine. Note the stereochemistry.
The results presented were obtained using the UKRmol+ suite, described in chapter 2, as
opposed to the UKRmol one we used in other chapters, and we will explain why in the next
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pages. None of the cross sections presented here are Born corrected, as our main focus was
resonance identification.
5.1 Geometry and electronic structure of alanine
Alanine has 48 electrons and belongs to the C1 point group. The conformer we are interested
in has a vertical ionisation energy of 8.8 eV [108], a first electronic excitation threshold of 5.4
eV [161] and its spherical polarisability is around 45 a30 [162]. Its dipole moment is 1.4 De-
bye [163]. Alanine is solid at room temperature and its crystal has a zwitterionic form, vaporiz-
ing at temperatures near 120C [164].
The electronic structure of gas phase alanine has been the subject of a large number of
both experimental and theoretical works, that highlighted the importance of taking into ac-
count several low-lying structural conformers of this floppy molecule [163, 165, 166, 167, 168,
169, 170, 171, 172, 173, 174, 175], even in jet-cooled conditions, as studied by Blanco et al. in
2004 [176]. The general observation was that conformer I is the most stable (and consequently
more abundant) compared to the other conformers and, therefore, the most sensible choice for
our study.
From all of the studies regarding alanine’s conformers, we based our work on the coupled-
clusters single double (perturbative triples) CCSD(T) calculations (the so-called "gold stan-
dard") by Átila Császár in 1996 [163]. Through the potential energy surfaces analysis for neutral
Æ-alanine, Császár found thirteen conformers, and determined several properties for them:
accurate geometry, relative energies, rotational and quartic centrifugal distortion constants,
dipole moments, harmonic vibrational frequencies and infrared intensities. His calculations
involve zero-point vibrational energy corrections and were confirmed by the more recent ab
initio calculations of Jarger et al. [177], although they are significantly different from the ones
provided by Godfrey et al. in 1993 [166].
An earlier description of the electronic excited states of alanine was performed by Osted
et al. in 2005 [178], who paid special attention to the valence excitation from the nonbonding
lone-pair on the carboxylic oxygen atom to the antibonding º-orbital (nO!º§CO) and the first
Rydberg excitation from the nonbonding lone-pair on the nitrogen atom (nN ! 3s). They used
a set of coupled-cluster methods, combined with augmented correlation consistent basis sets,
and were able to describe nine electronic excited states within the 5.9-8.3 eV energy range.
After Osted’s calculations, Kumar et al. [179] studied the infrared, Raman and electronic
spectra of alanine, comparing their measurements with ab initio calculations. Their experi-
ments locate the electronic thresholds around 2 eV below their calculations. Those calculations
involved several methods (AM1, RHF and DFT) and basis sets (6-31G, 6-31+G* and 6-311++G**)
and identified four singlet states within the energy range of 6.6-9.8 eV. Their calculations are in
a good agreement with Osted’s.
Abouaf [161] investigated the excitation of electronic states below the ionisation threshold
of alanine and resonant vibrational excitation around 2 eV using the EEL technique. The five
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singlet states he found between 5 and 10 eV were in good agreement with calculations from
Osted et al.[178] and Kumar et al.[179].
All these results are presented in table 5.3 in section 5.3.1 along with our calculated vertical
excitation energies.
In a side matter and taking into account the chirality of alanine (most relevant from the bio-
logical point of view), Tia et al. [180] recorded alanine’s UV/VUV gas phase ion photochemistry
and discussed it within a prebiotic context. The photostability of this aminoacid against frag-
mentation is important in terms of survival during the journey from the interstellar medium,
where aminoacids have probably been formed, toward Earth.
5.2 Earlier work on electron collisions with alanine
Contrary to the large amount of studies concerning its conformers, there is significantly less
information on electron collisions with alanine and on its resonances.
An early attempt to identify the temporary negative ions of alanine wasmade by Aflatooni et
al. [181], who used ETS to measure vertical attachment energies for the formation of low-lying
temporary anion states in the gas phase. The resonance they identified at 1.8 eV is linked to the
electron attaching to the empty º§ orbital of the carboxylic group. The same resonance was
identified later by several other groups.
The first cross section measurements were performed by Marinkovic´ et al. [182], in the
energy range of 40-80 eV and scattering angles from10 to 150C. These authorsmeasureddirectly
the DCS using a crossed beam system, and derived the absolute cross sections by normalising
to theoretical results, obtained with IAM-SCAR [183], up to 10000 eV. The agreement between
their results is very good.
Panosetti et al. [184] were interested in radiation damage mechanisms in biomolecules, so
the main focus of their study was resonance fragmentation. They reported integral elastic cross
sections at the equilibrium geometry for the four smallest aminoacids. Several resonances were
identified, among them a resonance centred at approximately 3 eV detected for all aminoacids,
corresponding to the electron attaching to the empty º§ orbital of the carboxylic group, as
reported before by Aflatooni et al. [181]. The authors did not find dissociative stabilisation as
coming from the direct dissociation of the hydrogen atom, while indicate instead that a direct
dissociative stabilisation is more likely to occur along the C-OH bond with detachment of the
hydroxyl group.
Fujimoto et al. used the R-matrix method to calculate differential and integral elastic cross
sections, as well as identify resonances in two successful works: first for the two lowest con-
formers [185] of alanine and two years later, for the nine lowest [186], from 1 to 10 eV. Their
averaged cross sections take into account relative populations of different conformers. In order
to identify resonances they used the analysis of the eigenphase sums, and an automated fitting
procedure of the Breit-Wigner formula. At least two resonances were identified for all conform-
ers (some of them revealed the presence of a third resonance). We used their scattering models
as a starting point for our studies presented in this chapter (see section 5.5).
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One of the most recent collision studies for alanine was performed by Nunes et al. [187],
using the SMC-PP for both positron and electron elastic scattering. They also identified two
resonances for conformer I, obtaining an excellent agreement in resonance positions with Fuji-
moto’s results.
Due to the potential of this target to provide insights for more complex biosystems, some
groups have looked at the DEA process in alanine: Ptasin´ska et al. [188] used a high resolution
electron energy monochromator to study the DEA spectra by means of the mass spectrometric
detection of the product anions. The group identified a signal related to the low-energy º§
shape resonance observed before, and two other peaks that the authors claim to be related with
core-excited resonances.
Scheer et al. [189] measured total DEA cross sections for alanine and other aminoacids
at energies below the first ionization threshold. The magnitudes of their cross sections were
determined by observation of positive ion production and normalisation to ionization cross
sections calculated with the binary-encounter-Bethe method. The group observed the same
fragmentation pattern as Ptasin´ska et al..
Finally, Vasil’ev et al.[190] studied the resonant electron capture mass spectra of aliphatic
and aromatic aminoacids, particularly the anion fragmentation of alanine. They observed a
tendency of alanine to form the dehydrogenated parent anion at low energies.
The main conclusions of these studies are discussed and compared to ours in section 5.5.
5.3 Calculation details
5.3.1 Target description
Toperformour calculations, we have used the ground state equilibriumgeometry of conformer I
described by Császár, optimized atMP2 level of theory, with 6-311++G** basis set [163]. In order
to obtain optimal target orbitals for the description of the scattering process three basis sets
were tested: 6-311G** ("less diffuse"), 6-311++G** ("more diffuse") and cc-pVDZ ("compact").
We also performed some tests using the 6-31G* basis set. We used the HF and the SA-CASSCF
methods to generate the target orbitals - these calculations were performed usingMOLPRO [70].
Table 5.1 presents the ground state energies obtained at HF and CASSCF level for all basis
sets, as well as the dipole moments, and the comparison with the most accurate results from
literature. As it is possible to observe, our energies are higher than the most accurate value, es-
pecially for the 6-31G* and cc-pVDZ basis sets. This is a very good indicator that some polarised
and diffuse functions are needed to accurately describe our targetmolecule, as confirmedwhen
the more diffuse basis set is used. On the other hand, our calculated dipole moments are all
smaller than the value measured by Godfrey et al. [166], with the best agreement found for the
more diffuse basis set, whenCASSCF orbitals were used. This is also the case for the ground state
energy, and it is somehow expected if we analyse alanine’s structure: it possesses intramolec-
ular interactions, like hydrogen bonding, as well as steric effects, which can only be described
accurately whenever we include both diffuse and polarised functions.
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Table 5.1: Energies (E, in Hartree) and dipole moment (µ, in Debye) of the ground state of
alanine in its equilibrium geometry, obtained at HF and CASSCF levels, for each of the tested
basis sets. Our CAS model used an active space of (8,6). Also presented are the more accurate
results of Császár [163] (using 6-311++G**MP2/cc-pVTZRHFmodel) for the ground state energy
and the experimental dipolemoment fromGodfrey et al. [166]. The calculationwith the smallest
basis set, 6-31G*, was performed in order to replicate Fujimoto’s results [186], and therefore was
performed only at HF level.
Level 6-31G* 6-311G** 6-311++G** cc-pVDZ Best value
E
HF -321.83406 -321.93107 -321.93869 -321.87150
-321.967 [163]
CASSCF - -321.93612 -321.95061 -321.87730
µ
HF 1.28 1.26 1.35 1.49
1.8 [166],1.4 [163]
CASSCF - 1.28 1.59 1.53
The results presented in table 5.1 using the CASSCF orbitals were obtained after a series of
tests to find the best CAS model. Since the more diffuse basis set provides better ground state
energies, we will, for simplicity, present the results for that basis set only.
Table 5.2 lists the energies, in eV, for the lowest six electronically excited states of alanine
using different CAS models, and averaging a different number of states. Experimental data is
also presented for comparison.
Table 5.2: Vertical excitation energies (in eV) obtained using different states in the state-
averaging procedure anddifferent active spaces, for the 6-311++G** basis set. Also presented are
ground state energy fromCsászár [163] and dipolemoment obtained byGodfrey et al. [166]. The
experimental excitation energies obtained by Abouaf [161] are also presented. A.S. stands for
Active Space; Conf. corresponds to the number of configurations generated and S.A. represents
the number of states we averaged. Note that all the states averaged are singlets.
A.S. (8,6) (8,8) (10,6)
ExpConf. 105 1764 21
S.A. 1 3 4 3 4 3 4
13A 10.213 5.550 5.513 5.335 5.105 5.379 7.160 5.4
11A 15.696 5.835 5.828 5.568 5.346 5.662 7.269 6.2
23A 14.354 6.453 6.456 6.513 6.301 6.424 8.163 7.15
33A 21.445 6.598 7.059 10.363 6.699 8.791 8.675 7.85
21A 16.992 6.741 7.197 6.663 6.467 9.267 8.256 -
43A 25.074 10.287 8.211 12.459 8.642 11.642 16.282 8.35
E -322.01 -321.95 -321.95 -321.98 -321.94 -321.95 -321.92 -321.967 [163]
µ 1.00 1.38 1.59 1.89 2.32 2.13 2.17 1.8 [166]
As shown, the differences between each model are very significant. When we averaged only
the ground state using the (8,6) active space, the excitation thresholds were unphysically high,
so we discarded that option for the other tests.
Since the number of configurations included in our scattering calculations scales very
quickly with the size of the active space, we tried to get the best compromise between accuracy
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and size. That was obtainedwith an active space of (8,6) - 8 valence electrons distributed among
6 orbitals, that include the º and º§ orbitals corresponding to the carboxylic double bond and
4 nonbonding orbitals of the oxygen atoms, and averaging 4 states (marked in bold in table 5.2).
The number of configurations generated is small and the ground state energy and dipole mo-
ment are in a reasonable agreement with the literature. In general, for the other models, some
states were in a better agreement, whereas others got worse, or the number of configurations
generated was bigger.
The eighteen lowest excitation thresholds obtained with our CAS model (8,6), 4 averaged
states, and several basis sets are listed in table 5.3. The first three states have very similar thresh-
olds for all basis. As we go higher in energy, the differences start to increase and our description
of the electronic excited states gets worse. Once again, it is the more diffuse basis set that
provides the better agreement with earlier calculations [178, 179], and the experiments [161],
proving to be the best option to performour scattering calculations. This conclusion is expected,
as alanine possesses many states with Rydberg character, and therefore, the more diffuse the
basis set is, the better their description.
Table 5.3: Vertical excitation energies, in eV, for the electronic excited states of alanine used
in our scattering calculations. The second, third and fourth columns correspond to our SA-
CASSCF calculations using the active space (8,6) and several basis set. Also presented are the
results of Osted et al. [178] calculated using the CCSD/aD(T)model and Kumar et al. [179] using
the CIS/6-31G model. The experimental results were obtained by Abouaf [161]. The states
labelled with R possess Rydberg character.
CASSCF Theory Exp.
State 6-311++G** 6-311G** cc-pVDZ Osted [178] Kumar [179] Abouaf [161]
13A 5.513 5.498 5.517 5.96 - 5.4
11A 5.828 5.804 5.828 6.64R 6.68 6.2
23A 6.456 6.665 6.685 7.26R - 7.15
33A 7.059 6.806 7.092 7.46R - 7.85
21A 7.197 7.280 7.626 7.55R 7.97 -
43A 8.211 8.369 8.473 7.88R - 8.35
31A 8.291 8.673 8.783 8.05R 8.86 -
53A 10.256 11.377 11.657 8.3R - -
41A 10.445 11.494 11.889 8.79 9.77 -
51A 10.771 12.167 12.345 - - -
63A 12.597 12.484 12.702 - - -
73A 12.77 12.595 12.9345 - - -
61A 12.786 12.756 13.052 - - -
83A 13.023 12.756 13.087 - - -
71A 13.03 12.875 13.265 - - -
81A 13.114 12.956 13.479 - - -
93A 13.295 13.155 13.646 - - -
91A 13.439 13.229 14.022 - - -
In general, as seen for other targets, our calculated excitation thresholds tend to be above
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those in the literature due to several factors, as explained in previous chapters. However, for
alanine, this is not the case for the first five excitation thresholds: up to 8 eV all of them are
lower in energy than in the literature, with an average difference of 0.49 eV. This points out
to a not-so-good description of the ground state, and consequently to an overestimation of
its energy. As a consequence, the energy difference between the ground state and a particular
electronically excited state appears to be smaller than it is in reality.
Both the ground state and the electronic states are calculated using the variational princi-
ple [52]. The difficulty of accurately representing these states increases when the number of
valence electrons involved is bigger: increasing the size of the CAS model can be a solution
(although it is easier to get out the computational limits) but there are situations where other
methodologies need to be applied (as the use of the perturbative theory, for example).
5.4 Scattering
For the chosen 6-311++G** basis set, an R-matrix radius of a = 18a0 was selected as the most
appropriate by analysing the radial charge density of the target orbitals obtained with the pro-
gram RADDEN. Including an extra partial wave (lmax = 5) in the continuum basis set made a
significant difference when compared to lmax = 4, as seen in the cross sections calculated at SE
level, plotted in figure 5.2. The inclusion of higher partial waves is a very successful procedure
to verify if the features we are observing are physical or not, as "fake"peaks might appear due
to the incompleteness of the partial wave expansion, and therefore, the use of an extra partial
wave is crucial.
This is very clear in figure 5.2: the peak above 4 eV is described almost identically in both
calculations; on the other hand, the "kink"seen at approximately 6.5 eV when lmax = 4 is used
(and that seems to have resonant character verified through the eigenphase sum and the time-
delay analysis), disappears when we increase to lmax = 5, proving the feature is not physical.
On the other hand, the bump above 12 eV in the dashed blue curve does not disappear when
we increase the number of partial waves, but moves to lower energies which points out to an
improvement of its description - it corresponds to the smooth bump in the solid black line
centred below 12 eV. Both of these are seen in the eigenphase sum and the time-delay analysis.
For these reasons, lmax = 5 was used throughout this chapter.
The deletion threshold turned out to be crucial to ensure the correct description of all reso-
nances, as shown below. We started with a fairly big deletion threshold of 10°7, usually used for
a radius of a = 10a0. Gradually, we decreased it until 10°17, where all available continuum or-
bitals were kept in the calculation. From 10°7 to 10°12 no differences were observed in the cross
section, and only the first low-energy peak was observed. With 10°13 a second peak is visible at
higher energies (around 8.7 eV), that moves almost 2 eV when 10°14 is used, as presented in fig-
ure 5.3, and that we identified later as a resonance. This peak keeps moving to lower energies as
we decrease the deletion threshold to 10°17. Since it is approaching the experimental position
of the first º§ resonance, we can state the improvement of the calculation and consequently,
a better description of the physics. To this date, we do not have a final explanation as to why
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Figure 5.2: Elastic cross section as a function of electron energy for two SE calculations using
the same parameters (6-311++G** basis set, deletion threshold of 10°17 and a = 18a0), but a
different number of partial waves. Both were calculated using the UKRmol+ suite. The dashed
blue line correspond to the inclusion of partial waves up to lmax = 4, whereas the solid black
line correspond to lmax = 5.
this particular resonance is so affected by the inclusion of continuum orbitals, but it could be
related to an indirect improvement of the description of the polarisation and correlation effects,
when more continuum orbitals are included in the calculation. For simplicity, we plotted in
figure 5.3 only time-delays for the SEP calculations obtained using deletion thresholds of 10°13,
10°14 and 10°17. All other calculations presented in this chapter used the latter.
Asmentioned earlier, all the calculations presented throughout this chapterwere performed
using the UKRmol+ suite. Although we had started our calculations using UKRmol, we identi-
fied later a problem in the evaluation of the integrals tails, performed by gaustail (see chapter 2,
section ??). This had a strong effect in the alanine calculations that was not observed for other
targets, possibly due to its symmetry - whereas the other targets we have studied possess some
symmetry, alanine is totally asymmetric. The results obtainedusing both codes are considerably
different, as it can be observed for the cross section calculated at SE level plotted in figure 5.4. As
UKRmol+ calculate the integral tails more accurately, we relied on it to perform the calculations
presented here.
As explained previously, our scattering calculations do not exhibit convergence of the res-
onances positions with respect to the number of VOs included. Therefore, using the same
procedure as in the previous chapter, we included in our calculations the lowest 40 and 70 VOs,
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Figure 5.3: The largest eigenvalue of theQ-matrix (time-delay) as a function of electron energy.
The calculations were performed at SEP level, using a deletion threshold of 10°13, 10°14 and
10°17. All calculations used 40 VOs, lmax = 5, the 6-311++G** basis set and a = 18a0.
at SEP and CC level, respectively, as those produced the best agreement of the first resonance
position with the experimental results of Aflatooni et al.’s [181].
Table 5.4 summarises the optimal parameters used for each one of the three models (SE,
SEP, CC) to carry out the calculations presented in the remainder of this chapter.
Table 5.4: Parameters used for the SE, SEP and CC calculations presented in the remainder of
the chapter.
Approximation SE SEP CC
Basis set 6-311++G**
Radius (a0) 18
Nr. Partial waves (lmax) 5
Del.Tresh. 10°17
Nr. Target states 1 1 19
Nr. VOs 10 40 70
Raf 50 90
Although it was not mentioned until here, raf is the propagation radius mentioned in chap-
ter 2, from where the R-matrix is propagated from the outer to the asymptotic region. In our
calculations we tend to use a raf default value of 50a0. However, some peculiar features as
spikes and poorly defined peaks were observed at CC level when a finer energy grid was used.
As we were using a very diffuse basis set and a large R-matrix radius, increasing the propagation
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Figure 5.4: Cross sections as a function of electron energy. Both curves were obtained with the
same parameters at SE level (the 6-311++G** basis set, 10 VOs, a deletion threshold of 10°17,
lmax = 5 and a = 18a0). The full black curve was obtained using UKRmol+ suite, whereas the
dashed blue curve was obtained using UKRmol.
radius enabled us to improve the quality of the calculation, as we observed.
5.5 Resonances
As we have explained in chapter 2, we generally use the investigation of the eigenphase sums,
the cross sections and time-delay analysis to identify resonances. In this chapter we focus
mainly on the last two, resorting the eigenphase sums in individual situations.
Below we describe in detail the shape and core-excited resonances we have identified, dis-
cussing their agreement with the literature.
5.5.1 Stability tests
Initial SEP calculations with the parameters described previously in table 5.4 produced very
different cross sections from those presented by Fujimoto et al. [185, 186] in their recent R-
matrix calculations. To understand this discrepancy, we run a calculation using Fujimoto’s
parameters (listed in table 5.5).
Figure 5.6 shows the results of this test: the full light blue line corresponds to the cross
sections calculated by Fujimoto et al.; the dashed light blue line corresponds to our calculation
using their parameters; and the full green line to our calculation with our parameters. Apart
from the position of the first º§ resonance, that is fairly close, the differences are notorious: the
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Figure 5.5: The largest eigenvalue of theQ-matrix (time-delay) as a function of electron energy.
The calculations were performed at SEP level with UKRmol+ suite, using a deletion threshold
of 10°17, lmax = 5, the 6-311++G** basis set, a = 18a0 and the VOs indicated in the figure.
Table 5.5: Parameters used by Fujimoto et al. [186]. No information was given regarding the
deletion threshold, so we assumed 10°7 was used. The group also used the geometry provided
by Császár [163].
Approximation SEP
Basis set 6-31G*
Radius (a0) 10
Nr. Partial waves (lmax) 4
Del.Tresh. 10°7
Nr. Target states 1
Nr. VO’s 30
first evident discrepancy is the behaviour of the cross section at low energies, where Fujimoto et
al. have not obtained the rapid increase typically observed in molecules with a dipole moment.
Even though the researchers did not start their calculations at 0 eV, the tendency of the curve to
decrease as it moves to lower energies is very clear. The absence of pseudoresonances in their
calculations is also peculiar - at SEP level, the presence of these features is always expected
above the first excitation threshold; these are clearly seen in our cross section above 8 eV. The
third difference is the presence of a feature seen in our calculations with our parameters at
approximately 6 eV, that is not seen neither in their calculations, or when their parameters are
used by us.
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However, although the scattering parameters might be responsible for the last two differ-
ences mentioned above, they were not the only difference between our calculations and Fuji-
moto’s - at the time that group performed their calculations, there was a bug in the R-matrix
codes: it was necessary to orient the dipole moment of the target molecule along the z-axis,
otherwise it would not be taken into account properly [61, 191]. This explains the behaviour of
their cross sections at low energies where the dipole moment has the bigger influence, and it is
clearly not being accounted for as it should. Our calculations are not affected by this issue (as
we were using UKRmol+ suite and, in any case, the bug was corrected in the UKRmol suite in
2015) and the dipole moment is fully accounted for.
Although we were using a more complete set of parameters, it does not necessarily mean
the calculation is improving, as we could be pushing it to the boundaries of the implementation.
However, despite none of other calculations having reported a resonance around 6 eV, there
might be some experimental evidence of its existence (see section 5.5.3), suggesting that we are
moving towards the right direction.
Figure 5.6: Cross sections as a function of electron energy, for calculations at SEP level. The
full light blue line represents Fujimoto’s et al. [186] results obtained with UKRmol, and using
the 6-311+G* basis set, a = 10a30, lmax = 4, a deletion threshold of 10°7 and 30 VOs; the dashed
light blue line represents our attempt to reproduce Fujimoto’s results, using his parameters and
the UKRmol suite; finally, the solid green line represents the results using our parameters and
UKRmol+.
As an additional test to confirm the resonant character of this feature, we performed calcu-
lations with other alanine conformers. Although some of the intramolecular interactions might
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Table 5.6: Resonance positions (in eV) for alanine conformers (’Conf.’) I, II-B and III-A cal-
culated at SEP level: the time-delay analysis was used to locate the fist two resonances while
the position of the third resonance was estimated from the cross section. The values marked
with F were obtained by us using the parameters of Fujimoto’s et al. [185]. The dipole moment
(in Debye), µ, of the conformers determined in the R-matrix calculations is listed in the last
column.
Conf. 12A 22A 32A µ
I
Ours
2.65 6.14 º10.4 1.49
2.75F - º9.5F 1.42F
Fujimoto et al. 2.59 - º9.70 1.35
II-B
Ours 3.64 5.58 º9.43 5.1
Fujimoto et al. 3.14 8.03 º9.77 6.15
III-A
Ours 3.24 6.58 º10.5 1.8
Fujimoto et al. 2.59 - º9.32 1.77
influence the appearance of new resonances, all conformers are likely to have a similar reso-
nant spectrum (even if those resonances are slightly shifted). Thus, we picked the conformers
assigned by Császár as II-B and III-A (Fujimoto et al. used the same nomenclature) and used
the geometries described in his work (chemical structures are shown in figure 5.7). Conformer
II-Bwas picked due the presence of a third resonance (see figure 5.6) in between the well known
two they describe; conformer III-A has the first º§ shape resonance in the same position as con-
former I. Following the same strategy as for conformer I, we performed scattering calculations
at SEP level for these two conformers, first using the Fujimoto et al.’s parameters (see table 5.5),
and then using ours (table 5.4).
Table 5.6 lists resonance positions and widths, as well as the dipole moment, both from
Fujimoto et al. and our calculations with our parameters.
Figure 5.7: Chemical structure of conformers II-B (left) and III-A (right) described by
Császár [163], and used by Fujimoto et al. [186].
The corresponding calculated cross sections are presented in figure 5.8. The dipolemoment
effect is very prominent at low energies, especially for conformer II-B in both calculations. The
first º§ resonance is visible in all curves, although in our calculations (dashed lines) they are
slightly above Fujimoto’s. Even though we have used a bigger number of VOs, the scattering
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model is different and so is the description of the polarisation effects. This phenomena has
been observed before for pyrazine [153].
As for conformer I, we describe a peak for both conformers II-B and III-A in the energy range
of 5-7 eV, when our parameters are used, which is not observed in Fujimoto et al.’s results. The
fact that this feature is present in all three conformers gives us confidence that it corresponds
to a physical resonance. The corrected codes and the choice of a better set of parameters to
perform the calculation allowed us to describe this new resonance, which links to the DEA
spectra, as we will discuss later.
Figure 5.8: Cross sections as a function of electron energy for the conformers described by
Császár [163] as II-B and III-A. The full lines represent SEP calculations using the scattering
parameters described by Fujimoto et al. [186], whereas the dashed lines used ours.
As mentioned before, Fujimoto et al. found a wide resonance for conformer II-B at 8.03 eV,
that might (or might not) be linked to our calculated 6.15 eV resonance. Both resonances Fuji-
moto et al. identified above 9 eV are not seen in this energy range (they might appear at higher
energies). The same picture is seen for conformer III-A: the resonance Fujimoto et al. identi-
fied above 9 eV appears shifted to 10.5 eV in our calculations, and no sign of the intermediate
resonance was found.
After these tests, and given the consistent presence of this resonance for the conformers
we studied, we are confident about the resonant character of the feature observed in our SEP
calculations just above 6 eV.
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5.5.2 Shape resonances
In this subsection, we will describe the shape resonances found in our calculations for con-
former I. Figure 5.9 presents the largest eigenvalue of the Q-matrix as a function of electron
energy, at SE and SEP levels, using 10 and 40 VOs, respectively.
Figure 5.9: The largest eigenvalue of theQ-matrix (time-delay) as a function of electron energy.
The full green line correspond to our SEP calculation using 40 VOs and the full purple line
correspond to the SE calculation using 10 VOs. The number of VOs is the only parameter that is
different between these two calculations.
At SE level, the first º§ resonance appears above 4 eV (more than 2 eV above the experi-
mental position), whereas a second one appears as a bump centred at 12.5 eV. Note that this
resonance appears at slightly lower energies in the cross sections due to the contribution of the
non-resonant processes (see figure 5.4). Using the shift of the first º§ as a guide, we would as-
sume this resonance will appear at around 10 eVwhen polarization is included, whichwould be
in a very good agreement with the literature, as shown in table 5.7. There is no evidence of the
º 6 eV resonance. On the other hand, at SEP level we can clearly identify two peaks: one at 2.65
eV that corresponds to the well known º§ resonance we have been discussing, and the second
at 6.14 eV that corresponds to the new resonance we have identified, and which we assigned
later as having mixed character (as it does not appear at SE level but it does at SEP, and is also
visible in both elastic and inelastic cross sections calculated at CC level; this resonance will be
discussed in the next section). Due the presence of the pseudoresonances, it is impossible to
identify any resonant feature above 8 eV in the SEP results, and consequently, to confirm the
presence of higher energy resonance. However, the analysis of the cross sections profile and the
eigenphase sums allowed us to identify an extremely wide resonant feature centred at 10.4 eV.
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At CC level, looking at the time-delay presented in the next section (figure 5.10), we can identify
the three expected resonant features, at 3.16, 6.50 and 10.47 eV, among others with different
characters. The position of the highest shape resonance at CC level is in a good agreement with
the SE results when we account for the polarisation effects.
Table 5.7 summarizes the pure shape resonances we have found in our calculations and
the data available in the literature. Both position and width of the first resonance are in a
very good agreement with other calculated values, whereas the second one is slightly shifted to
higher energies, as expected. Its width calculated at CC level is much smaller than the literature,
whereas at SE level the agreement with other calculated data is better. It is unclear what the
origin of this discrepancy between the SE and CC widths is, but it is not impossible that the CC
resonance is actually core-excited and has no link to the wide shape resonance seen at SE level
(that could well be hidden by others in the CC calculation). The formation mechanism for this
higher energy resonance is still not well-established: it has been suggested that it is associated
with the æ§ unoccupied orbital of the hydroxyl group [189].
Table 5.7: Position and widths (in brackets), in eV, of the shape resonances identified in our
SE/SEP/CC calculations, as well as theoretical and experimental results from literature. The
results from Ptasin´ska et al. [188] and Scheer et al. [189] were obtained in DEA experiments, so
the values correspond to peaks in the ion yield; Aflatooni et al.’s [181] results come from ETS
experiments; and Vasil’evet al. [190] recorded resonant electron capture mass spectra.
12A 22A
Ours
SE 4.49 (0.64) 12.5 (3.05)
SEP 2.65 (0.28) 10.4 (º7)(?)
CC 3.16 (0.36) 10.47 (0.12)
Theory
Panosetti [184] 2.78 (0.14) 9-10§
Fujimoto [186] 2.59 (0.35) 9.70 (2.19)
Nunes [187] 2.5 9.50
Exp.
Ptasinska [188] 1.27 -
Scheer [189] 1.27 -
Aflatooni [181] 1.8 -
Vasil’ev [190] 1.2 -
To summarize, in this section we have identified two pure shape resonances of alanine,
combining SE, SEP and CCmethods. Whilst the º§ resonance is well described at every level of
approximation and in very good agreement with the literature, the second resonance is still not
well characterised. Our CC calculation provides the best agreement with earlier calculations for
this resonance, despite it being of shape character, since pseudoresonances make it impossible
to identify it in our SEP calculations. The SE calculation, lacking any description of polarisation,
only provides a qualitative description of resonances.
116
5 . 5 . RESONANCES
5.5.3 Core-excited resonances
The CC calculations were performed including the 18 excited states listed in table 5.3 and using
the parameters listed in table 5.4.
Similarly to what we have done for the SE/SEP results, in order to identify resonances we
analysed the largest eigenvalue of theQ-matrix, plotted in figure 5.10, for 70 VOs. The first º§
resonance is clearly visible at 3.16 eV. Due to the presence of excitation thresholds, resonance
identification was not straightforward above the first resonance. However, it is still possible
to clearly identify the features at 7.41, 8.47 (the peak is split into two peaks - this effect has
been observed before), 11.10 and 11.37 eV. To help, we looked at the elastic and inelastic cross
sections calculated at the same level; these results are presented in figure 5.11. The upper
panel shows the elastic (full orange line) and the inelastic cross sections (dashed black line).
The lower panel presents the total cross sections (sum of elastic and inelastic cross sections for
completeness).
Figure 5.10: The largest eigenvalue of theQ-matrix (time-delay) as a function of electron energy,
at CC level using 70 VOs. The narrow spikes correspond to excitation thresholds.
As observed in the time-delay, the excitation thresholds are also visible as spikes in the
inelastic cross sections. Therefore, we used the gradual inclusion of VOs to help identify what is
a resonance and what is a threshold, in the same way we have done in previous chapters. If a
peak moves when the number of VOs changes, then it should correspond to a resonance, as the
thresholds are not polarisation dependent, as can be seen in figure 5.12. This figure shows the
inelastic cross sections for 0, 50 and 70 VOs: despite the large amount of structure, the effect
of improving the polarisation description on the resonance positions is very obvious in some
energy ranges.
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Figure 5.11: Cross sections as a function of electron energy, calculated at CC level. In the
upper panel, the orange full line represents elastic cross sections, and the dashed black line the
inelastic cross sections. The total cross section is shown in the lower panel. Note that the scale
for the inelastic cross section in the upper panel is indicated on the right side.
Table 5.8 summarises all the resonances we have identified. The positions and widths were
obtained by fitting the resonances in the time-delay using the formula presented in chapter 2.
Despite our efforts, we cannot guarantee that all resonances above 6 eVwere identified: some of
themmight overlap with wider resonances, or be hidden by the excitation thresholds. The latter
could be the case particularly for Feshbach resonances that tend to be very narrow. This table
does not include all the DEA peaks listed in the literature, because it is impossible to assign
which resonance to link them to. We have decided to correlate the ones that are energetically
close to our calculated resonances, which is easier for lower energies.
Despite neither Scheer et al. [189] or Ptasin´ska et al. [192] mentioning it, the feature both
found at 1.27 eV might be linked to some vibrational Feshbach resonance, as none of the cal-
culations report a resonance at those low energies. Vasil’ev et al. [190] also report a few peaks
close to 1 eV that we believe to be related to the ones reported by Scheer and Ptasin´ka at 1.27 eV.
These values are around 0.5 eV below the position of º§ resonance determined in Aflatooni et
al.’s ETS experiments, and below all calculated positions for this resonance. Therefore, DEA at
this energy seems unlikely to correspond to a direct attachment to this resonance. Amore likely
explanation is provided by Abouaf [161]: hydrogen detachment from the hydroxyl group at this
low energies probably occurs via direct electron attachment to the tail of an extremely wide
æ§ resonance located at higher energies. However, we were unable to detect evidence of this
resonance in our calculations, although it is well known that these extremely wide resonances
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Figure 5.12: Inelastic cross sections as a function of electron energy calculated at CC level for
the number of VOs indicated in the figure. The remaining parameters are listed in table 5.4.
are hard to model.
The second peak in their DEA spectra is located at 1.42 eV, and we also think this is unlikely
to be related to the direct attachment to the first º§ resonance. On the other hand, the ion yield
fragment with m/z=72 (corresponding to the anion produced by abstraction of OH or NH3) has
a peak centered at 1.72 eV, that is much closer to the position of the º§ resonance obtained
by Aflatooni et al. at 1.8 eV, and consistent with Panosetti et al. observations that the first º§
resonance has a nodal plane across the C-OH bond.
The DEA experiments from Vasil’ev et al. and Ptasin´ska et al. presents peaks in some an-
ion yields at energies between 2.3 and 3.2 eV, that are energetically close to the º§ resonance.
However, we can only suggest those are related to this resonance.
Skipping the º§ shape resonance, already discussed in the previous subsection, we shall
now focus on resonance number 2, the first of mixed character, and discuss the agreement
between our calculations and the literature. Although none of the earlier calculations have
identified a resonance around these energies, it has been observed experimentally: Scheer et
al. [189] and Ptasin´ka et al. [188] identified a peak at 5.60 eV and 5.5 eV respectively, that they
both claim to have core-excited character. We believe these peaks they report are linked to our
second resonance at 6.50 eV calculated at CC level, although we disagree on its character.
Scheer et al. [189] and Ptasin´ska et al. [188] also identified a third peak they attributed to
another core-excited resonance at 7.63 eV and 9 eV, respectively. Due the overestimation of
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Table 5.8: Resonance positions (in eV) and widths (in eV, in brackets) for all resonances iden-
tified using the time-delay and cross sections analysis, from our SEP and CC calculations.
"Ch"stands for character, "S": shape; "M": mixed shape-core-excited; "CE": core-excited. Also
presented are the theoretical results obtained by Panosetti et al. [184]; the R-matrix SEP results
of Fujimoto et al. [186] and the SMC results of Nunes et al. [187]. As for the experiments, the ETS
results of Aflatooni et al. [181], some of the DEA results obtained by Ptasin´ska et al. [188] and
Scheer et al. [189], and the Vasil’ev et al. [190] results obtained via resonant electron capture are
also listed.
This work Theory Experiments
No. SEP CC Ch. [184] [186] [187] [181] [188] [189] [190]
12A 2.65 3.16 S 2.78 2.59 2.5 1.8 1.27 1.27 1.2
(0.28) (0.355) (0.14) (0.35)
22A 6.14 6.50 M - - - - 5.5 5.60 6
(0.11) (0.07)
32A - 7.05-7.15 M - - - - - - -
42A - 7.41 CE - - - - -
7.63
-
(0.27)
52A - 8.18 CE - - - - - - -
62A - 8.42 CE - - - - - - -
72A - 8.53 CE - - - - - - -
82A - 9.82 M - - - - - - -
(0.09)
92A - 10.47 S 9.89 (1.48) 9.70 9.5 - 9.0 - -
(0.12) 9.90 (0.94)
10.91 (1.94)
resonance positions in our method, we can only hypothesise this higher energy resonance is
related to the resonance we found at 10.47 eV, although we believe it is of shape character.
Within the energy range of 7.05 and 7.15, due to the presence of many excitation thresholds,
resonance identification is more complicated, and we cannot confirm the existence of one or
two resonances. Above those, we have identified four core-excited shape resonances and one
of mixed character. As mentioned before, due to the complexity of the time-delay, the fitting
was not possible.
At 10.47 eV we found the shape resonance discussed in the previous section. As already
stated, this resonance is not visible at SEP level due to the presence of the pseudoresonances,
and appears at 12.5 eV at SE level. Above this energy, due to the complexity of the resonant
spectra of alanine, we will not attempt to identify any resonances, although there is strong
evidence of a resonance around 11.8 eV.
The shape resonances found by Panosetti et al. [184] are significantly more difficult to cor-
relate with ours or with the experiments: they described five shape resonances for alanine
(respective widths in brackets) at 2.78 (0.14), 9.89 (1.48), 9.90 (0.94), 10.91 (1.94) and 14.37 (1.12)
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eV. They related the first resonance at 2.78 eV to theDEA signal observed by Ptasin´ksa et al. [188],
due to a nodal surface they observe in the C-OH bond in the wavefunction map, although the
discrepancy in the position is fairly big. Once again, we tried to link their results with ours
according to the energy proximity and the resonances character.
5.6 Chapter remarks
In this chapter we established a new scattering model for calculations with alanine, improving
the previous R-matrix calculations performed by Fujimoto et al. [186]. Target calculations with
three basis sets - 6-311G**, 6-311++G** and cc-pVDZ - were performed and compared, and our
choice was the more diffuse basis (6-311++G**), as it provided better results. We compared the
position of the low-lyingº§ shape resonance with other calculations and experiments, finding a
reasonably good agreement, and discussed the position of the second shape resonance. For the
core-excited resonances we discussed their position and widths andmade, as far as we could, a
link to the available literature. We also discussed the link between our resonances and the DEA
experiments.
The time-delay analysis and the elastic and inelastic cross sections were used to identify
and characterise these resonances. In electron rich systems, the electronic excited states are
very close in energy, and therefore their identification and that of associated resonances is more
complicated.
To close this chapter, it is important to note that alanine is a very complex target: we believe
that it has more resonances than the ones we have described. Further studies would be funda-
mental both to verify the resonant features we found, and hopefully, to provide some insights
into alanine fragmentation.
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ADD I T IONAL S TUD I E S ON para-BENZOQU INONE
This chapter deals with two different types of studies involving p-BQ: its photodetachment
process, the importance of which was highlighted in chapter 3 and will be discussed in more
detail here; and low-energy electron collisions with the complex p-BQ-H2O. There was a need to
separate these two studies from the one presented in chapter 3, as the results presented here are
preliminary and require further investigation. It was also the first time we applied the R-matrix
method to perform photodetachment calculations, and therefore, these results in particular
should be carefully interpreted.
The photodetachment study is presented in the first section: it starts with a brief introduc-
tion, where the importance of quinones in photo induced processes, like photosynthesis, is
explained. As the photodetachment calculations are fairly different from the scattering ones,
new programs were used and will be described in detail in this section. Finally, we will present
our results and the comparison with the literature [83], as far as possible.
Section 6.2 presents our preliminary scattering calculations with the complex p-BQ-H2O.
The main interest in these types of complexes comes from the fact that quinones are present
in biological environments, and therefore, surrounded by water molecules. The calculations
were performed at a very basic level (SE), so resonances with core-excited character are not
described. Comparison between our results and Stockett and Nielsen’s [50] is also presented.
6.1 Photoinduced reactions of benzoquinones
The more important characteristic of quinones is their redox chemistry coupled with acid-base
properties: they can accept two electrons in two separate steps and a double protonation is
associated to the reduction. Therefore, these molecules are the ideal intermediates for electron
transfer reactions [193].
One of most famous examples of this family of compounds is plastoquinone (PQ): it is an
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isoprenoid quinone molecule involved in the electron transport chain in the light-dependent
reactions of photosynthesis. The most common form of plastoquinone is a 2,3-dimethyl-1,4-
benzoquinonemoleculewith a side chain of nine isoprenyl units. There are otherplastoquinone
derivatives which differ in their side chains. The benzoquinone and isoprenyl units are both
nonpolar, anchoring the molecule within the inner section of a lipid bilayer, where the hy-
drophobic tails are usually found. Like ubiquinone, PQ can appear in several redox forms:
"simple"plastoquinone, plastosemiquinone (unstable) and plastoquinol, where both carbonyl
groups were reduced to two hydroxyl groups instead of two carbonyl groups. Plastoquinol also
functions as an antioxidant by reducing reactive oxygen species, some produced from the pho-
tosynthetic reactions, that could harm the cell membrane. One example of how it does this is
by reacting with superoxides to form hydrogen peroxide and plastosemiquinone [194].
The role that plastoquinone plays in photosynthesis is that of a mobile electron carrier
through the membrane of the thylakoid (membrane-bound compartment inside chloroplasts
and cyanobacteria; they are the site of the light-dependent reactions of photosynthesis.) [195].
The first chemical step in photosynthesis is the reduction of a quinone (plastoquinone)
to a hydroquinone with a free-radical semiquinone as an intermediate. This is catalysed by
light-driven electron transfer reactions in photosystem II: a light-harvesting complex funnels
the excitation energy from antenna chlorophylls to a reaction-center chlorophyll where charge
separation occurs as the chlorophyll transfers an electron to pheophytin (i.e., a chlorophyll
that lacks magnesium). The latter donates the electron to protein- bound quinone. After two
electron and proton transfers, hydroquinone is formed and released into the hydrophobicmem-
brane region where it further participates in electron-transfer processes linking photosystem I
and II together. [50]
From all that has been said, it is crucial to understand the behaviour of these negatively
charged species (p-BQ° in our case), as it can have a great influence in the upcoming chain of
reactions.
6.1.1 The photodetachment process from p-BQ anion
The photodetachment process from p-BQ has attracted much attention over the last couple of
decades [80, 81, 82, 83].
Holroyd [82] reported electron attachment to p-BQ and photodetachment from p-BQ anion
spectrum in nonpolar solvents, using the laser photodetachment technique. They observed a
photodetachment threshold from 2.32 to 2.58 eV, depending on the solvent.
Strode and Grimsrud [80] studied the simultaneous interaction of low-energy electrons and
light with p-BQ using an atmospheric pressure ionization mass spectrometer (APIMS) and a
photodetachment-modulated electron capture detector (PDM-ECD). They provided for the
first time photodetachment cross sections within the energy range of 2-6.2 eV, and obtained a
photodetachment threshold of 2.43 eV.
Schiedt andWeinkauf [83] reported the photodetachment spectra ofp-BQanion in a photon
energy range from 2 to 2.6 eV. Sharp and broad resonances were observed, interpreted as
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corresponding to one shape and six Feshbach resonances. Their experiments were performed
with cold and mass-selected anions to exclude contributions of fragment anions and internally
excited molecules. The major goal of this work was detection and spectroscopy of anionic
states of p-benzoquinone situated above photodetachment threshold and investigation of their
autodetachment behavior.
Asfandiarov et al. [81] measured the temperature dependence of the autodetachment life-
time in the gas phase of the p-BQ anion using electron capture negative ion mass spectrometry
(ECNI-MS). They observed that the energy of the anion formation shifts to lower energies (from
1.35 to 1.16 eV) as the temperature increases (from 348 to 568K), and the autodetachment life-
time decreases (from 41 to 24 µs). These results are in a good agreement with the position of
the first resonance, at roughly, 1.4 eV reported by Cooper et al. [91] and the autodetachment
lifetime reported earlier by Christophorou et al. [95].
Our photodetachment studies were mainly inspired by Horke et al.’s [112] work that aimed
to provide a fundamental understanding of the processes involved after electron capture, ob-
serving the relaxation dynamics in real time. This was achieved by using time-resolved photo-
electron (PE) spectroscopy on photoexcited p-BQ. Although photoexcitation is not the same
as electron attachment, the initial photoexcited state may be expected to resemble closely the
initially populated resonance after electron impact and the subsequent relaxation dynamics
can be reasonably compared for both processes. Hence, time-resolved PE spectroscopy is well
suited to observe the electronic dynamics in such systems. The authors also used ab initio
electronic structure calculations to support their results. A range of molecular geometries were
taken into account: the energy provided by the photon can take the system into one of the
temporary anionic states of p-BQwhich will decay, through conical intersections, to the ground
anionic state. As seen in chapter 3, there is a strong dependence of the anionic states positions
on the molecular geometry. Their studies provided a detailed picture of the mechanism by
which internal conversion proceeds.
Themain conclusions of their study is that the excited states provide an alternative reaction
pathway that bypasses the free-energy barrier connecting the reactants to the products. Once
these excited states are populated, extremely fast internal conversion drives the system towards
the ground anionic state, which prevents back-electron transfer from occurring and quenching
the highly reactive excited states. This alternative pathway preserves the overall driving force
of the reaction and avoids the free-energy barrier. In a condensed-phase environment, any
excess vibrational energy can be lost to the surroundings. In their work, they consider only the
energies and structures of the five lowest states (the ones that play an important role in the
photodetachment process, as demonstrated by West et al. [105]) with excitation energies below
3.2 eV at the equilibrium geometry of the 2B2g ground state. Experimentally, they excited p-BQ°
at 2.58 eV (480 nm) and 3.10 eV (400 nm), which are close to the resonances at 0.7 eV and 1.35
eV above the thresholds.
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6.1.2 Theory and additional programs
The UKRmol suite has been used in the past for photoionization calculations (e.g. [196, 197]);
in this thesis we adapted those codes to perform our photodetachment studies. The main
difference between the photoionization and photodetachment processes is the initial and final
states. In the former, the initial state is the neutral target, whereas the final states are cations.
In the photodetachment case, the initial state is an anion, and the final states are neutral, as
schematised by equations 6.1 and 6.2, respectively.
Target
light°°°! Target++e° (6.1)
Target°
light°°°! Target+e° (6.2)
To calculate the photoionization observables and the transition dipoles required for this pur-
pose, we need the expansion coefficients for the initial and final states in the inner region, and
the target transition dipoles between the inner region states. In contrast, to obtain scattering
observables only the expansion coefficients in terms of the asymptotic solutions are required.
The molecular-frame photoelectron angular distribution is given by:
dæ f i
dk f
= 4º2Æa20!| <™(°)N+1f (k f |d|©N+1i > |2 (6.3)
where Æ is the fine structure constant, N is the number of electrons in the molecule, a0 is
the Bohr radius, ! is the photon energy in atomic units, d is the dipole operator in the length
gauge, f labels the state of the residual neutral states, and k f is the momentum of the ejected
electron. ™(°)N+1f (k f ) are the continuum wavefunctions satisfying incoming wave boundary
conditions and©N+1i is the initial bound wavefunction.
Both the bound and the continuum wavefunctions in equation 6.3 are obtained from an
R-matrix calculation and explicitly expanded in terms of the basis functions√N+1k :
™(°)N+1f (k f )=
X
k
A(°)f k (k f )√
N+1
k (x1, ...,xN+1) (6.4)
©N+1i =
X
k
Bik√
N+1
k (x1, ...,xN+1) (6.5)
where A(°)f k andBik are energy dependent expansion coefficients determined frommatching
the wavefunctions 6.4 and 6.5 to the asymptotic solutions of the system (remember chapter 2),
and xi stands for the space-spin coordinates of the ith electron.
The mathematical procedure to get the expansion coefficients of the scattering states, the
bound states and the dipole between the inner region eigenfunctions for calculating the pho-
todetachment observables, is outside the scope of this thesis, but can be consulted in detail in
reference [196].
THE PROGRAMS
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As mentioned previously, we used two new codes to perform the calculations described in
this section. The first one is cdenprop, used to calculate the inner region dipoles [196, 198], and
therefore, resides primarily in the inner region stage. Cdenprop takes as input the target states
and transition dipoles from the target calculation, dipole integrals between both bound and
continuum orbitals restricted to the inner region, inner regions wavefunctions (the N +1 CI
vectors) and, optionally, bound states produced by the outer region code bound. The outputs
are the inner region dipoles and Dyson orbitals 1. Cdenprop is also capable of calculating
permanent transition dipoles between the target states.
Figure 6.1 presents the flowchart of the inner region calculations with the UKRmol suite,
including cdenprop.
The other module we used is dipelm. It reads the partial wave dipoles from the adapted
rsolve, and creates the angular grid for defining the real spherical harmonics and the Wigner
rotation matrices. Subsequently, dipelm performs the necessary frame transformations and
calculates the photoelectron angular distributions in the laboratory frame, in an angular grid.
The output is not only oriented observables, but also orientationally averaged partial photoion-
ization cross section and asymmetry parameters. An extra feature in dipelm, is the possibility
of smoothing the partial wave dipoles, in order to remove narrow peaked auto-ionizing reso-
nances: this makes the comparison of the calculations to experimental data easier, if the latter
does not have enough energy resolution to observe the auto-ionizing resonances [196]; this has
not been used in this work.
The library used by dipelm is compak2. This support library is a set of routines that needs to
be added to the outer region suite, so that its execution of rsolve calculates also the partial wave
dipolemoments needed by dipelm. Besides that functionality, it also produces scattering/wave-
function coefficients Ak (equation 6.4).
6.1.3 Characteristics of the calculation
Our calculations were performed at HF level and only single-excitations were allowed from the
ground state. We included the 6 lowest excited states of the neutral p-BQ, and the ground state:
11Ag , 13B1u , 13Au , 13B1g , 11Au , 11B1g and 13B3g . The respective configurations are presented
in table 6.1.
The calculated energy of the states listed in table 6.1 is significantly higher than the accurate
values, obtained with a more sophisticated calculation (see chapter 3), as expected. However,
it is encouraging that their relative positions are the same, with the exception of the third and
fourth states, which are swapped.
From symmetry considerations, the dipolemoment couples theB2g ground statewith states
of the following symmetries: Au , B1u and B3u (please consult tables in reference [199]).
1A Dyson orbital is defined as the overlap between the ground state wavefunction of a N-electrons system and
the wavefunction of an ionic state (N °1 electrons state). This overlap between wave functions differing by one
electron thus give a one electron function, which is a so-called Dyson orbital. These are not used in our calculations.
2Created by A. Harvey and Z. Mašin.
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Figure 6.1: Flowchart for the inner region calculation using the UKRmol suite. The light beige
filled boxes represent the programs called during the calculation; the boxes with the dashed
brown border correspond to the data that are output from one program and serve as input to
the following ones or are final results; the ellipsis represent all the programs that run before and
after swedmos, and that were already presented in chapter 2, figure 2.3.
Table 6.1: States, and respective energies (in H, with respect to the ground state 11Ag ), included
in the photodetachment calculation and described as single excitations from the ground state
configuration. Also presented are the energy of the states obtained in a more accurate calcula-
tion (see chapter 3).
States Configuration Energy Acc. Calc.
11Ag (1-8ag )2(1-2b3u )2(1-5b2u )2(1b1g )2(1-7b1u )2(1b2g )2(1-4b3g )2 0 0
13B1u (1-8ag )2(1b3u )2(1-2b3u )1(1-5b2u )2(1b1g )2(1-7b1u )2(1b2g )2(1-2B12g )(1-4b3g )
2 4.423 2.391
13Au (1-8ag )2(1-2b3u )2(1-4b2u )2(1-5b2u )1(1b1g )2(1-7b1u )2(1b2g )2(1-2b2g )1)(1-4b3g )2 5.608 2.599
13B1g (1-8ag )2(1-2b3u )2(1-5b2u )2(1b1g )2(1-7b1u )2(1b2g )2(1-2b2g )1(1-4b3g )1 5.867 2.648
11Au (1-8ag )2(1-2b3u )2(1-5b2u )1(1b1g )2(1-7b1u )2(1b2g )2(1-2b2g )1(1-4b3g )2 5.739 2.713
11B1g (1-8ag )2(1-2b3u )2(1-5b2u )2(1b1g )2(1-7b1u )2(1b2g )2(1-2b2g )1(1-4b3g )1 5.813 2.764
13B3g (1-8ag )2(1-2b3u )2(1-5b2u )2(1b1g )1(1-7b1u )2(1b2g )2(1-2b2g )1(1-4b3g )2 6.166 3.337
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For the scattering part of the calculation, we used the same parameters listed in table 6.2.
Due to time limitations, no other parameters were tested.
Table 6.2: Scattering parameters used in the photodetachment calculation.
Approximation SE
Basis set cc-pVDZ
Radius (a0) 13
Highest partial wave (lmax) 4
Del.Tresh. 10°7
No. Target states 1
No. VOs 10
6.1.4 Preliminary results
To calculate the total photodetachment cross sections ofp-BQ°, we have usedonly the geometry
of the anionic bound state (of B2g symmetry).
We have compared, as far as we could, our results with Schiedt and Weinkauf’s [83], pre-
sented in figure 6.2. They identified six peaks between 2.213 and 2.430 eV (see table 6.3) that
they postulated are likely to correspond to vibrational features of two Feshbach resonances, and
a broad peak that correspond to a shape resonance. As reported in chapter 3, we also found
two Feshbach resonances in p-BQ°: the first one of 12B2u symmetry, whose parent state has
been easily identified as the lowest excited state, the 13Au , by looking at the R-matrix poles. In
the case of the second Feshbach resonance, of 12B3g symmetry, the identification of its parent
state(s) has not been possible. Both resonances are positioned more than 1 eV below the first
excitation threshold, which is unusual.
Figure 6.2 shows three prominent features: (i) at threshold, the photodetachment cross
section is extremely low, first increases slowly and then steeply with photon energy; (ii) sharp
resonances are observed in the energy range of 2.2-2.4 eV photon energy; and (iii) at energies
above 2.48 eV, the photodetachment cross section exhibits a broad peak before rising steeply.
Table 6.3 lists the positions and widths of the peaks identified by Schiedt andWeinkauf [83].
Table 6.3: Position and widths (in eV) and lifetimes (in ps, except the last one) of the autode-
taching states as observed in the photodetachment spectrum (see figure 6.2, taken from refer-
ence [83]).
Peak label Position (eV) Width (eV) Lifetime (ps)
F1 2.213 5.2x10°4 >1.2±0.1
F2 2.228 6.6x10°4 >1.0±0.1
F3 2.270 7.1x10°4 >0.9±0.1
F4 2.396 3.0x10°3 0.21±0.03
F5 2.406 2.1x10°3 0.30±0.03
F6 2.429 1.4x10°3 0.46±0.03
S 2.504 2.5x10°2 25 fs
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Figure 6.2: Photodetachment spectrum of p-BQ°. The sharp features (labelled with F corre-
spond to features linked to Feshbach resonances, whereas the broad resonance (S) is of shape
character. Taken from [83]. Please see reference for more information on the experimental
procedure.
The widths of the first three features (F1-F3) are very similar; they present an asymmetric
line shape, which cannot be simulated by a Fano profile. Therefore, Schiedt andWeinkauf [83]
interpret these widths as the rotational band contour of the transitions. The F4-F6 resonances
have bigger widths, which are clearly not given by the rotational band contour. At 2.5 eV, a broad
resonance is visible, that they attributed to a shape resonance. This difference in the lifetimes
and intensities of both Feshbach and shape resonances indicates that these features correspond
to photoexcitation to states of very much different character.
Our photodetachment results are presented in figure 6.3.
The broad feature centred around 4.7 eV corresponds to the shape resonance observed by
Schiedt and Weinkauf [83] at 2.5 eV. The position of this resonance is overestimated by more
than 2 eV with respect to the experiment, as expected, due to the absence of polarization in the
calculation. This resonance has a width of 0.32 eV which is an order of magnitude bigger than
the literature.
Three possibilities are open for the peaks observed above the shape resonance: (i) they
can correspond to some of the Feshbach resonances identified by Schiedt and Weinkauf [83]
(as long as they possess some shape character); (ii) they can be pseudoresonances; or (iii) are
simply appearing due to numerical problems. In any case, no attempt is made to rationalize
them.
We did not calculate the photodetachment spectrum of p-BQ at higher energies, as the data
available in the literature do not exceed 2.6 eV, and therefore, no comparison can be made.
The fact that we could model the shape resonance using such a simple model, gives us
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Figure 6.3: Photodetachment cross sections (in a20) as a function of the photon energy (in eV).
confidence about the way we are performing the calculations. Further work is still required to
model other types of resonances.
6.1.5 Section remarks
This section reports the first attempt to perform photodetachment calculations using the R-
matrix method and the UKRmol suite.
The order of the shape/Feshbach resonances is the wrong way round in our calculations.
The closeness of the shape resonance to the photodetachment threshold in our calculations
prevents us from assessing wither the cross section has the right shape near threshold; at higher
energies our cross section is flat, unlike the experiment. So our results are a proof of principle:
we obtain cross sections that look physically possible, but that clearly showmore sophisticated
calculations are needed.
However, the consistency found in the position of the shape resonance is promising, and
more efforts should be made in order to model other types of resonances, for example: per-
forming multiconfiguration calculations and include nuclear motion. Other convergence tests
should also be performed, as presented in other chapters.
Unfortunately, the calculations are too basic to provide a meaningful comparison with the
experiment. Since the measured cross section is not given in absolute values, we cannot say if
our results are of the same order of magnitude.
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6.2 Low energy electron collisions with p-BQ-H2O
The importance of studying low-energy electron collisions with the complex p-BQ-H2O was
already mentioned at the beginning of this chapter: the need to model the biological environ-
ment, where targets, as p-BQ in this case, are surrounded mainly by water molecules. These
complexes formed by biologically relevant molecules and water have received attention from
our group for some years (clusters with one or several water molecules) e.g. [18, 149]. Also, we
aim to understand if the energetics of the anion states remained unchanged upon hydrogen
bonding with a single water molecule, as the interpretation of the experiments indicates.
Similar studies with water clusters have been performed using the SMC-PP method, with
several types of targets: from formic acid [200], to glycine [157]) or phenol [201]. Structurally,
the latter is the more similar to p-BQ.
Recently, Stockett andNielsen [50] studied experimentally the effect of a singlewatermolecule
in the transition energies of the p-BQ anion. Their work represented the starting point for the
study we present here.
The group looked at the photo-induced dissociation mass spectrum of the p-BQ°-H2O
complex measured at 445 nm and the only dissociation channel they observed corresponds to
the separation of the complex yielding p-BQ° atm/z=108 (and H2O). They also performed laser
power dependence measurements, and showed that the dissociation of the complex occurs
after absorption of a single photon. Quantum chemical calculations performed at DFT level
(using the B3LYP/6-311++G* model) also showed that water-loss is muchmore favorable than
formation of the hydroxyl anion, with dissociation energies of 0.62 eV and 4.61 eV, respectively.
Their measurements showed that the beam depletion action spectra of p-BQ°, p-BQ°-H2O
and H2O-loss from the complex present very similar profiles (see figure 6.4), in both visible
and UV regions, indicating that the electronic transition energies of isolated p-BQ anions are
unaffected by a single water molecule over the energy ranges of 2.1-2.75 eV and 3.65-4.43 eV.
This implies that p-BQ°-H2O is still highly capable of accepting electrons, as the rate of electron
transfer is governed by the matching of energy levels between the donor and acceptor species.
This is particularly important in the electron transport chain in photosynthesis, as we explained
in section 6.1.
They concluded that any fluctuations of the local environment of the quinone (such aswater
attachment or detachment) are unlikely to have an effect on the electron transfer rate, as the
excited state energies of the p-BQ° remain unaltered. This robustness against environmental
perturbations makes p-BQ a perfect electron acceptor.
In the next pages we will present our calculated cross sections for the isolated p-BQ and
its respective complex with water, p-BQ-H2O, in both neutral and anion equilibrium geome-
tries. Resonance positions are discussed, looking at the direct effect of the water molecule, and
the indirect effect of the change to the p-BQ geometry in the dimer. A comparison with the
experimental results from Stockett and Nielsen [50] is presented lastly.
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Figure 6.4: Action spectra for p-BQ° and p-BQ°-H2O depletion andH2O-loss from the complex.
The symbols correspond to raw data and the lines are 3-point moving averages. The dashed
vertical lines correspond to the resonance positions obtained from Schiedt et al. [83] from
their photodetachment studies. The pictures were taken directly from Stockett and Nielsen’s
paper [50].
6.2.1 Characteristics of the calculation
We have performed simple SE calculations for the complex p-BQ-H2O, schematically presented
in figure 6.5, using the cc-pVDZ basis set. Due to the symmetry loss (it belongs to the C1
point group, whereas the isolated p-BQ is highly symmetric, with D2h symmetry), SEP and CC
calculations would be very computational demanding so could not be performed. Moreover,
CC calculations presented an insurmountable difficulty: the choice of the electronically excited
states of the target (in this case, the complex) that should be included in the calculation in
order to have a similar calculation for the isolated system. Determining which of these states
actually correspond to p-BQ or to the water molecule is not always straightforward. An even
bigger problem would be the choice and size of the active space needed to accurately describe
the physics, as it would easily exceed our computational limits, due to the large amount of
electrons involved. In addition, no data is available in the literature on the excited states of the
complex, or whether they are bound.
In our calculations we have used the geometries for the complex described in Stockett and
Nielsen’s [50] work: the bond lengths are presented in table 6.43. For completeness, we have also
performed scattering calculations with the isolated p-BQ using the geometry it acquires in the
complexes (both neutral and anion), and compared our calculated resonance positions (and
widths) with the equilibrium ground state geometries of both the neutral and anion molecules,
presented in chapter 3.
3The bond lengths are the only quantity that is presented, as it provides the reader a better feel for the geometry
differences. The complete geometry can be found in reference [50].
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Figure 6.5: Chemical structure of the p-BQ-H2O complex used in out calculations: the hydroxyl
group from the water is in the same plane as the p-BQ ring, whereas the other hydrogen is
perpendicular to that plane.
Table 6.4: Bond lengths (in Å) for the p-BQ-H2O cluster in the ground state equilibrium ge-
ometry, as optimised by Stockett and Nielsen [50]. Also presented are the bond-lengths of the
equilibrium geometry of the neutral (calculated at MP2/cc-pVDZ level [108]) and anion (opti-
mised by Kunitsa and Bravaya [107] and used in our calculations in chapter 3) ground state of
p-BQ.
Bond-lengths (Å) p-BQ-H2O p-BQ-H2O° p-BQ p-BQ°
C1-C2 1.483 1.450 1.489 1.450
C2-C3 1.336 1.366 1.358 1.379
C3-C4 1.481 1.444 1.489 1.450
C4-C5 1.480 1.443 1.489 1.450
C5-C6 1.335 1.366 1.358 1.379
C1-O8 1.273 1.259 1.233 1.263
C4-O7 1.224 1.273 1.233 1.263
C2-H2 1.083 1.087 1.095 1.087
C3-H3 1.084 1.087 1.095 1.087
C5-H5 1.084 1.087 1.095 1.087
C6-H6 1.084 1.086 1.095 1.087
O7-H11 1.742 2.008 - -
O9-H10 0.963 0.963 - -
O9-H11 0.992 0.971 - -
From table 6.4 we can observe that, for the neutral systems, the bond-lengths in the isolated
p-BQ are bigger than in the complex, except for the carboxylic bond C1-O8, that is 0.04 Å smaller.
The same is observed for the anion, except for the aforementioned carboxylic bond, that in this
case, is 0.04 Å smaller in the complex.
The effect of including partial waves up to lmax = 5 in the continuum basis set made a
significant difference when compared to lmax = 4, even at lower energies, as can be seen in the
cross sections calculated at SE level presented in figure 6.6 for isolated p-BQ in the complex
anion geometry. These significant differences suggest that a higher number of partial waves
would perhaps be needed to describe the continuum. However, inclusion of another partial
wave (up to lmax = 6)makes no difference in this energy range, as figure 6.6 shows. Therefore, we
have chosen to include partial waves up to lmax = 5 in the calculations presented in this chapter.
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The differences observed between using lmax = 4 and lmax = 5 for the other geometries studied
throughout this chapter were similar.
Figure 6.6: Cross sections as a function of electron energy for SE calculations using the same
parameters (cc-pVDZ basis set, deletion threshold of 10°7 and a = 16a0), and the partial waves
indicated for isolated p-BQ in the cluster geometry. The dashed blue line correspond to the
inclusion of partial waves up to lmax = 4, the solid black line corresponds to lmax = 5, and the
dashed red line corresponds to lmax = 6. All of them were calculated using the UKRmol suite.
In order to have a closer comparison with the results shown in chapter 3, we have used
the same basis set and deletion threshold to perform the calculations. The radius, however,
had to be larger due to the charge density of the complex orbitals. Table 6.5 summarizes the
parameters used to perform the calculations presented throughout this chapter.
Table 6.5: Parameters used in our SE calculations.
Basis set cc-pVDZ
Radius (a0) 16
No. Partial waves (lmax) 5
Del.Tresh. 10°7
No. Target states 1
No. VOs 10
The absolute energies obtained for both the complex and isolated target are presented in
table 6.6, as well as Stockett and Nielsen’s [50], together with our calculated dipole moments.
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Table 6.6: Absolute energies (in Hatree) and dipole moment (µ) of the ground state of the com-
plex p-BQ-H2O (in neutral and anion geometries) and isolated p-BQ. NC stands for the geom-
etry p-BQ possesses in the neutral complex; AC stands for its geometry in the anion complex;
NG corresponds to the equilibrium ground state geometry of the neutral target; and AG to the
equilibrium ground state geometry of the anion target. The energies in brackets were calculated
by Stockett and Nielsen [50] at B3LYP/6-311++G* level.
p-BQ-H2O Isolated p-BQ
Complex geom. Ground state geom.
NG AG NC AC NG AG
Energy
-455.300 -455.272 -379.254 -379.241 -379.258 -379.238
(-458.025) (-458.012) - - (-381.563) (-381.553)
µ (Debye) 0.676 2.018 0.020 0.091 0 0
Our calculated absolute energies are all higher than the ones calculated by Stockett and
Nielsen - however, from a qualitative point of view, we also obtain lower energies for the neutral
geometries (both in the complex and isolated) than the anion ones, as expected.
6.2.2 Preliminary results
In this subsection we present the preliminary results obtained for this study. Following the
work of Sieredzka [202], we looked at the direct and indirect effects of the water molecule, as
mentioned before: the former is related to the presence of the watermolecule itself, whereas the
latter is related to the change in the geometry of p-BQ, due to the hydrogen bonding (comparing
the equilibrium ground state and its geometry in the cluster). Both of these effects were studied
in the neutral and anion geometries of the complex and isolated p-BQ, for comparison. It
is important to mention that, as the equilibrium geometry (both neutral and anion) of p-BQ
possesses D2h symmetry, we could easily identify the irreducible representation corresponding
to each of the resonances visible in figure 6.7. However, as we mentioned in the beginning of
this section, the complex does not have any symmetry, which prevents us from providing any
direct information about the symmetry of the resonances. It is possible, though, to link the
observed resonances (identified using the cross sections and the time-delay analysis) to the
ones previously identified for the isolated ground state geometry. Unfortunately, the geometry
p-BQ assumes in the complex does not have any symmetry either.
We start by comparing the effect of hydrogen bonding of water molecule on the resonance
positions for the neutral system. Figures 6.7 and 6.8 presents the cross sections and time-delay,
respectively, calculated for p-BQ in its equilibrium ground state geometry, its geometry in the
complex (that is different from the equilibrium geometry, as we showed in table 3.7) and for the
complex itself.
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Figure 6.7: Cross section as a function of electron energy, calculated at SE level using the param-
eters listed in table 6.5. The dashed red line corresponds to the calculation performed using
the ground state equilibrium geometry of p-BQ; the dotted blue line to the isolated p-BQ in the
geometry it acquires in the complex; and the solid blue line to p-BQ-H2O in its ground state
equilibrium geometry.
Figure 6.8: The largest eigenvalue of theQ-matrix (time-delay) as a function of electron energy,
calculated at SE level, with the parameters listed in table 6.5. The dashed red line corresponds
to the calculation performed using the ground state equilibrium geometry of p-BQ; the dotted
blue line to the isolated p-BQ in the geometry it acquires in the complex; and the solid blue line
to p-BQ-H2O in its ground state equilibrium geometry.
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From figures 6.7 and 6.8 we observe that the presence of the water has a stabilization effect
on the position of all resonances, compared to the resonance positions of the isolated p-BQ in
the cluster geometry (direct effect). This stabilisation is negligible for the first resonance (see
table 6.10), but gets stronger as we go higher in energies. This is expected if we analyse the
orbitals participating in these resonances, shown in table 6.7: the orbitals corresponding to
the first resonance remain unaltered, whereas in the orbitals corresponding to the second and
third resonances are distorted/changed by the presence of water. These three resonances are
the shape ones we found for p-BQ in chapter 3 (two of shape, and one of mixed character).
Resonances p-BQ-H2O p-BQNC
1 (º Au)
2 (ºB3u)
3 (ºB2g )
Table 6.7: Orbitals involved in the three resonances identified in the SE cross sections and
time-delay analysis for the neutral complex and isolated p-BQ (in the equilibrium ground state
geometry). Resonance number 1 corresponds to electron attachment to the LUMO+1 orbital;
number 2 to the LUMO+3 and number 3 to LUMO+5. NC means we are using the isolated p-BQ
in the geometry it acquires in the neutral complex.
Contrary to the direct effects, the change of geometry of p-BQ in the cluster geometry leads
to a destabilisation of the resonances when compared to isolated p-BQ in the equilibrium
ground state geometry - indirect effect. Taking into account both direct and indirect effects,
the total effects leads to differences in the resonance positions are smaller than 0.14 eV (see
table 6.11).
The stabilizing effect of the water is also observed for the first two º§ shape resonances,
when we compare the complex and the isolated molecule in the anion geometries, as can be
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seen in the cross sections presented in figure 6.9, and respective time-delays shown in fig-
ure 6.10.
Figure 6.9: Cross section as a function of electron energy, calculated at SE level using the param-
eters listed in table 6.5. The dashed red line corresponds to the calculation performed using the
anion ground state equilibrium geometry of p-BQ; the dotted black line to the isolated p-BQ in
the geometry it acquires in the anion complex; and the solid black line to to p-BQ-H2O° in its
ground state equilibrium geometry.
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Figure 6.10: The largest eigenvalue of theQ-matrix (time-delay) as a function of electron energy,
calculated at SE level, with the parameters listed in table 6.5. The dashed red line corresponds
to the calculation performed using the anion ground state (gs) equilibrium geometry of p-BQ;
the dotted black line to the isolated p-BQ in the geometry it acquires in the anion complex; and
the solid black line to p-BQ-H2O° in its ground state equilibrium geometry.
However, the most obvious differences lay above 7 eV. Both isolated p-BQ in the cluster
anion geometry and the complex in the anion geometry lead to the presence ofmore peaks than
those observed before for the neutral geometry (and also for the equilibrium anion geometry
of the isolated molecule), as seen in figures 6.9 and 6.10. We investigated whether these two (in
the case of the cross sections, but three in the case of time-delay) "resonance-like"peaks were
physical, as they have not been observed before. Several tests were performed:
• The inclusion of higher partial waves up to lmax = 6 retained the two peaks in the cross
sections;
• The calculations for the isolated p-BQ were run using two different point groups - in Cs
andC1 - as, numerically, the integral calculations could be affected and affect the results.
However, identical cross sections were obtained;
• To exclude any linear dependence problems, we run the calculations using a deletion
threshold of 1x10°5. Negligible differences in the results were obtained;
• We also tested the effect of using the UKRmol+ suite in this calculation: it was mentioned
in chapter 5 that, for alanine, significant differences were observed when comparing
the results obtained with UKRmol and UKRmol+, due to the integrals evaluation being
more accurate in the latter. However, in this case and as it was seen for p-BQ itself, no
differences were observed between the calculations with the two codes.
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We also looked carefully at the VOs energy in each calculation, in order to identify any
differences that would justify the appearance of these features, but our analysis was unfruitful.
None of our tests indicated the peaks visible above 7.5 eV are not physical. On the other hand,
however, nothing that we looked at justifies how the change in geometry and reduction in
symmetry leads to the appearance of the additional peaks, since this happens for one less
symmetric geometry (anion) but not the neutral one, as seen in figures 6.7 and 6.8.
To identify the origin of these two additional features, and confirm their physical nature,
further investigations are needed that would include running the calculations with a different
basis set and the investigation the poles linked to the peaks to assess which orbitals play a role
in the resonance formation. In the absence of these (due to lack of time), from now on, we will
only focus on the first two º§ resonances for p-BQ-H2O in the anion geometry and the isolated
p-BQ in the cluster anion geometry.
The shape of the orbitals for the anion geometry is identical to the ones presented before
(see table 6.7) for the neutral geometry, as is the distortion effect from the water molecule.
Therefore, these orbitals are not plotted. Looking at the differences in the resonance positions,
one would expect a more significant distortion of the orbitals in this case. However, that was
not observed, and a more subtle effect might be taking place.
As presented in chapter 3, the resonances in p-BQ are very geometry dependent. Similarly
to what was observed for the ground state geometry of the neutral and anion molecules, the
resonances for the complex are shifted to lower energies (although by a smaller amount than in
the p-BQ case) when the anion geometry is used. In figures 6.11 and 6.12 we present the cross
sections and time-delay, respectively, for both geometries of the p-BQ-H2O complex, where this
effect is evident in the first two º§ resonances.
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Figure 6.11: Cross section as a function of electron energy, calculated at SE level using the
parameters listed in table 6.5 for the complex. The solid blue line corresponds to the calculation
performed using the neutral equilibrium geometry of the complex, and the solid black line to
the calculation using its anion equilibrium geometry.
Figure 6.12: The largest eigenvalue of theQ-matrix (time-delay) as a function of electron energy,
calculated at SE level, with the parameters listed in table 6.5. The solid blue line corresponds to
the calculation performed using the neutral equilibrium geometry of the complex and the solid
black line to the calculation using its anion equilibrium geometry.
A summary of the resonance positions and widths are presented in table 6.8.
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Table 6.8: Positions and widths (in brackets) in eV for the resonances calculated at SE level for
the complex p-BQ-H2O and for the isolated p-BQ in the equilibrium ground state and in the
complex geometries. The labels are the following: NC stands for the geometry p-BQ possesses
in the neutral complex; AC stands for its geometry in the anion complex; NG corresponds to the
equilibrium ground state geometry of the neutral target; and AG to the equilibrium ground state
geometry of the anion target. The widths were obtained with RESON (see chapter 2), except the
ones that are approximated values (preceded by º): those were obtained by a manual fit of the
time-delay.
p-BQ-H2O p-BQ
Complex geom. Ground state geom.
Res. NG AG NC AC NG AG
1 2.82 2.49 2.85 2.82 2.69 2.56
(0.403) (0.332) (0.521) (0.488) (0.439) (0.369)
2 4.27 4.25 4.43 4.69 4.39 4.35
(0.976) (0.897) (1.019) (0.921) (0.875) (0.879)
3 º9.3 - 9.68 - 9.25 9.14
(º2.5) (º2.5) (2.350) (2.303)
From a general look at table 6.8, we observe that the resonance widths are fairly consis-
tent between geometries, with a tendency to be narrower when the anion geometry is used
(compared with the respective neutral target and geometry). We can also observe that the cal-
culations performed for the isolated p-BQ in the geometry it possesses in the complex (both in
the neutral and anion geometry) give resonance positions higher than those obtained using the
ground state equilibrium geometry or the complex one.
To fully understand the water effect on the resonance positions of p-BQ, we should look at
the indirect and direct effects separately.
I ND I R ECT E F F ECTS
As mentioned before, the indirect effects are linked to the differences in the geometry of
p-BQ, namely between its equilibrium ground state geometry when isolated, and the geometry
it has in the cluster.
Unsurprisingly, the use of the ground state equilibrium geometry has a stabilisation effect
over all the resonances, compared to the ones obtained using the geometry in the cluster (see
figure 6.8 and 6.10 for time-delays using the neutral and anion geometries, respectively). As
observed before by Sieradzka et al. [149], this stabilisation effect is observed when the bond-
lengths are bigger.
The resonance shifts are presented in table 6.9. Although the shifts are not very significant,
it is worth noticing the resonances are not all destabilized by the same amount.
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Table 6.9: Shifts (in eV) in resonance positions of isolated p-BQ in the complex geometry, with
respect to isolated p-BQ in its ground state equilibrium geometry, for both neutral and anion
geometries.
Resonance 1 2 3
Neutral geom. 0.16 0.04 0.43
Anion geom. 0.26 0.34 -
D I R ECT E F F ECT S
In figures 6.8 and 6.10 we could also observe the behaviour of the resonances corresponding
to the isolated p-BQ in the cluster geometry, and the cluster itself. This allow us to look at the
direct effect of the water molecule. What we can easily conclude, for both neutral and anion
geometries, is that the water has a stabilisation effect in all resonances, as expected in cases
where the water behaves as a hydrogen donor in the hydrogen bond, as seen before for other
targets [18, 149, 200].
Table 6.10 presents the shifts calculated for the all the resonances identified in the complex,
with respect to the ones for isolated p-BQ in the complex geometry.
Table 6.10: Shifts (in eV) in resonance positions of the complex, with respect to isolated p-BQ
in the complex geometry, for both neutral and anion geometries.
Resonance 1 2 3
Neutral geom. -0.03 -0.16 -0.38
Anion geom. -0.33 -0.44 -
In this case, it is clear that the stabilization effect tends to be bigger as we go higher in
energy. Similarly to what we observed before in the indirect effects, the resonances in the anion
geometries are more affected by changes in the environment than in the neutral geometries.
TOTA L E F F ECTS
The total effects of micro-hydration are given by the sum of the direct and indirect effects.
As reported before by Sieradzka et al. [153] for pyrazine, the change in the geometry induced
by the water molecule has an opposite effect on the resonance positions to the presence of the
water itself, and the latter is, in general, more significant - the direct effects are stronger than
the indirect ones. The total effects are summarized in table 6.11.
Table 6.11: Shifts in resonance positions of isolated p-BQ in its equilibrium geometries with
respect to the complex in its equilibrium geometries.
Resonance 1 2 3
Neutral geom. 0.13 -0.12 0.05
Anion geom. -0.07 -0.10 -
In summary, the indirect effect (caused by the geometry changes) has a bigger influence
for the neutral geometries than the anion ones, except for the second resonance. On the other
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hand, the direct effects (caused by the water presence) seem to be more prominent when the
anion geometries are used, although none of these values are particularly significant.When
the total effects (sum of the indirect and direct effects) are taken into account, shifts on the
resonance positions (either stabilisation or destabilisation) of less than 0.15 eV are found.
From a qualitative point of view, our results agree with those obtained by Sieradzka et
al. [149] for pyridine and thymine [203], and Freitas et al. [200] for formic acid.
These calculations per themselves do not provide us a conclusive picture of the effect of a
single water molecule in the electron collision process with p-BQ, as they were performed at a
very basic level, and important effects (like polarization/correlation) need to be considered for
more accurate results.
6.2.3 Comparison with experiments
As explained in section 6.2, we have used the work of Stockett and Nielsen [50] as the starting
point for our studies with p-BQ-H2O.
Any comparison with the experiments has to be made using the anion geometry of p-BQ
and respective cluster, as Stockett and Nielsen studied the p-BQ anion. As our resonance posi-
tions are typically calculated with respect to the ground state of the neutral molecule, the VDE
needs to be taken into account (to provide the transition energies from the anion ground state).
As discussed in chapter 3, our calculated VDE (1.95 eV) for the anion geometry is in good agree-
ment with the literature due to a compensation of errors. Therefore, and because our calculated
VDE for the complex at HF level is clearly wrong (1.57 eV: the fact that is smaller than the VDE
for the isolated molecule indicates that there is a destabilisation of the (bound) anion ground
state), we have chosen to use the VDE reported by Stockett and Nielsen [50] for the isolated
p-BQ anion and the p-BQ-H2O cluster in the anion geometry. These values are presented in
table 6.12, for the anion geometry of the cluster, and the ground state equilibrium geometry of
isolated p-BQ.
Table 6.12: Resonance positions (in eV) calculated for the equilibrium geometries of p-BQ° and
p-BQ-H2O°. ¢E corresponds to the energy difference between the resonance positions for AG
geometries.
p-BQ-H2O p-BQ ¢E
VDE [50] 2.52 2.06
1 (ºAu) 2.49 5.01 2.56 4.62 0.39
2 (ºB3u) 4.25 6.77 4.35 6.41 0.36
As expected, these resonance positions are significantly overestimated compared to their
real position (see chapter 3 for more accurate results for the isolated p-BQ in its equilibrium
ground state geometry), due to the absence of polarisation in our calculations. The¢E, however,
is slightly different for both resonances, and seems to indicate that the water has a stronger
effect on the second resonance. This effect, however, is not bigger than 0.4 eV. Taking into
account that these results are only preliminary, these values are considered small enough to be
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in agreement with Stockett and Nielsen’s results [50]: the water effect in the transition energies
of the p-BQ° is very small.
6.2.4 Section remarks
In this section we were mainly focused on the effect of a single water molecule on the reso-
nance positions of p-BQ, in its neutral and anion equilibrium ground state geometries. To
better understand this effect, four geometries were studied. Our general observation is that
the water molecule does not affect significantly the resonance spectrum - however, a potential
resonance was observed at higher energies for the isolated p-BQ in the anion cluster geometry,
and for the cluster itself in the anion geometry. Although none of our tests seem to refute the
physical character of this resonance, its appearance due to the geometric changes are still to be
explained.
As reportedby Stockett andNielsen [50], for efficient electron transport, a certain robustness
of the electron acceptor to the micro-environment and to any fluctuations is needed. Ideally,
the excited-state energies of p-BQ° should be unaffected by any local changes. Their results
imply that the stabilisation of the resonances and the bound state of p-BQ° due to the presence
of a water molecule are quantitatively similar. In other words, the shift of the energy of the
anion is similar to those of the resonances. Our results at SE level show that the total effect of
the water molecule on the resonances is indeed small, and quite similar in size: around 0.1 eV,
as shown in table 6.11.
The 0.46 eV shift in the VDE reported by Stockett and Nielsen, calculated at DFT level, is
clearlymuch larger than the onewe find for the resonances. If this value is correct, this indicates
that a more accurate calculation of the resonance shifts should produce a value 3 or 4 times
higher than that obtained at SE level: prior experience from SMC calculations points at the SE
and SEP approximation producing shifts of a similar size [200, 204], although this could not be
confirmed with earlier R-matrix calculations [202]. We note that, in any case, all prior studies
involved polar molecules.
Two additional things to note: firstly, our VDE shift calculated at HF level indicate a desta-
bilisation of the (bound) anion ground state. This is clearly incorrect and shows that either the
HF calculation is very poor at describing this system or that the geometries we are using (opti-
mised at DFT level) are inconsistent with a HF calculation (or perhaps both). Also, both direct
and indirect effects on the resonances are much larger than for the neutral geometries: if one
of these effects is overestimated for the anion geometries (for example, because of a not very
appropriate choice of ground state (isolated or cluster) geometry), a more accurate calculation
would lead to bigger shifts for the resonances, more consistent with the VDE shift calculated at
DFT level.
In conclusion: our simple SE calculations do seem toprovide a picture that is consistentwith
the experimental results of Stockett and Nielsen [50]. More accurate calculations are required
to confirm them.
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This work was focused on low-energy electron collisions with medium-sized biologically rele-
vant molecules: p-BQ (in its neutral and anion equilibrium geometries), thiophene and alanine.
For all of these targets, we provided elastic and inelastic integral cross sections and elastic dif-
ferential cross sections (and also inelastic ones for thiophene), as well as resonance positions
and other characteristics. We also briefly studied the effect of one water molecule on the shape
resonance positions of p-BQ and the transition energies of the p-BQ°, motivated by the exper-
imental work of Stockett and Nielsen [50], as well as photodetachment of p-BQ°. To perform
our calculations we used the ab initio R-matrix method, and three levels of approximation: SE,
SEP and CC (see chapter 2). The combination of these three methods allowed us to identify
and characterize a large number of resonances for all three targets, most of which had not been
identified before.
We started by studying p-BQ, chosen due to its centrality in some biological processes, as
presented in chapter 3. Although it has been studied extensively, especially over the last years,
a consistent resonance spectrum is yet to be revealed. The fact that the resonance positions in
p-BQ are very geometry dependent, combinedwith the large number of resonances it possesses,
makes it an extremely interesting target to study - as demonstrated by the increasing number
of publications that have emerged recently. Due to the relevance of p-BQ in electron transfer re-
actions, its photodetachment process has been widely studied, andmotivatedmost of the work
to clarify its resonant spectrum. Therefore, and with the aim of looking at its photodetachment
spectra, we also performed scattering calculations for the ground state equilibrium geometry
of the anion p-BQ.
We provided a detailed resonant spectrum of p-BQ in the energy range of 0-8 eV, and com-
pared our resonance positions and characteristics (widths and character) with data provided
by other groups, who used different theoretical methods, and also with experiments. The agree-
ment was, in general, satisfactory for the low-lying resonances. Quantitatively, our results agree
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best with those of Kunitsa and Bravaya [107]. As we go higher in energy the agreement gets
worse and there is significantly less information available in the literature. Our results revealed
a strong sensitivity of resonance positions to the geometric changes. The character of some
resonances was different from the ones obtained previously for the ground state equilibrium
geometry of the neutral p-BQ, and also geometry dependent.
A link between our resonances and the DEA peaks obtained experimentally by Khvostenko
et al. [114] and Pschenichnyuk et al. [113] was also attempted. Since p-BQ possesses a lot of res-
onances very close in energy, it is not straightforward to rationalize which peak(s) corresponds
to a particular resonance. Our approach was to link them by energy ranges, taking into account
flair energy proximity.
For this target we presented our calculated integral and differential cross sections: the for-
mer were used in combination with the time-delay analysis to identify and characterize the
resonances. We were able to compare our calculated DCS with other theoretical results ob-
tained with the IAM-SCAR and the SMC-PPmethods [101]. The agreement with our results was
better with the latter, as expected. State-to-state inelastic cross sections were not calculated, as
there were no available experiments to compare with.
Although we have provided a detailed resonant spectrum that can help those studying the
photodetachment process of p-BQ°, more accurate calculations need to be performed and
nuclear degrees of freedom to be included in those, which is impossible to do for all the degrees
of freedom of this target. For simpler molecules, such as water, it is nowadays possible to
incorporate all three degrees of freedom.
In the future, we recommend performing these calculations using a smaller deletion thresh-
old, using UKRmol+ suite in quadruple precision, to confirm the accuracy of the results pre-
sented in chapter 3. In addition, our results could be verified if further experiments were per-
formed, particularly EELs or Velocity Slice Imaging. The latter could provide information about
the symmetry of the resonances, crucial to check the symmetry assigned the resonance in earlier
experiments.
Although presented in a separated chapter, as preliminary results, we performed two addi-
tional different studies involving p-BQ: (i) an attempt tomodel the photodetachment process of
its anion, adapting the actual code used to perform photoionization calculations; and (ii) study
the effect of a single water molecule hydrogen-bonded to the anion in the transition energies
between the anion bound state and the resonances. Due to time and computational limitations,
both of these studies were performed using very simple models, and the results presented for
the former should be seen as a proof of concept.
The calculations with the p-BQ-H2O dimer were performed only at SE level, using the geom-
etry of the neutral and anionic cluster. We have demonstrated that the indirect effects (caused
by the changed in the geometry of p-BQ induced by the formation of hydrogen-bondwithwater,
but where thewatermolecule is not considered) have a destabilization effect over the resonance
positions when compared to the isolated p-BQ - this effect was observed for both neutral and
anion geometries. On the other hand, the direct effect caused by the water presence (we com-
pare the cluster itself with the isolated p-BQ in the cluster geometry) has a stabilizing effect
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over resonance positions, stronger than the indirect one for the majority of the resonances. The
total effects (sum of the indirect and direct effects) play a stabilizing role in some resonances,
whereas others are destabilized. Nonetheless, these shifts on the resonance positions (either
stabilization or destabilization) are of less than 0.15 eV.
Althoughour results are preliminary, they are fairly consistentwith Stockett andNielsen’s [50]
experimental observations, that a single water molecule does not have a significant affect over
the transition energies of p-BQ anion. Although the water molecule has different effects over
the resonance positions (in some cases it stabilizes the resonances, whereas in others it desta-
bilizes), that effect seems to be small (around 0.4 eV according to our results).
Two systems revealed the presence of two higher energy resonances that we were not ex-
pecting: the isolated p-BQ in the cluster anion geometry, and the cluster itself in the anion
geometry. We investigated these two resonances carefully, and performed several tests includ-
ing the use of UKRmol+ (instead of UKRmol), different deletion thresholds to discard any linear
dependency issues, and also the inclusion of more partial waves. None of our tests indicated
that these two features were unphysical; on the other hand, looking at the energy of the VOs
used to generate the L2 functions, nothing seems to justify the appearance of a new resonance,
so further investigations are required.
Finally, in order to fully understand the hydration effect in the biological environment,
studies using more water molecules would be needed (such as those of Sieradzka [203] for
thymine, where up to 5 molecules were included).
The next target we studied was thiophene. We provided a detailed resonance spectrum
within the energy range of 0-10 eV, as well as elastic and inelastic integral and differential cross
sections, and excitation functions for the same energy range.
For the pure shape resonances, our calculations agree well with previous calculations and
experiments - however, the accurate position of the æ§ resonance is still to be determined.
As for the core-excited resonances, our results were confirmed by the EELs results, where
an excellent agreement was obtained for several resonances. However, some of our calculated
resonances are still to be confirmed by other methods. We were also able to link some of our
core-excited resonances to the DEA spectra of Muftakhov et al. [127]. Unfortunately, for the
higher-lying resonances, this assignment is not straightforward as there are several resonances
very close in energy. Although we appreciate this is a crude approximation, we used the same
approach as for p-BQ and linked our results with the peaks in the DEA spectra taking into ac-
count their energy proximity. In the future, it could be helpful to understand which resonances
are indeed dissoactive, similarly to what we did for the six low-lying resonances of p-BQ.
Unlike the other targets studied in this thesis, we were able to compare all of our results with
other theoretical (IAM-SCAR and SMC-PP) and experimental (EELs) data, and the comparison
is, in general, very satisfactory. In particular:
• Our calculated integral cross sections were in good agreement, specially in shape, with
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the ones calculated by da Costa et al. [126] using the SMC-PP method, at SEP level. The
more significant differences were observed for lower energies, where our cross sections
are higher;
• The DCS were compared to the ones obtained with the IAM-SCAR method; it is well
known the later method fails for lower energies. Despite this, the agreement was reason-
ably good, especially at higher energies;
• Our core-excited resonance positions were compared with the EELs results obtained by
Regeta [47], for two different scattering angles and three energy losses: four of our core-
excited and mixed core-excited shape resonances were visible in the experimental excita-
tion functions, and the agreement was excellent both in the size of the cross sections (we
compared absolute values, specially for the first two triplet states) and in the resonance
positions (although it is well known that our results are shifted to higher energies).
Although we have not presented those results in this thesis, we have complemented and
compared our integral cross sections with several variations of the IAM-SCARmethod, as can
be seen elsewhere [49].
The general good agreement between our results and the ones obtained with different the-
oretical and experimental methods, indicates that our calculations are modelling the physics
of the collision process accurately, as it was seen before for other target molecules (see e.g. ref-
erence [153]). This is particularly visible when comparing our calculated excitation functions
with EEL results, for a specific state and angle, for which the agreement is excellent. However,
it seems that our usual strategy to determine how to model the polarization effects fails in this
system, as demonstrated by the uncertainty about the position of the æ§ resonance. With thio-
phene (particularly with the comparison between our results and the EEls ones) we have also
demonstrated that it is now possible to provide quantitatively accurate cross sections for low
energy electronic excitation of low-lying states of biologically relevant molecules.
The last molecule studied in this thesis was alanine. Being an aminoacid, its biological
relevance is evident. This molecule revealed to be the biggest challenge compared to the other
targets, not only due to its size and absence of symmetry, but also because our preliminary
results were not in agreement with previous R-matrix calculations from Fujimoto et al. [185,
186]. We found an additional resonance in our results around 6 eV, that had not been reported
before theoretically. To convince ourselves that the resonance was not an artifact of the calcula-
tion, several tests were performed with different input parameters and for different conformers.
However, it was the choice of the deletion threshold that revealed to be crucial to identify this
resonance.
Our efforts allowed us to establish a new scattering model for scattering calculations with
alanine, improving the previous R-matrix calculations performed by Fujimoto et al. [186], and
providing information for the core-excited resonances.
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We compared the position of the low-lying º§ shape resonance with other calculations and
experiments, finding a reasonably good agreement. The samewas observed for the higher-lying
resonance (above 8 eV). Although none of the previous calculations reported a resonance at
around 6 eV, there areDEA experiments that provide evidence for a resonancewithin this energy
range.
For the core-excited resonances we discussed their position and widths andmade, as much
as possible, a link to the available literature, that is scarce for these resonances. A link between
our resonance positions and theDEA peaks observed by Ptasínska et al. [188], Vasil’ev et al. [190]
and Scheer et al. [189] was also presented. As we already stated, this task is much harder due to
the energy proximity of the core-excited resonances.
We believe that there aremore resonances to be identified in alanine than the ones reported
in this work. As it is such a complex target, further studies would be fundamental both to verify
the resonant features we found, and also to provide some insights into alanine fragmentation.
To finalize, it is important to look more broadly at our results and make some general re-
marks:
• We have identified, for all targets, a large number of resonances, most of which had not
been identified before. The simultaneous comparison between the time-delay analysis
and the cross sections revealed to be a powerful combination to identify and characterize
resonances, as the eigenphase sum does not always reveal the presence of all resonances,
as we have explained before;
• Our calculations allowed us to model resonances accurately, specially the low-lying ones,
where a general good agreement was found with the literature for the majority of the
targets. However, whereas for some, as thiophene, the agreement even between our
higher-lying core-excited resonances and EELs experiments is excellent, for others, as
p-BQ, some uncertainty still remains due to the lack of experimental data;
Summarizing the conclusions for all the chapters and based on the experience gained in
this thesis, we believe further efforts should be applied in the following aspects:
• Develop amore accuratemethodology to find howmany VOs (i.e. polarization) should be
included in the calculations. As we have shown, our usual strategy works reasonably well
(specially for shape resonances), but not for all types of systems: as seen in thiophene,
the position of the more broad æ§ resonance is still to be described;
• Using larger CAS models to ensure a better description of the electronically excited states
as well (and therefore, a more accurate description of the core-excited resonances). The
issue regarding this approach is the size of the calculations, that would be huge specially
for bigger molecules as the ones studied in this thesis;
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• From the experimental point of view, it is crucial to obtain more information on core-
excited resonances, which would require the development of higher-resolution set-ups,
in experiments like ETS, for example, and more EEL experiments, that proved to be of
great help identifying resonances. Velocity Slice Imaging experiments would also be very
helpful, specially for the match of our calculated higher energy resonances with experi-
ments, as symmetry information would be given.
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