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Resumen
En el presente artı´culo se muestra un esquema de identiﬁcacio´n y control que sintoniza en lı´nea las ganancias proporcional,
integral y derivativa de un controlador PID discreto aplicado a un sistema dina´mico SISO. Esto se logra empleando una red neuronal
de base radial con funciones de activacio´n wavelet hijas Morlet (wavenet) adicionalmente en cascada un ﬁltro de respuesta inﬁnita
al impulso (IIR). Dicho esquema es aplicado en tiempo real para controlar la velocidad de un motor de induccio´n de CA trifa´sico
del tipo jaula de ardilla (MIJA) alimentado con un variador de frecuencia trifa´sico, de esta forma se muestra co´mo este esquema de
identiﬁcacio´n y control en lı´nea, puede ser implementado en este tipo de plantas que son ampliamente utilizadas en la industria, sin
la necesidad de obtener los para´metros del modelo matema´tico del conjunto variador de frecuencia-motor de induccio´n trifa´sico.
Se presentan los resultados obtenidos en simulacio´n nume´rica y experimentales, empleando para esto la plataforma de LabVIEW.
Copyright c© 2013 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Los controladores ma´s utilizados actualmente en la indus-
tria son los controladores PID cla´sicos o alguna de sus modiﬁ-
caciones. Sin embargo, el algoritmo PID lineal es difı´cil de sin-
tonizar cuando el proceso a controlar presenta dina´micas com-
plejas, zonas muertas y caracterı´sticas altamente no lineales. En
(Perez-Poloa et al., 2008) emplean la teorı´a de bifurcacio´n para
tomar en cuenta restricciones en la accio´n integral en el disen˜o
de un controlador PID para un sistema no lineal (giroscopio),
donde disen˜an el controlador con el enfoque de Lyapunov que
garantiza que el giroscopio sea estable en lazo cerrado, sin em-
bargo concluyen que se requieren considerables esfuerzos pa-
ra la sintonizacio´n de las ganancias del PID propuesto. Una
ventaja del algoritmo de identiﬁcacio´n y control PID wavenet
propuesto en el presente artı´culo, es que no requiere el modelo
del sistema, adema´s que las ganancias se van auto-ajustando en
lı´nea.
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Existen distintas te´cnicas analı´ticas y experimentales con el
ﬁn de sintonizar las ganancias del controlador PID (Astro¨m and
Ha¨gglund, 2006). Una alternativa es auto-sintonizar en lı´nea di-
chas ganancias como en (Aguado-Behar and Martı´nez-Iranzo,
2003; Sedighizadeh and Rezazadeh, 2008; Cruz-Tolentino et al.,
2010; Jahedi and Ardehali, 2012) donde utilizan redes neuro-
nales artiﬁciales wavenet para identiﬁcar la planta y calcular
esas ganancias. En particular en (Cruz-Tolentino et al., 2010)
se obtienen resultados experimentales del control de la velo-
cidad angular de un motor de CD, mientras que en (Sedighi-
zadeh and Rezazadeh, 2008) emplea la wavelet RASP1 en la
aplicacio´n del control de una ma´quina ele´ctrica. En el presente
trabajo se utiliza la wavelet Morlet, con el ﬁn de controlar la ve-
locidad angular de un motor de induccio´n de CA trifa´sico. En
(Domı´nguez-Mayorga et al., 2012) se realiza un estudio compa-
rativo en la aproximacio´n de sen˜ales empleando para esto una
red neuronal y doce diferentes tipos de wavelets, donde se con-
cluye que la wavelet madre que mejores resultados presenta es
la wavelet Morlet, en dicho estudio fue la u´nica que alcanzo´ el
umbral mı´nimo ﬁjado en menos de las 400 iteraciones, ası´ como
tambie´n es la que presenta un descenso mayor de la energı´a del
error durante las primeras 50 iteraciones. Adema´s, empleando
dicha wavelet Morlet se hace un estudio comparativo haciendo
una variacio´n en el nu´mero de neuronas. Por esta razo´n, en el
presente artı´culo se emplea dicha wavelet para la identiﬁcacio´n
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del motor de CA. Dichos motores son mejor conocidos como
los caballos de batalla de la industria (Bocker and Mathapati,
2007), son muy utilizados debido a sus ventajas como la ﬁabili-
dad, eﬁciencia y bajo costo en comparacio´n a otros motores uti-
lizados en aplicaciones similares. Existen algunas te´cnicas para
regular la velocidad de esta´s maquinas ele´ctricas como el con-
trol de campo-orientado o tambie´n llamado control-vectorial,
el control sin sensores y algunos basados en redes neuronales,
entre otros (Bocker and Mathapati, 2007; Holtz, 2002; Mera-
bet A. and Bui, 2006). En las estrategias de control cla´sicas
para el disen˜o de controladores de velocidad para motores de
CA, se requiere del modelo matema´tico con los para´metros ob-
tenidos de forma experimental, lo que implica realizar pruebas
de: rotor bloqueado, sin carga y de corriente directa (Chapman,
2012). Estas pruebas requieren de equipo de medicio´n y la ma-
nipulacio´n fı´sica del motor, tareas no evidentes de realizar por
los ingenieros de mantenimiento y automatizacio´n en lı´neas de
produccio´n industrial. Ası´ que, en el presente trabajo se propo-
ne un algoritmo que evita realizar las pruebas de identiﬁcacio´n
parame´trica que implican tiempo de desarrollo y evidentemen-
te incremento de costos, para esto se propone un algoritmo de
identiﬁcacio´n y control en lı´nea para el conjunto motor de CA y
variador de frecuencia, como una opcio´n que ayude a los inge-
nieros de automatizacio´n y mantenimiento industrial a regular
la velocidad de motores de CA para procesos industriales. Pa-
ra aplicar el esquema de identiﬁcacio´n y control mostrado en
el presente artı´culo, se utilizan solamente las mediciones de la
entrada y salida del conjunto motor de CA y variador de fre-
cuencia. En dicho esquema no se requiere el modelo matema´ti-
co ni los para´metros de la ma´quina ele´ctrica en conjunto con el
variador de frecuencia. Existen trabajos similares como (Islas-
Go´mez et al., 2010; Payakkawan et al., 2009), donde se muestra
la identiﬁcacio´n y control wavenet de un motor de corriente di-
recta con imanes permanentes, en donde se obtienen resultados
experimentales con un buen desempen˜o en el control de velo-
cidad. Recientemente, se han venido aplicando las redes neuro-
nales wavelets en combinacio´n con controladores PID (Wu and
Jhao, 2012; Farahani, 2012; Jahedi and Ardehali, 2012; Lin,
2009), obtenie´ndose resultados alentadores.
El artı´culo esta´ organizado de la siguiente manera: la des-
cripcio´n del esquema de identiﬁcacio´n y control que se propone
se da en la Seccio´n 2. En la Seccio´n 3 se presentan los resulta-
dos de las simulaciones nume´ricas en lazo cerrado. En la Sec-
cio´n 4 se describen los resultados experimentales, mientras que
en la Seccio´n 5 se dan los resultados experimentales aplican-
do una perturbacio´n a la planta. Finalmente, las conclusiones y
trabajo futuro sobre los resultados obtenidos se presentan en la
Seccio´n 6.
2. Controlador PID wavenet
La arquitectura propuesta en este artı´culo concierne a un
controlador PID wavenet que se muestra en la Figura 1, la cual
incluye tres etapas en donde se pueden observar las siguientes
variables: r(k) que representa el ruido en la medicio´n de la sen˜al
de salida, v(k) es una sen˜al persistente, ε(k) es el error de segui-
miento y se deﬁne como la diferencia entre la salida del sistema
y(k) y la sen˜al de referencia yre f (k), mientras que e(k) es el error
de identiﬁcacio´n deﬁnie´ndose como la diferencia entre la sen˜al
de salida y(k) y la sen˜al de salida de la red wavenet yˆ(k), u(k)
es la sen˜al de control y Γˆ(k) es la funcio´n que se emplea para
adaptar las ganancias p(k), i(k) y d(k) del controlador PID. A
continuacio´n se describen cada una de estas etapas.
Figura 1: Esquema a bloques del controlador PID auto-sintonizado mediante
una red neuronal wavenet para un sistema dina´mico SISO.
2.1. Identiﬁcacio´n del sistema
En el presente trabajo el proceso de identiﬁcacio´n se ha-
ce mediante una red neuronal de base radial donde las funcio-
nes de activacio´n son wavelets hijas ψ j(τ) del tipo Morlet, una
motivacio´n para seleccionar este tipo de wavelet se muestra en
(Domı´nguez-Mayorga et al., 2012) donde se hace un estudio
comparativo entre un grupo de doce wavelets en simulacio´n
nume´rica y experimental. Para reducir los efectos inherentes de-
bido al ruido en las mediciones se le an˜adio´ a la salida de la red
wavenet un ﬁltro IIR en cascada, que tiene como funcio´n po-
dar las neuronas que tienen poca contribucio´n en el proceso de
identiﬁcacio´n, permitiendo con esto reducir el ruido y el nu´me-
ro de iteraciones en el proceso de aprendizaje (Haykin, 2001).
Dichos elementos se observan en las Figuras 2 y 3, respectiva-
mente. La funcio´n wavelet ψ(k) es llamada madre, porque a
Figura 2: Esquema de una red neuronal wavenet con ﬁltro IIR, donde las
wavelets hijas esta´n deﬁnidas de la siguiente manera ψ1 = ψa1 ,b1 . . . ψl =
ψal ,bl . . . ψL = ψaL ,bL .
partir de ella se generan wavelets hijas con los para´metros de
dilatacio´n o contraccio´n y translacio´n, representadas matema´ti-
camente como (Daubechies, 1992):
ψal,bl (k) =
1√
al
ψ(τl) (1)
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Figura 3: Estructura del ﬁltro IIR.
con al  0; al, bl ∈ R y τl = k−blal donde al es la variable de
escala, que permite hacer dilataciones y contracciones; y bl es
la variable de translacio´n, que permite el desplazamiento en el
instante k. La representacio´n matema´tica de la wavelet Morlet
esta´ dada por (Daubechies, 1992):
ψ(τl) = cos(w0τl)e−0.5τ
2
l (2)
La sen˜al aproximada por la wavenet con ﬁltro IIR yˆ(k) puede
ser calculada como:
yˆ(k) =
M∑
i=0
ciz(k − i)u(k) +
N∑
j=1
d jyˆ(k − j)v(k) (3)
donde
z(k) =
L∑
l=1
wlψl(k) (4)
L es el nu´mero de wavelets hijas, wl son los pesos de cada neu-
rona en la wavenet, ci y d j son los coeﬁcientes de adelanto y
atraso del ﬁltro IIR, respectivamente, mientras que M y N son
el nu´mero de los coeﬁcientes de adelanto y atraso del ﬁltro IIR,
respectivamente, v(k) es la sen˜al de persistencia, que en este
artı´culo tiene la caracterı´stica de tener una amplitud ma´xima
de 0.1. Los para´metros de la wavenet, en forma vectorial esta´n
dados por:
A(k)  [a1(k), a2(k), · · · , aL(k)]T (5)
B(k)  [b1(k), b2(k), · · · , bL(k)]T (6)
W(k)  [w1(k), w2(k), · · · , wL(k)]T (7)
y los para´metros del ﬁltro IIR, representados de la misma for-
ma:
C(k)  [c0(k), c1(k), · · · , cM(k)]T (8)
D(k)  [d1(k), d2(k), · · · , dN(k)]T (9)
Los cuales son optimizados mediante un algoritmo de aprendi-
zaje basado en mı´nimos cuadrados medios (LMS), esto se rea-
liza mediante la minimizacio´n de una funcio´n de costo E. Para
lograr esto se deﬁne el error de estimacio´n e(k) como:
e(k)  y(k) − yˆ(k) (10)
La funcio´n de energı´a del error de estimacio´n se deﬁne por:
E  1
2
T∑
k=1
e2(k) (11)
Para minimizar E se aplica el me´todo del gradiente de pasos
descendentes, que utiliza las siguientes derivadas:
∂E
∂wl(k)
= −e(k)C(k)TΨl(τl)u(k) (12)
∂E
∂bl(k)
= −e(k)C(k)TΨbl (τl)wl(k)u(k) (13)
∂E
∂al(k)
= τl
∂E
∂bl(k)
(14)
∂E
∂cm(k)
= −e(k)z(k − M)u(k) (15)
∂E
∂dn(k)
= −e(k)yˆ(k − N)u(k) (16)
donde
Ψl(τl) = [ψl(τl), ψl(τl − 1), . . . , ψl(τl − M)]T (17)
Ψbl (τl) =
[
∂ψl(τl)
∂bl(k)
, ∂ψl(τl−1)
∂bl(k)
, · · · , ∂ψl(τl−M)
∂bl(k)
]T
(18)
y la derivada parcial de ψl con respecto a bl es
∂ψl(τl)
∂bl
=
1
al
[ω0sen(ω0τl)e−0.5τ
2
l + τlψl(τl)] (19)
La actualizacio´n de los para´metros debe cumplir con la siguien-
te regla (Cruz-Tolentino et al., 2010; Sedighizadeh and Rezaza-
deh, 2008)
Δθ(k) = − ∂E
∂θ(k)
(20)
θ(k + 1) = θ(k) + μθΔθ(k) (21)
donde θ representa los para´metros a ser ajustados: W(k), A(k),
B(k), C(k) y D(k). El valor de μθ ∈ R representa el coeﬁciente
de velocidad de aprendizaje para cada uno de los para´metros.
2.2. Controlador PID discreto
Se considera un sistema dina´mico no lineal SISO represen-
tado por la siguiente ecuacio´n de estado discreta (Levin and
Narendra, 1993, 1996)
x(k + 1) = f [x(k), u(k), k] (22)
y(k) = g[x(k), k] (23)
donde x(k) ∈ Rn, u(k), y(k) ∈ R y f , g ∈ C y se asumen que
son desconocidas, siendo C el conjunto de funciones suaves.
En el trabajo que aquı´ se propone, la entrada u(k) y la salida
y(k) son los u´nicos datos accesibles que se tienen del sistema
a ser controlado. Si el sistema linealizado alrededor del punto
de equilibrio es observable, existe una representacio´n entrada-
salida dada por (Levin and Narendra, 1993, 1996):
y(k + 1) = β[Y(k),U(k)] (24)
donde
Y(k) = [y(k) y(k − 1), · · · , y(k − n + 1)] (25)
U(k) = [u(k) u(k − 1), · · · , u(k − n + 1)] (26)
es decir, existe una funcio´n β que mapea la salida y(k) y la en-
trada u(k) y sus n − 1 valores pasados, en y(k + 1). Un modelo
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alternativo de una planta con modelo analı´tico desconocido que
puede simpliﬁcar el algoritmo de la sen˜al de control se obtiene
a partir de la siguiente expresio´n:
y(k + 1) = Φ[Y(k),U(k)] + Γ[Y(k),U(k)] · u(k) (27)
sı´ las funciones Φ y Γ son exactamente conocidas, el control
u(k) que hace que la sen˜al de salida y(k + 1) tienda a la salida
deseada yre f (k + 1) esta´ dado por:
u(k) =
yre f (k + 1) − Φ[Y(k),U(k)]
Γ[Y(k),U(k)]
(28)
Sin embargo, las funciones Φ y Γ son desconocidas, para deter-
minar e´stos se utiliza una red neuronal wavenet (como la mos-
trada en la Figura 2) para aproximar las dina´micas del sistema
(27) como:
yˆ(k + 1) = Φˆ[y(k),ΘΦ] + Γˆ[y(k),ΘΓ] · u(k) (29)
comparado la expresio´n anterior (29) con la salida de la red
neuronal wavenet con ﬁltro IIR (3), se concluye que
Φˆ[y(k),ΘΦ] =
N∑
j=1
d jyˆ(k − j)v(k) (30)
Γˆ[y(k),ΘΓ] =
M∑
i=0
ciz(k − i) (31)
z(k) =
L∑
l=1
wlψl(k) (32)
Por lo tanto, si las dos funciones no lineales Φ y Γ son estima-
das por las dos funciones de la wavenet Φˆ y Γˆ con para´metros
ajustables ΘΦ y ΘΓ respectivamente, la sen˜al de control del PID
que sigue la referencia deseada yre f (k) puede ser calculada co-
mo (Astro¨m, 1997; Kuo, 1995; Ogata, 1995):
u(k + 1) = u(k) + p(k)[ε(k) − ε(k − 1)] + i(k)ε(k)
+d(k)[ε(k) − 2ε(k − 1) + ε(k − 2)] (33)
donde p(k), i(k) y d(k) son las ganancias proporcional, integral
y derivativa del controlador PID en el k-e´simo instante, u(k) es
la entrada a la planta al instante k y el error de seguimiento ε(k)
se deﬁne como la diferencia entre la salida de la planta y(k) y la
sen˜al de referencia yre f (k), es decir
ε(k)  y(k) − yre f (k) (34)
2.3. Auto-sintonizacio´n
Debido a que las ganancias p(k), i(k) y d(k) esta´n implı´ci-
tas dentro de la funcio´n de costo E dada por (11), pueden ser
actualizadas de la siguiente manera
p(k) = p(k − 1) + μpe(k)Γˆ(k)[ε(k) − ε(k − 1)] (35)
i(k) = i(k − 1) + μie(k)Γˆ(k)ε(k) (36)
d(k) = d(k − 1) + μDe(k)Γˆ(k)[ε(k) − 2ε(k − 1)
+ε(k − 2)] (37)
donde Γˆ es una parte de la ecuacio´n de identiﬁcacio´n del sistema
descrita por (31), μp, μi y μD son las constantes de ponderacio´n
de las ganancias del controlador PID discreto, para el caso de
estudio tratado en este artı´culo se proponen de forma heurı´stica,
cuyos valores iniciales se dan en la Tabla 2.
Observacio´n 1. El esquema de identiﬁcacio´n y control mostra-
do en la Figura 1 es aplicado para controlar la velocidad de un
MIJA, donde la salida y(k) es la velocidad del motor en rpm o
rad/seg entregada por el sensor, yˆ(k) es la velocidad del motor
estimada por la red neuronal wavenet en rpm o red/seg, u(k)
es la sen˜al de control que se aplica al variador de frecuencia
trifa´sico y esta´ dada en volts. El error de estimacio´n e(k) es la
diferencia entre la velocidad del motor y la estimada por la red
y esta´ dado en rpm, de forma similar el error de seguimiento
ε(k) es la diferencia entre la velocidad de referencia yre f y la
velocidad entregada por el sensor y(k) y esta´ dado en rpm.
3. Resultados en simulacio´n nume´rica
El controlador PID wavenet fue utilizado para controlar la
velocidad de un motor de CA trifa´sico jaula de ardilla (MIJA),
el cual se encuentra descrito en el bloque The asynchronous
Machine de Simulink (MATLAB). El cual tiene los siguientes
valores por unidad: Lm = 2.0, Lls = 0.15, Llr = 0.15, Rs = 0.03,
Rr = 0.03, 2H = 0.3 y B = 0. Los para´metros para la red neu-
ronal wavenet empleados en la simulacio´n nume´rica se dan en
la Tabla 1. Los valores iniciales de los para´metros que se van
adaptando y tasas de aprendizaje esta´n dados en la Tabla 2. Los
valores iniciales para W, A, B, C y D de la red neuronal wa-
venet, son mostrados en esta tabla, donde dichos valores son
obtenidos de un experimento previo de laboratorio (ver subsec-
cio´n 4.1).
Observacio´n 2. Es importante hacer notar que la etapas de iden-
tiﬁcacio´n y control se hacen simulta´neamente en lı´nea. En las
subsecciones siguientes se muestran los resultados obtenidos de
cada una de estas etapas.
Tabla 1: Para´metros de la wavenet y del ﬁltro IIR empleados en la simulacio´n
nume´rica y en las pruebas experimentales.
Para´metro Valor
Neuronas 3
Wavelet madre Morlet
Coeﬁcientes C del ﬁltro IIR 3
Coeﬁcientes D del ﬁltro IIR 2
E´pocas 20
Periodo de muestreo T 0.035 seg
3.1. Resultados de la identiﬁcacio´n
Como se pueden ver de la Figura 4 los resultados obteni-
dos de la simulacio´n nume´rica de la identiﬁcacio´n del MIJA en
lı´nea son muy similares, lo cual indica que la red wavenet tie-
ne un buen desempen˜o en te´rminos de la disminucio´n del error
de identiﬁcacio´n. A continuacio´n se muestran los resultados de
los para´metros que se fueron adaptando durante el tiempo que
duro´ la simulacio´n nume´rica. En la Figura 5 los para´metros de
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Tabla 2: Valores iniciales de la red wavenet (obtienen de un aprendizaje previo,
ver subseccio´n 4.1) y las ganancias de aprendizaje de los para´metros ajustados
en el controlador PID, empleados en la simulacio´n nume´rica y en las pruebas
experimentales.
Para´metro Valor inicial
W [3.78, -3.36, -1.99]
A [-302.6, -55.5, -20]
B [92.7, 29.4, 107]
C [-0.4, -0.016, 0.64]
D [0.34, 1.66]
p 0.02
i 0.02
d 0.003
Constante Valor
μw 0.1
μa 0.1
μb 0.1
μc 0.1
μd 0.1
μp 0.01
μi 0.007
μD 0.009
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Figura 4: Identiﬁcacio´n del motor de CA, en lı´nea.
la wavenet descritos en (5), (6) y (7). Y en la Figura 6 los coe-
ﬁcientes de adelanto dados por (8) y atraso descritos por (9) del
ﬁltro IIR.
3.2. Resultados del controlador PID wavenet
Una vez realizada la identiﬁcacio´n y control del MIJA en
conjunto con el variador de frecuencia, se efectu´a una variacio´n
en la sen˜al de referencia para veriﬁcar la adaptacio´n en lı´nea
ante cambios en las consignas. En la Figura 7(a), se presenta
la velocidad del motor y(k) para alcanzar la referencia deseada
yre f (k). Como se puede observar al principio de la simulacio´n se
tiene un sobre-impulso de aproximadamente del 75%, sin em-
bargo al realizar un cambio en la sen˜al de referencia se elimina
el sobre-impulso, esto gracias al trabajo de aprendizaje de la red
neuronal wavenet. En la Figura 7(b) se observa la sen˜al de con-
trol u(k), el comportamiento del error de seguimiento ε(k) en
lazo cerrado. Como se puede observar en esta ﬁgura, se tiene
una cambio del error de regulacio´n mayor al 50% en el instante
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Figura 5: Comportamiento de los para´metros de la wavenet W(k), B(k) y A(k).
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Figura 6: Comportamiento de los para´metros del ﬁltro IIR C(k) y D(k).
t=26 segundos, esto se debe al cambio de la sen˜al de referencia
en dicho instante.
3.3. Resultados de la auto-sintonizacio´n
La Figura 8 corresponde al comportamiento que presenta-
ron las ganancias del controlador PID discreto, auto-sintonizadas
en lı´nea.
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Figura 8: Comportamiento de las ganancias del controlador PID.
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Figura 7: Comportamiento en lazo cerrado ante cambios en la velocidad de referencia.
4. Resultados experimentales
En esta seccio´n se realiza una prueba experimental en tiem-
po real con el PID wavenet para controlar la velocidad de un
MIJA, el cual forma parte del mecanismo de una caminadora.
Para medir la velocidad angular esta´ acoplado meca´nicamente
un motor de CD (generador taquime´trico), adema´s para mani-
pular la velocidad de la caminadora se emplea un variador de
frecuencia regadrive FVR G5 de la marca Regatron, el cual re-
gula la velocidad del motor MIJA con un voltaje de control de
0 a 10 voltios. Estos elementos se muestran en la Figura 9. El
Figura 9: Plataforma experimental empleada para el control de velocidad del
motor de CA: 1.- Driver ele´ctrico de CA, 2.- Motor de induccio´n trifa´sico, 3.-
Caminadora y 4.- Generador taquime´trico.
algoritmo se programo´ en la plataforma de LabVIEW 9.0 y se
utilizo´ una tarjeta de adquisicio´n de datos NI-USB 6008 para
manipular el variador de frecuencia, como se muestra en la Fi-
gura 10.
4.1. Me´todo para la obtencio´n de las valores iniciales de la
red neuronal wavenet
Aquı´ se expone el me´todo que se empleo´ para encontrar las
condiciones iniciales de la red neuronal wavenet:
Primeramente, se realiza una prueba de laboratorio que
contempla solo el algoritmo de identiﬁcacio´n en lazo abier-
to con el MIJA, donde los para´metros iniciales de la red
Figura 10: Diagrama esquema´tico de la plataforma experimental para el control
de velocidad del MIJA de 2 HP.
wavenet son aleatorios. Para esto, se alimenta al motor
con el variador de frecuencia trifa´sico, con un voltaje de
control ﬁjo, de esta forma la red neuronal wavenet se en-
trena en lı´nea con los datos de entrada y salida, dicho
experimento tiene un tiempo de duracio´n suﬁciente, has-
ta lograr una buena identiﬁcacio´n. Es decir, la sen˜al que
aproxima la red wavenet es muy similar a la sen˜al de sa-
lida en tiempo real.
Posteriormente, se almacenan los para´metros ﬁnales ob-
tenidos del experimento anterior como son: los pesos de
la red neuronal, traslaciones y dilataciones de las wave-
lets hijas y los coeﬁcientes del ﬁltro IIR.
Finalmente, se realiza un segundo experimento pero aho-
ra en lazo cerrado (algoritmo de identiﬁcacio´n y el con-
trolador PID discreto), dando como condiciones iniciales
los valores ﬁnales obtenidos en el paso anterior, donde la
identiﬁcacio´n parame´trica de la red wavenet y la adap-
tacio´n de las ganancias del controlador PID, ambas se
hacen en lı´nea.
Los buenos resultados logrados en el proceso identiﬁcacio´n se
deben principalmente al me´todo empleado para obtener los va-
lores iniciales de la red neuronal wavenet. Como se pueden ob-
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servar en las gra´ﬁcas mostradas en las Figuras 4, 11 y 16, clara-
mente las dos sen˜ales: la salida real (velocidad del motor) y la
velocidad estimada son pra´cticamente iguales desde que inicia
el experimento en lazo cerrado. Esta es la razo´n de por que´ los
resultados obtenidos en el proceso de identiﬁcacio´n son muy si-
milares desde que corre el algoritmo de identiﬁcacio´n y control
en lı´nea. Adema´s, como consecuencia de la buena identiﬁca-
cio´n del MIJA la sen˜al de identiﬁcacio´n en lazo cerrado tiende
a ser similar a la sen˜al de salida, lo cual es lo´gico, ya que el al-
goritmo identiﬁca el comportamiento de la planta y dicha planta
ya esta´ bajo control con el algoritmo propuesto.
Los para´metros empleados durante el experimento para la
red neuronal wavenet fueron los mismos que se emplearon para
las simulaciones nume´ricas, mostrados en la Tabla 1. De la mis-
ma manera, los valores iniciales y tasas de aprendizaje aparecen
en la Tabla 2.
4.2. Resultados de la identiﬁcacio´n del motor de CA
Se muestra en la Figura 11 los resultados de la identiﬁcacio´n
del motor de CA en lı´nea. Adema´s se presentan las trayectorias
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Figura 11: Identiﬁcacio´n del motor de CA, en lı´nea.
que siguieron los para´metros que fueron auto-ajustados durante
el experimento para lograr la identiﬁcacio´n del motor de CA.
Por un lado en la Figura 12 se observan los para´metros de la
wavenet dadas por las expresiones (5), (6) y (7). Y por el otro,
el comportamiento de los coeﬁcientes de adelanto dado por (8)
y atraso por (9) del ﬁltro IIR, los cuales aparecen en la Figura
13.
4.3. Resultados del controlador PID wavenet
En la Figura 14(a) se presenta la trayectoria de seguimiento
de la salida del sistema y(k) para alcanzar la referencia deseada
yre f (k). Se observa que se cumple el objetivo de seguimiento
a los 60 segundos. En la Figura 14(b) se observan la sen˜al de
control que experimento´ la entrada de la planta u(k) y el com-
portamiento de la sen˜al de error de seguimiento ε(k). Como se
puede observar de estas gra´ﬁcas la sen˜al de la ley de control es
una funcio´n suave.
4.4. Resultados de la auto-sintonizacio´n
Por u´ltimo en la Figura 15 se presenta la auto-sintonizacio´n
de las ganancias del controlador PID, en lı´nea, durante el expe-
rimento.
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Figura 12: Comportamiento de los para´metros de la wavenet W(k), B(k) y A(k).
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Figura 13: Comportamiento de los para´metros del ﬁltro IIR C(k) y D(k).
5. Resultados experimentales con perturbaciones
En esta seccio´n se presentan los resultados obtenidos de los
experimentos realizados en el laboratorio, aplicando como per-
turbacio´n una carga de 80 kilogramos en el tiempo t = 40 se-
gundos.
5.1. Resultados de la identiﬁcacio´n del motor de CA
Los resultados de la identiﬁcacio´n en lı´nea del motor de CA
se muestra en las Figura 16.
Como se puede observar de los resultados experimentales la
identiﬁcacio´n hecha por la red neuronal wavelet tiene un muy
buen desempen˜o aun en presencia de perturbaciones en la carga,
teniendo un error de estimacio´n acotado. Adema´s se presentan
las trayectorias que siguieron los para´metros que fueron auto-
ajustados durante el experimento para lograr la identiﬁcacio´n
del MIJA. Por un lado en la Figura 17 se observan los para´me-
tros de la wavenet dadas por las expresiones (5), (6) y (7). Y por
el otro, el comportamiento de los coeﬁcientes de adelanto dado
por (8) y atraso por (9) del ﬁltro IIR, los cuales aparecen en la
Figura 18.
5.2. Resultados del controlador PID wavenet
En la Figura 21(a) se presenta la trayectoria de seguimiento
de la salida del sistema y(k) para alcanzar la referencia deseada
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Figura 14: Comportamiento de la velocidad del MIJA en lazo cerrado.
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Figura 15: Comportamiento de las ganancias del controlador PID.
yre f (k). Se observa que se cumple el objetivo de seguimiento
a los 60 segundos. En la Figura 21(b) se observan la sen˜al de
control que experimento´ la entrada de la planta u(k) y el com-
portamiento de la sen˜al de error de seguimiento ε(k). Una ca-
racterı´stica a ser destacada de este esquema de control es que
la ley de control es una sen˜al suave a pesar de tener perturba-
ciones en la carga, esto es gracias a que las funciones wavelets
hijas empleadas tambie´n son funciones suaves. El hecho de que
la sen˜al de control sea una sen˜al suave ayuda a conservar en
buenas condiciones del MIJA.
5.3. Resultados de la auto-sintonizacio´n
Por u´ltimo en la Figura 19 se presenta la auto-sintonizacio´n
de las ganancias del controlador PID, en lı´nea, durante el expe-
rimento. Como se puede observar dichas ganancias esta´n aco-
tadas y son constantes despue´s del tiempo t = 50 segundos.
5.4. Resultados experimentales al aplicar un PID cla´sico
En este apartado se presentan los resultados obtenidos al
aplicar una sen˜al de excitacio´n constante al conjunto variador
de frecuencia-motor de induccio´n trifa´sico, de donde se obtu-
vo la respuesta aproximada a un primer orden. Con la funcio´n
de transferencia parametrizada se utilizo´ la toolbox del PID de
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Figura 16: Identiﬁcacio´n del motor de CA, en lı´nea.
MATLAB versio´n R2012a para 64 bits, para sintonizar las ga-
nancias del controlador PID de forma automa´tica, todo esto se
hace fuera de lı´nea con los datos de la respuesta al escalo´n.
Una vez obtenidas las ganancias se procedio´ a programar en
la plataforma de LabVIEW el controlador PID y se realizaron
los experimentos en tiempo real, que se muestran en la Figu-
ra 20. Para esto se ﬁjan dos distintas velocidades de referencia,
la primera a 2821 RPM y la segunda a 1689 RPM, de estos
resultados, se observa que la variable controlada oscila alrede-
dor de las referencias. Es importante mencionar que los resul-
tados arrojados se pueden mejorar realizando una sintonizacio´n
a prueba y error, lo que no se hace con el algoritmo de Control
PID wavenet que se propone en el presente trabajo.
6. Conclusiones y trabajo futuro
De los resultados presentados en este artı´culo se concluye
que las aportaciones relevantes esta´n en: la identiﬁcacio´n y con-
trol en tiempo real de un motor de induccio´n trifa´sico del tipo
jaula de ardilla conectado a un variador de frecuencia trifa´si-
co, todo esto sin hacer uso del modelo matema´tico del conjun-
to variador de frecuencia-motor de induccio´n trifa´sicos; las ga-
nancias del controlador PID que son auto-sintonizadas en cada
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Figura 18: Comportamiento de los para´metros del ﬁltro IIR C(k) y D(k).
instante de muestreo, es importante notar que el esquema pro-
puesto de identiﬁcacio´n y control se hace en lı´nea.
De los resultados experimentales obtenidos, se observa que
el esquema de control aplicado responde de manera satisfacto-
ria, ya que las respuestas en lazo cerrado con carga y sin carga
son suaves lo que indica que el esquema propuesto puede ser
utilizado en plantas no lineales SISO y estables en lazo abierto.
Adema´s, con el algoritmo propuesto se evita realizar las
pruebas de identiﬁcacio´n parame´trica que implican tiempo de
desarrollo y costos, para esto se propone un algoritmo de iden-
tiﬁcacio´n y control en lı´nea para el conjunto motor de CA y
variador de frecuencia, como una opcio´n que ayude a los inge-
nieros de automatizacio´n y mantenimiento industrial a regular
la velocidad de motores de CA en procesos industriales.
En general, este algoritmo de identiﬁcacio´n y control pre-
senta la desventaja de tener un error considerable al principio
de los experimentos, esto se debe al proceso de aprendizaje
y adaptacio´n de la red neuronal, sin embargo como se mues-
tran en los resultados presentados, cuando hay una cambio en
la sen˜al de referencia el error se reduce, este es un buen indi-
cativo del proceso de aprendizaje del algoritmo propuesto. Otra
de las desventajas de este algoritmo, es que se requieren dar las
tasas de aprendizaje iniciales, las cuales son obtenidas de forma
experimental, es decir, para iniciar el proceso de adaptacio´n se
realiza una etapa de aprendizaje previa que permita obtener los
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Figura 19: Comportamiento de las ganancias del controlador PID.
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Figura 20: Respuesta de un controlador PID cla´sico para regular la velocidad
del MIJA.
para´metros iniciales de la red wavenet y posteriormente apli-
car el algoritmo de identiﬁcacio´n y control con las condiciones
obtenidas previamente. Un trabajo a futuro es realizar en anali-
sis de convergencia del argoritmo propuesto y la estabilidad en
lazo cerrado.
7. Agradecimientos
El autor O. Islas Go´mez agradece profundamente al CO-
NACyT por la beca otorgada para realizar estudios de posgrado,
con nu´mero de registro 266520.
English Summary
Identiﬁcation and Wavenet Control of AC Motor.
Abstract
This paper presents a control scheme to tune online the propor-
tional, integral and derivative gains of a discrete PID controller,
through the identiﬁcation and control of a SISO stable and mi-
nimum phase dynamic system. This is accomplished using a
radial basis network neural with daughter Morlet wavelets acti-
vation functions in cascaded with an inﬁnite impulse response
(IIR) ﬁlter. This scheme is applied in real time to control the
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Figura 21: Comportamiento de la velocidad del MIJA en lazo cerrado ante una perturbacio´n en la carga.
speed of an AC three-phase induction motor supplied with a
three-phase inverter. So in this way we show how the identiﬁ-
cation and control scheme can be implemented in this type of
plants that are widely used in industry, without the need of mat-
hematical model parameters of the induction motor. We present
numerical simulation and experimental results.
Keywords:
Motor control, PID controller, Wavelet neural networks, Self-
adaptive algorithms.
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