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ABSTRACT
VISUALEYES 2020: A SOFTWARE SUITE TO INTEGRATE
INSTRUMENTATION TO STUDY THE NEAR TRIAD OF VERGENCE
by
Stephen J. Lestrange
A complete instrumentation suite has been constructed for use in a
randomized clinical trial to be funded from the National Institute of Health
and study the underlying potential mechanism(s) of vision therapy. This
suite is designed to track rotation of each eye (vergence) as well as
measure the lens power of the eye’s lens (accommodation). The system
is designed to dissect the near triad which is composed of the pupil
constriction, vergence and accommodation. The visual targets are
programmed to be shown on two sets of computer screens which allowed
vergence, accommodation and proximal vergence cues to be presented in
isolation or in combination to study the Maddox components of vergence.
This instrument uses FDA approved devices for subject safety. In our
custom LabView based software, the Haploscope is able to generate
ocular stimuli from programmed scripts, record data, as well as perform
other various experimental requirements. Post processing is done in a
MATLAB GUI environment. The results support that vergence responses
can be studied using one to several visual cues.

VISUALEYES 2020: A SOFTWARE SUITE TO INTEGRATE
INSTRUMENTATION TO STUDY THE NEAR TRIAD OF VERGENCE

by
Stephen J. Lestrange

A Thesis
Submitted to the Faculty of
New Jersey Institute of Technology
in Partial Fulfillment of the Requirements for the Degree of
Master of Science in Biomedical Engineering
Department of Biomedical Engineering

January 2015

APPROVAL PAGE
VISUALEYES 2020: A SOFTWARE SUITE TO INTEGRATE
INSTRUMENTATION TO STUDY THE NEAR TRIAD OF VERGENCE
Stephen J. Lestrange

Dr. Tara L. Alvarez, Thesis Advisor
Professor of Biomedical Engineering, NJIT

Date

Dr. Mesut Sahin, Committee Member
Associate Professor of Biomedical Engineering, NJIT

Date

Dr. Max Roman, Committee Member
Assistant Research Professor of Biomedical Engineering, NJIT

Date

BIOGRAPHICAL SKETCH

Author:

Stephen J. Lestrange

Degree:

Master of Science

Date:

January 2015

Undergraduate and Graduate Education:
• Master of Science in Biomedical Engineering,
New Jersey Institute of Technology, Newark, NJ, 2015
• Bachelor of Science in Biomedical Engineering,
New Jersey Institute of Technology, Newark, NJ, 2014
• Bachelor of Arts in History,
Wake Forest University, Winston-Salem, NC, 2009
Major:

Biomedical Engineering

iv

To Kelly and ‘Rupert’

v

ACKNOWLEDGMENT

I would like to acknowledge my Thesis Advisor and Undergraduate
Advisor, Dr. Tara Alvarez for providing me with the tools and advisement
necessary in order to complete this project. I would also like to
acknowledge my other committee members, Dr. Mesut Sahin, and Dr.
Max Roman for their advisement in my thesis. I would like to thank my
fellow lab mates: Raj Jaswal, Henry Talasan, Chang Yaramothu, and Nils
Warfving. Thanks to NJIT for providing me the environment to complete
my work. Also, I would like to acknowledge my funding source, NSF grant
#MRI CBET1228254.

vi

TABLE OF CONTENTS
Chapter

Page

1 INTRODUCTION……………………………………………………

1

1.1 The Visual System…………………………………………….

1

1.2 The Vergence System…………………………………………

5

1.3 The Treatment of Binocular Dysfunctions ………………….

7

1.4 Haploscopes……………………………………………………

9

2 METHODS AND MATERIALS………………………………………

11

2.1 Construction of Haploscope Table……………………………

11

2.2 Monitor Layout and Design……………………………………

14

2.3 ISCAN Vergence Tracker……………………………………..

21

2.4 Plus Optix Power Refractor III Accommodometer………….

23

2.5 Computer Hardware and Selection…………………………..

25

2.6 VisualEyes LabView System………………………………….

28

2.7 VisualEyes Experimentation Kit……………………….……….

31

2.8 Calibration of Instrument……………………………………….

32

2.9 Post-processing MATLAB GUI………………………………..

38

3 RESULTS…………………………………………………………….

42

4 DISCUSSION………………………………………………………..

47

5 APPENDIX…………………………………………………………...

57

6 REFERENCES………………………………………………………

220

vii

LIST OF TABLES
Table

Page

1.1

Draw VEI Format..………………………...……………………

29

1.2

Array VEI Format……………………………………………….

30

viii

LIST OF FIGURES
Figure

Page

1.1

Basic structure of the eye………………………………..………….

2

1.2

Diagram of the retinal layers…………………………………..…...

3

1.3

Anatomy of extraocular muscles………………………………….…

4

1.4

Disparity vergence movements……………………………………..

6

1.5

Basic Haploscope layout…………………………………………….

10

2.1

Upper deck of Haploscope…………………………………….….….

13

2.2

Basic Haploscope workings…………………………………………

15

2.3

First tested design of Haploscope………………………….………

16

2.4

Final layout of Haploscope……………………………….…………

17

2.5

Instrumentation installed………………..……………….….….…….

18

2.6

Haploscope layout summary……………………………….………

21

2.7

ISCAN camera view…………………………….……………………

23

2.8

Power Refractor III…………………………………………………….

24

2.9

Power Refractor III as installed in Haploscope……….……………

25

2.10

Calibration board line spacing equation……………..……………

33

2.11

Haploscope calibration diagram………………………………..…..

33

2.12

Electronic calibration board…………………………….…………....

34

2.13

Pixels to degrees linear relationship…………………….……..….

36

2.14

Blade and Candy's plot of their four lens powers ………………….

37

2.15

Accommodation calibration curves……………………..….……….

38

2.16

MATLAB GUI interface upon initialization…….……………………

39

2.17

MATLAB GUI in operation………………………………..………….

41

3.1

Accommodation validation……….………………………….………

43

3.2

Vergence validation………………………………….……………….

44

3.3

Vergence movement at one fixed distance……………….….…...

45

3.4

Accommodation movement due to changing distances.………..…

46

ix

CHAPTER 1
INTRODUCTION

1.1 The Visual System
Of our five senses, one can make an argument that the visual system is the
sense which we rely the heaviest. Our visual system allows us to take in
information from distances we are able to turn into direct action. Without
consciously thinking, we can divert our gaze from a book in front of us to a clock
across the room. As fast as we can think to ourselves, “what time is it?” our two
eyes have independently rotated so that their intersection point is at the clock
and the clock comes into focus by the minute adjustments in our focusing lens.
With the incredible ability of the eyes comes great complexity. Like one
can argue that vision is our most important sense, the eyes are the most complex
sensory organ. From the outside of the eye inwards, the sclera, the choroid, and
the retina form the major divisions of the eye. With the exception of front of the
eye where light enters, the sclera is made of dense opaque connective tissue
that gives the eye its structure. The choroid is the vascular layer that nourishes
the eye, providing oxygen transportation and waste removal. This vascularization
is required by the retina, the nervous sensory tissue of the eye that is responsible
for turning incoming light to electrical signals to the brain.
Light enters the eye through the cornea, the protective and clear portion of
the eye. Light then passes into the anterior chamber that covers both the iris and
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pupil. The iris is a muscular body that controls the amount of light that is allowed
into the eye. It can constrict like the aperture of a camera, and relax to allow
more light in in low light conditions. In the center of the iris is the pupil where light
enters the interior chamber of the eye. Once inside the eye, light passes through
the vitreous humor, water based gelatin that helps provides structure to the eye.
The light will end its trip through the eye at the retinal layer.

Figure 1.1 Basic structure of the eye. [1]
If the eye is complicated, it is the retina that is the most complicated
portion of the eye. The five main cell types of the eye are photoreceptors, bipolar
cells, amacrine cells, horizontal cells, and ganglion cells. The photoreceptors are
the ones most applicable to this paper. Of the photoreceptors, there are two
types: rods and cones. [2] The retina is comprised of different areas with different
concentrations

of

photoreceptors.

2

The

area

with

that

highest

overall

concentration is the macula lutea. This region in the back of the eye has
specialized structures for high acuity vision. Located in the center of the macula
is the fovea centralis, the area of overall highest acuity. [1] Despite the macula
lutea having the highest acuity, there is a section of the retina that is not sensitive
to light at all, aptly name the blind spot, where the optic nerve forms from the
retina.

Figure 1.2 Diagram of retinal layers. [3]

As light strikes the retina, the photoreceptors become excited and send
electrical signals via the optic nerve to the posterior occipital lobe of the brain for
interpretation. The optic nerves from each of the eyes cross at the optic chiasm
in the hypothalamus, causing the right side of the primary visual cortex to be
responsible for the left half of the visual field and the left side to be responsible
for the right visual field.
Our eyes are not fixed inside our orbit, but are able to move around
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independent of the motion of our head. Because of the superior, inferior, medial,
and lateral recti muscles and the superior and inferior obliques, we are able to
effortlessly direct our eyes so that the object of interest is project to the fovea on
the back of the retinal. The fovea has the greatest concentration of cones and
hence allows for the greatest resolution of an object. The superior and inferior
oblique muscles are responsible for intorsion and extorsion movements of the
eyes, respectively. The medial rectus acts as a principal adductor, the lateral
rectus as a principal abductor, the inferior rectus as the principal elevator and
superior rectus as the principal depressor. [4] As is the common notation, this
paper will measure the degree of rotation of the eyes.

Figure 1.3 Anatomy of extraocular muscles. [1]
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1.2 Vergence System

Vergence movements are eye movements that utilize the medial and lateral recti
muscles. These extraocular muscles rotate the eyes within the transverse plane.
The two major types of vergence movements are convergence and divergence.
Convergence is the inward rotation of the eyes toward one another, going ‘cross
eyed’ or looking towards one’s nose. A subject will exhibit this movement when a
visual target is moving closer to them. Divergence is the outward rotation of the
eyes away from each other as a target moves farther away. To ensure that we
have clear and single vision, our visual system uses three clues: disparity, retinal
blur, and proximity. Disparity is the difference between where a target of interest
is projected onto the retina and the current position of the fovea. The fovea
contains the highest density of cones which gives the fovea the great visual
resolution.

Retinal blur stimulates accommodation that causes the eyes to

change their focus. However, accommodation and vergence are linked via the
cross over links known as the AC/A (accommodative convergence to
accommodation) and CA/C (convergence accommodation to convergence)
ratios.

Hence, under normal viewing conditions, blur stimulates not only

accommodation but also vergence. Proximal cues are those that are developed
through experience and prior knowledge of the target. For example, if I know a
person is approximately 5-6 ft tall, but appears to me as smaller, then he or she
must be farther away.
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Figure 1.4 Disparity vergence movements. In this case, divergence would be the
movement from green to red and convergence would be the movement from red
to green.
We seek to quantify vergence as a function of the position of the eyes and
the speed at which a subject can fix their eyes upon the target. If we present a
target to a subject at a known length, and their eyes converge or diverge to that
target at a different distance away from them, we can call this fixation disparity.
Fixation disparity is the vergence error between the fixation point and the
intersection of the gaze of each eye. [5] A large factor vergence speed and ability
is prediction and anticipation. Our instrument will need to include engineering to
make the stimuli appear with no apparent pattern. Otherwise, the subject will be
able to predict where their next target will be and cause their vergence data to
appear with smaller fixation disparity and increase velocity than would have
occurred otherwise. [6]
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1.3 The Treatment of Binocular Dysfunctions
About 4%-8% [7] of people have an oculomotor dysfunction called convergence
insufficiency (CI), a condition were a patient is unable to comfortably point their
gaze at a target and create one fused image when objects are located close to
them. [8] Another binocular dysfunction is called amblyopia, a weakness in vision
in one eye. [9] Common treatments for CI and amblyopia include physical
therapy by the way of vision therapy. By enhancing the capabilities of the vision
system, the hope is that the subject’s vision system will be able to adapt and do
what it was once unable to accomplish.[8]The gold standard for amblyopia is to
cover the stronger eye with a patch and force the vision system to rely on the
weaker eye.[9] The only vision therapy that has been validated within a
randomized clinical trial (RCT), for CI is the office based vergence and
accommodative therapy with home reinforcement (OBVAT) where this RCT was
conducted as part of the convergence insufficiency treatment trial (CITT).
There are multiple issues with these treatments, not because they do not
work, but because people are unwilling to comply with repetitive visual tasks
which the vast majority of patients find boring. With the use a brock string, a
person can train their vergence system by being presented multiple targets at
varying distances away and just practicing diverting their gaze from one to
another. Patching an eye removes binocular vision and can cause anxiety,
especially in children. [9]
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It has been shown that office based vision training is more effective than
training in the home, but compliance suffers and subjects may not have the time
or financial resources to participate in vision therapy conducted within an
optometrist’s office which last for several weeks.[8]
In order to study the underlying mechanisms that lead to the high efficacy
of vision training, a traditional vision therapy scheme must be devised and used
as the gold standard by which the experimental trials can be compared against.
One way to assess vision therapy is to record disparity and accommodative
vergence responses through the use of a modified Haploscope. The Haploscope
is a device able to present a target to each one of the eyes independently which
trains disparity vergence while keeping accommodative vergence constant.
Clinicians hypothesize that training disparity may be one major mechanism by
which vision therapy results in a sustained reduction of symptoms.1 By changing
where the stimulus is presented as a function of how much the eye must rotate
from optical infinity (straight ahead) to inward rotation (convergence), we can
simulate a target presented to the subject at various distances by adjust
disparity. Disparity is the angular difference of where an object is interest falls in
the back of the eye compared to where the fovea is currently located.
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1.4 Haploscopes
A Haploscope is a device that can present an image to each eye independently.
By doing so, a Haploscope can stimulate a greater range of disparity vergence in
a small physical space. More importantly, because a Haploscope only stimulates
changes in disparity, the vergence system can be dissected to study disparity
vergence in isolation without accommodative or proximal cues. There are many
visual experimental set-ups with varying schemes of presenting stimuli and
recording ocular movements. In the past, lasers have been projected onto a
screen, light bulbs have been lit in sequence, or stimuli have been physically
moved using motors, but the advent of the computer monitor has made most
other forms of stimuli presentation obsolete. While our device will allow for the
use of legacy devices such as an LED stick. VNEL’s former Haploscope is shown
schematically in Figure 1 below. However, to study the Maddox components of
vergence our Haploscope will be expanded to create visual stimuli through the
use of its five computer monitors. The schematic of the new Haploscope using
five computer monitors will be discussed within the Methods and Materials
section of this thesis.
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Figure 1.5 Basic Haploscope layout. This layout is designed to stimulate
disparity vergence only while keeping accommodative and proximal vergence
constant.
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CHAPTER 2
METHODS AND MATERIALS

2.1 Construction of Haploscope Table
A table was needed to mount all of our instrumentation for this Haploscope
construction. The table needed to be stable where the components would not
move, which could lead to artifacts within the data. It was important to consider
human ergonomic considerations and total overall stability when designing the
table. It was also necessary to allow the tables to collapse and come apart for
installation into their final laboratory.
Construction of the tables was done primarily with premium grade 2”x4”
nominal lumber and ¾” particle board. These materials were chosen for their
ease of use and relatively low cost. For fasteners, common drywall screws were
used in various sizes, as well as the Kreg Joinery system. This system allows
easy joinery of both 2”x4” and ¾” material. Also used for fasteners were low
grade steel 3/8” bolts, 3/8” washers, and 3/8” nuts. These were chosen to be
used for the parts that are to be removable. The idea being to transport and
place the table in the laboratory, the Haploscope would simply be transported in
a truck in pieces and bolted together on site. Each Haploscope was made up of
six major parts: four leg assemblies, a lower instrument table and an upper deck
where the monitors would be mounted.
The leg assemblies were designed to be sturdy and quick to make. An ‘H’
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pattern was chosen for each leg for its simplicity and the fact that each pair of
legs would provide a stable 4-point base for instrumentation. This meant that the
larger legs for the upper deck and the smaller legs for the lower table would be
able to stand independent of each other. This was not an unimportant
consideration when considering the net worth of the instrumentation that was to
be mounted to each assembly. One last consideration for the legs was that
because sheer size of the completed assembly and especially the end most
distant from the lower table, there was a lot of space available for storage under
the table. By using two legs at the extremes of each side of the table, available
storage space was maximized.
The lower instrumentation table is simply a table top constructed of a 2”x4”
frame and particle board top, but it has two important features. First, the table
has cut outs for the legs of the subject. Material was removed from the subject
facing 2”x4” so that the chair they are sitting in could move up by an additional 2”.
This would partially allow for the greatest possible comfort while sitting,
unmoving, for up to an hour. The second major feature is the standoffs mounted
to the lower instrument table that would allow for articulation with the larger upper
deck. Only one point of contact was used each table can stand by itself, so the
connection is really only there to line up the two major assemblies and prevent
movement of one part with respect to the other.
The upper deck is the most complex subassembly in the entire build. This
was because it had to feature winglets, to allow for the addition of extra monitor
tracks that would otherwise extend beyond the width of the table, and have an
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area where instrumentation from the lower table can look through to the subject,
nicknamed the ‘trench’. The lower skeleton was built exclusively of 2”x4” lumber.
These pieces of wood would allow for stability and rigidity of the rather larger
upper deck.

Figure 2.1 Upper deck of Haploscope. Shown here without particle board
covering. Saw horses were used only for assembly.
To finish each upper deck, a sheet of particle board was used to cover the
entire top, except the winglets. To remove material the covering material from the
‘trench,’ a flush cutting router bit was used. The design of the skeleton, with 2”x4”
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around the outside of the trench, allowed for a deeper trench and less light that
would be able to enter the Haploscope through the bottom. Added for later
convenience and instrumentation installation was a 1/8” deep channel along the
center of the table that would serve as the axis of symmetry of the table and
midline.
To finish, all edges of the top subject facing surfaces were routed with a
round over bit so that no sharp edges were presented. The Haploscope was
painted in matte black paint to minimize light reflection and make the Haploscope
environment darker.

2.2 Monitor Layout and Design
With the tables built and the computer hardware set up, we had to develop a
scheme for presenting small stimuli into meaningful visual stimulus. To do that,
we must configure our stimuli screens so that there is a pair of screens that act
together to form one complete visual stimuli. We can present stimuli on any part
of the screen by software, but we seek to maximize the amount of each screen
visible through the mirrors.
In the previous iteration of the Haploscope, there was only one pair of
screens. Haploscopes work by projecting one image into each eye. The brain is
able to fuse these two images into one simulated stimuli target. While the original
Haploscope was able to stimulate stimuli at different distances away from the
subject, the one pair of screens meant that there was only ever one focal length.
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In our Haploscope, this length was the combined distance of the eye away from
the reflective mirror and the reflective mirrors to the screen.

Figure 2.2 Basic Haploscope workings.

To stimulate accommodation, a second pair of screens would have to be
added to the system in order to change the focal length, forcing the lens in the
eye to accommodate. The original design was based on this principle. A pair of
screens was added as shown in the figure below. There was room for another
pair of partially reflective mirrors to stimulate disparity and accommodative
vergence independently or simultaneously.
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Figure 2.3 First tested design of Haploscope. It was designed as a proof of
concept. It worked, but was had only limited simulated visual range.
This design worked well, but we found that by moving the secondary
mirrors closer to the subject we gained a greater stimuli range. Moving the
mirrors toward the subject also meant that the monitors would have to move
closer to the middle of the Haploscope. With this configuration, we could use a
larger area of the computer screens to present stimuli, and therefore, present
stimuli targets at greater simulated distances.
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.

Figure 2.4 Final layout of Haploscope.

17

Figure 2.5 Instrumentation installed.
To summarize the workings of the newly designed Haploscope, the stimuli
from the two sets of screens, front and back, are reflected to the eye by the
primary and secondary mirrors. The back screens reflect first onto the secondary
mirrors, which then reflect to the primary mirrors and to the eyes. The front
screens do not reflect off of the secondary mirrors, but through them and on to
the primary mirrors. Because both the primary and secondary mirrors are half
silvered, we experience 50% loss at each reflection. This does not present a
problem for us, as we have a lot of signal from the screens. Later, we actually
had to turn the brightness down on the screens. The added benefit of this design
is that both sets of screens experience approximately the same optical resistance
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and have their power attenuated the same. This way, the subject is not able to
tell which set of screens are active by the brightness of the stimuli.
Another alteration that we made to improve our signal was to move the
ISCAN vergence cameras closer to the subject. They are now 15cm away. We
had to modify the existing Haploscope table by making the ‘trench’ larger, but in
the final design, this modification was built into the design. Instrumentation sits in
this trench so to be out of the way and aimed at the eyes in a way that it does not
have to go through the mirrors. The PlusOptix accommodation camera cannot be
moved closer or father away, as it has a fixed calibration distance of one meter.
This is an FDA approved device. As part of the safety feature, if the PlusOptix is
moved closer than 1m away the instrument will shut off.
At the end of the build, the fifth calibration screen was added. This was
done because the calibration and validation of the instrument required a manual
calibration board be placed there. Without this manual board, the lines that
appear on the mirrors and are presented to the subject are totally worthless.
Without a way to gauge where these lines appear in space, it would be
impossible to get any meaningful data out of the Haploscope. Later, this fifth
screen would be controlled so that it can display the calibration screen
dynamically.

Future use of this monitor includes experiments that stimulate

version only movements such as saccades or smooth pursuit. VNEL plans to
also conduct reading experiments where this fifth screen will be used.

19

In order to change the focal length of the near or far screens, we must
physically move the screens themselves. To ensure that the screens move only
in their intended direction, a track system was implemented. The monitor mounts
had to be machined and installed onto the slide rails so that an experimenter can
change the focal length of a stimulus that they are presenting. This gives our
system more experimental possibilities. The mounts that we used are designed
to hold a monitor, but are designed to be used vertically, not horizontally as we
used them. Because of this, a mount had to be designed and made that would
hold the screens. This was problematic in the old Haploscope, as the screens
were not fixed to the Haploscope table and their orientation was controlled by
their own OEM stands. They would get bumped and moved, throwing off the
calibration. Currently, they are not allowed to move in any axis about the rear of
the monitor where the screen meets its post and the only movement that they
can undergo with respect to the table is the front and back motion that the track
allows. Even the motion along the track is controlled by a set screw as to stop
unwanted movement.
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Figure 2.6 Haploscope layout summary.

2.3 ISCAN Vergence Tracker
To track the movement of eye movements from our subjects, we require the use
of an eye tracker. As a visual target moves closer or farther way, the eyes need
to rotate toward, if the target is coming closer, or rotate outward, if the target is
going away, so that both eyes remain pointed directly at the target. There are a
multiple of companies that make devices that measure this ocular rotation
dynamically using various methods. ISCAN is a company that uses an infrared
(IR) camera mounted externally, in goggles, or into a self-contained unit. [10]
SensoMotoric Instruments makes eye trackers that can be mounted onto the
head, goggles, and a USB model that can be placed into the corner of a laptop to
monitor what a subject looks at. [11] SR Research makes devices that can be
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mounted on the head or externally, but they also make an MRI safe device. [12]
Tobii makes devices that can be worn as glasses or mounted, but are meant for
research and advertising firms to see what parts of images people’s eye look
towards. [13] A final eye tracking firm includes Cambridge Research Systems.
[14]
Ultimately, it was decided to choose the ISCAN eye tracker. This system
is camera based, so the instrumentation can be easily mounted to our
instrumentation deck on the Haploscope. It has several axes of motion, enabling
it to adjust to the position of comfort for the subject. It is also able to be mounted
to the lower component deck, protrude only slightly above the surface of the
instrument deck, and record signals from the eyes underneath the reflective
mirror system. By placing the eye tracker in this way, we can get the best
possible signal as we would lose at least 50% of our signal through the partially
reflective mirrors. Also important was that the ISCAN system is able to output
data as analog waveforms, allowing us to record this data into our LabView
software, VisualEyes.
The ISCAN system works by constantly bathing the eyes in very low
power IR light. OSHA’s standard on near infra-red light onto the lens of the eye
shall not exceed 10 mW/cm2. The ISCAN system is very safe in that even if the
entire power of the IR source was to be somehow directed into the eye, only 1.2
mW/cm2 would enter the eye. [15] This safe low intensity IR light is reflected off
the face in different intensities, but this IR light is not reflected from pupil of the
eye. This absence of reflected light can be detected by two IR cameras, one for
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each eye. By taking the center of mass of area with IR light return below
threshold, the center of the pupil can be found. The ISCAN IR tracker outputs the
X and Y center of each pupil as a voltage value that can be easily read and
recorded by our LabView data acquisition software.

Figure 2.7 ISCAN camera view. Cross hairs are visible in the center of the
highlighted pupil.

2.4 Plus Optix Power Refractor III Accommodometer

An accommodometer is for tracking the lens power of the eye’s lens. While
autorefractors which measure the static accommodation level of the eye are very
common and most eye care professional use an autorefraction within their
clinical exam, very few devices measure accommodation dynamically as a
function of time. To the best of our knowledge, the Plus Optix PowerRefractor III
is the only commercially available FDA approved device that can measure
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accommodation dynamically. Therefore, it became a design requirement that we
measure our accommodation using this device.

Figure 2.86 Power Refractor III.

The Power Refractor III works by eccentric photorefraction, which means
infrared light is symmetrically presented to the visual system in pairs that are
equal distance or eccentricity of the line of site. Using this technique, it is
possible to measure the lens power of both eyes from a distance and a relatively
high sampling rate. This is done by the analysis of light reflected from the retina
of the eye back through the lens. The lens power is calculated by the returning
distribution of light. It is also possible to calculate the gaze of the subject by their
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purkinje images. While the Power Refactor does not sample vergence at high
enough rates to capture vergence movements with the resolution we desire, we
will later use the vergence gaze data to synchronize the vergence data from the
ISCAN system. [16] This is important because now we can measure vergence
and accommodation simultaneously.

Figure 7 Power Refractor III as installed in Haploscope. Based upon the
manufacturer’s recommendation the system is automatically calibrated so long
as it is 1m away from the subject.

2.5 Computer Hardware and Selection
Before the start of this project, the VNEL was using a custom LabView program
which VNEL called VisualEyes2. It was capable of displaying images on only two
stimuli monitors at a time and had high end computer specifications for when it
was purchased in 2010. The legacy system had 2.00GHz, 3GB RAM, and four
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processor cores. Using this VE2 platform, VisualEyes3 was created so that it
could do the exact same thing that VE2 could do, except on an indefinite amount
of screens. As part of the proof of concept for our final device, we used this
upgraded version of the legacy VisualEyes software to test our hypothesis. It
quickly became apparent that the computer was not powerful enough to process
the images on up to five display screens at a time. We found that as we
increased demands on the system by adding additional stimuli, adding additional
screens, and ramping the stimuli (smoothly moving the target), that our
performance suffered greatly.
It was our requirement to get smooth movement of stimuli across the
screen. We found that the upgraded legacy system was able to go from one
static image to another static image across all five screens with no problem.
Ramping would allow for the experiment designer to move a target away from the
subject as a function of time and test the subject’s ability to track the image.
However, ramping of stimuli placed much harder demands on the computer as it
would have to generate a new image every 5ms across many different screens.
We found that the computer was not able to keep up with such demands and it
would slow down, causing the ramps to jitter across the screen whenever the
computer was able to catch up. This was a proof of concept failure for us.
It was clear to us that we had exposed a weakness of LabView. It is
simply not designed for the generation of images that fast and our image
processing demands would slow, if not freeze, the computer system. Therefore,
we needed a new approach. We determined that if we used a gaming style
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computer and C++ based image processing software, we could create smooth
ramps across all of our screens.
First, our computer hardware had to be upgraded. We started our
hardware selection process at the motherboard. We chose a motherboard with
multiple PCI x16 slots; we would need these computer slots for our two graphics
cards, and NI DAQ card. In our previous computers, we would run out of physical
room on our motherboard before all of the additional hardware was inserted. We
knew that we would need one NI DAQ card for recording data, and two full sized
graphics cards. These graphics cards are generally twice the size of a regular
card, taking up two ports on the rear of the computer instead of the usual one
port. Therefore, any motherboard that was designed to fit on a in a smaller
chassis computer was immediately disqualified.
We needed to select a graphics card for inclusion into our new system. In
the legacy system, we used two legacy Matrox cards with two DVD-D ports each.
Four ports would not be enough for our new system, so for our proof of concept,
we tried two Matrox M9148 cards with four ports each. These cards had the
monitor ports that we needed, but were designed to run simple applications of
low graphic intensity. Most importantly, they were not compatible with DirectX 11
(DX11). DX11 is a system development kit with computer gaming modules for
windows based computers. Therefore, our selection of a graphics card would
need 4 computer monitor ports and be DX11 capable. We selected the EVGA
GeForce 970 because it was the most economical graphics card to meet our
requirements.
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We would also need to select a NI data acquisition (DAQ) card. The
legacy system used NI DAQ PCIe-6351 that was capable of 1.25 MS/s across 16
channels. There are five main types of eye movements where saccadic (side to
side eye movements) are the fastest. Frequency analysis has shown that these
movements can be sampled at 200 Hz or greater to avoid aliasing where most
researchers sample saccades at about 1000 Hz. Vergence is about an order of
magnitude slower, hence we decided to purchase with more economical NI DAQ
PCIe-6320 card. This card is still capable of 250kS/s, which is still much more
than our required sample rate. We required only 7 analog ports (six for
digitalization of analog data and one to determine when the subject has pressed
the trigger button. Most DAQ cards come with capabilities for 16. A BNC 2090A
breakout box was used to connect our BNC cable inputs to the DAQ card.
Beyond specific requirements of the DAQ card, graphics cards, and
motherboard, we chose specifications that would round out our high end
computer. Including 16GB RAM, and a Quad Core 3.50GHZ microprocessor.

2.6 VisualEyes LabView System
We needed a software platform that allowed for easy prototyping and data
acquisition, but versatile enough to do all of the required tasks. For this, we
chose National Instrument’s LabView. LabView is a graphical programming
language where symbolic blocks and wires replace lines of scripted text code.
Our DAQ cards were also made my National Instruments, and synergy between
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hardware and software made the data acquisition portion of our code relatively
straightforward. Later, this ease of use and LabView’s status as a non-compiled
code would cost us dearly in terms of the speed that we needed.
The LabView program, named VisualEyes 2020 (VE), has several
modules that report to one main controlling module. VE is designed to utilize a
simple scripting language and file types that allows for maximum flexibility for a
wide variety of experiments. A user can define a VisualEyes (a .vei file) (VEI) that
is a tab delimited text matrix of what image a stimulus should use, where it is in
terms of the X and Y pixel values of the screen, how many degrees of rotation
the image will spin, and its size relative to its own native resolution all as function
of time. These individual scripts can be indexed and called in VE’s draw
configuration indexes. A VisualEyes Script (VES) can call these stimuli to
preform trials on the subject and much more.
Table 2.1 Draw VEI Format
VisualEyes 2020 Draw VEI Layout Template
Variable

time

X Location

Y Location

Rotation

Stretch X

Stretch Y

Unit

s

pix

pix

degree

%

%

Note: If Stretch Y is blank, it will be the same value of Stretch X

VisualEyes is also able to control a light emitting diode (LED) array
through the use of a serial port. This can also be controlled through VE similarly
to how it can control graphical stimuli. The VNEL LED sticks, one MRI safe and
the other not, can be placed in the center of the Haploscope in lieu of screen
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base stimuli. By controlling which LED light is on at a given time, the target can
be moved farther or closer away from the subject. However, the limitation of this
LED stick is that the target must always appear on midline. This will not be a
limitation of our video monitor based system.
Table 2.2 Array VEI Format
VisualEyes 2020 Array VEI Layout
Template
Variable time
unit

Boolean Location

second integer 0-512

VisualEyes is a script bases language where the user can create their
experiment by selecting an operation from a list of commands. This simple
design allows for rapid training of new lab members and allows for the creation of
experiments while requiring almost no LabView ability. VE primary ability is to
conduct experiments by showing predetermined visual stimuli from the VEI and
recording data. To support this function, the program has the ability to wait on
user input and play sounds to cue the user at the start and end of a trial. Data
can be written to a hard drive on command by another command. Entire sections
of code can be easily repeated with another function. Another function creates
and displays a calibration board that is a function of the subject’s inter-pupillary
distance. To add randomness to an experiment, the system can pause for a
random amount of time within a range of values supplied.
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2.7 The VisualEyes Experimentation Kit
Upon joining the lab, a new member is given a copy of VisualEyes from the
master copy. The master copy is version controlled so that any changes or
updates can filter out into the lab from the central source. The hope is that a new
lab member is given the majority of the things that they would need to test their
hypothesis. By creating a simple complete package to use, our lab members can
spend more time experimenting and less time duplicating efforts. This kit comes
with a bank of premade visual stimuli including lines of different colors, crosses of
different colors, and blurry stimuli that follow a distribution of Gaussian. Simple
visual stimuli are also created for the user. Premade calibration stimuli, steps,
and ramps are all found within the VEI directory. Demonstration scripts with
comments on how to build their own experiment come in the VES directory. Of
course, a manual and quick guide sheet is included for easy training and
reference.
Included within the VisualEyes2020 kit are the legacy versions of
VisualEyes that do not require advanced graphics handling. Finally, a
development system is included that allow a person to place a stimulus on the
screen, nicknamed ManualEyes.
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2.8 Calibration of Instrument
Calibration of our instrument is critical to the overall success or failure of the
experiments that will be performed using it. If our instrument is out of calibration,
we can easily invalidate any experimental trials preformed on it; a costly mistake
that can undermine the credibility of the lab. Our instrumentation is only able to
record voltage values generated from our vision tracking software. Without a way
to change these voltages into a meaningful ocular measurement, the data
becomes worthless. To calibrate the vision tracker, the ISCAN infrared video
based system targets are presented to the subject on the computer screen that
are adjusted until the image on the Haploscope is superimposed on real world
target that are located at measured known distances from the eye. By placing the
target over the known target, we are able to the X and Y coordinates of the target
on the screen.
There are two calibration board types; the first is a static calibration board
that is set up for an average interpupillary distance (IPD) of 6cm. The colored
lines represent rotation of the eyes. The lines are equally spaced outward from
the central black line that represents a continuation of the midline of the
Haploscope. The location of each pair of lines represents the continuation of
gaze from each eye past the point in intersection along the mid-sagittal plane of
the visual system if a person is correctly centered within the instrument. It is
important to remember that the right eye’s lines are on the left side of the
calibration board and vice versa. When the distances from the subject to the
calibration board are known and that simulated target distance is given as a
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variable, it is possible to calculate how far a given line is from the midline to
represent a target at the given stimulus.

DCalibrationLineFromMidline
= [ DCalBoard − DT arg et ]*arctan(θ )
Figure 2.10 Calibration board line spacing equation.

Figure 2.11 Haploscope calibration diagram (assuming IPD of 6 cm).
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This method has been used for many decades in the Oculomotor
Laboratory that Dr. Alvarez’s trained in under the direction of Dr. John Semmlow.
The procedure assumes an average IPD. Recently, reviewers have begun to
question whether an average IPD is valid. Hence, an electronic calibration board
was developed as a function of each person’s IPD using the same LabView
software that controls the rest of VisualEyes 2020. A person’s IPD can be
measured quantitatively with the Plus Optix instrumentation. As the program
initializes, it will create this calibration board using the same mathematical
calculations as shown in the static calibration board. The calibration board can be
hidden or shown either programmatically or by a button on the controller screen.

Figure 2.12 Electronic calibration board. This board is shown on a monitor as
has the ability to change between subjects depending on an individual’s IPD.
Using either board (static analog or electronic which changes as a function
of IPD), calibration must be conducted before starting an experimental trial. The
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goal of this calibration is to derive a linear relationship between the voltage
values recorded from VisualEyes with the meaningful unit of ocular rotation. To
do this, we record data while the subject is looking at a calibration line that
causes a known position of ocular rotation (θ). By recording three of these
angular rotations as a function of voltage measurements, we can derive a linear
transformation.

VNEL has adopted a procedure that requires the linear

regression to have a correlation coefficient greater that R2=.98 to be considered
a valid calibration. Typical causes of calibration error are blinking during the
measurement or head movement.
To do this easily, a calibration program was developed that is separate
from the rest of VisualEyes, but comes included in the VisualEyes kit. This
program will allow the user, via a wireless mouse, to place a stimulus over the
known ocular rotation line and display the pixel values of that line. By getting at
least three data points per screen, the linear relationship can be developed to
show any angular degree of rotation by showing a target at a given location on
the screen. This same relationship is used to transform experimental voltage
values into degrees of ocular rotation.
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Figure 2.13 Pixels to degrees linear relationship. Experimenter chose to use 5
values to assess for linearity.
The above represents that calibration for the ISCAN eye tracker. The
accommodometer is self-calibrating so long as it is kept 1 meter away from the
subject.
While the manufacturer states that as long as the accommodometer is 1 m
away then calibration is not necessary, one published paper by Blade and Candy
[16] shows that calibration is necessary.

Within the results section, we will

compare our calibration with that published within the literature.
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Blade and Candy [16] calibrated the accommodometer by adding lenses
from in front of the human eye and measuring the amount of refraction from the
lens.

They found the slope could vary from 0.5 to 1.15 compared to the

manufacturer’s claim of a slope equal to 1. Hence, it is advised to calibrate per
person. For each subject, this calibration curve was calculated by placing a
known lens in front of one eye while recording data.

Figure 2.14 Blade and Candy's plot of their four lens powers. [16]
Taking the average of each of the four lens power groups allows us to
create a plot of lens power vs lens power. From here, we can easily derive a
linear transformation that allows us to go from the Plus Optix Power Refractor
III’s native curve to our customized subject dependent curves.
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Figure 8 Accommodation calibration curves. Blade and Candy's Personalized
calibration curves vs the assumed 1-to-1 calibration curve. [16]

The results section of this thesis will show that when use the same
protocol described by Blade and Candy, our system reports analogous results.

2.9 Post-processing MATLAB GUI
Despite our best efforts in making the subject as comfortable as possible, there
are still going to be trials where the subject fails to do the ocular movement for
reasons other than their visual inability. Reasons for poor ocular movements
include blinking during the trial, especially the transient portion of the movement,
head motion during the visual task, or a subject just not attempting to follow the
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visual task. There exists a need to filter the good experimental trials from the
bad. During this process, we can do other simple signal processing tasks.
MATLAB was chosen as the programming language to sort eye
movement data. A MATLAB script requires a substantial investment in time and a
basic level of programming ability that the labs clinical partners may or may not
have. A MATLAB graphical user interface (GUI) for data processing was
developed.

Figure 2.16 MATLAB GUI interface upon initialization.
The user has limited options by design; more options leads to greater
complexity. After processing, additional MATLAB code can be written for case
specific analysis. The radio buttons on the GUI allow for DC filtering, Butterworth
filtering, blink removal, and the option to crop the data at a given length.
Calibration of the data by linear transformation of the voltage values into meaning
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degrees of ocular rotation is done by default. The DC filter eliminates any
baseline drift that may occur during the experiment. Butterworth filtering removes
any high frequency noise that may be introduced. Blink removal interpolates
between areas where the signal saturates because ISCAN has lost the pupil
signal and hence the DAQ card is digitized to +/- 5V. A blink within an ocular
movement is grounds for the trial to be excluded from further analysis because
the subject did not track the visual target.
After data is loaded by selecting the raw text file from VisualEyes and
configuring the options given, run will display the data and enable the multi-color
switches. The user can change their option settings and hit run again if they are
unhappy with the original settings. The switches will control which of the similar
trials are kept and which are discarded. By displaying them in this fashion, an
operator can easily see a pattern and discard those that are bad. This gives the
operator feedback as to whether the data collection experiment was a success.
It also allows the operator to begin to define data inclusion and exclusion criteria.
Once this process is completed for each ocular movement, the user can click
done. A cleaned data packet will be exported that can be used for plotting or
further data analysis.
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Figure 2.17 MATLAB GUI in operation.
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CHAPTER 3
RESULTS

Test experiments were designed and executed to assess the validity of the
instrument. Before larger validation experimentation, a simple proof of concept
was conducted. In regular day-to-day life, there is only one real distance that a
target is presented at. When we look at the clock across the room, our gaze must
intersect at that and we must focus our lens for the new length. In a Haploscope,
we are not presenting actual targets, but simulated ones. Therefore, this
relationship becomes uncoupled and we can present targets at different
simulated distances to stimulate disparity vergence, but not change the actual
distance away from the eye to keep accommodation. First, we tested each
system independent of the other. We did this to ensure that any errors we found
later would be due to simultaneous vergence and accommodation recording and
not an individual system.
To prove our individual systems, we first placed a lens of known lens
power over the eye and had the Plus Optix read through that lens. We can see
that as we change the lens, a linear relationship develops showing that the
change in lens power (x-axis) in the right experimental eye shows through on the
Plus Optix output (y-axis). Also, the control left eye does not change from trial to
trial as it does not get a test lens. This process was covered in greater detail in
the calibration section.
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Figure 3.1 Accommodation validation.
Our vergence test was also done using simple steps. After processing, the
movements and velocities are easily seen.
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Figure 3.2 Vergence validation.
Second, we designed a movement where a vergence step movement that
would cause the eyes to rotate, but not stimulate accommodation which was held
constant. This was done by keeping the stimuli on the near pair of screens, to
keep accommodation constant, and changing their ocular vergence angle.
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Figure 3.3 Vergence movement at one fixed distance. This is done by changing
the simulated target distance, but not the physical distance. We can see a clear
vergence movement, but without any substantial accommodation activity.
Similarly, we can show that the opposite is true. By switching screen sets,
we can make a target at the same degree of ocular rotation, but only farther
away.
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Figure 3.4 Accommodation movement due to changing distances. Changing
physical distance, but keeping the target at the same ocular angle.

Since we have shown that each system works independently and
together, we can now create a sample experiment and for a more rigorous test.
The discussion section of this thesis, describes several experiments that are
using the new experimentation. Each of these studies has subjects participate in
multiple sessions to assess the precision of the system.
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CHAPTER 4
DISCUSSION

This instrumentation was primarily designed to fit into the larger aims of a
National Institute of Health study on Convergence Insufficiency (CI).

The

instrumentation is also being used within every active research study within
VNEL. The discussion will discuss the new Haploscope’s primary purpose for
VNEL’s NIH study followed by the active studies in the lab. Those studies are
the following: vergence asymmetry potential due to color differences, influence
of distracters on symmetrical vergence, investigation of symmetrical compared to
asymmetrical phoria adaptation, monocular versus binocular control in vergence,
visual stimuli to study the neural correlates of vergence, and investigation of
vergence and saccades in children with CI before compared to after vision
therapy.
Primary application, underlying mechanism of vision therapy
The etiology of CI is unknown. VNEL will use the instrumentation which
was the focus of this engineering MS thesis to investigate two potential
dysfunctions that may in part be the cause of CI.

The two hypothesized

dysfunctions in CIs compared to binocularly normal controls BNCs are the
following: (1) reduced ability to adapt phoria in near and far space and (2)
reduced ability to quickly diminish disparity error. Such dysfunctions may be
remediated by vision therapy. Understanding (1) how CIs differ from BNCs and
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(2) how changes in the brain-behavior correlate to changes in visual symptoms
are significant because such knowledge can lead to targeted therapeutic
interventions. Future targeted therapies could remediate symptoms sooner,
further improve vision function, and achieve higher success rates ultimately
reducing health care cost.
Schor describes two components of vergence. The fast component
responds rapidly (within 1 second for a BNC) to reduce retinal disparity. The slow
component maintains net fusional vergence over extended periods of time. As
described below, the literature supports the fast and slow components may be
dysfunctional in those with CI. This instrumentation will allow VNEL to take its
first step towards understanding how vision therapy adapts the underlying
neurophysiology to have a sustained effect on reducing CI patients’ visual
symptoms.
AC/A is the ratio of the accommodative convergence AC (in prism
diopters, ∆) to the stimulus of accommodation A (in diopters, D). The
accommodation (primarily stimulated through blur) and vergence (primarily
stimulated through disparity) systems interact through cross links where the AC/A
is the associated input of accommodation to the vergence system. CI patients
have a low AC/A ratio compared to BNCs. Schor and Saladin hypothesize that CI
patients have reduced ability to adapt vergence in visual space compared to
BNCs. They hypothesize that the imbalance in adaptation between the
accommodative and convergence systems (via the AC/A ratio) may be a major
cause of CI, which is a dysfunction in the ‘slow’ adaptive component of vergence.
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North studied 7 CIs reporting all had a decrease in the magnitude of phoria
adaptation at near and far using 6 base-out (BO) and 6 base-in (BI) prisms,
respectively, and a reduced rate of phoria adaptation at near using a 6BO prism.
Adaptation improved with therapy in the 5 CI patients who experienced a
reduction in symptoms. Rate of phoria adaptation is reported to be considerably
slower in near space with a 6BO prism compared to other distances and 6BI
prisms. Brautaset showed CIs improve their rate of phoria adaptation at near
using a 6BO prism after vergence therapy studying 10 CIs. While prior results are
encouraging, these studies had small sample sizes and was not masked. Hence,
a detailed study of phoria adaptation in near and far space using convergent and
divergent stimuli is warranted. Such knowledge is significant because if the slow
vergence system is dysfunctional then future therapies should concentrate on
improving a patient’s ability to adapt vergence to different visual spaces (i.e.,
near and far space).
CIs tend to have a larger exophoria at near (40cm) compared to far (6m).
Exophoria is the outward deviation of the eye when binocular fusion is disrupted
(i.e., one eye is occluded while the other eye is fixating on a target). Scheiman
and others hypothesize that CIs are symptomatic because of the excessive
convergence needed to compensate for a larger exophoria at near compared to
far. The true mechanism by which vision therapy leads to a reduction in
symptoms is unknown. Clinicians hypothesize that vision therapy leads to a
reduction of symptoms by increasing positive vergence amplitudes. Positive
vergence amplitudes are typically reduced in CIs compared to BNCs and
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improve after vision therapy. Alvarez and others report the peak velocity (and
hence the ability to reduce disparity error) of fast fusional disparity convergence
is significantly reduced in CIs compared to BNCs and improves after vision
therapy. Studying whether the fast vergence system is dysfunctional will allow us
to determine whether a critical element in therapies should be to target improving
the fast vergence system’s ability to quickly reduce disparity error.
It is also unknown whether CI may be the result of one or several
dysfunction(s). Schor hypothesizes that phoria (prism) adaptation reduces the
load/stress on the fast vergence system. VNEL has published that phoria
adaptation influences fast vergence peak velocity and hence the ability to quickly
reduce disparity error in the fast vergence system.

Thus, results from both

independent labs suggest phoria offloads work (i.e., reduces stress) of the fast
vergence system. If phoria adaptation is dysfunctional, then additional stress is
placed on the fast vergence system. Perhaps some CIs have a reduced ability to
adapt their phoria in near or far space, while others have a reduced ability to
quickly decrease disparity error at all distances. Perhaps the reduced ability to
adapt phoria adds stress to the fast vergence system and then both become
dysfunctional.

Knowledge about which parameters vergence therapy should

concentrate on improving, can lead to more successful and targeted therapeutic
interventions - ultimately reducing health care cost.
Symptoms from CI Patients and their Negative Impact on Activities of
Daily Living: Symptoms for CIs include: blurred vision, double vision (diplopia),
eye strain, loss of concentration, frequent loss of place causing a rereading of
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text, reading slowly, print moving on the page, difficulty remembering what was
read, sleepiness and headaches. These symptoms negatively impact an
individual’s daily activities such as schoolwork and employment. 89% of CI
patients successfully treated via vision therapy were asymptomatic one year
later. CITT designed/validated the CI Symptom Survey (CISS) that has a
sensitivity of 98% and specificity of 87% in young adults.
CI has a reported prevalence of 4.2% to 7.7% in the general population. [
17] [18] [19] Hence, using the 2010 Census, 13.8 to 24.1 million people suffer
from CI in the US. Although it is unknown whether CI patients with and without
brain injury share the same etiology, the therapeutic interventions are similar.
The prevalence rates of CI after traumatic brain injury (TBI) range from 23% to
43% in civilian and 28% to 46% in veteran populations. 35% of stroke patients
are reported to have CI. Studying acquired brain injury is beyond the scope of
our current proposal. Our retrospective analysis of 557 TBI patients shows that,
while 23% of the TBI population will have CI, only 9% will have CI without other
visual or vestibular dysfunction(s). Thus, many clinical sites would be needed.
However, the techniques we develop in this project have broader impact because
they could be adapted to study future brain injury populations.
Vision therapy developed from the CITT will be used by VNEL because it
is the only validated vergence therapy via a RCT. Vision therapy has a 73%
success rate in children with a large Cohen effect size (>0.8) and was
significantly more effective than CITT-placebo therapy which had a small Cohen
effect size (<0.2).[ 20] However, the mechanisms by which vision therapy
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translates into a reduction of symptoms was not part of their study. [21] The
results obtained from our project can explain which mechanism (improvement in
ability to adapt vergence or reduce retinal disparity) is more correlated to the
reduction of visual symptoms. This knowledge can lead to targeted therapies
while further improving visual function in potentially less time. Expected higher
success rates will lead to a reduction in health care cost.
Vision therapy is a type of physical therapy. By enhancing the capabilities
of the vision system, the hope is that the subject’s vision system will be able to
adapt and do what it was once unable to accomplish. [8] A similar principle works
for amblyopia. The gold standard for amblyopia is to cover the stronger eye with
a patch and force the vision system to rely on the weaker eye. [9]
There are multiple issues with these treatments, not because they do not
work, but because people are unwilling to comply with the intrusive tasks.
Patching an eye removes binocular vision and can cause anxiety, especially in
children. [9] It has been shown that office based vision training is more effective
than training in the home, but compliance suffers and subjects are unwilling to
consistently go the optometrist’s office for several weeks. Office based training is
also more expensive.
The instrument that was constructed is far too expensive to be used in
common clinical practices; however, its true potential is in validating other CI
treatment procedures within a research setting. By comparing the results from
our Haploscope at the onset of a treatment routine and at the end to show final
results, we can quantify the level of improvement from our subjects.
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Vergence asymmetry:
VisualEyes 2020 has been upgraded where it can now display numerous
images. This was critical for this study because VNEL needed multiple images
which were identical except for a difference in color.

Clinically, many

practitioners use red and green visual stimuli. The different colors of light are
presumed to penetrate different focal lengths to the back of the retinal. However,
it is unknown whether such a difference in accommodative vergence would have
an impact on vergence peak velocity.
Distracters interaction with symmetrical vergence:
The prior version data acquisition code was not capable is displaying more
than two images per screen.
simultaneously.

Now many images can be displayed

Another active study in VNEL uses multiple images where

subjects are asked to track a ‘x’ target with and within the presence of a
distracter ‘o’. While the influence of distracters in saccades is well studied, very
little literature exists on the study of distracters in vergence.

In everyday

conditions distracters are present in the distance. This is especially true while
driving where you may have a car going at a similar speed with your car or a car
in the opposing lane moving in the opposite direction of your car. Your vergence
system is constantly adjusting in these scenarios where you have distracters
close or away from you. The new VisualEyes 2020 can systematically study the
influence of distracters in vergence.
Symmetrical compared to asymmetrical phoria adaptation:
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Clinically, researchers use a 6 base out or a 6 base in prism in front of
typically the right eye to assess vergence phoria adaptation. When a prism is
placed in front of only one eye the adaptation will be asymmetrical and hence
also stimulate the version system. By comparison, a set of flipper prisms which
are used binocularly with both eyes could be used. VNEL is proposing to use a
binocular 3 base out flipper and a 3 base in flipper which would symmetrically
adapt the near dissociated phoria. VNEL prefers to assess phoria adaptation
using an eye tracker which will quantify eye movement rather than relying on the
subject to give the correct answer. With VisualEyes 2020, this code was easily
programmed within a day.
Monocular versus binocular control in vergence:
There is a debate in the literature which dates back to the 1800s between
two German physiologists specifically Helmholtz and Hering. Hering believed the
eyes acted as a single organ similar to how one guides a horse with reins. While
Helmholtz believed the eyes were independent and binocular coordination was
learned. Science favored Hering’s theories commonly referred to as Hering’s
final common pathway. However, King and Zhou rekindled this binocular versus
binocular debate with their publication in Nature suggesting that the saccade
burst cells were monocular. VNEL has devised a set of unnatural stimuli using
VisualEyes 2020 which may add more data to this debate. The visual stimuli
take advantage of the system’s ability to send independent images to the left and
right eye are not only independent in terms of the image but also can be moved
at different times.
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Visual stimuli to study the neural correlates of vergence
The NIH grant to VNEL also includes functional MRI (fMRI) studies where
VisualEyes 2020 has been loaded onto a gaming laptop. Rather than multiple
monitors, the fMRI applications use a single monitor that can be projected to an
fMRI compatible screen. The VisualEyes 2020 code has been tested and fMRI
experiments will begin within the next few months.
Vergence and saccades in children with CI before compared to after vision
therapy:
Another project within VNEL is a collaboration with Salus University,
where an exact copy of the instrumentation at VNEL is located at the Eye
Institute in Philadelphia. The primary clinical collaborator for VNEL is Mitchell
Scheiman, O.D.

This MS thesis included making a third set-up which is

completed and has been tested. Currently, Dr. Scheiman is collecting vergence
and saccade responses from children ages 8 to 17 years of age who have CI.
The children will have their eye movements recorded again after vision therapy to
assess how vergence and saccade change after therapy.
The strength of the new Haploscope design with the VisualEyes 2020
software suite is its versatility for numerous experiments. This thesis serves as
documentation for future researchers in VNEL to access to learn how it was
constructed. In addition, while all features requested have been implemented
and tested, it is unknown what features VNEL may need in the future. This
thesis serves to document the VisualEyes 2020 code so that future researchers
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can modify the software if needed.
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APPENDIX
VISUALEYES LABVIEW PROGRAMMING CODE, MATLAB GUI
PROGRAMMING CODE, AND HAPLOSCOPE COMPONENT
DIMENSIONS

The appendix contains three parts. Part A will document the VisualEyes2020
Labview program. Part B will document the MATLAB GUI program. Finally, Part
C will document the physical dimensions of constructed items for the Haploscope
Table.

A.1 LabView VisualEyes Code
In Part A of the appendix, LabView front panels and block diagrams are shown.
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B.1 MATLAB GUI Code
In part B, all MATLAB GUI code is documented including the main GUI and its
respective sub-functions.
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C.1 Haploscope Table Components
In Part C of the appendix, functional dimensions of Haploscope table
components are documented.

213

214

215

216

217

218

219

REFERENCES

[1] Marieb, Elaine Nicpon, and Katja Hoehn. Human Anatomy & Physiology. San
Francisco: Benjamin Cummings, 2010. Print.
[2] Purves, D. A., et al., Neuroscience, 4 ed. Sunderland, MA: Sinauer
Associated, Inc. 1993.
[3] “Diagram of the retina,” retrieved April 11, 2014 from
http://www.catalase.com/retina.gif
[4] Sevel, D., “The origins and insertions of the extraocular muscles:
development, histologic features, and clinical significance,” Trans Am
Ophthalmol Soc, vol.24, pp. 488-526, 1869.
[5] Collewijn, H.and Erkelens, C. J., “Binocular eye movements and the
perception of depth,” Rev Oculomot Res, vol. 4, pp. 13-9, 1983.
[6] Alvarez, T. L., et al., “Short-term predictive changes in the dynamics of
disparity vergence eye movements,” J Vis, vol. 5, pp. 640-9, 2005.
[7] Scheimn, Mitchell, Jane Gwiazda, and Tianjing Li. "Non-surgical Interventions
for Convergence Insufficiency." Cochrane Eyes and Vision Group (2011):
n. pag. PubMed. Web. 15 Oct. 2014.
[8] Carvelho, Tristan, Robert S. Allison, Elizabeth L. Iving, and Christopher
Herriot. "Computer Gaming for Vision Therapy." IEEE (2008): 198-204.
Print.
[9] Foss, Alexander. "I-BiT - Evaluation of a Novel Binocular Treatment System
(I-BiTTM) in Children With Amblyopia." ClinicalTrials.gov. NIH, Oct. 2012.
Web. 18 Dec. 2013. <ID:NCT01702727>.
[10] "ISCANHomeFrame." ISCANHomeFrame. N.p., n.d. Web. 12 Oct. 2013.
<http://www.iscaninc.com/>.
[11] "Solutions." SensoMotoric Instruments GmbH Gaze and Eye Tracking
Systems Products Overview. N.p., n.d. Web. 12 Oct. 2013.
<http://www.smivision.com/en/gaze-and-eye-trackingsystems/products/overview.html>.
[12] "Announcing the EyeLink 1000 Plus - an Innovative Successor to the
EyeLink 1000..." SR Research. N.p., n.d. Web. 12 Oct. 2013.
<http://www.sr-research.com/>.

220

[13] "Eye Tracking Systems for Research and Analysis." Tobii. N.p., n.d. Web. 12
Oct. 2013. <http://www.tobii.com/en/eye-tracking-research/global/>.
[14] "Cambridge Research Systems - High-Speed Video Eye Tracker
Toolbox." Cambridge Research Systems - High-Speed Video Eye Tracker
Toolbox. N.p., n.d. Web. 12 Oct. 2013. <http://www.crsltd.com/tools-forvision-science/eye-tracking/high-speed-video-eye-tracker-toolbox/>.
[15] Razdan, Rikki. "ISCAN IR Level Certification." Letter. 15 July 2009.
[16] Blade, Pamela J., and Rowan Candy. "Validation of the PowerRefractor for
Measuring Human Infant... : Optometry & Vision Science." N.p., June
2006. Web. 28 Sept. 2014.
[17] Porcar E, Martinez-Palomera A. Prevalence of general binocular
dysfunctions in a population of university students. Optom Vis Sci
1997;74:111-113.
[18] Rouse MW, Borsting E, Hyman L, Scheiman M l. Frequency of convergence
insufficiency among fifth and sixth graders. The Convergence Insufficiency
and Reading Study (CIRS) group. Optom Vis Sci 1999;76:643-649.
[19] Rouse MW, Hyman L, Hussein M, Solan H. Frequency of convergence
insufficiency in optometry clinic settings. Convergence Insufficiency and
Reading Study (CIRS) Group. Optom Vis Sci 1998;75:88-96.
[20] Rouse M, Borsting E, Mitchell GL, Scheiman M. Validity of the convergence
insufficiency symptom survey: a confirmatory study. Optom Vis Sci
2009;86:357-363.
[21] Cohen Y, Segal O, Barkana Y, et al. Correlation between asthenopic
symptoms and different measurements of convergence and reading
comprehension and saccadic fixation eye movements. Optometry
2010;81:28-34.

221

