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PROLOGO
La présenté memoria recoge el desarrollo de una metodologîa 
para la discriminacion de 2 o mas grupos entre sî, cuando estos es- 
tân descritos en funciôn de variables cualitat ivas o categoricas.
Si tuvieramos que clasificar en el conjunto de técnicas de 
tratamiento de datos a esta metodologîa, la asignarlamos al conju^ 
to de mêtodos que algunos autores han convenido a llamar Anâlisis 
de datos en sentido estricto y que comprenderîa aquellas técnicas 
estadîsticas que no se apoyan en modelos probabilîsticos; frente al 
conjunto de técnicas ô métodos de la estadistica clâsica o técnicas , 
probabi1îsticas. Esta clas ificacion no es totalmente excluyente, p^ 
diendo existir métodos de tratamiento de datos que compartan ambas 
concepciones por lo que serîa preferible englobarlas bajo el nombre 
comun de anâlisis de datos en sentido amplio o tratamiento de datos.
La présente memoria consta de una introduce ion y très capi­
tules.
En la introduccion se hace un breve resumen de los resulta- 
dos alcanzados, en este campo, fundamentaimente, metodologîas basa- 
das en la segunda clase de métodos, poniendo de relieve las dificul^ 
tades que presentan, sobre todo en su aplicaciôn.
En el primer capîtulo se trata de la caracterizacion, de la 
soluciôn a un problems de discriminacion y se introducen los elemen 
tos que van a permitir définir la solucion optima, entre ellos el 
concepto de bondad de una solucion. Se estudian las funciones bon- 
dad, que llamamos B1 o funciones bondad compatibles con la relaccion 
de orden parcial definida en el conjunto de soluciones, y se da una 
condicion suficiente para la existencia de estas.
En el segundo capîtulo, se trata el problems de la capacidad 
descriptiva de las soluciones. Se introducen los conceptos de hipote 
sis y ambigûedad de una hipôtesis que servirân para expliciter dicha 
capacidad descriptiva. Se estudian las relac iones entre las funciones»
bondad y ambigûedad, caracterizando las bohdades basadas en la ambi 
gUedad. Por ultimo, nos centramos en el problems de la caracteriza- 
cion de las funciones bondad que sean de tipo B1 y que estén basadas 
en la ambigûedad.
En el tercer capîtulo se trata el problems del câlculo de la 
solucion. Se introducen los conceptos de segmento cartesiano y seg­
mente terminal, que nos permiten caracterizar mâximas locales, para 
funciones bondad sobre el conjunto de soluciones cartesianas. Se de^  
sarrollan très algoritmos, basados en la idea de segmentacién, para 
la localizacidn de un maximo local. En la segunda parte de este ca­
pîtulo, se generalize la definicién dada de soluciôn a un problems 
de discriminaciôn, generalizaciôn que surge de forma natural del co^ 
cepto de segmento terminal, y se propone un algoritmo para calcular 
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El desarrollo creciente que en estos ôltimos anos ha exper^ 
mentado el anâlisis de datos cualitativos se debe fundamentaimente 
al desarrollo experimentado a su vez por los ordenadores. Estos han 
influido en el estadîstico en dos aspectos distintos y confluyentes- 
En primer lugar la potencia de câlculo y de manejo de grandes masas 
de informaciôn que tienen los actuales ordenadores han permitido, a 
inves t igadores provenientes en general de campos de las ciencias so^  
ciales, biologicas ô del comportamiento tratar situaciones que an­
tes escapaban a sus posibilidades. Muchas de estas situaciones es^a 
ban descritas en termines de variables cualitativas y requerian metodologîas 
en el tratamiento que se amoldasen a dichas caracterîsticas y que 
en general no respondîan a los resultados clâsicos de la estadisti­
ca. Esta incapacidad de la estadistica de contester a preguntas coii 
cretas planteadas en dichas situaciones llevaba consigo a tratamieri 
tos 'pobres' limitados casi exclusivamente a recoger los aspectos 
descriptives del problems o lo que era peor a la aplicaciôn de modje 
los mâs complicados tipo predicciôn etc., a situaciones para las 
que inic ialmente no fueron conceb idos. La abundancia de estos pro­
blèmes y de los pobres tratamientos que se les daban fue una de las 
causas que motivaron el interês por parte de los estadîsticos en el 
estudio de este tema.
Los ordenadores, no solo sirvieron de iman a los problèmes 
y por tanto a sensibilizar a los estadîsticos en ellos, sino que a 
su vez, posibilitaron a los estadîsticos su resoluciôn. El ordenador 
empezô a ester présente en la generaciôn de las nuevas metodologîas 
que requerian dichos problemas no ya solamente a la hora de aplicar
a situaciones concretes resultados teoricos, si no que empezaron a 
jugar un papel importante en la misma concepciôn de las nuevas teo- 
rîas y en particular del anâlisis de datos, pudiendo decir que el 
desarrollo de este es inseparable del desarrollo de los ordenadores. 
Sobre este tema pueden consultarse las obras citadas en esta mono- 
grafla.
Las âreas que mayor interes han despertado dentro de los in 
vest igadores en el tema han sido el anâlisis de las tablas de contin 
gencia multiple y los modelos log-linear, pudiendose consulter sobre 
el tema las obras de Bishop, Fienberg y Holland (1978), Haberman 
(1978), Goodmnan (1978). El anâlisis de conglomerados, Hartigan 
(1975), Anderberg (1973), Benzecri (1973), Jambu (1978), Diday (1982) 
y el anâlisis de Correspondencias y Correspondencias Multiples, Ben­
zecri (1973), Lebart (1977).
El tema que estudiamos en el presents trabajo, el anâlisis 
discriminante en variables cualitativas, no ha recibido hasta la fe^  
cha tanta atencion como los temas anteriormente senalados, no exis- 
tiendo monografîas dedicadas exclusivamente al tema, exceptuando la 
de Goldstein M ., Dillon W.R. (1978). S in embargo, y dada la impor- 
tancia del tema, sobre todo desde el punto de vista de sus aplicacLo 
nés son cada dîa mâs numerosas las publicaciones que aparecen sobre 
ël , y debido a esta razon dichas publicaciones no se concentran en 
una unica ârea sino que aparecen desperdigadas en publicaciones e^ 
tadîsticas, biologicas, investigacion de mercados, ingenierîa, ci- 
bernêtica, inteligencia artificial, etc. »
Tampoco el nombre con que nos referimos al tema del trabajo, 
discriminaciôn en variables cualitativas es el unico nombre que ha­
ce referenda a dicho tema. Alguno de los nombres con los que apare^ 
ce en la literatura son Diagnosis, Reconocimiento de formas, clasi- 
ficacion, asignacion, segmentacionn, ver Gupta R.P. (1980).
Todo problems de discriminaciôn en variables cualitativas 
puede exponerse en los siguientes termines
Sean N individuos repartidos en k grupos, descritos por 
p variables cualitativas Ç , ^ 2  » • • * » 4e m^ mg ... catego­
ries cada una que llamaremos variables explicatives, y una variable 
n, que 1lamaremos variable grupo con k categories que se desea 
explicar basandonos en la informaciôn proporcionada por las p va^  
riables explicativas.
Dos son los aspectos que se contemplan en todo problems de 
discriminaciôn y en particular en el que tratamos; siguiendo a Rom^ 
der (1973) podemos hablar del aspecto descriptive del problems, que 
trata de dar respuestas a preguntas del tipo: &Con la informaciôn re^  
cogida se pueden seperar los grupos de individuos?, ison todas las 
variables explicativas igualmente importante a la hora de separar 
dichas clases? thay alguna variable o conjunto de variables que in 
fluya de forma especial en la définieiôn de una clase?, es decir tr£ 
ta de describir las clases a partir de las variables explicativas
"'' %p"
El segundo aspecto, que llamaremos de asignacion o clas if ic^ 
ciôn trata el tema de la asignacion de nuevos individuos ô individuo
no etiquetados, de los que se dispone solamente informacion sobre 
SUB valores en Çj ... deseando agregarles a alguna de las cla­
ses. Resolver este problems lleva consigo la cons truce ion de reglas 
de decision o asignacion que denominaremos c1as ificadores.
Aunque los dos aspectos estan muy relacionados, no aparecen 
asi en la literatura sobre el tema, versando en su mayor parte ca­
si todas las publicaciones sobre el aspecto decisional del problems. 
Bien es verdad que el primer aspecto quedaria cubierto depend iendo 
del poder descriptive del clasificador generado y este es el caso de 
alguno de los c1asificadores. Sin embargo es de lamentar que muchos 
de los resultados conseguidos hasta la fecha no aborden el primer a^ 
pecto y lo que es peor no tengan en cuenta la capacidad descriptiva 
del clasificador que proponen. Ver Luchenbruch (1979), Dillon y Golds 
tein (1978, 1).
Entre los resultados obtenidos hasta la fecha, podemos citar 
los siguients
En primer lugar se aplicaron los clasif icadores lineales, 
lo que resultaba forzado pues en definitive lo que se hacîa era imp^ 
ner una codificacion numerica a las variables cualitativas. Sobre 
las desventajas que presentan dichos mêtodos puede consul tarse Dillon 
y Goldstein (1978,1), Saporta (1979).
La mayoria de los autores a la .hora de tratar el tema han 
supuesto que la informacion de que se dispone sobre los grupos o 
clases a discriminar es de tipo probabi1 istico y generalmente supo- 
nen que los datos corresponden a observaciones de las variables
Çj»***»Çp a travês de un mues treo aleatorio simple, entre ellos co^ 
sideraremos la solucion bayesiana.
Si désignâmes por f%(x) la funciôn de densidad de 
Çj . . . Çp en la clase i-ësima, el clasif icador bayes para el proble^ 
ma viene dado, supuesto que la funciôn de pôrdida es aquella que pe­
nalize con 1 unidad cada vez que hacemos una mala clasificaciôn, a 
travês de las funciones discriminantes g^(x) = ,f^(x).p^ donde p 
es la probabilidad a priori de la clase i-êsima.
El inconveniente que tiene la soluciôn bayesiana bajo estas 
hipôtesis es de tipo prâctico dado que generalmente el nômero de va^  
riables explicativas suele ser relativametite elevado lo que provoca 
que el numéro de estados del espacio muestral se haga muy grande dan 
do lugar a que en muchos estados del espacio muestral no haya obser- 
vâciones y se tenga que hacer una aslgnaciôn al azar.
A la hora de paliar el problems que présenta la soluciôn ba 
yesiana, y restringiendo el campo a situaciones en las que las varia^ 
bles explicativas sean dicotômicas, diverses autores han propuesto 
mêtodos basados en representaciones de las densidades a travês de me^  
nos paramétrés de los que necesita el modelo complete, entre estos 
destacaremos los modelos propuestos por Bahadur (1961), Martin y 
Bradley (1972) y Ott y Kronmal (1976).
El modelo de Bahadur consiste en truncar la funciôn de densi.
dad conjuntâ basatldose en la representaciôn:
p X, 1-x,
g(x) = g(x, ... X ) = n (1-9.)  ^(1 + I p.^  z.z^  +...
1 P j=l J J j<k ^
' ^12...p 1^ p^^
donde 9j = E ( Cj); = (Cj ~ 8j) / (0^ ( 1 - 0 ^ ^ ^ ^
k " G(Zj ;... Pi2...p ' *••
asï por ejemplo si aproximamos F,(x) truncando las in t e r ac c iones de 
orden 2 o superior a dos tendremos
g(x) - 1 + I p.. z.z
j<k j
este tipo de solucion, resuelve el problema de la asignacion en est^ 
dos donde no bay observaciones pero présenta grandes inconvenientes 
como son la arbitrariedad de la aproximacion, dado que en el ejemplo 
anterior supondrîa la no existencia de efectos interactives, hipôte^ 
sis en principio demasiado fuerte y la nula capacidad descriptiva 
del clasificador.
Los modelos propuestos por Martin y Bradley y por Ott y 
Kronmal estân basados en representaciones de densidades mediante corn 
binaciones lineales de polinomios o r togonales. Estos modelos asi co­
mo el de Bahadur tienen la ventaja de permitir aproximaciones de 
densidades en funciôn de un numéro mener de paramètres pero adolecen 
de los mismos inconvenientes mâs arriba mène ionados.
El inconveniente que presentan las aproximaciones anteriores 
puede evitarse utilizando la metodologia de los modelos log-linear 
para tratar tablas de contingencia multiples. En primer lugar este 
mëtodo no estâ restringido al caso de que las variables explicativas 
sean dicotômicas, ademâs a la hora de considerar si los termines que 
representan interacciones de un determinado orden son cero no se ha­
ce de forma a priori como en los métodos y anteriores si no que se uti^
- Vlll -
lizan tests para contraster la bondad del ajuste, a la hora de cons­
truit modelos que se ajusten a los datos y reduzcan el ndmero de pa 
rSmetros en la estimacion de densidades, permit iendo salvar el pro­
blema de la asignacion en celdillas o estados del espacio muestral 
para los que no hubiese observaciones. Este metodo contempla el pro^  
blema de la discriminaciôn suponiendo què los datos de que dispone- 
mos forman una tabla de contingencia multiple de dimension 
fflj % mg X...X m^ X k generada bajo un modelo de Poisson ô multino­
mial que corresponde a un problema de p+1 variables de las cuales 
las p primeras son las variables explicatives y la p+1 esima es 
la variable grupo.
Si Pjj désigna la probabilidad teôrica del estado
ij...£t, se cumple:
+ ... + +...+ 0^  ^ + 0Q
donde
I î  -  0 I -  «
Un determinado modelo reducldo que represents la matriz de datos se 
construye igualando a cero un subconjunto de paramètres 0. Se ut 
lizan estimadores de maxima verosimilitud para estimar los parâmetro 
0 del modelo reduc ido y se contrasta la bondad del modelo utilizan 
do tests del cociente de probabilidad. En este sentido pueden consul^ 
tarse las obras de Goldstein y Dillon (1978); Lachenbruch y Golds­
tein (1979) y Andersen (1980).
En otra lînea de trabajo, pero, persiguiendo el mismo fin, 
es decir, obtener representaciones parsimoniosas de la situaciôn y 
as 1 salvar el problema de la desproporc ion, entre el numéro de es­
tados del espacio muestral sobre el que se basan los clasificadores, 
y, el numéro de observac iones de las que se dispone. Hay que mène io^  
nar aquellos mêtodos que disminuyen el numéro de estados basândose 
en una e 1 iminac iôn de variables. Estos mêtodos se conocen como mêtcj 
dos de discriminaciôn por pasos y se basan en la introduccion de v^ 
riables de forma secuencial ô ’hacia adelante' o eliminaciôn de v^ 
riables de forma secuencial o 'hacia atrâs*. Estos mêtodos, en efec^ 
to, consiguen representaciones parsimoniosas de los datos dado que 
los criterios de inclusiôn de variables pueden ser tan restrictives 
como se desee y ademâs presentan la ventaja de tener un gran poder 
descriptive al seleccionar aquellas variables que realraente impor­
tes a la hora de diferenciar los grupos. El gran inconveniente que 
presentan estas soluciones es que generalmente el n " de variables 
finales que consideran es tan pequeno comparado al n° total de va­
riables explicativas, que se tiene el peligro de no considerar in­
formaciôn clave a la hora de caracterizar los grupos. Asî por ejem 
plo el mêtodo debido a Lachin (1973) es similar a los de regresiôn 
por pasos buscando la inclusiôn de variables en el estadîstico de 
independencia con la variable grupo, teniendo en cuenta la informa­
ciôn proporcionada por las variables y a incluidas. Sobre este mêto^ 
do y aquellos debidos a Dillon y Goldstein, Glick, Rcriffa puede 
consultarse el capîtulo 4 de Dillon y Goldstein (1978).
Un aspecto que no tienen en cuenta estos mêtodos y que pro^  
porcionan buenos resultados a la hora de salvar los inconvenientes 
que presentan es la posibilidad de reducir el n" inicial de estados 
del espacio muestral en base a una seleccion de variables y a una 
reduccion del n® de categories de las variables de forma que entren 
aquellas categories que realmente diferencian los grupos y al mismo 
tiempo permitiendo el juego a mâs variables. La reduccion de cat£ 
gorias se hace en general en base a solapar diferentes catégories 
de una misma variable de forma que constituyan una nueva categorîa 
siempre que estas den informaciôn similar sobre la variable grupo.
Este aspecto ha sido est imado por Messenger y Mandell (1972), 
Morgan y Messenger (1972), Kass (1975) y Sânchez (1980) su metodolo^ 
gia toma diferentes nombres, entre los mâs corrientes estan los de 
segmentacion, THAID y Tipologîa.
En esencia todo proceso de segmentacion consiste en parti- 
cionar el conjunto de individuos observados de forma que cada ele- 
mento de esta particiôn describe de forma ôptima la variable grupo. 
Los elementos de esta particiôn se definen en base a subconjuntos 
de valores de las variables explicativas y a partir de estos subcon 
juntos se procédé a hacer predicciones sobre la variable grupo.
La gran potencia que tienen estos mêtodos a la hora de tra­
tar grandes conjuntos de variables explicativas unido al hecho de 
tener un gran poder descriptivo, los hacen muy recomendables desde 
un punto de vista prâctico y serân una base importante para el desa^ 
rrollo del présente trabajo.
Este mismo aspecto ha sido tratado por Saporta (1977, 1979,
1981). Donde propone un mêtodo de discriminaciôn eminentemente des­
criptivo y que desarrolla en dos etapas. En la primera etapa hace 
una selecciôn progresiva de las variables basandose en el coeficieii 
te de asociaciôn de Thchuprow (1), sobre estos realiza un modelo 
Log linear con el fin de detectar las interacciones existantes en­
tre estas variables, rea1izando al mismo tiempo un agrupamiento de 
categorîas para cada variable en base a un criterio de comportamiein 
to similar de estos respecte de la variable grupo.
En la segunda etapa y respecte de las variables creadas en 
la primera etapa realiza un anâlisis factorial de correspondencies 
multiples de forma que sobre los factores extraidos selecc iona aque^ 
llos que mejor diferencian los grupos (maximizan la varianza inter- 
grupos) y sobre estos ultimos procédé a la asignacion.
Este mêtodo, contempla muchas de las exigencies que impone^ 
mos a todo buen mêtodo de discriminaciôn, tiene gran poder descrip­
tivo, tanto por el proceso utilizado en la primera etapa, una mezcla 
del ataque por pasos, segmentacion y metodologîa log-linear los 
très con gran capacidad descriptiva, como por la têcnica utilizada 
en la segunda etapa eminentemente descriptiva como es el anâlisis 
de correspondencias multiples. Un defecto importante que puede apre^ 
ciarse en el mêtodo es, que dado que el anâlisis de correspondencias
(1) Para una vision amplia de coeficientes de asociaciôn entre variables cualita^  
tivas, recomendamos la obra de Reynolds (1977).
mdltiples, es un mêtodo que no tiene en cuenta las interacciones de 
orden mayor o igual a 2 entre las variables explicativas, a la hora 
de procéder a la clasificacion bâsada en los factores si las varia­
bles creadas en la primera etapa tienen efectos no lineales sobre 
la variable grupo estos pueden quedar obviados.
Por ultimo, para terminer con este abanico de las diferen­
tes metodologîas utilizadas para resolver el problema de la discr^ 
minacion en variables cualitativas, estan, los mêtodos basados en 
las distancias. Estos mêtodos, por su esencia, son mêtodos que tie^  
nen un nulo poder descriptivo sobre la situaciôn que traten, tenien 
do unicamente un sentido decisional o de asignacion.
En general estos mêtodos estan basados en distancias entre 
distribuciones. En principio estaban disenados para la asignaciôn 
de un grupo de individuos en bloque a algôna de las clases, como en 
■Natusita (1955), Goldstein y Dillon (1978) proponen un procedimien 
to de aslgnaciôn de individuos, uno a uno, utilizando la distancia 




1.1. Caracterizacion de la Solucion
1.1.1. Elementos de un problema de discriminaciôn en variables 
cualitativas. Definiciôn del problema.
Designaremos por P a un problema de discriminaciôn que 
vendra definido por la terna (I,n,E) donde:
I = {ij,...,ijj} es el conjunto de individuos o items ob­
servados .
n, variable grupo o variable dependiente ô variable crite 
rio n es una variable cualitativa que puede tomar k 
posibles valores,
E, conjunto de variables explicativas, E ={Çj , . ..,Cp},
6 E, es una variable catégories con ra^  cate^
gorîas.
Denotaremos por KÇ, siendo Ç una variable cualitativa, 
al conjunto de cateogrîas de esta.
Para todo conjunto, A finito, représentât emos por | A | su car^  
dinal. Asî con la notaciôn mâs arriba definida, tendremos:
iK^il = )Kn|
1.1.2. Definiciôn de soluciôn de P.
Definiciôn 1.1.2.1.- Diremos que S es una soluciôn de P, si
S es una aplicaciôn;
P
S : n  K Ç .   K A




A = { (p j . . - • , P|j^) G / I p^ = i, 0 1 Pi 1 1 ;
i = 1
i=1,...,k}
Hemos elegido esta caracterizacion de la solucion a1 problema P , 
debido al mayor poder descriptivo que tiene frente a otras cara£ 
terizaciones, en efecto:
Las 3 caracterizaciones que podemos dar a una solucion de 
P, vienen dadas por:
- Solucion de tipo 1: •
Tiene sentido cuando I se puede descomponer en:
I = ijU ig / 1% = 0; Il f 0, ig  ^4
Los conjuntos Ij e I ^ designan respect ivament e al conjujn 
to de individuos o items etiquetados y no etiquetados respectiva- 
mente y
Vi 6 I conocemos el valor de en i,Çj(i), Vj = l,...,p y el
valor de n en i, n(i)
VI 6 I2 conocemos el valor de en i, Çj(i), Vj=l,...,p
y desconocemos el valor de n en i, r|(i).
Definicion 1.1.2.2.- Toda aplicacion S^ : I^ --- ► Kq es una s£
lucion tipo 1.
- Solucion de tipo 2:
p
Définie ion 1.1.2.3.- Toda aplicacion S„ : IT KÇ ,  >• Kq es
i=l ^
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una solucion de tipo 2.
- Solucion de tipo 3:
Viene dada en la definicion 1.1.2.I.
Dado que las soluciones de tipo 1 no hacen referenda ex­
plicita en su definicion a las variables explicativas, en general 
estas soluciones no tendran un poder descriptivo grande, si por 
este entendemos la capacidad que tiene la solucion a contester 
preguntas sobre el comportamiento de estas variables. Este tipo 
de caracterizacion sera valido cuando solo nos interese el aspe£ 
to decisional del problema.
Las soluciones de tipo 2, responden al aspecto decisional 
del problema y mejoran el aspecto descriptivo frente a la solu­
cion de tipo 1, dado que Sg ae genera a partir del conjunto E. 
Asi toda solucion de tipo 2 puede contemplerse como una solucion 
de tipo 1 y ademas provoca en una particiôn en k conjun
tes que nos describen los subconjuntos de valores de variables 
explicatives que favorecen una determinada clase.
La solucion que hemos elegido corresponde a las soluciones 
de tercer tipo, estas mejoran el aspecto descriptivo de las de tipo 
dos pues las particiones a las que dan lugar hacen referenda al 
grado de favorabilidad de las clases y no solamente ven si son o 
no favorables a una determinada clase.
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1.2. Admisibilidad de la solucion
1.2.1. Funciôn de semejanza S asociada a P.
Supondretnos que la informaciôn que 1 proporciona a la 
bora de explicar las relaciones existentes entre E y n viene 
representada a travês de una funcion de semejanza, S, entre los 
conjuntos partes de 1^, P(I^) y Kn.
Definicion 1.2.1.1.- Una funciôn de semejanza S asociada al 
problema P es una aplicacion
S : P(Ij) X-Kn-----»- V  {0}
que cumple con las siguientes propiedades:
P. 1 :
Si 2  ^6 Kn y 3 l ' C  Ij / S(I',Z) = 0 entonces
S(I",£) = 0 V I " C  I’
P. 2 :
V f  6 Kn S ( I ^ , f ) > 0
El suponer que a todo problema P podemos asociarle una 
funciôn S, no supone una restricciôn fuerte desde el punto de 
vista practico pues es bastante natural pensar que podemos dar 
una medida de asociaciôn entre un conjunto de items etiquetados 
y una determinada clase, dado que una forma de generar estas fuii 
clones es mediante funciones de asociaciôn entre item y clase.
Sea
: Ij X Kn --------------------- R^ V  {0} [ 1 . 2 .  1]
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cumpliendo: Vf 6 Kn J i G / \|>(i,f) > 0.
t(i(i,f) represents el grado de asociaciôn ô semejanza en­
tre el item i y la clase f , en general la funcion vendra
definida por:
i|>(i,f) = 0  si n ( i )  ¥ t ,  ,
[1 .2 .2J
^^i,f )  = 1 si n ( i )  = f
jl; es decir, la funcion i|i serS la funcion de pertenencia del ind^
I viduo a la clase. Esta funcion represents una forma bastante na-
I tural de medir estas asociaciones en la mayoria de los problemas,
donde sobre los elementos de I^, items etiquetados, sabemos con
seguridad su pertenencia a alguna de las clases.
No siempre la informaciôn que disponemos sobre los indivi­
duos etiquetados, serâ tan précisa como la mas arriba senalada, 
pudiendo pensarse en una funciôn ÿ que raids la difusidad o am 
biguedad de la pertenencia de un individuo a una determinada clja 
se. Estas situaciones se dan generalmente cuando a la informaciôn 
proporcionada por Ij, anadimos la informaciôn proporcionada por 
un conjunto de items, inicialmente no controlados, a los que se 
les ha aplicado un clasificador de tipo 3 y se desea utilizer 
ta informaciôn a la hora de genera la soluciôn.
A partir de una funciôn definida como en [l . 2. l] po­
demos genera una funciôn de pertenencia S asociada a ip de la 
siguiente forma:
\ ( I \ f )  = Z * ( i . f )  [1.2.3]
^ iGl'
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cuando ijf viene definido por [1 .2 . zj ; S^(l',f) =
= | { i G I / n ( i ) = f } |  •
S, cumple con las propiedades de la definicion 1.2.1.1.
P. 1 .
VI’C  I" C  Ij —  S^(I'.f) < S^(I".f) < S^dj.f)
Vf G Kn, en efecto:
S,.(I,,f) = I *(i,f) = I 'l'(i.f) + I *(i,f) 1
^ iGIj iGl' iGlj-I'
> I $(i,f) = S.(l*,f) = I *(i,f) +
iGl' iGl"
+ Z *(i,f) 1 3^(1",f)
iGl'-I’
P . 2
Es consecuencia del hecho de cumplirse la propiedad exigi_ 
da a la funcion V».
Centraremos la busqueda de la solucion al problema P, su- 
puesto que tenemos definida una funcion de semejanza S asociada 
a P. A este par lo designaremos por (P,S).
1.2.2. Coherencia en (P ,S).
Entre todas las posibles soluciones que cumplen con la 
definicion 1.1.2.1. vamos a limitâmes a aquellas soluciones de 
P que sean coherences con la informaciôn que tenemos y que vi_e 
ne definida por la funcion S.
Toda S que cumple con la definiciôn 1.1.2.1. provoca en 




D. = ) 6 n KÇ, / = cte} [1.2.4]
i“l
y que denominaremos segmento.
Si VD ^ 1, ItKÇ^ désignâmes por Ij(D) a:
Ij(D) = {i G Ij / Çj...Çj^(i) 6 D} [1-2.5]
y por Pj) a:
?D * S(ij,...,i^); ( 12 - - - )  6 D [l . 2 . ^
luego VD C- IÏKÇ . / Ij(D) f <J podemos définir una medida de a so 
ciacion con la clase f a Craves de la funcion S de la siguien 
te forma:
Definicion 1.2.2.1.- VS asociada a P que cumple con la defini­
ciôn 1.2.1.1, definimos:
ag : P(nKÇ^) X Kn -------*- R ^ U  {0}
ag(D,f) = S(Ij(D),f) VD / Ij(D) 4 *
ag(D,f) no esta definida para los D t.q. I^(D) = ^
La coherencia de una solucion de P del tipo 3 con la 
funcion S la haremos a Craves de la funciôn a^ de la siguien 
te forma:
Definicion 1.2.2.2.- Sea S una solucion de P que cumple con 
la definiciôn 1.1.2.1. Sea (Dj,D^*• •.,D^) su particiôn asocia 
da .
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Diremos que S es coherence con S si se cumple:
â d D  ,e> < a«j(D ,m) (P ) < (P ) f,m=l,...,k [1*2.7]
o 1 . i l  Uj c i m
Cuando:
îj(D^) f 0, i=l,...,r [l.2.8]
donde por (P^ designamos la f-êsima componente del vector P^ .
A partir de la definicion 1.2.2.2 puede pensarse en varias 
formas de generar S a travês de S de forma que las soluciones sean
coherentes con S, la mas inmediata es:
Dado que toda soluciôn S que cumple con la definiciôn 
1.1.2.1 esta caracter izada por una particiôn de lîKÇ^, (D j , D 2 , • • . » D^) ; 
a la hora de définir una soluciôn de P, lo haremos a travês de su pa^ 
ticiôn asociada.
Designamos por S la soluciôn de P que vamos a generar a 
travês de S si (D^,...,D^) es su particiôn asociada cumpliendo con
[1 .2 .8].
Vi, i=l,...,r, cons truimos el conjunto AD^ = {a^(D^,l),.. 
...,a^(Di,k)}.
Sea r(aj^(D^,l)) el rango del elemento Ag(Dj^,l) en el con 
junto AD..
' - i
AD. = I. r(ag(D..f))
y la soluciôn S queda definida por:
r(a„(D ,f))
— M ---i AD.
— 1 0 “
Es trivial comprobar que la S asî definida cumple con
[1 .2 .7 ].
Désignâmes por C(P,S) al conjunto de soluciones de P cum 
plîendo con la definiciôn 1.1.2.1 y que sean coherente con S.
1.2.3. Soluciones admisibles.
Entre todas las soluciones de C(P,S), nos interesa caracte^ 
rizâr aquellas soluciones que ademas de mantener el orden que la fun­
ciôn Sg proporcionaba a los pares (Dj,f) conserve tambiôn la dis- 
tancia en esa ordenaciôn. Entenderemos que una soluciôn es admisible 
cuando conserve dichas distancias;definiendo:
Definiciôn 1.2.3.1.- VS G C(P,S) S es admisible cuando:
( (Pd ) 1  »(Pd , ^ 2'''■ ^^D proporcional a
(ag(Dj,l),...,ag(D^,k)) Vi«l,...,r
Donde (Dj,...,D^) es la particiôn asociada a S.
Al conjunto de soluciones admisibles lo designamos por
A(P,5).
1.2.3.1. Propiedades de A(P,S).
P.l. VS G A(P,S), S viene definida por las relaciones: 
a^CD^.f)




donde (Dj,...,D^) es la particiôn asociada a S.
Es consecuencia inmediata de la definiciôn 
P.2. A(P,S) ^ 0. ^
Demo s t rac ion : Considérâmes la soluciôn de P cuya particiôn asoci^
da contiens un unico elemento, Esta soluciôn es admisible para
(P,S) VS cumpliendo con la definiciôn 1.2.1.1.
En efecto:
î, ( n KÇ ) = I  ^ 0 
i=l  ^ *
S(I,,£.) > 0  Vf 6 Kn por la P.2 de la definiciôn 1.2.1.1. 
k .




Definiciôn 1.2.4.1.- Diremos que f es una funciôn de peso si f es 
una funciôn:
f: P(nKÇ^) -------*■ r'*' \J {0}
cumpliendo con las propiedades:
P.l VD^,D^ C  si |îj(Dj)| < I ( D ^ ) I  entonces
f(Dj) < (D2>
P.2 f(nKÇ^) < «
P.3 f(D) = 0 <==» Î^(D) = 0
P.4 VDj,D2 C  / D^/] Ü2 = 0 = >  f ( D ^ U  D 2 ) = f(Dj) + f (Dg)'
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Entre estas funciones f podemos considerar como mas corrientes:
f|(D) - |l,(D) I [1.2.11]
|îl<I»l
f z ' D )  | Y ^  [1.2.12]
(](D) - K|îj(D)|: K 6 R* [1.2.13]
La introduccion de la funcion de peso en PdlKÇ^), nos va a
servir para considerar la importancia de los segmentes que definen las
soluciones como factores a tener en cuenta a la hora de encontrar la 
soluciôn ôptima. Asî introducimos el concepto de soluciôn g-admisible 
como aquella soluciôn admisible cuyos Segmentes tienen peso mayor o 
igual a una cierta cota. Asî definimos;
Definiciôn 1.2.4.2.- El conjunto de funciones g-admisibles lo designa­
mos por Ag(P,S) y viene definido por:
Ag(P,S) = {S 6 A(P,S) / f(D^) ^  g, (Dj,...,D^) es la particiôn 
asociada a S} donde g 6
A partir de la definiciôn 1.2.4.2. se deducen las siguientes propied^ 
des :
P.l A (P,S) C  A„ (P.S) Vg, < g„
®2 ®1
P.2 A^(P.S) = A(P,S)
P.3 Ag(P,S) “ 0 Vg > f(nKÇ^)
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1.3. Sobre la solucion optima
Una vez delimitado el conjunto de posibles soluciones al proble^ 
ma de discrirainacion (P,S), se trata de encontrar entre todas las po­
sibles aquellas solucion que sea la mejor. El concepto de mejor solu­
ciôn ô soluciôn ôptima dependera del criterio que fijemos para decidir 
cuando una soluciôn es mejor que otra. En definitiva se tratara de do- 
tar de una relaciôn de orden al conjunto A^(P,S) y de encontrar el 
medio de llegar al mâximo. Entre todas las posibles formas de dotar de 
una relaciôn de orden a A^CP.S) nos ceniremos a considerar aquellas 
que vienen definidas mediante funciones de Ag(P,S) en R y valernos 
de la relaciôn de orden definida en R. Estas funciones las denomina- 
remos funciones bondad.
Definiciôn 1.3.1.- Toda aplicaciôn •
B : Ag(P,S) -------► R
es una funciôn bondad para (P,S).
La funciôn B provoca en Ag(P,S) una relaciôn de orden defi^ 
nida por:
G Ag(P,S), Sj es preferido o indiferente a Sg si 
B(S^) 2  BCSg).
Definiciôn 1.3.2.- Diremos que S* 6 Ag(P,S) es B-ôptima para (P,S)
s i
B(S*) = Max B(S)
S 6 Ag(P,S)
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Otro elemento que nos servlri para caracterizar a la solucion 
optima, serâ el cardinal de la particiôn asociada a esta, y que denom^ 
naremos tamano.
Definicion 1.3.3.- VSGA^(P,S) / (Dj,...,D^) es su particiôn asocia­
da, definimos tamano de S, t (S):
t (S) = I{Dj »...,Dp}I = r
El tamano de una soluciôn nos servir# para elegir entre las s£ 
luciones con la misma bondad aquella que tenga menor tamano. El tama­
no y la bondad de la soluciôn constituyen lo que denominaremos Parsimo^ 
nia de una solucion.
Definiciôn 1.3.4.- VS 6 Ag(P,S), definimos parsimonia de S, M(S)
M(S) = (B(S),t (S))
Identificarcmos mejor soluciôn o soluciôn ôptima como la solu­
ciôn mas parsimoniosa.
Varios son los caminos que utilizaremos para encontrar dicha so 
luciôn, entre estos consideramos:
T) Encontrar el conjunto de soluciones B-ôptimas y para este 
conjunto la soluciôn con tamano mînimo.
2) Fijar un tamano mâximo y encontrar las B-ôptimas para dicho
tamano.
3) Définir una funciôn real de la parsimonia y encontrar la s£ 
luciôn que maximice dicha funciôn.
Al desarrollo del primer punto y a la selecciôn de distin 
tas funciones B dedicaremos el resto de la memoria.
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1.4. Funciones Bondad Bl.
A la hora de establecer criterios que nos generen funciones bo_n 
dad, uno de los mas naturales esta basado en el siguiente principio: 
"cuanto mas informaciôn tengamos sobre las variables explicatives 
mediante S, mejor sera la capacidad predictiva de S y por tanto la
bondad de S". Este principio lo traducimos en termines de funciones
bondad, a travês de la siguiente relacciôn de orden definida en 
Ag(P,S).
Definiciôn 1.4.1.- Para todo Sj,S 2 ® Ag(P,S), diremos que s^ es 
preferido o indif erente a S » s ^ ^  S ^ , cuando la particiôn asociada 
a Sj se deduce de la particiôn asociada a S g uniendo dos o mas ele^  
mentos de la •
Esta relaciôn de orden es un orden parcial en A^(P,S).
Bajo este criterio el problema de encontrar la soluciôn ôptima 
estarîa resuelto siempre que exista el elemento maximo de (Ag(P,S),^). 
La siguiente propiedad, de demostraciôn inmediata a partir de la defi­
niciôn 1.4.1 nos ilustra este aspecto:
Propiedad 1.4.1.- Si la particiôn ( { i j , . . . , i^} ; ( i^  ^, . . . , i^) 6 IIKÇ^)
define una soluciôn de Ag(P,S) entonces dicha soluciôn es mâximo de
(Ag(P,S),A» ) y por tanto define la soluciôn ôptima.
En general dicha soluciôn no existira en el conjunto A^(P,S) 
y por tanto el problema de local izac ion del ôptimo se tendrâ que formu^ 
lar en los têrminos del apartado 1.3, teniendo que définir funciones 
bondad que sean compatibles con el orden, , definido en Ag(P,S).
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En caso que exista la soluciôn ôptima obtenida directameri 
te a partir de ^  , no siempre esta serâ la mis parsimoniosa pues pue­
de que su tamano, que en este caso coincidirîa con |nKÇ^( fuese dem£ 
siado grande, interesandonos atacar el problema de obtenciôn del ôpti­
mo, fijando un tamano maximo a las soluciones. En este caso tambien 
aparece necesaria la introducciôn de la funciôn bondad que sea compati, 
ble con ^  .
A las funciones bondad que sean compatibles con ^  las denomi- 
naremos funciones Bl.
Definiciôn 1.4.2.- Toda funciôn bondad, B, que cumple con la defini­
ciôn 1.3.1 es Bl cuando se cumple;
VS^.Sg G Ag(P,S) / 6 Sg = >  B(Sj) < B(S2>
A partir de la definiciôn 1.4.2 es inmediata la siguiente propie^
dad :
Propiedad 1.4.2.- Si existe el mâximo de (Ag(P,S),^), este coincide 
con la B-ôptima para cualquier B que sea Bl.
1.4.1. Caracterizaciôn de las funciones Bl
Centreremos nuestra atenciôn en aquellas s ituac iones (P,S) 
donde S viene definida como en [l . 2.3] generada a partir de una f u ii
ciôn .
1.4.1.1. Conjunto , M.
Des ignaremos por el conjunto de las matrices en
\J {0} de dimensiôn r x k taies que no tengan filas ni columnas
nulas.
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InKçJ 
Sea M = 0  M . 
r=l
VS 6 Ag(P,S) le asociamos un elemento de M a travês de la co^  
rrespondiencia $ definida por;
Definicion 1.4.l.I .- : Ag(P,S) ---------M
())(s) = G / r es el tamano de S 
y Mg viene definida por;
Sea (Dj,...,Dj.) la particiôn asociada a S, el elemento
(i,j) de viene definido por:
?
"ij i=l,...,r
[ l . 4 . l ]
j=l,...,k
La definiciôn de la correspondencia <t> nos va a permitir carac^ 
terizar las funciones bondad Bl a partir de funciones definida en M.
La relaciôn de orden definida en Ag(P,S), se traduce en
M de la siguiente forma:
VS^.Sg G Ag(P,S) / Sg se cumple que S ^ se deduce de S g
uniendo elementos de la particiôn asociada a S g para formar la parti^
ciôn asociada a Sj, debido a Q  . 4 . l] , «frCS^ ) se deduce de O^Sg)
sumando las filas de correspondientes a los elementos que se
unen de la partie iôn de S^, para formar las filas de la matriz (|> ( S ^ ).
1.4.1.2. Operadores X y X'
En M definimos los siguientes operadores
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Definicion 1.4.1.2.- Vf ^ r , X. . . : M — = *- tt
'1^2 ' I fi,l^...i, r ■’r-(f-l)
Donde X^ M se deduce de M, elimlnando las filas
ij...i^ y sustituyendolas por su suma, y dejandola como fila 
r-(f-1)-ësima.
El operador X^  ^ se désignera por X cuando
no haya necesidad de hacer referenda explicita a los indices
Asociado al operador X, , , definimos el operador X.
X « « • X^ X  ^ « I
Definiciôn 1.4.1.3.- VX , . definido de M_ en M ,* ,\ défi-   ij...i^ r r-(t-l)
nimos el operador;
xl . : NI  ► M,lj...i^ r f
M -------- *■ x! . M
i l "  if
donde X. . M esta formada por la matriz cuyas filas son las
 ^1 "  * ^ f
Anâlogamente a X, designaremos por X ’, el operador
il • "  if
cuando no sea necesario hacer referenda explicita a los î
dices que lo definen.
Un caso particular importante de estos operadores y que desig 
remos por U viene definido por;
Vr < |nKC . I ; U ;    Mj
El unico operador posible que se aplica en Mj es el Xj g 
luego Vr _< |îîKÇ^|; U = X^ % ^ [14.2]
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Son inmediatas las siguientes propiedades 
P.l VM 6 M; U ’M = M
[ 1 . 4 . 3 ]
P. 2 vs^.Sj e A <p,S); u*(Sj) - uiKSj) -
De las definiciones 1.4.1, 1.4.1.1, 1.4.1.2 es inmediato el s^ 
guiente resultado:
VSj,S 2 6 Ag(P,S) / ~  ^ 2  ^  una sucesion de operadores
x \  . . . t.q. <l>(Sj) = x\x^(. . . (X^*(S2 )) ... )) [l . 4 .4 ]
1.4.1.3. Conjunto W
Definimos en M el conjunto de funciones W definido por
Definicion 1.4.1.4.- W = (w : M --- ► V  {0}} que cumplen las propi^
dades P ^
P.1 W(XM) < W(M) VM G M
P.2 VM 6 M / si X'M tiene todas sus filas proporciona1es
entonces W(XM) = w(M)
P.3 VMj,M2 G M / Mj es igual a M 2 salvo una reordenacion
de filas, entonces W(Mj) = N^Mg).
Teorema 1.4.1.1.- La cond ic iôn necesaria y suficiente para que exista 
B de tipo Bl es la existencia de W 6  W.
Demos t rac iôn; Es condic iôn necesaria:
Sea B funciôn bondad Bl, es fâcil comprobar que:
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VM 6 M 3(P,S) t.q. 3 S e Ag(P,S)/*(S) - M
entonces, definimos W:
W(M) = B(S) 
y la W asî definida es de W.
En efecto veamos que cumple con las propiedades;
P.l VM 6 M y VX, operador como el definido en 1.4. 1.2 se
si S es t.q. $(S) = H entonces 3  S^/S^ ^  S y
= XM, luego W(M) - B(S) ^  B(Sj) - W(XM)
P.2 VM 6 M si ]| X / X'M tiene todas sus filas proporciona-
les, si S es t.q. 4>(S) » M, entonces $(s) = XH, por
definicion 1.4.1.1 y [l.2.1o] y [1.2.4].
Luego W(M) - B(S) * W(xM)
P.3 Es évidente a partir de la definiciôn de W.
Es cond ic iôn suficiente;
Sea (P,S), y consideremos S 6 A^(P,S)
Si ] W 6 W, ] B dd tipo Bl para A^(P,S) .
VS 6 Ag(P,S), definimos B ( s )  - W ( $ ( s ) )
La B asî definida cumple con ser de Bl.
En efecto, por [1.4.4]
VSj.Sj / S j ^  Sg 3  X ^ \  . . . ,X^^ t.q. « X ^ ( . . .
. . . (X*^ 4>(S2) . ..)
Por ser W 6 W se tiene;
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B(Sj) = W(<j)(Sj)) = W ( x ( \ x ( ^ .  . . (x(^((,(S^)) ...)) <
< W(x(2 ... ...) < ... 1 wCx^^^CSg)) 1
< wCOCsg)) = BCSg).
El resultado anterior, nos serâ de gran utilidad a la hora de 
caracterizar las funciones Bl; bastarâ con caracterizar el conjunto de 
funciones W .
1.4.1.4. Variabilidad interna de una matriz.
Sea W 6 W, definimos la variabilidad interna de M G M, y
la designamos por V(M) a la funcion:
V : M --------- »■ R
V(M) = W(M) - W(UM)
donde u es el operador definido en [1.4.2],
Es inmediata la siguiente propiedad:
P.l V(M) 2  0 VM G N
Esta definicion de la funcion, V, va a representar la variabid 
dad interna de la matriz M, y en têrminos de la solucion nos va a re^  
presentar el aumento experimentado en la bondad de una solucion, res­
pecte de la bondad de la solucion trivial,que viene definida por
esto es la soluciôn que tendrîamos para (P,S) s in utilizar 
la informa ciôn de la variables explicat ivas.
Nos cen t raremos en aquellas funciones W de W cuya V asoc i^ 
da cumpla con la siguiente ecuaciôn:
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VM 6 M, V operador X.
V(M) - V(XM) + V(X*M) [1 .4 .5]
La justificacidn de esta restricciôn impuesta a W , reside en 
el significado de la anterior igualdad. Esta nos dice que la variabi­
lidad intetna de una soluciôn se puede descomponer en la variabilidad 
de la soluciôn obtenida de la uniôn de dos o mis segmentes de la prime^ 
ra mas la variabilidad interna de dichos segmentes.
Designaremos por W* el subconjunto de W cuyos elementos ti^
nen asociados funciones V que cumplen con [l .4.5] .
Se cumple el siguiente resultado:
Lema 1. 4 . l. 1.- VW G W , VM G M, V operador X [l . 4 . ô] .
W e  W* <*==> W(M) = W(XM) + W(X’M) - W(Ü(X*M)).
Demostraciôn.- W G W* ► V(M) - W(M) - W(ÜM) » V(XM) + V(X'M),
VM 6 M, V operador X ► W(M) « W(XM) - W(U(XM)) + W(X’M) - 
- W(U(X'M)) + W(DM) W(M) - W(XM) + W(X'M) - W(U(X'M) +
+ (W(üM) - W(U(XM))) 4— > W(M) = W(XM) + W(x ’M) - W(u(x'M)) por
[I.4 .3J, VM 6 M, operador X.
El resultado del lema anterior nos va a permitir caracterizar 
las funciones de W* en funciôn de los valores que tomen Mj y Mj.
En efecto:
Lema 1.4.1.2.- VW 6 W*, W queda definida conociendo sus valores en 
Mj y Mj.
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Demos trac ion. - Supongatnos que W definida en M que cumplen con las 
propiedades que caracterizan W* , veamos que VM 6 W(M) aparece
en funciôn de elementos de Mj y ^ 2  -
1) Para r = 3, M G M ^
Construimos: Mj = G Mg, ^12*^ G Mg
y se cumple; W(M) = W(Xj2 ^) + WCx^gM) ~ W(u(xj 2 *^ ^^
= W(Mj) + WCxjgM) - W ( ü (x J2H))-




^ 1 2 ” ® ^2
Luego estan definidas W(Xj 2 ^^» W(X ^2^ 1) , W (M (X j 2 ^) ) en funciôn 
de elementos de y ^ 2  *
Y se cumple:
W(M) = W(X^2M) + W( x [2M) - W( U ( x J2M))
De 1) y 2) podemos deducir que W(M) puede ponerse en funciôn de ele­
mentos de Mj y M 2 •
El resultado del lema anterior, lo hemos utilizado para pregun
tarnos, tcuâles son las cond ic iones que tendrâ que cumplir una funciôn
definida en Mj \J M 2 para que pueda generar una funciôn W de W*?.
La contestaciôn a esta pregunta la damos en el lema 1.4. 1.3, 
donde la caracterizaciôn de W* se hace a travês de funciones aditi-
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vas, sugeridas a la vista de los resultado del lema 1.4.1*2.
Lema 1. 4 . 1. 3 . - Sea 1/ = {v : { 0} --*- R^  U  { 0) / v(x+y) £  v(x) + v(y) 1
vf l a il, f Ul C(Xx) =* Xv(x) VX G R 
Entonces 3  aplicacion Y :
Y ; \j  V W*
D e m o s t r a c i ô n Vv 6 V definimos Y(v) = W donde:
VM 6 Mj; W(M) = v(M)
VM G M^, designamos por m^.m^,...,m^ las r filas de M y defini­
mos :
W(M) = v(mj) + v(mg) +...+ v(m^) [l.4.^
La W asî definida es de W * , dado que cumple con las propie­
dades de W*, como vemos a continuaciôn:
P.3 Si Mj.Mj 6 M son iguales salvo una reordenaciôn de sus f^
las. Entonces W(Mj) = W^Mg), es inmediato debido a [l.4.^  .
P.l W(XM) <_ W(M) V M 6 M, V operador X.
Serâ suficiente con demos trarlos para X^ g 
W(Xi 2 M) = v(m^+mg) + v(m^) +...+ v(m^) \ v(m^) = W(M)
P.2 VM G M si 3  un operador X / X'M tiene sus filas pro-
porcionadas, W(XM) ™ W(M)
Supongamos sin perdida de generalidad que M G y las t
primeras filas son todas proporcionales, entonces 3 ^ 1 *^2 ’ ^ 
t.q. m. * X^m Vi=l,...,f.
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W(X^2 = v(mj + . . .+m£)+v(ni£^j) +...+ v(m^) =
I
= v( [ A.m) + v(m» ) +...+ v(m ) = 
i=l  ^ ^
= v(m.EX^) + +...+ v(m^) =
r
= EX^v(m) + +...+ v(m^) = \ v(m^) = W(M)
i= 1 
Luego la W definida por [l . 4 . ?] es de W, veamos que cumple 
con la ecuacion [l . 4 , &]
VM G M, V operador X de M, que supondremos X. . y
Il ' " I f
M 6
 ^ r If
W(X. . M) = I v(m.) + V i I m.)
^1 ' If i=l  ^ j=ij ^
10'Ci^ t • • #
if
W(x! M) = I v(m.)









1 v(m ) + v( I m ) - v ( [  m )  + 1] v(m.)
1;}. . , i'll i-ip1011J,...,l£/
= W(X. . M) - W(M(x! . M)) + w(x! . M)
lj...lf lj...l£ I*" "If
Luego (j) (v) 6 W* .
Lema 1 . 4. 1 .4.- El conjunto y(V) (2 W* queda caracterizado por el con 
junto C donde C = {C : A --- ► V  {O}, convexas}-
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Demostraciôn.- Demostraremos que existe una correspondencia biunîvoca 
r, entre C y U
r : C — -> V
D V C 6 C  3 V G V / Tic) = V
Vx 6 (R^)^, sea x = (Xj,...,x^)
Def iniraos:
r(C)(x) =
r(C) 6 U, en efecto;
Vx,y 6 (R+)^
r(C)(x+y) » ) (Ex+Ey) -=
- (Zx+Ey) . j^) <
< Ex C(^) + Ey C ( ^ )  « r(C)(x) + r(C)(y) 
2 )  Vv 6 {/, 3 c 6 c / r “ ' ( v )  -  c
Vx G A definimos;
r ^(v)(x) - v(x)
r ^(v) 6 C, en efecto:
VA G [o,l], Vx,y G A se tiene: 
r~^(v)(Ax+(1-X)y) ” v(Xx + (l-X)y) <
< v(Xx) + v((l-X)y) * Xv(x) + (l-X)v(y)
Con este resultado hemos conseguido caracterizar un subconjunto 
de W* a travês de las funciones convexas en A y nos permits enunciar 
el siguiente teorema
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Teorema 1.A . 1 . 1 ■ - Para toda situacion (P,S) t.q. S venga definida
por [1 .2 .3], una condicion suficiente para la existencia de una funcion
bondad de tipo Bl es la existencia de una funcion convexa en A, C t.q.
r k
B(S) = B((D, , . . . ,D )) = I ( Z aq(D. , j)) .C(p_ ) [l . 4 . Sj 
 ^ i=l j = l ^ "i
Demostraciôn.- Inmediata a partir de los lemas 1.4.1.3 y 1.4.1.4.
1.5. Dos casos particulares de funciôn Bl.
1.5.1. Funcion Bondad basada en la Entropîa.
Si considérâmes la funcion entropîa, H, definida en A
k
H(p) = - I P; log p
j = l ^ 3J- *
es concava en A.
Tomamos como funcion bondad aquella definida en []l . 4.8] siendo 
la funciôn C:
C(p) = log k - H(p), Vp 6 A
que es funcion convexa en A, luego
VS 6 Ag(P,S) / S = (Dj,...,D^) 
r k
B(S) = 2 ( 1  aq(D.,j)).(log k - H(P )) 
i=l j=l  ^ ‘ 1
es una funciôn bondad Bl.
Se tiene:
r k r
B(s) = I i l  aq(D.,.)).(log k + I (pp ), log(pp ).)
i=l j=l  ^ J j=l i J i J
El maximo valor, M que puede tomar esta funcion es;
r k
M = log k [ I as (D.,])
i=l 3=1 ^
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y por [1.2 ^ 3]
k k
M » log K . I a„(nKÇ j) = l o g k  . I [l . 5. l]
j=l 3-1
Este valor es alcanzado para aquellas situaclones (P,S) taies 
que existe un S 6 Ag(P,S), S = (Dj,...,D^)/r £ k y Pp^ es un vêr- 
tice del simplex A.
Este resultado no es soprendente pues era de esperar que la so- 
luciôn optima tienda a dirigir los valores de sus segmentes asociados 
en los puntos de minima ambigüedad, esto es, los vertices del simplex.
El minimo valor, m, que puede tomar esta fune ion es m - 0.
Este valor se alcanza en aquellas situaciones (P,S) tales que 
existe un S 6 Âg(P,S), S = (Dj,...,D^)/r - 1 y Pg^ - , ^ ) .
Estas situaciones corresponden a aquellas en que la funciSn de 
semejanza cumple:
5(Ij,l) - S(Ij,2) SClj.k) [1 .5 .2]
Y la solucion que da este valor para dicha situacion es la pa£ 
ticion const ituida por un solo elemento, ÎIKÇ^.
Este resultado, tiene tambiên una interpretacion muy intuitive, 
pues establece que la situacion peor o con menos informée ion inicial 
en ausencia de la informacion proporcionada por las variables explicate 
vas, es la definida por [Jl. 5.2] , o que da la misma impor tancla a cada 
uno de los grupos; y que équivale a que e1 valor de esta solucion en A 
sea el centro del simplex.
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1.5.2. Funciôn bondad basada en el mâximo.
Si conslderamos la funciôn mâximo en à definida por:
C(p) = max p., Vp 6 A  y p = (p,,...,p.)
l<j<k  ^ 1 k
Es trivial que C 6 (/, luego la funciôn bondad definida por:
VS 6 Ag(P,S) / S = (Dj,...,D^) 
r k
B(S) = I ( 2 a„ (D . , j ) ) . C (Pfv ) es de tipo Bl. 
i=l j=l ^  ^ i
El mâximo valor que toma C, es, anâlogamente a la funciôn bas£ 
da en la entropia,en los vertices del simplex A. Siendo el mâximo v^
lor M que toma B:
r k k
M =  I I a„(D ,'j) = I S(I j) Ll-5.3]
i=l j=l ^  ^ j=l
Que corresponde al mismo tipo de interpretacion dada para la fujn 
ciôn definida en 1.5.1.
El mînimo, m, que toma esta funciôn, viene dado por;
m = ^ I Sdj.j) [1.5.4]
j = l
Que corresponde, anâlogamente a la funciôn basada en la entro­
pie, a aquellas situaciones donde se cumple [i.5.2].
1.6. Conclusiones
En este apartado vamos a exponer alguna de las ventajas que la 
solucion dada al problems de discriminaciôn, ta1 y como la hemos plan 
teado, basada en la optimalidad de las funciones bondad Bl, présenta, 
respecte de las soluciones dadas por la estadistica clâsica cuando su- 
ponemos que los datos correspondes a observaciones de las variables a
— 30 —
Craves de una muesCra aleatoria simple.
Consideremos la situacion (P,S) donde S venga definido por 
medio de [1.2.3] a traves de una funciôn tp definida en [l . 2.2] .
Se tendra:
VI* I. S(I',£) = % <I)(i,£) = |{i e I'/n(i) - Z} I
iGJ*
La soluciôn, S, (D j , Dj » • • • ,0^ .) viene definida por [1.2. Id] 
|{j 6 J,/Ç, . . .Ç_(j) G D., n(i) =
(Pn )
luego Pjj, représenta la distribucion de la variable q condlcionada 
al segmento estimado a partir del conjunto de elementos observa-
dos Ij.
La solucion bayeslana, en nuestro esquema vendra dada por:
P^£ £ J si {j G Ij/Çj » * • • »Çp(j ) — ij»»**»ip} f ^
SCij ip)  ^ P
si {j 6 Ij/Çj,...,Çp(j> - ij,...,ip> » d
y su clasifIcador asociado,
Gs(i)"io Gi Max (S(Çj,....^^(i)). = (S(Çj...Ç^(i))  ^ ; i 6 I-Ij
La desventaj a que tiene esta solucion es la existencia de va­
lores de IIK^£ en donde no se ban observado individuos. En este caso 
dicha solucion no entrarîa dentro del conjunto de soluciones coheren­
ces al problems (P,S) y por tanto, evitarlamos en nuestro esquema el 
inconvenience que tiene la soluciôn Bayesiana. El ôptimo vendrîa dado 
en este caso por aquella particiôn entre las admisibles que maximize
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B(S) = |l\(D£)|c(pQ^) = |lj E(C(Pd^)) [1 .6 .1]
es decir las funciones bondad en este caso vienen dadas como la esperari 
za matematica de CCPg.) respecto de la distribucion marginal de la 
particiôn (D^,...,D^) mult ip1icada por el cardinal del conjunto de in 
dividuos etiquetados.
Cuando en todos los estados se ban observado individuos, si ha-
cemos
g = min I I,({i, ,...,i })|
(ij . . .i^JlKÇ^ l i p
Entonces la "soluciôn bayes" coincide con la optima en Bl y coin
ciden con { { i j , . . . , i^} , (ij,...,ip) G G Ag(P,S).
Otra ventaja que présenta la soluciôn propuesta frente a la clâ­
sica es que g puede fijarse a priori; y por tanto podemos buscar la
optima entre las significativas.
CAPITULO II
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2.1. Capacidad descriptiva de las soluciones
La definicion 1.1.2.1 de soluciôn al problema de discrimina- 
ciôn P quedaba justificada frente a otras posibles caracterizacio- 
nes de la soluciôn debido a su poder descriptive. Nos interesa estu- 
diar como podemos expliciter esta capacidad descriptive del tipo de 
soluciones que manejamos. Para ello introducimos los conceptos de h£ 
pôtesis y de segmento compatible con una hipôtesis.
A partir de estes elementos podremos contester a preguntas a 
la soluciôn acerca de su comportamiento respecto de determinadas hip^ 
tesis sobre los valores de H.
Definicion 2.1.1.- Diremos que H es una hipôtesis de P cuando 
H C  A.
Definicion 2.1.2.- Sea S 6 A^(p,S) y D un segmento de S, dire­
mos que D es compatible con la hipôtesis H de P cuando Pg 6 H.
Estas dos definiciones nos permitirân establecer aquellos sub- 
conjuntos de que favorëCen determinadas hipôtesis sobre los va
lores de la variable grupo. Asî podemos estar interesados en compro- 
bar si una soluciôn define algun estado de n, dicha pregunta a la 
soluciôn S la podemos formuler en los siguiehtes terminas:
Dada S 6 Ag(P,S), iexiste algôh segmento D de S que sea
compatible con la hipôtesis « {(0,0,...,1^^,0,...,0)} C  A?.
Definiciôn 2.1.3.- Sea S G A^CP.S), diremos que D C  Hk Çj , define
el estado j de H cuando D es un subconj un to de un segmento corn
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patible con H^ = {<0,...,1,0,...,0)}C A .
Diremos que S G A^(P,S), define el estado j de q cuando 
algun segmento de S define el estado j de q.
Tecrema 2.1.1. Sean ^ Ag(P,S), si ^  ^ ^1 define el
estado j de q entonces define el mismo estado de q.
Demostracion.- Sea D, segmento de Sj que define el estado j de 
n <=> S"^({0,...,1^^,0,...,0}) = D S(D,£) = 0 VI  ^ 3 *=>
VD'C D, S(D’,£) = 0 = »  VS G Ag(P,S) si D ' C  D es seg­
mento de S y S J S entonces D' = D ==?> D es segmento de S ^ 
y P^ = { 0 , . . . , 1 ^  ^ , . . . , 0} =*" S 2 define el estado j de q.
Este resultado valido para funciones bondad de tipo Bl, sera 
deseable que lo cumplan todas las funciones bondad que genereraos, y 
por tanto lo utilizaremos mas adelante como una propiedad a comprobar 
a partir de los diferentes criterios de bondad que introduzcamos.
Definicion 2.1.4.- Diremos que S 6 Ag(P,S)/S = (Dj,D 2 ,•••»D^), def£
ne totalmente el estado j de q si 3 i G {l,2,...,r}/
/S  ^({0, . . . ,l^\o, . . . ,0}) = D£ y
Pq ® { (Pj»P2 * • • ' 6 A y Pj = 0} Vn i.
Consecuencias inmediatas de la definicion 2.1.4. son las si- 
guientes propiedades:
P.l Si S G Ag(P,S) define totalmente el estado j de q 
entonces S define el estado j de q .
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P.2 Si Sj G Ag(P,S) define totalmente el estado j de q 
entonces VSg 6 Ag(P,S) / se cumple que define el mismo
estado j de q.
Demostracion de P.2.- For P.l y el teorema 2.1.1 se tiene que S g dje 
fine el estado j de q.
Sea S2 = (Dj,Dj, • • • » )  y supongamos que D^ es el segmento 
que define el estado j de q y ademâs Dj^ es segmento de S^; se 
tieneî
Vi G {1,2,...,r}; i î* j^, 3  un segmento D* de Sj y 
D* f D, /D.C D*.
J 1 ^
Si D ’ es segmento de Sg se cumple que a^(D’,jj) = 0 lue­
go a^(D£,jp = 0, por tanto Pq^ 6 { (p^ , . . . ,p^) G A y Pj = O) 
luego S2 define totalmente el estado de j de q.
Definicion 2.1.5.- Diremos que S G A^(P,S) define totalmente q 
cuando todos los segmentes de S definen algun estado de q.
A partir de la definicion 2.1.5. tenemos las siguientes propie^
dades:
P.l Si S 6 Ag(P,S) define totalmente q entonces x(S) £ k
P.2 Si S G Ag(P,S) define totalmente a q entonces
VS'% S, S* define totalmente a q.
Luego si existe una soluciôn admisible que defina totalmente a 
n se tendra que es la soluciôn ôptima para el conjunto de soluciones
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admisibles relacionadas con dicha solucion a braves de la relaccion 
de orden parcial ^ ,
Estos resultados nos muestran la importancia que tiene el con- 
siderar como hipôtesis a estudiar los vertices del ximplex A. Dado 
que en general las situaciones a las que nos enfrentamos no admiten 
una soluciôn que cumpla con la definicion 2.1.5, dirigiremos nuestra 
atenciôn a hipôtesis menos restrict ivas que los vertices.
Introducimos una funciôn de deseme j anza d , en el simplex 
que nos va a servir para establecer un metodo que nos permita relajar 
la hipôtesis que fijemos sobre A
d : A X A --------  " U  {0}
P.l d(x,y) = d(y,x)
[2.1.1]
P.2 d(x,y) = 0 <—> X = y 
En particular podremos tomar como d, una mitrica definida en
A .
Procedimien to para relajar hipôtesis
Consideremos H C  A, hipôtesis para (P,S).
Supondremos que H viene definida por un punto de A.
Sea S 6 Ag(P,S) representamos por S ^(H) los segmentes de 
S compatibles con H. Si S ^(H) = 0, construimos una hipôtesis 
H ' O  H t.q. S'I(H')  ^ 0.
Sea H ^ = { p 6 A / d ( p , H ) < £ } ,  £ G R* [2.1.2]
Calculâmes :
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« min {£ î s“V h  ) f 0} [2. 1 .3]
Teniendo que H ° es la hipôtesis mâs cercana a H de forma
que exista al menos un segmento de S que sea compatible con ella.
t
Denominaremos por H ° la hipôtesis relajada de H a través de la 
soluciôn S.
Fuerza de una hipôtesis
Definicion 2.1.6.- Sea S 6 Âg(P,S) y H una hipôtesis para (P,S), 
denominaremos fuerza de una hipôtesis H a través de S y lo desig- 
naremos por Fg(H) a la suma de los pesos de los segmentos compati­
bles con ella a través de la soluciôn S.
k partir de la defIniciôn 2.1.6 son inmediatas las siguientes
propiedades:
P.l VS 6 Ag(P,S), la fuerza Fg es una funciôn;
F g : P(A) --------- " V  {0}
H  >■ F-(H) - f(s"*(H))
P.2 VS 6 Ag(P,S)
VHj.Hg C  A / C Hg
Se cumple que Fg(Hj) £ Fgdlj)
P .3 La condition necesaria y suficiente para que una soluciôn 
S 6 Ag(P,S) tenga algôn segmento compatible con una hipôtesis H es 
que Fg(H) 4 0.
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Ambigiiedad de una Hipôtesis.
Definicion 2.1.7.- Sea S 6 Ag(P,S), y sea H una hipôtesis de (P,5) 
que supondremos que es un punto de A y sea Dj un segmento de S, 
definimos ambigüedad de H por Dj y la designaremos por Aq (H), c£ 
mo la desemejanza de Pq a H
Aq^(H) = d(Pq^,H) [2.1.4]
Aunque la anterior definiciôn de ambigUedad de una hipôtesis 
por un segmento solo es valida para hipôtesis de (P,S) que puedan 
expresarse como puntos de A, siempre es posible generalizarla a 
cualquier tipo de hipôtesis, bastaria con définir una desemejanza de 
punto a conjunto en A a partir de la desemejanza definida en
[2 .1.1].
A partir de las definiciones 2.1.7 y 2.1.8 se tienen las siguie£ 
tes propiedades:
P.l Sea S 6 Ag(P,5) y D un segmento de S.
Sea H una hipôtesis para (P,S).
D es compatible con H <=» Aq(H) = 0
P.2 Sea S G Ag(P,S),, S = (D^.D^,...,D^).
Sea H una hipôtesis de (P,S).
H
Si H ° es la hipôtesis relajada de H a través de S,
definida en [2.1.2] y [2.1.3] entonces £ = min Ap, (H)
J ^  ° iG{l,...,r} Di
P.3 Sea S G Ag(P.S),
Sea H una hipôtesis de (P,S)
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Fg(H) f 0 <»► 3 un segmento D de S / Ap(H) = 0
P.4 C  A, VS 6 Ag(P,S)
Si C  Hg (Hg) VÜ£ segmento de S
Definiciôn 2.1.8.- Sea S 6 Ag(P,S) y H hipôtesis de (P,S), def£
nimos ambigUedad de H por S y lo designamos por A^(H) at
Ag(H) - h(Aq_(tt),...,Aq^(B)), S - (Dj D^)
donde cada h es una funciôn motiôtona creciente en cada componente y 
8 iendo
h(0) - Ô
Un caso particular importante y que consideraremos mas adelan­
te es;
h(Aq^(H) Aq^(H)) - E a. Aq^(H), a. G {0} [2.1.^
En la definiciôn antetior* hemos utilieado la notaciôn h para 
désignât a la familia de funciones definidas de R^ en R V£ G N y
£ < co, que caracterizan la ambigüedad de soluciones de tamano £.
En lo que sigue nos referiremos a esta familia de funciones c£ 
mo funciôn h.
Definiciôn 2.1.9.- Sea S 6 Ag(P,S)» y sea H una hipôtesis de 
(P,S). Diremos que S define la hipôesis H si y solo si Ag(H) = '
Supongamos que S viene definida a través de tp pot [l . 2.3] .
V£ G Kq, obtenemos * partir de (P,S) definiendo
sus componentes:
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es una variable categories que se deduce de q solapando 
en una unica categoria todas las categories de q salvo la "£" que 
a su vez define la 2 categoria de q^.
Definicion 2.1.11.- Sea S asociada a P, y sea P^ cumpliendo con
definiciôn 2.1.10 definimos asociada a P^;
S f ( I ' , l )  = I 5 ( 1 ' , j)
j = l
s^(i’,2) = SCI'.9
VI' C  I
VI' C  I
Si en Kq, considérâmes la partition K q, se pueden obtener 
los subproblemas (P^,^,Sg,^) a partir de (P,S) definiendo sus com 
ponentes:
Definicion 2.1.12.- Sea P = (I.q.E), definimos P,,t_k q
■ ^ K ' n ’^ K'n’ doode:
^K'n ■ '
q^, es una variable con |K/| categories que se deduce de 
en la siguiente forma;
Toda categoria de q„, se deduce de solapar las categories de 
que pertenecen al mismo conjunto de la particiôn .
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Definicion 2.1.13.- Sea S, asociada a P y sea P» « cumpliendo
n
con la definiciôn 2.1.12, definimos S„t asociada a P. • :
n
s » ( i ' , £ )  = l S ( i ’ , i ) ,  V I ' C  I ,  V f  G n„ *  
n j S L  Kq
donde L C  Kq es el elemento de K*q que define la f-êsima categ£
rîa de q_*.
Kq
Son inmediatos los siguientes resultados: 
l’f = I’{Kq-{f},{f}}
 ^  { k } } -
R3 Teorema 2.1.2.- 3 S 6 Ag(P,S), que define totalmente el estado j de 
q si y solo si 3 S j G tal que Ag (H) = 0 para
H = {(0,1), (1,0)}. ^
Demostracion.- Es condiciôn necesaria:
Sea S G Ag(P,S), S * (Dj,D^,...,D^) cumpliendo con defini­
ciôn 2.1.4.
P
Sabemos que Vy G If KÇ . , 3 f G {l,2,...,r} / y G D».
i=l 1 ^
Definimos S j : RKg^ ---- »- A y A C R^, donde (y) queda
definido a través de [1.2.9] estando Sj definida por [2.1.6].
Sea H = {(0,1), (1,0)}, se cumple que Ag(H) » 0.
Si y G D^, como S definte totalmente el estado j, de la
definiciôn 2.1.4 Pq = (0,...,1,0,...,0) ô bien
^ k
Pq^ — (rj,...,0,«..,r^) G A,, A C  K .
Por tanto Sj(y) = (0,1) ô bien Sj(y) * (1,0).
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Luego Vy 6 Hk Ç^ S^(y) G H y ademâs tiene tamano 2.
Sean (D^.d ]) = S. t.q'. P . = (0,1), P . = (1,0).
 ^ ^ 3 dJ DJ
1 2
Se tiene: A .(H) = 0, i=l,2, luego k„ (H) = 0.
Es condiciôn suficiente:
Sea S. G A. (P.,S.) t.q. A_ (H) = 0.
J 6 J J 3 j
Ag (H) = 0 sj es de tamano 2, sea S^ = (D^.Dg) se cumple
Pq = (0,1); Pq = (1,0) = >  la soluciôn de (P,S), asociada a 
(D^.Dg), cumple con la definiciôn 2.1.4.
En efecto:
Si S = (D^.Dg) es admisible entonces S viene definida a
partir de [l.2.lo] y se tiene:
a (D.,j) (Dj,2)
"'o.'j ■  H --------------  '
I a„(ü,,f) I a„ (D,,f)
f=l ^ f=l 1
3^(02,j)
(*D2). = ” k-----------  = - 2 ------------
 ^ I , a (D ,f) I a (D,,f)
f=l ^  ^ f=l ^
que nos dice que S = (0 ^,0 2 ) G Ag(P,S) y cumple con la definiciôn 
2.1.4.
De forma anâloga demostrarîamos el siguiente resultado:
Teorema 2.1.3.- Existe S G A ^ (P,S) que define totalmente los est^ 
dos i^.iLg,.. . ,i^ de n si y solo si
— A3 —
3 S ’ G ^{{ij}.....{i^},Kn-
-{iJ , . . . , iJ.}} tai que Ag(H) *= 0 para 
H - {(0,.....1), (0,...,l,0),fî.,(l,0,..,,0)}.
Corolario 2.1.1.- Dada (P,5); S 6 Ag(P,S) define totalmente a 
n Ag(H) “ 0 para H » ( ( 0 , 1 .,1),(0,.. ,1,0),,(1,0,...,0)}
La demostracion es inmediata a partir del teorema 2.1.3.
2.2. Funciones Bondad basadas en la ambigüedad.
Definicion 2.2.1.- Dada (P,S), siendo d una desemejanza en A 
cumpliendo con [ 2 .1.1J y B Una fUncion bondad para Ag(P,S), dire 
mos que B es compatible con la hipôtesis H de (P,5) si se cum­
ple :
VSi,S2 G Ag(P,S)/Ag^(H) < Ag^(H) B(Sj) > B^Sg) [2 .2.l]
La definicion 2.2.1. nos va a permitir caracterizar las funei£ 
nes bondad y por tanto la solucion ôptima al problema, condicionado a 
la hipôtesis que fijemos a priori sobre los estados de la variable d£ 
pendiente q.
En general la hipôtesis que se fijarâ vendra definida por los 
vertices del simplex A, debido a que, caso de que exista alguna so 
luciôn al problema que defina totalmente los estados de q , esta sera 
ôptima para toda funciôn bondad que cumpla con la condiciôn 2.2.1. Es 
ta hipôtesis la designaremos por H, , ..
No siempre, serâ H, _ . l a  hipôtesis que fijaremos, dado
— 44 —
que esta dependerâ de las conclusiones que sobre la situacion estudi^ 
da pretendamos sacar. La ventaja que présenta trabajar con funciones 
bondad que cumplan con la definicion 2.2.1 reside en la versatilidad 
que tiene respecto de los objetivos que estudiemos y que vienen express 
dos mediante las hipôtesis que pretendemos contraster. Asî, nos podrâ 
interesar obtener aquellos segmentos de la poblaciôn que favorecen un 
determinado valor de la variable dependiente q.
Supongamos que sea la categoria i-êsima de q sobre la que e£ 
tamos interesados. Para obtener la solucion a dicho problema conside­
raremos el problema (P^jS^) definido a partir de la definiciôn 
2.1.10 y [2.1.6] y sobre este problema la hipôtesis H ^ g ' La solu­
ciôn que buscamos vendra dada como aquella que optimice una funciôn 
bondad compatible con la hipôtesis
Una aprox imac iôn descriptive al problema (P,S) consiste en 
obtener las soluciones a los problemas (P^.S^) i=l,...,k como ind£
camos en el pârrafo anterior. Del anâlisis de estas soluciones obten- 
drîamos que segmentos son los que favorecen cada una de las categories 
de la variable dependiente aunque el conjunto de estos no nos darîan 
una soluciôn que pertenezca a Ag(P,S).
A veces interesarâ estudiar cuâles son los segmentos que favo­
recen una determinada catégorie de q en detrimento de otra catégo­
rie, estos serân los segmentos que favorecen la oposiciôn entre dos 
categories. Para determinar la soluciôn que aplicar dicha oposiciôn, 
definimos (P^^g,S^^g) a partir de (P,S), süponiendo que quere- 
mos estudiar la oposiciôn entre las categories 1 y 2.
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Sean
^1^2 “ 2' '^ l+-+2' ®l-<->2^
P -  ( i . n . E )
Donde:
11 ^ 2  - {i 6 I / n(i) 6 {1,2}}
r|j_^2 » queda definida por las categorîas 1,2 de q
:=i^2 " s
Para définir 5 g , supondremos que S viene definida a pajr 
tir de [l. 2 . 3] mediante uns funciôn rp definida en [ I . 2 . 2] .
Definimos:
" I t  = 1.2
Considerando g para (P g, ■Sj^g), la soluciôn que ex
plica la oposiciôn entre las clases l y 2 vendra dada como aquella 
que raaximice una funciôn bondad que cumpla con la definiciôn 2.2.1 
para (P^^2'  ^ *1,2'
De forma anâloga obtendrxamos la soluciôn que explique la op£ 
siciôn entre 2 conjuntos de categorîas de la variable q . Y de forma 
mas general la oposiciôn de mas de 2 conjuntos de categories de q 
entre sî.
La ob t enc iôn de las soluciones que determinen opos iciones nos 
va a permitir définir una funciôn de desemejanza entre las cat ego r ias 
de la variable q en la siguiente forma:
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Definiciôn 2.2.2.- VS G Ag(P,S) y para toda funciôn bondad definida 
en Ag(P,S), definimos poder discriminante de S, y lo designamos 
PD (S) a:
B(S) - »
■ M, _ D . 2  2]
donde:
Mg représenta el mâximo valor que puede tomar la funciôn bon­
dad B .
mg represents el mînimo valor que puede tomar la funciôn B.
Definiciôn 2.2.3.- V(P,S) y para toda funciôn bondad definida en 
Ag(P,S), definimos poder discriminante de (P,S) y lo designamos 
por PD„ a :
M* - m
- B  ■ H - r ^
donde:
M* = Max B(S) ô en su defecto el valor de la funciôn
SGAg(P.S)
bondad para la soluciôn que tomemos como ôptima.
De las definiciones anteriores se deduce inmediatamente;
P.l VS G Ag(P,S) y para toda funciôn bondad B definida en 
Ag(P,S). Se cumple:
0 £  PDg(S) £  1
P.2 V(P,S) y para toda funciôn bondad B definida en 
Ag(P,S) se cumple;
0 £  P D g  £  1
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Dado que el poder discrItnînante de una solucion depende de la 
funciôn bondad sobre la que esta basada, la principal ventaja que 
présenta trabajar con poderes discriminantes en vez de con funciones 
bondad es que en estos sabemoS su rango de variaciôn. Esta propiedad 
résulta particularmente interesante cuando considérâmes poderes dis­
criminantes de problemas o situaciones distintas pues nos va a permi. 
tir su comparaciôn.
Definiciôn 2.2.4.- Sea (P,S), consideramos las catégorisa i y j 
de la variable n de P definimos la desemejanza entre i y j y lo 
designamos por ôg(i,j) a:
donde B es una funciôn bondad para (P^^ ^ ^ ,Sj,,j) compatible con -
la hipôtesis Hj g.
Si 6g(i,j) * 0 quiere decir que las clases i ,j tienen una 
oposiciôn minima y vamos a poder identificarlas depend iendo de la 
funciôn bondad que tomemos.
La desemejanza dada por la definiciôn 2.2.4 nos va a permitir 
realizar un proceso de clustering sobre las categorias de la variable 
n en la siguiente forma: _
En la primera etapa las categorias 'i* y 'j* de n se sol^ 
pan en una unica categoria que des ignaremos por t; si se cumple:
6_(i,j) = min 6_(f,s) 
f,s6Kn
redefiniendo la desemejanza entre las nuevas categorîas por:
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6g(K,f) = PDg(P^ . ^) Vf G Kn, f 0 i, f f j
y es fâcil comprobar que coincide con la desemejanza definida en 
2.2.4 para el problema (^{{£,j},{i},{2 },...,{k}} { i,j}.{1},{2}....
a este problema lo denominaremos problema generado en la
etapa 1.
En etapas sucesivas se procédé como en la primera etapa sobre 
el problema generado en la etapa anterior.
El proceso concluye en la etapa k-1 donde el problema gen£ 
rado en dicha etapa la variable dependiente contiene una unica cat£ 
gorxa.
El objetivo principal del proceso de Cluster sobre las catego 
rxas descrito mas arriba es poder reducir el numéro de categorîas de 
la variable dependiente con la consiguiente simplificaciôn del probl£ 
ma de estimar esta a partir de E , ademâs de hacer un estudio des­
criptive sobre las similitudes entre las diferentes categorîas de q 
basândose en como E explica a estas.
Una forma sencilla de obtener las funciones bondad que cumplan 
con la definiciôn 2.2.1 es encontrar una funciôn real estrictamente 
decreciente, este tipo de caracterizaciôn nos viene dada en el si­
guiente resultado
T eo rema 2.2.1.- Dada (P,S), si VS 6 Ag(P,S) tenemos definida 
Ag(H) para H, hipôtesis de (P,S), que cumple con la definiciôn 
2.1.8 si 3 una funciôn V real de variable real monôtona decre­
ciente est rie tamen te entonces V(Ag(H)) es una funciôn bondad com
• - 49 -
patible con H.
Demostraciôn; Es inmediata a partir de la definiciôn 2.2.1.
2.3. Funciones basadas en la ambigüedad y que sean Bl
Un conjunto particularmente interesante entre las funciones 
bondad compatibles con alguna hipôtesis de (P,S) son aquellas que 
ademâs sean Bl.
Consideraremos la hipôtesis Kjg ^ = H y sea d la dese­
mejanza que genera la ambigüedad de H; sea:
M - max min d(p,V.); V. es vërtice A [2.3.1]
p€A l<i<k  ^ ^
Se cumple el siguiente resultado:
Teorema 2.3.1.- VS G Ag(P,S), S = (Dj,Dg,...,D ), Ag(H) =
= h(Ajj J (H) , . . . ,Ajj (H)). S i  es h una combinaciôn convexa de sus
componentes entonces l a  funciôn bondad B ( S )  = h ( M - A p  ( H ) , . . .
..,M-Ag^(H)) es compatible con H.
Demostracion: Sean S^.Sg G Ag(P,S) t.q. S^ = (Dj,...,D^),
S g - (D^ , . . . , D^ ) , veremos:
Ag^(H) < Ag^(H) B(Sj) > B(Sg)
 ^ ^1
B ( S . )  = h ( M - A  , ( H ) , . . . , M - A  , (H)) -  I a J ( M - A  - ( H ) )  =
d } i-1 dJ
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5  ,
= M I a. - Z a. A (H) = M - h(A (H)) >
i=l ' d J dI
> M - h(A _(H),...,A _ (H)) = M I  A . - l  aj A (H) = 
«fg -I
= h(M-A g(H),...,M-A g (H)) = B(Sg)
Dj ü
=) es anâloga a =» )
Teorema 2.3.2.- Para cualquier (P,S) tal que S venga definida a 
través de [1.2.3], sea la hipôtesis H^g y d la desemejan
za definida en û que genera la ambigüedad de la hipôtesis 
üfg ^ , si se cumple que d(p,H) es concava respecto de p, eii 
tonces se puede construir una funciôn h que genera segun el teor£ 
ma 2.3.1 una bondad de tipo Bl.
Demostracion.- Sea S 6 Ag(P,S) y S = (D^,Dg,...,D )
l
A_(H) = h(A_ (H) A^ (H)) = I r A„ (H)
b Uj 1 "i
con ^
ï a (D£,j)




B(S) = [ r^(M - Ajj (H)) [2.3.3]
i = 1 1
donde M viene definido por [2 . 3 . l] .
Evidentemente cumple con las hipôtesis del teorema 2.3.1 y
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como consecuencia la funciôn bondad definida es compatible con H.
Vearn0  8 que es de tipo Bl:
Por el teorema 1.4.1.1, sabemos que cuando S viene defini­
da por [l.2.f] las funciones representadas por [l.4.^  son funciones
Bl, ademas si ] B que ses Bl, VL 6 se tiene que LB sigue
siendo Bl, es decir:
f  k
L • I < I a (0.,j)) . C(p_ ) [2.3.4]
1=1 j^l ^ i
es Bl, para C convexa en A y L 6 R^.
f  k ,
Si tomamos L = ( ^ [ a_(D.,j))
i=l j=l ^ ^
que es una constante real positiva para toda situacion (P,S) y 
como C(P) * M - d(p,H) que es convexa en A por ser d(p,H) coii 
cava en A, se tiene que jj2.3. ^  coincide con [2.3.3] y por tanto
es compatible con H.
Una partIcularizaciôn importante del resultado del teorema
2.3.2, se tiene cuando tomamos como funciôn ip, generadora de la 
funciôn S, la definida por [l . 2. l] , pues las a^ definidas por 
[2.3.^ coinciden con los pesos de los segmentos cuando la
funciôn peso viene definida por [l . 2. 1 ^  , luego la bondad puede ex 
presarse como:
I
B(S) = I f ( D 9  . (M - A- (H)) [2 .3 .5]
i=l  ^ "i
La importancia del resultado del teorema 2.3.2 y en partie^ 
lar de la expresiôn [2.3.5] radica en las restricciones que se im- 
ponen a la caracterizaciôn de la ambigüedad a la hora de generar
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funciones bondad que sean compatibles con y al mismo
tiempo sean Bl. Reciprocamente a este resultado vamos a establecer 
cuando podemos generar una funciôn de ambigüedad a través de una 
funciôn bondad Bl. de forma que dicha funciôn bondad sea compatible 
con la hipôtesis H ^ g a través de la ambigüedad generada.
Corolario al Teorema 2.3.2.- Sea C convexa en A con valor cons­
tante Kj en los vértices v de A y d(p,H) = Kj - C(p), entoii
ces la funciôn bondad definida como en [2.3.4] es compatible con
"l2...k*
Demostraciôn.- Es trivial ver que d(p,H) esta bien definida pa­
ra H = g ^ y d(p,H) es concava en A pues C es convexa.
Luego estamos en las hipôtesis del teorema 2.3.2 y por tanto la futi
ciôn bondad definida por [2.3.4] es compatible con K ^ g ^ .
Un caso particular interesante se tiene cuando la funciôn
C G C  viene definida a partir de una distancia sobre A c  k .
Sea 6, una métrica definida en A que cumple:
1) ô(c,v) = cte. Vv, vértice de A.
siendo c el centro de 1; c = ( 1/k, . . . , 1/k) [2.3.6]
2) ô(c,p) es funciôn convexa de p.
Si definimos la funciôn:
C : A ---- »- R
C(p) = ô(c,p)
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C cumple con las hlpotesis del corolario al teorema 2.3.2 
y aplicando la caracterizacion dada per ^2.3.5]] tenemos:
B(S) = I f(D.)6(p_ *c) VS G A„(P,S), S = (D,.... D.) [2.3.7J
i-I “1 ® ^
es una funciôn bondad B1 compatible con ^12 k siempre que la fun 
cion peso esté definida pbr ^1.1.12]] y estemos en las condiciones 
del teorema 2.3.2.
2.4. Casos particulates de funciones bondad BI compatibles con 
^12...k
2.4.1. Ambigiiedad basadà en la Enttopîa.
Si tomamos como funciSn C, la definida en 1.5.1, es trivial 
comprobat que C cumple con las condiciones del corolario al teore^ 
ma 2.3.2 luego V D O I I K Ç j / f (D) ^ g , definimos ambigüedad de D 
como;
AoCH) - (PD)i l°B(pD)i' " “ " 1 2 ...k [2.4.g
que hace que la funciôn bondàd definida en 1.5.1 sea compatible con 
^12...k*
2.4.2. Ambigüedad basadà en la funciôn maximo.
Tomando como funciôn C * la definida en el apartado 1.5.2, 
es fâcil comprobar que dicha funciôn culnple con las hipôtesis del cjo 
rolario al teorema 2.3.2 luego VD C  / f(D) ^ g definimos la
funciôn ambigüedad como;
A_(H) = 1 - max ((p„).), H = H., t. [2.4.2]] 
l<j<k J 1 ^...k
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que hace que la funciôn bondad definida en 1.5.2 sea compatible con 
^12...k*
2.4.3. Ambigüedad Euclîdea.
Si tomamos como funciôn C la definida por:
k 1 2
C(p) = I (pi - r) . p G A 
i=l *
esta cumple con las hipôtesis al corolario del teorema 2.3.2.
En efecto:
1) C G C
2) C(v) = V v , vêrtice de A.
Luego VD C  / f(D) 2 S» definimos:
(Pi - = ~ r ~  ( z p i -  = 1 - z p i
y por el teorema 2.3.2, definimos la funciôn bondad B(S) 
t  k
B(S) = I  a i l  (p; - S G A (P ,S)/S= (D , . . . ,D ) [2.4.^
i=l 1 j = l J G
donde los a^ vienen definidos por [2. 3. 2j , que es B1 y compati- 
ble con «12...k*
Operando en [2.4.3] se tiene:
r k „ ,
B(S) = j ( I Pj) - k
i=l 1 j = l ]
que respecte de las soluciones tiene el mismo comportamiento que la 
funciôn:
r k 2
B(S) = % a. ( % p ) [2.4.4]
i=l j=l J
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pues son iguales salvo una constante y dan lugar a la misma ambigiie^ 
dad.
En [2 .4 .4] la fünciôn convexa C que genera la ambigüedad es:
k 2
c ( p )  “  I  P-.
i-1 ^
que es la energîa informacional y que hemos visto que proporciona la 
misma ambigüedad que la distancia euclîdea.
CAFITULO III
- 57
3.1. Algoritmos baaados en la sègmentacion
Entre las técnlcas tnâs adecuadas para la predlccion de una va 
riable dependiente y en funciôn de Un conjunto de variables explica­
tives, cuando estas son categôricas y la variable dependiente puede 
ser de intervalo, ordinal o catëgôrica, estan las tecnicas de segmen 
taciôn. En este sentido puede consultarse a Sonquist y Morgan (1964), 
Messenger y Mandell (1972) y Sâncbez (1980).
Todo proceso de ségmentaciôn se basa en la siguiente idea:
Se toma una variable explicativa y se divide la poblaciôn o 
conjunto de individuos observados en k subconj untos -normaImente 
se suele tomar k“2- de forma que se maximice el objetivo previa- 
mente fijado. Este proceso se realize con cada una de las variables 
explicatives, tomando aquella que baya maximizado la funciôn objeti^ 
vo. En cada uno de los k segmentos en qUe ha quedado particionado 
el conjunto de individuos observados se procédé de forma similar con 
el conjunto de variables explicatives que no ban partie ipado en di­
cha particiôn. El proceso se repite siempre que los conjuntos a par^  
ticionar tengan un nômero de elementos superior a un valor prefijado.
Esta idea es la que sirve de base a los algoritmos que a con 
tinuaciôn se desarrollan para obtener la soluciôn al problems de di£ 
crimlnaciôn t al y como lo hemos planteado.
P
Definiciôn 3.1.1.- VD C  H K Ç . , diremos que D es un segmento cajr
i=l 1
tesiano cuando D puede expresarse como:
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D = A i ^ j x A 2 ^2 ^ ‘* ' * ^ P ^ P  [3.1.1]
donde:
Ai KÇ^. i=l*. . . • .p
A toda soluciôn S de (P,S) que este formada por segmen­
tos cartesianos, la llamaremos soluciôn cartesiana.
Dado un segmento cartesiano D = Aj Çj x.,.x A^ diremos
que D es g-t-segmen tab le cuando 3 Çj 6 E / 3 una particiôn pro^
pia de A. Ç.; (A. Ç.,...,A. Ç.) que cumple:
J J J J J j£ J
f(D n (K X . . . X  A Ç X . . . X  Kg )) g Vr=l,,,.,f [3.1.2]
J r j P
donde f es la funciôn peso.
Es inmediato comprobar que si D es un segmento g-f--segmeii 
table entonces es gj-f.j^-segmentable ^ t y gj £ 8*
En general diremos que un segmento es g-segmentab le cuando 
] algun £ 6 N tal que sea g-£-segmentable y de aquî en adelante 
nos referiremos indistintamen te a la g-segmentab ilidad como segmen- 
tabilidad y viceversa.
El concepto de. segmen tab il id ad para segmentos nos lleva de 
forma natural a la idea de segmen tac iôn de soluciones y diremos que 
una soluciôn cartes iana S puede segmentarse ô es segmentable cuan 
do tenga algun segmento segmentable.
Sea S una soluciôn car tesiana, désignâmes por T(S):
T(S) = {S*/S' se obtiene de S segmentando un solo seg­
mento de s }  .
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Evidentemente ae cumple:
S es segmentable • > T(S) f 0.
Definicion 1.3.2.- S, soluciôn cartesiana es terminal para la fun­
ciôn bondad B si se cumple que T(S) * 0  6 B(S') < B(S)
VS' G T(S) .
La definiciôn anterior caracteriza mâximos locales para 
las funciones bondad en el sentido de que babremos llegado a un mâ- 
ximo local para la funciôn B a travée de la segmentaciôn cuando 
no se pueda mejorar esta mediante la segmentaciôn.
Habiendo precisado el concepto de méximo local para las fun­
ciones bondad, el objetivo de aquî en adelante serâ encontrar el mo^  
do de llegar a lâs soluciones terminales que me dan dichos maximos 
locales.
La forma mas facil sera caracterizando los segmentos de una 
soluciôn terminal.
por ;
Sea S, soluciôn car tesiana y S = (Dj,..,,D^), désignâmes






To^(S)r \  Td.(S) = 0 ,  i ^ j 
Introducimos la nociôn de segmento terminal en una soluciôn 
S mediante la siguiente definiciôn:
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Definiciôn 3.1.3.- Sea S, soluciôn cartesians y S = (D^,...,D^), 
diremos que D^ es un segmento terminal de S para la funciôn boti 
dad B si se cumple que (S) = 0 ô B(S') < B(S) VS’ 6 T_ (S).Di
De la definiciôn anterior se deduce de forma inmediata que si 
una soluciôn cartesiana S tiene todos sus segmentos terminales di­
cha soluciôn es terminal. Es claro por tanto que si se encuentra un 
mêtodo que determine soluciones cuyos segmentos sean todos termina­
les este método encontrara soluciones que sean mâximos locales.
Dis t ingu iremos dos situaciones depend iendo de la funciôn boii
dad .
3.2. Algoritmos para funciones de tipo Bl .
En el caso de que las funciones bondad sean de tipo Bl, se 
cumplen las siguientes propiedades:
P.l S, soluciôn car tes iana es terminal para B ( î T(S) = 0
Demostraciôn: Supongamos que S sea terminal para B y T(S) 4 0
= »  VS ’ G T(S) es .BCS’) < B(S).
Si S ’ G T(S) '—  > S ^ S ’ y por ser B de tipo Bl = »
. B(S) £ B(S') llegando a una .contradicciôn.
Anâlogamen te demostrariamos :
P. 2 Sea S soluciôn cartesiana y S = (D^ , . . . ,D^) , se tije
ne que D^ es un segmento terminal de S para B si y sôlo si
T_ (S) = 0.
"i
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La consecueticia mas importante de estas propiedades es que po^  
demos caracterizar a los segmentos terminales independientemente de 
la soluciôn a la que pertenezcan. En efecto:
Sea D un segmento terminal de S , segun la propiedad P2 se 
tiene que Tp(S) * 0 y esto quiere decir que no va a existir ningu- 
na soluciôn que se deduzca de S segmentando D, es decir, que D 
no es segmentable. Luego los segmentos terminales de una soluciôn S' 
cuando las funciones son de tipo Bl coinciden con los segmentos no 
segmentables) en cuya definiciôn no se hace referencia a la soluciôn.
Este resultado es de suma importancia a la hora de buscar las
soluciones terminales pues bastarâ con encontrar segmentos que no se 
puedan segmenter y que formen una particiôn de Y es debido a
este resultado por lo que èl siguiente algoritmo llega a una soluciôn 
terminal.
Utilizaremos la siguiente notaciôn:
Sea S = (Dj,Dj> • • • » ) *  Una soluciôn cartesiana, por 
[ 3 .1 .y cada segmento de S puéde expresarse por;
Di •= Aj gj X ---X Ap gp, i=l,...,£
Por analogîa a determinados lenguajes de programaciôn repre- 
sentaremos a S por:
S(i,j) = Aj gj, 1=1,...,£
j = 1, . . . , p
Si désignâmes por P^(S(i,j)) al conjunto de particiones de 
S(i,j), VA e P^(S(i,j)) t.q. A = (Aj,A^,•.•,Aj^j) denotamos por
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S. 6 Tjj (S) a la soluciôn obtenida de segmenter S por A y la de^
finimos de la siguiente forma:
1^ < i y = 1,
'£^-£+1
s(i,£.2)
£j = £,...,£ + |a |-1 y £g = j
S(£j+ 1 ,£2 ) si i < £j <£ y £ 2  » 1,
£j = £,...,£ + |a|-1 y £ 2  =1,.. 
• 3^ 1* «.',P
Para ver si la soluciôn pertenece al conjunto de soluciones g-a^
misibles sera suficiente con, comprobar que el segmento i-esimo es segmen
table a traves de A es decir;
P , ,
S. 6 A„(P,S) f( n S(£,,£,)) > g V£, = £,...,£ + |A|-1
* ® £ 2 = 1
Sea
Ptg(S(i,j)) = {A G P^(S(i,j))/S^ G Ag(P,S)}
Si P^g(S(i,j)) A 0 désignâmes por A(i,j) la particiôn 
de S(i,j) que cumple con;
A(i,j) 6 P^g(S(i,j)) / B(S
El algoritmo que se propone, en base a la anterior notaciôn 
queda en los siguientes terminos:
Algoritmo 1.
Paso 0 (De inicializaciôn)
-, • T(S) = 1
■ I = {1}
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J(i) = {1,2,...,p}, Vi 6 1
S(i,j) = Kgj, i < T(S) y j-1,2.... .
F = 0 
IC = 0
Paso 1 se hace Vi 6 1, Vj G J(i)
Calculamos P^^(S(i,j))
Si: P^^(S(l,j)) “ 0 entonces J(l) = J(i) - {j} 
P^g(S(i,j)) A 0 sé calcula j ^
Faso 2 Se hace Vi 6 I
Si J(i) “ 0 entonces 1 = 1 -  {l}




Si: 1 = 0, entonces parar, (Dj, ...,Dp) es soluciôn terminal
I A 0 ir a Paso 4
Paso 4
Se busca con i^ 6 I y j^ G J(i^) que cumpla:
Paso 5 Se hace Vi 6 I
Si i 6 I y i < i^ entonces IC = IC {i}




1 = IC U  (T(S), T(S)+1,...,T(S)+|A(i^,j^)1-1}
J(i) = {1,2, Vi 6 (T(S),T(S)+1, .. . ,T(S) + |A(i^,j^)I-1}
IC = 0
T(S) - T(S) + |A(i^,j^)| - 1
Ir a paso 1
El anterior algoritmo, aunque basado en los algoritmos de seg^  
mentacion, présenta dos variaciones sobre éstos, lo que supone una 
generalizacion en su concepcion, estas variantes viene dadas por:
1-) El numéro de segmentos en que en cada etapa se par t ic iona 
el conjunto de items observados, no es fijado a priori, si no que va^  
rîa dependiendo de la particiôn de la variable que da lugar a dicha 
segmentaciôn. (En el algoritmo anterior viene dado por |A(i^,j^)(, 
calculado en el paso 4).
2-) Cuando una variable ha provocado la segmentaciôn en una 
etapa, dicha variable puede generar una nueva segmentaciôn, a dife- 
rencia de lo que ocurre en los algoritmos de segmentéeiôn. (En el a£ 
goritmo anterior, esto se debe al hecho de ser J(i) * {l,2,...,p}
Vi 6 {T(s) , ...,T(s) + |A(i^,j^)| - 1}).
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3.3. Algoritmos para funciones bondad separables.
En el pârrafo anterior se ba visto que una de las ventaj as 
desde el punto de vista algorîtmico que presentan las funciones Bl 
se basa en el hecho de que la caracterizacion de los segmentos term^ 
nales se haga independientemente de la soluciôn a la que pertenezcan. 
En este sentido vamos a demostrar que para el conjunto de funciones 
bondad que sean separables se obtiene un resultado anâlogo al obten£ 
do para las funciones de tipo Bl.
Definiciôn 3.3.1.-Diremos que una funciôn bondad B es separable
cuando B puede expresarse:
r
B(S) - I Z(D.), S G A„(P,S)/S - (D,,...,D^)
1 . 1  1  g 1 r
donde:
Z : G ---------- ► V  {0}
y
G = {D/D C nKÇ., f(D) > g}.
La condiciôn de separabilidad parece bastante natural desde 
un punto de vista prâctico y puede comprobarse que las funciones bon 
dad consideradas en los apartados 1.5 y 2.4 cumplen con dicha cond£ 
ciôn. Para estas funciones se cumple èl siguiente resultado:
Teorema 3.3.1.- Si D es un segmento terminal de S para B y B 
es una funciôn separable entonces D es segmento terminal para B 
de cualquier soluciôn S' que lo tenga como segmento.
— 6.6 ~
Demostraciôn : Sean S = (D , D ^ , . . ., D^ ) y S' * (D , Dj^ , . . . , D^ ) se
tiene:
Tp(S) = 0 *=» Tjj(S') = 0
y si Tp(S) î* 0, entonces;
r £ .
VS" G T (S) es B(S") < B(S) <=» J Z(D.) + I Z(D ) <
h=l h=l
r £ . £ h
< Z(D) + I Z(D.) <=> % Z(D ) < Z(D) <=> I Z(D ) +
h=l h=l h=l
r r '
+ I +Z(d')<Z(D) + I Z(d') <=* B(S"') < B(S) 
h=l h=l
donde:
S" = (D^,D^,...,D^,Dj ,. . .,D^) G Tp(S)
S'"= (D^ ,D^, . . . ,D^,d J , . . . ,d ’ ,) 6 Tjj(S’).
Analogamente a como definimos el conjunto Tp(S), definimos
el conjunto x3(s) de la siguiente forma:
Sea S, soluciôn cartes iana y S = (Dj,...,D»), Vj = l,2,...,p
Tp (S) = {S' G Tp(S) / S ' se obtiene de S segmentando D
Se cumple:
a traves de la variable
j  xj (S) . X,(S)
J = 1 1
- " "  Jl ^2-
1 1
Introducimos la nociôn de variable que es terminal para un 
segmento D de una soluciôn S mediante la siguiente definiciôn:
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Definici&n 3.3.1.- Sça S, soluciôn cartesiana y D un segmento de 
S, diremos que la variable gj es terminal para D en S para la 
funciôn bondad B si se cumple que T^(S) = 0  ô B(S') < B(S)
VS' G T^(S) .
De la definiciôn anterior se deduce de forma inmediata que un 
segmento D es terminai en S respecte de B si y sôlo si todas 
las variables son terminales para D en S respecte de B.
Analogamente al teorema 3.3.1 se demuestra el siguiente teore
Teorema 3.3.2.- Si gj es terminal para D en S respecte de B y  
B es una funciôn separable* entonces gj es terminal para D en 
S' respecte de B para cualquier otra soluciôn S', cartesiana
que tenga a D como segmento.
Los resultados anteriores nos permiten desarrollar algoritmos 
que nos determinen soluciones terminales a travôs de la localizaciôn 
sucesiva de segmentos terminales y la posibilidad de no tener que pro^  
bar variables que se hubiesen rechazado en la localizaciôn de estos.
Lo anteriormente dicho justifies el paso 1 del siguiente alg£
ritmo que es idëntico al algoritmo 1 sâlvo en el paso 1.
Algoritmo 2
Se hace igual que en el algoritmo 1, quedando el 1® paso en 
la siguiente forma:
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Paso I. Se hace Vi 6 1, Vj G J(i)
Calculamos P (S(i,j)) 
tg
Si P^^(S(i,j)) = 0 entonces J(i) = J(i) - {j} 
P^g(S(i,j)) A 0 se calcula S^^^ j ^
Si ®(^A(i,j))^  ^ B(S) entonces 
J(i) = J(i) - {j}
3.4. Algoritmo general
Describimos aquî, un algoritmo que nos permita calculer solu­
ciones terminales para cualquier funciôn bondad. Este algoritmo es 
idênt'ico al algoritmo uno salvo que el Paso 4 toma la siguiente forma:
Paso 4
Se busca (i ,j ) con i G I y j G J(i ) que cumpla: o o o •''’o o ^
B(S .) = Max Max B(S ..)
A(io'3o) iGI jGJ(i)
Si B(S . .) < B(S) Parar, S es soluciôn terminal
Al^o'^o'
B(S . .) £ B(S) ir a paso 5
3.5. Generalizacion de la soluciôn y algoritmo.
En el apartado 3.3 introducimos la nociôn de segmento termi­
nal, este venîa asociado a una soluciôn y dependîa de la funciôn boii 
dad que se tomaba. El hecho de que para las funciones bondad separa­
bles estos fuesen independientes de la soluciôn sugiere, el determi- 
nar estos s in necesidad de ir asociados a soluciôn alguna a diferen- 
cia de lo que se hace en el algoritmo dos. Determiner segmentos ter-
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minales sin tener en cuenta la sblucion a la que pertenecen conduce 
a la introduccion de una funciôn valor de segmento ya que la termi- 
nalidad de un segmento depende dé la funciôn bondad y esta solo es- 
taba definida para soluciones, lo que obligaba ir arrastrando una so^  
lucion cuando deterrainabaoios los segmentos terminales. La funciôn va 
lor nos permitira desligarnos de las soluciones para la determinacion 
de dichos segmentos.
Supuesto que tenemos determinada una coleccion de segmentos 
terminales para una situaciôn CP»S) y que estos, no vengan asocia­
dos a ninguna soluciôn, cuando estos forman un recubrimiento de
esta coleccion nos define un tipo de soluciôn mâs general que 
las consideradas hasta ahora, pues admits la posibilidad de que di­
chos segmentos no sean disjuntos. Esta propiedad de dichas solucio­
nes générales es la que justifies su determinaciôn pues es muchas 
veces una visiôn mas real is ta del problems dado que los solapamien- 
tos entre los segmentos que defines dicha soluciôn van a dar infor­
mac iôn sobre la ambigiiedad inherente al problems.
Considerar este tipo de soluciones ademâs de acarrear proble^ 
mas de tipo algorîtmico a la hora de determinar los segmentos que 
la definen, nos lleva a la generalizacion de las funciones bondad 
hasta ahora consIderadas, para que englobando a dichas soluciones po^  
damos comparerlas, y al problems de generaciôn de clasificadores a 
partir de dichas soluciones, que tengan en cuenta la ambigiiedad dada 
por los solapamientos.
El objetivo que nos hemos propuesto en este apartado es dar 
una soluciôn a dichos problemas.
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3.5,1. Funciôn valor para segmentos.
Sea 3 una fanoion del simplex A C  en los reales pos£
t ivos
.8 : A  ---------► R^ V  {0}
Definimos valor de un segmento D, asociado a la funciôn g , 
y lo designamos por U(D) a:
U : G -------- ► r’*' U  {0}
D -------- " U(D) = B(Pp)
donde G es como en la definiciôn 3.3.1 el conjunto de segmentoscon 
peso mayor o igual a g.
La definiciôn anterior nos da una idea précisa -dependiendo 
del tipo de funciôn g elegida- de la impo r tancia que tiene un seg;^  
mento a la hora de estimar el valor de n a traves de dicho segmen 
to .
Un caso particular de funciones valor que podemos considerar 
es el que viene generado por la ambigüedad de los segmentos visto 
en el capitulo dos, en este caso la funciôn U viene definida por:
Ü(D) = M - Ap(H), D 6 G
Otra especificaciôn de U, y con relac iôn a los resultados
obtenidos en el capitulo primero sobre las funciones bondad Bl , es 
la proporcionada cuando la funciôn B asociada es una funciôn con­
vexa en A.




By(S) ° f (ïiFg~  f(D.)U(D.), S » (Dj,...,D^) [3.5.1]
Se cumple que si, la funciôn l|; que genera la funciôn S vi^ 
ne definida por [l. 2. l] , y las funciones pesos por [1.2.12] la fun­
ciôn By tiene el mismo comportamiento que las funciones bondad de 
tipo 61 caracterizadàs en el teorema 1.4.1.1 cuando la funciôn $
asociada a U es una funciôn convexa en A, ya que ambas coinciden
1
salvo la constante de proporcionalidad f'(IIKg .) ‘ 1° que conect^
mos este tipo de funciones ton las estudiadas en los capîtulos ante­
rior es .
3.5.2. Generaciôn de funciones valor a traves de funciones bondad.
Dada la situaciôn (P,S) con P = (I,E,n), supondremos en 
lo que sigue que la funciôn peso f asociada a (P,S) viene defi- 
nidad por [l .2.12] y que la funciôn S viene generada a traves de 
la funciôn definida en [l , 2 . l] .
Para todo subconjünto de items t' c  1 designamos por 
(Pj.,,Sj,) al subproblema definido por: P^, = (I',E,t)) y de
finida por [l . 2. 3] a traves de
La funciôn peso asociada a (P^, S^,) la designamos por an£ 
logîa con f p , y viene dada por [1.2.12].
Analogamente a la definiciôn de Ag(P,S), designamos por 
AgCPj, Sj,) al conjunto de soluciones admisibles para (P^,5^) con 
la funciôn peso fj.
Supondremos que dada una funciôn bondad B sobre A^(P,S),
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podemos restringirla a Ag(P^, , ) ,  desxgnando por B(I',S) el 
valor de la funciôn bondad B para S 6 A^(P^,,S ^ . Analogamente 
para la funciôn Ü, utilizamos la notaciôn U(I',D) para precisar 
sobre que subproblema considérâmes el valor del segmento.
Dada (P,S), respresentamos por Sp a la soluciôn de 
Ag(P,S) que contiens un unico segmento, es decir aquella que estima 
t) a partir del conjunto de items s in basarse en la inf ormaciôn pr£ 
porc ionada por E.
Bajo estas consideraciones, demostraraos el siguiente resulta­
do para las funciones By definîdas en [3.5.1].
Teorema 3.5.1.- Toda funciôn bondad By, definida como en [3.5. l]
puede expresarse como:
r f(D.)
y(I,S) = f(HKg^) By(î(D^), Sp^^^ ^), S=(Dj,...,D^) [3.5.2]
i=l ^
Demostraciôn.- Sera suficiente con demostrar que;
B (Î(D),S ) = U(I,D) VD C  ÜKg y f(D) > g
* " ^I(D) ^
En efecto;
fj(D) (RKS )
B „ ( I ( D ) ,  ( M K S . )
y como se cumple:
U(Î(D), nKg^) = U(I,D)
pues D de (P,S) y lîKg^ de ^^Î(d )» Î(D)^ se aplican en el
mismo punto de A ya que S y ^i(d) vienen definidas a partir 
de [1 .2 .3] . Teniendo por tanto que dan el mismo valor para la furi
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Se tiene:
B (1(D), S ) = U(I,D)
1(D)
Este resultado nos permite generar funciones valor de segmen 
tos a traves de cualquier funciôn bondad B que tengamos y que de- 
signaremos por Ug.
U_(D) = B(Î(D), S ) D C  ÏÏKÇ y f(D) > g [3.5.3]
” ^I(D) 1
Sean B el conjunto de todas las funciones bondad y U el 
conjunto de todas las funciones valor de segmentos las relacciones 
[3 .5 .1] y [3 .5 .3] nos Gondücen a définir una aplicacion suprayectiva 
p entre 8 y U definida por:
p ; g  H u
p(B)(D) - B(Î(D), ) VB 6 B V D C  ÏÏKÇ .
1(D)
Evidentemente la p as i definida es aplicaciôn.
Es suprayectiva;
V U e U ,  ] B 6 B / p(B) = U
En efecto:
Sea U 6 (i, definimos By(S) como en [3.5. l] , y por el teo^
renia 3.5,1 se cumple que p(By) = U.
Esta aplicaciôn nos establece en B una relaciôn de équivalen­
ces, que relacciona dos funciones bondad cuando su imagen a traves
de p es la misma y puede expresarse por:
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B B G B, B r B ^  B (1(D), S ) = B (Î(D),S_ )
^I(D)  ^ ^ID)
VDcSnKÇ^ t.q. fj(D)£g 
Tomaremos como représentante de la clase la definida por [3.5.2].
La aplicaciôn mas importante del resultado anterior es que dada 
una situaciôn (P,S) -a esta la podemos dotar de una bondad definida 
en Ag(P,S) ô de una funciôn valor definida en G- si suponemos 
que tenemos definida una funciôn valor y queremos atacar el problema 
a traves de funciones bondades bastarâ con construir una bondad a 
partir de la funciôn valor definida por [3.5.1]. De forma similar 
harîamos si partimos de una funciôn valor. Se tiene ademâs la posib£ 
lidad de contrastar la coherencia del punto de partida cuando este 
consiste en una funciôn valor y una funciôn bondad, podemos decir 
que son coherences cuando la funciôn bondad deducida a partir de la 
funciôn valor pertenece a la misma clase de equivalencia que la fuii 
ciôn bondad de partida.
3.5.3. Segmentos terminales.
Analogamente a lo hecho en el apartado 3.5.2, denotaremos por 
Ty(I',S) el conjunto Ty(S) para el subproblema (P^,,Sj.,). Para 
(P,S), utilizamos indistintamente Ty(I,S) ô Tp(S).
El siguiente resultado vâlido para funciones bondad que pue­
dan expresarse por [3.5.3], y en particular por el teorema 3.5.1 
vâlido para las funciones bondad definidas a partir de funciones v_a 
lor mediante [3.5.l] , nos va a permitir caracterizar los segmentos 
terminales para funciones valor.
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Teorema 3.5.2.- Para cualquier funciôn bondad B G B de (P,S), 
que pueda expresarse como en [3.5.3], se cumple que D 6 G es seg­
mento terminal para B S_ es soluciôn terminal para B de-
Î(D)
tinlda an (p, .
Demostraciôn.- Por ser B separable y aplicando el resultado del 
teorema 3.3.1 puede hablarse de terminalidad de D independ i en temeja 
te de la soluciôn a la que pertenezca, en particular D es terminal 
para (D, ITKÇ^ - D) .
Sea S » (Dj ÎTKÇ^ - D), se tiene:
D es terminal para S à traves de B 4» Ty(S) = 0  ô 
B(S') < B(S) VS' G Tjj(S) .
Se cumple:
T (S) = 0 T(Î(D), S ) = 0
1(D)
Si Ty(S) A 0, VS' G Tp(S) J 6 T(Î(D), ^) que se ob­
tiene de S segmentando lîKÇ . a traves de la misma variable
Î(D) ^
y por la misma particiôn con la que obtenîamos S ' a traves de S.
Analogamente VS$,n\ ® T(Î(D), S. ) 3 S' G T (S) que se obtiene
^I(D) "
segmentando S a traves de D por la misma variable y por la misma
particiôn con la que obtenîamos ®Î(d )* Con este resultado estable-
cemos una correspondencia biunîvoca entre los conjuntos Tp(S) y
T(Î(D). S ).
1(D)
Para demostrar el teorema serâ suficiente con ver:
Si Ty(S) f 0 y D es terminal a traves de B entonces
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VS^^y) 6 T(Î(D), Sp^ ) se cumple que B(Î(D), <
< B(Î(D), S ).
1(D)
En efecto:
VS^(D) 6 T(I(D), Sp,^  ) 3 S* G Ty(S) obtenido con la mis­
ma particiôn de la misma variable que la que obtiene ®î(p)* Sean 
(D ^ , . . . , )  los segmentos que resultan de segmentar D, se tiene 
f(HKÇ.-D)
B(S)
= T m C ) -  r")' S , „ . ,KïïKÇ.-D)
f(nKÇ -D) 
l  f(D )
Por ser D terminal de S para B se tiene que B(S') < 
< B(S) luego:
j . S ( D ) ’
j  Sp;,,,,) < '(!<%). S , „ )
y como f(D) = f^^g^ (IIKÇ^ )




Una consecuencia importante del anterior teorema es que en el
caso particular de que las funciones separables puedan expresarse co^
mo en [3.5.3] la terminalidad de cualquier segmento D se caracter£
za por la terminalidad de S . Con lo que podemos dësligarle de
1(D)
cualquier soluciôn.
As i mismo, este resultado nos lleva de forma natural a défi­
nir lo que entendemos por segmento terminal a traves de una funciôn 
valor u ,  sin tener que asociarlo a ninguna soluciôn, consiguiendo 
uno de los objetivos propuestos.
Definiciôn 3.5.1.- Diremos que D 6 G es terminal a traves de la
funciôn U cuando S_ es terminal para la funciôn bondad B
*I(D) ^
relative a ®i (d )^ Y definida por [3.5.1].
Consecuencia inmediata de esta definiciôn y del teorema 
3.5.2 es que cuando B es expresable como en [3.5.3] un segmento 
D es terminal para B si y sôlo si D es terminal para la funciôn 
valor p(B).
3.5.4. Generalizâciôn de la soluciôn.
Si suponemos que en (P,5) tenemos definida una funciôn va­
lor de segmento U , por el pârrafo anterior podemos caracterizar 
los segmentos terminales para U; esto nos induce a considerar solu 
ciones que estan basadas en segmentos terminales para U, y al no 
tener que ir asociados estos segmentos a particiones, no tienen pojr 
que formar ellos a su vez una particiôn, generalizando el concepto 
de solucion de (P,S) a considerar que estos pueden basars^^,^* '
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brimientos de y no unicamente en particiones.
Definicion 3.5.2.- Diremoa que V détermina una solucion de (P,S) 
ai, V es una familia de subconjùntos de cumpliendo:
1) U  D = ÏÏKÇ.
DGV /  _ •.,
2 ) ^  D^.Dg G P / D 2 f 0 y Dj C  D 2 6 C  .
I
La definicion anterior generaliza el concepto de solucion en 
el sentido en que V no détermina de forma ûnica la solucion ya que 
si existen elementos de la familia con interseccion no vacîa los pu 11 
tos de dichas intersecciones no se aplican en un unico punto de A, 
dejando cierta difusidad en la determinacion de esta, razôn por la 
cual esta forma de generar la solucion responde de manera mas reali^ 
ta a las situaciones prâcticas.
Una forma de determiner una solucion de (P,S) a partir de 




-  J, -  ’’ d , .
I
j = l ^
P r
X G n KÇ. y x 6  {J D . . con D. G V y
i=l  ^ j=l ^r
Pp cumple con . 2 .
ij
Evidentemente esta forma de determiner la solucion a partir 
de V no es la ûnica posible, perd cumple con una condicion desea
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ble en toda determinacion pues cuando V es una particion de IIKÇ^, 
Sp coincide con las soluciones hasta ahora consideradas.
Otra forma de expresar esta generalizacion, es que la Sp 
determinada por Q).5.^  t puede tener una particion asociada que no 
sea admisible aunque la familia V esté formada por segmentos que 
pertenezcan a G que es la condicifin que impondremos a la hora de 
buscar una familia D g-admisible.
Anâlogamente, si queremos dar una bondad a la solucion deriv^ 
da a partir de una familia P, consideraremos aquella que cuando V 
sea una particion de IlKÇj con todos sus elementos de G y por tari 
to solucion g-admisible, coincide con la funciôn bondad By defini-
da en [3 .5 .1 ]. Esta funcidn bondad para Sp viene dada por:
  J,
y evidentemente cumple con [3.5.1] cuando P es una particiôn g-a^ 
misible de IlKÇ^.
A la hora de determinaruna familia P que sea mâximo local 
para U, nos cenimos a buscarla entre las families formadas por se& 
roentos car tes ianos de G. Esta por el pârrafo anterior, vendrâ dada 
por aquella que tenga todos sus segmentos terminales para U y que 
por el teorema 3.5.2, cuando P sea una particion de y por
tanto una solucion de Ag(P,S) es a su vez un mâximo local pa 
ra la funcion bondad By definida en [3.5.1].
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3.5.5. Algoritmo para determinar segmentos terminales para una 
funcion valor.
En el desarrollo del algoritmo que se describe en este aparta 
do necesitamos introducir el concepto de segmente cartesiano U-term^ 
na 1.
Sea D 6 G y D segmente cartesiano, désignâmes por t(D) 
t(D) = (D ' 6 t(D)/D' se obtiene de D segmentando D)
Diremos que un segmento D es U-terminal cuando t(D) = 0 
ô bien U(D’) < U(D) VD' 6 t(D).
Es fâcil comprobar el siguiente resultado:
"Si D es U-terminal enfonces D es terminal para U".
Como consecuencia de lo anterior si obtengo una familia 
de segmentos ü-terminales, esta, estarâ formada por segmentos termina 
les para U y por tanto sera un mâximo local.
El siguiente algoritmo, encuentra una familia de segmentos 
-terminales, y utiliza la siguiente notacion:
Designaremos por D* = {(i^,j^),...(i , al segmento car­
tesiano D = A.Ç, X . . . X  A Ç tal que A.Ç. = K Ç . Vi 0 {i,,...,i.} 
i l  P P  1 . 1 1  A *C
y “ {jy} vi^ G {i^,...,i^} y por U(D*) a la valor de
la funcion U para el segmento D .
Dado (Dj D^), designaremos por (Dj,...,D^)^ al seg-
l
mento ItKÇ . - D . .
 ^ i=l ^
Con estas consideraciones el algoritmo toma la siguiente fo^
ma :
\ ,
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Algoritmo 4





U(D* U {i,,j,}) ■= max max U(D* U {i,j})
i6(l...p} j6KÇ.
Paso 2
Si U(D* U  {ij.ji}) >. U(D) ir a paso 3.
U(D* U  {ijtjj}) < U(D) ir a paso 4.
Paso 3
D* = D* V  {l,j} 
ir a paso 1
Paso 4
F = F + 1
D* = D*
Paso 5
Si f(nKÇ^-D*> > g D* = 0
1 = 1 -  Î(D) 
ir a paso 1
f(IIKÇ.-D*) < g ir a paso 6
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Paso 6
F = F + 1
Dp = (Dj,...,Dp_j)
Paso 7
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