The use of reduced order models based on Proper Orthogonal Decomposition (POD) has been demonstrated to be of practical use for modeling low-speed aerodynamics. However, the use of such techniques for transonic flows with the presence of shocks has been more limited. This is because the reduced order model will only be able to represent a shock in a given location if one of the snapshots used to build the model has a discontinuity at that same location. Lucia et. al. proposed domain decomposition as a means of overcoming this limitation. This technique uses a reduced order model over the majority of the computational domain while solving the full governing equations in a small region which would otherwise require an unacceptably high number of snapshots to achieve sufficient accuracy of the approximate solution. In this work, we extend the concept of domain decomposition as a dynamic, a posteriori verification and if necessary, correction of the approximate solution. Given an approximate solution with unknown accuracy generated with a set of POD basis functions the error is estimated by augmenting the POD basis with top hat basis functions and computing the first order change in the solution due to the additional basis functions. By comparing the results from a solution of known accuracy, such as one of the snapshots used to generate the POD basis, with the results for a solution of unknown accuracy the need for domain decomposition and its spatial extent can be determined. Once the boundaries of the domain decomposition have been determined, a POD solver coupled with a full order solver can be used to generate solutions of a coupled system. Results for 2-D transonic flow show that this method can generate good approximate solutions for flows with significant shock movement. Application to a sample drag minimization problem indicate that this type of variable fidelity model would be a good candidate for use in a multilevel optimization framework.
The use of reduced order models based on Proper Orthogonal Decomposition (POD) has been demonstrated to be of practical use for modeling low-speed aerodynamics. However, the use of such techniques for transonic flows with the presence of shocks has been more limited. This is because the reduced order model will only be able to represent a shock in a given location if one of the snapshots used to build the model has a discontinuity at that same location. Lucia et. al. proposed domain decomposition as a means of overcoming this limitation. This technique uses a reduced order model over the majority of the computational domain while solving the full governing equations in a small region which would otherwise require an unacceptably high number of snapshots to achieve sufficient accuracy of the approximate solution. In this work, we extend the concept of domain decomposition as a dynamic, a posteriori verification and if necessary, correction of the approximate solution. Given an approximate solution with unknown accuracy generated with a set of POD basis functions the error is estimated by augmenting the POD basis with top hat basis functions and computing the first order change in the solution due to the additional basis functions. By comparing the results from a solution of known accuracy, such as one of the snapshots used to generate the POD basis, with the results for a solution of unknown accuracy the need for domain decomposition and its spatial extent can be determined. Once the boundaries of the domain decomposition have been determined, a POD solver coupled with a full order solver can be used to generate solutions of a coupled system. Results for 2-D transonic flow show that this method can generate good approximate solutions for flows with significant shock movement. Application to a sample drag minimization problem indicate that this type of variable fidelity model would be a good candidate for use in a multilevel optimization framework. 
Introduction

R
EDUCED order models based on Proper Orthogonal Decomposition (POD) have been used for aerodynamic shape optimization, 1, 2 flutter 3 and panel response. 4 However, the flows which could be modelled with a sufficient level of accuracy using a reasonable database were restricted to subsonic flows or flows with weak shocks which had little movement. The inherent simplicity of the linear basis generated via POD also limits it to representing phenomena which have been observed in the database used to construct it.
A simple example using a database consisting of flow solutions for a single airfoil geometry at fixed angle of attack and varying Mach numbers illustrates the problem. In Figure 1 are numerical results computed using FLO82 5 for the flow over the RAE 2822 airfoil at 3
• angle of attack at Mach numbers of 0.3, 0.4, 0.5, 0.6 and 0.7. The flow at the first three Mach numbers is entirely subsonic, while the flow at Mach 0.6 has a small shock at approximately 5% chord, and the flow at Mach 0.7 has a significant shock at approximately 50% chord. Figure 2a shows a POD solution for the flow at Mach 0.35 compared with the full order solution. For this subsonic case the results are virtually identical. However, Figure 2b shows a solution at Mach 0.67 in which the POD solution is essentially useless as an approximation of the true solution. For reference the subspace projection of the true solution into the space defined by the basis functions is also shown. This simply verifies that the basis is inherently not capable of representing the true solution.
This inability to represent a moving shock essentially eliminates the use of these models for the transonic flow regime. However, Lucia et. al. 6 proposed and demonstrated the decomposition of a flow with moving shocks into a subdomain in which the flow is represented with a POD model and a small subdomain in which a full order flow solver is used. In this case the domain was decomposed a priori with a basis computed only for the subdomain which was anticipated to be representable via POD.
The basic idea is that if the basis used to generate the approximate solutions is of sufficient accuracy, it is likely that the solution will be acceptable in most of the domain with just a small portion of the domain which cannot be resolved using the POD basis. In this case a domain decomposition approach allows one to solve the full order governing equations in only a small portion of the domain while still using the original reduced order model over the majority of the domain. This is equivalent to augmenting the POD basis, which is expensive to obtain, with very inexpensive top hat basis functions.
The fidelity of this coupled model can be varied from extremely low -only a handful of degrees of freedom coming solely from POD -to very high as the model recovers the fidelity of a full order solver in the limit. This type of behavior appears to be a good fit for multilevel optimization. 7 The goal of multilevel optimization is to use tools of varying fidelity to perform accurate design optimization on high fidelity models while making minimal costly computations on the high order models. Typically, multilevel optimization has employed data fitting approximations, variable convergence models, or models of varying physical fidelity. However, depending on the ability of the lower fidelity models to accurately capture the behavior of the higher fidelity models, the multilevel method may be no better than conventional optimization. The coupled approximation model seems to satisfy the needs of multilevel optimization by providing a low cost, approximate model of the system with the ability to capture many of the higher order effects and accuracy in the limit as we vary the extent of the approximated portion.
It would be preferable to only add additional basis functions where they are necessary to resolve a particular solution. Therefore, in addition to the solver that actually does the correction, a way is needed to identify that portion (if any) of the domain that needs to be corrected. The next sections give an overview of the POD method, the approximate solution methodology, a method for determining the need, and, if necessary, the spatial extent for domain decomposition, the coupling methodology for the approximate and full order solvers, and results of the methodology applied to transonic flow over an airfoil.
Proper Orthogonal Decomposition
Complete details of the POD method have been described in Holmes et. al. 8 and only a brief review is presented here. The POD is a procedure for computing the optimal linear basis for representing a set of data. This data could be obtained from experimental results or, as presented here, by the numerical solution of a system of partial differential equations. The projection of a function of interest onto the basis functions (or modes) provides a finite set of scalar coefficients that represent that function. The order of the system is reduced from very large numbers (millions for the external aerodynamics of a full aircraft) to very small numbers (in the tens or hundreds). If the error in such an approximation is small enough a useful description of the system can be generated at a significantly reduced cost.
The POD describes a specific set of linear basis functions which make the description of the system optimal for a set of observations of finite size. An approximation to a function u(x) can be constructed from a basis
To define the basis, assume that we have a set of N datasets (such as the results from several computational runs) denoted by {u k }. We would like to minimize the error in truncating the summation in Eq. 1 at M basis functions, which mathematically means that the basis functions ϕ j (x) must be the maximizers of the expression
where | · | denotes the modulus and · is the L 2 -norm given by
and the notation (·, ·) expresses the inner product of two functions over a pre-defined interval or domain. The expression in Eq. 2 exhibits multiple extrema which constitute the basis functions in the linear decomposition in Eq. 1. This is a calculus of variations problem in which we would like to maximize |(u, ϕ)| 2 subject to the constraint that ϕ 2 = 1 and may be shown to require (see Ref. 8 ) that the basis functions satisfy
The POD basis is therefore composed of the eigenfunctions, {ϕ j }, of the integral Eq. 3. In the process of constructing basis modes for discrete datasets from computational results, we will be dealing with results in the form of an ensemble of functions, u k , which are now a group of N -dimensional vectors. In this case, the kernel in Eq. 3 becomes the autocorrelation tensor
and the integral eigenvalue problem becomes Rϕ = λϕ.
After computing the basis functions or vectors, any member of the ensemble u k can be decomposed as
The eigenvalues have the physical interpretation of measuring the magnitude of the quantity in Eq. 2.
Modes with larger eigenvalues correspond to greater maxima than smaller eigenvalues. In a sense they measure the amount of the variation attributed to a particular mode, and this leads to a sorting of the basis functions in descending eigenvalue order. For representing a large system (in terms of the dimension N of u) with a relatively small number of modes the computational cost of solving the N × N eigenvalue problem may be substantial. A procedure called the method of snapshots due to Sirovich 9 reduces the problem to an M × M problem where M is the number of ensemble functions.
Using the method of snapshots the modified autocorrelation matrix is given by
where u i is the i-th snapshot and i, j = 1, 2, . . . , M , and M is the total number of snapshots. The eigenvectors of R are computed as an intermediate step
from which the POD basis functions can be calculated as
where a K i is the i-th element of eigenvector a corresponding to the eigenvalue λ K .
For a system of equations we could apply the methodology described to each state variable and form a distinct set of basis modes for each.
1 However, this neglects the cross-coupling between the variables. By considering not only how the individual variables vary from one snapshot to another but also how variables change relative to one another we include additional information in the basis and improve the ability of the basis to represent the system under consideration.
Therefore, we define a vector state variable consisting of the variables to be represented by the linear expansion. For the Euler equations we use
where ρ, ρu, and ρE are the density, momenta, and total energy respectively and the variables are assumed to have zero mean. The inner product is then computed as
where N = dim(w) and for generality the bar denotes complex conjugation.
Once this procedure has been completed, we can expand a complete flow solution in the form
Flow Analysis Procedure
The solution method is based on a finite-volume approach to the discretization of the governing equations. Let p, ρ, u, v, H, and E denote the pressure, density, Cartesian velocity components, total enthalpy, and total energy respectively. Then for an arbitrary control volume, Ω, with boundary ∂Ω, the governing equations may be expressed in integral form as
where w is the vector of conserved flow variables
and f , g are the Euler flux vectors
Also, for an ideal gas, the equation of state may be written as
For each cell in a mesh, Eq. 10 can be applied independently to obtain a set of ordinary differential equations of the form
where V ij is the volume of the i, j cell and the residual R(w ij ) is obtained by evaluating the flux integral in Eq. 10. In the steady state, the time derivative term drops out and we are left with
which incorporates the wall and far-field boundary conditions in the calculation of the boundary fluxes at the edges of the domain. Using a linear expansion of the form given in Eq. 9, many methods exist for exploiting the reduction in complexity of the problem. These methods all fall under the general class of weighted residual methods and include collocation, least squares, and the Galerkin method.
10 In the limit of a large number of basis functions the solutions from all methods tend to be similar, but for a small set of basis functions the solutions can vary significantly depending on the particular residual weighting method used. Unfortunately there is no way to know a priori which method will yield the best results. The strategy used here is to minimize the residual (12) in a least squares sense.
Defining the square of the residuals where R can now be expressed as a function of η
the governing equations for the POD solution are then
The solution to Eq. 14 can be obtained using the Levenberg-Marquardt method which uses first derivatives of the residual with respect to the modal coefficients. Typically this solution method converges in three or fewer iterations.
The cost of the approximate solution is proportional to the number of modes used in the approximation and also has a dependence on the number of degrees of freedom in the original problem. This dependence of the approximate solution on the dimensionality of the original problem is in contrast to the linear case in which a POD solution can be obtained at a cost that is independent of the dimensionality of the original problem (excluding the upfront mode computation process).
To lessen the impact of the dimensionality for the non-linear case one can choose not to use every single residual in the least squares fit of (13). For example, in practice it was found that using only the equations for mass conservation led to results that were virtually indistinguishable from those using all four equations. In addition one could skip equations for some cells in each spatial direction to further reduce the cost. These approaches essentially achieve some of the low cost of collocation with less dependence on the choice of collocation points and are sometimes referred to as least squares collocation. To achieve computational cost savings while still solving (13) in a mathematically rigorous sense, multigrid could of course be applied to the problem.
Domain Decomposition
The coupling of the POD and full order solvers is essentially the same as that used in mutliblock solvers where the spatial domain of the problem is broken into blocks and communication between subdomains is accomplished using halo cells surrounding each subdomain boundary. However, the coupling does require special attention to the interface between the approximate flow solution generated via POD and the full order solver.
The halo cells, or boundary conditions, for a subdomain of the full order solver will be an approximation generated by the POD solver and in general will not correspond to a physical solution since conservation cannot be mathematically guaranteed. To ensure conservation across the interface between the full order and approximate solver, sources/sinks of mass, momenta, and energy are placed in the first level of halo cells surrounding the full order domains. The strength of these sources/sinks is computed so as to leave a conservative interface between the POD and full order solver.
To generate the solution of the coupled POD and full order solver, we begin with the solution computed using the POD basis. Updating the POD solution is costly compared to iterations of the full order equations so we would like to make as few updates to them as possible. The portion of the solution domain which is going to still be represented using POD is fixed while explicit iterations are carried out in the full order domain, using the POD solution as an initial condition. After convergence has been reached, the solution in this domain is now fixed and the POD solution is adjusted based on the updated values. At this point the solution is typically well resolved, although further iterations could be carried out if necessary.
The computational cost of iterating a full order equation is identical to the cost in a full order solver. However, there are now far fewer of these equations. In our experience the number of iterations required to solve the full order equations in the coupled POD and full order system is approximately the same as the number of iterations required to solve the real full order system. Then there is the additional cost to recompute the solution in the POD subdomain as the solution in the full order subdomain evolves. This is typically one or two more iterations, beyond the three or four required to get the initial POD solution.
In the case of this 2-D work a multiblock solver was not available. To represent the multiblock solver in
Error Estimation
The coupling of the POD and full order solver allows one to generate solutions of widely varying computational cost by varying the spatial extent of the full order solver. But as is often the problem in reduced order modeling the degree of accuracy is unknown. Ideally we would like to have error bounds. Pierce and Giles 11 have developed a method of producing superconvergent functionals or error bounds by use of an adjoint problem. A discrete version of this technique was used by Venditti and Darmofal 12 to drive a grid adaptation procedure. This procedure could possibly be used to estimate the error for functionals of a POD solution and drive a refinement procedure by varying the spatial extent of the domain decomposition to generate solutions of specified accuracy.
There are several problems with applying the adjoint formulation as previously used to refine our approximate solutions. The approximate solution needs to be in the asymptotic range of the true solution, which as demonstrated in the earlier example that was used to motivate this work, may not be true for flows with shocks. And even if the solution is in the asymptotic range the adjoint solution, although a linear problem, would have nearly the same cost as computing the solution of the problem we are trying to approximate in the first place. This cost could be reduced if the adjoint solution were represented by a reduced order model also, but the adjoint solution itself often has shock type discontinuities and would suffer from the same types of problems as the primal problem.
However, a similar technique can be applied on subsets of the domain to prioritize which portions of the domain to augment with additional basis functions to generate the best solution for a given computational cost. Let subscript P OD denote the solution as computed using the POD basis
and DD the solution using the POD basis functions plus some additional top hat basis functions,φ n ,
where the addition of the top hat basis functions represents the decomposition of the problem into POD and full order subdomains. As few or as many top hat basis functions can be added and they can be placed wherever one wants. However, the cost and accuracy of the error estimation will depend on the number of these basis functions that are used. The residual operator representing the governing equations for this system are
Defining w P OD DD as the solution using the expansion in (15) transferred to the basis in (16), the obvious transfer is that η is unchanged andη are zero. The residual operator is then expanded as
This can be inverted to give an approximation of the error or change in the state vector
(18) The change in the state vector (18) is the first order estimate of the change in the solution if one were to decompose the problem into a POD and full order subdomain. How useful and costly this estimate is depends on the number of additional basis functions that are introduced. If a single additional basis function is introduced the cost to get the error estimate is very modest, but it would only provide information at one point. Of course this process can be repeated for many points to build up a picture of what is going on. However, this completely ignores the higher order effects of introducing many additional basis functions at once.
One could introduce new basis functions at every point in the domain to get a complete view of the state of the solution, but as was pointed out previously this leads to a problem which has the same dimensionality as the one we are trying to approximate. Thus we must compromise between accuracy and cost. For this work we found that an estimate of the error calculated by introducing new basis functions in blocks of 8 by 8 cells (in a computational domain which was 160 by 32 cells) gave a good compromise between capturing the higher order effects of introducing multiple basis functions at once and computational cost.
The updated state vector leads to a change in the solution over the entire domain since the POD basis have global support. For approximate solutions that have significant error in one region of the domain, such as the vicinity of a shock, it was found that introducing new basis functions in other regions of the domain which were already well resolved led to changes not in the region where they were introduced but in the region where the solution was not good. It clearly makes more sense to introduce new basis functions for the purpose of solution refinement in the regions where the solution is bad and not where the solution is already sufficient. Therefore, to characterize the need to introduce the new basis functions we used the change in the state vector to compute the corresponding change in pressure. Each block was then assigned a value equal to the norm of the change in pressure for the cells inside that block. This gives priority to placing basis functions that lead to a local change in the solution and not in other portions of the domain. Now that we have prioritized where to introduce additional basis functions to refine the solution we still need to decide how many to actually add. Adding too few basis functions may not lead to a significant improvement in the solution while adding too many, although yielding a good solution, is expensive and may defeat the purpose of approximation to reduce computational cost. Comparison of the error estimates for solutions of known and unknown accuracy computed using the above procedure as well as observing how the solution changes from snapshot to snapshot seems to be a robust and computationally affordable means of performing the decomposition.
Results
Flow Computations
A test case using a set of modes for the RAE 2822 airfoil based on snapshots at an angle of attack of 3
• and Mach numbers of 0.3, 0.4, 0.5, 0.6 and 0.7 illustrates the use of domain decomposition. Figure 3 shows the results of a domain decomposition using a coupled POD and full order solver for the RAE 2822 airfoil at Mach 0.67. This is the same test case as in Figure 2 , the only difference being the domain decomposition technique is now being used. In Figures 3a  and b we show the error estimates for Mach 0.60, which is one of the snapshots, and Mach 0.67. The scales have been set to accommodate the extrema of both datasets. For the Mach 0.60 case the error estimation is insignificant over the majority of the domain except for blocks on the first two-thirds of the upper surface of the airfoil. This is due to the fact that the solution, although exactly reconstructed via POD, is the result of an iterative solver which was not converged to machine zero. At Mach 0.67 the error is much more widespread and greatest over the forward portion of the upper surface.
Using the error estimation data, a decomposition was made and the resulting surface C P is shown in Figure 3c . Comparison of this approximate solution with the full order solution and the POD solution in Figure 2 shows that only by utilizing domain decomposition is a useful approximation obtained. A contour plot of the percentage error in C P in Figure 3d shows the flow field is very well represented except for a few cells in the region of the shock which is mispredicted in position by around 3% chord. The dashed line denotes the boundary between the portion of the domain represented by the POD model and that computed using the full order solver. The POD solution with domain decomposition has 20% of the degrees of freedom compared with that of the full order solver.
To verify these results over a wide range of conditions a sweep from Mach 0.50 to 0.70 was made in increments of 0.01. In Figure 4 is a comparison of the full order and domain decomposition POD coefficients for lift, drag and pitching moment. The lift coefficient is good over the entire range. The drag rise is well captured with some oscillations over the initial onset of drag rise. It is unlikely that this phenomena could be eliminated without significantly increasing the computational cost. The pitching moment coefficient is also well predicted with some differences observed as the coefficient becomes significantly more negative at higher Mach numbers.
Drag Minimization
The use of domain decomposition with POD generates reasonable approximations of the flow field, but for design purposes we are also interested in the ability of the model to generate gradient information. To test the use of the approximate gradients generated via this method a drag minimization problem was performed in which the geometry of an airfoil is modified to reduce drag while maintaining fixed lift. The angle of attack is allowed to vary and the shape modification is restricted to make only small reductions in the thickness of the airfoil to eliminate producing a trivial solution in which the airfoil is reduced to a flat plate. This type of problem can be solved very efficiently using an adjoint approach for calculating gradients, and we use it here only as a representative model problem.
For purposes of generating a suitable POD basis we need to obtain snapshots that contain variations in parameters that we are interested in, such as shape and angle of attack for the drag minimization problem. A baseline NACA 4410 airfoil was perturbed with 4 Hicks-Henne 13 bump functions on both the upper and lower surfaces. Flow solutions for the 9 airfoil geometries (1 baseline plus 8 perturbed versions) were computed at Mach 0.67 and angles of attack of 1.5
• and 1.6
• using FLO82 to yield a basis with 18 modes. The drag minimization was begun using the NACA 4410 airfoil at Mach 0.67 and an angle of attack of 1.5
• . The design parameters were the amplitude of 8 bump functions placed on both the upper and lower surfaces and angle of attack. Gradients were computed by finite differencing of the approximate POD model to determine the direction of change and a line search was made at each iteration to determine the best step size. No information from a completely full order model was used during the design process.
The flow solution for the initial geometry can be represented exactly since it is one of the snapshots, but the flow solutions for the slightly perturbed versions computed to obtain the gradients via finite difference cannot be represented exactly. The previously described error estimation procedure is sensitive to regions of large error but not to the small errors that may occur during finite differencing and could have a tremendous impact on the accuracy of the gradients. It was found that without the use of domain decomposition for cells nearest the airfoil the accuracy of the approximate gradients was insufficient.
Design results for a case in which the first 8 cells (out of a total of 32) in the direction normal to the airfoil were solved using the full order solver while the remaining 75% of the domain was represented by POD are shown in Figure 5 . Airfoil geometries, surface C P distributions and numerical data for the lift, drag, and angle of attack are shown in Figures 5a-d for the initial design and design iterations five, ten, and fifteen. Although the design was done using only reduced order model data, the full order solutions were computed for comparison purposes. Through the fifteen design cycles the drag coefficient as computed using the reduced order model went down from 0.0115 to −0.0112 while the real drag as computed using the full order model decreased from 0.0115 to 0.0003. As seen in Figure 5e both the approximate and full order drag appear to be asymptoting after 7 design iterations. Despite the rather significant error in the actual value of the drag, the gradients are still accurate enough to generate a reasonable design solution.
To assess the accuracy of the final solution a design was run using the same bump functions as design variables but this time using the exact gradients. A comparison of the final geometry from this method and the geometry generated using approximate gradients, with exaggerated scale in the vertical direction, is shown in Figure 5f . The final results do vary, particularly in the shape of the forward portion of the lower surface.
To investigate the effect of the choice of decomposition in the problem another design was performed, this time representing 16 cells in the direction normal to the airfoil at full order and the remaining 50% with POD. The results of this design are shown in Figure 6 . The actual reduction in drag is quite similar to the previous design although the drag as predicted by the reduced order model tracked with the real drag better than in the previous case. Comparison of the final geometry with that of the true solution shows very good agreement.
Although the two design cases were run separately, they illustrate the usefulness of the variable fidelity provided by coupling the POD and full order solver. One can imagine that if this problem were solved using a multilevel framework that much of the design work could be accomplished using the coarser models to achieve the exact solution at significantly reduced computational cost.
Conclusions
A procedure has been developed to use POD-based reduced order models for aerodynamic problems with moving shocks by applying an a posteriori check and, if necessary, a correction to a POD solution by decomposing the spatial domain of the problem into a portion represented by POD and a small portion in which the full order equations are used. These models retain much of the advantage of traditional POD based models but with the added robustness of a variable fidelity solver which in the limit recovers the exact solution.
To investigate the suitability of these types of models for use in design, a drag minimization problem was performed in which an airfoil geometry is modified to reduce drag by a gradient based method with the gradients approximated using the reduced order model. Although the results of the design performed using the reduced order model are not exactly the same as those from the full order model, the results are very similar.
Further work will extend the methodology to 3-D aerodynamics where the computational cost savings are more compelling than for the 2-D problem used here to demonstrate the technique. When fully integrated into a multilevel optimization procedure this method will produce accurate optimization results at significantly reduced computational cost and allow new design problems which are currently infeasible to be considered. 
