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1. Introduction
In this paper, we study the existence and uniqueness of monotone positive solutions for the following fourth-order two-
point boundary value problem with nonlinear boundary conditionsu
′′′′(t) = f (t, u(t), u′(t)), 0 < t < 1,
u(0) = u′(0) = 0,
u′′(1) = 0, u′′′(1) = g(u(1)),
(1.1)
where f ∈ C([0, 1] × R× R) and g ∈ C(R) are real functions. Problem (1.1) models an elastic beam of length 1 subject to a
nonlinear foundation given by the function f . The first boundary condition u(0) = u′(0) = 0 means that the left end of the
beam is fixed. The boundary condition u′′(1) = 0, u′′′(1) = g(u(1)) means that the right end of the beam is attached to a
bearing device, given by the function g .
Fourth-order boundary value problems are useful for material mechanics because the problems usually characterize the
deformations of an elastic beam. The existence and multiplicity of positive solutions for the elastic beam equations have
been studied extensively; see for example [1–11] and the references therein. These results are obtained via applying the
Leray–Schauder continuation method, the topological degree theory, the fixed point theorems on cones, the critical point
theory, or the lower and upper solution method. But in the existing literature, there are few papers concerned with the
uniqueness of positive solutions. Different from the above works mentioned, in this paper we will use a new fixed point
theorem of generalized concave operators to show the existence and uniqueness of monotone positive solutions in some
sets for problem (1.1). Here, monotone positive solutions mean increasing positive solutions. The results obtained in this
paper are not a consequence of the previous fixed point theorems in the literature.
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2. Preliminaries
In this section, we state some definitions, notations and known results.
Let E be a real Banach space which is partially ordered by a cone P ⊂ E, i.e., x ≤ y if and only if y − x ∈ P . By θ we
denote the zero element of E. A non-empty closed convex set P ⊂ E is called a cone if it satisfies (i) x ∈ P, λ ≥ 0⇒ λx ∈ P;
(ii) x ∈ P,−x ∈ P ⇒ x = θ . P is called normal if there is a constant N > 0 such that, for all x, y ∈ E, θ ≤ x ≤ y implies
∥x∥ ≤ N∥y∥; in this caseN is called the normality constant of P . We say that an operator A: E → E is increasing (decreasing)
if x ≤ y implies Ax ≤ Ay(Ax ≥ Ay).
For x, y ∈ E, the notation x ∼ y means that there exist λ > 0 and µ > 0 such that λx ≤ y ≤ µx. Clearly, ∼ is an
equivalence relation. Given h > θ(i.e., h ≥ θ and h ≠ θ), we denote by Ph the set Ph = {x ∈ E| x ∼ h}. Clearly, Ph ⊂ P is
convex and λPh = Ph for all λ > 0.
We now give a fixed point theorem of generalized concave operators which will be used in the latter proof. See [12] for
further information.
Theorem 2.1 (From the Lemma 2.1 and Theorem 2.1 in [12]). Let h > θ and P be a normal cone. Assume: (D1) A: P → P is
increasing and Ah ∈ Ph; (D2) for any x ∈ P and t ∈ (0, 1), there exists α(t) ∈ (t, 1] such that A(tx) ≥ α(t)Ax. Then (i) there
are u0, v0 ∈ Ph and r ∈ (0, 1) such that rv0 ≤ u0 < v0, u0 ≤ Au0 ≤ Av0 ≤ v0; (ii) operator equation x = Ax has a unique
solution in Ph.
Remark 2.1. An operator A is said to be generalized concave if A satisfies condition (D2).
In what follows, we shall consider the Banach space E = C1[0, 1] equipped with the norm ∥u∥ = max{max0≤t≤1 |u(t)|,
max0≤t≤1 |u′(t)|}. Let G(t, s) be the Green function of the linear problem u′′′′(t) = 0 with the boundary conditions in (1.1);
from [2] we know that
G(t, s) = 1
6

s2(3t − s), 0 ≤ s ≤ t ≤ 1,
t2(3s− t), 0 ≤ t ≤ s ≤ 1. (2.1)
Then problem (1.1) is equivalent to the integral equation
u(t) =
 1
0
G(t, s)f (s, u(s), u′(s))ds− g(u(1))φ(t), where φ(t) = 1
2
t2 − 1
6
t3, t ∈ [0, 1].
Now we can easily give some properties of the Green function G(t, s) and φ(t).
Lemma 2.1. For any t, s ∈ [0, 1], we have
1
3
s2t2 ≤ G(t, s) ≤ 1
2
st2,
1
3
t2 ≤ φ(t) ≤ 1
2
t2,
1
2
s2t ≤ ∂G(t, s)
∂t
≤ st, 1
2
t ≤ φ′(t) ≤ 2t.
Proof. For 0 ≤ s ≤ t ≤ 1, we have
G(t, s) = 1
6
s2(3t − s) ≥ 1
6
s2 · 2t = 1
3
s2t ≥ 1
3
s2t2, G(t, s) = 1
6
s2(3t − s) ≤ 1
6
st · 3t = 1
2
st2.
For 0 ≤ t ≤ s ≤ 1, we have
G(t, s) = 1
6
t2(3s− t) ≥ 1
6
t2 · 2s ≥ 1
3
s2t2, G(t, s) = 1
6
t2(3s− t) ≤ 1
6
t2 · 3s = 1
2
st2.
For t ∈ [0, 1],
φ(t) = 1
6
t2(3− t) ≥ 1
3
t2, φ(t) ≤ 1
2
t2.
For any fixed s ∈ [0, 1], computing the partial derivative of G(t, s) in t , we get
∂G(t, s)
∂t
= 1
2

s2, 0 ≤ s ≤ t ≤ 1,
t(2s− t), 0 ≤ t ≤ s ≤ 1.
Therefore,
1
2

s2t, 0 ≤ s ≤ t ≤ 1,
ts, 0 ≤ t ≤ s ≤ 1 ≤
∂G(t, s)
∂t
≤ 1
2

st, 0 ≤ s ≤ t ≤ 1,
t · 2s, 0 ≤ t ≤ s ≤ 1.
So we have
1
2
s2t ≤ ∂G(t, s)
∂t
≤ st.
Note that φ′(t) = t − 12 t2, t ∈ [0, 1], we can easily get 12 t ≤ φ′(t) ≤ 2t. 
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3. Monotone positive solutions
In order to find monotone positive solutions we consider the closed convex cone of nonnegative increasing functions
P = {u ∈ E|u(t) ≥ 0, u′(t) ≥ 0,∀t ∈ [0, 1]}. Note that this induces an order relation ≤˙ in E by defining u≤˙v if and only if
v − u ∈ P . Clearly, this cone is normal. That is, if u≤˙v, then u(t) ≤ v(t), u′(t) ≤ v′(t), t ∈ [0, 1]. Therefore, ∥u∥ ≤ ∥v∥ and
the normality constant is 1.
Define the operator
Au(t) =
 1
0
G(t, s)f (s, u(s), u′(s))ds− g(u(1))φ(t), t ∈ [0, 1].
Then
(Au)′(t) =
 1
0
Gt(t, s)f (s, u(s), u′(s))ds− g(u(1))φ′(t), t ∈ [0, 1].
Theorem 3.1. Assume that
(H1) f (t, x, y): [0, 1] × [0,+∞)× [0,+∞)→ [0,+∞) and g: [0,+∞)→ (−∞, 0].
(H2) f (t, x, y) are increasing in x, y ∈ [0,+∞) for fixed t ∈ [0, 1] respectively, and g is decreasing.
(H3) for any λ ∈ (0, 1) and x, y ≥ 0, there exist ϕ1(λ), ϕ2(λ) ∈ (λ, 1] such that
f (t, λx, λy) ≥ ϕ1(λ)f (t, x, y), g(λx) ≤ ϕ2(λ)g(x).
(H4)
 1
0 s
2f (s, 0, 0)ds− g(1) > 0.
Then: (i) there are u0, v0 ∈ Ph such that
u0(t) ≤
 1
0
G(t, s)f (s, u0(s), u′0(s))ds− g(u0(1))φ(t), t ∈ [0, 1],
u′0(t) ≤
 1
0
Gt(t, s)f (s, u0(s), u′0(s))ds− g(u0(1))φ′(t), t ∈ [0, 1],
v0(t) ≥
 1
0
G(t, s)f (s, v0(s), v′0(s))ds− g(v0(1))φ(t), t ∈ [0, 1],
v′0(t) ≥
 1
0
Gt(t, s)f (s, v0(s), v′0(s))ds− g(v0(1))φ′(t), t ∈ [0, 1];
(ii) problem (1.1) has a unique monotone positive solution u∗ in Ph, where h(t) = t2, t ∈ [0, 1].
Proof. We divide the proof into several steps.
Step 1. We show that A: P → P is increasing. For u ∈ P , we know that u(t) ≥ 0, u′(t) ≥ 0, t ∈ [0, 1]. From (H1), (H2),
we have Au(t) ≥ 0, (Au)′(t) ≥ 0, t ∈ [0, 1]. Therefore, Au ∈ P . For any u1, u2 ∈ P with u1≤˙u2, we know that
u1(t) ≤ u2(t), u′1(t) ≤ u′2(t), t ∈ [0, 1]. Also from (H1), (H2), we have Au1(t) ≤ Au2(t), (Au1)′(t) ≤ (Au2)′(t), t ∈ [0, 1].
Then Au1≤˙Au2. That is, A: P → P is an increasing operator.
Step 2. We prove that A: P → P is generalized concave. For any λ ∈ (0, 1) and u ∈ P , from (H2), (H3), we have
A(λu)(t) =
 1
0
G(t, s)f (s, λu(s), (λu)′(s))ds− g(λu(1))φ(t)
≥ ϕ1(λ)
 1
0
G(t, s)f (s, u(s), u′(s))ds− ϕ2(λ)g(u(1))φ(t) ≥ min{ϕ1(λ), ϕ2(λ)}Au(t),
and
(A(λu))′(t) =
 1
0
Gt(t, s)f (s, λu(s), λu′(s))ds− g(λu(1))φ′(t)
≥ ϕ1(λ)
 1
0
Gt(t, s)f (s, u(s), u′(s))ds− ϕ2(λ)g(u(1))φ′(t) ≥ min{ϕ1(λ), ϕ2(λ)}(Au)′(t).
Let α(λ) = min{ϕ1(λ), ϕ2(λ)}, λ ∈ (0, 1). From (H3), we have α(λ) ∈ (λ, 1]. Hence, A(λu)(t) ≥ α(λ)Au(t), (A(λu))′(t) ≥
α(λ)(Au)′(t). So A(λu)≥˙α(λ)Au,∀λ ∈ (0, 1), u ∈ P.
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Step 3. We show that Ah ∈ Ph. That is, we need to prove that there exist two constants c1, c2 > 0 such that c1h≤˙Ah≤˙c2h.
From (H2) and Lemma 2.1,
Ah(t) =
 1
0
G(t, s)f (s, h(s), h′(s))ds− g(h(1))φ(t)
=
 1
0
G(t, s)f (s, s2, 2s)ds− g(1)φ(t) ≥
 1
0
1
3
t2s2f (s, s2, 2s)ds− g(1) · 1
3
t2
= 1
3
 1
0
s2f (s, s2, 2s)ds− g(1)

t2 ≥ 1
3
 1
0
s2f (s, 0, 0)ds− g(1)

t2,
and
Ah(t) =
 1
0
G(t, s)f (s, s2, 2s)ds− g(1)φ(t) ≤
 1
0
1
2
t2sf (s, s2, 2s)ds− g(1) · 1
2
t2
= 1
2
 1
0
sf (s, s2, 2s)ds− g(1)

t2 ≤ 1
2
 1
0
sf (s, 1, 2)ds− g(1)

t2.
Moreover, also from (H2) and Lemma 2.1, we have
(Ah)′(t) =
 1
0
Gt(t, s)f (s, h(s), h′(s))ds− g(h(1))φ′(t)
=
 1
0
Gt(t, s)f (s, s2, 2s)ds− g(1)φ′(t) ≥
 1
0
1
2
s2tf (s, s2, 2s)ds− 1
2
tg(1)
= 1
4
 1
0
s2f (s, s2, 2s)ds− g(1)

2t ≥ 1
4
 1
0
s2f (s, 0, 0)ds− g(1)

h′(t),
and
(Ah)′(t) =
 1
0
Gt(t, s)f (s, s2, 2s)ds− g(1)φ′(t) ≤
 1
0
stf (s, s2, 2s)ds− 2tg(1)
=

1
2
 1
0
sf (s, s2, 2s)ds− g(1)

2t ≤

1
2
 1
0
sf (s, 1, 2)ds− g(1)

h′(t).
Let
c1 = 14
 1
0
s2f (s, 0, 0)ds− g(1)

, c2 = 12
 1
0
sf (s, 1, 2)ds− g(1).
From (H4), we have 0 < c1 ≤ c2 and then
c1h(t) ≤ Ah(t) ≤ c2h(t), (c1h)′(t) = c1h′(t) ≤ (Ah)′(t) ≤ c2h′(t) = (c2h)′(t), t ∈ [0, 1].
Thus, c1h≤˙Ah≤˙c2h. That is, Ah ∈ Ph.
Finally, an application of Theorem 2.1 implies that: (i) there are u0, v0 ∈ Ph such that u0≤˙Au0, Av0≤˙v0; (ii) operator
equation u = Au has a unique solution u∗ in Ph. That is,
u0(t) ≤
 1
0
G(t, s)f (s, u0(s), u′0(s))ds− g(u0(1))φ(t), t ∈ [0, 1],
u′0(t) ≤
 1
0
Gt(t, s)f (s, u0(s), u′0(s))ds− g(u0(1))φ′(t), t ∈ [0, 1],
v0(t) ≥
 1
0
G(t, s)f (s, v0(s), v′0(s))ds− g(v0(1))φ(t), t ∈ [0, 1],
v′0(t) ≥
 1
0
Gt(t, s)f (s, v0(s), v′0(s))ds− g(v0(1))φ′(t), t ∈ [0, 1];
and problem (1.1) has a unique solution u∗ in Ph. Evidently, u∗ is a monotone positive solution of problem (1.1). 
Remark 3.1. Some examples of ϕi(t), i = 1, 2 which satisfy the condition (H3) are:
(1) ϕi(t) = t ri , i = 1, 2,∀t ∈ (0, 1), where ri ∈ (0, 1).
(2) ϕi(t) = t(1+ ηi(t))with 0 < ηi(t) ≤ 1t − 1,∀t ∈ (0, 1), i = 1, 2.
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Theorem 3.2. Assume that f (t, x, y) = f1(t, x)+ f2(y) and
(H1)
′
f1(t, x): [0, 1] × [0,+∞)→ [0,+∞), f2(x): [0,+∞)→ (0,+∞) and g: [0,+∞)→ (−∞, 0].
(H2)
′
f1(t, x), f2(x) are increasing in x ∈ [0,+∞) for fixed t ∈ [0, 1], and g is decreasing.
(H3)
′
for any λ ∈ (0, 1) and x ≥ 0, there exist α ∈ (0, 1), δ0 > 0, ψ(λ) ∈ (λ, 1] such that
f1(t, λx) ≥ λα f1(t, x), f2(λx) ≥ λf2(x), g(λx) ≤ ψ(λ)g(x),
inf

f1(t, x)
f2(y)
: t ∈ [0, 1], x, y ≥ 0

≥ δ0.
(H4)
′  1
0 s
2f1(s, 0)ds > g(1)− 13 f2(0).
Then: (i) there are u0, v0 ∈ Ph such that
u0(t) ≤
 1
0
G(t, s)[f1(s, u0(s))+ f2(u′0(s))]ds− g(u0(1))φ(t), t ∈ [0, 1],
u′0(t) ≤
 1
0
Gt(t, s)[f1(s, u0(s))+ f2(u′0(s))]ds− g(u0(1))φ′(t), t ∈ [0, 1],
v0(t) ≥
 1
0
G(t, s)[f1(s, v0(s))+ f2(v′0(s))]ds− g(v0(1))φ(t), t ∈ [0, 1],
v′0(t) ≥
 1
0
Gt(t, s)[f1(s, v0(s))+ f2(v′0(s))]ds− g(v0(1))φ′(t), t ∈ [0, 1];
(ii) problem (1.1) has a unique monotone positive solution u∗ in Ph, where h(t) = t2, t ∈ [0, 1].
Proof. From (H4)′, we know that 1
0
s2f (s, 0, 0)ds− g(1) =
 1
0
s2f1(s, 0)ds+ 13 f2(0)− g(1) > 0.
So, from Theorem 3.1, we only need to prove the following conclusion: for any λ ∈ (0, 1) and x, y ≥ 0, there exists
ϕ1(λ) ∈ (λ, 1] such that f (t, λx, λy) ≥ ϕ1(λ)f (t, x, y).
Consider the following function:
l(λ) = λ
β − λ
λα − λβ , ∀λ ∈ (0, 1), where β ∈ (α, 1).
It is easy to prove that l is increasing in (0, 1) and
lim
λ→0+
l(λ) = 0, lim
λ→1−
l(λ) = 1− β
β − α .
Further, fixing λ ∈ (0, 1), we have
lim
β→1−
l(λ) = lim
β→1−
λβ − λ
λα − λβ = 0.
So there exists β0(λ) ∈ (α, 1)with respect to λ such that
l(λ) = λ
β0(λ) − λ
λα − λβ0(λ) ≤ δ0, λ ∈ (0, 1).
Hence, from (H3)′ we have
f1(t, x) ≥ δ0f2(y) ≥ λ
β0(λ) − λ
λα − λβ0(λ) f2(y), ∀λ ∈ (0, 1), x, y ≥ 0.
Then we obtain
λα f1(t, x)+ λf2(y) ≥ λβ0(λ)[f1(t, x)+ f2(y)], ∀λ ∈ (0, 1), x, y ≥ 0.
Consequently, for any λ ∈ (0, 1) and x, y ≥ 0,
f (t, λx, λy) = f1(t, λx)+ f2(λy) ≥ λα f1(t, x)+ λf2(y)
≥ λβ0(λ)[f1(t, x)+ f2(y)] = λβ0(λ)f (t, x, y).
Let ϕ1(λ) = λβ0(λ), λ ∈ (0, 1). Then ϕ1(λ) ∈ (λ, 1] and f (t, λx, λy) ≥ ϕ1(λ)f (t, x, y). 
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From the proof of Theorem 3.1, we can easily obtain the following result.
Theorem 3.3. Assume that
(H1)
′′
f (t, x): [0, 1] × [0,+∞)→ [0,+∞) and g: [0,+∞)→ (−∞, 0].
(H2)
′′
f (t, x) is increasing in x ∈ [0,+∞) for fixed t ∈ [0, 1] and g is decreasing.
(H3)
′′
for any λ ∈ (0, 1) and x ≥ 0, there exist ϕ1(λ), ϕ2(λ) ∈ (λ, 1] such that
f (t, λx) ≥ ϕ1(λ)f (t, x), g(λx) ≤ ϕ2(λ)g(x).
(H4)
′′  1
0 s
2f (s, 0)ds− g(1) > 0.
Then: (i) there are u0, v0 ∈ Ph such that
u0(t) ≤
 1
0
G(t, s)f (s, u0(s))ds− g(u0(1))φ(t), v0(t) ≥
 1
0
G(t, s)f (s, v0(s))ds− g(v0(1))φ(t),
u′0(t) ≤
 1
0
Gt(t, s)f (s, u0(s))ds− g(u0(1))φ′(t), v′0(t) ≥
 1
0
Gt(t, s)f (s, v0(s))ds− g(v0(1))φ′(t),
for t ∈ [0, 1], where G(t, s) is given as (2.1). (ii) the following problemu
′′′′(t) = f (t, u(t)), 0 < t < 1,
u(0) = u′(0) = 0,
u′′(1) = 0, u′′′(1) = g(u(1)),
has a unique monotone positive solution u∗ in Ph, where h(t) = t2, t ∈ [0, 1].
To illustrate how our main result can be used in practice we present an example.
Example 3.1. Consider the following fourth-order boundary value problemu
′′′′(t) = [u(t)] 12 + [u′(t)] 13 + q(t), 0 < t < 1,
u(0) = u′(1) = 0,
u′′(0) = 0, u′′′(1) = −[u(1)] 14 ,
(3.1)
where q: [0, 1] → [0,+∞) is a continuous function.
Conclusion. Problem (3.1) has a unique monotone positive solution in Ph, where h(t) = t2, t ∈ [0, 1].
Proof. Problem (3.1) can be regarded as a boundary value problem of form (1.1), where f (t, x, y) := x 12 +y 13 +q(t), g(x) :=
−x 14 . It is not difficult to see that the conditions (H1), (H2), (H4) hold. In addition, let ϕ1(λ) = λ 12 , ϕ2(λ) = λ 14 . Then, the
condition (H3) of Theorem 3.1 holds. Hence, by Theorem 3.1, the conclusion follows, and the proof is complete. 
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