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Abstract
In this introductory part we review recent progress in the application of the methods of
Hamiltonian quantization to construct twisted K-theory elements and gerbes. The important
examples are the Wess-Zumino-Witten conformal field theory (WZW Model) and Hamilto-
nian quantization in low dimensions. The former has been studied by Mickelsson and Freed-
Hopkins-Teleman in the equivariant case which provides an important connection between
the representation rings of loop groups and twisted K-theory groups. There is a new line of
research to apply the ideas of low dimensional quantum field theories on a product manifolds
T ×M to give explicit constructions of gerbes and twisted (equivariant) K-theory elements.
This is the subject of the references [HM], [H3]. In the chapters 2 and 3 of the introductory
part we motivate this study and introduce the relevant prerequisites.
Chapter 4 is an introduction to the authors previous research project on the Fredholm
index problems for the quantum groups of Drinfeld-Jimbo type, [H1], [H2].
Keywords: Twisted K-Theory, Gerbes, Dirac Operators, Index Theory, Lie Groupoids, Hamil-
tonian Quantization, Quantum Groups, Noncommutative Geometry
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1 Introduction
1.1. Topological K-theory rings are homotopy invariants of topological spaces, closely related to
the cohomology rings. The complex K-theory ring was first defined for the study of characteristic
classes by Atiyah and Hirzebruch, [2]. The ring K(X) of a topological space X is naturally
defined via the complex vector bundles over X which provide the binary operations. K-theory and
cohomology are related by the Chern character ring homomorphism
ch : K(X)→ Heven(X,Q)
where Heven(X,Q) denotes the polynomial ring of even rational singular cohomology classes on X.
An important observation made in [2] was that evaluation of the top dimensional component
of the cocycle Â(TM) ^ ch(ξ) on the fundamental cycle over M is an integer number if M is
a spin manifold and ξ represents any vector bundle in K(M). The characteristic class Â(TM)
is the A-hat genus of the tangent bundle. This was explained by Atiyah and Singer in [5]. The
evaluation of the top form of Â(TM) ^ ch(ξ) is the Fredholm index of a Dirac operator coupled
to a connection of a vector bundle ξ on a spin manifold M . The coupling depends only on the
K-theory class of ξ. Dirac operators are available only on spin manifolds.
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There are also variants of K-theory for real and quaternionic vector bundles. These are never
considered in this work.
1.2. The index of a continuous family of Fredholm operators T over a compact space X is a
locally constant integer valued function. It can be viewed as a generalized vector bundle whose
fibers are of type ker(Tx) − coker(Tx) at x ∈ X. This index bundle can be rigorously defined as
an element in the K-theory ring of the parameter space. We shall make this precise in 2.2. If X is
a compact space, then K(X) as an abelian group is isomorphic to the group of homotopy classes
of Fredholm families over X: the classifying space of K(X) is the space of Fredholm operators.
A standard problem in index theory is to construct a characteristic map of the family: a group
homomorphism which maps a Fredholm family, considered as an element in the group K(X), to a
cohomology which realizes the characteristic class of the index bundle [7].
Up to equivalence of groups, there is one more complex K-theory group of a topological space
X which is denoted by K1(X). This is classified by self-adjoint Fredholm operators. However,
the spaces of essentially positive and essentially negative self-adjoint Fredholm operators are con-
tractible and therefore, they are not interesting [6].
1.3. The K-theory groups of a compact topological space can be twisted by some cohomology
groups to create new homotopy invariants. Here we only consider twisting by a gerbe, which
is a geometric realization of H3(X,Z). Study of these invariants became popular since it was
found that in D-brane models of super string theory these twisted K-theory invariants provide a
book keeping tool of topologically stable brane-antibrane configurations [69], [87]. The equivariant
twisted K-theory groups are used to classify stable systems in the orbifold models. More general
twists are discussed in [39].
There is an isomorphic of groups H3(X,Z) and H1(X,PU(H)) where PU(H) is the sheaf of
continuous functions valued in the space of projective unitary Hilbert space operators equipped
with the strong operator topology. An element in the nonabelian cohomology H1(X,PU(H)) is
realized as an isomorphism class of PU(H)-bundles. Here the classifying space picture of the K-
theory groups becomes useful, since the group PU(H) acts on the space of (self-adjoint) Fredholm
operators by conjugation. Then K-theory groups twisted by a gerbe are given by homotopy classes
of sections of the bundle of (self-adjoint) Fredholm operators associated to the principal PU(H)-
bundle which realizes the twisting class.
If the cohomology class of the twisting is a torsion class, then it is sufficient to work with prin-
cipal bundles with a reduced structure group PU(n). When the twisting class is nontorsion, then
infinite dimensional fibrations are required. Because of the involvement of infinite dimensional
fibrations there are only few explicit constructions of twisted K-theory elements in the nontorsion
case.
1.4. In quantum field theory the bundles of PU(H) operators are common because the repre-
senation of the symmetry groups of physical system only have nontrivial projective representations
on the state spaces. On the other hand, the state spaces (Fock spaces) themselves are naturally
projective Hilbert spaces because the choice of the vacuum level is arbitrary. In well behaved
field theories, such as the supersymmetric Wess-Zumino-Witten (WZW) model and Hamiltonian
quantization on a unit circle, the Fock spaces form a projective bundle of Hilbert spaces over a
manifold with a structure group PU(H). Then there is a prolongation problem: can we lift the
transition functions to the group U(H) to define a true Hilbert bundle. Conditions to do this are
discussed in 4.2. In the presence of 3 cohomology on the parameter space the answer can be no.
In this case, the associated PU(H)-bundle determines a nontrivial twisting class.
The topological structure of a quantum field theory can be exploited to define gerbes. On the
other hand we can define Fredholm operators acting on the Fock spaces which transform invariantly
under the conjugations of the gerbe cocycle and therefore define twisted K-theory classes. This
was done in the case of WZW model in [66] which provides twisted K-theory classes on a compact,
simple and simply connected Lie groups (3.3.3.). Also Freed, Hopkins and Teleman applied this
construction to define twisted K-theory classes with an additional equivariance property [39], [38].
This gives an interesting connection to the repesentation theory of loop groups (3.3.5.)
The usual difficulty in the classifying space definition of (twisted) K-theory classes as Fredholm
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families or sections of Fredholm bundles is the realization of the group structure with these classes.
The characteristic maps become important. In twisted K-theory the target of the characteristic
map needs to be modified (3.3.4.).
1.5. In the works [HM] and [H3], we studied K-theory twisted by a product class α ^ β on a
product manifold T×M such that α is the generator of H1(T,Z) and β is in H2(M,Z). Explicit
constructions for the twisted K1-theory groups as well as equivariant twisted K1-theory groups
are given. Moreover, we used character maps and differential twisted K-theory to developed meth-
ods to study these constructions. There are several examples in [HM] and [H3] which clarify the
properties of the gerbe twisting in (equivariant) K-theory. Index theory constructions based on
the product class was studied earlier by Mathai, Melrose and Singer [63].
1.6. Another source of Fredholm index problems and K-theory constructions is noncommuta-
tive geometry. This theory can be viewed as generalization of the anti-equivalence of the categories
of locally compact spaces and commutative C∗-algebras beyond topology. This problem was first
studied in 1970’s by Alain Connes and Russian school most notably Gennadi Kasparov. In both
works, the initial problem was to generalize the Fredholm index problems [23], [50].
K-theory can be extended naturally in the study of noncommutative algebras since the pro-
jective modules for smooth functions on a compact manifold can be identified with the smooth
complex vector bundles in the geometric setup. Connes introduced cyclic cohomology for topolog-
ical algebra to produce method to solve the cohomology of a manifold from the algebra of smooth
functions. This cohomology theory generalizes to noncommutative algebras. Connes introduced
generalized index theorem which have the similar structure as the geometric one: there is a Fred-
holm operator and coupling which depends on a K-theory element and the index is computable
as an evaluation of a homology cycle on a Chern character map which is valued in cyclic cohomogy.
1.7. From the perspective of noncommutative geometry, quantum groups have the role of Lie
groups and in this sense they are fundamental examples. By a quantum group we mean a Hopf-
algebra deformation of the enveloping algebra U(g) of a simple, simply connected and compact
Lie group G and g is its complexified Lie algebra. Moreover, we restrict to study the so called
Drinfeld-Jimbo quantum groups with deformation parameter a complex number not equal to any
root of unity [32], [45].
The Drinfeld-Jimbo quantum groups are perhaps most convenient to describe via their cate-
gories of representations. Recall that the category of representations of a compact group has all
the information of the group and its topology. These representation categories are monoidal and
symmetric: monoidal is just abstraction of a category with a tensor product whereas being sym-
metric means that a representation on a tensor product commutes with the flip automorphism.
A quantum group arises if we relax the property of being a symmetric category a bit: instead of
requiring the category to be symmetric we only require braiding. The category of representations
in such a case is a braided tensor category. Then the braided representation category defines a
new Hopf-algebra structure and the coproduct is noncocommutative.
1.8. The goal in the papers [H1] and [H2] is to develop and study Dirac operators on quantum
groups for the study of index problems and cyclic cohomology. The construction of [H1] provides
methods to create Dirac operators on quantum group which have the same symmetry properties
as their classical analogs. Moreover, these operators fit together with the natural space of spinors
and function algebra on a quantum group model (4.2.). The deformation of SU(2) is studied with
details and noted its role in Fredholm index theory. There are several constructions related to this
problem in [H2] and the relationships between other known approaches with the author’s work has
been clarified.
In noncommutative geometry, the general framework for index problems of a Fredholm operator
is a Fredholm module (4.2.3.). The Fredholm opeators fit in this data only if they satisfy a set of
natural axioms with the noncommutative function algebra. In this sense the theory of quantum
group is a problematic realm. The nonclassical information of a quantum group is in the structure
of braiding which is extremely complicated to study in practical calculations, such as those which
arise from the axioms of a Fredholm module. The proof that the Dirac operators of [H1] define
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Fredholm modules still lacks, although experiments in low dimensions prove that this is the case.
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my studies. I would also like to thank David Evans and Mathew Pugh from the Cardiff University
for the opportunity to participate in the EU NCG research program. I also thank Hans-Olav Tylli
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express my gratitude to Danny Stevenson and my pre-examiners Varghese Mathai and Ping Xu
for their help and encouragement. Also my family has been very helpful. I received funding from
the following sources
Finnish Graduate School in Mathematics and Statistics,
Finnish Academy of Science and Letters,
Marie Curie Research Training Network in Noncommutative Geometry (EU-NCG),
Vanderbilt University,
The Erwin Schrodringer International Institute for Mathematical Physics.
1.10. The attachment [H1] is the published version of the article. The attachment [H2] is a
proof of the proceedings paper whose content is essentially the same as in the final version. [HM]
and [H3] are submitted for publications and their content may not match with the final published
versions.
2 On Topological K-Theory Invariants
2.1 K-Theory Groups
2.1.1. Let X denote a compact topological space and Vect(X) the set of isomorphism classes of
complex vector bundles over X. Vect(X) is a semiring. The binary operations are denoted by ⊕
and ⊗. Furthermore, Vect becomes a cofunctor from the category of compact topological spaces to
the category of semirings: if f : Y → X is a continuous map, then Vect(f) : Vect(X) → Vect(Y )
is the relation such that Vect(f)(ξ) is equal to the isomorphism class of the pullback f∗(ξ) → Y .
The map Vect(f) depends only on the homotopy type of f , [44].
Vector bundles ξ and η are defined to be stable equivalent, if there are trivial bundles θn and θq
such that ξ⊕θn and η⊕θq are isomorphic. Stable equivalence is an equivalence relation in Vect(X).
2.1.2. The K-theory group K(X) is the group completion of the semigroup Vect(X). We
denote by [ξ] − [η] the formal differences of vector bundles in K(X). The map X 7→ K(X) is a
cofunctor from the category of compact topological spaces to the category of abelian groups. If
f : Y → X is continuous then K(f)([ξ] − [η]) = [f∗(ξ)] − [f∗(η)]. K(f) depends only on the
homotopy type of f . The tensor product in Vect(X) makes K(X) a commutative ring by
([ξ1]− [η1])⊗ ([ξ2]− [η2]) = [ξ1 ⊗ ξ2] + [η1 ⊗ η2]− [ξ1 ⊗ η2]− [η1 ⊗ ξ2].
The reduced K-theory group, denoted by K˜(X), is the kernel of the homomorphism K(X)→
K(∗) induced by the inclusion of the base point ∗ ∈ X. Then K(X) = Z ⊕ K˜(X). Vectors bun-
dles in the group K˜(X) define the same elements if and only if they are stably equivalent. The
rank homomorphism, Vect(X) → N can be extended to a group homomorphism K(X) → Z by
rk([ξ] − [η]) = rk(ξ) − rk(η) which is called the virtual rank of [ξ] − [η]. If X is connected, then
K˜(X) = Ker(rk).
2.1.3. We use the standard notation K(X) = K0(X) and K˜(X) = K˜0(X). The higher K-
groups are defined by K−n(X) = K˜0(ΣnX). ΣnX denotes the n’th reduced suspension, Sn ∧X,
where the smash product is defined by Sn ∧ X = (Sn × X)/(Sn ∨ X) and the reduced join,
(Sn ∨ X), is a disjoint union of Sn and X with a base points identified. Fundamental property
in complex K-theory is the Bott periodicity: K∗(X) and K∗−2(X) are isomorphic for all compact
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spaces X. Therefore, up to isomorphism there are only the groups K0(X) and K−1(X). Moreover,
K˜−1(X) = K−1(X) holds because K−1(∗) = 0.
The functoriality of K-theory groups is useful. Since K0 is a cofunctor, so are K−n and K˜−n
for all n. For example, the short exact sequence
X ∨ Y i↪→ X × Y p→ X ∧ Y,
where i is the canonical inclusion and so injective and p the canonical projection and surjective,
induce the following split exact sequence in K-theory
0→ K˜−n(X ∧ Y )→ K˜−n(X × Y )→ K˜−n(X ∨ Y )→ 0.
It follows
K˜−n(X × Y ) = K˜−n(X ∧ Y )⊕ K˜−n(X ∨ Y )
= K˜−n(X ∧ Y )⊕ K˜−n(X)⊕ K˜−n(Y ).
In the case X = T we have K˜(T) = 0 and K˜(T∧ Y ) = K−1(Y ). If j : Y ↪→ T× Y is the canonical
inclusion, the functoriality defines a homomorphism j∗ : K˜(T× Y )→ K˜(Y ) and then we see that
K−1(Y ) is the kernel of j∗. Thus, K−1(Y ) can be identified with the set of virtual dimension zero
classes in K(T× Y ) which vanish when restricted to ∗ × Y .
2.1.4. The usual tools of cohomoogy theories are available when computing the K-theory
groups. In fact, all the Eilenberg-Steenrod axioms hold except for the dimension axiom. This
is the case because the Bott periodicity implies that the even K-theory groups of a point are
K2n(∗) = K0(X) = Z for all n ∈ Z. If X is connected and X = U ∪ V is an open cover, then we
can draw an exact and periodic Mayer-Vietoris sequence
K0(X)

K0(U)⊕K0(V )b0oo K0(U ∩ V )a0oo
K1(U ∩ V ) a1 // K1(U)⊕K1(V ) b1 // K1(X)
OO
.
The maps a∗ and b∗ are induced by the restriction maps U
∐
V → U ∩ V and X ⇒ U∐V .
Basic references for K-theory of topological spaces are [1], [49] and [44].
2.2 Topology of Fredholm Families
2.2.1. Topology of Fredholm Families. Let H be an infinite dimensional complex Hilbert
space. We denote by Fred(0) the subspace of all Fredholm operators in the space of bounded
operators on H equipped with a norm topology. The space of bounded self adjoint operators has
three connected components: essentially positive operators, essentially negative operators and the
complement of these. The spaces of essentially positive and essentially negative Fredholm operators
are contractible [6]. We denote by Fred(1) the space of self adjoint Fredholm operators with both
positive and negative essential spectrum.
In physics applications the space of bounded Fredholm operators is often inconvenient. For
example, elliptic differential operators on manifolds are unbounded. Also the supercharge operators
in WZW models on which the K-theory models in [HM] and [H3] are based on are unbounded.
However, this ambiguity can be fixed properly. The Riesz function Ψ maps the space of densely
defined self-adjoint operators to the topological space of bounded self adjoint operators with norm
strictly smaller than 1
Ψ : Q 7→ Q
(Q2 + 1)
1
2
The Riesz metric is defined by
ρ(Q0, Q1) = ||Ψ(Q0)−Ψ(Q1)||.
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We define Fred
(1)
Ψ = Ψ
−1(Fred(1)) and Fred(1)<1 to be the subset of Fred
(1) operators with norm
strictly smaller than 1. Then the inclusion map (Fred
(1)
<1, || · ||) ↪→ (Fred(1)Ψ , ρ) is a homotopy
equivalence [74]. It is obvious that the eigenvalue expansion of any bounded self-adjoint Fredholm
operator T can be continuously deformed such that the eigenvalues become strictly smaller than 1.
Therefore Fred(1) and Fred
(1)
<1 are homotopy equivalent and Fred
(1)
Ψ equipped with Riesz’ metric
topology is homotopy equivalent to Fred(1) in norm topology.
2.2.2. The Index Bundle. Consider T : H → H in Fred(0). We choose a closed subspace
V ⊥ so that Coker(T ) ⊂ V ⊥. Let P denote the projection onto V (orthogonal component to V ⊥).
Such projection is a self adjoint Fredholm operator with index equal to zero. Then PT ∈ Fred(0)
and their indexes are the same. Moreover
PT (H) = V ⇒ ker(T ∗P ) = V ⊥ ⇒ dim(ker(T ∗P )) = dim(V ⊥) := n
and therefore we can fix the cokernel part of the index:
ind(T ) = ind(PT ) = dim(ker(PT ))− n.
Similarly, if T : X → Fred(0) is a Fredholm family over a compact space, then we can fix the space
V ⊥ such that the cokernel subspaces are in V ⊥ for all x ∈ X. Then the cokernel bundle coker(PT )
is trivial Ker(T ∗P ) = X × V ⊥. Furthermore, by [1]
ker(PT ) :=
∐
x∈X
ker(PTx)
is a locally trivial vector bundle over X. Then the analytic index
ind(T ) = [ker(PT )]− [X × V ⊥] ∈ K0(X) (1)
is a well defined element in K-theory. Namely, If the space V ⊥ is replaced by a larger vector space,
the K-theory class of Ind(T ) is unchanged. The index map is functorial in the following sense: if
f : Y → X, then Ind(T ◦ f) = f∗(Ind(T )).
The set [X,Fred(0)] of homotopy classes of Fredholm families on X is a group: ind(TS) =
ind(T ) + ind(S). The index map (1) is a group isomorphism
ind : [X,Fred(0)]→ K(X). (2)
Equivalently, the space Fred(0) is a classifying space for the functor K. This result is known as
Atiyah-Janich theorem. The proof is based on Kuiper’s theorem [1].
2.2.3. Classification Spaces of K-Theory. In [6] Atiyah and Singer proved that the if B
is compact then suspension map
α : Fred(1) → Ω′Fred(0), A 7→ 1 cos(t) + iA sin(t), t ∈ (0, pi). (3)
is a homotopy equivalence where Ω′ denotes the space of paths in Fred(0) which converge to 1 and
-1 in the limits t → 0 and t → pi. The space of maps X → Ω′Fred(0) is homotopy equivalent to
ΣX → Fred(0). Therefore, the classifying space of the group K−1(X) is Fred(1), i.e.
K−1(X) = [ΣX,Fred(0)] = [X,Fred(1)].
Alternatively, one can use the homotopy equivalent operator space Fred
(1)
Ψ as a classifying space.
If A is a family of Fred(1) operators on X, then we can define an index bundle of A by
ind(α(A)) ∈ K0((0, pi) × X). Let us denote by Tφ the circle R/piZ. Then there is a natural
injective homomorphism j : K0((0, pi) × X) → K0(Tφ × X). We can view j ◦ ind ◦ α(A) as an
element in K0(T ×X) which is of virtual dimension zero because the index bundle vanishes in a
neighborhood of {0}×X. Also, j ◦ ind ◦α(A) vanish when restricted to a point ∗×X because the
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Fredholm family at ∗×X is homotopic by α to a trivial family. Therefore, j ◦ ind ◦α(A) identifies
with an element in K−1(X) ' K0(ΣX), recall 2.1.3.
If T is a Fredholm family X → Fred(0), we identify its homotopy class [T ] in the classifying
space picture, and its index class in K0(X) under the map (2). Now consider the K1-group element
A : X → Fred(1). Then we identify the homotopy class of [α(A)] and j ◦ ind ◦α(A). On the other
hand the homotopy class of [α(A)] is equivalent to the homotopy class of [A]. Therefore the K−1
indexes identify naturally
K−1(X) 3 [A] = j ◦ ind ◦ α(A) ∈ K0(T×X). (4)
The left hand side is also called the analytic index of A [6], [3].
2.2.4. Spectral Section. Here we give another realization for the nontriviality of the index
class (4). Consider a family of unbounded self-adjoint operators Q on X acting on a bundle of
Hilbert spaces. Recall that Hilbert bundles are isomorphic to trivial bundles by Kuiper’s theorem.
Then we denote [Q] the homotopy class of the family Q getting values in Fred
(1)
Ψ . Let H(a,b)x
denote the (a, b) spectral subspaces of Qx in the fibre Hx. A spectral section for the family Q is a
family of projections P such that for some positive real number R > 0 (depends on P ) and every
x ∈ X the following holds
Px = 1 in H(R,∞)x
Px = 0 in H(−∞,−R)x
Suppose that the family Q is unbounded and that there is a neighborhood (−a, a) of the origin in
R so that for any x ∈ X, Qx has a finite number of eigenstates with eigenvalues in (−a, a). Then
Q has a spectral section if and only if [Q] = 0.
The proof of analogous theorem for first order self adjoint pseudodifferential families was given
in [64]. The proof for the theorem in this form follows from the corresponding result in twisted
K-theory in [H3].
2.3 Index of Dirac Families
2.3.1. Clifford Algebras and Spinors. Let B be a symmetric nondegenerate and positive
definite bilinear form on Rn. We set a two sided ideal I := R〈x ⊗ x − B(x, x)1〉 in the tensor
algebra T (Rn). The real Clifford algebra is the quotient algebra clR(n) = T (Rn)/I. We define
a canonical map γ : Rn → clR(n) as the obvious composition Rn ↪→ T (Rn)  clR(n). Then γ
is a linear injection and the image of γ spans the space of generators of the algebra clR(n). The
algebraic relations of the generators are
γ(xi)γ(xj) + γ(xj)γ(xi) = B(xi, xj).
The Clifford algebra has a Z2 grading to even and odd products.
The multiplicative group of units, cl×R (n), is the group of invertible elements in clR(n). The
spin group, Spin(n), is the subgroup of cl×R (n) whose elements are even products of unit length
vectors in the Clifford algebra. The Clifford algebra clR(n) is a representation space for cl
×
R (n),
and therefore for Spin(n), under the action a˜d : cl×R (n)→ GL(cl(n)) defined by
a˜d(γ(a1) · · · γ(ak)) = ra1 · · · rak with (5)
ra(γ(x)) = γ(x)− 2B(x, a)
B(a, a)
γ(a).
The operation ra is a reflection across the hyperplane perpendicular to a ∈ Rn. The unit of cl×R (n)
acts trivially. For the even elements in cl×(n), especially for the elements of Spin(n), the action
(5) is the usual adjoint action a˜d(a)y = aya−1 for all y ∈ clR(n). According to Cartan-Dieudonne
theorem, the group of orthonormal transformation O(n) (with respect to B) can be viewed as the
group of successive reflections rx1 · · · rxk for all k ≤ n and for all nonzero xi ∈ Rn. The determinant
of a single reflection is equal to −1 and therefore we can view SO(n) as a subgroup in O(n) of
9
even successive reflections. Then the action a˜d is a surjective homomorphism Spin(n) → SO(n).
In fact, a˜d is a topologically nontrivial covering homomorphism with a fibre Z2 for n ≥ 3, i.e.,
Spin(n) is simply connected. Moreover, Spin(2) is a double covering group of topological type T
and Spin(1) = Z2 [60].
There is an embedding of the Lie algebra so(n) ' spin(n) with n ≥ 2 onto clR(n) given by
A 7→ 1
4
∑
i,j
B(Axi, xj)γiγj . (6)
where xi is an orthonormal basis of Rn and we have set γ(xi) := γi.
We denote by cl(n) = clR(n)⊗C the complexified Clifford algebra. Consider a real vector space
of dimension 2l. Then its complex Clifford algebra is simple: cl(2l) is isomorphic to the algebra
of complex 2l × 2l matrices. We set an isomorphism s : cl(2l) → B(Σ). We call (Σ, s) a spinor
module. The representation is the only irreducible representation up to an isomorphism. The
element χ = ilγ1 · · · γ2l anticommutes with the generators in cl(2l) and χ2 = 1. The spinor module
splits into two 2l−1 dimensional components, Σ = Σ+ ⊕ Σ− such that ±1 are the eigenvalues of
χ on Σ±. Then the generators γi are anti diagonal with respect to this grading and so Σ± are
invariant under the action of the even products in cl(2l). The group Spin(n) lies in the even part
of the Clifford algebra and acts irreducible on Σ+ and Σ−.
Consider an odd dimensional real vector space. Then the Clifford algebra is semisimple. Let
ϕ : cl(2l − 1) → cleven(2l) be defined by the relation ϕ(γi) = γiγ2l for all 1 ≤ i ≤ 2l − 1 in the
orthonormal basis. ϕ is an isomorphism of associative algebras. Then we have an isomorphism
s : cl(2l − 1)→ B(Σ+2l)⊕ B(Σ−2l) which is the direct sum of the two irreducible representations of
the semisimple algebra cleven(2l). Thus, there are two irreducible representations (Σ±, s±). Then
we get two isomorphic representations of Spin(2l − 1), one on both spinor modules Σ+ and Σ−.
2.3.2. Dirac Operator and Spin Bundle. Let M be a compact oriented Riemannian
manifold with a metric g in TM . Suppose that the dimension of M is larger than 1. A spin
structure on the tangent bundle TM is a principal Spin(n)-bundle PSpin(n)(TM) on M with a
covering morphism υ : PSpin(n)(TM)→ PSO(n)(TM) which is equivariant under the action of the
spin group: υ(pg) = υ(p)a˜d(g) for g ∈ Spin(n). The double covering group sequence 0 → Z2 →
Spin(n)→ SO(n)→ 1 gives an exact sequence in sheaf cohomology
· · · → H1(M,Z2)→ H1(M, Spin(n)) a˜d∗−→ H1(M,SO(n)) δ→ H2(M,Z2)→ · · ·
If ξ is an oriented vector bundle, then it defines a class PSO(n)(ξ) ∈ H1(M,SO(n)). The second
Stiefel-Whitney characteristic class of ξ is defined by
w2(ξ) = δ(PSO(n)(ξ)) ∈ H2(M,Z2).
If w2(TM) = 0 we see from the exact sequence that PSO(n)(TM) has to be in the image of a˜d∗
and therefore the Spin(n) covering exists. Conversely, if w2(TM) 6= 0 then there are no Spin(n)
coverings. Thus w2(TM) = 0 is equivalent to the existence of a spin structure. The Stiefel-
Whitney classes are homotopy invariants and therefore the condition of having a spin structure is
independent of differentiable structures.
Topologically one can think of this as lifting of the structure group of an oriented bundle to a
connected one (for n ≥ 3) and the Stiefel-whitney class is then an obstruction class. Consider the
case of nontrivial w2(TM) and suppose that we are given a good cover {Ui} on M and a Cech
cocycle g ∈ H1(M,SO(n)) which defines a transition data of PSO(n)(TM). Then we can choose
lifts gˆij : Uij → Spin(n) of the components gij : Uij → SO(n) of g, i.e. a˜d ◦ gˆij = gij . The Cech
coboundary operation defines locally constant functions
gˆij gˆjkgˆ
−1
ik = fijk, Uijk → {±1}.
Then fijk are components of a cocycle f ∈ H2(M,Z2) which is nontrivial because f = δ(g) 6= 0
by the usual diagram chasing argument [17]. The nontriviality in cohomology implies that there
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are no bundle isomorphisms which transform gˆij into a well defined transition functions because
bundle isomorphism operate at the level of coboundaries. Thus no spin lifts exist. This is a very
special case of an obstruction to lift the structure group. We return to this problem in 3.1.
Given a spin structure υ : PSpin(n)(TM)→ PSO(n)(TM) we can define the spinor bundle as an
associated vector bundle by the representation of Spin(n) on Σ
FΣ = PSpin(n)(TM)× Σ.
We also consider the associated bundle
cl(TM) = PSpin(n)(TM)×a˜d cl(n),
The bundle FΣ is then a bundle of modules of cl(TM). In particular, the sections of cl(TM)
act on the sections of FΣ. If n = 2l, the bundle FΣ splits into two irreducible subbundles under
the action of Spin(n). In local coordinates the section x 7→ ilγ1 · · · γ2l of cl(TM) acts on F±Σ by
multiplication by ±1 and determines the splitting fiberwise. If n = 2l + 1 then FΣ does not have
a natural splitting.
Consider the Levi-Civita connection ∇ on TM and fix the structure constants by ∇∂i∂j =∑
k(ωi)jk∂k, where ∂i are coordinates of an orthonormal frame with respect to the metric g.
The structure matrices ωi are antisymmetric at each point on M . We can apply the embedding
so(n)→ cl(n) to lift the connection coefficients of TM to the Clifford algebra bundle
ωi 7→ 1
4
∑
jk
(ωi)jkγjγk.
This allows us to define a spinor conection ∇Σ on FΣ by
∇Σi = ∂i +
1
4
∑
jk
(ωi)jkγjγk.
A straightforward calculation shows that [∇ΣX , φ] = ∇Xφ for all φ ∈ C∞(M, cl(TM)) and X ∈
C∞(TM). It follows that this connection is compatible with the action of the Clifford bundle in
the sense that ∇Σ(φψ) = ∇(φ)ψ + φ∇Σ(ψ).
The Dirac operator associated to the spinor connection is the operator
ð =
∑
k
γk(∂k +∇Σk ).
A dirac operator is an elliptic first order differential operator and essentially self-adjoint. For the
index theory calculations one can prove that the heat kernel of ð2 is smooth. Dirac operator on a
unit circle Tθ is the operator ð = −i∂θ which acts on smooth functions on Tθ.
It is usual that the Dirac operator is coupled to a connection of a vector bundle. If ξ is a
complex vector bundle over M with a connection ∇ξ then we take a tensor product FΣ ⊗ ξ. A
coupling of ð to the connection ∇ξ of ξ is then defined by
ðξ =
∑
k
γk(∂k +∇Σk +∇ξk).
The operators of this form are all elliptic first order differential operators. Especially they are
densely defined operators on a Hilbert bundle of L2-valued sections of FΣ ⊗ ξ, [11] Recall that
elliptic operators on compact manifolds are Fredholm.
2.3.3. Dirac Operators on Compact Lie Groups. LetG be a simple, simply connected and
compact Lie group with a Lie algebra g. The left action of G on itself can be used to trivialize the
bundle of orthonormal frames, and equivalently the associated frame bundle PSO(n)(g). Therefore,
the spin structure PSpin(n)(g) is trivial on G as well. So the spinor bundle on G is trivial and
topologically the product FΣ = G×Σ. The Hilbert space of L2 sections is given by H = L2(G)⊗Σ.
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Let {xi} denote an orthonormal basis of g with respect to the Killing form. The adjoint action of
G on g extends to an action on cl(g) which lifts to a homomorphism G→ Spin(n). The associated
Lie algebra homomorphism g→ cl(g) is given by
x 7→ a˜d(x) = 1
4
∑
k
γ(xk)[γ(xk), γ(x)].
The generators of the Lie algebra transform covariantly under the adjoint action [a˜d(x), γ(y)] =
γ([x, y]). The Levi-Civita connection acts on the basis by
∇xi(xj) =
1
2
[xi, xj ].
Then we get a spin connection by mapping this to the Clifford module. The Dirac operator is an
unbounded densely defined operator ð : H → H defined by
ð =
∑
k
(γ(xk)xk +
1
2
γ(xk)a˜d(xk))
where the Lie algebra acts on the functions by the Lie derivative.
The left regular action of G on L2(G) is given by h . φ(g) = φ(h−1g). According to the Peter-
Weyl theorem this action breaks the Hilbert space L2(G) into the irreducible components. The
representation is equal to
L2(G) =
⊕
ρ∈P+
V ∗ρ ⊗ Vρ (7)
where (Vρ, ϕρ) is a representation of G with the highest weight ρ and V
∗
ρ is its dual and P+ is the
set of dominant integral weights. The completion of the algebraic direct sum is done with respect
to a Haar measure. We have the following correspondence
L2(G) 3 φ(g) = v∗(ϕρ(g−1)u)←→ v∗ ⊗ u ∈ V ∗ρ ⊗ Vρ
The action of G on v∗⊗u ∈ V ∗ρ ⊗Vρ is defined by g . (v∗⊗u) = v∗⊗ϕρ(g)u and the Lie derivatives
act by x . (v∗ ⊗ u) = v∗ ⊗ (ϕρ)∗(x)u where (ϕρ)∗ is the action induced by the one parameter
subgroup. The coproduct defines an action of G on the spinor fields
h . ψ(g) = a˜d(h)ψ(h−1g).
and so if we decompose L2(G) as in (7) we have the action
h . (v∗ ⊗ u⊗ w) = v∗ ⊗ ϕρ(h)u⊗ a˜d(h)w
on the vector v∗ ⊗ u⊗ w ∈ V ∗ρ ⊗ Vρ ⊗ Σ. Therefore, the action of ð on L2(G)⊗ Σ reads
ð =
∑
k
(1⊗ (ϕρ)∗(xk)⊗ γ(xk) + 1⊗ 1⊗ 1
2
γ(xk)a˜d(xk)).
The Dirac operator commutes with the representations of G. If we decompose all the tensor prod-
ucts Vρ ⊗ Σ into irreducible components we find an eigenvalue decomposition of ð since Dirac
operator acts as a scalar on these components. We can also study the square of ð which is a sum
of Casimirs acting on Vρ, Σ and Vρ ⊗Σ, see [43]. Then we can localize the null space of ð and get
partial information of the spectral decomposition. In representation theory applications one often
replaces the constant 1/2 by 1/3. This simplifies ð2, [57].
2.3.4. Families of Dirac Operators. Assume that (B, gB) is a compact connected Rieman-
nian manifold of dimension m and M is a compact connected manifold with dimension n+m such
that p : M → B is a Riemannian submersion onto B which defines a smooth fibration over B with
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typical fibre Z. Moreover Z is compact oriented and equipped with a spin structure and we denote
its metric by gV .
The tangent bundle TM splits into horizontal and vertical components, TM = THM ⊕ TVM ,
such that TVM = ker(p∗) which can be identified with TZ and (THM)x is isomorphic to TBp(x) for
all x ∈M . We lift the metric of TB to the total space to define a horizontal metric gH = p∗(gB).
Then gM := gH⊕gV defines a metric on TM . Let∇M denote the associated Levi-Civita connection.
We use gM to project ∇M to the vertical subbundle: ∇V = PV∇M . Then we can lift the Levi-
Civita connection on the base to a connection on THM . More precisely, ∇H denotes the connection
on THM fixed from the relations
X ∈ TB, Y ∈ TB then ∇HXHY H = (∇BXY )H
X ∈ TVM, Y ∈ TB then ∇HXY H = 0,
where XH denotes horizontally lifted vector field. ∇H preserves the scalar product gH . Now
∇H ⊕∇V defines a unitary connection on TM . Moreover, ∇H ⊕∇V is parallel to the splitting of
TM .
The fibers Z being spin manifolds there is a spin structure PSpin(n)(TVM) on the subbundle
TVM of TM . Let FΣ denote the associated spinor bundle and cl(TVM) the associated Clifford
bundle. The vertical connection ∇V lifts to define a spin connection. Let ξ be a unitary complex
vector bundle over M with a unitary connection ∇ξ. Then we have the tensor product FΣ ⊗ ξ.
The connection of this bundle is denoted by ∇ which is the sum of the spin connection and ∇ξ.
Then ∇ is unitary.
Let H denote the space of smooth sections of FΣ⊗ξ on M . However, we always regard H as an
infinite dimensional vector bundle over B with fibre at b ∈ B equal to the space of smooth sections
of FΣ ⊗ ξ on Zb. dx denotes the Riemannian volume element in Zb. Then there is a hermitian
inner product in the fibers given by
〈ψ,ψ′〉y =
∫
Zb
〈ψ,ψ′〉(x)dx. (8)
If X ∈ TB and XH is the horizontal lift to THM . Then we can give a connection for the bundle
H by the rule ∇′Xψ = ∇XHψ. This connection is not unitary for (8). There is an elementary
modification which leads to a unitary product. Denote this by ∇ˆ. It is independent of the metric
gB , [16].
Let ð denote the Dirac operator coupled to the connection ∇ξ. Since we are dealing with
spinors there is a Z2 grading whenever dimension of the fibre is even: n = 2l. Then we can write
FΣ = F
+
Σ ⊕F−Σ and FΣ ⊗ ξ = (F+Σ ⊗ ξ)⊕ (F−Σ ⊗ ξ) which induces the grading H = H+ ⊕H−. We
view ð as a Dirac family, ð : H± → H∓ and we use the notation
ð =
(
0 ð−
ð+ 0
)
When n = 2l + 1 there is no natural Z2 grading.
In the case of even dimensional fibres the operator ð+ : H+ → H− defines a Fredholm index
problem
ind(ð+) = ker(ð+)− coker(ð+) = ker(ð+)− ker(ð−).
The latter equality follows from the self-adjointness of ð. The problem is again that over B the
dimension of ker(ð+) may vary. We introduce a method to stabilize ð+ smoothly so that the
cokernel part of the index problem becomes topologically trivial. We replace M by M ∪ B by
adding one point qb to each fibre Mb of p : M → B. We also replace the bundle FΣ ⊗ ξ by a
bundle which coincides with FΣ ⊗ ξ over M and whose fibre at qb is the Z2 graded vector space
V = V + ⊕ V − for V + = CN and V − = 0. The space of smooth sections of this bundle is denoted
by H′ξ and it is considered as a bundle over B with infinite dimensional fibres and there is an
obvious identification
H′ξ = Hξ ⊕ C∞(B,CN ).
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One can construct a linear injection Ψ : CN → H− such that the basis {ei} of Cn maps to smooth
sections ψ−i of H
− for 1 ≤ i ≤ N and if P denotes the projection onto ker(ð−), then P (b)ψi(b)
spans ψi(b) for each b ∈ B. Then we define a family of smoothing operators RΨ acting on H′ by
the formulas
RΨψ =
∑
i
ei(ψi, ψ) if ψ ∈ H and RΨei = ψi,
where we view ei as a global frame b 7→ Cn. The operator RΨ is odd with respect to the grading
and symmetric. Then we define ðΨ = ð + RΨ. This has the components ð+Ψ : H
+ ⊕ CN → H−
and ð−Ψ : H
− → H+ ⊕ CN .
The kernel of ð− is finite dimensional and therefore we can choose N large enough so that the
cokernel of ð+Ψ(b) is zero dimensional. The difference bundle [Ker(ð
+
ψ )]− [B × CN ] in K-theory is
independent of the choice of Ψ and N . Thus,
ind(ð+) = [Ker(ð+ψ )]− [B × CN ] (9)
is a well defined element in the group K0(B) and it is called the index bundle of even Dirac families.
The geometric setup for the index problem of Dirac families is due to Bismut, [14], the smooth
stabilization of the index bundle was done in [7], see also [11].
2.3.5. Super Connections. Next we develop a Chern-Weyl theory for stabilized index
bundles of type (9) in de Rham cohomology. Superconnection is a tool to study study these
classes. The case of Dirac families is a standard example of the following but the methods of
2.3.5-6. can be applied for other Fredholm families as well.
Consider a Z2 graded complex vector bundle ξ = ξ+ ⊕ ξ− over a compact manifold M . The
space of Λ(M) valued smooth sections of ξ is the Z2 graded vector space
Λ(M, ξ) = C∞(M,Λ(M)⊗ ξ) = Λ(M, ξ)+ ⊕ Λ(M, ξ)−
and the grading is defined by
Λ(M, ξ)± = Λeven(M, ξ±)⊕ Λodd(M, ξ∓).
Denote by χ the involution associated to the grading, i.e. χ =
(
1 0
0 −1.
)
. Let Λ(M,End(ξ)) denote
the algebra of smooth sections C∞(M,Λ(M) ⊗ End(ξ)). Then χ can be seen as an involution of
the algebra Λ(M,End(ξ)). This algebra is splitted into an even component with commutes with
χ and an odd odd component which anticommutes with χ. We write
Λ(M,End(ξ)) = Λ(M,End(ξ))+ ⊕ Λ(M,End(ξ))−.
Then Λ(M,End(ξ)) becomes a Z2 graded complex algebra:
Λ(M,End(ξ))± · Λ(M,End(ξ))∓ ⊂ Λ(M,End(ξ))− and
Λ(M,End(ξ))± · Λ(M,End(ξ))± ⊂ Λ(M,End(ξ))+.
Such an algebra is usually called a superalgebra. The supertrace of Λ(M,End(ξ)) is defined by
sTr(A) = Tr(χA) = Tr(A++)− Tr(A−−),
where A++ and A−− are the diagonal blocks with respect to the grading. Notice that sTr is a
C∞(M) linear map Λ+(M,End(ξ)) → Λ∗(M). The subspce Λ−(M,End(ξ)) does not contribute
because it is off-diagonal with respect to χ.
Now consider a case when ξ is not graded. Then we introduce a formal symbol χ with χ2 = 1
which anticommutes with the differential 1-forms whereas commutes with the endomorphisms of
the bundle ξ. The algebra Λ(M,End(ξ)) is Z2 graded, in this case the the symbol χ is odd as well
as the differential 1-forms whereas endomorphism of ξ are even. The supertrace is defined by
sTr(α+ χβ) = Tr(β).
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Now sTr is a C∞(M) linear map Λ(M,End(ξ))→ Λ∗(M).
In both, even and odd formalism, we define a superconnection as an odd operator, A ∈
Λ(M,End(ξ)) which satisfies Leibniz’s rule
A(αν) = (d · α) ∧ ν + (−1)kα ∧Aν
if α ∈ Λk(M) and ν ∈ Λ(M, ξ). In a local coordinate chart U which trivializes ξ ⊗ Λ(M), a
superconnection is an operator of the form
A = d⊗ 1 +
∑
i≥0
ω[i] ⊗Ai
where ω[i] is a differential form of degree i and Ai is an even (odd) endomorphism if i is odd
(even). Thus, the component with i = 0 is an odd endomorphism and the component with i = 1
is a connection of ξ.
2.3.6. Chern-Weyl Theory for Index Bundles. Here we consider the case of Z2 graded
vector bundle ξ which we allow to have infinite dimensional fibres. The Chern character form of
the superconnection A is the differential form on B defined by
ch(A) = sTr(exp(−A2)).
We fix a smooth family of superconnections, At : R → Λ(B,End(ξ)) so that the super Chern
character remains well defined in the homotopy. Then the following transgression formula shows
that the cohomology class of ch(A) is independent of t
d
dt
ch(At) = dη, η = sTr
(dAt
dt
eAt
)
. (10)
In this sense the superconnections behave exactly as connections and we can develop Chern-Weyl
theory for an arbitrary superconnection.
Let Q ∈ C∞(M,End(ξ)) be a self adjoint odd endomorphism so that its heat operator e−Q2 is
traceclass and Q is of the form
Q =
(
0 u∗
u 0
)
.
We suppose that coker(u) has a constant rank. Therefore, there is a well defined index problem in
K-theory, ind(Q) = ker(u)− coker(u). Otherwise, we can always stabilize the problem. We denote
by ξ±0 and (ξ
±
0 )
⊥ the ker(Q) and im(Q) subbundles of ξ±. These are orthogonal complements to
each other because Q is self adjoint. The restriction of u on (ξ+0 )
⊥ defines a bundle isomorphism
(ξ+0 )
⊥ → (ξ−0 )⊥.
Fix connections ∇± on ξ± and denote by ∇ the direct sum connection on ξ. Then we have a
superconnection whose only nonzero component is the connection of ξ, A = ∇. Then,
ch(A) = ch(∇+)− ch(∇−) = ch(∇+0 ) + ch(∇+0 )⊥ − ch(∇−0 )− ch(∇−0 )⊥
= ch(∇+0 )− ch(∇−0 ) = ch(ind(Q)).
Therefore, we have found a representative for the characteristic class of the index bundle. Now the
difficulty is that this formula does not give explicit formulas for the characteristic classes.
We choose the the family of superconnections At = tQ+∇. In the limit t→∞ the terms Q2
push the connection on the subspace of B where the index bundle is located. This limit exists and
the following expression of the character is known
limt→∞ch(At) = ch(P0∇P0), (11)
where P0 is the projection on the subbundle ker(Q). Since the restiction of ∇ onto the finite
dimensional kernel subbundle is complicated to find in general, this formula is not very useful.
There is a better answer in the case of even Dirac families.
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The superconnection formalism was developed by Quillen [79] and applied for Dirac families
by Bismut [14]. The proof for the convergence of (11) for Dirac operators is from [14]. An easier
proof for more general families can be found in [12].
2.3.7. Characteric Class of the Dirac Index Bundle. Consider the case of smooth
fibration of spin manifold with even dimensional spin manifolds as fibres as in 2.3.4. Next we
study the zero time limit of the superconnection. This limit becomes calculable if one adds a two
form term to the even Chern character,
At = tð+ ∇ˆ+ 1
4t
c(T ), t > 0
where T ∈ Λ2(THM) is the curvature of the horizontal connection ∇H on M . Locally T =∑
ij Tijdxi ∧ dxj where the components Tij are antisymmetric matrices and the Clifford action is
defined by c : T → ∑ij 12Tijγiγj . The curvature of this superconnection behaves nicely and has
a similar form as the square of a Dirac operator. The limit is calculable by taking an asymptotic
expansions of the heat kernel of the heat operator exp(A2t ), [14], [11].
Since the curvature forms do not represent integral cocycles, one might want to normalize the
characteristic forms. We set an operator acting on the space of differential forms by
ϕ : Λ∗(B)→ Λ∗(B), ϕ(Ω) = (2pii)−deg(Ω)2 Ω.
The Chern character in integral cohomology is equal to
ch(Ind(ð)) = lim
t→0
ϕch(At) = (2pii)
−n2 ϕ
∫
M/B
Aˆ(TVM) ∧ ch(H) ∈ HevendR (B,Z), e
where ch(H) is the Chern character of the connection ∇ˆ. This is the Atyah-Singer index index
theorem for families which was first derived in [7]. If the base space B is a point, then the formula
restricts to the usual index formula for Dirac operators [5]
Ind(ð) = (2pii)−
n
2
∫
Z
Aˆ(M) ∧ ch(ξ) (12)
which computes the analytic index, i.e., the numerical value of the Dirac operator.
2.3.8. Index of the Odd Dirac families. Consider a self adjoint family of odd Dirac
operators ð. Then the map j ◦ ind ◦ α of 2.2.3. defines an index bundle for the suspended family
α(ð) on T × B. The Chern character of the index bundle gets values in HevendR (T × B) but the
cohomology class localizes on HevendR (ΣB) since we can view α(ð) as en element in K0(ΣB), recall
2.2.3. Then we define the Chern character in K1 theory to be the left vertical group homomorphism
in
K1(B)
j◦ind◦α //
ch

K0(T×B)
ch

HodddR (B)
Σ // HevendR (ΣB).
Therefore, ch([A]) = Σ−1(ch(j ◦ ind ◦ α(A))). The inverse of the suspension in cohomology is the
composition
Heven(ΣB)
p∗−→ Heven(T×B) /α−→ Hodd(B)
where p : T × B → ΣB is the projection and /α is the slant product over the generator α of the
1-cohomology on the circle.
We start by defining a Dirac suspension [65]. Consider a smooth fibration of spin manifolds
M
p→ B with odd dimensional fibres as in 2.3.4. Let T2 ×M → Tφ × B denote a new smooth
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fibration with a typical fibre Tθ × Z and the projection is defined by p′(θ, φ, x) = (φ, p(x)). We
make the cicle Tφ pi-periodic and we choose Tθ to be 2pi-periodic. Let λ denote a complex line
bundle with Chern class equal to 1 in H2(T2). More precisely, one identifies (θ, 0, exp(iθ)v) and
(θ, pi, v) in T2 × C. The connection and its curvature can be chosen by
∇λ = d+ i
φ− 12
pi
dθ, Fλ = − i
pi
dθ ∧ dφ.
Then the Dirac operator coupled to this connection is defined by
ðφ = −i∂θ +
φ− 12
pi
.
Notice the spectral flow around the circle. The spinor module in the dimension dim(Z)+1 = n+1
becomes a direct sum Σ+⊕Σ− where Σ± are both isomorphic to the spinor module for the original
Dirac family. Then we set
ð′φ,x =
(
0 ðφ + iðx
ðφ − iðx 0
)
.
The spectrum of the ðφ part is easily accessible and one checks that there is a neighborhood of
{0}×B where ð′φ,x is invertible. Thus, the index bundle ind(ð′) vanish there and its K-theory class
lies in the image of j : K0((0, pi)×B)→ K0(Tφ ×B). Moreover, one checks that the operators
α
( ð
(1 + ð2) 12
)
and
ð′
(1 + (ð′)2) 12
are homotopy equivalent over (0, pi) × B. It then follows that the index bundle j ◦ ind ◦ α(ð) in
K0(T×B) is equal to the index bundle ind(ð′). Then,
ch(ind(ð)) =
i
2pi
∫
Tθ
ch(ind(ð′φ,x))
where we have applied the inverse suspension in de Rham cohomology.
The superconnection analysis of 2.3.5-6. can be applied in this case as well. We define the
Bismut superconnection
A′ = ð′ + A[1] − idφ ∂
∂φ
+ A[2] ⊗ Γ.
where we have used Γ =
(
0 i
−i 0
)
. We also denote by A the natural superconnection of ð ⊗ Γ.
The supercurvature is
(A′)2 = (ð′)2 + (A[1] + A[2] ⊗ Γ)2 − i 1
pi
dθ ∧ dφ.
This is a superconnection of an even Dirac family and we can set a scaled superconnection as in
2.3.6. and apply the limit t→ 0. This gives immediately
ch(ind(ð)) =
i(2pii)−
n+1
2
2pi
∫
Tφ
ϕ
∫
M×T2/B×Tφ
Aˆ(TVM ⊗ TTθ) ∧ ch(H λ)
=
i(2pii)−
n+1
2
2pi
∫
Tφ
ϕ
∫
M×T2/B×Tφ
Aˆ(TVM) ∧ ch(H) ∧ ch(λ)
= (2pii)−
n+1
2 ϕ
∫
M/B
Aˆ(TVM) ∧ ch(H).
where we used ch(λ) = 1 − ipidφ ∧ dθ. This is an integral cocycle, since the normalization of the
inverse suspension is chosen accordingly. On the other hand this form is equal to the zero time
limit of the odd chern character applied to the superconnection tχð+∇+ 14tχc(T ) which is applied
Directly to the odd family ð without going to suspensions in K-theory [15].
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3 Gerbes and Twisted K-Theory
3.1 Dixmier-Douady Class
3.1.1. A gerbe is a topological realization of a cohomology class in H3(M,Z) in a way a complex
line bundle is a realization of a class in H2(M,Z). If {Ui} is an open good cover of X, then any
complex line bundle is isomorphic to one which restricts to the cartesian product Ui × C on each
component of {Ui} and these trivial pieces are glued together in each nonzero intersection Uij with
a transition map Uij → T. Then consistency conditions imply that these local maps are Cech
cocycles with values in the sheaf of smooth T-valued functions. Moreover, isomorphism classes of
bundles correspond to cohomolocy classes of the cocycles. A groupoid can be viewed as a collection
of line bundles on M , one for each nonzero intersection λij → Uij . These are related by bundle
isomorphisms φijk : λij ⊗ λjk → λik on each Uijk. Thus, the local bundles do not patch together
to form a bundle over M because the transitions are only defined up to an equivalence. The maps
φijk : Uijk → T define a Cech cocycle which is a consequence of the cocycle relations for λij . In
a similar way, one can replace the local line bundles by local equivariant line bundles and discuss
the obstruction of sewing them together in terms of some equivariant cohomology theory.
Here we take a very general approach in the context of Lie groupoids, [9], [10], [84]. However,
since everything is assumed to be smooth the gerbes in the purely topological framework is not
discussed in the following. Moreover, for simplicity, we assume that the Lie groupoids are com-
pact. Geometrically gerbes associated to the groupoid cohomology groups H2(Γ•,T) are classified
by Morita equivalent classes of Lie groupoid extensions. We do not bring up this issue since it is
not applied in the works related to this introduction. The Lie groupoid theory is general enough
to include smooth equivariant and orbifold models as well as differentiable stacks. The orbifold
models and differentiable stacks are out of scope of this work but we choose to work in this gen-
eral setup because it allows us to define the transition rules of equivariant gerbes and equivariant
Fredholm families explicitly in a chosen cover. This is essential in [H3].
3.1.2. Cohomology of Lie Groupoids. A groupoid Γ ⇒ M is called a Lie groupoid if its
space of objects M and the space of arrows Γ are smooth manifolds, the source and target maps,
s, t : Γ→M are submersions and the structure maps (compositions and identity assigning maps)
are smooth. We use the symbol Γ(p) to denote the smooth manifold of composable sequences of
length p if p ≥ 1 and Γ(0) = M . There are p+1 canonical maps ∂i : Γ(p) → Γ(p−1) so that ∂0 ignores
the left arrow, ∂p+1 ignores the right arrow and ∂i is the composition of i’th and i+ 1’th arrow for
all 1 ≤ i ≤ p. Then the sequence Γ• forms a simplicial manifold. The operator ∂ : Γ(p) → Γ(p+1)
is defined by ∂ =
∑
i(−1)i∂i.
For any abelian sheaf in the category of manifolds F there are sheaf cohomology groups for
a Lie groupoid. Let F p denote a small sheaf induced by F on Γ(p). Then we choose injective
resolutions F p → Ip•. Associated to the maps ∂∗ : F p → F p+1 there are sheaf homomorphisms
Ip• → Ip+1•. This defines a double complex I•(Γ•) whose total cohomology groups, Hk(Γ•, F ),
are the cohomology groups of the groupoids with values in the abelian sheaf F . We shall use the
abelian sheaves T, R of T and R valued smooth functions and also sheafes of constant R and Z
valued functions.
Recall that a sheaf cohomology of a compact space X associated to an injective resolution is
isomorphic to a Cech cohomology computed from an open cover {Ui} of X which is acyclic for the
sheaf F . More precisely, the Cech cohomology groups Hi(Ui1···ik , F ) are trivial for all i > 0 and
for any intersection Ui1···ik of the components of {Ui}. The cohomology groups associated to the
Cech resolutions are useful in practical computations.
We can also apply the de Rham complex in the case of coefficients in the field R. The exterior
derivative defines a map d : Λk(Γ(p)) → Λk+1(Γ(p)). We can use this with the coboundary ∂∗ :
Λk(Γ(p)) → Λk(Γ(p+1)) to construct a double complex. The total cohomology of this complex is
the de Rham cohomology of Γ, HkdR(Γ) = H
k(Λ•(Γ•)). The de Rham theorem is still valid in the
form
HkdR(Γ
•) ' Hk(Γ•,R).
We call a cocycle in de Rham theory an integral cocycle, if it maps under this isomorphism into
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the image of the canonical map Hk(Γ•,Z)→ Hk(Γ•,R). The cup product in groupoid cohomology
can be described explicitly in the level of differential forms. Let a ∈ Λk(Γ(p)) and b ∈ Λl(Γ(q)).
Then a ^ b is the cocycle
a ^ b = (−1)kppi∗pa ∧ pi∗q b,
where pip and piq are the obvious projections from Γ
(p+q) onto Γ(p) and onto Γ(q). The cup product
is associative.
A fundamental property of the groupoid cohomology is the equivalence of cohomology groups
under Morita equivalence of Lie groupoids. The Lie groupoids Γ and ∆ are Morita equivalent if
there is a Γ-∆-bitorsor Q, i.e.
Q is a smooth manifold,
there are smooth maps: Γ(0)
τ←− Q σ−→ ∆(0),
a left action of Γ on Q and a right action of ∆ on Q and the actions commute,
Q is a left Γ-torsor over ∆(0) and Q is a right ∆-torsor over Γ(0).
Morita equivalence is an equivalence relation.
3.1.3. On the Cohomology of Action Groupoids. Let G be a compact Lie group acting
smoothly on a compact manifold M and G×M ⇒M is the transformation groupoid. Let GnM
denote the groupoid. The source and target maps are defined by s(g, x) = x and t(g, x) = gx and
the product by (g, hx) · (h, x) 7→ (gh, x).
Next we consider a sheaf T and the cohomology of an action groupoid. Suppose that there is a
G-invariant cover {Ui} of M so that the Cech cohomology groups Hi(
∐
k Vk,T) are trivial for all
i > 0. This is the case, for example, if each component Ui is a contractible set. Then we define a
Lie groupoid
Γ =
∐
ij
G× Uij ⇒
∐
i
Ui (13)
with the structure maps defined in each component of the coproduct by s(g, xij) = xj and
t(g, xij) = (gx)i. We use the subscript to denote in which component the elements of M are
evaluated. The product is defined for any composable pairs of components of Γ by
(g, (hx)ij) · (h, xjk) = (gh, xik).
The Lie groupoids G n M and Γ are Morita equivalent. The map φ which sends the arrow
xi → (gx)j in Γ(1) to the arrow x→ gx in (GnM)(1) is a strict homomorphism of Lie groupoids,
i.e.
φ(g, (hx)ij) · φ(h, xjk) = φ(gh, xik).
There is always a canonical Morita equivalence between the groupoids if the strict homomorphism
exists [84]. The Morita bitorsor is defined by
Q = {(x, z) ∈
∐
i
Ui × (GnM) : φ(x) = t(z)}
with τ(x, z) = x, σ(x, z) = s(z) and the actions by
γ . (x, z) = (t(γ), φ(γ) · z) and (x, z) / z′ = (x, z · z′).
The cohomology of the action groupoid G n M with coefficients in R is isomorphic to the
equivariant cohomology H∗G(M) [8]. Since M is compact, the equivariant cohomology can be
computed using the Cartan or Weyl model [41]. Equivalently we can compute the cohomology from
the Morita equivalent groupoid (13). Now we can choose a cover of N (0) =
∐
i Ui of Γ
(0) which
consists of just one set and this cover makes the Cech resolution for T acyclic by our assumption.
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We are working with compact Lie groupoids and all Γ(k) are compact smooth manifolds. We choose
good covers {N (k)i } for all the manifolds Γ(k). The double complex associated to the chosen Cech
resolutions is the diagram
· · · · · · · · ·
C∞(Γ(0),T)
δ
OO
// ∏
ab C
∞(N (1)ab ,T)
δ
OO
// ∏
ab C
∞(N (2)ab ,T)
δ
OO
// · · ·
C∞(Γ(0),T)
δ
OO
// ∏
a C
∞(N (1)a ,T)
δ
OO
// ∏
a C
∞(N (2)a ,T)
δ
OO
// · · ·
(14)
The horizontal lines are induced from the isomorphisms to the injective resolution and the choice
is not unique. However, the cohomology groups associated to different choices are isomorphic.
Consider a cocycle t ∈ H1(Γ•,T). Its component in the first column is necessarily equal to the
unit. Therefore the only nontrivial component is t0,1 ∈
∏
a C
∞(N (1)a ,T). Since δ(t0,1) = 1 it
follows that t0,1 can be considered as a globally defined function Γ
(1) → T. The cohomology of
this cocycle determines an equivariant line bundle over M . This follows from the isomorphism
of groups H1(Γ•,T) ' H2G(M,Z) and from the fact that the latter classifies the G-equivariant
bundles on M .
We can also consider a similar setup with T replaced by PU(H) and in this case a gerbe over
a transformation groupoid defines a cocycle which we can treat as a function g : Γ(1) → PU(H).
The cocycle relation is ∂∗(g) = 0, i.e.
gij(g, hx)gjk(h, x) = gik(gh, x).
Therefore, under the assumption of a G-invariant cover for which the higher Cech cohomology
groups of
∐
i Ui are trivial, we have a simple description for the gerbe cocycle.
3.1.4. Groupoids on Compact Manifolds. Let {Ui} denote a good cover of M . The
groupoid Γ =
∐
ij Uij ⇒
∐
i Ui has the structure maps s(xij) = xi and t(xij) = xj . The product
is xij · xjk = xik. This groupoid is Morita equivalent to M ⇒M since this case coincides with the
action groupoid case of 3.1.3. when G is the group of one element.
The Dixmier-Douady classes all arise from the following groupoids∐
ij
λij ⇒
∐
i
Ui
so that λij are line bundles over Uij . We take trivialization of λij over Uij and then we set the
structure maps by s(xij , µ) = xj and t(xij , µ) = xi and the product by
(xij , µ)(xjk, µ
′) = (xik, µµ′fijk(x)),
where fijk is the Dixmier-Douady class, f ∈ H2(Γ•,T). In this case the groupoid cohomology is
isomorphic to the Cech cohomology and therefore in the following we apply Cech cohomology for
the groupoids on smooth manifolds. The product is convenient to view as a bundle isomorphism
λij ⊗ λjk → λik.
3.1.5. Connections on Gerbes. A unitary connection of a gerbe on a manifold, 3.1.3., is a
collection of connections ∇ij on λij over Uij such that
∇ji = ∇−1ij on each Uij .
If fijk : Uijk → T are the components of the Dixmier-Douady class, then ∇ijkfijk = 0
where ∇ijk is the connection on the tensor product λij ⊗ λjk ⊗ λ−1ik induced by the
connections ∇ab.
There are ωi ∈ Λ2(Ui) such that ωi − ωj = (∇ij)2 on each Uij .
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The forms always ωi exists because (ωij)
2 are cocycles in Cech de Rham double complex and
because of the acyclisicy of the Cech forms. The representative of the Dixmier-Douady class of the
gerbe in de Rham cohomology, is the closed form Ω ∈ Λ3(M) which is locally defined by
2piiΩ|Ui = dωi. (15)
This is indeed a globally defined form because on the intersections dωi − dωj = d(∇ij)2 = 0. If
∇′ij is another choice of a connection, then the associated form Ω′ is equal to Ω in cohomology.
3.2 Hamiltonian Quantization and Gerbes
3.2.1. Hamiltonian quantization can be viewed as a process which creates multiparticle systems
in quantum field theory from classical single particle problems. Then the usual goal is to develop
a scattering theory and study physical interactions. Often one studies fermions which are sections
of a spinor bundle and the field operator is the Dirac operator which is coupled to some external
potential. Gauge symmetry under an action of a Lie group is fundamental. The quantization can
be also viewed as a process to create highest weight positive energy representations (multiparticle
system) from basic finite dimensional representations without the highest weight property (single
particle system).
Over the unit circle T the usual gauge symmetry group is the loop group LG = C∞(T, G), the
group of smooth loops in G. In one dimensions, one considers spinor bundle tensored by a gauge
bundle and a symmetry group LG acts by a pointwise multiplication over T. In the quantized
theory, the action of LG is implemented to a nontrivial representation on the multiparticle Fock
spaces. In fact, this gives a projective representation of LG or a true higehst weight representation
of the central extension LˆG. Therefore, the cohomology enters to this picture: any such extension
is determined, up to an equivalence, by a class in the group cohomology group H2(LG,T). In
physics literature, the cocycle is called a commutator anomaly. There are topological consequences
of the anomaly. The interesting space in a gauge field theory is the orbit space under the gauge
group action in the space of potentials. In the quantized theory the central extension cocycles enter
into the picture by modifying the transition rules of the bundle of the multiparticle states over
the orbit space as the centrally extended transitions are naturally PU(H) valued. Topologically,
this may create a gerbe. In the following we describe this explicitly and study conditions for the
appearance of the gerbe.
3.2.2. Fock Space. Let H be an infinite dimensional complex Hilbert space. An associative
algebra A over C is a canonical anticommutation relations algebra (CAR) over H if there is an
antilinear mapping H → A such that a(f) : f ∈ H generate a unital C∗-algebra A which fulfills
{a(u), a(v)} = 0 and {a(u), a(v)∗} = 〈u, v〉1, u, v ∈ H.
The CAR algebra is unique up to C∗-algebra isomorphism.
Consider a polarization H = H+ ⊕ H−. Denote by |0〉 a vacuum vector in the Fock space F
such that
a(u)|0〉 = 0 = a∗(v)|0〉 for all u ∈ H+, v ∈ H−.
The basis of a Fock space can be defined by
a(ui1) · · · a(uik)a∗(uj1) · · · a∗(ujl)|0〉, for uiν ∈ H−, ujν ∈ H+.
Let H = H+i ⊕ H−i denote two polarizations, i = 1, 2, and Pi : H → H+i the projections. Then
Shale-Stinespring theorem says that the vacuum reprsentations of CAR associated to P1 and P2 are
unitarily equivalent if and only if P1−P1 is a Hilbert-Schmidt operator. A unitary transformation
g is implementable on a Fock space if there is a unitary operator gˆ in F such that
gˆa(u)gˆ−1 = a(gv) and gˆa∗(u)gˆ−1 = a∗(gv)
for all u ∈ H. If a Fock space is associated to a projection P onto positive states, then a unitary
g is implementable if and only if [P, g] is a Hilbert Schmidt. This is called Segal’s quantization
criterion [75].
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If H is polarized we denote by Ures the group of unitary operators on H such that [P, g] is a
Hilbert Schmidt. It has a representation theory on the Fock space. However, as usual in quantum
field theory, one needs to introduce a normal ordering for the action on the Fock space states. Then
the representation is projective or a true representation of the T extension Uˆres. Its Lie algebra
uˆres = ures ⊕ C is equipped with the commutator
[X + λ, Y + µ] = [X,Y ] + c(X,Y ), c(X,Y ) =
1
4
Tr ε[ε,X][ε, Y ]
for all X,Y ∈ ures, λ, µ ∈ C and ε is a sign operator, with eigenvalues ±1 on H±. c is a nontrivial
Lie algebra cocycle, [75].
3.2.3. On Loop Groups. Let G be a simple Lie group. We set lg = C∞(T, g) and lg0 is
the algebraic Lie algebra consisting of trigonometric polynomials with values in g. In the following
we study representations of LG on a complete locally convex vector spaces on which LG acts
continuously and C-linearly. Moreover, we assume that the smooth vectors are dense. v ∈ H is
smooth if the map LG→ H given by γ 7→ γv is smooth.
The interesting representations of LG are projective, i.e. there is a group cocycle c : LG×LG→
C× such that pi(γ)pi(γ′) = c(γ, γ′)pi(γγ′). The circle group T acts on the loops by rotation,
tθγ(θ
′) = γ(θ′ − θ) for all γ ∈ LG. Suppose that there is a representation ϕ of LG which behaves
under the conjugation of rotations by rθϕ(γ)r
−1
θ = ϕ(tθγ). We denote by rθ a representation of
the rotation group. The action of T lifts to an action of LˆG. Therefore, the representation can be
viewed as a projective representation of the semi-direct product TnˆLG. The role of the rotation
group is that it determines a Z-grading of the representation space H. There is a dense subspace
H =
⊕
k∈ZH(k) so that t ∈ T acts on H(k) by t−k. The space H is called a finite energy subspace.
If H(k) = 0 whenever k < k0 for some k0 ∈ Z then the representation of TnˆLG on H is called a
positive energy representation. In fact, we can always multiply the action of T with any character
of T and put the positive energy condition in the form H(k) = 0 whenever k < 0. The following
holds for positive energy representations, [78].
An irreducible positive energy representation of TnˆLG is irreducible as a representation
of LˆG.
A representation of LˆG is irreducible and of positive energy if and only if it is generated
by a smooth cyclic vector ξ which is an eigenvector of b−lgC, the subalgebra of the
complexified algebra lgC consisting of vectors of the form
∑
k≥0 akz
−k with ak ∈ gC
and a0 ∈ b−gC.
Every positive energy representation is projective, completely reducible and unitary.
Every irreducible positive energy representation is of finite type: the subspaces H(n)
are finite dimensional.
The isomorphism classes of irreducible positive energy representations of TnˆLG are
parametrized by the set of antidominant highest weights. If lh is a Cartan subalgebra,
then a weight (n, λ, k) ∈ lh∗0 is antidominant if − 12k||hα||2 ≤ λ(hα) ≤ 0 for any positive
coroot hα in h. The lowest weights of irreducible representations are antidominant.
The weights of the algebra lh0 are the triples λ = (n, λ, k) where n ∈ Z is the eigenvalue of
the Lie algebra of the circle group, λ is the lowest weight of the finite dimensional Lie algebra
g ⊂ lg0 and k ∈ Z+ describes the action of the center. As mentioned above, the parameter n
can be shifted by modifying the action of the circle group and therefore the representations of LˆG
corresponding to lowest weights with different n are equivalent. As a consequence of the condition
for antidominant weight we see that if k is fixed, then there can be only finitely many antidominant
weights (0, λ, k).
In the case G = SU(n) the maximal torus can be chosen to be the subgroup of diagonal matrices
in SU(n) and then a character of a representation of the maximal torus is of the form
diag(t1, · · · , tn) 7→ tλ11 · · · tλnn .
The weight λ = (λ1, . . . , λn) ∈ Zn is defined up to integral multiple of (1, . . . , 1) since the Lie
algebra of the maximal torus consist of traceless diagonal matrices. Then (0, λ, k) is antidominant
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if and only if λ1 ≤ λ2 ≤ · · · ≤ λn and λn − λ1 ≤ k, see [78]. When n = 2 we can label the weights
by 1 independent parameter, the eigenvalue of the diagonal generator of the Cartan subalgebra.
Then, the antidominant weights corresponding to the level k = n are (0, λ, n) with 1 ≤ λ ≤ n.
Consider a loop group LG as a symmetry of a quantum field theory. Relevant examples are
quantum field theory in 1+1 dimensions and WZW conformal field theory. The loop group elements
all verify the Segal’s quantization criterion because the off diagonal blocks of smooth maps on a
unit circle are Hilbert Schmidt [24]. Therefore, the representation of LG on H = L2(T) ⊗ Cn,
where n is the dimension of the defining representation of G, can be implemented on the Fock
space. We choose H+ to be the subspace in H with strictly positive Fourier components. The
circle group acts on H+ and H− because it acts diagonally on the Fourier subspaces. Therefore
the action of T is quantized and we get a projective representation of T n LG on the Fock space.
There is a dense subspace in F which has the decomposition into eigenspaces of the action of T as
F =
⊕
n≥0
F (n) (16)
where F (n) is the subspaces where t ∈ T acts as multiplication by tn.
3.2.4. Fock Space Representation of LSU(n). In the main case of interest, G = SU(n),
every element in LG is a product of exponentials in lg and products of exponentials in lg0 is dense
in LG, [86]. Therefore, it is sufficient to demonstrate the representation of LG at the level of Lie
algebras which is much more convenient. We denote by lˆg0 the complexified central extension of
lg0, the affine Kac-Moody algebra of g, [47]. The linear basis of the Lie algebra lˆg0 is given by
{xj(n) := xje−inθ, c : n ∈ Z} where xj is the linear basis of gC and c is the central term. We
extend lˆg0 with a vector d = i∂θ. Clearly d is the infinitesimal generator of the rotation group.
The Lie algebra relations of lˆg0 ⊕ Cd are
[xi(n), xj(m)] = [xi, xj ](n+m) + knδn,−m(xi, xj) (17)
[d, xi(n)] = nxi(n)
[c, x] = 0 for all x ∈ lˆg0 ⊕ Cd
where (x, y) = tr(xy) is an invariant bilinear on g. The representations of LˆG embeds into the
representations of Uˆres, [19]. Using trace regularization techniques one checks that if X,Y ∈ lg0
which is a subspace is ures, then the cocycle c of 3.2.2. is equivalent to
〈X,Y 〉 = 1
2pii
∫
T
tr XdY
where tr denotes the matrix trace, [59]. We can write the first commutator in (17) by
[xi(n), xj(m)] = [xi, xj ](n+m) + k〈xi(n), xj(m)〉.
Therefore, a representation of a Kac-Moody algebra at level k embeds into a representation of the
complexification of ures associated to the cocycle k times the generator of H
2(ures,Z) ' Z.
Let {uj(n) = einθ ⊗ vj} denote the basis of L2(T)⊗ Cn. The basis of the Fock space is
a(ui1(n1)) · · · a(uik(nk))a∗(uj1(m1)) · · · a∗(ujl(ml))|0〉
so that nα ≤ 0 and mα > 0. Let rθ denote the representation of the rotation group on F . The
action on the vacuum vector is trivial. The basis introduced above is clearly diagonal with respect
to the action and we can write rθ = e
iDθ where D is self-adjoint. Now
rθa(u(n))r
−1
θ = a(tθu(n)) = e
inθa(u(n)).
Thus, [D, a(u(n))] = na(u(n)). Similarly one checks that [D, a∗(u(n))] = −na∗(u(n)). The pa-
rameter n in the orthogonal decomposition (16) is the eigenvalues of D.
As usual in the Fock space representations, we need to apply a normal ordering when giving
the representation operators of lˆg0 ⊕ Cd. We set
eij(n) =
∑
m>0
a(ui(n−m))a∗(uj(−m))−
∑
m≥0
a∗(uj(m))a(ui(m+ n)).
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If aij are matrix coefficients in the Lie algebra element x ∈ g, then we set ϕ(x(n)) =
∑
aijeij(n).
These operators satisfy
[ϕ(xi(n)), ϕ(xj(m))] = pi([xi, xj ])(n+m) + nδn,−m(xi, xj)
[D,ϕ(xi(n))] = nϕ(xi(n)),
and therefore, they define an irreducible positive energy representation of LG on F corresponding
to the parameteres (0, 1, λ) where λ is the lowest weight of the defining representation of su(n).
This representation is unitary.
3.2.5. Let M be a compact spin manifold of dimension 2n + 1. Consider a spinor bundle
tensored by a complex vector bundle ξ. Let A denote the space of connections on ξ. Then
ðA : A ∈ A is a family of Dirac operators over A. Let A0 ⊂ A × R be the subspace of pairs
(A, s) so that s is not in the spectrum of ðA. Every pair (A, s) defines a polarization to the
eigenspaces of ðA with eigenvalues of greater than s and its orthogonal complement. Then we
write HA = H+A,s ⊕H−A,s The Fock vacuum associated to this polarization is defined by
F(A,s) =
∧
H+(A,s) ⊗
∧
(H−(A,s))∗.
If t > s is another vacuum level, which is not in the spectrum of ðA, then
H+(A,s) = H+A,t ⊕ VA,s,t and H−(A,t) = H−A,s ⊕ VA,s,t
and
∧
VA,s,t⊗
∧
V ∗A,s,t is canonically isomorphic to Det(VA,s,t), the top exterior power line bundle,
and thus the following relation holds
F(A,s) ' F(A,t) ⊗Det(VA,s,t).
Then one can define projectivization of the Fock bundle PF over A which is independent of the
choice of the vacuum. Then we can fix a Hilbert bundle by choosing the vacuum continuously.
This is possible over A because it is an affine space and the obstruction cohomology class vanishes.
Let G denote the gauge group acting on the space A and the physical parameter space is the
quotient A/G. We assume that G is the group Ures or its subgroup. Then the action on the single
particle states is implemented to the action on the Fock space. We define a projective bundle
PF/G → A/G. The space A/G might have a complicated topology and it is no longer certain that
one can fix a vacuum and define a bundle of Hilbert spaces over A/G. Nontriviality of the bundle
PF/G is an obstruction to do this [19]. The Dixmier-Douady class arises as follows. We need to
choose the vacuum parameters locally so that the vacuum is locally defined. Let us choose {Ui}
and the numbers si so that si /∈ Spec(ðA) for any A ∈ Ui. Moreover, we choose the parametrization
such that si > sj if and only if i < j. Then the local Fock bundles with vacuum levels si over Ui
are well defined. On the double overlaps Uij there are relations
FUj ' FUi ⊗Det(Vsi,sj ) if i < j.
The space Vsi,sj is the finite dimensional (si, sj) spectral subspace of ð over Uij . These are locally
trivial bundles because there are no transitions of the eigenvalues throught si or sj . Then over the
triple overlaps we can set trivializations for the line bundles
Det(Vsi,sj )⊗Det(Vsj ,sk)⊗Det(Vsi,sk)−1.
These trivializations define components fijk : Uijk → T of a Cech cocycle whose nontriviality im-
plies an obstruction of the lifting problem. The cocycle is totally antisymmetric by construction.
If the quotient A/G is a smooth manifold, then we can see the obstruction as an integral class in
H3dR(A/G) by applying the Cech-de Rham double complex, [20].
3.2.6. Next we consider Hamiltonian quantization over the unit circle T. Let G be a simple,
simply connected and compact Lie group and A denote the smooth g-valued connection 1-forms
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on a circle. The symmetry group, ΩG, is the group of smooth based loops f : T → G with
f(0) = f(2pi) = 1. Then ΩG acts on A from the left by
(g,A) 7→ gAg−1 + gd(g−1) = Ag.
This action makes ΩG → A → G a principal bundle bundle with the projection map sending a
connection to its holonomy around the circle.
If we consider a Hilbert bundle over the quotient A/G then it is trivial by Kuiper’s theorem.
On the other hand we can define a nontrivial Cech cocycle getting values in a loop group, g ∈
H1(A/G, LG). If we construct an LG-bundle over A/G associated to this this cocycle and form an
associated Hilbert bundle by the standard representation of LG on one particle Hilbert spaces, then
the associated bundle is always trivializable. However, if we do the associated bundle construction
by a projective level 1 representation on a projective Fock space, as in 3.2.2, then the associated
bundle does not need to be trivial since PU(H) is not contractible. Therefore, the obstruction of
3.2.5. has to be a consequence of the nontriviality of the central extension class.
In the one dimensional case, the relationship can be described explicitly, [67], [68]. Topologically,
the central extension LˆG is a circle bundle over LG. If c ∈ H2(lg,C) denotes the class of a central
extension in the Lie algebra cohomology, then we can identify the Lie algebra elements with tangent
vector fields near the identity and realize c as a de Rham cohomology class in H2(LG,Z) which is
defined near identity by c/2pii and extended by left translation through LG. Then we can proceed
as in 3.2.5. and set the vacuum levels si and a cover Ui so that the Fock vacuums get well defined.
We choose sections si : Ui → p−1(Ui) of A p→ A/G. Let gij denote the ΩG valued transition
functions of the principal bundle A. Then sj = sigij . We pull back the connection forms to
define local 2-forms g∗ij(c/2pii) on Uij . Then we find the forms ωi and ωj over Ui and Uj so that
g∗ij(c/2pii) = ωi − ωj . Let Ω be a 3-form over G which is locally defined by dωi on Ui. Applying
the Cech-de Rham complex it is straightforward to check that the cohomoloy class g∗ij(c/2pii) is
equal to Ω which is the Dixmier-Douady class. Explicitly,
Ω = k
1
24pi2
(g−1dg)3
is k times the generator of H3(G,Z) if the projective representation of LG has the lowest weight
(n, k, λ) where n is arbitrary and λ is any lowest weight compatible with the level k.
3.2.7. Anomalies and Index Theory. The origin of the obstruction is the behavior of the
spectrum of the Dirac family over A. For example, if there was no spectral flow through zero,
then we could fix the vacuum value to zero everywhere and then the local determinant bundles
wouldnt enter to the model and the Hilbert bundle over A/G would be well defined and by Kuiper’s
theorem, isomorphic to a trivial bundle. On the other hand, if there is spectral flow through zero,
then we couldn’t do the splitting continuously. In the following we see how a gerbe is related to
the characteritic forms of the families index theorem in odd dimensions, [61]. This was originally
found in [20].
Consider a geometric fibration of odd dimensional compact spin manifolds as in 2.3.4. Denote
by ð0 = {(ð0)b : b ∈ B} a family of Dirac type operators acting on the space of smooth sections
H. Choose an open cover {Ui} of the base with the property that there are functions hi in C∞c (R)
(c for compactly supported) so that
ði = ð0 + hi(ð0) is invertible on Ui,
ha(ð0) is a smoothing operator,
If Uab 6= ∅ then [ða,ðb] = 0.
If Uij 6= ∅, then the eigenvalues of the operators ðj |ðj |−1 − ði|ði|−1 over Uij are 2, 0,−2. Let P+−
be an orthogonal projection onto the −2 eigenspace and P−+ onto the +2 eigenspace. Then we
define the finite dimensional vector bundles
λij = det(Im(P−+))⊗ det(Im(P+−))−1.
The choice of hi can be done so that these bundles corresponds to the determinant line bundles
in the quantization problem 3.2.5. Suppose that {Ui} is an open cover and si are positive real
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numbers so that si are not in the spectrum of ðA for any A ∈ Ui and i < j if and only if si > sj .
The Dirac spectrum of each ðA is discrete and does not have limit points, therefore we can find
hi so that it maps each positive number in [0, si) to a negative real number such that ði coincides
with ð|Ui in the spectral subspace (si,∞) over Ui. We choose hi’s so that they are nonzero only
in a finite subset of R and therefore hi(ð) are smoothing operators. Then over Uij the subspaces
Im(P−+) consists of the eigenstates where ðj is positive and ði negative, and equivalently, ð|Uj
has an eigenvalue larger than sj and ð|Ui has an eigenvalue smaller than si. If i < j and so si > sj
this space is Vsi,sj in the notation of 3.2.5. Otherwise, it is empty. Therefore, the determinant line
bundles of 3.2.5. and λij above are the same bundles.
Consider the Bismut superconnection
At = tχð+ ∇ˆ+ 1
4t
χc(T ).
Recall the definition of the η-form (10). The η-forms have an asymptotic expansion as t → 0.
Moreover, the following integral is convergent, [61]
η˜a = LIMt→0
1√
pi
∫ ∞
t
sTr(
dAt
dt
e−A
2
t )dt ∈ Λeven(Ua).
where LIMt→0 is the renormalized limit at t → 0, which picks the zeroth component in the
asymptotic expansion [11]. The transgression formula (10) then gives
dη˜a = LIMt→0
1√
pi
sTr
(
e−A
2
t
)
(18)
which is the Chern character form above localized on Ua.
For a moment we take B to be a point and thus we have a spin bundle over an odd dimensional
spin manifold Z. Then we suppose that there is an invertible self-adjoint operator ∂ acting on a
hermitian vector bundle with a connection ∇ξ over B. Let P± to be the orthogonal projections
onto its positive and negative spectral subspace. Then the two form part of the η˜-form associated
to the superconnection At = tχ∂ +∇ξ simplifies to
η˜(2) = −1
2
(Tr((P+∇ξP+)2 − (P−∇ξP−)2))
Back in the infinite dimensional setup, 2.3.4., we can define η˜ forms on Uij and it is then natural
that the two forms satisfy
η˜
(2)
j − η˜(2)i = −Tr((P−+∇ˆP−+)2 − (P+−∇ˆP+−)2).
We equip each λij with a connection induced by P−+∇ˆP−+ and P+−∇ˆP+−. Then, if Fij denote
its curvature we get
ϕ(η)
(2)
j − ϕ(η)(2)i = −
Fij
2pii
.
Then according to (15) and (18) the Dixmier-Douady class of the gerbe is
(2pii)−n/2(ϕ
∫
Z
Aˆ(TVM) ∧ ch(H))(3) ∈ H3dR(B,Z).
This form is just the three form in the odd Cern character of 2.3.8. The construction is independent
of the choice of hi up to equivalence of of gerbes. Furthermore, if {U ′i} is another cover then going
to refinements one gets isomorphic gerbe and connection. Therefore, we see that if the three
cohomology of the base space is torsion free the obstruction of quantization can be solved using
the index theorem.
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3.3 Twisted K-Theory
3.3.1. The group PU(H) of projective unitary transformations equipped with a strong operator
topology acts on Fred(i) by conjugation for i = 0, 1. We can therefore glue together local families
of Fred(i) operators with a cocycle g ∈ H1(X,PU(H)). This allows to twist K-theory groups by
a cohomology class of a gerbe on manifolds, see [35], [80], [4], [18]. We introduce twisted K-theory
groups for Lie groupoids following [84].
Consider a compact Lie groupoid Γ⇒ X with a nonzero cohomology H2(Γ•,T) or equivalently
H3(Γ•,Z). Let f ∈ H2(Γ•,T). There is a canonical left inverse which gives a class H1(Γ•, PU(H))
from any class in H2(Γ•,T). Given g ∈ H1(Γ•, PU(H)) there is a principal PU(H) bundle P → X
over the groupoid Γ⇒ X. Then there is an associated bundle
Fred(i)(f) := P ×PU(H) Fred(i) → X
for i = 0, 1. The action of PU(H) on Fred(i) is by conjugation. We denote by Ξ(i)(f) the space of
continuous Γ-invariant sections of the bundle Fred(i)(f) where the topology in Fred(i)(f) is the
norm topology. The twisted K-theory groups are defined by
Ki(Γ•, f) = {[Q] : Q ∈ Ξ(i)(f)}
for i = 0, 1. [Q] denotes the homotopy class of Q. Recall that the space Fred
(1)
Ψ is homotopy
equivalent to Fred(1). Therefore, we can equivalently consider the group K1(Γ•, f) to be classified
by the homotopy classes of unbounded operators.
Twisted K-theory is not usually a ring. However, there is a product
Ki(Γ•, f)⊗Ki(Γ•, f ′)→ Ki+j(Γ•, f + f ′)
so twisted K-theory is a module for the usual K-theory. The Bott periodicity Ki(Γ•, f) '
Ki+2(Γ•, f) holds as well as Mayer-Vietoris sequences extend to this formalism, [84].
We discuss two cases relevant to the papers [HM] and [H3]. In the pure manifold case, let
Γ =
∐
ij ⇒
∐
i be a groupoid such that {Ui} is a good cover. Then any PU(H)-bundle trivializes
over {Ui} and the twisted K-theory groups are realized by local families of Fred(i) operators over
Ui which transform according to si(x) = gij(x)sj(x)g
−1
ij over Uij if gij are components of a Cech
cocycle H1(M,PU(H)). So in this case, the twisted K-theory is given by sections of a Fredholm
operator bundle associated to a PU(H) bundle by the conjugation action.
Consider a transformation groupoid which is Morita equivalent to Γ =
∐
ij G × Uij ⇒
∐
i Ui.
Thus, we have a cover Ui which is G-invariant. Then the twisted K-theories are realized by local
Fred(i) families which transform under the conjugations by the groupoid on Uij as
Qj(gx) = gij(g, x)Q
i(x)gij(g
−1, gx)−1.
where the cocycle g is viewed as a collection of local smooth maps Γ(1) → PU(H). The associated
Dixmier-Douady class arises as
fijk(g, hx, h, x) = gij(g, hx)gjk(h, x)gij(gh, x)
−1
which we can view as a collection of smooth maps Γ(2) → T, recall the discussion in 3.1.3.
3.3.2. Twsited Spectral section. Consider a K-theory twisted by a the cocycle f ∈
H2(M,T) on a compact manifold M . Let Q ∈ K1(M,f). It is often complicated to figure out if Q
is trivial in twisted K-theory. As in the case of ordinary K1-group we can find a condition which
separates nontrivial classes from trivial [H3].
Here we take Fred
(1)
Ψ as a classifying space. There are Hilbert bundles locally defined over
each Ui and we can define an eigenvalue problem of Qx for each x ∈ Ui. Moreover, if x ∈ Uij
then the projective factors in the transition functions do not have any effect on the eigenvalue
problem because T is the center of U(H). Therefore, the eigenvalue problem is independent of the
component of the cover where x is evaluated. Let us denote by H(a,b)i,x the (a, b) spectral subspaces
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of Qix in the fibre Hi,x of the local Hilbert bundle over Ui. A twisted spectral section P of Q is a
section in the Fred
(1)
Ψ -bundle associated to f and for some positive real number R > 0 (depends
on P ) and every x ∈M
P ix = 1 in H(R,∞)i,x ,
P ix = 0 in H(−∞,−R)i,x .
Suppose that Q ∈ K1(M,σ) is an element such that the spectral subspaces H(−a,a)i,x are finite di-
mensional for some positive a. Then Q has a twisted spectral section if and only if Q is the trivial
element of K1(M,σ).
3.3.3. Twisted K-Theory from Supersymmetric WZW. In 3.2.6. we argued that in
the presence of 3-cohomology on the space of gauge potentials, the gerbe phenomenon appears if
the gauge symmetry acts under projective representations of loop groups. However, in quantized
theory, the Dirac operator has a positive spectrum and therefore it is a Fredholm operator in
one of the contractible subspaces (see 2.2.2.) and not interesting in K-theory. A supersymmetric
WZW gauge field theory can be applied to fix this [66]. The symmetry group is LG which acts
on the lowest weight modules for a fixed level. However, in the supersymmetric theory, these Fock
spaces are tensored with an infinite dimensional spinor modules which is given an LG lowest weight
module structure as well. In the supersymmetric theory one can define a loop group analogue of
the Dirac operator on a simple Lie group, 2.3.3., and define twisted K-theory element, [58].
Let G = SU(n). In the supersymmetric model the state phase is a tensor product of a fermionic
Fock spaces and a bosonic Fock spaces. By a fermionic Fock space we mean an infinite dimensional
spinor module for the real Clifford algebra subject to
{ψna , ψmb } = 2δn,−mδab and (ψam)∗ = ψa−m
for a = 1, . . . ,dim(g) and n ∈ Z. The spinor module S is a vacuum reprsentation: there is a vacuum
subspace which is isomorphic to an irreducible spinor module for the finite dimensional Clifford
algebra generated by the zero modes {ψ0a}, see 2.3.1., and the vacuum subspace is annihilated by
all ψna with n < 0. The loop algebra lg0 has a projective representation of level κ on the spinor
module by the operators
san = −
∑
bcm
1
4
λabcψ
b
n−mψ
c
m. (19)
[san, s
b
m] =
∑
c
λabcs
c
n+m −
κ
2
nδabδn,−m,
[san, ψ
b
m] =
∑
c
λabcψ
c
m+n
κ = n is the eigenvalue of the Casimir in the adjoint representation of g and λabc are the structure
constants of g which are computed in the orthogonal basis such that 2ntr(x2a) = −κ, [48]. Then
using δab = −2tr(xaxb) it follows that the level of this representation is equal to κ in the conventions
(17). A bosonic Fock space can be chosen to be an arbitrary finite energy representation for LG at
level k. Let ϕ denote a representation of lˆg0 on F . Then the symmetry algebra acts on the tensor
product S ⊗ F as a primitive Hopf algebra. Thus the level of the representation is κ+ k.
Here we use the setup of 3.2.6., ΩG is the group of based smooth loops, A denotes the smooth
g-valued connection 1-forms on a circle and ΩG acts on A. This action makes ΩG → A → G a
principal bundle bundle with the projection map sending a connection to its holonomy around the
circle. We consider a trivial bundle with a fibre S ⊗ F over the affine space A. Then we have a
global family of representations of LˆG operating at level κ+ k over A.
The supercharge operator in WZW model is the self adjoint densely defined Fred
(1)
Ψ -operator
QA = −i
∑
a,n
(ψan ⊗ ϕ(xa−n) + ψansa−n ⊗ 1 +
k + κ
2
ψan ⊗ ϕ(Aa−n)) = Q+A.
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The operators Aan are the Fourier coefficients of the potential A in the basis x
a
n. Therefore, Q is a
Fredholm family A → Fred(1)Ψ . The group ΩG acts on QA globally over A under its fiberwise level
κ + k projective representation which is can be constructed by exponentation of the Lie algebra
elements. Using the rules (19) one checks that
[san ⊗ 1 + 1⊗ ϕ(xan), QA] = in
k + κ
2
ψan ⊗ 1 + [san ⊗ 1 + 1⊗ ϕ(xan), A].
Consequently, the supercharge transforms under the exponentiated action of LG by
gQAg
−1 = QAg Ag = gAg−1 + gd(g−1).
Therefore Q is an equivariant family over A under projective unitary transformations on the Fock
space. There is one to one correspondence between equivariant sections A → Fred(1)Ψ and invariant
sections of the PU -bundle over G = A/ΩG. Under this correspondence, Q ∈ K1(G, κ + k) with
the twist given by κ+ k times the generator of H3(G,Z) ' Z. The gerbe cocycle can be realized
exactly as in 3.2.6.
In the even dimensional case, there is an operator Γ which anticommutes with QA and conse-
quently there will be no spectral flow and thus the K1 element is trivial. However, Q defines a
class in K0(G, κ + k): the chirality projections 12 (Γ ± 1) split the Hilbert space into components
(S ⊗ F)± and the supercharge is an odd operator with respect to the usual grading
QA : (S ⊗ F)± → (S ⊗ F)∓
Therefore, we can have the families Q±A which can be both used to define an element in K
0(G, κ+k).
The gauge group ΩG is a subgroup in LG. Notice that we can define a conjugation action of
G on ΩG to define an arbtrary smooth loop and therefore there is an additional G symmetry. The
highest weight of the G action is fixed by the choice of LG representation. We can use this to
define equivariant K-theory elements twisted by the cohomology class of κ+ k. We will return to
this in 3.3.5.
3.3.4. Chern Character. It is a complicated problem to extract information from the K-
theory classes of Fredholm families such as the supercharges Q defined in 3.3.3. Here we discuss a
method [68] to map them to an appropriate cohomology theory using the Bismut superconnection
formalism of 2.3.5. and 2.3.6.
We can choose a finite open cover {Ui} of G which trivializes A pi→ G so that the number si is
not in the spectrum of QA for any A ∈ pi−1(Ui) and si < sj if and only if i < j. Then we choose
transiion functions gij and local sections ψi : Ui → A which verify ψj = ψigij . Let λ′ij denote the
top exterior power of the spectral subspace Eij where si < QA < sj over pi
−1(Uij). The fibres of
λ′ij are Fock space states and the action of the transition functions gij depend on the charge of
the state. If we fix the phases of the Fock bundle, the cocycles associated to the central extension
turn up from the transition rules. Let c denote the line bundle determined by the curvature form
associated to the central extension c ∈ H2(lg,C). Then the pullbacks of λ′ij along the local sections
are of the form λij = ψ
∗
i λ
′
ij ⊗ (g∗ijc)−nj and the numbers nj will be determined to make the local
components transform properly.
Let nij be the dimensions of Eij if i < j and let nji = −nij , then the transition rules on Uij
have to satisfy
ψ∗jλ
′
jk = ψ
∗
i λ
′
ij ⊗ (g∗ijc)nij .
The functions nij : Uij → Z as a Cech cocycle since nij + njk = nik is satisfied. We can assume
that all the bundles λij ⊗ λjk ⊗ λki are canonically isomorphic to the trivial complex line bundle
and therefore the central charges must cancel. A straightforward computation gives the constrants
nij = ni − nj . This means that the cocycle nij has to be a Cech coboundary but this is the case
because the 1-cohomology is trivial since G is simply connected. The choice of the local functions
ni is not unique, it is only defined up to an integer. Topologically there is a freedom to modify the
gerbe determined by the local line bundles λij by any integer tensor power of a gerbe detedmined
by g∗ij(c). In the Cech de Rham double complex, if we describe g
∗
ij(c) in terms of their local
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curvature forms, this means that the differential forms are defined modulo an ideal generated by
the curvature of the gerbe associated to the class κ+ k central extension, 3.2.6.
If we consider characteristic polynomials of the gerbe over A and pull them to the group G
by the sections ψi the forms need to be projected to the quotient H
∗
dR(G,Z)/Z(κ + k)Ω. This
was demonstrated in the case of SU(2) in [68] where the Quillen superconnection formalism was
applied to the family Q over A and the characteristic forms were pulled to SU(2). This gives a
map
K1(SU(2), κ+ k)→ HodddR (SU(2),Z)/Z(κ+ k)Ω.
One can proceed as in [68] and take infinite time limit of an odd superconnection of Q. The form
localizes on the zero subspace of QA in G. It then follows that the highest weight parameters
in the representation of LSU(2) determine the different twisted K1 classes. In fact, this gives
all the classes since the twisted K-theory is torsion, K1(SU(2), κ + k) ' Z/(κ + k)Z contrast to
K1(SU(2)) = Z. So, in the representation theory of LG at level k we lose all but k − 1 highest
weights and the same happens in twisted K1-group. In the equivariant case the precise relations
between the representation ring and twisted K-theory is known.
3.3.5. Freed-Hopkins-Teleman Theorem. Suppose that G is a simple and connected Lie
group. The supercharge construction in WZW model, 3.3.3., connects the twisted (equivariant)
K-theory to the representation theory of loop groups. The homotopy class of the Dirac family only
depends on the isomorphism class of the representation. In [38] Freed-Hopkins-Teleman applied
the supercharge construction in the case when the bosonic Fock space is a module for a graded
central extension for the loop group: there is a map LG→ Z2 which determines the splitting. The
representation group Rk(LG) is the abelian group generated by isomorphism classes of irreducible
Z2-graded projective positive energy representations of LG at level k under direct sum quotient
by the isomorphism classes of representations which admit a commuting action of the complex
Clifford algebra cl(1). Then, the supercharge gives a homomorphism
Φ : Rκ+k(LG)→ Kk+dim(G)G (G).
The equivariance is defined by by the action of G on itself under conjugations. By [38], Φ is an
isomorphism of groups.
Even though twisted K-theory is not a ring, the product in G can be used to define a ring
structure by pushing forward the product in twisted K-theory. This is well defined in K
dim(G)+k
G (G)
for certain values of k only, exactly when the pullback along the product in G is isomorphic to the
sum of the pullbacks along the projections in K-theory. On the other hand, there is a fusion product
in the category of positive energy representations of LG. Unlike the usual tensor product, the fusion
product preserves the level of the representation. However, the product exists for certain levels
only. In terms of WZW model at level k, the fusion product is a way to combine primary fields.
We call the ring Rk(LG) a Verlinde ring whenever the product exists. The Freed-Hopkins-Teleman
theorem states, that for a compact, connected and simply connected Lie group G, Rk+κ(LG) and
K
k+dim(G)
G (G) are isomorphic as rings whenever the ring structure makes sense.
We consider a simple example of the above theorem, [37]. Let G = SU(2). Then we have
H3G(G) ' Z. We fix a cover {U, V } with U = SU(2)− {1} and V = SU(2)− {−1}. This cover is
invariant under the conjugations of SU(2). Therefore, we can apply the Mayer-Vietoris sequence.
U ∩ V is homotopy equivalent to SU(2)/T and CP 1. Moreover, HkG(V ) ' HkG(U) ' HkG(∗) =
Hk(HP∞) = 0 for k = 2, 3 and therefore we find that H3G(G)→ H2G(U∩V ) is an isomorphism. The
generator of H2G(U ∩V ) is the canonical hyper line bundle and the one dimensional representation
of SU(2) on its fibers is always trivial.
We can also use the Mayer-Vietoris sequence in the twisted equivariant K-theory. Suppose that
the twist is k times the generator of H3G(G). Then the twisting vanishes over U and V and U ∩V .
Thus,
K0G(G, k)

K0G(U)⊕K0G(V )oo K0G(U ∩ V )
a0oo
K1G(U ∩ V )
a1 // K1G(U)⊕K1G(V ) // K1G(G, k)
OO
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is exact. We have K1G(U) = K
1
G(∗) = 0 = K1G(V ) since we can retract U and V to the fixed points
of the action.
We apply the following property of equivariant K-groups, [82]: if B is a closed subgroup of A,
then K∗A(A/B) = K
∗
B(∗). Thus, K∗G(U ∩ V ) = K∗T(∗), K1G(U ∩ V ) = 0 and K0G(U ∩ V ) = R(T),
the representation ring of T. We can the use the Borel-Weyl construction, which defines a map
R(T)→ R(SU(2)) such that the irreducible representaations in R(T) are mapped to holomorphic
sections of line bundles over SU(2)/T. Then we consider K0G(U ∩ V ) as a group of these line
bundles over U ∩ V . Especially, the generator of this group is the canonical hyperplane bundle.
The twisting class over U ∩ V is k times the hyperplane bundle.
The groups K0G(U) and K
0
G(V ) are isomorphic to R(SU(2)), the representation ring of SU(2),
because the sets U and V can be retracted to the fixed points of the G-action. The map a0 in the
twisted Mayer-Vietoris complex includes the sewing line bundle over the intersection
a0 : K
0
G(U ∩ V )→ K0G(U)⊕K0G(V ), λl 7→ (λl, λk+l).
We identify the line bundle λl with a Chern class l with the representation ϕl with the highest
weight l in the representation ring of SU(2). Then it is straightforward to deduce that
K0G(G, k) '
R(G)⊕R(G)
Im(a0)
' R(G)/ϕk
K1G(G, k) ' 0.
The K0 group is exactly the group of positive energy representations of a loop group at level k: the
set of possible highest weights is truncated to {1, . . . , k}. Moreover, we see that the highest weight
of the representations in the Fock modules distinguish the different twisted K-theory classes. This
is clear because by Freed-Hopkins-Teleman theorem, the twisted K-theory class depends only on
the representation ring.
3.3.6. On the Decomposable Twisting. Let M be a compact smooth manifold. In [HM]
and [H3], the K-theory on T ×M twisted by a decomposable class α ^ β is studied. α is the
generator of the 1-cohomology group of T and β is an arbitrary element in 2-cohomology group of
M . The construction is based on the quantization problem introduced in 3.2. We form a quantum
field theory over a unit cirlce Tθ with a gauge group LT. Then the physical parameter space
can be identified with a unit circle Tφ. Then we have a geometric fibration Tθ ↪→ T2 → Tφ.
We form a families index problem by coupling the spinor bundle on the fibre Tθ to a line bundle
with Chern class equal to 1 over the total space T2. The odd families index theorem (2.3.8)
applied to the Dirac family gives the generator of the group H1dR(Tθ). If we take another fibration
Tθ ↪→ T2 ×M → Tφ ×M and construct a line bundle on M with Chern class associated to β and
couple the spinors on T2 to this bundle then the odd families index theorem gives the decomposable
3-form. By 3.2.7. we know that there is a gerbe obstruction for quantzation. In the reference [HM]
we described the Cech cocycles of the gerbe explicitly using the representation theory of the central
extension LˆT. This gives a concrete realization for all the decomposable classes T×M . In [H3] we
follow the same ideology but the twisting line bundles are replaced by smooth G-equivariant line
bundles which provides G-equivariant gerbes. This all is done in the Lie groupoid framework 3.1.
and we can again develop concrete realization for the gerbe classes.
The twisted K-theory constructions associated to gerbes and G-equivariant gerbes on T ×
M is based on the WZW model with a symmetry group LT. In both cases we can develop
a superconnection and its Chern character gets values in a quotient (equivariant) cohomology
construction in the spirit of 3.3.4. This allows us to distinguish different (equivariant) twisted K-
theory classes. There are several examples given in [HM] and [H3] which explain the usual torsion
phenomenon in (equivariant) twisted K-theory.
4 Index Theory and Quantum Groups
4.1 The Categories (C, g, q) and (D, g, q)
4.1.1. We consider the Drinfeld-Jimbo quantum group Uq(g), [32],[45]. The deformation parame-
ter q is a complex number and not equal to any root of unity. The structure of the algebra is fully
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determined by its category of finite dimensional representations. This is analogous to the Tannaka
duality for compact groups [46]. There is one to one correspondence between the representations
of Uq(g) and g for the values of q we are interested [62],[81]. Therefore, in the level of represen-
tation categories, it is the nontrivial braiding that distinguishes these two. We do not gather any
definitions for the braided monoidal categories. There are plenty of sources where these concepts
are carefully introduced, see e.g. [71] [51], [36].
The objects of Drinfeld’s category (D, g, q) are the highest weight modules of g classified by
P+, the dominant integral weights, and the actions on tensor products are as in the category of
Lie algebras but there is a nontrivial braiding. This makes sense since the associativity morphism
of tensor product diagrams are nontrivial in Drinfeld’s category as well. In WZW model, the
correlation functions are defined in subspaces of higher dimensional complex spaces and valued
in finite dimensional g-modules and their asymptotic form is known. It was observed by Kohno
and Drinfeld that the change of asymptotics in the set of correlation functions by an analytical
continuation around singular points act on the them according to the usual rules of associativity
morphisms [56], [33], [34]. Drinfeld proved that the category with tensor product structure as-
sociated to these associativity rules is isomorphic to the category quantum group representations
as a braided tensor category. Drinfeld worked in pure deformation theory context. Kazhdan and
Lusztig gave a proof for the equivalence when q is a complex number, [52], [53]. Their proof is very
complicated, this is mainly because they didn’t rule out the root of unity values of q. A simpler
proof in the case of intrest here, when q is not a root of unity, is given in [71].
The fact that these categories are equivalent is very useful to attack complicated problems in
quantum group theory. If it is possible to formulate some structures in the Lie theory in terms
of the category of representations, then one can use the equivalence to prove the existence of the
corresponding structures with appropriate symmetries in the deformed context. In the Lie group
situation the symmetry of the tensor products brings a very powerful tool to solve practical prob-
lems. For example, Clifford algebra is a very convenient tool to write down explicit representations
for Lie groups, as we did in the case of a spin representations in 2.3.3. On the other hand, the
braiding in the quantum group categories is very complicated to work with in general. This makes
practical calculations extremely complicated. For this reason it is often the reality that detailed
analysis can be done only in low dimensional cases.
4.1.2. Conventions. We consider a simple, simply connected and compact Lie group G and
denote by g its complexified Lie algebra. There is a fixed maximal torus T and let h ⊂ g be the
Cartan subalgebra and {αi : 1 ≤ i ≤ n} the set of simple roots. The Cartan matrix of g is denoted
by (aij) : 1 ≤ i ≤ n and {di : 1 ≤ i ≤ n} are coprime positive integers such that (diaij) is a
symmetric matrix. Then we set a dual form in h∗ so that (αi, αj) = diaij . Let t = xi ⊗ xi ∈ g⊗ g
be the element so that xi is a basis and x
i a dual basis of g with respect to the form induced by
(·, ·). Then t commutes with the primitive coproduct 4(x) = x⊗ 1 + 1⊗ x.
4.1.3. The Category (D, g, q). We denote by (g-Mod) the category of finite dimensional g-
modules. Recall that (g-Mod) is semisimple and its simple objects are the highest weight modules.
In Drinfeld’s category, (D, g, q), the objects are exactly the same and the action on the tensor
products is defined by the primitive coproduct of (g-Mod) but the braiding is nontrivial.
In conformally symmetric WZW model, the symmetry constraints for the correlation functions
imply that any n-point correlation function ψ satisfies the Knizhnik-Zamolodchikov (KZ) equations
∇iψ = ∂ψ
∂zi
− ~
∑
i 6=j
tijψ
zi − zj = 0, 1 ≤ i ≤ n.
Here tij denotes the action of t on the i’th and j’th tensor component. The n-point correlation
functions is a map ψ : Xn → Vµ1 · · · × · · ·Vµn with the domain
Xn = {z ∈ Cn : zi 6= zj if i 6= j}.
and the target is a tensor product of simple objects in (g-Mod), i.e. µi ∈ P+. The KZ operators
∇i commute with the action of g on Vµ1 ⊗ · · · ⊗ Vµn and therefore the space of solutions is a g
module.
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∇ defines a connection on a trivial vector bundle Xn×V over Xn where V is some n component
tensor product of the simple modules. Let γ : I → X denote a path in Xn. Since ∇ is a connection,
there is a local section s defined in some neighborhood of γ so that ∇γ˙s = 0. This section defines
an isomorphism of vector spaces Mγ : Vγ(0) → Vγ(1) by the rule s(γ(0)) 7→ s(γ(1)). We call Mγ the
monodromy operator along γ. It follows from the flatness of the connection ∇ that Mγ depends
only on the homotopy class of γ and that the space of solutions of KZ in a simply connected
domain, C∞KZ(D,V ), is isomorphic to Vp for all p ∈ D under the map s 7→ s(p).
The asymptotic solutions of KZ in the domain D = {(x1, . . . , xn) ∈ Rn : x1 > · · · > xn} in Xn
are known. From D, the solutions can be continued analytically in Xn. In fact the asymptotic
solutions form a basis of C∞KZ(D,V ) and there is an isomorphism
φx1···xn : C
∞
KZ(D,V )→ V
which is independent of the chosen basis in V . The space of asymptotic solutions and the explicit
isomorphism are constructed in [36] 8.2. Here the condition ~ 6= Q becomes necessary: the maps
φ have poles for some rational values of ~. The action of the symmetric group on the coordinates
of D permutes D to the subspace xσ(1) > · · · > xσ(n) and induces an isomorphism
φxσ(1)···xσ(n) : C
∞
KZ(σ(D), V )→ V
which is essentially of the same form as the isomorphism above under the change of coordinates.
Consider a solution ψ on D and choose a base point z ∈ D. Let σ(z) denote a permutation
of coordinates. Then there are two paths γ±, unique up to an isotopy, which connect z and σ(z).
γ± are defined so that zi passes above (below) zj if j > i. The solution ψ in D is analytically
continued to a solution in σ(D). This defines an isomorphism of space of solutions C∞KZ(D,V )→
C∞KZ(σ(D), V ). Then we can define the composition of vector space isomorphisms
M±σ : V → C∞KZ(D,V )→ C∞KZ(σ(D), V )→ V
Define Mˇ±σ = σM
±
σ such that the permutation σ acts on V . These operators satisfy the braiding
relations of a tensor category:
Mˇ±σ1Mˇ
±
σ2Mˇ
±
σ1 = Mˇ
±
σ2Mˇ
±
σ1Mˇ
±
σ2 .
In three complex dimensions, one can introduce new variables so that the KZ equations reduce
to only one equation
∂ψ
∂x
− ~
( t12
x
+
t23
x− 1
)
ψ = 0, x =
z1 − z2
z1 − z3 . (20)
The asymptotic zones z1  z2  z3 and z2  z1  z3 correspond to the asymptotics x→ 1 and
x→ −∞. There is another singularity x = 0 which is associated with the zone z1−z3  z1−z2 > 0.
These can be described with the tree figures
Dirnfeld’s associator compares the solutions in the right and left trees. We view this as a linear
operator (V1 ⊗ V2)⊗ V3 → V1 ⊗ (V2 ⊗ V3) which is the composition
ΨV1V2V3 = φz1z2z3 ◦ φ−1z1−z3z1−z2>0
Let ~ /∈ Q and q = epii~. The category (D, g, q) of finite dimensional g-modules equipped with
the usual coproduct, associativity morphism Ψ and braiding σ~ = σepii~t is braided and monoidal,
[52],[53],[36],[71].
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In two dimensions σepii~t compares asymptotic solutions in the zones x1 > x2 and x2 > x1 for
V1⊗V2 and V2⊗V1. Then consider KZ in three dimensions in the form (20), the braiding operators
Mˇ±σ1 = ΦV2V1V3σ12 exp(±pii~t12)ΦV1V2V3
relate the asymptotic solutions in the limits x→ 1 and x→ −∞ so that Mˇ+σ1 is associated with the
path which crosses the singularity at x = 0 in the upper halfplane and Mˇ−σ1 in the lower halfplane.
4.1.4. The Category (C, g, q). Let g denote a complexified Lie algebra of rank n. The
Hopf algebra Uq(g) is the associative polynomial ∗-algebra generated by ei, fi, ki, k−1i : 1 ≤ i ≤ n,
subject to
[ki, kj ] = 0, kik
−1
i = 1 kiejk
−1
i = q
aij
i ej , kifjk
−1
i = q
−aij
i fj ,
[ei, fj ] = δij
ki − k−1i
qi − q−1i
, qi = q
di ,
1−aij∑
k=0
(−1)k
[
1− aij
k
]
qi
eki eje
1−aij−k
i = 0
1−aij∑
k=0
(−1)k
[
1− aij
k
]
qi
fki fjf
1−aij−k
i = 0
where[
m
k
]
qi
=
[m]qi !
[k]qi ![m− k]qi !
, [m]qi ! = [m]qi · · · [2]qi [1]qi , [n]qi =
qni − q−ni
qi − q−1i
.
We use the Hopf ∗-structure
4q(ki) = ki ⊗ ki, 4q(ei) = ei ⊗ ki + k−1i ⊗ ei, 4q(fi) = fi ⊗ ki + k−1i ⊗ fi,
Sq(ei) = −qei, Sq(fi) = −q−1fi, Sq(ki) = k−1i ,
q(ki) = 1, q(ei) = q(fi) = 0, e
∗
i = fi, f
∗
i = ei, k
∗
i = ki.
A representation V of Uq(g) is called a highest weight representation if there are vectors vλ ∈ V
and λ ∈ h∗ such that
ϕλ,q(ki)vλ = q
λ(hi)
i vλ, ϕλ,q(ei)vλ = 0
for each i, where hi ∈ h so that αj(hi) = aij . There is a Uq(g) highest weight module for each
λ ∈ P+ and the dimensions of the weight spaces are exactly as in the category (g-Mod), [62], [80].
The tensor category of finite dimensional highest weight modules of Uq(g) is a semisimple category
and its simple objects are labeled by λ ∈ P+.
Let λ, µ ∈ P+. Then we set λ ∈ P+ to be the weight −w0λ where w0 is the longest element
in the Weyl group. Then, −λ is the lowest weight in the highest weight module Vλ,q. Let uλ
be a lowest weight vector and vµ a highest weight vector of Vµ,q. Then we define the R~-matrix
operation on the tensor product Vλ,q ⊗ Vµ,q by [71]
R~(uλ ⊗ vµ) = q−(λ,µ)uλ ⊗ vµ. (21)
This operator satisfies
ϕλ,q(x
′′)⊗ ϕµ,q(x′) = R~ϕλ,q(x′)⊗ ϕµ,q(x′′)R−1~ (22)
and because the vector uλ⊗vµ is a cyclic vector the condition (21) and the property (22) determine
the R~ operation completely on any tensor product. Then there is a braiding operator Rˇ~ = σR~.
The category (C, g, q) is a braided monoidal category with objects, the highest weight modules
of Uq(g), tensor product determined by the coproduct of representation, braiding given by Rˇ~ and
the rest of the structure morphisms are trivial.
The characterization (21) is not very useful to be applied in practical problems. It can also be
derived in purely algebraic methods by first studying the quantum group in the context of formal
deformation theory and then specializing it to an algebra over complex numbers. More explicit
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formulas are given in [54], [55].
4.1.5. Equivalence of Categories. Let q /∈ Q. There exists a linear braided monoidal
equivalence of categories (D, g, q) and (C, g, q). It is defined by a functor F sending an irreducible
g module of highest weight λ from (D, g, q) to an an irreducible Uq(g)-module of the same highest
weight in (C, g, q). Moreover,
(D, g, q)
F //

(C, g, q)
yy
(Vec)
(23)
commutes up to isomorphisms of functors. The blank arrows are the natural forgetful functors
onto the category of vector spaces.
Since the braid operators commute with representations, which is a straightforward consequence
of (22) in the category (C, g, q), tensor products always decompose into the direct sum of eigenspaces
of the braid operator. The equivalence of braided tensor categories implies that
F (U)⊗ F (V )
Rˇ~

F2 // F (U ⊗ V )
σ~

F (V )⊗ F (U) F2 // F (V ⊗ U)
is commutative. The map F2 is the isomorphism which identifies tensor products in the definition
of an equivalence of a tensor categories. Especially we see from the diagram that the eigenvalues
of the braid operators Rˇ~ and σ~ on the vector space U ⊗V and the dimensions of the eigenspaces
match. Thus, they are unitarily equivalent.
Since Uq(g) is a Hopf algebra, the category (C, g, q) is a strict tensor category. The right dual of
(V, pi) is (V ∗, pi ◦ Sq). The equivalence F induces an equivalent strict monoidal category structure
on (D, g, q). In (D, g, q) the right dual is V ∗ with the usual dual g-module structure. Moreover,
if iV : C → V ⊗ V ∗ and evV : V ∗ ⊗ V → C are the standard morphism making (Vec) a strict
category, then in both categories, the dual and evaluation morphisms are are linearly related to iV
and evV , [71].
4.2 Quantum Groups in Noncommutative Geometry
4.2.1. Recall that the Gelfand-Naimark functor X 7→ C(X) defines an antiequivalence between
the category of compact spaces and the category of unital C∗-algebras. If G is a compact group,
then there is an additional symmetry given by the group action on itself. We study the algebra of
representable functions C[G] which is dense in C(G) and deform the category of representations as
in 4.1.4. This leads to a dense subalgebra in a noncommutative C∗-algebra with a quantum group
symmetry. The goal is to study how to construct Fredholm index problems on the noncommutative
spaces determined by the functions on a quantum group.
In [24] Connes proved that given a smooth compact Riemannian manifold, one can transforms
its definition into operator theoretic form. The spectrum of a Dirac type operator encodes the
metric structures of the manifold. The full data is called the spectral triple of the algebra of
smooth functions C∞(M). Concretely, one can determine the geodesic distance function from this
spectral triple which is sufficient to construct the whole metric structure. There is also a converse
statement proving that any commutative unital algebra satisfying the full set of axioms of a spectral
triple is necessarily of the form C∞(M) when M is some Riemannian manifold. Therefore, the
spectral triple encodes the manifold structure completely. Spectral triples can be constructed from
noncommutative algebras as well, these structures are considered as noncommutative differential
geometric spaces.
Fredholm module is an abstraction of a Fredholm index problem for possible noncommutative
algebra in the role of a topological space. In the study of index problems of elliptic differential
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operators the choice of the Riemannian structure is not relevant since the index is a topological
invariant. If ð is a Dirac type elliptic operator, we can map it to a bounded operator by ð 7→
ð(1 + (ð)2)−1/2. This map is index preserving. However, if ð is associated with a spectral triple,
the information of a metric is lost. In fact, a spectral triple always defines a Fredholm module by
mapping the Dirac type operator to a bounded operator. The axioms of a Fredholm module are
set so that one can define abstract Fredholm index problems. Moreover, given Fredholm module
we can construct Chern character maps in cyclic cohomology theory and extend the Atiyah-Singer
pairing in the noncommutative framework. We shall return to this in 4.3.
Quantum groups are of special interest because they are Lie group analogues in noncommu-
tative geometry. Therefore the symmetry under the algebra Uq(g) should be implemented in all
of the constructions. In the context of C∗-algebra completions of quantum groups, the Fredholm
modules are classified to homotopy classes according to the equivalent index problems. In the
level of C∗-algebras, the K-homology groups are rigid in the sense that they do not deform under
some continuous q-deformation [70]. Therefore, at least for C∗-algebras, Fredholm index problems
for quantum groups should be able to solve in the classical limit of the deformation. We work
with algebras of representative functions and the index problems can be used to create explicit
representatives of cocycles in the cyclic cohomology theory.
4.2.2. We can proceed as in 2.3.3. in the classical case to define an algebra of regular functions
on a quantum group. According to the diagram (23), the vector space structure of C[G] is invariant
under the deformation. We set
C[Gq] =
⊕
λ∈P+
V ∗q,λ ⊗ Vq,λ.
We equip the modules (Vq,λ, ϕq,λ) with an inner products and fix an orthonormal basis {uλ,ν} for
each Vq,λ. The algebra Uq(g) acts on a basis vector t
λ
µ,ν = u
∗
λ,µ ⊗ uλ,ν of C[Gq] from the left by
∂(x)tλµ,ν = u
∗
λ,µ ⊗ (ϕq,λ(x)uλ,ν)
for all x ∈ Uq(g) and the dual pairing C[Gq]⊗ Uq(g)→ C is defined by
(tλµ,ν , x) 7→ u∗λ,µ(ϕq,λ(x)uλ,ν). (24)
The product of the basis elements is determined from the relations
(tλµ,νt
λ′
µ′,ν′)(x) := t
λ
µ,ν(x
′)tλ
′
µ′,ν′(x
′′).
The function algebras are finitely generated because the same holds for the representation ring of
a compact simple Lie groups. The algebras C[Gq] and Uq(g) are dual as Hopf algebras under the
pairing (24). The Hopf structure (C[Gq],4q, Sq, q) is defined by
4q(tλµ,ν) :=
∑
κ
tλµ,κ ⊗ tλκ,ν , tλµ,ν(Sq(x)) := (Sq(tλµ,ν))(x), q(tλµ,ν) := tλµ,ν(1),
for all x ∈ Uq(g).
We equip C[Gq] with a Haar state h : C[Gq] → C to make it a complete Hilbert space. By
definition, h is a is positive, h(t∗t) > 0, and left invariant, (h ⊗ id)4q(t) = h(t). Any compact
quantum group is equipped with a Haar state which is unique up to normalization [83]. Moreover,
it is a faithful state and therefore we can set an inner product 〈t, s〉 = h(t∗s). The Hilbert space
L2(Gq) is the completion of C[Gq] with respect to the inner product. The GNS construction defines
a faithful ∗-representation C[Gq]→ B(L2(Gq)).
4.2.3. Fredholm Modules. Consider a complex algebra A and a separable infinite dimen-
sional Hilbert space H. Since the Dirac operator is fundamental in the Fredholm index theory, the
Fredholm modules are graded into even and odd. The data (A,F,H) is an odd Fredholm module
if, there is a representation pi : A → B(H), F is a bounded self-adjoint operator on H such that
F 2 − 1 and [F, pi(a)] are compact for all a ∈ A. The even Fredholm module is an odd Fredholm
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module with a grading χ which defines a splitting H = H+ ⊕ H−, into ±1 eigenspaces and the
representation pi is diagonal and F is an odd operator with respect to the grading. A Fredholm
module, even or odd, is called finitely summable if [F, pi(a1)][F, pi(a2)] · · · [F, pi(ap)] is a trace class
operator for some p. If p is smallest possible choice, then we call the Fredholm module p-summable.
The standard examples are Dirac operators on compact odd and even dimensional spin man-
ifolds. In this case A = C∞(M) which has a representation on L2(M,FΣ ⊗ ξ). The operator
F = ð(1 + (ð)2)−1/2 is dim(M) + 1 summable, see [24].
4.2.4. Dirac Operators on Quantum Groups. We have an algebra of functions C[Gq]
of a quantum group and a bounded representation on a Hilbert space L2(Gq). Moreover, there
is a symmetry algebra Uq(g) which has a representation by unbounded densely defined operators
on L2(Gq). Next we need a Fredholm operator F which commutes with the symmetry. Such
an operator was constructed in [H1], see also [H2]. The construction is based on the following
reasoning.
Let xk denote orthonormal basis of the Lie algebra g. Recal that γ(xk) and a˜d(xk)
transform as an adjoint module under the conjugation action by the embedding a˜d :
g→ cl(g). Let (Σ, s) denote a spinor module. Then we can view the Dirac operator on
a compact simple Lie group defined in 2.3.3. as a sum of trivial g modules,
D =
∑
k
(xk ⊗ sγ(xk) + 1⊗ 1
2
s(γ(xk)a˜d(xk))) ∈ U(g)⊗B(Σ) (25)
under adjoint representations x 7→ [x, ·]⊗ 1 + 1⊗ [s(a˜d), ·].
Let us denote by Ψ the linear span of sγ(xi). Ψ is an adjoint module under the action
x 7→ [s(a˜d(x)), ·]. Moreover, the matrix muliplication is a module homomorphism
m : Ψ⊗Ψ→ ΨΨ. Restriction to the symmetric part gives m : (Ψ⊗Ψ)+ → C.
The automorphism (id − σ) projects Ψ ⊗ Ψ onto the symmetric part. In Drinfeld’s
category (D, g, q), the symmetric and antisymmetric subspaces are eigenspaces of the
braiding operator σ~ = σqt. Eigenvalues are shifted by some q-power. Then
im(1− σ) = im
n∏
i=1
(qki1− σ~)
for some ki ∈ Z and 1 ≤ i ≤ n.
Since Uq(g) is a Hopf algebra, we can define an adjoint action of Uq(g) on B(Σ) by
x
ad
. q A = ϕq(x
′)Aϕq(Sq(x′′))
where the representation (Σ, ϕq) has the highest weight of (Σ, a˜d).
By the equivalence of braided monoidal categories (D, g, q) and (C, g, q), there is a
submodule Ψq ⊂ B(Σ) of the adjoint type and the module homomorphism
n∏
i=1
(qki1− Rˇ~) : Ψq ⊗Ψq → (Ψq ⊗Ψq)+ and (26)
m : (Ψq ⊗Ψq)+ → C
so that (Ψq ⊗ Ψq)+ is the image of the map (26) and all the modules Ψq ⊗ Ψq and
in (Ψq ⊗ Ψq)+ and C and the morphism above behave exactly as the corresponding
morphisms in Drinfeld’s category. The space Ψq exists because the functor F which
is an equivalence of strict tensor categories sends σ~ to Rˇ~ and m to m, up to a
multiplicative constant (note that m = id⊗ ev ⊗ id).
We denote by clq(g) the algebra generated by Ψq. Based on the equivalence of cate-
gories, one proves that clq(g) is the matrix algebra B(Σ).
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There is a subspace Lq(g) ⊂ Uq(g) which is of adjoint type under the Hopf-algebra
adjoint action [31]
x
ad
Iq y = x′′yS(x′). (27)
Let Vq and V
∗
q denote a Uq(g)-adjoint module and its dual. Then there are module
isomorphism φ : Vq → Lq(g) and γq : V ∗q → Ψq and τ : Vq → V ∗q . Recall that V ∗q ' Vq
since the same holds in (D, g, q).
Set a basis ui of Vq and a dual basis u
∗
i of V
∗
q and define the element tˆ =
∑
i ui ⊗ u∗i
which spans a trivial representation under the natural action of Uq(g) on Vq⊗V ∗q . Then
we define a Dirac operator by
Dq = (φ⊗ γq)tˆ+ 1
2
id⊗m(γqτ ⊗ piqτ−1)tˆ ∈ Uq(g)⊗B(Σ)
Suppose that dim(g) is even. Then Σ = Σ+ ⊕ Σ− decomposes into two irreducible
representations of Uq(g). Since the representations of Uq(g) are continuous deformations
of the representations of g we can choose the operators ϕq(x) and γq(x) so that they
are of the form
ϕq(x) =
(
ϕ+q (x) 0
0 ϕ−q (x)
)
and γq(y) =
(
0 γ−q (y)
γ+q (y) 0
)
for all x, y ∈ Vq. Therefore, we can set a chirality by χ =
(
1 0
0 −1
)
.
Then we can define a deformed Dirac operator on L2(Gq) by applying a representation on the
first tensor factor. Thus we set Dq = (ϕ⊗ id)Dq. Then Dq is an unbouded densely defined operator
on L2(Gq). Moreover, the action of Uq(g) commutes with the action of Dq on L
2(Gq). The sign
operator Fq = Dq(1 +D
2
q)
1/2 is a bounded self-adjoint operator.
The difficulty in the construction lies on the fact that it requires an explicit eigenspace decom-
position of the braid operator acting on a tensor product of adjoint modules. The braid operator
in the category (C, g, q) is very complicated and hence the eigenspace decomposition is not very
easily accessible. Because of this ambiguity the proof that the commutators [F, pi(a)] are compact
operators for all a ∈ C[Gq] lacks. Therefore, it is unclear if this construction gives a Fredholm
module in general. In the case of Gq = SUq(2) it is an experimental fact that this holds, the
operators [F, pi(a)] are even trace class in this case. A precise formula for the braid operator is well
known. Therefore, the eigenvalue problem is always solvable with a computer software explicitly.
In addition to the construction above, there have been numerous attempts to construct Dirac
operators for quantum groups. In [13] a representation theoretic construction of Dirac operator on
SUq(2) was given. This operator is unitarily equivalent to the operator in [H1] in the SUq(2) case.
Another approach based on isospectral deformations for SUq(2) was made in [22] and [29]. In these
models, the Hilbert space is decomposed into irreducible components under the action of the sym-
metry algebra Uq(su(2)) and the classical Dirac spectrum is shifted to these subspaces. Actually,
[22] is not a deformation since the spinor module is taken to be trivial. These constructions give
a spectral triple and consequently a Fredholm module. There is a general construction based on
Drinfeld’s twists of the classical Dirac operator [72], [73]. These operators define a spectral triple
for a quantum group based on simple, simply connected and compact Lie group. The practical
difficulty in this case is that there are no explicit formulas for Drinfeld’s twist. Therefore, the Dirac
oprerator is explicitly given only in the case SUq(2). The case SUq(2) was studied further in [H2].
It turned out that the Dirac operators in [72] and [29] are essentially the same, see [H2], while the
Fredholm modules associated to [H1], [72] and [29] are homotopy equivalent and so correspond to
the same index problems.
The Dirac operator construction on compact quantum groups can be applied also for quantum
homogeneous spaces. In [H2] the construction for a Podles sphere [76], a fixed point algebra
C[SUq(2)]U(1) was given. It was noted that this Fredholm module construction was existing in
literature, [30].
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4.3 The Index Problem
4.3.1. Recall that the Atiyah-Singer index formula for a Dirac operator (12) is an evaluation
of characteristic polynomials of curvature forms by an integral cycle over the manifold. The
dependence of the index on the vector bundle coupling is given by a Chern character of the
curvature and so is completely described by the K-theory class of the bundle. Therefore, the index
formula can be viewed as a map from the group K0 to integers. In 2.3.8. we observed that the
same holds for self-adjoint Fredholm operator problems, but in this case the we use the K1 group.
There is a generalization by Connes [23] of the index problems of Dirac type in an abstract
algebraic framework which is natural in the study of a noncommutative space. This index problem
can be viewed as a pairing of a Fredholm module and K-theory. In fact, the axioms of a Fredholm
module are set to make these index problems meaningful. In the case of a finitely summable
Fredholm module, the index can be computed as a pairing of a Chern-Connes cocycle in periodic
cyclic cohomology and a K-theory element. Therefore, the index problem can be put in the form
of the following diagram
[(A,F,H)]

× K∗(A)

ind // Z

HP ∗(A) × HP∗(A) // C
where [(A,F,H)] denotes a homotopy class of a Fredholm module which is of same degree in its Z2
as the K-theory and the cyclic homology and cohomology elements in the diagram, i.e. HP ∗(A)
and HP∗(A) are Z2 graded as well.
We do not assume that the algebras are equipped with a topology unless otherwise specified.
In fact, the usual cyclic cohomology groups trivialize for C∗-algebras.
4.3.2. K-theory of an Algebra. Let A be a unital associative complex algebra and let
MN (A) denote the algebra of N×N matrices with entries in A. Then we set M(A) = ∪N∈NMN (A)
so that the matrices are always viewed as being embedded to an upperleft corner in an infinite
matrix and only finite number of entries differ from zero. Then M(A) is naturally a semigroup
under the addition e ⊕ f . Consider projectors e and f in M(A), i.e. e2 = e and same for f .
Two projectors are called isomorphic if there are matrices u and v in M(A) such that e = uv
and f = vu. The isomorphism classes of projectors in M(A) form a semi group and the algebraic
K-theory group K0(A) is its group completion. The algebraic K1 group is defined by
K1(A) = GL∞(A)/[GL∞(A), GL∞(A)]
where GL∞(A) is the group of invertible elements in M(A).
If A = C∞(M) if a Frechet algebra, then the functor which maps an isomorphism class of a
smooth complex vector bundle to the space of its smooth sections is an isomorphism between the
category of smooth complex vector bundles on M and projections over Mn(A).
4.3.3. The Index Formula. In [23] Connes introduced an index problem for abstract Fred-
holm modules coupled to elements in algebraic K-theory. Consider an even Fredholm module
(A,F,H) with a grading χ. Let e ∈ K0(A) so that e is an n × n projector. Then we replace
H by H ⊗ Cn, F by F ⊗ id and χ by χ ⊗ id. The representation pi of A is replaced by pi ⊗ id.
Now [F, pi(e)] is a compact operator. The Hilbert space twisted by the K-theory element e is
He = im(pi(e)) ⊂ H ⊗ Cn. As a subspace of H it is still graded by χ. The operator pi(e)Fpi(e) is
an odd operator and we can write
pi(e)Fpi(e) =
(
0 pi+(e)Fpi−(e)
pi−(e)Fpi+(e) 0
)
:=
(
0 P
Q 0
)
Then we can set a Fredholm index problem to Q : pi+(e)H → pi−(e)H because P : pi−(e)H →
pi+(e)H it its inverse modulo a compact operator. Thus we denote
〈F, [e]〉 = ind(Q) = dim ker(Q)− dim coker(Q).
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Consider now an odd Fredholm module (A,F,H). Now F is a bounded self-adjoint Fredholm
operator. Without loss of generality we can suppose that F is a sign operator, F 2 = 1. This is
because the Fredholm index of F is equal to zero and so F is homotopic to an invertible self-adjoint
operator and we can apply another homotopy to move its eigenvalues to ±1. Let U ∈ K1(A). The
operator P = 1+F2 is a projector on H. Then we have an index problem
〈F, [U ]〉 = ind(Pϕ(U)P ).
where the index is computed with respect to the action of PUP on the subspace im(P ) ⊂ H.
4.3.4. Chern Character in Cyclic cohomology. The periodic cyclic cohomology is a Z2
graded cohomology theory and a natural target for the character map from the K-theory groups.
In fact, if M is a smooth compact oriented manifold and A = C∞(M), then there are group
isomorphisms
HP 0(A) '
⊕
n≥0
HdR2n (M), HP
1(A) '
⊕
n≥0
HdR2n+1(M) (28)
where the groups on the right are de Rham homology groups. Corresponding relations hold between
a periodic cyclic homology theory and Z2 graded de Rham cohomology groups. The periodic
homology and cohomology groups are computed from a double complex. These and the boundary
and coboundary operators are introduced in the basic references [23], [24], [40].
In the noncommutative geometry formalism, the even Chern character is a map ch : K0(A)→
HP0(A). The cycles in HP0(A) are thought of as cyclic differential forms of even degree. In the
odd case we have a character map ch : K1(A)→ HP1(A). These are defined by
ch(e) = tr(e) +
∑
k≥1
(−1)k (2k)!
k!
tr((e− 1
2
)(de)2k) and
ch(u) =
1
Γ(1/2)
∑
k≥0
(−1)k+1k!tr(u−1du(du−1du)k).
In both definitions tr denotes a matrix trace applied in the algebra M(A). In periodic cyclic
homology, the character maps depend only on the K-theory class of e ∈ K0(A) and u ∈ K1(A).
The Chern character in even periodic cyclic cohomology is defined by
ch2nF (a0da1 · · · da2n) =
1
2
n!
(2n)!
sTr(F [F, a0] · · · [F, a2n])
If the summability of the Fredholm module is equal to p, then the Chern character is independent
of 2n ≥ p − 1 in cohomology. The factor 1/2 appears here because we want to make conventions
here compatible with the Section 2 and use the supertrace. The corresponding odd character map
is
ch2n−1F (a0da1 · · · da2n−1) =
Γ(n2 + 1)
2n!
Tr(F [F, a0] · · · [F, a2n−1]).
If the summability of the odd Fredholm moule is p, then the Chern character is independent of
2n − 1 ≥ p − 1. The character forms are independent of homotopy class of F . If (A,Ft,H) is a
family of Fredholm modules so that Ft : [0, 1] → B(H) is a continuous family, then ch2n+1Ft and
ch2nFt are independent of t ∈ [0, 1] in cohomology.
The Fredholm index problems in 4.3.3. in the case of finitely summable Fredholm modules can
be solved by pairing cyclic cohomology cocycles and homolocy cycles
〈F, [e]〉 =
∑
k≥0
ch2nF (ch(e)) (29)
〈F, [U ]〉 =
∑
k≥0
ch2n+1F (ch(U))
40
where the index n is is defined appropriately. The proof for everything in 4.3.4. is given in [23].
4.3.5. Residue Index Theorem. The index pairing formulas (29) are usually complicated
Hilbert space traces and therefore they do not provide a practical way to compute the indexes in
contrast to the classical Atiah-Singer formulas which are integrals over a characteristic polynomials.
In the articles [26], [27] Connes and Moscovici introduced a trace regularization method to construct
local formulas for the cyclic cohomology Chern characters which coincide with ch2n+1 and ch2n in
cohomology. This method is not applicable for a general Fredholm module, a finitely summable
and regular spectral triple is needed.
A spectral triple is a data (A,D,H) such that A is a unital associative algebra represented on H
by bounded operators, D is an unbounded self-adjoint operator, (D±i)−1 is compact and [D,ϕ(a)]
defined in the domain of D and extend to a bounded operator for all a ∈ A. We call a spectral
triple even if it has the grading χ which defines a splitting on H and makes the representation ϕ
even and D odd. We call the spectral triple p+ summable if (D2 + 1)−p/2 ∈ L1+, a Dixmier trace
class operator. The summability of the spectral triple is the smallest possible integer p such that
this holds. It is standard in noncommutative geometry that a p+-summable spectral triple defines
a p+ 1-summable Fredholm module [24], [40].
For the local index theorem one needs to revise the definition of a dimension (summability):
the dimension spectrum ds ⊂ C is the smallest set so that the zeta function
ζx(z) = Tr(x|D|−z) z ∈ C
extends to a meromorphic functions with poles in ds when x runs over the algebra of NC Ψ0-
operators generated by the operators δn(A) and δn([D,A]) for n ≥ 0 and δ is the derivation
δ(ϕ(a)) = [|D|, ϕ(a)].
Consider a regular and p-summable even spectral triple so that its dimension spectrum is a
discrete set and D is invertible, then the Chern character is presented by the following periodic
cyclic cochain
φ2n−1D (a0, . . . , a2n−1) =
∑
k
cn,kResz=0Tr a
0δk1([D, a1]) · · · δk2n−1([D, a2n−1])|D|−(2n−1)−2|k|
where k is the multi-index |k| = k1 + . . .+ k2n−1 and
cn,k = (−1)|k|
√
2iΓ(|k|+ n2 )
(k1! · · · kn!)((k1 + 1) · · · (k1 + k2 + k3 + . . .+ kn + n)
In the case of even spectral triple, similar formula is available [27], [42].
By regularity axioms of a spectral triple, which are analogous to smoothness of a manifold, the
operators δn([D, a]) defined in the domain of D extend to bounded operators. It therefore follows
that only finitely many terms are nonzero. Namely, |D|−i+2|k| is a trace class operator for |k|
high enough and then the residue vanishes, more precisely, this happens when −i+ 2|k| passes the
summability of the spectral triple. The general technique is to cut out trace class contributions to
make the residue as easily computable as possible. There are several examples of these techniques,
for example [25], [85] in the case of SUq(2) and [28] in the case of the Podles sphere.
When A = C∞(M), the Frechet algebra of smooth functions on a compact spin manifold the
regularity hypothesis is always valid if we set D = ð, the Dirac operator defined in 2.3.2. Then
the summability is equal to the dimension of the manifold and dimension spectrum is discrete.
The residue characters were computed in this case in [77]. Under the identification of cyclic and
de Rham homology and cohomology theories, (28), the components of the characters φ2n−1 are
exactly the component if the Atiyah-Singer index pairing formula. The same holds for a Dirac
operator on an even dimensional spin manifold.
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