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an der Universita¨t Leipzig

Vorwort zum Tagungsband der SKIL 2011
Im vergangenen Jahr fand im Rahmen der GI Jahrestagung 2010 die erste Studentenkon-
ferenz Informatik Leipzig (SKIL 2010) statt. Motiviert durch die sehr gute Resonanz auf
diese Veranstaltung wird in diesem Jahr eine Neuauflage der SKIL unter dem Motto ”nerd,
but SKILled“ durchgefu¨hrt. Wir freuen uns, Ihnen in diesem Tagungsband zehn studenti-
sche Beitra¨ge aus den verschiedensten Gebieten der Informatik pra¨sentieren zu ko¨nnen.
Konferenzen zu Themen der Informatik gibt es viele – doch die SKIL ist in vielerlei
Hinsicht anders. Das wohl wichtigste Unterscheidungsmerkmal ist, dass fu¨r diese Konfe-
renz ausschließlich Studierende zur Einreichung eines Betrags aufgerufen sind. Das Stu-
dium der Informatik vermittelt u.a. Fa¨higkeiten zur schnellen Erfassung von technischen
Inhalten, zur Abstraktion von Konzepten, zur Wiederverwendung und U¨bertragung von
Lo¨sungskonzepten in neuen Kontexten sowie zur Pra¨sentation und Diskussion von wis-
senschaftlichen Inhalten vor einem großen Publikum. Die Studierenden, die fu¨r die SKIL
einen Beitrag eingereicht haben, ko¨nnen nachweisen, dass sie diese Qualita¨ten besitzen.
Es ist schwer, einen guten wissenschaftlichen Artikel zu schreiben. Dazu ist ein struktu-
riertes Vorgehen und Disziplin von No¨ten. Zuna¨chst muss ein Thema oder ein Problem
identifiziert werden, das eine nachweisliche Relevanz und einen ansprechenden Schwie-
rigkeitsgrad besitzt. Anschließend muss die Lo¨sung entwickelt und umgesetzt werden und
einem Vergleich mit anderen Ansa¨tzen standhalten. Die Reviewer des Programmkomitees
geben bei ihren Bewertungen Hinweise, die weit u¨ber das, was in einem Seminar oder
Praktikum gefordert wird, hinausgehen. Fu¨r eine Teilnahme als Autor an der SKIL sind
die Studierenden aufgefordert, ihr Bestes zu geben. Und genau dies zeichnet versierte und
fa¨hige Studentinnen und Studenten bzw. zuku¨nftige Absolventinnen und Absolventen aus:
eben nerd, but SKILled.
In diesem Jahr haben die Organisatoren So¨ren Auer, Thomas Riechert und Johannes
Schmidt darauf geachtet, dass die zahlreichen kleinen Zwischenschritte bis zur Konferenz
fu¨r alle zuga¨nglich auf der Webseite und auf Twitter vero¨ffentlicht wurden. Somit ko¨nnen
die Studierenden hautnah erleben, wie eine wissenschaftliche Konferenz hinter den Ku-
lissen funktioniert. Die Hochschulen in Leipzig bilden viele hochqualifizierte Studierende
aus, jedoch steht die ”Teilnahme an einer Konferenz“ in keinem Curriculum. Fragen wie
”Was ist ein Call for Papers?“ oder ”Wie genau funktioniert ein Peer-Review?“ ko¨nnen
sich die Teilnehmer der SKIL praxisnah na¨hern.
Nicht zuletzt freue ich mich natu¨rlich auch u¨ber das große Interesse der Leipziger Unter-
nehmen an der SKIL. So war es mo¨glich, mit Hilfe der Sponsoren diesen Tagungsband zu
realisieren und einen Preis fu¨r den besten eingereichten Beitrag zu vergeben.
Leipzig, den 2. Dezember 2011




Post  itCampus Software- und Systemhaus GmbH | Nonnenstr. 42 | 04229 Leipzig
Mail  jobs@itcampus.de    Web  www.itcampus.de
Die itCampus GmbH ist ein Software-Entwicklungshaus mit Sitz in Leipzig. 1999 als universitäres 
Spin-off der Universitäten Halle und Leipzig gegründet, ist itCampus heute ein auf Innovation 
ausgerichtetes, wissenschaftlich eng vernetztes Unternehmen. Als hundertprozentige Tochter-
firma der weltweit agierenden Software AG sind wir Teil eines starken Verbunds für Business 
Process Excellence. 
Unser Kerngeschäft ist die professionelle Entwicklung anspruchsvoller, individueller und leicht 
zu bedienender Software-Lösungen auf Basis von Java und .Net sowie mobiler Plattformen 
wie iOS, Android oder BlackBerry. Zur Verstärkung unseres kompetenten und hoch motivierten 




 • Konzeption, Neu- und Weiterentwicklung von Software-Lösungen
 • Problemanalyse sowie -behebung auftretender Fehler und Störungen 
 • Test, Integration und Dokumentation
 • Entwicklung/Design in den Umgebungen: Visual Studio, Eclipse, SVN, Java EE
Dein Profil:
 • (Fach-)Hochschulstudium der Informatik, Wirtschaftsinformatik oder ähnliche Ausbildung
 • Programmierung mit Java Technologien, C# oder Microsoft .NET; Kenntnisse in C++/CLI 
  sind vorteilhaft
 • Fundierte Kenntnisse in der objektorientierten Programmierung
 • Grundkenntnisse der webMethods Suite sind wünschenswert, aber nicht Voraussetzung
 • Erfahrung in der Erstellung und Nutzung von Unit-Tests
 • sehr gute Englischkenntnisse
 • du arbeitest selbstständig und eigenverantwortlich, bist belastbar und flexibel
Deine Bewerbung
Falls diese Punkte für dich zutreffen, dann freuen wir uns über die Zusendung deiner aussage-
kräftigen Bewerbungsunterlagen per E-Mail an jobs@itcampus.de. 





TriplePlace: A flexible triple store for Android with six indices
Natanael Arndt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Entwicklung von IR-Algorithmen zur automatischen Bewertung von
Krankenversicherungstarifen
Stefan Veit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
CoVi - a JAVA application to explore Human Disease Networks
Klaus Lyko, Victor Christen und Anastasia Chyhir . . . . . . . . . . . . . . . . . 19
Realisierung eines RDF-Interfaces fu¨r die Neue Deutsche Biographie
Martin Bru¨mmer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Methoden zur Aufwandsscha¨tzung von Softwareprojekten und deren
Zuverla¨ssigkeit
Florian Pilz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Volumendifferenzmessung an medizinischen Oberfla¨chenbilddaten
Henry Borasch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
rdf2wp - Publikation von Daten als RDF mittels Wordpressblog
Johannes Frey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Simulating the Spread of Epidemics in Real-world Trading Networks
using OpenCL
Martin Clauß . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Entwicklung eines Managementsystems fu¨r bibliographische Eintra¨ge auf
Basis von WordPress am Beispiel der Lutherbibliographie
Thomas Scho¨ne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Entwicklung eines Programms zur dynamischen Nutzung freier Ressourcen
von Workstations
Michael Schmidt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Autorenverzeichnis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97





University of Leipzig, Master’s programme in Computer Science
Abstract: This paper presents the idea, design and implementation of a triple store
optimized to be used on mobile devices. The triple store implements an indexing
structure similar to Hexastore utilizing the Tokyo Cabinet key-value store as persistent
storage system. A simple and flexible API gives developers the chance to integrate
TriplePlace in their applications to easily use semantic data on Android powered mo-
bile devices. Finally TriplePlace is compared to Androjena in terms of main memory
usage, extra storage needed in the final Android Package (APK) and speed.
1 Introduction
More and more data is available in the Linked Open Data cloud [CJ11]. To make this data
widely available for personal use, mobile applications become more important. Although
mobile hardware begins to have multi core processors and bigger main memory it is still
not as powerful as personal computers or even large servers. One method to reduce the
load on the mobile end user device would be to store and process the data on a server or
in a computing cloud and make the prepared data available through a HTTP interface. But
especially mobile devices (e.g. phones and tablets) still don’t have continuous and reliable
Internet connection, thus a local data store for offline availability of the data is important.
Those systems which store RDF data [KC04] are often called triple stores. There are
already some implementations of triple stores for servers available. A recent bench-
mark paper [MLAN11] lists the popular triple store implementations Virtuoso, Sesame,
Jena-TDB, and BigOWLIM. As of writing this paper only Jena [McB02] is ported to the
Android platform in the Androjena project1. There is a note about some parts of the Open-
Sesame-Project running on Android but no full triple store is available2. On a mobile
platform with limited resources, only a small part of the graph can stay in main memory
and the data has to be read and written from the persistent storage frequently. Androjena
itself has no database integrated for storing the data persistently. Instead, the data has to be
serialized and de-serialized to and from RDF/XML [Bec04]. Androjena can be extended
1Androjena: http://code.google.com/p/androjena
2OpenSesame RDF store on Android: http://weblogs.java.net/blog/fabriziogiudici/
archive/2010/07/12/little-teaser-opensesame-rdf-store-android
1
with TDBoid, the Android version of Jena-TDB3, to persistently store triples with a higher
read and write performance. But to include Androjena and its dependencies in an Android
project at least 5.2MB extra JARs are needed, and for TDBoid another 2.8MB have to be
added. This results in more than 4MB extra space which is needed for the final Android
Package (APK).
Currently the Mobile Social Semantic Web Client (MSSW) [Arn10] uses Androjena to
store the WebID of the user and his contacts. In the next release of MSSW we want to use
TriplePlace to avoid the drawbacks of Androjena. With TriplePlace we will have a more
lightweight triple store which can be adopted to the needs of this project easily.
All system related values in this paper are measured on a Nexus S Phone with Android
version 2.3.6. It has 512MB of main memory and a 1GHz CPU.
2 Design
In the following, we describe the design and implementation of TriplePlace. The first
paragraph will focus on speed of query processing and shows an approach which gets
our result to a level which is comparable to Androjena. In the second paragraph the used
persistent storage system is introduced.
Weiss et al. present an approach [WKB08] of a fast answering triple store, Hexastore.
It builds an indexing structure which materializes all possible permutations of a Triple
(spo, sop, pso, . . .) in 3! = 6 indices. Each index has a head (for spo this is
the subject respectively for pso the predicate), a vector (for spo this is the predicate
respectively for pso the subject) and a terminal (for spo and pso the object). This gives
an advantage on querying the store, because “in a hexastore all first-step pairwise joins are
rendered as merge-joins, using the appropriate indices in each case.” [WKB08, p. 6] In
addition, Hexastore utilizes a dictionary to map the RDF-Nodes to unique IDs to reduce
storage usage. This technique was already successfully implemented on a different mobile
platform with limited capacities [WBB08], but since the source code of this project is not
freely available we cannot port it to Android. In TriplePlace we adopted some parts of this
technique to ensure a fast answering triple store.
In order to minimize the effort of the implementation we are using an existing database
management system. Tokyo Cabinet4 is a space efficient and fast DBM [AT79] which
provides hash table (HDB) and B+-Tree (BDB) implementations [10T10]. Because of its
usage of mmap() [10T10] it minimizes the file-open-overhead which is very important
to achieve a small memory footprint and to speedup reading and writing of triples on a
platform with limited main memory.
3Jena TDB: http://openjena.org/wiki/TDB
4Tokyo Cabinet: http://fallabs.com/tokyocabinet
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3 Implementation
In the following, we first describe some design decisions concerning the persistent storage
system, the dictionary and the indexing structure. Later we give an overview of the pro-
vided API with its classes and methods.
The Android NDK puts us in the comfortable situation to reuse native (C/C++) code in
an Android project. The NDK uses the Java Native Interface (JNI) as interface between
native an Java code. Because Tokyo Cabinet already has a JNI-API for Java only the
C code had to be compiled with the NDK. The compilation disclosed some minor prob-
lems, which had to be solved first. The Android optimized version of Tokyo Cabinet can
be found in two git-hub repositories56. Tokyo Cabinet is compiled in two shared libraries:
libtokyocabinet.so and libjtokyocabinet.so. The Java part of the Tokyo
Cabinet Java-API resides in the package tokyocabinet.*.
The dictionary is implemented as hash database (HDB) which is the Tokyo Cabinet im-
plementation of a hash map. It maps the string representation of a RDF-node, as it is used
in N-Triples [GB04], to a long integer (64bit) ID. In order to translate the integer IDs of
a query result back to the respective human readable representation an inverse dictionary
is implemented. For the hashing algorithm the Java random function is used. It produces
a semi-random long integer value, which is used as ID. The new dictionary record is tried
to insert in the HDB. If a collision with an existing ID occurs a second ID is generated
and if necessary a third and . . . nth ID. (Note: The ID 0 is reserved as “ID not specified”)
Compared to subsequent insertion with a counter as ID generator the table does not have
to be reorganized if the counter reaches its maximum value.
The indexing structure is implemented similar to Hexastore. We are using one BDB, the
B+-Tree implementation of Tokyo Cabinet, per permutation. The IDs of the head-, vector-,
and terminal-nodes are concatenated and used as key; the value stays empty. This enables
us to easily perform a range search with the fixed head and maybe vector and retrieve a list
of all matching keys which contains the complete triples.
The TriplePlace API in the package org.aksw.tripleplace consists of following
classes:
Node represents a RDF-node. The constructor accepts a String which specifies the
Node as in N-Triples [GB04]. The following types are supported: literal (e.g.
"String"), named resource (e.g. <http://example.com>) and blank node
(e.g. :abc). For the usage in a query pattern the Node can be variable (e.g. ?a).
(See also TriplePlace.getNode())
Triple represents a RDF-statement consisting of subject, predicate and object. The
constructor takes three Nodes as parameters. If the Triple is used as pattern also
variable Nodes and null are allowed.
5Tokyo Cabinet for Android OS: https://github.com/white-gecko/TokyoCabinet
6Tokyo Cabinet API for Java on Android OS: https://github.com/white-gecko/
TokyoCabinet-Android-API
TriplePlace: A flexible triple store for Android with six indices
3
TriplePlace abstracts the underlaying store functions and provides a unified inter-
face. The constructor takes two parameters. The first parameter selects the store
engine (currently only ENGINE HEXASTORE is implemented). The second param-
eter specifies a path in the local file system where the store can save its files.
The TriplePlace class defines following methods:
getNode() retrieves the ID of a Node from the Dictionary or adds the Node to the Dic-
tionary and returns a new Node object. It takes a String as parameter to specify the
RDF-node similar to the Node constructor. This method should be preferred over
the use of the Node constructor, because it already adds the Node to the Dictionary.
addTriple() inserts a Triple to the indexing structure. As argument it takes a Triple
object containing three non-variable Nodes.
query() retrieves a list of Triples from the store. It takes a Triple object with fixed
and variable Nodes or null-Values. The list will contain all Triples, which match
the given pattern.
removeTriple() deletes a Triple from the indexing structure. (Note: this method is
not yet implemented)
4 Evaluation and Limitations
The implementation of the dictionary hashing algorithm has a complexity of O(n), where
n is the amount of collisions with existing entries. This effectively results inO(1) without
collision, because the probability for a collision is p = k264 , where k is the number of ex-
isting entries in the dictionary. As we see collisions will start to get likely if the dictionary
is half full (k = 263) which would take already 263 · 8B = 64EiB only for the IDs which
is eight times more than the maximum database size of 8EiB for Tokyo Cabinet [10T10]
and would not fit in any mobile device in the near future.
The dictionary encoding reduces the storage consumption of the dictionary and indices
from 6 · nB to 2 · nB + 6 · 8B7. For the minimal HTTP IRI (e.g. <http://2.am>)
the size of n = 13B which results in a reduction from 78B to 74B per minimal HTTP-
IRI-Node. (Note: These values have to be added to the overhead of the underlaying data
structure) Because of the usage of the existing key-value store Tokyo Cabinet, it is not
possible to use the terminal lists of the indices twice. This increases the needed storage for
the six indices in the worst case by a factor of 1.2 for this implementation compared to the
original Hexastore. This is six instead of five-fold [WKB08, p. 4] compared to a simple
triples table.
TriplePlace needs about a third of the memory compared to Androjena. We have evaluated
the memory usage and speed of both systems during the insertion of 2000 Triples. An-
78B is the size of a 64bit integer
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drojena allocated about 10000K while TriplePlace needed only about 4000K. TriplePlace
was with 5.5s a little slower than Androjena with 4.4s.
Because we are using Tokyo Cabinet through the NDK and JNI there is an overhead on
each native function call. This could be reduced by implementing the data structures in
Java, but this would be a new task. The usage of Tokyo Cabinet together with the NDK
also forces us to use at least API-Level 9 which is currently only installed on 46.3%8 of
the active Android phones.
At the moment TriplePlace supports a rudimentary API for inserting and querying triples.
To make it compatible with most of the existing triple stores a SparQL and SparQL/Update
query engine and an export to the most common formats RDF/XML, N-Triples, Turtle and
Notation 3 [Bec04, GB04, BBL11, BL11] would be necessary. Furthermore named graphs
[CBHS05, CS04] are a widely used technique which should be implemented in a following
version.
The already high storage overhead of a hexastore could be reduced slightly by using Kyoto
Cabinet9 which has a better performance in terms of storage and also speed compared to
Tokyo Cabinet. But it is written in C++ which causes further problems when compiling it
with the NDK.
5 Conclusion
In this paper we have successfully demonstrated the idea, design and implementation of a
triple store using the Hexastore indexing structure on the Android mobile operating sys-
tem. The implementation is economically using the limited main memory on mobile de-
vices while it achieves a moderate speed. The simple and flexible API gives other develop-
ers the chance to easily use semantic data on Android powered mobile devices. TriplePlace
takes less than 1MB of extra storage in the final APK which is a forth of the space needed
for the former only solution Androjena.
In the future the TriplePlace query functionality will be extended with the capability of
evaluating complex graph patterns instead of currently only simple triple patterns. This
will show the currently unused advantages of having six indeces. Furthermore a more
complete comparison of the performance of TriplePlace and Androjena with more use
cases is necessary.
The source code of TriplePlace is available in a git-hub repository at https://
github.com/white-gecko/TriplePlace. It is licensed under the terms of the
GNU General Public License (GPL).
8Platform Versions: Current Distribution: http://developer.android.com/resources/
dashboard/platform-versions.html, November 3, 2011
9Kyoto Cabinet: a straightforward implementation of DBM: http://fallabs.com/kyotocabinet/
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Hochschule fu¨r Wirtschaft, Technik und Kultur Leipzig,
Master Studiengang Informatik
Zusammenfassung: In dieser Abhandlung wird ein Ansatz zur automatischen Be-
wertung von privaten Krankenversicherungstarifen verschiedener Versicherer mit Hil-
fe von Information-Retrieval-Algorithmen beschrieben. Dabei werden anhand eines
Beispielprotokolls in vorher festgelegten Textpassagen Aussagen u¨ber die Erbringung
unterschiedlicher Versicherungsleistungen getroffen. Die Bewertungen der Tarife soll
zu Vergleichszwecken in einer Maklersoftware verwendet werden. Bisher werden die
dazu verwendeten Informationen manuell gewonnen, was einen hohen Zeit- und Kos-
tenfaktor darstellt. Um die automatische Bewertung zu realisieren, kommen Techniken
aus Text Mining, Information-Retrieval und Informationsextraktion zum Einsatz. Die
umgesetzten Algorithmen erzielten dabei mit 80 Prozent korrekt bewerteten Tarifen
ein ausreichend gutes Ergebnis.
1 Problembeschreibung
Bei der Auswahl von privaten Krankenversicherungen stehen dem Kunden eine Vielzahl
von Gesellschaften und Tarifen zur Verfu¨gung. Unabha¨ngige Versicherungsmakler bieten
den Interessenten einen tagesaktuellen Vergleich unterschiedlicher Tarife an, abgestimmt
auf die individuellen Wu¨nsche und Bedu¨rfnisse des Kunden. Dazu setzt der Makler eine
Software ein, welche die Pra¨mien und Leistungen der Versicherungen beinhaltet und ver-
gleicht. Eine EU-Richtlinie aus dem Jahre 20021, welche in Deutschland im Mai 2007
in Kraft trat, sieht vor, dass der Kunde eine fu¨r seine Bedu¨rfnisse optimale Beratung
erha¨lt. Dazu muss beim Tarifvergleich eine Mindestanzahl von Versicherungsangeboten
aufgefu¨hrt werden.
Die von Maklern verwendeten Softwareprodukte mu¨ssen zum optimalen Vergleich neben
der ausreichenden Anzahl an beinhalteten Versicherungen fu¨r jeden Tarif die Informatio-
nen u¨ber deren Leistungs- und Pra¨mienstruktur enthalten. Der Kunde kann dann anhand
der fu¨r ihn priorisierten Leistungen entscheiden, welche Krankenversicherung am besten
geeignet ist. Die notwendigen Informationen werden dabei nicht von Software- sondern
von Drittanbietern geliefert. Diese Drittanbieter gewinnen die notwendigen Daten, d. h.




das Leistungsangebot, manuell aus den Versicherungswerken der Gesellschaften. Ein sol-
cher Drittanbieter ist bspw. KVPro, welcher explizit auf das manuelle Lesen der Vertrags-
werke hinweist2. Diese Vertragswerke liegen in digitaler Form, meist als PDF-Dateien,
vor. Der Prozess der manuellen Analyse ist sehr zeit- und fu¨r den Softwareanbieter auch
kostenintensiv. Im Rahmen des Projektes wird deshalb ein automatisierter Analyse- und
Bewertungsprozess entwickelt.
Als Beispielszenario dienen drei Versicherungsanbieter, deren jeweilige Versicherungs-
bedingungen analysiert werden sollen. Diese drei Bedingungen wurden ausgewa¨hlt, weil
bei ihnen zum einen die Ergebnisse der manuellen Analyse und zum anderen die dazu
notwendigen ”Arbeitsschritte“ schriftlich festgehalten wurden. Zuna¨chst soll die Struktur
der Versicherungswerke untersucht und auf Gemeinsamkeiten und Unterschiede u¨berpru¨ft
werden. Anhand der gewonnenen Informationen sollen dann bestehende Algorithmen auf
ihre Tauglichkeit untersucht und ggf. neue Verfahren entwickelt werden. Mit Hilfe die-
ser Abla¨ufe soll die Beurteilung und Bewertung vorher festgelegter Textstellen erfolgen.
Der Analyseprozess kann dabei durch die Hinzunahme von Expertenwissen unterstu¨tzt
werden. Die Ergebnisse der Analyse sollen abschließend in Form von Wahrheitswerten
(Ja/Nein) bzw. als numerischer Wert dem Tarif und der entsprechenden Leistung zugeord-
net werden.
Der Beitrag hat folgenden Aufbau: Abschnitt 2 entha¨lt die Beschreibung des strukturel-
len Aufbaus der Versicherungsbedingungen. Dabei wird auf strukturelle Gemeinsamkeiten
und Unterschiede der drei Versicherungswerke eingegangen. In Abschnitt 3 wird auf die
verwendeten theoretischen Grundlagen und Techniken eingegangen. Im vierten Abschnitt
werden Lo¨sungsansa¨tze, also Analyseverfahren, skizziert und der generelle Ablauf der
Analyse verdeutlicht. Im fu¨nften Abschnitt werden die Ergebnisse des Beispielszenarios
ausgewertet, bevor im letzten Abschnitt ein Fazit gezogen wird.
2 Beschreibung der Struktur von Versicherungsbedingungen
Die drei Versicherungsbeschreibungen, welche in textueller Form vorliegen, weisen an
sich eine sehr schwache Strukturierung auf. Informationen werden vornehmlich als fort-
laufender Text dargestellt, welcher jedoch in verschiedene Ebenen unterteilt ist. So gibt es
in allen drei Versicherungswerken die Einteilung in Leistungsabschnitte sowie eine Unter-
teilung in Paragraphen. Leistungsabschnitte sind z. B. Krankenhaustagegeldversicherung,
Krankentagegeldversicherung, private Pflegeversicherung und allgemeine Versicherungs-
bedingungen.
Die eigentlichen Leistungsbeschreibungen aller Versicherungswerke orientieren sich an
der Musterbedingung (bzw. -katalog) des Verbandes privater Krankenversicherungen3.
Bei diesen Musterbedingungen handelt es sich um eine unverbindliche Empfehlung fu¨r
die Gestaltung der Bedingungen bzw. Leistungsbeschreibung. Durch diese Vorlage soll
2KVPro: http://www.kvpro.de/das-unternehmen/das-tun-wir/wir-lesen
3Musterbedingung des Verbandes der privaten Krankenversicherungen, http://www.pkv.de/recht/
musterbedingungen/
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ein gewisser Qualita¨tsstandard gewa¨hrleistet werden, da der Musterkatalog die Kriterien
des notwendigen und vorgeschriebenen Versicherungsschutzes darstellt. Je nach Versiche-
rungsgesellschaft werden Erga¨nzungen des Musterkatalogs im Dokument hervorgehoben.
Meist erfolgt die Markierung der A¨nderung direkt am Ort der Abweichung, teilweise aber
erst am Ende des Kapitels. Durch den starken Bezug zum Musterkatalog ko¨nnen Regeln
bzw. Hintergrundwissen zur Informationsgewinnung vereinheitlicht werden und mu¨ssen
somit in weniger Fa¨llen an alle mo¨glichen Formulierungen angepasst werden.
Als Form der Wissensrepra¨sentation wird in einigen Versicherungsbedingungen die
Aufza¨hlung/Liste bzw. Darstellung in Tabellen angewendet. Anders als im fortlaufen-
den Text ko¨nnen hierbei semantische Informationen nur bedingt zur Analyse verwendet
werden. Aus diesem Grund wurde ein Algorithmus entwickelt, welcher die Wissensge-
winnung aus dieser strukturellen Form ermo¨glicht. Zu dessen Umsetzung musste jedoch
zuna¨chst eine Formalisierung, in diesem Fall am Beispiel einer Aufza¨hlung/Liste, vor-
genommen werden. Bei einer Liste lassen sich zuna¨chst zwei Arten unterscheiden: eine
”Positivliste“, in welcher die von der Versicherung erstatteten Leistungen aufgeza¨hlt wer-
den und eine ”Negativliste“, welche die entsprechenden Leistungen ausschließt. Die Art
der Liste kann zu meist an der Aufza¨hlung vorangestellten Halbsatz identifiziert werden
(”Erstattet werden Leistungen fu¨r:“ bzw. ”Folgende Leistungen werden nicht erstattet:“).
Die eigentlichen Punkte der Aufza¨hlungen ko¨nnen durch Trennsymbole wie ”-“ oder ”->“
erkannt werden.
3 Verwendete Techniken und Softwarewerkzeuge
3.1 Text Mining
Text Mining beschreibt ein ”computergestu¨tztes Verfahren zur semantischen Analyse
von Texten, welche die automatische bzw. semi-automatische Strukturierung von Texten
unterstu¨tzt“ [HQW06]. Text Mining eignet sich außerdem fu¨r das Aufdecken von Zusam-
menha¨ngen in und zwischen Texten und ermo¨glicht eine grafische Repra¨sentation dieser
Zusammenha¨nge. Zum Einsatz kommen sowohl statistische als auch musterbasierte Ver-
fahren. Ein erster Schritt beim Text Mining ist die Vorverarbeitung, d. h. die Konvertierung
sowie ”Bereinigung“ der zu untersuchenden Texte. Darauf aufbauend werden Analysever-
fahren angewendet, welche Strukturen aus den Texten erschließen. Als Anwendungsfall
kann das Clustering, also die Klassifizierung von Texten betrachtet werden. Techniken
des Text Minings im Bereich der Textvorverarbeitung kommen in der Problemlo¨sung zum
Tragen.
3.2 Information-Retrieval
Beim Information-Retrieval (IR) werden mittels Computerunterstu¨tzung Informationen
aus Texten extrahiert, die ein Nutzer durch eine Suchanfrage angefordert hat. Ziel ist
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es, aus einer Menge von Texten bzw. Textpassagen diejenige herauszufiltern, welche die
Anfrage bzw. Problemstellung lo¨sen ko¨nnen. Im Gegensatz zum Text Mining, wo neue
Strukturen identifiziert werden, besteht die Aufgabe von IR in der Wiederfindung von
bestehenden Informationen. Man unterscheidet verschiedene Modelle zur Bearbeitung sol-
cher Anfragen (vgl. [Fer03]), u. a. die folgenden:
Boolesches Retrieval: Beim Booleschen Retrieval wird auf die Operatoren der Boo-
leschen Algebra zuru¨ckgegriffen. Anfragen werden mit Hilfe dieser Operatoren
aufgebaut und auf das entsprechende Textfragment ausgefu¨hrt. Ein Nachteil des
Modells liegt darin, dass keine Teiltreffer mo¨glich sind - alle Begriffe der Suchan-
frage mu¨ssen gefunden werden, ansonsten gibt es keine positive Ru¨ckmeldung.
Vektorraum Retrieval: Bei diesem Modell werden zuna¨chst Suchanfrage und gegebe-
nes Textfragment in einen Vektor transferiert. Je nach Aufgabenstellung lassen sich
dafu¨r unterschiedliche Kriterien festlegen. Ein einfacher Ansatz ist dabei, das Vor-
kommen der Wo¨rter in ihrer in der Suchanfrage gestellten Reihenfolge zu betrach-
ten. Je a¨hnlicher der Vektor eines Textfragmentes zu dem der Suchanfrage ist, desto
relevanter scheint der Textabschnitt zu sein. Somit ist eine Einteilung der Textfrag-
mente nach Relevanz mo¨glich.
Neben diesen Retrieval-Modellen gibt es noch weitere Methoden, welche bspw. auf
probabilistischen Modellen bzw. der unscharfen Suche (Fuzzy-Suche) basieren [Lew05].
3.3 Informationsextraktion
Informationsextraktion (IE) bezeichnet die Suche und Extraktion relevanter Informatio-
nen innerhalb eines Dokumentes [Cun05]. Dabei geht es prima¨r nicht darum, das Wissen
im semantischen Sinne zu verstehen, sondern ”nur“ um die Extraktion des vorhandenen
Wissens. Ziel ist es also, aus unstrukturierten Objekten Wissen bezu¨glich eines Fachgebie-
tes zu gewinnen. Eine Methode beim IE ist der Template-Ansatz. Dabei werden Templa-
tes mit fachspezifischen Eigenschaften versehen, welche dann mit Informationen aus dem
Text gefu¨llt werden. Bei IE werden momentan besonders workflow-basierte Ansa¨tze ver-
folgt. Ein solches IE-System besteht dabei aus einer Folge von unabha¨ngigen Teilkompo-
nenten. Ein aktuelles IE-System stellt bspw. SystemT von IBM dar. Mit Hilfe einer regel-
basierten, an SQL angelehnten Sprache (AQL) ko¨nnen dabei Extraktionspla¨ne beschrieben
werden.
3.4 Synonymsuche
Leistungsmerkmale werden bei verschiedenen Versicherungsgesellschaften teilweise
unterschiedlich bezeichnet. Jedoch hat sich bei der Analyse herausgestellt, dass hierbei
meist Synonyme verwendet werden. Um den Aufwand zu vermeiden, die jeweiligen Re-
geln fu¨r eine Leistung an alle auftretenden Mo¨glichkeiten anzupassen, sollen Synonyme
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aus einer Online-Quelle bezogen werden. Als Quelle wurde hierbei das Projekt Deutscher
Wortschatz der Universita¨t Leipzig4 verwendet. Fu¨r den Zugriff auf die Synonyme wird
ein WebService zur Verfu¨gung gestellt, welcher u¨ber eine SOAP-Schnittstelle angespro-
chen werden kann. Ein bereitgestellter Client wurde dazu in das Projekt integriert. Jedoch
steht man vor dem Problem, dass zuru¨ckgelieferte Synonyme teilweise unbrauchbar fu¨r
die Abfrage sind. Unbrauchbar bedeutet in diesem Fall, dass die gefundenen Synonyme in
keinem Zusammenhang zu der in diesem Fachgebiet verwendeten Terminologie standen.
Hier hat es sich bewa¨hrt, eine per Hand angelegte Liste von Synonymen zu verwenden.
Diese ist aufgrund der geringen Menge an Synonymen einfach zu verwalten bzw. zu erwei-
tern. Aufgrund der gesammelten Erfahrungen wird in der Projektumsetzung die manuell
erstellte Liste verwendet. Diese umfasst ca. 20 Begriffe und deren Synonyme (2-3 pro
Begriff). In diesem Rahmen ist der Aufwand zur manuellen Pflege noch gering.
3.5 RapidMiner
Der RapidMiner ist eine Anwendung, welche Algorithmen zum Data Mining bu¨ndelt 5. Es
werden entsprechende Operatoren bereitgestellt, die in einer Prozesskette hintereinander
geschaltet werden ko¨nnen. Neben Algorithmen zum Data Mining, zur Wissensauswertung
und zum maschinellen Lernen sind auch Verfahren zum Text Mining enthalten. Fu¨r das
Projekt wurden insbesondere die Vorverarbeitungsschritte des Text Minings, also u. a.
Tokenisierung, Entfernung von Stoppwo¨rtern und Wortstammbildung, genutzt.
4 Analyseverfahren und deren Umsetzung
Zur Analyse von Textfragmenten, genauer zu deren Bewertung, wurden aufgrund der Be-
trachtungen zur Formalisierung der Versicherungswerke vier Algorithmen umgesetzt, wo-
bei die ersten drei Verfahren eine Umsetzung bestehender Ansa¨tze widerspiegeln, die Lis-
tenerkennung hingegen eine ”Eigenentwicklung“ darstellt. Die Auswahl der Algorithmen
erfolgte dabei unter dem Gesichtspunkt ”Suche nach Schlagwo¨rtern“, d. h. es sollten Algo-
rithmen umgesetzt werden, die Schlag- bzw. Suchwo¨rter aus Wortlisten in entsprechende
Regeln u¨berfu¨hren und diese auf das Textfragment anwenden ko¨nnen. Die Wahl fiel auf
folgende Algorithmen:
Boolesche Analyse: Bei dieser Methode wird auf in der Wissensbasis festgelegte Wo¨rter
zuru¨ckgegriffen, welche mit den booleschen Operatoren AND und NOT verknu¨pft
werden. Der entstehende Ausdruck wird auf das gegebene Textfragment angewen-
det. Jede Regel bekommt einen Ergebniswert in der Wissensbasis zugeordnet. Ist
das Resultat der Auswertung der Regel auf dem Textfragment TRUE, wird der fest-
gelegte Ergebniswert (z. B. Ja, Nein, zu 100 Prozent) als Antwort u¨bernommen. Im
negativen Fall kann keine Aussage getroffen werden. Es ko¨nnen prinzipiell mehrere
4http://wortschatz.uni-leipzig.de/
5Produkt-Homepage des RapidMiner, http://rapid-i.com/content/view/181/190/
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Regeln aufgestellt werden, von denen auch mehrere zutreffen ko¨nnen. Beispiels-
weise wird als Regel (”Brille“ AND ”100 Prozent“) formuliert. Das dazugeho¨rige
Resultat wa¨re ”Ja“. Werden beide Wortgruppen nun im Text gefunden, so kann als
Ergebnis ”Ja“ angenommen werden, d. h. die Versicherung zahlt die Leistung.
Erweiterte Boolesche Analyse mit Wortgewichtung: Das Problem der booleschen Va-
riante keine Teiltreffer zu finden, kann durch das Hinzufu¨gen von Wortgewichtun-
gen umgangen werden. Diesmal wird also nicht der ganze Ausdruck aufgebaut, son-
dern jedes einzelne Wortvorkommen u¨berpru¨ft. Ist das Ergebnis TRUE wird ein
fu¨r das Wort festgelegter numerischer Wert (die Gewichtung) auf die Gesamtrele-
vanz aufaddiert. Je nachdem wie hoch die Gesamtrelevanz am Ende ist, wird ein
fu¨r diesen Bereich festgelegtes Ergebnis u¨bernommen. So ko¨nnen stufenweise alle
mo¨glichen Antworten aufgefu¨hrt werden. Dabei gibt es zuna¨chst keine fließenden
Grenzen zwischen den Ergebnissen, wie es z. B. bei der Fuzzy-Logik der Fall ist.
Analyse mit regula¨ren Ausdru¨cken: Auch die Suche nach Textmustern bietet eine gu-
te Mo¨glichkeit, die Problemstellung zu lo¨sen. Dabei werden mit Hilfe gegebener
Regeln regula¨re Ausdru¨cke (vgl. [Fri07])gebildet und auf die Textfragmente ange-
wendet. Matcht ein regula¨rer Ausdruck auf einer solchen Textpassage, so wird das
vorher festgelegte Ergebnis u¨bernommen. Ansonsten kann keine Aussage u¨ber das
Resultat gemacht werden. Auch hier gibt es wieder die Mo¨glichkeit, mehrere re-
gula¨re Ausdru¨cke zu u¨berpru¨fen. Es wird nicht nur das Wortvorkommen, sondern
auch ein gewisser struktureller Zusammenhang u¨berpru¨ft. So kann man sicher ge-
hen, dass z. B. Wort A vor Wort B kommt, was bei der booleschen Methode nicht
zwangsla¨ufig der Fall sein wird. Der beispielhafte Aufbau einer solchen Regel sehe
wie folgt aus: (Brille.*100 Prozent). Die Zeichenfolge ”.*“ steht dabei
fu¨r beliebig viele Zeichen. Durch die Regel wird festgelegt, dass im Text zuna¨chst
das Wort ”Brille“ gefolgt von beliebigen Zeichen und dann die Wortgruppe ”100
Prozent“ auftreten muss, damit die Regeln ein positives Ergebnis zuru¨ckliefert.
Listenerkennung im Zusammenhang mit Wortlisten: Wie bereits beschrieben, weisen
manche Textfragmente Listen- und Aufza¨hlungsstrukturen auf. Mit dieser Metho-
de sollen diese strukturellen Gegebenheiten gefunden werden. Dabei wird zuna¨chst
untersucht, ob es sich um eine Liste handelt. Ist dies der Fall, wird die Liste noch
in positiv oder negativ untergliedert. Anschließend wird die Liste nach Schlagwor-
ten aus einer Wortliste durchsucht, die im Zusammenhang zur gesuchten Leistung
stehen.
Alle vier Verfahren werden unabha¨ngig voneinander auf das Textfragment ausgefu¨hrt.
Aufgrund der vier Einzelergebnisse ergibt sich das Gesamtresultat wie folgt: bei ”einfa-
cher Mehrheit“ eines Resultates wird dieses als Endresultat gewa¨hlt; bei gleicher Anzahl
wird das Ergebnis vom Verfahren mit der in den Untersuchungen ho¨chsten Erfolgsquote
gewa¨hlt.
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Ein Analyseprozess fu¨r eine konkrete Leistung la¨uft unter Zuhilfenahme der obigen Ver-
fahren wie folgt ab:
1. Eingabe von Versicherung und Tarif
2. Auswahl der abzufragenden Leistung
3. Eingabe Textfragment
4. Start des Analyseprozesses
5. Textvorverarbeitung
(a) Auftrennung in Wortgruppen, Wo¨rter oder Sa¨tze
(b) Herausfiltern von Stoppwo¨rtern
(c) Wortstammbildung
6. Aufruf der Analyseverfahren
(a) Anwendung der definierten Regeln
(b) Bestimmung der ”passenden“ Regel unter Beru¨cksichtigung von Priorita¨ten
(c) Bestimmung des entsprechenden Ergebnisses
7. Ausgabe der Einzel- sowie Bildung des Gesamtergebnisses
Dieser Prozess wurde zum Teil aus Vorgehensweisen beim Text Mining (5. Textvorver-
arbeitung) und teilweise selbst entwickelt (6. Aufruf der Analyseverfahren). Die Darstel-
lung der Regeln erfolgt im XML-Format. Fu¨r jede abzufragende Leistung wird ein XML-
Dokument mit den Regeln fu¨r die Verfahren hinterlegt. Folgendes Listing zeigt einen Aus-
schnitt aus einer solchen Datei:
<reg>
<regaus ergebnis="2,3 fach" prio="0">erstatt.∗Goa¨.∗Regelho¨chstsa¨tze</regaus>
</reg>
<bool>






Anmerkung: GOA¨ steht fu¨r ”Gebu¨hrenordnung fu¨r A¨rzte“ und wird im Zusammenhang
mit Versicherungsbedingungen in der verku¨rzten Form verwendet.
Es werden die Regeldefinitionen fu¨r die Analysen mit regula¨ren und Booleschen Aus-
dru¨cken gezeigt. Fu¨r jede Regel wird ein Ergebnis im Tag ”ergebnis“ sowie eine Prio-
rita¨t im Tag ”prio“ festgelegt. Letztere kommt bei der erfolgreichen Anwendung mehrerer
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Regeln zum Tragen. Inhalt der Elemente sind die auszufu¨hrenden Regeln. Fu¨r jedes Ana-
lyseverfahren ko¨nnen daru¨ber hinaus mehrere Regeln, auch fu¨r gleiche Ergebnisse ange-
geben werden. Das im obigen Listing angegebene Ergebnis von ”2,3 fach“ bezieht sich auf
einen festgelegten Regelsatz, mit dem Leistungen abgerechnet werden ko¨nnen.
Die vorgestellten Verfahren wurden in einem Programm zur Bewertung von Textabschnit-
ten gebu¨ndelt. In dieser Software wurde ausgehend vom obigen Analyseprozess eine
grafische Oberfla¨che zur Bewertung der Tarife aufgebaut. Die Nutzer (in diesem Fall
die Drittanbieter, welche den manuellen Prozess automatisieren wollen) haben so die
Mo¨glichkeit, fu¨r einen Tarif fu¨r festgelegte Fragestellungen ein Textfragment einzugeben.
Nach der Eingabe wird der automatische Analyseprozess gestartet, an dessen Ende der
Nutzer eine Zusammenfassung der Einzel- und des Gesamtergebnisses sieht. Die Ergeb-
nisse ko¨nnen gespeichert, exportiert und in die Vergleichssoftware des jeweiligen Anbie-
ters eingebunden werden.
5 Ergebnisse des Beispielszenario
Das in der Aufgabenstellung erwa¨hnte Beispielszenario wurde bei der Auswertung der
Analyseergebnisse um drei zusa¨tzliche Versicherungswerke erweitert. Die zusa¨tzlichen
Leistungsbeschreibungen werden im Folgenden als ”unbekannte Texte“ (UT) bezeichnet.
Hintergrund ist die Tatsache, dass die Regeln in den XML-Dateien durch die Untersuchung
der im Beispielszenario befindlichen, ”bekannten“ Tarifwerke (BT) zuru¨ckzufu¨hren sind.
Bei den Vertragswerken handelt es sich um die allgemeinen Vertragsbedingungen folgen-
der Versicherungsgesellschaften:
• AXA Krankenversicherung AG, 2008 (BT)
• uniVersa Krankenversicherung AG, 2006 (BT)
• Mu¨nchener Verein Krankenversicherung a.G., 2008 (BT)
• Allianz Private-Krankenversicherungs-AG, 2009 (UT)
• Hallesche Krankenversicherung, 2011 (UT)
• Mannheimer Versicherung (UT)
Die Beschra¨nkung auf zuna¨chst sechs Dokumente ist dadurch begru¨ndet, dass, wie in der
Aufgabenstellung beschrieben, die zu untersuchenden Textstellen zuna¨chst manuell iden-
tifiziert werden mu¨ssen. Dieser Aufwand wa¨re bei 10, 50 oder noch mehr Dokumenten in
der jetzigen Projektphase zu groß. Bei den Untersuchungen wurden 19 Fragestellungen
betrachtet. Es wurden fu¨r jede Auswertung die Resultate der einzelnen Verfahren sowie
das Gesamtergebnis festgehalten. Eine automatische Analyse gilt als erfolgreich, wenn das
Ergebnis mit dem einer vorher durchgefu¨hrten manuellen Untersuchung u¨bereinstimmt.
Nicht erfolgreiche Analysen ko¨nnen auf zwei Tatsachen beruhen: entweder es konnte
keine Regel angewendet und somit auch kein Ergebnis geliefert werden oder es wurde
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eine falsche Regel angewendet. Im letzteren Fall wu¨rde ein falsches Ergebnis an den

















BT1 84,2 % 73,7 % 52,5 % 73,7 % 5,3 %
BT2 89,4 % 89,4 % 42,1 % 89,4 % 15,8 %
BT3 94,7 % 94,7 % 47,4 % 94,7 % 0 %
UT1 78,9 % 63,2 % 36,8 % 36,8 % 10,6 %
UT2 81,3 % 68,2 % 26,3 % 52,6 % 0 %
UT3 69,2 % 53,8 % 7,7 % 15,4 % 15,4 %
82,9 % 73,8 % 35,5 % 60,4 % 7,9 %
Tabelle 1: U¨bersicht der Ergebnisse
Die Ergebnisse bei bekannten Versicherungstexten sind erwartungsgema¨ß besser als bei
unbekannten Passagen. Außerdem wird deutlich, dass die Verfahren unterschiedlich gut
zur Auswertung geeignet sind. Das Boolesche Verfahren bietet die besten Erfolgsquo-
ten. Regula¨re Ausdru¨cke erzielen aufgrund der festgelegten Reihenfolge der Wo¨rter eine
etwas schlechtere Trefferquote. Das Verfahren mit der Wortgewichtung weist deutliche
Schwa¨chen auf. Als Ursache fu¨r dieses Abschneiden kann die fehlerhafte Gewichtung der
Wo¨rter bzw. die fehlerhafte Einteilung der Ergebnisbereiche genannt werden. Die Liste-
nerkennung schneidet in den Untersuchungen am schlechtesten ab. Das große Problem der
Listenerkennung liegt darin, dass die meisten Leistungen nicht als Liste formuliert sind,
sondern als fortlaufender Text vorliegen. Somit hat der Algorithmus kaum eine Chance,
positive Ergebnisse zu liefern. Wendet man den Algorithmus jedoch ausschließlich auf
Textfragmente an, in denen Listen existieren, liegt die Erfolgsquote bei 90 Prozent. In
der Gesamtbetrachtung kann festgestellt werden, dass im Durchschnitt 8 von 10 Fragen
korrekt beantwortet werden. Das Gesamtergebnis, welches sich aus den Ergebnissen der
Einzelverfahren ergibt, profitiert dabei von der Kombination der Verfahren: liefert eine
Analyse kein Resultat, kann dies durch andere Verfahren ausgeglichen werden.
Es ist anzumerken, dass eine Erfolgsquote von unter 100 Prozent akzeptabel ist. Selbst
bei den momentan manuell zur Verfu¨gung gestellten Daten sind fehlerhafte Informationen
enthalten. Des Weiteren entbinden die aus den Ergebnissen gewonnenen Tarifvergleiche
den Versicherungsmakler nicht von der Pflicht, Kunden eingehend zu beraten und sich
somit auch selbst einen U¨berblick u¨ber die Versicherung zu verschaffen.
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6 Fazit und Ausblick
Als Ergebnis des betrachteten Projektes la¨sst sich zuna¨chst festhalten, dass Algorith-
men zur doma¨nenspezifischen Problemlo¨sung gefunden und umgesetzt werden konn-
ten. Die verwendeten Verfahren unterscheiden sich dabei zwar in ihrer Genauigkeit und
Verla¨sslichkeit, bilden jedoch als Gesamtheit einen guten Ansatz zur Problembewa¨ltigung.
Es ist anzumerken, dass die Ergebnisqualita¨t durch die Einfu¨hrung einer manuellen
Feedbackkomponente verbessert werden konnte. Hierbei hat der Nutzer die Mo¨glichkeit,
per Hand das korrekte Ergebnis vorzugeben. Ein Abgleich der manuellen mit den automa-
tisch ermittelten Resultaten der Analyseverfahren trug dabei zur Anpassung der Priorita¨ten
der hinterlegten Regeln bei.
Bei der Umsetzung der Anforderungen traten im Bereich der Leistungsidentifizierung er-
hebliche Probleme auf. Teilweise war es nicht mo¨glich, anhand der bereitgestellten In-
formationen, Versicherungswerke und Beispielauswertungen Regeln zur Auswertung von
Textfragmenten herauszufiltern. Im Allgemeinen war es sehr problematisch, ausgehend
von Textfragmenten und den Ergebnissen einer vorher manuell durchgefu¨hrten Analyse,
auf den Verfahrensweg Ru¨ckschlu¨sse zu ziehen. Ohne Vorkenntnisse in der Problematik ist
es schwer, die gedanklichen Prozesse nachzuvollziehen und diese dann auch noch ada¨quat
zu formalisieren.
Im weiteren Verlauf der Entwicklung sollen die vorhandenen Algorithmen verbessert und
neue Verfahren hinzugefu¨gt werden. Ein Ansatz wa¨re hier die Verwendung eines selbstler-
nenden Systems, d. h. mit zunehmender Anzahl von untersuchten Texten soll die Genau-
igkeit bei der Informationsgewinnung steigen. Dazu ko¨nnten statistische Verfahren ver-
wendet werden, welche A¨hnlichkeiten zwischen Texten erkennen bzw. die Extraktion von
Schlagwo¨rtern (relevanten Begriffen) unterstu¨tzen.
Danksagung: Ein besonderer Dank gilt meinem Tutor Prof. Dr. Thomas Kudraß, wel-
cher mich beim Verfassen dieses Beitrags sowie der vorangegangen Masterarbeit mit Hin-
weisen und Ratschla¨gen sehr unterstu¨tzt hat.
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Abstract: This paper presents the Comorbidity Viewer (CoVi), a platform indepen-
dent Java application used to visualize Human Disease Networks. These networks
encompass correlations between human diseases. CoVi helps to explore these pub-
licly accessible datasets using an intuitive graphical user interface. Furthermore, it is
capable of clustering disease networks by using the Borderflow algorithm.
1 Introduction
Human diseases rarely occur isolated from one another. Individuals are often affected
concurrently by different diseases. Such a phenomenon is called comorbidity. Comorbid
affections can have several causes. A genotypic relationship between diseases exists if
the diseases are associated with the same gene. In addition, relationships of diseases via
protein interactions are known. It is a common procedure to study those correlations with
a network approach and model them as Human Disease Networks [GCV+07]. Hidalgo
et al. analyzed over 30 million medical records of American hospitals and studied the
prevalence of concurrent diseases as a Phenotypic Disease Network [HBBC09].1 With
this data it is possible to study comorbidity from a phenotypic point of view. Researchers,
doctors, or patients can discover interactions of diseases, study their development, and
analyze the data in combination with other variables, such as sex and race. Therefore, this
data is of great interest to medical experts.
Hidalgo et al. analyzed the comorbidity of diseases solely based on contemporaneous
diagnoses of diseases [HBBC09]. They developed a flash application called HuDiNe pro-
viding a representation of the collected data as a Human Disease Network2. The goal
of our project was to develop a platform-independent desktop application to display and
explore these HuDiNe datasets with largely the same features as in their visualization.





ease in loaded HuDiNe datasets, to discover other diseases connected and further to ex-
plore the network in an intuitive, graphical way. Furthermore, CoVi uses the clustering
algorithm Borderflow [NS09], which makes it possible to cluster a given disease network.
The paper is structured as follows: After discussing related work in Section 2 we describe
the data and our approach to visualize it. Section 4 presents the features, architecture, and
workflow of CoVi. In Section 5 we briefly discuss the performance of our program.
2 Related Work
The comorbidity between diseases can be understood as a network of those diseases con-
nected by their comorbid relationship. Such a representation as a network provides users
a more intuitive access to this data [Noe09]. Thus, it allows them to discover connections
between diseases more easily. There are many information visualization tools for a broad
range of applications [HMM00, Noe09].
The SONIVIS project4 allows the representation of different networks and provides a huge
range of opportunities, such as support of different network definitions, filter functions for
specific analysis of given categories, and clustering of attribute data. Even though this
project is not part of the medical domain, it illustrates the opportunities of network model-
ing, which can also be used for disease visualization. The open source graph visualization
tool Gephi [BHJ09] supports a wide variety of networks from different domains and could
be customized to support the HuDiNe format as source data as well. It allows the user to
manipulate the visualization in many ways and has built-in clustering mechanisms. As it
uses the 3D render engine to visualize networks in real-time, it supports a fast exploration
experience even in very large graphs.
In the medical domain many visualization tools exist for different purposes. The Disea-
some project5 is most notable for phenotypic as well as genotypic Human Disease Net-
works [GCV+07]. It not only holds information about disease-disease interactions, but
also provides access to connections between diseases via genes. Gene connections com-
plicate the graph visualization for the ordinary user and have influence on the time required
to display the network. Additionally, due to its specific domain the Diseasome project has
no wide layout functionality and it does not support clustering. This is a typical issue for
visualization, because “[. . . ] there is no such thing as a general-purpose visualization
style for all networks, not even in the same area [. . . ] Good network visualizations are
tailored for a specific task and a specific network at hand.” [Noe09, p.16].
4http:sonivis.org/
5This network can be accessed at http://diseasome.eu/
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3 HuDiNe
Hidalgo et al. identified pairwise comorbidity correlations of more than 10,000 diseases
based on the clinical records. This includes the comparison of diseases with different
prevalences6. Therefore, they calculated the comorbidity with two statistical measures:
the Pearson correlation φ and the Relative Risk RR. Both measures tend to over- or under-
estimate the comorbidity under certain circumstances [HBBC09].
3.1 The data
The datasets are provided as ASCII text files ranging from a size of 20 MB up to 600
MB. There are 18 datasets overall, 9 with 3 digit ICD-9 diagnoses and 9 with 5 digit
ICD-9 diagnoses7. The datasets are further divided by sex and race. Each file holds 10
tab-separated columns as shown in Table 1.
1 2 3 4 5 6 7 8 9 10
D1 D2 P1 P2 Co-occurrence












Table 1: Columns of the data. D stands for the ICD-9 code of the diseases, P for their prevalence.
Note that both the prevalence and co-occurrence are the absolute number of affected patients from
the specific population.
3.2 The graph
The visualization is done as follows: Each node in the graph represents a disease, more
precisely an ICD-9 diagnosis. If there is a comorbid interaction with another disease found
in the dataset, both nodes are linked with an edge. Both, the size of the nodes and the
thicknesses of edges are visualized according to the prevalence of the diseases and the
strength of the comorbid relationship. More prevalent diseases are represented by larger
nodes, and stronger comorbidities are visualized by thicker edges between these nodes.
In the ICD classification diseases are assigned to disease categories based on the first 3
digits of a given ICD-9 code. This classification is represented by a specific coloring of
the nodes.
Because neither the short nor the long description of the disease is part of the HuDiNe
datasets, a mapping between ICD-9 diagnoses and disease names, given in a short and a
6The Prevalence of a disease is the proportion of individuals in a given population diagnosed with this disease.
However, in the HuDiNe datasets it is the absolute number of diagnosed patients
7International Statistical Classification of Diseases and Related Health Problems Version 9 in the Clinical
Modification. See http://www.icd9data.com/
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long description, is automatically loaded in the database by CoVi upon initialization. This
not only allows CoVi to label the nodes in the graph with the corresponding disease names,
but also makes it possible to search for diseases by their name.
To cluster a given graph, we use the Borderflow algorithm which performs well on large
graphs [NS09]. The basic idea behind Borderflow is to maximize the flow within a cluster
C and to minimize the flow from the nodes within C to the outside of it. Here the flow is the
strength of the comorbid relationship between diseases. So Borderflow will divide a given
graph into clusters, such that the comorbid relationships between diseases in a cluster are
maximized, while minimizing comorbid connections of the diseases of a cluster to diseases
outside of it. As a result, Borderflow divides a disease network into groups of diseases with
a high comorbid relationship between them. In the current version we use Borderflow to
compute a soft clustering, which means a disease can belong to more than one cluster.
4 CoVi
4.1 Application
The main challenge for our application is to handle large datasets in forms of flat files with
up to 600 MB. In order to support a fast search, CoVi is backed by a MySQL database.
Therefore, the user needs to specify a database connection with administration permissions
on start-up. If such a database connection exists, we support a fast loading of HuDiNe
datasets into this database. The database schema is rather straight forward. For each
dataset we create a database table with the same 10 columns as in the HuDiNe files. In
order to find all comorbid diseases to a given disease d, we will have to find all rows
where the ICD-9 code of d occurs in the first or second column. Once the user selects a
dataset for exploration he has access to the main user interface of CoVi. Figure 1 shows
the user interface with a small-sized graph already displayed. The window is separated
into four major parts. The top of the window is the toolbar controlling the main features
of the application. The left frame allows users among other things to search for specific
diseases in the dataset and to cluster the shown graph. The upper right side is the graph
pane. Below the graph the edge table is shown. This table contains all information of the
original datasets used to display the graph above.
Apart from that, CoVi has a variety of other features.
• CoVi is a platform independent tool with relatively few requirements: A Java Run-
time Environment and a MySQL database accessible with Database privileges.
• Multiple datasets are supported, since for each dataset a database table is created.
The loading and indexing is done rather fast. We use the optimized MySQL LOAD
DATA command and create indices over both ICD Code columns.
• All four graph Layouts as HuDiNe: Spring, Hierarchical and Radial-Hierarchical
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Figure 1: Main user interface of CoVi with examples of the different graph layouts.
as seen in Figure 1, and the Circle layout8. The user can furthermore control the
visualization, such as stop animations (in the Spring layout), drag and drop nodes,
or zoom in and out.
• A soft clustering of the graph using the Borderflow algorithm. The clusters are also
represented in the graph through specific coloring.
• All nodes can be labeled with the ICD-9 code and the disease name if it exists:
Upon startup, CoVi automatically creates a database table mapping ICD-9 codes to
disease names.
• A search for diseases, either by ICD-9 code or an approximate search using dis-
ease names. Users can specify, whether RR or φ is used to find comorbid diseases.
Moreover, users can set minimum thresholds for these values, so CoVi looks for
comorbidities only beyond this value.
• An exploration of the network by double clicking a node in the graph. A search is
performed on this node using the specified measure and threshold. The new found
comorbid diseases are added to the network.
• Additional features, such as the export of the current network as a picture or its
data as a CSV file, switching between available datasets in the database, generating
hyperlinks to Wikipedia and DBPedia are based on the name of the selected disease.
8See http://pcai042.informatik.uni-leipzig.de/˜swp10-8/ for more screenshots




For the task of creating an interactive graphical representation we used the prefuse Infor-
mation Visualization toolkit9. The prefuse toolkit is designed according to the Information
Visualization Reference Model (IVRM). The IVRM divides the information visualization
task into discrete steps: First, the source data is acquired and transformed to internal struc-
tures. Second, these data structures are modeled to a visual encoding, e.g. by defining
shapes and colors of the visual items. Finally, the data is presented and the displayed data
can be modified by user interactions. The prefuse library is designed and partitioned ac-
cordingly into the major packages prefuse.data, prefuse.action, prefuse.visualization, and
prefuse.display. Each package handles certain data structures and transformation tasks.
The HuDiNe datasets are provided as flat files but our application uses a MySQL database
as backend for higher performance. Thus, our main task was to develop a database scheme
to hold the source data and to support a transformation into prefuse tables, a prefuse data
structure in the prefuse.data package. Furthermore, to support our custom graph design,
which depends on the source data properties, we had to implement our own prefuse vi-
sualization classes. Those instances hold the needed data to actually paint the graph. We
encapsulated each graph design property, e.g. shape, size and color of the graphical items,
in separate classes which are integrated in the mentioned visualization classes. Therefore,
we support convenient customization of the graph design. Finally, we had to define the
interactions between the user interface and our data backend.
We will now give a brief overview of the architecture of our application. According to
Figure 2, CoVi is separated into the following five packages analogously to the prefuse
toolkit. The package structure is based on hierarchical layers according to the IVRM.
Figure 2: Package diagram.
9http://prefuse.org/
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db connector constitutes an interface between the data backend of the MySQL database
and the application. The main tasks of this package are to manage the database connection,
build and execute queries for network explorations, and search for diseases by their ICD-9
code or name, which is the initial step for every exploration of the network.
In order to have a valid connection to our data backend, we need not only to establish
a connection to the MySQL database server, but we also need to create and maintain
metadata which allows using more than one dataset. Furthermore, we created a table to
map ICD-9 codes (both 3 and 5 digit codes) to the names of diseases (more precisely a
short and long description of the disease). The DatabaseReader class handles exploration
requests from the GraphManager, the main class of the data package, and retrieves the
necessary data from the database. This is done by preparing a SQL query for the desired
disease to explore the network with regard to the chosen threshold. Internally, it uses the
DataBaseDataSource instance to alleviate the data transformation process from a JDBC
ResultSet to our custom data format: a prefuse Table instance.
data serves for the internal representation of the raw data. This handles the transfor-
mation into prefuse data structures, initializes the Borderflow algorithm with the current
graph data, and saves the results into custom data structures.
The main class of this package is the GraphManager. It manages the tables, which hold the
data of edges and nodes with their specific properties of the source data, e.g. prevalence,
ICD-9 Code, φ etc. It communicates with classes of the db connector package and the
visual abstraction via the Observer Pattern. Therefore, it is possible to send requests to
the classes of the db connector package for an exploration and to request the classes of the
visual abstraction to update the visualization once the graph is explored.
The second task of this package is clustering the disease network based on the edge weight
values φ or RR, which are saved in the edgeTable of the GraphManager class. We imple-
mented an extra class for clustering to avoid a mix of graph operations like exploration and
clustering. This class uses a modified version of the Borderflow algorithm, which allows
prefuse tables to be used for input as well as output. The Cluster class is also connected by
the Observer pattern with the GraphManager class, to react to deletions or explorations of
the current graph. Therefore, the data used to cluster the network is equivalent to the cur-
rent graph. Furthermore, this class is observable, so the CVVisualization class can react,
if the current graph is clustered and then updates the visualization accordingly.
visual abstraction holds classes namely the CVVisualization class, in order to enrich
the data with all necessary information for visualization. The action event registration is
also done here. The user is thereby enabled to interact with the graph by calling those
registered actions.
view and controls provides classes to create the graphical user interface (GUI) and han-
dles user input, though some controllers, e.g. for the buttons, are defined as anonymous
inner classes and are not part of the controls package. This is a convenient way to make
the code easier to read and a replacement of those GUI items can be done rather fast.
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4.2.2 Event handling and communication
We handle all database actions using classes and methods in the db connector package to
have a better control over the dynamics of the application. We defined methods for all
database related tasks, which basically wrap around the according JDBC methods in most
cases, but also change the internal state of the application, allowing us to update the GUI.
The event handling of CoVi is a workflow orientated MVC Pattern. Each function has
its own controller and view component. This provides a simple change or extension of
existing functions with respect to the IVRM Model, which separates the model in source
data and visualization data, there exists a strong interdependence between the classes of
the data package and the visual abstraction package. By using both Observer Pattern and
PropertyChangeListener, we ensure that the visualization data is synchronized with the
graph data. These mechanisms are also responsible for synchronizing other GUI com-
ponents, such as the tables listing the data behind the presented graph with the current
graph.
The event dispatching follows the subsequent hierarchical strategy: Each class commu-
nicates with its neighbor classes in the layer structure, thus assuring a class only handles
responses holding data structures of neighboring layers. Figure 3 shows an example.
Figure 3: Event handling.
To make CoVi as modular as possible we defined the GraphExplorer interface which de-
fines the central method for reading the raw data. The goal was to make most of the code of
CoVi reusable for future versions, that will probably work without a database as backend.
5 Evaluation
As the dataset could be rather large, we have tested CoVi. For a good usability two main
questions are most relevant:
1. Loading performance: How long does it take to load datasets into the database?
2. Exploration performance: What time is required to perform a search for a disease?
In more detail: How long does the actual search in the database take and how much
time is required for CoVi to display the results as a graph?
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All tasks were tested on an Intel 1,83 GHz Dual Core machine with 2 GB RAM running a
Java Runtime Environment Version 1.6 026 and a MySQL database Version 5.1.41 under
Windows 7.
5.1 Loading performance
To address the first question, we have loaded the largest HuDiNe dataset AllNet5 into a
newly created database. The size of this dataset is 677 MB and thereby the largest in the
HuDiNe collection. It holds information about all patients Hidalgo et al. collected from
medical records in great detail [HBBC09]. In total, 13,039,018 patients were analyzed and
6,088,553 comorbid interactions of diseases were identified. The diseases are specified by
5 digit ICD-9 codes.
To create a table in the database and load all information into it, CoVi required 43.363
seconds, indexing the first row took 91.62 seconds, and indexing the second row took
another 190,79 seconds. In total the task of loading the AllNet5 dataset took 5 minutes
and 26 seconds.
This fast loading performance (12.4% of the total time) is possible due to the optimized
MySQL LOAD DATA INFILE command, rather than reading files manually. As our main
focus is to support a fast search and exploration of the dataset, we intentionally create
indices over both rows identifying the diseases. This sums up to approximately 70% of
the total time needed to load the dataset and make it available for exploration in CoVi.
However, the default use case is to load a dataset into the database only once. Therefore,
we think the additional time to create the indices is appropriate, in order to provide a rather
fast exploration performance.
5.2 Exploration performance
An exploration of a chosen dataset is performed by using the Disease Search Panel or by
double clicking a node in the graph. Either way, it is a search in the dataset for comorbid
interactions with this node, limited by the chosen threshold on either of the measures φ
or RR. For CoVi this task can be divided into two main parts: query the database and
process the results in order to visualize them. Figure 4 shows the results of some example
explorations in the WhiteMaleNet3 dataset from HuDiNe.
As to be expected for explorations with more comorbid diseases in the result set (by using
lower thresholds), CoVi requires more time to process the data. This is due to the fact
that a prefuse graph relies on two data structures: a node table and an edge table which
are handled by the GraphManager in the data package. Therefore, CoVi first needs to
process the result set of the SQL query in order to identify all nodes and check, whether
they are already visualized in the current graph and therefore already in the node table.
Accordingly, larger exploration tasks increase the amount of time CoVi requires to process
the data before visualizing it.
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Figure 4: Evaluation of time needed by CoVi to explore a dataset. The data was collected by
exploring the WhiteMaleNet3 dataset for comorbidities involving the diseases 250 and 390 with
RR values beyond 5, 4, 3, 2, 1.5, 1.25, 1.15 and 1.
As shown in Figure 4, exploring diseases with up to 500 connections to comorbid diseases
does not take more than 2 seconds. A rule of thumb is that CoVi performs better on large
exploration tasks if the user has chosen a graph layout that is not constantly animated like
the Spring layout. Then, even large networks with thousands of nodes could be visualized,
with more time needed, to do the exploration. Such explorations would be rather rare,
because visualizations of such large networks will destroy any advantage of visualization
compared to a statistical analysis of the datasets.
6 Conclusion and discussion
We have developed an easy-to-use application to display and explore Human Disease Net-
works. Like HuDiNe, CoVi supports various network layouts. Additionally, it gives the
user more control to create a customized network layout. Moreover, it is possible to cluster
a network using the Borderflow algorithm. For future versions of CoVi, a more generic
approach to clustering would be appropriate. Thus, let the user decide, whether to com-
pute hard or soft clusters. Users could even benefit from an interface for other clustering
mechanisms, such as k-means or canopy clustering.
Our main focus was to develop a real-time graph visualization and exploration tool for
the HuDiNe datasets. Therefore, we chose a database as data backend. Although we
defined the DataReader interface as a bridge between the data and db connector package,
a development of a version not depending on a database would require changes in the view
and control packages as well.
Nonetheless, CoVi is of great help to analyze Human Disease Networks and it is partic-
ularly of great interest not only to medical experts, but patients as well. As of now CoVi
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only supports the visualization of data conforming to the HuDiNe format. However, it
would be possible to use the core of CoVi for other network visualization tasks as well.
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Zusammenfassung: Die von der Bayerischen Akademie der Wissenschaften publi-
zierte Neue Deutsche Biographie besteht derzeit aus 24 Ba¨nden und umfasst Biogra-
phien von u¨ber 22.000 historischen Perso¨nlichkeiten. Fu¨r das digitale Angebot wur-
den 47.000 Einzeleintra¨ge digital erfasst. Die vorliegenden XML-Dateien wurden mit
Hilfe des Annotationsstandards TEI annotiert. Der Beitrag stellt die auf dieser Da-
tenbasis aufbauende, automatische Transformation von Metadaten der biographischen
Eintra¨ge in RDF-Statements vor. Ziel ist die Etablierung einer Linked-Data Schnitt-
stelle. Die Realisierung umfasst die Definition eines minimalen OWL-Vokabulars und
einen zweistufigen Transfomationsprozess mittels XSLT-Transformation und String-
Parser. Aufbauend auf der Linked-Data Schnittstelle war es mo¨glich eine technische
Infrastruktur zu realisieren, welche alle RDF-Daten in einem Triple-Store akkumuliert
um darauf aufbauend SPARQL-Anfragen durchfu¨hren zu ko¨nnen.
1 Einleitung
Die Neue Deutsche Biographie [Hoc10] informiert seit 1953 in wissenschaftlich fundier-
ten Lexikonartikeln u¨ber bedeutende historische Perso¨nlichkeiten. Die gedruckte Form
umfasst bisher 24 Ba¨nde mit etwa 22.000 Biographien. Fu¨r das digitale Angebot1 wurden
etwa 47.000 Einzeleintra¨ge im Volltext erfasst und in XML kodiert. Allerdings sind diese
Daten nur im HTML-Format im Web abrufbar, was der weiteren wissenschaftlichen Nutz-
barkeit Grenzen setzt. Die Transformation der Daten in ein semantisches Format bringt
einige Vorteile mit sich: Wissenschaftler in der prosopographischen Forschung2 ko¨nnen
auf eine stetig wachsende und international verknu¨pfte Datenbasis zuru¨ckgreifen, wa¨hrend
die genealogische Forschung3 von den expliziten Verbindungen der Personendaten profi-
tiert. Durch Semantic Web Tools wird kollaboratives Arbeiten unterstu¨tzt und eine Visua-
lisierung der Daten ermo¨glicht. Weiterhin ko¨nnen Bibliotheken die Datensa¨tze bei der
Katalogisierung heranziehen. Die Erstellung, Bereithaltung und Wartung semantischer
Datenbanken ist jedoch mu¨hsam und zeitaufwendig. Semantische Pra¨dikate beno¨tigen
intellektuelle Aufsicht bei der Erstellung und mu¨ssen regelma¨ßig angepasst werden.
Die Wissenschaftler werden zudem auch durch Maschinen, die diese Informationsquelle
1Neue Deutsche Biographie: http://www.deutsche-biographie.de
2Erforschung von Gemeinsamkeiten großer Personengruppen
3Genealogische Forschung untersucht Beziehungen zwischen Personen
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nutzen, wie zum Beispiel Suchmaschinen oder Reasoner4, unterstu¨tzt. Die Interpretierbar-
keit der Daten wird im Rahmen des Semantic Web durch Vokabulare realisiert, die ebenso
gepflegt und weiterentwickelt werden.
Im Rahmen des von der Forschungsgruppe Agile Knowledge Engineering and Seman-
tic Web5 (AKSW) betreuten Forschungsprojektes LOD26 wurden verschiedene Publink-
Projekte7 initiert. Eines dieser Projekte hatte zum Ziel fu¨r die Neue Deutsche Biographie
eine leichtgewichtige Software zur automatischen Transformation von Daten im XML-
Format in das semantische Format RDF/XML zu erstellen. Dies ermo¨glicht das Ansteuern
einer gewu¨nschten Ressource und die Ausgabe der entsprechenden semantischen RDF-
Daten, serialisiert als RDF/XML. Zusa¨tzlich wurde eine fachgerechte Umgebung mit der
notwendigen Vokabularbeschreibung und den Tools OntoWiki8 [ADR06] und RelFinder9
[HHL+09] als unmittelbar nutzbare Recherchewerkzeuge geschaffen. Das Projekt schafft
somit einerseits einen Beitrag zum Daten Web, indem die gesamte Datenbasis der Neuen
Deutschen Biographie in semantische Daten transformiert wurde. Andererseits schafft es
einen Beitrag zur historischen Forschung, durch Bereitstellung von Werkzeugen um die
Daten besser nutzen zu ko¨nnen.
Der Artikel gliedert sich wie folgt: Zuerst wird eine Analyse der biographischen Daten
in Abschnitt 2 vorgenommen. Darauf folgt die Vorstellung des verwendeten Vokabulars
in Abschnitt 3. In Abschnitt 4 wird die entwickelte Software genauer beschrieben. In Ab-
schnitt 5 wird auf die verwendeten externen Werkzeuge eingegangen, bevor abschließend
in Abschnitt 6 ein Fazit folgt.
2 Analyse der biographischen Daten
Die Datenbasis besteht aus u¨ber 90.000 validen XML-Dateien, die in TEI10 P5 Lite11
annotiert wurden. Die Text Encoding Initiative (TEI) ist ein Konsortium, dass den gleich-
namigen TEI-Standard zur Repra¨sentation von Texten in digitaler Form entwickelt. Die
TEI-Annotation ermo¨glicht dabei gleichzeitig die Abbildung der Struktur der Daten als
auch die Einbindung von Metadaten. Im Wesentlichen lassen sich TEI-annotierte XML-
Dateien in die Elemente <teiHeader> fu¨r Metadaten und <text> fu¨r annotierten Text
unterteilen. Ziel sind Dokumente, die gleichermaßen von Menschen und von Maschinen
gelesen werden ko¨nnen. Die Verwendung von TEI hat sich in den Geisteswissenschaf-
ten und im Bibliothekswesen weitgehend durchgesetzt. Dennoch ist die Transformation in
das RDF/XML-Format sinnvoll. Gerade in Bezug auf die Metadaten gibt es Schnittpunk-
te zwischen beiden Formaten. Das <teiHeader> Element gibt allgemeinen Aufschluss
u¨ber Autor(en), Datum und Sprache des urspru¨nglichen Textes als auch Informationen
4Reasoner benutzen Algorithmen, um Schlussfolgerungen aus einer Informationsmenge zu ziehen.
5http://aksw.org/





11TEI Standard P5 Lite http://www.tei-c.org/Guidelines/Customization/Lite/
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zu den beteiligten Personen. Letztere sind im Fall der Neuen Deutschen Biographie die
biographierte Person sowie mit dieser verwandte Personen, Lebensdaten, relevante Orte,
der Beruf der Person und a¨hnliches. Die Transformation dieser Metadaten ist trivial und
wa¨re, ein geeignetes Vokabular vorausgesetzt, generisch mo¨glich. Da im <teiHeader>
im Gegensatz zu den <text>-Elementen die Datenlogik abgebildet wird, existiert ein
Schnittpunkt mit RDF, das eine Abbildung der Datenlogik, nicht der Datenstruktur12 ist.
Auch werden im <teiHeader> semantische Ambiguita¨ten seltener zu finden sein als in
den natu¨rlichsprachlichen <text>-Elementen. Deren Analyse ist, sieht man von spezi-
fischen, eindeutigen Tags ab, nur mit komplizierteren Heuristiken mo¨glich, die absehbar
doma¨nen-spezifisch bleiben werden.
Abbildung 1: Schematische Darstellung der Ursprungselemente
Im Rahmen des Projekts soll eine mo¨glichst umfassende Transformation stattfinden, da-
her werden sowohl die Metadaten im <teiHeader> als auch bestimmte, ebenfalls an-
notierte Elemente innerhalb der <text>-Tags betrachtet. Abbildung 1 gibt einen sche-
matischen U¨berblick u¨ber die zu transformierenden Daten. Neben den Metadaten im
<teiHeader>, deren u¨bersichtliche Struktur die Transformation mittels eines regelba-
siertem Parsers ermo¨glicht, sind die textuellen Daten schwerer umzuwandeln. Bei den
genealogischen Daten wird ein klassischer String-Parser13 mit regula¨ren Ausdru¨cken ge-
nutzt, da auch hier eine eindeutige Datenstruktur besteht. Die eigentlichen Biographie-
texte sind nur spa¨rlich mit TEI-Elementen annotiert. Zum jetzigen Zeitpunkt sind in den
urspru¨nglichen XML-Dateien nur einige Personen durch einfache Heuristiken und Ab-
gleich mit Registereintra¨gen mittels <persName> annotiert. Daru¨ber hinausgehende se-
mantische Extraktion wird in diesem Projekt auf Grund der hohen Komplexita¨t der Tex-
12Struktur meint hier die textuelle Struktur. Interpretiert man sie als Datenformat, kann XML als Schnittpunkt
begriffen werden.
13Parser zur Analyse einer Zeichenkette
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te nicht vorgenommen. Ziel der Transformation ist die Extraktion und Ausgabe valider
RDF/XML-Daten fu¨r die jeweilige Ressourcen. Die Umwandlung beschra¨nkt sich dabei
auf die Metadaten. Sie werden mittels eines eigens entwickelten Vokabulars annotiert und
mit geeigneten anderen Ressourcen, wie der Personennamendatei14 (PND) der Deutschen
Nationalbibliothek verknu¨pft.
3 Vokabular zur Beschreibung biographischer Informationen
Eine wesentliche Voraussetzung fu¨r die Datentransformation ist eine Menge geeigneter
Bezeichner. Ein solches Vokabular ist fu¨r die spa¨tere Nutzbarkeit der entstehenden se-
mantischen Daten von gro¨ßter Bedeutung. Der naive Ansatz, mittels der in den Daten
vorhandenen TEI-Tags und dem Prefix ndb: ein vollkommen eigensta¨ndiges Vokabular
zu erstellen, wurde schnell verworfen. Das entstehende Vokabular wa¨re trotz semantischer
U¨berschneidungen mit schon vorhandenen Vokabularen mit diesen nicht verknu¨pft. Fu¨r ei-
ne spa¨tere Nachnutzung der Daten und den effektiven Einsatz von Semantic-Web-Tools ist
dieser Punkt allerdings wichtig. Daher wurde bei der Erstellung des Vokabulars zwischen
Nutzung schon vorhandener Bezeichnern und Neudefinition solcher abgewogen.
Methodisches Vorgehen Zuna¨chst wurden bestehende Vokabulare, die in der ge-
schichtswissenschaftlichen Doma¨ne Anwendung finden, betrachtet15. Eine mo¨glichst kor-
rekte Abbildung der vorhandenen Metadaten mit ihren unterschiedlichen Namensvarian-
ten und Familienrelationen war die erste Zielsetzung. Das Linked-Data Modell der Deut-
schen Nationalbibliothek16 erwies sich als geeignet und birgt folgende Vorteile im Ge-
gensatz zu anderen Vokabularen, wie dem in der Semantic Web Community etablierten
FOAF-Vokabular17 zur Beschreibung von Personen:
1. Die Mo¨glichkeit zur Abbildung verschiedener Namensformen und diesbezu¨glich
einer bevorzugten Namensform zu einer Person ist gerade in Bezug auf historische
Personen, bei denen oft mehrere Namen etabliert sind, wu¨nschenswert.
2. U¨ber die Personennamendatei werden die Ressourcen der Deutschen Nationalbi-
bliothek und der Neuen Deutschen Biographie verknu¨pft. Fu¨r die Nutzbarkeit der
verknu¨pften Daten erscheint ein gro¨ßtenteils gemeinsames Vokabular sinnvoll.
3. Verwandtschaftliche Personenbeziehungen werden relativ granular abgebildet.
Daher orientiert sich das eingesetzte Vokabular am Modell der Deutschen Nationalbi-
bliothek. Dort wo die vorhandenen Daten durch bestehende, semantisch korrekte Be-
zeichner abgebildet werden ko¨nnen, werden solche auch verwendet. Wo keine semantisch
14Personennamendatei http://www.d-nb.de/standardisierung/normdateien/pnd.htm
15BIO: http://vocab.org/bio/0.1/.html, BioDes: http://www.biografischportaal.
nl/about/biodes
16DNB-Modell Version 3.1 http://files.d-nb.de/pdf/linked_data.pdf
17Friend Of A Friend Vokabular http://www.foaf-project.org/
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a¨quivalente Abbildung gefunden werden konnte, werden eigene Bezeichner definiert. Das-
selbe geschieht auch zur weiteren Strukturierung der Daten, beispielsweise durch Eintei-
lung der Ressourcen in verschiedene Klassen.
Dennoch ist die Vokabulardiskussion noch nicht abgeschlossen. Ein anderes Vokabular
zur Beschreibung von historischen Personen bietet zum Beispiel das Vokabular Catalogus
Professorum Model18 [RMA+10]. Das in diesem Artikel beschriebene Vokabular stellt al-
so einen vorla¨ufig (November 2011) stabilen Zustand dar, der in Zukunft weiter ausgebaut
und laufend an allgemein anerkannte Ontologien angepasst werden wird.
Beschreibung des verwendeten Vokabulars Das verwendete Vokabular implementiert
gro¨ßtenteils das Modell der Deutschen Nationalbibliothek. Die daraus entnommenen Ele-
mente entstammen weiteren, etablierten Vokabularen. Beispielsweise dienen Elemente der
RDA19 Group 2 Elements20 der allgemeinen Personenbeschreibung, wie Lebensdaten und
verwandten Personen. Elemente aus dem Vokabular der Deutschen Nationalbibliothek21
werden genutzt, um bevorzugte Namen und Namensvarianten zu kennzeichnen. Bezie-
hungsdaten werden durch das Relationship Vocabulary22 beschrieben. Es bietet einen gra-
nularen Grundstock zur Beziehungsbeschreibung zwischen Personen, ist allerdings nicht
genau genug, um die oft weitreichenden Verwandtschaftsbeziehungen in den Genealogi-
en vollsta¨ndig abzubilden. Durch die entstehenden Lu¨cken im Vokabular selbst ist auch
der Umfang der aktuellen Datentransformation eingeschra¨nkt. Es ko¨nnen schlicht nicht
alle in den Daten zu findende Beziehungen mit den vorliegenden Bezeichnern beschrieben
werden. Diese Lu¨cken ko¨nnen entweder durch eigene Neudefinition geeigneter Deskripto-
ren oder bestenfalls durch ho¨chstgranulare, in der geschichtswissenschaftlichen Doma¨ne
anerkannte Vokabulare geschlossen werden. In der aktuellen Version wird hier ein nicht
unerhebliches Potential der Quelldaten verschenkt. Deutlich wird dies beispielsweise an
der nicht vorhandenen Geschlechterdifferenzierung, die in den Originaldaten vorgenom-
men wird, durch die Bezeichner des genutzten Vokabulars aber nicht abgebildet werden
kann.
Neben diesen etablierten Vokabularen wurden eigene Elemente zur Strukturierung der
Ressourcen durch Einteilung in Klassen sowie zur Verlinkung mit weiteren Ressour-
cen entwickelt. Dadurch werden sie nicht nur semantisch strukturiert, auch der Zugriff
auf die Daten mit Hilfe der Anfragesprache SPARQL23 und Werkzeugen wie OntoWi-
ki oder der RelFinder wird unterstu¨tzt. Weiterhin werden Lu¨cken geschlossen, die das
Modell der Deutschen Nationalbibliothek offen la¨sst. Das entstandene Vokabular der Neu-
en Deutschen Biographie befindet sich noch in der Phase des Aufbaus und kann unter
http://data.deutsche-biographie.de/vocabulary eingesehen werden.
18http://catalogus-professorum.org




23SPARQL Query Language for RDF http://www.w3.org/TR/rdf-sparql-query/
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4 Realisierung der Linked-Data Schnittstelle
Zielsetzung der Realisierung war eine mo¨glichst leichtgewichtige und gut wartbare Soft-
ware. Da die transformierten Daten online abrufbar sein sollen, wurden die Transfor-
mationsskripte in eine PHP-Umgebung eingebettet. Wie in Abschnitt 2 analysiert, bietet
sich fu¨r die Metadaten im <teiHeader> regelbasiertes Parsen mittels eines XSLT 1.0-
Stylesheets an. Da XSLT explizit zur Umwandlung von validem XML entwickelt wurde,
ist dieser Ansatz die erste Wahl. Weiterhin wird so eine Modularisierung der Software
erreicht, was Wartbarkeit und Anpassbarkeit an vera¨nderte Bedingungen erleichtert. Die
komplexeren genealogischen Daten werden im Anschluss mittels eines String-Parsers in
PHP transformiert.
Abbildung 2: Aktivita¨tsdiagramm zur Realisierung der Linked-Data Schnittstelle
Der Linked-Data-Access-Point stellt das Grundgeru¨st der Software dar. Nach Abfrage der
grundsa¨tzlichen Einstellungen folgt, wie in Abbildung 2 ersichtlich, ein Redirect auf Infor-
mationen zur Datenbasis, falls keine bestimmte Ressource angegeben wurde oder der Res-
sourcenname ungu¨ltig war. Ein Index aller vorhandenen Ressourcen ist hier nicht vorhan-
den. Die Ressourcennamen entsprechen allerdings den Schlu¨sselfeldzahlen24, analog zur
HTML-Hauptseite der Neuen Deutschen Biografie. Bei Aufruf einer bestimmten Ressour-
ce parst der Access Point die URL, um den Typ der Anfrage, also RDF oder HTML, fest-
zustellen. Auf eine Untersuchung des Headers der Anfrage, der dieselben Informationen
enthalten kann, wird derzeit verzichtet. Im Fall eines RDF-Requests folgt die U¨bergabe
der Ressourcen-ID an das Transformationsskript, im Falle von HTML ein Redirect auf
die jeweilige, schon bestehende HTML-Seite der Neuen Deutschen Biographie, falls die
gewu¨nschte Ressource eine valide Schlu¨sselfeldzahl darstellt.
24Schlu¨sselfeldzahlen sind Identifier der Neuen Deutschen Biographie
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4.1 Daten-Transformation
Die Transformation geschieht zweistufig. Nachdem die Ressourcen-ID vom Access Point
an das PHP-Skript u¨bergeben wurde, wird hier zuerst u¨berpru¨ft, ob eine zugeho¨rige XML-
Datei existiert. Diese wird danach mittels des XSLT-Stylesheets und der PHP-Erweiterung
DOM regelbasiert geparst. Die umfassende TEI-Annotation der Metadaten garantiert hier-
bei die Korrektheit der gewonnenen Pra¨dikate. Dabei wird der Großteil der Transformation
in XSLT 1.0 ausgefu¨hrt, die PHP-Methoden u¨bernehmen nur Umwandlungen, fu¨r die re-
gula¨re Ausdru¨cke beno¨tigt werden. Diese Aufteilung ist darauf zuru¨ck zu fu¨hren, dass
der PHP5-XSLT-Prozessor nicht XSLT 2.0 kompatibel ist und somit beispielsweise die
Funktion xsl:matches nicht zur Verfu¨gung steht. Der entstehende String wird danach
durch einige PHP-Methoden geparst. Informationen wie das rdfs:label, die Lebens-
daten und Ortsdaten werden hier lediglich angepasst und umformatiert, die genealogi-
schen Daten allerdings neu semantisch annotiert. Am Ende entsteht ein String der valides
RDF/XML entha¨lt und mittels echo() ausgegeben wird.
Regelbasiertes Parsen mit XSLT Die Erstellung des XSLT-Stylesheets orientierte sich
an der Struktur der zu transformierenden Daten. Relevanten TEI-Tags wurden eigene Tem-
plates zugeordnet, die das Stylesheet somit in logische Abschnitte unterteilen. Der regel-
basierte Transformationsschritt erfasst sa¨mtliche Daten, bis auf die genealogischen In-
formationen. Diese werden zur spa¨teren Bearbeitung mit PHP gesondert behandelt. Der
gemischte Knoten div[@type=’geneal’], der die Genealogie entha¨lt, wird durch
<geneal>-Tags eingeschlossen. Zusa¨tzlich wird der String insofern vereinfacht, dass
Tags mit formatierendem Charakter entfernt werden. Die vorher kompliziert zu parsende
Struktur der genealogischen Daten hat nach der XSL-Transformation eine durch regula¨re
Ausdru¨cke erfassbare Form.
PHP String-Parser Im Anschluss an die XSL-Transformation wird der entstehende
String mittels PHP-Skript weiter bearbeitet. Dies geschieht auf dem Weg des klassi-
schen Parsens eines Strings. Dabei werden einige schon in der XSL-Transformation
erstellte Ressourcen, namentlich rdfs:label, dateOfBirth, dateOfDeath,
placeOfBirth und placeOfDeath nur nachbearbeitet. Dem rdfs:label werden
Geburts- und Todesjahr hinzugefu¨gt; die Ortsdaten werden von Sonderzeichen bereinigt
um als eigene Ressourcen fungieren zu ko¨nnen. Die genealogischen Ressourcen werden
extrahiert und transformiert. Der Genealogie-Parser kann dabei die Beziehungen in der
Form, wie sie in den XML-Dateien abgelegt sind, sowohl parsen als auch entsprechen-
de Ressourcen erstellen. Dies gilt allerdings nur fu¨r Personen, deren Schlu¨sselfeldzahlen
annotiert sind und die somit Ressourcen mit Inhalt darstellen. Wie in der Grundanaly-
se ersichtlich ist die Menge der genealogischen Informationen jedoch deutlich gro¨ßer. Der
entsprechende Verlust an Information durch Ignorieren dieser Daten ist jedoch zu relativie-
ren. Gro¨ßtenteils tauchen diese Personen nur einmal in der NDB auf, weitere Informatio-
nen wie Geburtsdaten oder a¨hnliches sind oft vage oder gar nicht vorhanden. Exemplarisch
stehen hierfu¨r viele Ehefrauen von Personen aus dem Mittelalter, u¨ber die wenig bekannt
ist. Die Aussagekraft dieser Informationen, wird dadurch stark vermindert. Da in diesem
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Projekt die Richtigkeit der Information wichtiger ist als die bloße Menge, werden genea-
logische Verknu¨pfungen zu Personen ohne eigene Ressource nicht betrachtet. Nachdem
sa¨mtliche Teilabschnitte der genealogischen Daten geparst wurden, werden die erhaltenen
Elemente an Stelle der urspru¨nglichen genealogischen Daten eingesetzt. Die RDF/XML-
Transformation ist damit abgeschlossen und mittels der echo()-Funktion wird valides
RDF/XML im Browser angezeigt.
4.2 Realisierte technische Infrastruktur
Die technische Infrastruktur stellt geringe Anforderungen an den Server und ist mit leicht
zu warten. Die entwickelte Software la¨uft auf einem Apache2-Server25, der durch die
Deutschen Biographie26 gehostet wird. Zur Interpretation der Skripte wird PHP in der
Version 527 eingesetzt. Ein PHP-XSLT-Prozessor ist standardma¨ßig enthalten. Aufwendi-
ge Einstellungen oder die Installation eventuell sicherheitskritischer oder instabiler Erwei-
terungen entfallen. Das Programm beno¨tigt lediglich lesenden Zugriff auf die zu trans-
formierenden XML-Dateien. Weiterhin dient der Linked-Data-Access-Point dem Redirect
auf eine Informationsseite (/about), u¨ber die auch die Vokabularbeschreibung erreicht
werden kann. Derzeit gibt es keine Index- oder Suchfunktion innerhalb des Projekts. Dies
kann allerdings durch die ausfu¨hrliche und granulare Index- und Suchfunktion der HTML-
Seiten der Neuen Deutschen Biographie ausgeglichen werden. Eine Verlinkung der RDF-
Datensa¨tze von der Homepage der NDB und eine Liste der verfu¨gbaren Ressourcen ist
vorgesehen.
5 Einsatz externer Werkzeuge als Access-Interface
Neben der fu¨r den Betrieb der Software notwendigen technischen Infrastuktur wurden
weitere Semantic-Web-Tools fu¨r die kollaborative Nutzung und grafische Visualisierung
der Daten eingesetzt. So wurden die erstellten Triple in einen Triplestore importiert, der
als Datenquelle fu¨r das semantische Wiki OntoWiki28 dient. Außerdem wurde eine Instanz
des RelFinders29 aufgesetzt. Diese Werkzeuge bieten fu¨r die sonst schwer zuga¨ngliche
Datenbasis umfangreiche Recherche-, Such- und Visualisierungsfunktionen, weit u¨ber die
bisherigen Mo¨glichkeiten der Deutschen Biographie hinaus.
25Apache HTTP Server Project http://httpd.apache.org/
26http://data.deutsche-biographie.de/
27PHP: Hypertext Preprocessor http://www.php.net/
28http://ontowiki.net/Projects/OntoWiki
29http://www.visualdataweb.org/relfinder.php
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Abbildung 3: Darstellung der NDB-Daten im OntoWiki
Akkumulation der Linked-Data-Daten in einem Triplestore Zur weiteren Nutzung
der erstellten RDF-Triple ist eine effektive, skalierbare und performante Datenhaltung
vorteilhaft. Daher wurde mittels eines Skriptes u¨ber die Menge der Schlu¨sselfeldzahlen
iteriert und diese jeweils als Parameter an den Linked-Data-Access-Point weitergegeben,
um die entsprechenden RDF-Ressourcen abzufragen. Fu¨r jede Ressource wurden dann die
zugeho¨rigen Triple zur weiteren Verwendung in einem Virtuoso-Triplestore30 gespeichert.
Facettiertes Browsen mit OntoWiki OntoWiki ist ein semantisches Daten-Wiki Sys-
tem [ADR06] und wurde durch die Arbeitsgruppe AKSW entwickelt. Es bietet eine leicht
zu bedienende Oberfla¨che sowohl zum Browsen als auch zur Bearbeitung semantischer
Daten (vgl. Abbildung 3). Dabei verfu¨gt es u¨ber die Mo¨glichkeit unterschiedliche Ansich-
ten und Aggregationen der Daten zu erzeugen.
Der integrierte SPARQL-Endpunkt ermo¨glicht weiterhin die Verwendung der SPARQL-
Anfragesprache, die vo¨llig neue Recherchemo¨glichkeiten erschließt. Dabei dient der
OntoWiki-Query-Editor auch hier als komfortable Oberfla¨che. Fu¨r das im Transformati-
onsprozess erstellte NDB-Dataset wurde eine eigene OntoWiki-Instanz31 erstellt. So sind
die semantischen Daten nun u¨ber OntoWiki als Interface der Historiker Community im
30Virtuoso Universal Server http://virtuoso.openlinksw.com/
31http://ndb.publink.lod2.eu/
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Abbildung 4: Darstellung der Beziehungen zwischen zwei Mitgliedern der Familie Schu¨cking
Netz zuga¨nglich. Auch eine weitere Verknu¨pfung mit anderen Datasets, wie beispiels-
weise der DBPedia32 [LBK+09], ist mo¨glich und erho¨ht den Umfang und Nutzen der
biografischen Daten.
Grafische Visualisierung von Relationen Zusa¨tzlich wurde eine eigene Instanz des
RelFinders33 fu¨r das NDB-Dataset installiert. Der RelFinder [HHL+09] ist ein Visuali-
sierungswerkzeug fu¨r Semantic Web Graphen. Es ermo¨glicht die Suche und Anzeige von
Beziehungen verschiedener Ressourcen untereinander. Dabei macht die strukturierte An-
zeige die Daten zuga¨nglicher, als eine einfache Listenansicht dies vermag. Die Bedienung
ist einfach und intuitiv. Die beiden Suchbegriffe, die der Benutzer in die Eingabefelder ein-
gibt, werden automatisch auf Objekte der Wissensbasis gemappt und bilden so die a¨ußeren
Startknoten der Pra¨sentation. Der Algorithmus verbindet sie dann durch entsprechende,
gemeinsame Beziehungen. Einzelne Knoten ko¨nnen ausgewa¨hlt werden, woraufhin die
mit ihnen verknu¨pften Wege durch den Graphen markiert werden. Zudem ko¨nnen Filter
angewendet werden um die Reichweite der Suche einzuschra¨nken und bestimmte Aspekte
der Verknu¨pfung hervorzuheben (vgl. Abbildung 4).
32http://dbpedia.org
33http://ndb.publink.lod2.eu/tools/relfinder/RelFinder.swf
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6 Fazit
Die Vero¨ffentlichung semantisch annotierter Daten im Internet bietet vielfa¨ltige
Mo¨glichkeiten zur kollaborativen Forschung und Entwicklung. Wie dieser Beitrag gezeigt
hat, bietet der TEI-Standard mit seiner feingranularen Auszeichnung von Metadaten eine
hervorragende Basis zur automatischen Transformation in das RDF-Format. Die weitge-
hende Akzeptanz von TEI zur Textannotation in der geisteswissenschaftlichen Doma¨ne
bildet die Grundlage fu¨r ein u¨bergreifendes Interesse an automatisierten Transformations-
verfahren, wie dem hier vorgestellten. Der Nutzen der entstandenen RDF-Daten zur wei-
teren Verwendung und Bearbeitung mit etablierten Semantic-Web-Tools ist offensichtlich.
Im Gegensatz zum zuvor nur lesenden Faktenzugriff sind nun Daten entstanden, mit denen
geschichtswissenschaftlich gearbeitet werden kann. Sie sind offen fu¨r neue Nutzungen,
ko¨nnen unbekannte Verknu¨pfungen offenlegen und neue Links zu weiteren Datenbasen
schaffen. Dabei ist das geschaffene Programm zur Transformation u¨bersichtlich und leicht
wartbar. Die hier gezeigte Vorgehensweise ist darum auch auf andere Projekte und Da-
tenbasen u¨bertragbar. Einzig die Vokabulardiskussion wird in jeder Doma¨ne von neuem
gefu¨hrt werden mu¨ssen und absehbar einen Großteil der Umsetzungszeit beanspruchen.
Die technischen Grundlagen der Transformation von annotierten Metadaten sind dagegen
weitgehend gekla¨rt.
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Hochschule fu¨r Technik, Wirtschaft und Kultur Leipzig,
Master Studiengang Informatik
Zusammenfassung: Zuverla¨ssige Aufwandsscha¨tzungen sind fu¨r den Erfolg
von Softwareprojekten von entscheidender Bedeutung. Die Zuverla¨ssigkeit von
Scha¨tzungen ist maßgeblich von der verwendeten Scha¨tzmethode abha¨ngig, wes-
halb ausgewa¨hlte Scha¨tzmethoden vorgestellt werden, welche die Vielfalt der
Mo¨glichkeiten zur Aufwandsscha¨tzung darstellen sollen. Die Zuverla¨ssigkeit von
Scha¨tzungen ist durch die Alterung der Scha¨tzmethoden und durch das Unwissen der
zuku¨nftigen Projektentwicklung limitiert. Um dennoch hochwertige Scha¨tzungen zu
erhalten, wird erla¨utert, wie periodische Scha¨tzungen, die Kombination verschiedener
Scha¨tzmethoden sowie Erfahrungsgewinn und Anpassung die Zuverla¨ssigkeit erho¨hen
ko¨nnen.
1 Einleitung
Projektleiter wollen den Aufwand eines Softwareprojektes vor dessen Beginn kennen, um
beispielsweise Aufwand und Ertrag abzuwa¨gen, den Spielraum bei Preisverhandlungen
zu kennen oder um das Personal fu¨r die Dauer des Projektes zu planen [ATG+06]. Der
exakte Aufwand eines Softwareprojektes kann zwar erst nach dessen Fertigstellung be-
rechnet werden, es ist aber mo¨glich schon vorher Aufwandsscha¨tzungen zu erstellen. Eine
Aufwandsscha¨tzung wird nur selten mit dem tatsa¨chlichen Aufwand des Softwareprojek-
tes u¨bereinstimmen [GJ07, JBR09], weshalb die Zuverla¨ssigkeit einer Aufwandsscha¨tzung
nachfolgend als die Wahrscheinlichkeit bezeichnet wird, dass die Scha¨tzung nahe des
tatsa¨chlichen Aufwandes liegt. Die Zuverla¨ssigkeit ist maßgeblich von der verwendeten
Scha¨tzmethode abha¨ngig, weshalb in Abschnitt 2 ausgewa¨hlte Scha¨tzmethoden vorgestellt
werden, welche die Vielfalt der Scha¨tzmethoden aufzeigen sollen.
Der Chaos Report 2009 zeigt, dass die Zuverla¨ssigkeit von Aufwandsscha¨tzungen gering
ist: 44% der untersuchten Projekte wurden zwar fertiggestellt, lagen aber außerhalb des
vereinbarten Budgets, Zeitplans oder Umfangs [Sta09]. In Abschnitt 3 wird daher auf-
gezeigt, wie die Zuverla¨ssigkeit von Scha¨tzmethoden durch technische Innovationen und
durch das Wissen u¨ber das Softwareprojekt limitiert ist. Außerdem wird gezeigt, wie die
Zuverla¨ssigkeit durch Kombination verschiedener Scha¨tzmethoden und durch Erfahrungs-
gewinn bzw. Anpassung verbessert werden kann.
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Die Begriffe ”Aufwand“ und ”Aufwandsscha¨tzung“ beziehen sich auf das beno¨tigte Per-
sonal, die entstehenden Kosten oder die Projektdauer [LF02]. Da die Bedeutung je
nach verwendeter Scha¨tzmethode variiert, aber fu¨r die nachfolgende Beschreibung der
Scha¨tzmethoden und Diskussion zur Zuverla¨ssigkeit irrelevant ist, werden Aufwand und
Aufwandsscha¨tzung als numerische Werte ohne Einheit aufgefasst. Die formale Beschrei-
bung eines Softwareprojektes wird nachfolgend als Spezifikation und die enthaltenen
Kundenwu¨nsche als Anforderungen bezeichnet. Eine Datensammlung ist eine Sammlung
abgeschlossener Softwareprojekte und entha¨lt weitere Informationen zu jedem Projekt,
wie zum Beispiel Aufwandsscha¨tzung, tatsa¨chlicher Aufwand, Teamgro¨ße, Komplexita¨t
oder Probleme, die wa¨hrend des Projektes auftraten. Diese Zusatzinformationen werden
nachfolgend als Projekteigenschaften bezeichnet. Alternativ kann eine Datensammlung
statt abgeschlossener Projekte abgeschlossene Aufgaben bzw. Anforderungen beinhal-
ten. Der Artikel ist wie folgt gegliedert: Abschnitt 2 stellt ausgesuchte Scha¨tzmethoden
vor, Abschnitt 3 behandelt die Limitierungen und Verbesserungsmo¨glichkeiten der Zu-
verla¨ssigkeit von Scha¨tzmethoden und Abschnitt 4 fasst den Artikel zusammen.
2 Methoden zur Aufwandsscha¨tzung
2.1 Expertenurteile
Unter einem Expertenurteil (”Expert Judgement“) versteht man die Aufwandsscha¨tzung
durch einen oder mehrere Personen, welche in ihrem Fachbereich als Experten angese-
hen werden. Die Scha¨tzmethoden reichen vom Bauchgefu¨hl bis hin zu stark strukturierten
Prozessen. Allen Expertenurteilen ist gemein, dass die Ergebnisse zumindest zum Teil auf
Intuition basieren und somit nicht wiederholbar bzw. nicht bis ins Detail nachvollziehbar
sind [Jør04].
2.1.1 Analogie (informell)
Die Grundidee der Analogie ist, dass aus einer Datensammlung a¨hnliche Softwarepro-
jekte herausgesucht werden und abha¨ngig von deren Aufwand eine Aufwandsscha¨tzung
erstellt wird [Dic07]. Die Scha¨tzung basiert also auf der Annahme, dass a¨hnliche Projek-
te einen vergleichbaren Aufwand haben. Der Begriff ”Analogie“ wird in der Literatur fu¨r
ein Expertenurteil als auch fu¨r ein algorithmisches Modell verwendet [DC00]. Daher wird
nachfolgend das algorithmische Modell als formelle Analogie und das Expertenurteil als
informelle Analogie bezeichnet.
Bei der informellen Analogie scha¨tzt ein Experte anhand seiner Erinnerungen oder Auf-
zeichnungen u¨ber vergangene Projekte den Aufwand des aktuellen Projektes ab [VK94].
Dieser Prozess ist stark von Intuition gepra¨gt, insbesondere wenn anhand von Erinnerun-
gen abgescha¨tzt wird.
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2.1.2 Planning Poker
Beim Planning Poker scha¨tzt eine Gruppe von Entwicklern die zu implementierenden
Anforderungen ab [Gre02]. Dazu erha¨lt jeder Entwickler bezifferte Karten, welche den
Aufwand symbolisieren. Die Bezifferung der Karten kann variieren, la¨sst aber stets
gro¨ßere Lu¨cken, je gro¨ßer die Zahlen werden. Dies symbolisiert die Ungenauigkeit
hoher Scha¨tzungen. Die Kartenhand eines Entwicklers kann beispielsweise die Werte
1, 2, 3, 5, 7, 10 und∞ aufweisen, wobei∞ ausdru¨cken soll, dass die Anforderung zu groß
ist und weiter zerteilt werden muss. Nach Grenning la¨uft Planning Poker wie nachfolgend
beschrieben ab [Gre02].
Der Kunde liest eine Anforderung vor und darf bei Unklarheiten von den Entwicklern
befragt werden. Anschließend wa¨hlt jeder Entwickler eine Karte und legt diese verdeckt
auf den Tisch. Sobald jeder eine Karte gewa¨hlt hat, werden alle Karten aufgedeckt und
verglichen. Falls alle Entwickler dieselbe Scha¨tzung abgegeben haben, wird diese Zahl als
Aufwand notiert und die na¨chste Anforderung vorgelesen. Bei abweichenden Scha¨tzungen
begru¨nden die Entwickler mit der niedrigsten und ho¨chsten Karte ihre Entscheidung. Da-
nach versuchen sich die Entwickler auf eine Scha¨tzung zu einigen. Falls keine Einigung
erzielt werden kann oder die Diskussion zu lange dauert, wird die Diskussion unterbro-
chen und jeder wa¨hlt erneut eine Karte. Wenn die Entwickler sich wiederholt nicht eini-
gen ko¨nnen, wird die Anforderung zur Seite gelegt und spa¨ter erneut gescha¨tzt. Alternativ
kann der Kunde die Anforderung in kleinere Teile zerlegen.
2.1.3 Delphi-Methode
Bei der Delphi-Methode scha¨tzen mehrere Experten anhand der Spezifikation einer Soft-
ware deren Aufwand ab und na¨hern die Scha¨tzungen iterativ an. Die Delphi-Methode
wird in die Standard-Delphi-Methode und die Breitband-Delphi-Methode unterschieden
[Wu97]. Nach Leung und Fan laufen die Varianten wie nachfolgend erla¨utert ab [LF02].
Bei der Standard-Delphi-Methode ha¨ndigt ein Moderator jedem Experten die Spezifika-
tion und einen Fragebogen zur Aufwandsscha¨tzung aus. Die Experten du¨rfen zwar dem
Moderator Fragen stellen, aber nicht miteinander diskutieren. Jeder Experte fu¨llt anschlie-
ßend seinen Fragebogen aus. Der Moderator sammelt die Fragebo¨gen ein, wertet sie aus
und gibt jedem eine Zusammenfassung der Scha¨tzungen. Die Experten sollen nun erneut
den Fragebogen ausfu¨llen und diesmal ihre Scha¨tzung begru¨nden. Dieser Prozess wird so
oft wiederholt, bis die Experten entweder sehr a¨hnliche Scha¨tzungen abgeben oder die
Scha¨tzungen sich nicht mehr signifikant a¨ndern.
Im Unterschied zur Standard-Delphi-Methode du¨rfen die Experten bei der Breitband-
Delphi-Methode miteinander diskutieren und mu¨ssen ihre Scha¨tzungen nicht begru¨nden.
Außerdem werden – nach Ausgabe der Zusammenfassungen – die Teile der Spezifikation
besprochen, wo die Scha¨tzungen am weitesten auseinander gingen.
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2.2 Algorithmische Modelle
Algorithmische Modelle sind mathematische Modelle und berechnen Auf-
wandsscha¨tzungen durch eine Funktion mit mehreren Variablen [LF02]. Die Variablen
repra¨sentieren Projekteigenschaften, die den Aufwand maßgeblich beeinflussen. Es kann
sein, dass ein Experte die Projekteigenschaften mittels Abscha¨tzungen quantifizieren
muss [Jør07]. Im Gegensatz zu den Expertenurteilen ko¨nnen die Aufwandsscha¨tzungen
von algorithmischen Modellen – aufgrund der mathematischen Modellierung – nachvoll-
zogen werden.
2.2.1 Analogie (formell)
Bei der formellen Analogie werden mithilfe eines Abstandsmaßes a¨hnliche Software-
projekte aus der Datensammlung ausgewa¨hlt und mit einer Lo¨sungsfunktion die Auf-
wandsscha¨tzung berechnet [LXG09]. Die Eigenschaften des zu scha¨tzenden Projektes und
der Projekte in der Datensammlung mu¨ssen quantifiziert werden, wenn ein Abstandsmaß
wie die Manhattan-Distanz verwendet wird, welches nur auf numerische Werte angewen-
det werden kann.
Am ha¨ufigsten werden der euklidische Abstand und die Manhattan-Distanz als
Abstandsmaß verwendet, sowie die 1 bis 5 a¨hnlichsten Projekte ausgewa¨hlt [LXG09]. Die
Lo¨sungsfunktion kann die Aufwandsscha¨tzung berechnen, indem sie beispielsweise den
Aufwand des a¨hnlichsten Projektes u¨bernimmt, Mittelwert oder Median berechnet oder
den Aufwand der ausgewa¨hlten Projekte mit ihrer A¨hnlichkeit gewichtet und aufsummiert
[LXG09].
2.2.2 pX-Methode
Die Grundidee der pX-Methode ist, dass ausgehend von einer Aufwandsscha¨tzung eine
weitere Scha¨tzung erstellt wird, welche zu x% nicht u¨berschritten wird [Jør05]. Dazu
wird eine Datensammlung beno¨tigt, welche die Aufwandsscha¨tzung und den tatsa¨chlichen
Aufwand jedes gesammelten Projektes beinhaltet. Mittels Division des tatsa¨chlichen
Aufwandes durch die Aufwandsscha¨tzung kann man fu¨r jedes Projekt den Faktor der
Fehlscha¨tzung berechnen [Jør05].
Um die pX-Methode fu¨r ein konkretes x anzuwenden, wird zuerst die Datensammlung
aufsteigend nach dem Faktor der Fehlscha¨tzung sortiert und die besten x% der Pro-
jekte ausgewa¨hlt, d. h. Projekte mit kleinen Faktoren werden bevorzugt. Anschließend
wird der schlechteste (gro¨ßte) Faktor der Auswahl bestimmt und mit der gegebenen Auf-
wandsscha¨tzung multipliziert. Das Ergebnis der Multiplikation ist die Aufwandsscha¨tzung
der pX-Methode. Die berechnete Scha¨tzung basiert also auf der Annahme, dass der Faktor
der Fehlscha¨tzung des aktuellen Projektes nicht schlechter sein wird als die Faktoren der
besten x% der Projekte der Datensammlung.
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2.2.3 Evidence Based Scheduling
Spolsky beschreibt einen Ansatz, der mithilfe von Monte-Carlo-Simulationen ver-
schiedene Zuku¨nfte eines Softwareprojektes vorhersagt und so Aufwandsscha¨tzungen
erstellt [Spo08]. Um Evidence Based Scheduling nutzen zu ko¨nnen, muss das Projekt
zuerst in kleine Aufgaben zerlegt werden. Jede Aufgabe wird dann einem Entwick-
ler zugewiesen und von diesem mittels Intuition abgescha¨tzt. Daru¨ber hinaus wird eine
Datensammlung abgeschlossener Aufgaben beno¨tigt, wobei fu¨r jede Aufgabe die Auf-
wandsscha¨tzung, der tatsa¨chliche Aufwand und der zusta¨ndige Entwickler bekannt sein
mu¨ssen. Die Division der Aufwandsscha¨tzung durch den tatsa¨chlichen Aufwand ergibt
die Geschwindigkeit, mit welcher der Entwickler die Aufgabe implementiert hat.
Um den Ablauf eines Softwareprojektes zu simulieren, wird fu¨r jede Aufgabe zufa¨llig eine
Geschwindigkeit desselben Entwicklers aus der Datensammlung ausgewa¨hlt und die Auf-
wandsscha¨tzung der Aufgabe durch die Geschwindigkeit geteilt [Spo08, S. 157-170]. Die
modifizierten Aufwandsscha¨tzungen aller Aufgaben werden – abha¨ngig von der konkre-
ten Interpretation des Aufwandes – aufsummiert (Kosten) oder je Entwickler aufsummiert
und die gro¨ßte Summe ausgewa¨hlt (Dauer). Die Dauer eines Projektes wird also von dem
Entwickler bestimmt, welcher am la¨ngsten zur Implementation seiner Aufgaben beno¨tigt.
Es werden 100 solcher Simulationen durchgefu¨hrt.
Abschließend wird ein Koordinatensystem beno¨tigt, dessen x-Achse den Aufwand dar-
stellt und dessen y-Achse die Wahrscheinlichkeit darstellt, dass der Aufwand des Projektes
x oder weniger betra¨gt. Die Ergebnisse der Simulationen werden aufsteigend abgetragen,
wobei dem ersten Ergebnis eine Wahrscheinlichkeit von 1% zugeordnet wird und je abge-
tragenen Ergebnis die Wahrscheinlichkeit um 1% steigt. Das gro¨ßte Ergebnis hat also eine
Wahrscheinlichkeit von 100%, dass der Aufwand des Projektes diesen oder einen geringe-




Die Zuverla¨ssigkeit einer Aufwandsscha¨tzung ist die Wahrscheinlichkeit, dass sie na-
he des tatsa¨chlichen Aufwandes liegt. Die Zuverla¨ssigkeit wird empirisch bestimmt,
d. h. um die Zuverla¨ssigkeit berechnen zu ko¨nnen, wird eine mo¨glichst große Anzahl
von Aufwandsscha¨tzungen abgeschlossener Projekte beno¨tigt, sowie die Information,
ob sie nahe des tatsa¨chlichen Aufwandes lagen. Bei der Berechnung sollten nur Auf-
wandsscha¨tzungen betrachtet werden, welche unter a¨hnlichen Umsta¨nden erstellt wurden
– beispielsweise mithilfe derselben Scha¨tzmethode, im selben Fachgebiet, mit demsel-
ben Vorgehensmodell usw. Die Zuverla¨ssigkeit einer Scha¨tzmethode gibt daher an, wie
wahrscheinlich die Aufwandsscha¨tzungen dieser Scha¨tzmethode nahe des tatsa¨chlichen
Aufwandes liegen.
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3.2 Limitierungen
Es gibt zwei Limitierungen der Zuverla¨ssigkeit von Scha¨tzmethoden. Erstens werden
die Informationen der zu entwickelnden Software erst mit der Zeit vervollsta¨ndigt.
Dieser Informationsgewinn a¨ußert sich im Laufe des Projektes in einer Zunahme der
Zuverla¨ssigkeit der Scha¨tzmethode. In Abbildung 1 ist dargestellt, wie die Zunahme der
Zuverla¨ssigkeit die Abweichung vom tatsa¨chlichen Aufwand verringert, sodass Aufwand
und Aufwandsscha¨tzung zum Projektende konvergieren.
Zweitens ko¨nnen Expertenwissen und algorithmische Modelle aufgrund technischer In-
novationen altern. Das heißt, mit jeder technischen Innovation nimmt die Zuverla¨ssigkeit
der Scha¨tzungen ab, da die neuen Mo¨glichkeiten zwar in der Softwareentwicklung ange-
wendet werden, aber nicht in die Aufwandsscha¨tzungen einbezogen wurden. Im Laufe der
Zeit sammeln die Experten Erfahrung mit den neuen Mo¨glichkeiten und die algorithmi-
schen Modelle werden angepasst, weshalb die Scha¨tzungen wieder zuverla¨ssiger werden.
In Abbildung 2 ist dargestellt, wie durch technische Innovationen die Zuverla¨ssigkeit von
Scha¨tzmethoden zuerst absinkt und anschließend wieder auf das vorherige Niveau an-
steigt.
Unter Betrachtung beider Limitierungen wird deutlich, dass von sehr fru¨hzeitigen
Scha¨tzungen und von Scha¨tzungen mit veralteten Scha¨tzmethoden keine hohe Zu-
verla¨ssigkeit erwartet werden kann.
3.3 Verbesserungsmo¨glichkeiten
Die Limitierung der Zuverla¨ssigkeit durch die verfu¨gbaren Informationen birgt die Verbes-
serungsmo¨glichkeit in sich, mittels periodisch durchgefu¨hrten Aufwandsscha¨tzungen die
Zuverla¨ssigkeit zu verbessern. Es ist daher ratsam, den Aufwand eines Projektes erneut
abzuscha¨tzen, sobald wichtige Informationen in Erfahrung gebracht wurden – beispiels-
weise wenn ein Meilenstein abgegeben wurde oder wenn der Kunde neue Anforderungen
hinzufu¨gt.
Da jede Scha¨tzmethode bestimmte Vor- und Nachteile hat, gibt es keine Scha¨tzmethode,
die besser als alle anderen ist [Boe84, LF02]. Es wurde jedoch nachgewiesen,
dass die Kombination verschiedener Scha¨tzmethoden die Zuverla¨ssigkeit verbes-
sert – insbesondere, wenn Expertenurteile und algorithmische Modelle kombiniert
werden [Hee92, LF02, Jør07, JBR09]. Um die Zuverla¨ssigkeit zu verbessern, sollten da-
her mehrere Scha¨tzmethoden angewendet werden. Die Kombination mit algorithmischen
Modellen, welche keine Quantifizierung der Projekteigenschaften durch einen Exper-
ten beno¨tigen, ist empfehlenswert, da diese automatisch zum Expertenurteil eine weite-
re Scha¨tzung berechnen ko¨nnen. Von den vorgestellten algorithmischen Modellen eignen
sich beispielsweise die pX-Methode und das Evidence Based Scheduling.
Neben der quantitativen Verbesserung ist auch eine qualitative Verbesserung mo¨glich.
Dazu ist vor allem eine Datensammlung abgeschlossener Projekte essentiell, welche oh-
nehin fu¨r viele algorithmische Modelle beno¨tigt wird und auch fu¨r Expertenurteile – wie



























Abbildung 2: Zusammenhang zwischen Zuverla¨ssigkeit und technischen Innovationen (vgl. [BS00]).
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z. B. die informelle Analogie – eingesetzt werden kann. Mithilfe dieser Datensamm-
lung ko¨nnen algorithmische Modelle firmenspezifisch angepasst und neue Modelle ent-
wickelt werden [Jør07]. Beispielsweise kann mit den Ergebnissen aus der Datensamm-
lung die Gewichtung der Projekteigenschaften der formellen Analogie angepasst oder ein
neues algorithmisches Modell entworfen werden, welches auf die Bedu¨rfnisse der Fir-
ma zugeschnitten ist. Zusa¨tzlich ist eine Datensammlung wichtig, um die Zuverla¨ssigkeit
von Expertenurteilen zu verbessern. Denn nur wenn die Aufwandsscha¨tzungen notiert
werden, ko¨nnen die Experten sie spa¨ter mit dem tatsa¨chlichen Aufwand vergleichen
und daraus lernen. Außerdem ermo¨glicht eine Datensammlung das gezielte Training der
Scha¨tzfa¨higkeiten von Experten, indem ihnen ein Projekt der Datensammlung vorgestellt
wird, sie dieses abscha¨tzen und abschließend der Mentor begru¨ndet, ob und weshalb die
Scha¨tzung daneben lag [Jør05].
4 Zusammenfassung
Im vorliegenden Artikel wurde die Verwendung von Scha¨tzmethoden durch die Bedeu-
tung fu¨r das Projektmanagement motiviert, um zum Beispiel Aufwand und Ertrag eines
Projektes abwa¨gen zu ko¨nnen. Ausgewa¨hlte Scha¨tzmethoden wurden vorgestellt, um
einen Einblick in die Vielfalt der Scha¨tzmethoden zu geben. Abschließend wurde die
Zuverla¨ssigkeit von Scha¨tzmethoden diskutiert. Dabei wurde gezeigt, dass diese den fol-
genden Limitierungen unterliegt: Die Informationen u¨ber eine zu entwickelnde Software
sind unvollsta¨ndig und werden erst mit der Zeit erga¨nzt, außerdem altern Expertenwissen
und algorithmische Modelle mit jeder technischer Innovation.
Es wurden drei Mo¨glichkeiten vorgestellt, um die Zuverla¨ssigkeit von Auf-
wandsscha¨tzungen bzw. Scha¨tzmethoden zu steigern: Erstens sollte der Aufwand eines
Projektes periodisch abgescha¨tzt werden. Zweitens kann die Zuverla¨ssigkeit durch An-
wendung verschiedener Scha¨tzmethoden verbessert werden. Drittens ko¨nnen mit einer Da-
tensammlung algorithmische Modelle angepasst werden, Experten aus ihren Scha¨tzungen
lernen und ihre Scha¨tzfa¨higkeiten trainiert werden.
Die Verwendung mehrerer Scha¨tzmethoden steigert dabei jeweils nur die Zuverla¨ssigkeit
einer einzelnen Scha¨tzung, nicht die Zuverla¨ssigkeit der verwendeten Scha¨tzmethoden. Im
Gegensatz dazu ist es mit einer Datensammlung abgeschlossener Projekte mo¨glich, die Zu-
verla¨ssigkeit der verwendeten Scha¨tzmethoden zu steigern, nicht aber die Zuverla¨ssigkeit
einer einzelnen Scha¨tzung. Um von beiden Verbesserungsmo¨glichkeiten zu profitieren,
sollten daher langfristig Scha¨tzmethoden kombiniert werden, welche aus einer Scha¨tzung
automatisch weitere ableiten ko¨nnen und diese Methoden mittels einer Datensammlung
angepasst und verbessert werden.
Methoden zur Aufwandsscha¨tzung von Softwareprojekten und deren Zuverla¨ssigkeit
50
Danksagung
Ich danke Karsten Weicker, Professor fu¨r Praktische Informatik an der Hochschule fu¨r
Technik, Wirtschaft und Kultur Leipzig dafu¨r, dass er mein Interesse an Scha¨tzmethoden
weckte, welches seitdem stetig weiter wa¨chst. Ebenso danke ich Johannes Schmidt, Pro-
grammchair der SKIL 2011, fu¨r seine Unterstu¨tzung und seine Ratschla¨ge wa¨hrend der
U¨berarbeitung des Artikels.
Literatur
[ATG+06] Martin Auer, Adam Trendowicz, Bernhard Graser, Ernst Haunschmid und Stefan Biffl.
Optimal Project Feature Weights in Analogy-Based Cost Estimation: Improvement and
Limitations. IEEE Transactions on Software Engineering, 32(2):83–92, 2006.
[Boe84] Barry W. Boehm. Software Engineering Economics. IEEE Transaction on Software
Engineering, 10(1):4–21, 1984.
[BS00] Barry W. Boehm und Kevin J. Sullivan. Software economics: a roadmap. In Anthony
Finkelstein, Hrsg., The Future of Software Engineering 2000: 22nd International Con-
ference on Software Engineering, Seiten 319–343, New York, USA, 2000. Association
for Computing Machinery.
[DC00] Sarah Jane Delany und Pa´draig Cunningham. The Application of Case-Based Reasoning
to Early Software Project Cost Estimation and Risk Assessment. Bericht, Trinity College
Dublin, Department of Computer Science, Dublin, Ireland, 2000.
[Dic07] Gardner Dickson. Software Cost Estimation. Bericht, Faculty of Computer Science –
Faculty of Engineering, University of New Brunswick, Canada, 2007.
[GJ07] Stein Grimstad und Magne Jørgensen. Inconsistency of expert judgment-based estimates
of software development effort. Journal of Systems and Software, 80(11):1770–1777,
2007.
[Gre02] James W. Grenning. Planning Poker or How to avoid analysis paralysis while re-
lease planning, 2002. http://www.renaissancesoftware.net/files/
articles/PlanningPoker-v1.1.pdf.
[Hee92] F. J. Heemstra. Software cost estimation. Information and Software Technology,
34(10):627–639, 1992.
[JBR09] Magne Jørgensen, Barry W. Boehm und Stan Rifkin. Software Development Effort
Estimation: Formal Models or Expert Judgment? IEEE Software, 26(2):14–19, 2009.
[Jør04] Magne Jørgensen. Top-Down and Bottom-Up Expert Estimation of Software Develop-
ment Effort. Information and Software Technology, 46(1):3–16, 2004.
[Jør05] Magne Jørgensen. Practical Guidelines for Expert-Judgment-Based Software Effort
Estimation. IEEE Software, 22(3):57–63, 2005.
[Jør07] Magne Jørgensen. Forecasting of Software Development Work Effort: Evidence on
Expert Judgement and Formal Models. International Journal of Forecasting, 23(3):449–
462, 2007.
Methoden zur Aufwandsscha¨tzung von Softwareprojekten und deren Zuverla¨ssigkeit
51
[LF02] Hareton Leung und Zhang Fan. Software Cost Estimation. In Shi Kuo Chang, Hrsg.,
Handbook of Software Engineering and Knowledge Engineering, Seiten 307–325, River
Edge, USA, 2002. World Scientific Publishing Co. Pte. Ltd.
[LXG09] Yan-Fu Li, Min Xie und Thong Ngee Goh. A study of project selection and feature
weighting for analogy based software cost estimation. Journal of Systems and Software,
82(2):241–252, 2009.
[Spo08] Joel Spolsky. More Joel on Software: Further Thoughts on Diverse and Occasionally
Related Matters That Will Prove of Interest to Software Developers, Designers, and
Managers, and to Those Who, Whether by Good Fortune or Ill Luck, Work with Them in
Some Capacity. Apress, Berkeley, USA, 1. Auflage, 2008.
[Sta09] Standish Group. CHAOS Summary 2009. Bericht, The Standish Group, West Yar-
mouth, Massachusetts, 2009. http://state.pa.us/portal/server.pt/
document/690719/chaos_summary_2009_pdf.
[VK94] M. R. Vigder und A. W. Kark. Software Cost Estimation and Control. Bericht, National
Research Council Canada, Institute for Information Technology, Ottawa, Canada, 1994.
[Wu97] Liming Wu. The Comparison of the Software Cost Estimating Methods. Bericht, Uni-
versity of Calgary, Calgary, Canada, 1997.






Hochschule fu¨r Technik, Wirtschaft und Kultur Leipzig,
Master Studiengang Informatik
Zusammenfassung: In diesem Artikel wird ein Verfahren vorgestellt, das Volumen-
messungen und -vergleiche an medizinischen Oberfla¨chendaten ermo¨glicht. Ziel ist
deren Anwendung auf dreidimensionale Gesichtsscans von Patienten vor und nach
operativen Eingriffen. So ko¨nnen die postoperativen Vera¨nderungen im Gesicht des
Patienten, wie etwa Form und Volumen des Weichgewebes, genau untersucht werden.
Alternativ zu bisherigen Messverfahren in kommerziellen Bearbeitungsprogrammen
wird hier auf die Softwarebibliothek Visualization Toolkit zuru¨ckgegriffen. Es werden
Mechanismen pra¨sentiert, die die Funktionen dieser Bibliothek erweitern und kombi-
nieren, woraus schließlich das angestrebte Messverfahren hervorgeht.
1 Einleitung
Viele Erkrankungen des menschlichen Ko¨rpers, wie etwa Adipositas oder Kieferfehl-
stellungen, haben Auswirkungen auf das Erscheinungsbild des Gesichtes. Das Univer-
sita¨tsklinikum Leipzig betreibt Studien u¨ber die Vera¨nderungen im Gesicht von Patienten
im Laufe der Behandlung. Hierfu¨r werden vor und mehrmals nach Behandlungsbeginn
Gesichtsscans des Patienten angefertigt (s. Abb. 1). Diese reichen von einem Ohr zum an-
deren und vom Hals bis zum Haaransatz, enthalten also sa¨mtliche Gesichtspartien, welche
im Laufe der Therapie ihre Form vera¨ndern. Anhand dieser Informationen ko¨nnen der Be-
handlungserfolg dokumentiert und Zusammenha¨nge zwischen Behandlung und Resultat
untersucht werden.
Wa¨hrend des Scans werden aus verschiedenen Perspektiven Bilder des zu scannenden
Objektes angefertigt, welche anschließend durch Photogrammetrie in ein aus Dreiecken
bestehendes Polygonnetz (s. Abb. 1 (b)) umgerechnet und im Format OBJ gespeichert
werden. Hierbei handelt es sich um Oberfla¨chendatensa¨tze, das bedeutet, dass lediglich
die Daten der Objektoberfla¨che gespeichert werden. Ein Problem hierbei sind die Randbe-
reiche der Scans, bei denen die Ausdehnung der Polygonnetze mitunter deutlich variiert.
So kann es etwa vorkommen, dass in einem Scan die Ohrmuscheln enthalten sind und
im darauffolgenden nicht. Deshalb sind Volumenzahlen des kompletten Scans nicht direkt
vergleichbar.
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Abbildung 1: Gesichtsscan: (a) Gesichtsscan eines Patienten, (b) Detailansicht des Polygonnetzes
Abschnitt 2 stellt die verwendete Software bzw. verwendeten Softwarekomponenten Vi-
sualization Toolkit und Facial Analysis Tool vor. In Abschnitt 3 wird das verwendete Mess-
verfahren und ein fu¨r die Platzierung der Messobjekte beno¨tigtes Registrierungsverfahren




Das Visualization Toolkit (VTK) ist eine in C implementierte Softwarebibliothek zur Dar-
stellung und Animation dreidimensionaler Bilddaten [kit10]. Es ermo¨glicht den Im- und
Export zahlreicher Datenformate und kann in C/C++, Java, Python und Tcl genutzt wer-
den. Das VTK ist gema¨ß Open Source lizenziert und eignet sich daher ideal um in eigene
Anwendungen integriert zu werden.
2.2 Facial Analysis Tool
Das Facial Analysis Tool (FAT) ist eine in Java geschriebene 3D-Kephalometriesoftware
zur Darstellung, Vermessung und Manipulation dreidimensionaler Oberfla¨chendaten mit
Schwerpunkt auf dem menschlichen Scha¨del [HKBH11, KGJ+08]. Es wird derzeit an
der Klinik und Polyklinik fu¨r Mund-, Kiefer- und Plastische Gesichtschirurgie des Uni-
versita¨tsklinikums Leipzig entwickelt und befindet sich bereits in einem fortgeschrittenen
Stadium. Ziel der Entwicklung war die U¨berwindung der Schwa¨chen kommerzieller Pro-
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dukte auf dem Gebiet der Analyse medizinischer Bilddaten. Diese bestanden vor allem in
der begrenzten Kompatibilita¨t aufgrund favorisierter Bilddatenformate und in der geringen
Zahl von verfu¨gbaren Funktionalita¨ten. Das FAT baut auf dem VTK auf und verschaltet
dessen Methoden zu Funktionsblo¨cken, die dem Benutzer u¨ber eine GUI (s. Abb. 2) nach
außen zur Verfu¨gung gestellt werden. Hauptfunktion ist die Platzierung von Landmarken
Abbildung 2: Oberfla¨che des FAT: (a) Extraktion einzelner CT-Schichten, (b) Vermessung von
Weichgewebe
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im dreidimensionalen Raum zur Vermessung von Distanzen (s. Abb. 2 (b)).
Die Volumendifferenzmessung soll ku¨nftig ein fester Bestandteil dieses Programmes sein
und dessen Funktionsumfang erweitern. Zwar sind viele der implementierten Funktionen
auch in bereits etablierten Programmen (z. B. von Maxilim oder Vectra) vorhanden, doch
um das Leistungsspektrum des FAT abzudecken, ist die Verwendung verschiedener Pro-
dukte vonno¨ten, was wiederum die bereits erwa¨hnten Einschra¨nkungen bei der Anzahl der
verwendbaren Dateiformate zur Folge hat.
3 Volumenmessung
3.1 Messverfahren
Das aus den Scandaten berechnete Polygonnetz kann direkt vom VTK importiert und
das umschlossene Volumen vermessen werden. Der zur Messung verwendete Algo-
rithmus basiert auf dem GAUSS’schen Integralsatz [AJrP94] und wird u¨ber die Klasse
vtkMassProperties aufgerufen. Doch wie bereits erwa¨hnt, sind die zu vermessen-
den Gesichtsscans in den Randbereichen nicht homogen. Außerdem sind meistens nicht
das Gesamtvolumen des Gesichtes von Interesse, sondern nur bestimmte Bereiche.
Um nun die inhomogenen Randbereiche zu meiden und die Messung auf konkrete Partien
des Gesichtes zu beschra¨nken, werden die Berechnungen nicht direkt an den Scandaten,
sondern an kleineren Ausschnitten vorgenommen. Diese werden vorher mit Hilfe des Clip-
pings, implementiert in der VTK-Klasse vtkClipPolyData, angefertigt [kit10]. Beim
Clipping werden das zu beschneidende Objekt und ein Schneideko¨rper festgelegt. Dieser
Ko¨rper kann nun Stu¨cke entsprechend seiner Form und Gro¨ße aus dem Quellobjekt her-
ausschneiden, dient also als virtuelles Skalpell (s. Abb. 3). Der Schneideko¨rper wird in
Form einer mathematischen Funktion definiert bzw. besitzt eine vorgefertigte Form (z. B.
Abbildung 3: Clipping mit einer Kugel: (a) Schneideko¨rper in Position, (b) Resultat des Clippings
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Quader oder Kugel). Abbilder realer Objekte (wie etwa ein eingescantes Skalpell) sind
nicht zula¨ssig. Sind Quellobjekt und Schnittko¨rper definiert, kann der Benutzer beide zu-
einander platzieren und das Clipping ausfu¨hren.
Fu¨r eine Interaktion mit Objekten, wie etwa dem Schneideko¨rper, u¨ber eine GUI stellt
das VTK unter Java eine spezielle Klasse namens vtkPanel zur Verfu¨gung1. Deren
Fa¨higkeiten beschra¨nken sich jedoch auf Kamerabewegungen, sodass zuna¨chst eine Er-
weiterung der Klasse um Rotationen und Translationen einzelner Objekte vorgenommen
werden musste. Dies geschah im Rahmen einer Arbeit, deren eigentliches Ziel die Im-
plementierung BOOLE’scher Operationen (die Mengenoperationen Vereinigung, Differenz
und Durchschnitt) auf zwei Objekten war [Bor11]. Da auch hierfu¨r eine pra¨zise Positio-
nierung von einzelnen Objekten zueinander erforderlich ist, wurde die beno¨tigte Objekt-
steuerung entwickelt und damit der Grundstein fu¨r darauf aufbauende Erweiterungen, wie
die hier vorgestellte Volumenmessung anhand separierter Objektbereiche, gelegt.
Um mehrere Scans eines Patienten untereinander zu vergleichen, muss die Clipping-
Prozedur auf jeden beteiligten Datensatz angewendet werden. Wichtig hierbei ist eine
mo¨glichst identische Beschneidung aller Scandaten. Wird etwa ein Scan anders beschnit-
ten als ein zu vergleichender, so wird das Messergebnis verfa¨lscht und dadurch unbrauch-
bar. Abschnitt 3.2 beschreibt ein Verfahren, welches diese Fehlplatzierungen vermeiden
soll.
3.2 Registrierung von Objekten
Die naheliegendste Variante eine Reihe von Gesichtsscans gleichermaßen zu beschnei-
den ist, sa¨mtliche Scans zuna¨chst mo¨glichst bu¨ndig zu u¨berlagern und anschließend den
Schneideko¨rper in den so entstandenen Stapel von Gesichtsscans zu platzieren. Dies hat
den Vorteil, dass, egal welche Gesichtspartie vermessen wird, der Schneideko¨rper bei allen
Scans exakt den selben Bereich umschließt. Alle Messfehler aufgrund unterschiedlicher
Platzierungen entfallen somit und die nun festgestellten Unterschiede resultieren aus der
Volumenvera¨nderung im Gesicht des Patienten im Laufe seiner Behandlung. Die Erstel-
lung von Scan-Stapeln hat noch einen zweiten Vorteil: Die Vera¨nderungen am Patienten
ko¨nnen durch unterschiedliche Einfa¨rbungen der einzelnen Scans auch optisch untersucht
und das a¨sthetische Erscheinungsbild verglichen werden.
Die mo¨glichst pra¨zise U¨berlagerung unterschiedlicher Bilddaten wird in der digitalen
Bildverarbeitung Registrierung bzw. Bildregistrierung genannt. Ein wesentlicher Be-
standteil dabei ist die Extraktion von Merkmalen aus den zu registrierenden Bilddaten,
anhand derer diese von einem Algorithmus in Verbindung zueinander gebracht werden.
Das FAT bietet eine Funktion, die hilft, diesen Punkt zu meiden: die bereits erwa¨hnte
Platzierung von Landmarken. Dieses System wird nun auch fu¨r die Registrierung
verwendet, indem auf den beiden aneinander auszurichtenden Scans identische markante
Punkte mit Landmarken versehen werden. Diese Landmarkenmengen L1 und L2 stellen
1Kitware, Inc.: VTK 5.9.0 Documentation http://www.vtk.org/doc/nightly/html/index.
html abgerufen am 13.11.2011
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somit die in Verbindung zu bringenden Punktpaare dar. Da die Merkmalsextraktion somit
nicht vom Algorithmus u¨bernommen werden muss, ko¨nnen wesentlich simplere und
schnellere Registrierungsverfahren eingesetzt werden. Einen solchen Algorithmus stellt
das VTK bereits in der Klasse vtkLandmarkTransform zur Verfu¨gung2. Hierbei
wird anhand zweier gleich großer Punktmengen (die zu matchenden Merkmale) eine
Transformation T berechnet, die, auf die erste der Punktmengen angewendet, die Summe
u¨ber alle quadrierten Abweichungen der einzelnen Punktpaare minimiert [HHN87].
∑
i
‖T (l1,i)− l2,i‖2 → min, l1,i ∈ L1, l2,i ∈ L2,
wobei l1,i die i-te Landmarke von L1 bezeichnet. Wird diese Transformation nun auf den
Gesichtsscan angewendet, der dieser Punktmenge zugrunde liegt, findet eine Registrierung
der beiden Scans statt.
4 Resultat
4.1 Zusammensetzung und Arbeitsablauf der Volumendifferenzmessung
Abbildung 4 zeigt den Zusammenhang der wesentlichen Programmpakete, die fu¨r das vor-
gestellten Verfahren beno¨tigt werden. Unter Einbeziehung des Registrierungsverfahrens
ergibt sich fu¨r die Volumendifferenzmessung folgender Arbeitsablauf:
(1) Laden der Gesichtsscans
(2) Registrierung der zu vergleichenden Scans
(3) Spezifizierung des Schneideko¨rpers und Zuweisung der Quellobjekte (Scans)
(4) Positionierung des Schneideko¨rpers u¨ber den zu vermessenden Bereich
(5) Ausfu¨hrung des Clippings
(6) Messung der Volumina, Differenzbildung
Das Clipping wurde zusa¨tzlich so modifiziert, dass die Resultate einzelner Clipping-
Vorga¨nge stets aneinandergefu¨gt werden, der zu vermessende Bereich also stu¨ckweise
herausgeschnitten und anschließend vermessen werden kann. In diesem Fall werden die
Punkte (4) und (5) mehrmals hintereinander ausgefu¨hrt. Auch bei der Spezifizierung ei-
nes Schneideko¨rpers leistet die Clipping-Erweiterung Hilfestellung, indem vorgefertigte
Formen abgerufen und beliebig skaliert werden ko¨nnen. Die abschließende Volumenmes-
sung und die Differenzbildung werden ebenfalls automatisch vorgenommen, die Ergebnis-
se sind anschließend abrufbar.
2Kitware, Inc.: VTK 5.9.0 Documentation http://www.vtk.org/doc/nightly/html/index.
html abgerufen am 13.11.2011
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Abbildung 4: Zusammhang der Programmpakete
4.2 Klinisches Anwendungsbeispiel
Abbildung 5 (a) zeigt die Aufnahmen einer Patientin mit Progenie (der Unterkiefer steht
zu weit nach vorne) vor und nach eines operativen Eingriffes zur Korrektur der Fehlstel-
lung. Die Anwendung des Registrierungs- und Messverfahrens ergab eine Volumendiffe-
renz von 13,74 cm3 bzw. eine Reduzierung um 6,89 % im gewa¨hlten Bereich (Abb. 5 (c),
pra¨operatives Volumen: 199,37 cm3, postoperatives Volumen: 185,63 cm3). Die Regis-
trierung der Scans erfolgte u¨ber Landmarken an Nase, Augen und Stirn (s. Abb. 5 (d)).
Durch die Fa¨rbungen sind die Vera¨nderungen bereits vor Beginn der Messung deutlich
erkennbar. Die vorgestellte Beispielmessung wurde in einem Prototypen durchgefu¨hrt, da
das Verfahren momentan noch nicht komplett im FAT verankert ist.
4.3 Diskussion
Es wurde gezeigt, dass mit einigen Modifikationen der Open Source-Bibliothek VTK
und einer erweiterten Objektsteuerung Volumenmessungen und -vergleiche an Ober-
fla¨chenbilddaten mo¨glich sind. Die U¨berlagerung der Gesichtsscans kann alternativ zur
Registrierung auch per Hand erfolgen, die Objektsteuerung stellt alle hierfu¨r no¨tigen Funk-
tionen bereit. Im Falle der auf Landmarken basierenden Registrierung genu¨gen bereits fu¨nf
Punkte pro Scan (wie in Abb. 5 (d)) um eine fu¨r die Volumendifferenzmessung hinreichend
pra¨zise U¨berlagerung zu erzielen. Eine mo¨gliche Weiterentwicklung der Visualisierung
besteht in der Fa¨rbung der einzelnen Dreiecke je nach Abstand zum gegenu¨berliegenden
registrierten Scan. Dies wu¨rde eine weitaus detailiertere visuelle U¨berpru¨fung der Behand-
lungsergebnisse ermo¨glichen. Die Evaluierung des vorgestellten Verfahrens am Univer-
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sita¨tsklinikum Leipzig steht noch aus, da die Integration in das FAT noch nicht abge-
schlossen ist.
Abbildung 5: Durchfu¨hrung der Volumenmessung: (a) Scandaten nach Registrierung, (b) Platzierung
des Schneideko¨rpers (Wu¨rfel), (c) Scan-Fragmente fu¨r Volumenmessung, (d) Positionen der fu¨r die
Registrierung verwendeten Landmarken
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Universita¨t Leipzig, Bachelor Studiengang Informatik
Zusammenfassung: U¨ber 12 Mio. Downloads1 von WordPress 3.2 und u¨ber 17.0002
verfu¨gbare Plugins meldete die offizielle Webseite im November 2011. Im Durch-
schnitt u¨ber 500.000 neue Posts pro Tag3 verzeichnete die Statistik von Word-
Press.com. Diese Daten werden jedoch (nahezu) alle unstrukturiert publiziert. Die-
ses Paper zeigt, wie durch die Integration von verschiedenen Technologien des Web
3.0 wie Linked Data, RDF und SPARQL in einen WordPress Blog, die Publikati-
on von semantischen Daten ermo¨glicht wird. Zum einen wird der Aufbau und die
Wirkungsweise des in PHP geschrieben Plugins beschrieben. Zum anderen wird der
praktische Einsatz an einem Datenkatalog und an einer sozialen Community gezeigt.
Dabei wird insbesondere auf das Problem, eine mo¨glichst benutzerfreundliche Daten-
repra¨sentationssprache zu verwenden, eingegangen und eine eigens dafu¨r entwickelte
Syntax vorgestellt. Außerdem werden die Vorteile von strukturiertem Publizieren fu¨r
den Nutzer anhand von Widgets und a¨hnlichem pra¨sentiert.
1 Einleitung
Viele Internetnutzer sind nicht mehr nur reine Konsumenten des World Wide Web sondern
auch Produzenten. Eine Vielzahl an Mo¨glichkeiten werden im Web 2.0 geboten, Inhalte
und Daten beizusteuern. Insbesondere die stark verbreitete Nutzung von Blogs und sozia-
len Netzwerken zeigt, dass viele Nutzer bereit sind, Daten u¨ber sich, u¨ber ihre Hobbys und
A¨hnliches preiszugeben und im Web zu publizieren. Diese rasch wachsenden Datenmen-
gen sind jedoch alle unstrukturiert und ko¨nnen nur schwer maschinell verarbeitet werden
und somit in einen Kontext eingeordnet oder mit anderen Daten in Bezug gestellt werden.
Abhilfe soll das Semantische Web schaffen. Als eine Erweiterung des Web 2.0 setzt es sich
zum Ziel die Bedeutung von Informationen maschinenlesbar zu machen. Dies geschieht,
indem nicht nur Daten miteinander wie im Web 2.0 verlinkt, sondern Informationen an-
hand ihrer Bedeutung miteinander vernetzt werden4.
Ein grundlegendes technisches Konzept zur Realisierung dieser semantischen Vernetzung
1http://wordpress.org/download/counter/ abgerufen am 12.11.2011
2http://wordpress.org/extend/plugins/ abgerufen am 12.11.2011
3http://en.wordpress.com/stats/ abgerufen am 12.11.2011
4Wikipedia-Artikel “Semantisches Web” http://de.wikipedia.org/wiki/Semantisches_Web
abgerufen am 10.10.2011
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bildet RDF (Resource Description Framework)5. RDF dient zur Angabe von Metainforma-
tionen fu¨r Web-Ressourcen. Hierbei sind sogenannte URIs (Uniform Ressource Identifier)
von großer Bedeutung. Sie dienen zur weltweit eindeutigen Bezeichnung von Ressourcen.
Eine Ressource kann jedes Objekt sein, das eine klare Identita¨t besitzt. Sowohl Knoten als
auch Kanten eines RDF Graphen werden mit URIs beschrieben. Ein einfacher RDF-Graph
unterteilt sich in Objekt, Pra¨dikat und Subjekt. Die zu beschreibenden Dinge (Subjekte)
besitzen eine Eigenschaft (Pra¨dikat) mit einem Wert (Objekt). Diese drei Elemente werden
(RDF-)Tripel genannt [MM04].
Ein in WordPress6 verfasster Blogeintrag stellt genau ein solches Subjekt dar. Der Perma-
link des Blogeintrags ist die beno¨tigte URI. Weiterhin besitzt der Blogeintrag diverse Ei-
genschaften wie Autor, Datum, Thema und weiteres, jeweils mit entsprechenden Werten.
Ein Autor kann dabei jedoch wieder ein Subjekt sein, indem er z. B. u¨ber eine Profilsei-
te oder eine eigene Webseite verfu¨gt. Das Zuga¨nglichmachen der in RDF repra¨sentierten
Informationen fu¨r andere Internetnutzer bezeichnet man als Linked Data [BHB09] und
ist ein weiteres wichtiges Grundkonzept des Semantischen Webs. Linked Data ist derzeit
viel mehr eine Sammlung von verschiedenen W3C-Empfehlungen, Vorgehensweisen und
Regeln als ein klar definierter Standard. Tim Berners-Lee beschreibt folgende vier Grund-
regeln von Linked Data7:
1. Verwende URIs als Bezeichner fu¨r Dinge.
2. Benutze HTTP URIs, sodass man diese Bezeichner aufrufen kann, um mehr Infor-
mationen zu bekommen.
3. Wenn jemand den Bezeichner aufruft, stelle ihm nu¨tzliche Informationen unter Be-
nutzung von Standards (RDF, RDF-S, OWL, SPARQL) bereit.
4. Binde Links zu anderen URIs ein, damit man u¨ber weitere Dinge etwas erfahren
kann.
Ziel von rdf2wp ist es durch die Integration der vorgestellten technischen Konzepte des se-
mantischen Webs in das Blogsystem WordPress, die in diesem WordPress geschriebenen
Blogs bzw. Daten unter Einhaltung der vier Regeln in das Semantische Web einzubinden.
Somit soll es Nutzern ermo¨glichen, ihre Daten strukturiert zu publizieren oder aber Da-
ten des semantischen Webs in WordPress zu importieren, um diese weiterzuverarbeiten.
Dies ist in Form eines in PHP geschriebenen Plugins realisiert, welches sich in WordPress
installieren la¨sst und auf dessen API zugreift.
Im folgenden Abschnitt erfolgt zuna¨chst eine Einfu¨hrung in die WordPress API. Im Haupt-
teil wird der Aufbau des Plugins beschrieben, stets unter Betrachtung der im Rahmen des
Praktikums vorgegebenen Produkteinsatzszenarien. Neben der Auffu¨hrung der verschie-
denen Pakete wird weiterhin die spezielle Infobox-Syntax vorgestellt und mit Turtle und
einer Wikipedia-Syntax verglichen. Anschließend erfolgt die Vorstellung verwandter Ar-
beiten. Zum Schluss werden die Vor- und Nachteile des Plugins beschrieben.
5RDF Working Group: “Resource Description Framework (RDF)”, 2004, http://www.w3.org/RDF/
6Offizielle Produktwebseite: http://wordpress.org/
7Tim Berners-Lee: 2006, http://www.w3.org/DesignIssues/LinkedData.html
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2 WordPress API
Die WordPress API8 verfu¨gt u¨ber sogenannte Hooks. Durch diese ist es mo¨glich an
fest definierten Stellen Routinen des Plugins in den internen Programmablauf einzubin-
den. Es wird unterschieden in Action-Hooks und Filter-Hooks. Erstere werden nach be-
stimmten Aktionen wie das Speichern eines Posts aktiviert und letztere bekommen Daten
u¨bermittelt, um diese vor dem Schreiben in die Datenbank zu verarbeiten. Weiterhin gibt
es noch Shortcodes9. Dies sind spezielle Makroanweisungen, gekennzeichnet durch ecki-
ge Klammern (z. B. [semantics format="infobox"] Text [/semantics]),
welche direkt in den Text eines Blogs vom Nutzer eingebettet werden ko¨nnen. Der Text
zwischen den Tags wird dann an ein entsprechendes Plugin weitergereicht und kann dort
verarbeitet werden. Abschließend kann ein neuer Inhalt zuru¨ckgeliefert werden. Der Vor-
teil hierbei ist, dass der Nutzer individuell fu¨r jeden einzelnen Post entscheiden kann, ob
und wie ein bestimmter Inhalt zugefu¨gt wird. Das Plugin rdf2wp bedient sich aller vorge-
stellten Mo¨glichkeiten.
3 Systemaufbau
Das Plugin ist fu¨r zwei Einsatzmo¨glichkeiten entwickelt worden. Zum einen soll es im
Catalogus Professorum Lipsiensis [RMA+10] der Universita¨t Leipzig eingesetzt werden.
Der Professorenkatalog ist ein Triplestore, in welchem strukturierte Daten u¨ber nahezu
alle Professoren der Universita¨t Leipzig gespeichert sind. Das WordPress soll nun mittels
des Plugins in die Lage versetzt werden diese Daten menschenlesbar zu publizieren. Der
zweite Produkteinsatz findet im Klappstuhlclub10 statt, dessen Mitglieder sich regelma¨ßig
an verschieden Orten treffen. Jedes Treffen wird u¨ber einen Blogeintrag organisiert und
mit einigen Informationen beschrieben. Diese Informationen sollen nun strukturiert ab-
gelegt werden, mo¨glichst ohne den Verfasser des Eintrags zu sehr mit den technischen
Grundkonzepten zu belasten.
Aus diesen Anforderungen leiten sich der innere Aufbau des Plugins und die Aufteilung in
Pakete ab (vgl. Abbildung 1). Die vier Pakete Import, Output, Widgets und Editor kapseln
jeweils spezifische Funktionen, die weitgehend unabha¨ngig sind und einzeln existieren
ko¨nnten. Die drei zuerst genannten Pakete greifen auf Funktionen von ARC211 zu, wel-
ches ein weiteres Paket ist. ARC2 ist eine in PHP geschriebene RDF Bibliothek und stellt
die technische Schnittstelle zu den Grundkonzepten des semantischen Webs wie Verbin-





11Easy RDF and SPARQL for LAMP systems: http://arc.semsol.org/





Abbildung 1: Systemübersicht 
 
3.1 Import Paket 
Das Import Paket ist eigens für den speziellen Anwendungsfall des Professorenkatalogs 
entwickelt worden, ist aber durchaus in der Lage RDF Ressourcen aus anderen 
Endpunkten zu importieren, ohne dabei an der Implementierung etwas zu verändern. Es 
existiert eine grafische Benutzeroberfläche, welche über das Konfigurationsmenü von 
WordPress aufgerufen werden kann. In den Einstellungen kann ein SPARQL [PS08] 
Endpunkt sowie eine entsprechende SPARQL-Anfrage definiert werden. Mit Hilfe eines 
Limits ist es möglich festzulegen, wie viele Ressourcen (in diesem Fall Professoren) in 
den Blog übernommen werden sollen. Wird kein Limit angegeben, so werden alle 
Ressourcen die sich im Ergebnis befinden importiert. Jede Ressource erscheint als 
eigener Post im Blog. Für die angefragten Prädikate werden jeweils eigene Kategorien 
erstellt. Alle Instanzen der angegebenen Klasse werden in eine Oberkategorie mit dem 
Namen dieser Klasse importiert. Durch das Kategorisieren der Posts ist das einfache 
Sortieren und Durchstöbern der Daten nach bestimmten Eigenschaften wie Geburtsort, 
Geburtsjahr und anderem möglich. Die Daten liegen abschließend im Textfeld des 
jeweiligen Blogeintrags im Turtle-Format vor, markiert durch spezielle Tags, und 
können somit einfach bearbeitet werden. Im Gegensatz zu RDF/XML [BM04] ist Turtle 
[BB11] kürzer, besser lesbar und somit übersichtlicher und einfacher zu editieren. 
Prinzipiell ist es auch möglich andere Formate wie das eben genannte RDF/XML aber 

































Das Import Paket ist eigens fu¨r den speziellen Anwendungsfall des Professorenkatalogs
entwickelt worde , ist aber durchaus in d r Lag RDF Ressourcen aus anderen Endpunk-
ten zu importieren, ohne dabei an der Implementierung etwas zu vera¨ndern. Es existiert
eine grafische Benutzeroberfla¨che, welche u¨ber das Konfigurationsmenu¨ von WordPress
aufgerufen werden kann. In den Einstellungen kann ei SPARQL-Endpunkt [PS08] so-
wie eine entsprechende SPARQL-Anfrage definiert werden. Mit Hilfe eines Limits ist
es mo¨glich festzulegen, wie viele Ressourcen (in diesem Fall Professoren) in den Blog
u¨bernommen werden sollen. Wird kein Limit angegeben, so werden alle R ssourcen, die
sich im Ergebnis befinden, importiert. Jede Ressource erscheint als eigener Post im Blog.
Fu¨r die angefragten Pra¨dikate werden jeweils eigene Kategorien erstellt. Alle Instanzen
der angegebenen Klasse werden in eine Oberkategorie mit dem Namen dieser Klasse
importiert. Durch das Kategorisieren der Posts ist das einfache Sortieren und Durch-
sto¨bern der Daten nach bestimmten Eigenschaften wie Geburtsort, Geburtsjahr und an-
derem mo¨glich. Die Daten liegen abschließend im Textfeld des jeweiligen Blogeintrags
im Turtle-Format vor, markiert durch spezielle Tags, und ko¨nnen somit einfach bearbeitet
werden. Im Gegensatz zu RDF/XML [Bec04] ist Turtle [BB08] ku¨rzer, besser lesbar und
somit u¨bersichtlicher und einfacher zu editieren. Prinzipiell ist es auch mo¨glich andere
Formate wie das eben genannte RDF/XML aber auch JSON, NTriples oder N3 zu impor-
tieren. Dies erfordert jedoch andere Aufrufe der entsprechenden ARC2-Klassen und zieht
somit eine Erweiterung des Quelltexts nach sich.
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3.2 Edit Paket
Das Edit Paket dient der Bearbeitung und Eingabe von semantischen Daten im
Turtle-Format und in einem eigenen Format. Es wird dabei der integrierte Editor von
WordPress verwendet, der auch fu¨r gewo¨hnliche Posts verwendet wird. Dies erleichtert
zum einen die Implementierung, zum anderen verwendet der Benutzer seine gewohn-
te WordPress-Umgebung. Die semantischen Daten mu¨ssen im Post zwischen den
Tags [semantics format="infobox"] <Daten> [/semantics] fu¨r das
Infobox-Format bzw. [semantics format="prof"] <Daten> [/semantics]
fu¨r Daten des Professorenkatalogs geschrieben werden. Die Daten des Professorenkata-
logs mu¨ssen im Turtle-Format sein.
3.2.1 Infobox-Format
Das Infobox Format ist eigens entwickelt worden, um eine bessere Lesbarkeit ein-
hergehend mit kurzen Anweisungen zu realisieren. Insbesondere Laien soll das
Erlernen erleichtert werden, indem die technischen Grundlagen etwas verborgen
werden, ohne jedoch zu viel an Ausdrucksta¨rke zu verlieren. Es kann folgender-
maßen beschrieben werden (vgl. Listing 1): Das Subjekt eines Tripels ist stets der
Permalink des Posts. Ein Pra¨dikat und das zugeho¨rige Objekt wird durch eine Zeile:
|praedikat = objekt beschrieben. Das Objekt wird, falls es ein Literal ist, in
Anfu¨hrungszeichen eingeschlossen. Wenn das Literal dem Datentyp DateTime oder
anderen des XML Schemas [PGM+11] entspricht, so sollte dies mit angegeben wer-
den: |praedikat = "2011-06-22T21:00:00+02:00"ˆˆxsd:datetime.
Wenn das Objekt eine URI ist, wird es in spitze Klammern gesetzt |praedikat =
<http://www.klappstuhlclub.de/wp/posts/300-treffen-leipzig>
oder es wird ein gu¨ltiger Pra¨fix verwendet. Pra¨fixe kommen zum Einsatz, um die
Darstellung von URIs zu vereinfachen. Sie ko¨nnen im Menu¨punkt u¨ber eine Oberfla¨che
in Wordpress angepasst werden. Alle Wo¨rter ohne Pra¨fix, die nicht als Literal gekenn-
zeichnet sind, erhalten ein implizites Default-Pra¨fix. Andere Pra¨fixe mu¨ssen mit einem
Doppelpunkt abschließend vorangestellt werden. Im folgenden Beispiel wu¨rden stadt
und anwesend jeweils den Pra¨fix http://www.klappstuhlclub.de/wp/
erhalten, da hier kein Pra¨fix angegeben wurde und das implizite Pra¨fix in Kraft tritt.
Leipzig erha¨lt keinen Pra¨fix, weil es als Literal gekennzeichnet ist. Wolf und Claus
erhalten den Pra¨fix http://www.klappstuhlclub.de/wp/mitglieder/,
[semantics format="infobox"]
| nummer = "300"ˆˆxsd:int
| stadt = "Leipzig"
| anwesend = :Wolf, :Claus, be:Joerg
| bild = <http://www.klappstuhlclub.de/pictures/thumbnail.jpg>
[/semantics]
Listing 1: Darstellung semantischer Informationen u¨ber das 300. Klappstuhlclub-Treffen
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da ihnen das leere Pra¨fix ”:” zugewiesen wurde. Joerg erha¨lt den Pra¨fix http://www.
klappstuhlclub.de/wp/berlin/, da er den Pra¨fix “be:” tra¨gt (alle URIs siehe
Abbildung 3). Die formale Beschreibung zeigt Listing 2. Startsymbol ist post, Terminale
sind in einfachen Anfu¨hrungszeichen geschrieben.
post ::= ’[semantics format="infobox"]’ (entry)* ’[/semantics]’
entry ::= ’|’ predicate ’=’ object (’,’ object)* (’ˆˆ’objectDataType)?
subject ::= affix | uriRef | namedNode
predicate ::= affix | uriRef
object ::= affix | uriRef | namedNode | literal
objectDataType ::= affix | uriRef
affix ::= ((prefix)? ’:’)? suffix
uriRef ::= ’<’ absoluteURI ’>’
namedNode ::= ’_:’ name




Listing 2: Syntaxdefinition fu¨r die Infobox
3.2.2 Infobox vs. Turtle und Wikipedia-Infobox
Bei Turtle gibt es keine global (fu¨r den ganzen Blog) definierbare Pra¨fixe, sodass zuna¨chst
ein Block an Pra¨fixinitialisierungen folgt. Weiterhin gibt es zwar ein implizites Pra¨fix,
doch dessen Benutzung erfordert die Verwendung von spitzen Klammern zur Kennzeich-
nung von relativen URIs, und wird deswegen im Beispiel-Listing 3 nicht verwendet. Das
Subjekt muss bei jeder Aufza¨hlung eines Tripels mit aufgefu¨hrt werden, oder es wird wie
unten eine Abku¨rzung verwendet. Trotz guter Formatierung ist es nicht so gut lesbar, da
viele : und ; den Lesefluss sto¨ren. Die abschließenden Semikola und Punkte sind außer-
dem eine tu¨ckische Fehlerquelle.
@prefix k: <http://www.klappstuhlclub.de/wp/> .
@prefix xds: <http://www.w3.org/2001/XMLSchema#> .
@prefix : <http://www.klappstuhlclub.de/wp/mitglieder> .
@prefix be: <http://www.klappstuhlclub.de/wp/mitglieder/berlin> .
k:post k:nummer "300"ˆˆxsd:int ;
k:stadt "Leipzig" ;
k:anwesend :Wolf , :Claus , be:Joerg ;
k:bild <http://www.klappstuhlclub.de/pictures/thumbnail.jpg> .
Listing 3: Turtle-Darstellung des 300. Klappstuhlclubtreffens
Die Wikipedia-Infobox12 wird fu¨r die Erstellung von Infoboxen rechts oben in Artikeln
verwendet (vgl. Listing 4). Sie repra¨sentiert im Gegensatz zu Turtle keine Tripel ist aber
nicht nur Namensgeber fu¨r die eigene Syntax, sondern auch Vorbild fu¨r diese.
12http://en.wikipedia.org/wiki/Help:Infobox abgerufen am 12.11.2011
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{{ infobox wikipediaBeispiel
| stadt = Leipzig
| anwesend = [[Wolf]], [[Claus]]
}}
Listing 4: Wikipedia-Syntax fu¨r Infoboxen
Die Infobox-Syntax von rdf2wp ist eine Synthese beider. Sie vereint die einfache Dar-
stellung von Eigenschaft und Wertepaaren aus Wikipedia mit dem Konzept der Pra¨fixe
von Turtle erga¨nzt, um die globale Konfigurationsmo¨glichkeit der Pra¨fixe. Da URIs die
ha¨ufigeren Objekte sind, wurde die Notation von Literalen aus Turtle u¨bernommen und
die pure Darstellung (ohne Klammern) von URIs mit impliziten Pra¨fix gewa¨hlt. Die Kenn-
zeichnung absoluter URIs wurde von Turtle u¨bernommen, da diese selten vorkommen bei
ordentlicher Konfiguration von Pra¨fixen und Vokabular.
3.2.3 Templates
Um den Tippaufwand gering zu halten und Tippfehler zu vermeiden, stehen im Editor
zwei Templates zur Verfu¨gung. Diese bieten die grundlegende Syntax des Formats in-
fobox fu¨r ein Treffen des Klappstuhlclubs oder ein Mitglied des Klappstuhlclubs. Beim
Aktivieren einer der Template Buttons o¨ffnet sich ein Pop-up, in dem das Template mit
Hilfe von Checkboxen angepasst werden kann. Somit ko¨nnen bestimmte Eintra¨ge ab oder
hinzugewa¨hlt werden. Die Templates werden derzeit noch prototypisch in einer PHP Da-
tei gespeichert und aus dieser dynamisch ausgelesen, sodass diese vera¨ndert werden muss,
um das Template zu a¨ndern.
Abbildung 2: Template-Dialog mit Buttons fu¨r verschiedene Templates oben rechts
3.3 Output Paket
Das Output Package realisiert sa¨mtliche Verarbeitung und Ausgabe der in den Blogs ge-
speicherten semantischen Daten. Die verwendete Architektur ermo¨glicht eine Vielzahl an
Kombinationen von Eingabe- zu Ausgabeformat.
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3.3.1 Export und Linked Data
Das Output Paket stellt eine Linked-Data-Schnittstelle und eine Exportfunktion bereit.
Beide ermo¨glichen es, die semantischen Daten des Blogs in verschiedenen Formaten aus-
zugeben. Das kann unter anderem dazu dienen, die Daten in einen Triple-Store einzufu¨gen.
Mit der Exportfunktion kann man die semantischen Daten eines Posts oder des gesamten
WordPress in verschiedenen Tripelformaten (RDF/XML, JSON, N3, N-Triples) ausge-
ben. Dies ist u¨ber eine parametrisierte URL mo¨glich oder in ersterem Fall auch u¨ber Links
bei der Anzeige des entsprechenden Blogeintrags. U¨ber den Permalink eines Blogeintrags
ko¨nnen jedoch auch wieder wie in oben genannten Formaten via Linked Data (mittels
Content Negotiation) die Tripel angefordert werden. Dieses Paket stellt das Kernstu¨ck fu¨r
die Integration des ganzen Blogs ins semantische Netz dar, da somit ein Verbreiten der
Daten in standardisiertem und maschinenlesbarem Format mo¨glich ist. Die Regeln eins
bis vier von Berners-Lee werden mit Hilfe dieses Pakets erfu¨llt.
3.3.2 RDF-Parser
Die semantischen Daten eines Blogeintrags werden durch Parser in eine interne ARC2-
Tripeldarstellung konvertiert. Dies ist zum einen notwendig fu¨r die Nutzung der bereits
vorhandenen ARC2-Parser fu¨r den Export in die bereits genannten Formate. Zum an-
deren stellt diese interne Darstellung eine Art Schnittstelle dar, welche die Erweiter-
barkeit des Plugins sichert. Anhand des angegebenen Formatparameters in den Tags
[semantics format="infobox"] wird die verwendete RDF-Notation erkannt
und der dazugeho¨rige Parser aufgerufen. Fu¨r das infobox-Format ist ein neuer Parser im-
plementiert worden. Dieser zeigt in einer Konsole unterhalb des Editors in einer Baum-
struktur die geparsten Tripel eines Blogs. Bei Syntaxfehlern wird dort eine entsprechende
Meldung mit Informationen zum Fehler ausgegeben. Beide Features sollen den Nutzer
unterstu¨tzen, korrektes RDF zu publizieren.
Abbildung 3: Links: Baumansicht des Parsers mit Fehlermeldung; Rechts: HTML Anzeige der Daten
mit Export Links
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3.3.3 HTML-Anzeige
Das Output-Paket sorgt weiterhin dafu¨r, dass RDF Daten, welche sich in einem Post be-
finden, besucherfreundlich angezeigt werden. Dabei wird eine zweispaltige Tabelle, ein-
gebettet in der gewo¨hnlichen WordPress Blogansicht, angezeigt. In dieser steht jeweils in
der linken Spalte das Pra¨dikat und in der rechten das Objekt. Pra¨dikate und URIs wer-
den als Links angezeigt. Somit ist ein einfacher Aufruf der anderen Objekte nach Regel
vier mo¨glich. Bestimmte Pra¨dikate (z. B. image) ko¨nnen in einer PHP-Datei eingetragen
werden, um dessen Objekt-URI als Bild anzuzeigen. Eine mo¨gliche Erweiterung fu¨r z. B.
Karten, die das Geotag-Objekt eines entsprechenden Pra¨dikats darstellen, sind relativ ein-
fach zu realisieren.
3.4 Widget Paket
Da fu¨r den Nutzer trotz Templates und einfacher Syntax ein Mehraufwand besteht, soll
das Konzept der Widgets einen gewissen Anreiz bzw. Mehrwert schaffen, Daten struktu-
riert einzugeben. Sie erlauben verschiedene Sichten auf alle semantischen Daten, wenn sie
vorher mittels Exportfunktion in einen eigenen Triplestore importiert worden sind. Zum
Beispiel wird beim Klappstuhlclub zur Profilseite einer Person angezeigt, wie oft sich die-
se mit anderen Personen getroffen hat. Jedoch ist es auch in der Lage, Daten aus jedem
SPARQL-Endpunkt abzufragen und darzustellen. Die SPARQL-Anfrage kann frei konfi-
guriert werden. Es ko¨nnen verschiedene Instanzen eines Widgets im Widgets Menu¨ von
WordPress in das Sidepad gezogen werden, um mehrere Anfragen darzustellen. In den
Einstellungen des Widgets ko¨nnen Anpassungen zur Erscheinung und Ausgabe des Wid-
gets individuell fu¨r jede Instanz vorgenommen werden. Es ist mo¨glich, Kategorien festzu-
legen, bei denen das Widget erscheinen soll. Um die Widgets dynamisch zu konfigurieren,
kann ein Platzhalter <§permalink§> in der SPARQL Query verwendet werden, der je-
weils durch den Permalink des aktuellen Posts ersetzt wird. Damit sind individuelle Inhalte
anhand bestimmter verwendeter Pra¨dikate mo¨glich, wie die oben genannten Informationen
zu einem Mitglied auf seiner Profilseite.
3.5 Weiterfu¨hrende Informationen
Da nicht auf die Details der Implementierung und der Konfiguration im Rahmen dieses
Papers eingegangen werden kann, werden im Folgenden weiterfu¨hrende Quellen genannt.
Mehr Abbildungen der Oberfla¨che und Konfigurationsmo¨glichkeiten finden sich im Be-
nutzerhandbuch13. Eine tiefere Sicht auf die Konzepte der Architektur und der Imple-
13http://pcai042.informatik.uni-leipzig.de/swp/SWP-11/swp11-6/
Benutzerhandbuch.pdf
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mentierung liefert die Entwurfsbeschreibung14. Beim Demonstrations-WordPress15 ist es
mo¨glich, einen Blick auf die Widgets zu werfen oder die Linked-Data-Schnittstelle zu be-
nutzen. Mehr Informationen zum Projekt, in welchem dieses Plugin entwickelt worden ist,
erfa¨hrt man auf der Gruppenwebseite16. Zu guter Letzt kann das Plugin u¨ber ein Reposi-
tory17 bezogen werden.
4 Verwandte Arbeiten
DataPress18 ist ein WordPress-Plugin, welches seinen Schwerpunkt im Gegensatz zu
rdf2wp prima¨r auf das Visualisieren von Daten als auf das Editieren legt. So ko¨nnen
z. B. Tabellen, Karten und a¨hnliches aus den Daten generiert werden. Diese ko¨nnen dann
an beliebiger Stelle im Post durch einen Platzhalter angezeigt werden. Die Daten selber
werden jedoch nicht im Post gespeichert. Die Bedienung ist komplett menu¨gesteuert. Im
dazugeho¨rigen Paper [BMHK10] ist die Mo¨glichkeit erwa¨hnt, Daten direkt u¨ber Templa-
tes einzufu¨gen, die als Formulare angezeigt werden. Die Templates ko¨nnen dabei selber
erstellt oder u¨ber Template-Repositorys bezogen werden. In der aktuellen Version funk-
tioniert jedoch nur noch eine JSON Import Funktion aber kein manuelles Einfu¨gen von
Daten, sodass ein na¨herer Vergleich der genannten Funktionen nicht mo¨glich ist.
Eine interessante Mo¨glichkeit Texte mit semantischen Daten anzureichern bietet RDFaCE
[KA10]. Es ist zwar kein WordPress-Plugin, jedoch benutzt es den ebenfalls in Word-
Press verwendeten Editor TinyMCE19. Mit einigen Anpassungen wa¨re es so mo¨glich,
Posts komfortabel mit semantischen Daten zu versehen und diese als XHTML mit Me-
tadaten zu publizieren. Besonders intuitiv ist die Art der Editierung bzw. dem Hinzufu¨gen
von Daten bei der vier verschiedene Ansichten auf diese geboten werden.
LH RDF20 ist ein Wordpress-Plugin, welches die Metadaten eines Posts als RDF ausge-
ben kann. Dabei wird wie bei rdf2wp Content Negotiation fu¨r einzelne Posts unterstu¨tzt.
Weiterhin richtet es auch einen Feed ein, mit welchem man die gesamten Metadaten ab-
rufen kann. Es wird dann ein SIOC-konformes RDF/XML Dokument generiert. Dies ist
ein einfacherer Ansatz der Semantifizierung eines Blogs, verra¨t er doch, wer u¨ber welche
Themen Posts verfasst hat.
Die RDF-Tools21 benutzen ebenfalls ARC2 und realisieren als Plugin im WordPress einen
SPARQL-Endpunkt. Durch die Integration in oder zumindest parallele Installation mit
rdf2wp, wa¨re eine separate Installation eines Triplestores fu¨r die Widgets u¨berflu¨ssig. Ge-
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5 Diskussion
Das Plugin ist seit Juni 2011 beim Klappstuhlclub im Produktivbetrieb. Die Infobox-
Syntax wurde von den Benutzern angenommen und wird weiterhin verwendet, allerdings
mit Einschra¨nkungen.
Das Dokumentieren der anwesenden Mitglieder wurde nach einigen Beitra¨gen zuna¨chst
eingestellt. Grund dafu¨r sei einerseits der fehlende Mehrwert im Gegensatz zum Aufwand,
hierbei sei angefu¨gt dass der Administrator der Seite die Widgets noch nicht konfiguriert
hat, andererseits erschweren die Pra¨fixe die Benutzung.
Es scheint, als sei der Trade-off zwischen Einfachheit der Syntax und Ma¨chtigkeit bzw.
Funktionalita¨t des Infobox-Format nicht gelungen. Jedoch zeigt sich auch, dass diese
Pra¨fixe wichtig sind, um eine reibungslose Verlinkung zu ermo¨glichen. Im Beispiel des
Klappstuhlclubs gibt es in verschiedenen Sta¨dten Treffen. Aufgrund gleicher Namen be-
sitzt jede Stadt eine eigene Kategorie und somit haben die Profilseiten der Mitglieder ver-
schiedener Sta¨dte unterschiedliche Pra¨fixe in den URLs. Am Beispiel des Klappstuhlclubs
zeigt sich, dass die Infobox-Syntax erlernt und verstanden werden kann, unter der Be-
dingung, dass mindestens einer der Nutzer sich mit den Grundlagen des Semantischen
Webs auskennt. Die korrekte Einrichtung der Pra¨fixe, der Permalinks, der Widgets und
viele andere Konfigurationen, die das Plugin erst richtig attraktiv machen, erfordern eini-
gen Aufwand und Sachversta¨ndnis, was einem Einsatz fu¨r die breite Masse hinderlich ist.
Bei geeignetem Vokabular lassen sich jedoch sehr informative Ansichten unter Benutzung
von anderen Komponenten erzielen. Als Beispiel sei hier eine Kartenansicht der abgehal-
tenen Treffen22 oder eine mobile Webseite23 gegeben, welche beide die Daten aus dem
SPARQL-Endpunkt beziehen, der mittels rdf2wp Daten aus dem Blog erha¨lt.
Das Erstellen, Editieren und Publizieren von strukturierten Daten ist solide realisiert wor-
den. Die Linked Data Schnittstelle ist mit einem Tool24 validiert worden. Was dem Plu-
gin fehlt, ist jedoch eine einfachere Konfiguration (z. B. Installationssassistent, integrierter
Triplestore, Templatemanagement ) und mehr integrierte Mo¨glichkeiten zur Visualisierung
(z. B. Exhibit25), die den Mehrwert fu¨r das Anlegen von semantischen Daten erho¨hen.
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University of Leipzig, Diploma programme in Computer Science
Abstract: In this paper we investigate a solution to the problem of simulating the
spread of epidemics in real-world trading networks. We developed an application
that uses parallel computing devices (e.g. GPUs - Graphical Processing Units) with
OpenCL (Open Computing Language). Furthermore, we use the epidemiological SIR-
model to represent the nodes of the trading network. Initially, the epidemic grows
locally in every node. At certain points of time a transaction happens between severals
nodes to spread the epidemic spatially. Our results show that a computational speedup
of at least 8 times can be achieved using modern GPUs. Additional research is required
to further accelerate the computation.
1 Introduction
The epidemic outbreaks of the Swine influenza (N1H1) and the Severe Acute Respira-
tory Syndrome (SARS) occurred globally and were spread via complex networks such as
aviation routes. These problems exceeded the theoretical knowledge and computational
power to grasp, predict and defeat epidemics of these large scales. In this work we aim
to support and extend well-established simulations of epidemics by increasing the com-
putational performance. We introduce a framework which can handle the task of dealing
with complex networks on parallel computing devices. We intend to visualize the spread
of an epidemic and to change model parameters in real-time. This requires real-time com-
putations of complex models. This paper investigates a possible solution for this problem
using OpenCL (Open Computing Language).
2 Related Work
Peter A. Kolski implemented an application that simulates the trading network mentioned
in Section 1. The application uses NetEvo [GdBG09], a software library to simulate com-
plex dynamical networks and is used for performance comparison. We also use an OpenCL
GPU implementation of the Runge-Kutta 4th order ordinary differential equation (ODE)
solver from Bo¨ttcher [Bo¨10] and modified it for our purposes. Detailed information about
Runge-Kutta methods can be found in [HNW09].
75
From To Amount Day
10000 10002 12 1001
10033 12233 4 1001
10231 10333 5 1002
10002 10000 22 1004
Table 1: Format of the generated trading data




Table 2: Data structure that stores the IDs
of active arcs (trading transactions)
per day.
3 Data and Data Structures
The data used for the simulations is generated but has the original structural characteris-
tics of the real-world trading data obtained from the Herkunftssicherungs- und Informa-
tionssystem fu¨r Tiere [HIT]. In detail, the data consists of approximately 30,000 unique
trading partners (or nodes) and approximately 40,000 unique trading connections (or arcs).
Furthermore, trading transactions are given per day. Table 1 depicts the data format. The
generated trading data exists in the form of plain text files. The inherent graph structure is
represented using the LEMON C++ graph library. However, to use the topology informa-
tion with OpenCL the data must be transformed into linear arrays. Therefore, we used an
adjacency list described in [HN07]. Since not every arc is active (in the sense of a trading
transaction) every day an additional data structure is introduced, cf. Table 2. In addition,
the ODE systems will be stored in a linear array. Each system consists of 3 float or double
values that are stored back to back (i.e. S1, I1, R1, S2, I2, R2, . . ., where the subscripts de-
note the System ID). Table 1 also shows that there exist days without trading transactions
and days with multiple trading transactions. Trading transactions in general are modeled
as (directed) arcs in a network. Finally, the column Amount provides information about
the number of animals that have been transported.
4 Mathematical Model
Within our graph structure, each node will be seen as a subpopulation in which the epi-
demic will evolve. The arcs represent contacts between nodes and are crucial for spreading
the disease spatially. On each node the epidemic will be simulated by the well established
SIR model [KM27]. The model splits the population into epidemiological parts of ei-
ther susceptible (S), infectious (I) or recovered (R) states. The mathematical form is
of coupled ordinary differential equations (ODEs), which describe the evolution of each
S − I − R state in continuous time with high numerical precision. Figure 1 depicts the
mathematical model in the context of a trading network (a graph). In detail, dSdt describes
the rate of change per time of the susceptible, dIdt of the infectious and
dR
dt of the recovered
individuals.
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Figure 1: The nodes of the trading network are modeled as systems of ordinary differential equations.
The dashed lines represent trading connections.
5 OpenCL
OpenCL (Open Computing Language) is a standard for heterogeneous parallel computing
developed by the Khronos Group [Khr10]. It aims to support a wide variety of parallel
compute devices ranging from mobile phones to high-performance GPUs. An important
feature of OpenCL is that it supports cross-platform and cross-vendor development. This
has been realized with the introduction of Installable Client Drivers (ICDs). Those contain
information about the compilation and the execution of OpenCL programs on a specific
device (e.g. a CPU, GPU, DSP, Cell/B.E.). This design lets the programmer write high-
level OpenCL C1 code without knowing the low-level details of the underlying hardware.
A major step in an OpenCL program is the execution of the kernel. When a kernel is
executed the OpenCL runtime creates a ND range (i.e. an index space to address single
threads). On a NVIDIA GPU, for example, those threads are executed in blocks of 32
threads called a warp. All threads within a warp execute the same instructions (called
SIMT, Single Instruction Multiple Threads, which refers to a SIMD computer classified
by Flynn, see [Fly72]). If divergence occurs within a warp (e.g. if (condition) {...} else
{...}) the single branches will be serialized by the hardware [NVI11]. This is an important
fact to be aware of during the development of a data-parallel algorithm on a GPU. Another
important field for optimizations is the choice of the memory region. The access to private
memory takes about 2 cycles, to local memory approximately 20 cycles and to global
memory up to 400 - 800 cycles [NVI11]. The memory bandwidth also decreases from
private to global memory. Listing 1 shows sequential code to square all elements of a
vector and Listing 2 shows a parallel OpenCL version to solve this problem.
1OpenCL C is a subset of ANSI-C99 with a couple of additions and restrictions. Additions are, for example,
qualifiers that specify the desired memory region that should be used on the compute device ( global, local,
private). Another addition are built-in functions that allow a thread to identify its position in the N-dimensional
range (ND range), for example, get global id(0). Restrictions are, for example, no recursion, no pointers to
pointers, no dynamic memory allocation on the device (i.e. no new or malloc operations).
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f o r ( unsigned i n t i = 0 ; i < s i z e ; i ++)
{
o u t p u t [ i ] = inpu [ i ] ∗ i n p u t [ i ] ;
}
Listing 1: Sequential code to square all elements of an input vector and store them in an output
vector. size computation steps are necessary to compute the final result.
k e rn e l vo id s q u a r e ( g l o b a l i n t ∗ i n p u t , g l o b a l i n t ∗ o u t p u t )
{
i n t i = g e t g l o b a l i d ( 0 ) ;
o u t p u t [ i ] = i n p u t [ i ] ∗ i n p u t [ i ] ;
}
Listing 2: A simple kernel that squares the elements of an input vector and stores the results in an
output vector. All results are available after one computation step
6 Simulation
The simulation consists of a main loop shown in Algorithm 1 and two major function calls
described in Algorithms 2 and 3. Figure 2 depicts the overall simulation process. For a
certain time all ODEs are solved locally which means that there are no interactions with
other nodes. At discrete points of time an interaction may occur. This scenario is de-
picted in Figure 3. The source nodes’ S, I,R state variables are read and new parameters
are computed (write) for the target node. However, the read and write accesses are an
implementation specific choice to avoid remote write access (e.g. if one reads from the
current node and updates all nodes connected by an outgoing arc, hence there would be
numberOfOutgoingArcs write accesses). Since graph structures are irregular in their
memory layout (i.e. adjacent nodes in a graph may not reside in the same local memory
space) those remote write accesses would be expensive on, for example, a GPU. The occur-
rence of an interaction depends on the data whether there are trading transactions on that
particular day. Our implementation allows us to compute a single integration step for all
ODEs of all nodes in parallel. Consecutive integration steps must be executed sequentially
due to global synchronization requirements on the GPU.
Algorithm 1 Main simulation loop.
numberOfDaysToSimulate← 10
currentDay ← 0
while currentDay < numberOfDaysToSimulate or not termination criterion is met do
simulateLocal() {compute ODEs per node}
simulateInteraction() {compute trading transactions between nodes}
currentDay ← currentDay + 1
end while






for i = 0 to numberOfIntegrationSteps do




Build the binary array of arc activity for currentDay
(e.g 1, 0, 0, 0, 1, 0, . . . , 0 means arcs 0 and 4 are active)
executeInteractionKernel {The interaction kernel gets called only once}
Algorithm 4 InteractionKernel
{Every node is handled by a single thread}
nodeID ← threadID
for all incoming nodes of node nodeID do
if the arc (incomingNode, nodeID) is active on currentDay then











day 2 day 3
Figure 2: Simulation per node.
incoming animalsS, I, R S, I, Rcurrent node
discrete time step
data access: write read
Figure 3: A trading transaction (i.e. animal transport) between two nodes.
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7 Results
It is important to mention that we only computed the local ODEs without interactions. The
interaction kernel has not been completed before the submission deadline of this paper. All
programs being tested have been compiled with g++ 4.5 and with an optimization level
of -O3. To provide a fair sequential result we used the fastest CPU available. The results
are shown in Table 3. Since the NetEvo application uses double precision, we used double
precision for the GPUs as well. This is a problem since consumer GPUs do not have
full double precision support. Full support is only available for high-end GPUs such as
NVIDIA’s Tesla series. Consequently, the speedup would be even higher.
sequential OpenCL
Intel Core i7 950 Quadro 1000M GeForce GTX 470
@ 3.07GHz
Execution time (ms) 13128 8399 1498
Speedup 1 1.56 8.76
Table 3: Performance comparison using double precision.
8 Future Work
A first step in the future will be the completion of the program’s functionality so that the
epidemic can spread between nodes. Furthermore, we aim to optimize the kernel code
for execution on GPUs. This includes memory access optimizations and the reduction of
control flow divergence with the kernels. A long-term goal is to visualize the network and
interact with it in real-time. Moreover, an integration of OpenCL into NetEvo is a further
idea to realize. Finally, there exists the possibility to generate hardware in the form of a
FPGA based on OpenCL code [HGB11]. This could result in a tremendous speedup for
our application.
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Entwicklung eines Managementsystems fu¨r




Universita¨t Leipzig, Master Studiengang Informatik
Zusammenfassung: Die Lutherjahrbu¨cher sind eine ja¨hrlich erscheinende Luther-
bibliographie, produziert von der 1918 gegru¨ndeten Luther-Gesellschaft. Neben den
Jahrbu¨chern erscheint jetzt ein Online-Auftritt der Lutherbibliographie. Dieser wird
mittels einer Word-Press-Installation als Content-Management-System realisiert. Die
einzelnen Literaturangaben werden im BibTex-Format gespeichert und durch ein Word-
press-Plugin in ein fu¨r den Bentuzer ansprechendes Format gebracht. Literaturangaben
sollen von externen Mitarbeitern der Luther-Gesellschaft weltweit eingegeben und an-
schließend zentral durch die Luther-Gesellschaft moderiert werden.
1 Die Lutherbibliographie
Unter einer Bibliographie versteht man ein Verzeichnis von Literaturnachweisen. Ein der-
artiges Verzeichnis fu¨hrt die 1918 gegru¨ndete Luther-Gesellschaft1 seit 1920 in Form der
ja¨hrlich erscheinenden Lutherjahrbu¨cher [Beu10]. Diese beinhalteten in den letzten Jahren
mehr als 1.000 Eintra¨ge. Zusammengefasst beinhaltet die Lutherbibliographie bereits u¨ber
60.000 Eintra¨ge. Neben den Lutherjahrbu¨chern soll die komplette Lutherbibliographie in
Zukunft auch fu¨r die Abonnenten der Jahrbu¨cher online erreichbar sein. Die Lutherbiblio-
graphie ist ein wichtiges Werkzeug in der theologischen Forschung, da sie ein zentrales
Nachschlagewerk u¨ber Lutherquellen darstellt.
Die in diesem Artikel vorgestellte Online-Bibliographie lo¨st daru¨ber hinaus auch das bis
jetzt bestehende Offline-Datenbanksystem LARS2 ab, welches fu¨r die Lutherbibliogra-
phie aktuell verwendet wird. Ein Problem der aktuellen Lutherbibliographie-Datenbank
ist, dass jeder Mitarbeiter eine eigene Version benutzt. Die verschiedenen Versionen wer-
den einmal pro Jahr zu einer finalen Version synchronisiert um daraus das Lutherjahrbuch
zu erzeugen. Auch die unu¨bersichtliche, auf fu¨nf Seiten verteilte Titeleingabe (vgl. Abbil-
dung 1) ist nicht benutzerfreundlich und erfordert immer wieder Korrekturen der Einga-
ben.
1Die Luthergesellschaft e.V.: http://www.luther-gesellschaft.com/
2Leistungsorientiertes Archivierungs- und Recherchesystem
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Abbildung 1: Titeleingabe in Lars am Beispiel eines Titels
Fu¨r Wissenschaftler und Benutzer der Bibliographie auf der einen Seite, als auch fu¨r die
Autoren der Bibliographie auf der anderen Seite, bringt der Online-Auftritt der Lutherbi-
bliographie eine Reihe von Vorteilen:
(1) Die u¨berwiegend international, das heißt ra¨umlich weit verteilt, ta¨tigen Wissen-
schaftler beno¨tigen nun keine eigene Kopie der Datenbank mehr, sondern ko¨nnen
ihre Beitra¨ge zentral in die Bibliographie einfu¨gen. Somit mu¨ssen die Versionen vor
dem Erscheinen des Jahrbuches nicht mehr synchronisiert werden und Dubletten
ko¨nnen direkt bei der Eingabe erkannt und abgelehnt werden.
(2) Des Weiteren entsteht durch die enge Zusammenarbeit bei der Entwicklung zwi-
schen den Software-Entwicklern und Verantwortlichen der Lutherbibliographie eine
fu¨r die Wissenschaftler optimal angepasste Eingabemaske und Abfrageoberfla¨che.
(3) Die Erreichbarkeit der Online-Bibliographie im Web macht die Recherche und den
Zugang, der lediglich einen Internet-Browser voraussetzt, einfacher.
2 Bibliographie Management Systeme
In der Praxis haben sich bereits verschiedene Arten von Bibliographie Management Sys-
temen (BMS) etabliert. Die bekanntesten darunter sind die Plattformen Zotero3 und Bib-
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Abbildung 2: Google-Anfragen aufgelistet nach Zotero, BibSonomy, Citavi und JabRef
tik der Suchanfragen bei Google7 zeigt die Popularita¨t der hier genannten Systeme (vgl.
Abbildung 2). Das Hauptanliegen von BMS ist es den Nutzern eine Mo¨glichkeit zur Ver-
waltung und Organisation von Literaturreferenzen zu geben. Hierfu¨r bieten die Plattfor-
men Zotero und BibSonomy eine Vielzahl von Funktionalita¨ten an. Dazu geho¨ren der
direkte Import aus Webseiten, das Tagging der Literaturverweise und der direkte Export
von Eintra¨gen im BibTeX- oder EndNote-Format in eigenen Dokumente. Zotero und Bib-
Sonomy unterstu¨tzen auch die gemeinschaftliche Erschließung der Literatursammlungen,
wogegen Citavi und JabRef nur fu¨r die perso¨nliche Organisation von Literaturreferen-
zen konzipiert sind. Somit eignet sich Zotero und BibSonomy bereits sehr gut fu¨r den
Gebrauch innerhalb von Forschungsgruppen. Doch um die Lutherbibliographie effizient
betreiben zu ko¨nnen, wird zusa¨tzlich ein Redaktionsprozess beno¨tigt. Dieser soll mittels
einer A¨nderungsverfolgung ermo¨glichen, dass nachvollzogen werden kann, wer Beitra¨ge
erstellt, bearbeitet oder gelo¨scht hat. Des Weiteren wird es eine Kommentarfunktion ge-
ben, welche Nutzern ohne Editierrechte, die Mo¨glichkeit gibt Eintra¨ge zu kommentieren.
Dies soll in einer intuitiven Benutzeroberfla¨che realisiert werden um auch nicht technische
versierten Anwendern eine mo¨glichst effiziente Nutzung zu ermo¨glichen. Die Schnittstelle
zum Eintragen neuer Literaturangaben werden zwei, auf BibTeX beruhende, Plugins sein.
Das erste dient der benutzerfreundlichen Visualisierung der eingetragenen Literaturanga-
ben. Das zweite wird die Mo¨glichkeit bereitstellen eine Vielzahl von Literaturangaben
direkt aus einer Bibtex-Datei8 zu importieren.
2.1 Das Austauschformat BibTeX
Zu einer vollsta¨ndigen LaTeX-Portierung geho¨rt in der Regel auch das Dienstprogramm
BibTeX [ST05]. Es ermo¨glicht, neben der automatischen Erzeugung der Literaturanga-
ben, ohne la¨ngeres suchen, selbst aus gro¨ßeren Literatursammlungen zitieren zu ko¨nnen.
Hierzu wird neben dem eigentlich Dokument eine Literatursammlung angelegt, welche
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Listing 1: Grundstruktur eines BibTeX-Eintrages
E i n g a b e t y p {keyword ,
Feldname = { F e l d t e x t } ,
Feldname = { F e l d t e x t } ,
Feldname = { F e l d t e x t } ,
. . . }
Der Eingabetyp beschreibt hierbei, welche Art von Quelle man vor sich liegen hat. Es
gibt @book fu¨r ein Buch, @article fu¨r einen Artikel und @misc fu¨r Literaturan-
gaben, die unter keinen bestimmten Typen fallen. Neben diesen Eingabetypen existiert
noch eine Vielzahl weiterer standardisierter Eingabetypen. Das keyword dient dazu, mit
\cite{keyword}:, ein Zitat mit einer bestimmten Quelle zu verbinden. Die Feldna-
men sind bestimmte Attribute, die jede Quelle beno¨tigt. Dazu geho¨ren unter anderem der
Autor, das Vero¨ffentlichungsjahr und der Titel. Diese Attribute teilen sich in zwingende
Felder, die angegeben werden mu¨ssen, optionale Felder, die angegeben werden ko¨nnen,
und u¨berflu¨ssige Felder, die nicht interpretiert werden.
3 Realisierung der Plattform mittels WordPress
In der Grundinstallation von WordPress sind bereits eine Vielzahl von Funktionalita¨ten
vorhanden, die fu¨r ein Content-Management-System (CMS) Verwendung finden ko¨nnen
(vgl. [Der09]). Dazu geho¨ren das Tagging, die Kategorisierung und auch die Mo¨glichkeit
des Kommentierens. Wa¨hrend das Tagging und die Kategorisierung der Literaturangaben
die Organisation und das Suchen von Informationen erleichtert, bietet die Kommentar-
funktion die Mo¨glichkeit auf Fehler hinzuweisen oder aber auch fehlende Literaturan-
gaben zu melden. Eine Literaturangabe wird hierbei durch einen WordPress-Artikel (im
englischen Post genannt) repra¨sentiert.
Eine weitere Funktion, die standardisiert vorhanden ist und auch in der Lutherbibliogra-
phie genutzt wird, ist die Mo¨glichkeit unterschiedliche Nutzerkonten mit verschiedenen
Rechten zu verwalten. Das wa¨re als erstes der Administrator, welcher das Recht hat Lite-
raturangaben zu schreiben, zu lesen, zu vero¨ffentlichen, zu bearbeiten und auch zu lo¨schen.
Als zweites wird es die Mitarbeiter geben, welche das Recht haben Literaturangaben zu
erstellen und zu lesen. Die erstellten Literaturangaben sind nur fu¨r andere Mitarbeiter und
Abbildung 3: Eingabe eines BibTeX-Eintrages
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Abbildung 4: Recherchemo¨glichkeiten in der Online-Lutherbibliographie
den Administrator sichtbar. Dieser kann sie nun auch vero¨ffentlichen. Als letztes gibt es
Gruppe der Abonnenten, welche nur lesen ko¨nnen.
Die Eingabe erfolgt u¨ber ein WordPress Standard-Textfeld, in welches u¨ber Buttons die
einzelnen Attribute eines BibTeX-Eintrages eingefu¨gt werden ko¨nnen (vgl. Abbildung 3).
Die Recherche innerhalb der Bibliographie erfolgt mit u¨blichen Wordpress Mitteln. So
steht ein Kategorien-Baum und eine Schlagwort-Wolke (Tag Cloud) zur Navigation u¨ber
Kategorien und Schlagwo¨rter zur Verfu¨gung (vgl. Abbildung 4). Weiterhin existiert aktuell
eine Volltextsuche, welche spa¨ter zu einer erweiterten facettenbasierten Suche ausgebaut
wird. Diese soll es ermo¨glichen die Suche auf Titel, Autor oder andere Attribute zu be-
grenzen.
Abbildung 5: Die Editiermaske der zuku¨nftigen Lutherbibliographie am Beispiel eines Titels
Entwicklung eines Managementsystems fu¨r bibliographische Eintra¨ge
87
Abbildung 6: Die Ausgabe einer einzelnen Literaturangabe (vgl.[Bre90])
Parallel zum Eingabefenster wird es auch ein Fenster zum spa¨teren Editieren von Litera-
turangaben geben. Hierbei hat der bearbeitende Mitarbeiter die Mo¨glichkeit nicht nur die
Buttons zum Einfu¨gen neuer Attribute zu verwenden, sondern auch direkt den BibTeX-
Eintrag zu editieren (vgl. Abbildung 5).
Zur Erho¨hung der Bedienungsfreundlichkeit wurde eine Reihe von freien WordPress-
Plugins verwendet. So ermo¨glicht das Plugin Bulk-Delete9 das gleichzeitige Lo¨schen
mehrere Eintra¨ge. Die Plugins Login-with-Ajax10 und Members Only11 ermo¨glichen
es, die Lutherbibliographie passwortgeschu¨tzt zu betreiben. Neben diesen Plugins wurden
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3.1 BibTeX-Importer
Der BibTeX-Importer ermo¨glicht das gleichzeitige Einfu¨gen von mehreren Literaturan-
gaben. Hierzu muss eine .bib Datei hoch geladen werden. Aus jedem einzelnen BibTeX-
Eintrag in der Datei wird eine Literaturangabe in der Lutherbibliographie erzeugt.
3.2 BibTeX-Visualisierung
Dieses Plugin stellt die eingetragenen BibTeX-Artikel in einer fu¨r den Nutzer ansprechen-
den Art dar. Dabei werden die Metainformationen wie Eingabejahr oder Dokumenten-
nummer horizontal am oberen Rand der Literaturangabe dargestellt und die eigentlichen
Informationen wie Titel und Autor in einer Tabelle angezeigt (vgl. Abbildung 6).
3.3 BibTeX Editor Widgets
Dies ist kein eigentliches Plugin sondern nur eine Erweiterung des bestehenden HTML-
Editors um die Buttons zur Eingabe der einzelnen BibTeX-Attribute. Bei einem Mausklick
auf einen bestimmten Button wird ein Tag Feldname = {} erzeugt und es entsteht ein
separates Textfeld, in welches der Feldtext eingetragen werden kann. Bei einem weiteren
Mausklick auf den Button wird der Tag wieder geschlossen.
4 Ausblick
Aktuell befindet sich die Plattform in der Test- und Entwicklungsphase. Der geplante Start
der Bibliographie ist fu¨r das Fru¨hjahr 2012 geplant. Ab diesem Zeitraum werden alle Ein-
tra¨ge der Biographie u¨ber die Online-Plattform gesammelt. Das Lutherjahrbuch 2012 wird
nur noch die Online-Lutherbibliographie als Grundlage haben. Der Fortschritt des Projek-
tes kann unter auf der Homepage der Online-Biographie12 verfolgt werden. Die in diesem
Projekt realisierten Plugins sind in einem Repository online verfu¨gbar.
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Entwicklung eines Programms zur dynamischen Nutzung
freier Ressourcen von Workstations
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Zusammenfassung: Das Programm sleepworker ist ein leichtgewichtiger UNIX-
Daemon, welcher dynamisch UNIX-Maschinen auf Inaktivita¨t und freie Ressourcen
u¨berwacht. Der Aufbau dieses Programms soll modularisiert werden, so dass der An-
wender definieren kann, welche Indikatoren beziehungsweise Sensoren fu¨r das Auf-
zeigen freier Ressourcen u¨berwacht werden sollen. Zudem kann der Anwender Kom-
mandos definieren, welche bei Inaktivita¨t beziehungsweise erneuter Aktivita¨t aus-
gefu¨hrt werden.
1 Einleitung
Studien zufolge bleiben 95% der Leistung eines Computers ungenutzt. Dies liegt zum
einen daran, dass die Hardwarehersteller immer schnellere und leistungssta¨rkere Hardware
produzieren. Zum anderen liegt es aber auch daran, dass viele Computer, gerade in großen
Firmen und Instituten, auch in der Nacht und an Feiertagen laufen, obwohl an diesen nicht
gearbeitet wird. Dem gegenu¨ber stehen komplexe Algorithmen, welche beispielsweise in
Forschungseinrichtungen ausgefu¨hrt werden. Bei diesen Berechnungen stoßen Computer
von Zeit zu Zeit an ihre physikalischen Grenzen. Um diesem Leistungsbedarf gerecht zu
werden, setzen viele Institutionen bereits Cluster oder Grids ein. Ein Lo¨sungsansatz, um
freie Ressourcen von Workstations zu nutzen und Lastspitzen auf Clustern oder Grids
entgegenzuwirken, besteht darin, freie Ressourcen von Workstations genau dann zu einem
Cluster hinzuzufu¨gen, wenn diese verfu¨gbar sind.
1.1 Motivation
Da jeder Anwender bei der Nutzung eines Computers andere Gewohnheiten hat, gestaltet
es sich als unmo¨glich, eine einheitliche Aussage daru¨ber zu treffen, wann eine Worksta-
tion genutzt wird und wann nicht. Zudem weist jeder Job andere Voraussetzungen auf,
welche zusa¨tzlich beachtet werden mu¨ssen. Ein Indikator fu¨r eine lokale Inaktivita¨t ist
beispielsweise der Bildschirmschoner. Immer dann, wenn dieser aktiv ist, wird die Work-
station nicht lokal genutzt und kann beispielsweise fu¨r eine Kompilierung oder die Berech-
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nung komplexer Daten genutzt werden. Ob diese Berechnungen dabei von einem lokalen
Anwender ausgefu¨hrt werden oder die Workstation in dieser Zeit Teil eines Clusters ist,
ist irrelevant.
1.2 Recherche
Aktuell existieren zahlreiche Programme, um verfu¨gbare Rechenleistung von Workstati-
ons effizient zu nutzen. Bei Projekten wie beispielsweise Berkeley Open Infrastructure
for Network Computing (BOINC) 1 [And04] werden mit der Aktivierung des Bildschirm-
schoners komplexe Berechnungen fu¨r Forschungseinrichtungen oder andere Institutionen
durchgefu¨hrt. Um freie Ressourcen lokal zu nutzen, ist dieses Projekt jedoch ungeeignet.
Bei anderen Programmen hingegen werden bei Inaktivita¨t lokale Kommandos oder Pro-
gramme ausgefu¨hrt. Zwei Beispiele fu¨r diese Gruppe stellen xautolock2 und sleepd3
dar.
Bei dem Programm xautolock ist es mo¨glich, Kommandos zu definieren, welche bei In-
aktivita¨t oder bei erneuter Aktivita¨t ausgefu¨hrt werden. Zusa¨tzlich ist eine Schnittstelle fu¨r
den Bildschirmschoner xlock implementiert. Der Nachteil von xautolock liegt in des-
sen Komplexita¨t. Es bietet zwar sehr viele und umfangreiche Funktionen, welche sowohl
u¨ber die Kommandozeile als auch u¨ber eine Konfigurationsdatei definiert werden ko¨nnen,
jedoch ist dieses Programm dadurch wenig flexibel und der Anwender durch den großen
Konfigurationsaufwand sehr schnell u¨berfordert. Zudem ist der Installationsaufwand und
der Ressourcenverbrauch gerade bei kleineren Anwendungen unverha¨ltnisma¨ßig hoch.
sleepd ist ein Dienstprogramm, das einen Laptop in den Schlafmodus versetzt, sofern
dieser nicht benutzt wird beziehungsweise die Batterie leer ist. Es besticht durch den sehr
geringen Installationsaufwand und die einfache Konfiguration. Neben der Pru¨fung der ak-
tuellen Kapazita¨t der Batterie, welche bei Desktop-PCs oder Workstations irrelevant ist,
u¨berpru¨ft das Programm sleepd in regelma¨ßigen Zeitabsta¨nden alle bekannten Interrupts
aus der Datei /proc/interrupts. Ein Interrupt ist genau dann bekannt, wenn dieser
zu einem Eingabegera¨t (Maus, Tastatur) geho¨rt oder explizit an das Programm u¨bergeben
wurde. Diese Pru¨fung weist jedoch zwei gravierende Ma¨ngel auf. Zum einen werden USB-
Eingabegera¨te nur dann erkannt, wenn diese mit “i8042” bezeichnet werden und zum an-
deren wird lediglich die erste CPU u¨berwacht. Sobald ein Interrupt von einer anderen
CPU bedient wird, wu¨rde dies nicht realisiert werden. Neben dieser Pru¨fung werden alle
Dateien aus dem Verzeichnis /dev/input u¨berwacht. Problematisch hierbei ist, dass
weder bekannt ist, welche Datei zu welchem Eingabegera¨t geho¨rt, noch explizit festgelegt
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Abbildung 1: Schematischer Aufbau des Programms sleepworker
2 Umsetzung
Im Rahmen einer Masterarbeit wurde ein Weg gesucht, um Workstations genau dann zu
einem Cluster hinzuzufu¨gen, wenn diese freie Ressourcen aufweisen. Das zeitliche Re-
gime hierfu¨r und die Indikatoren fu¨r freie Ressourcen sollten dabei vom Administrator
ohne großen Aufwand festgelegt werden ko¨nnen. Bei der Recherche wurde kein geeig-
netes Programm gefunden. Aus diesem Grund wurde das Programm sleepworker4
entwickelt. In der ersten und aktuellen Version 0.9.XX werden dabei lediglich die Maus-
und Tastatureingaben u¨berwacht. Falls fu¨r eine definierte Zeit keine Eingabe u¨ber diese
Gera¨te geta¨tigt wird, wird ein Kommando ausgefu¨hrt. Sobald eine erneute Aktivita¨t auf
der Workstation verzeichnet wird, wird ein weiteres Kommando ausgefu¨hrt. Diese Kom-
mandos ko¨nnen durch Parameter beim Start des Programms definiert werden.
Um dem Anwender die Mo¨glichkeiten zu bieten, das Programm an die eigenen Wu¨nsche
und Vorgaben anzupassen, soll dieses modularisiert werden. Abbildung 1 zeigt den sche-
matischen Aufbau, welcher im Zuge dieses Vorhabens realisiert werden soll.
Die erste Ebene bildet das Hauptprogramm sleepworker. In diesem werden, wie bis-
her, die Initialisierung, das Ausfu¨hren der Schlaf- und Aufwachbefehle und das zeitliche
Regime der U¨berwachung realisiert.
In der mittleren Ebene sind die sogenannten Logikbausteine angesiedelt. Im Zuge dieses
Projektes werden so die Programme oder Skripte genannt, die fu¨r die Auswertung der
Ereignisse zusta¨ndig sind. Diese Bausteine ko¨nnen vom Anwender entwickelt und dem
Hauptprogramm bei der Initialisierung u¨bergeben werden. Die Aufgabe dieser Baustei-
ne besteht lediglich in der Auswertung der Sensoren beziehungsweise als Schnittstelle
zwischen den Sensoren und dem Hauptprogramm. Der Inhalt der Logikbausteine ist dem
Anwender u¨berlassen. Die einzige Anforderung besteht in der Schnittstelle zum Haupt-
programm. Diese wird mithilfe einer Named Pipe (benannte Pipe) realisiert.
In der untersten Ebene werden die sogenannten Sensoren angesiedelt. Auch bei diesen
4SLEEPWORKER - no time to sleep - http://sleepworker.sourceforge.net
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handelt es sich lediglich um Programme oder Skripte. Die Sensoren verzeichnen die Akti-
vita¨ten der Hardware, die vom Anwender u¨berwacht werden sollen.
Die Vorteile dieses Aufbaus sind weitreichend. So ist es beispielsweise dem Anwender
u¨berlassen, welche Sensoren er einsetzt und wie diese ausgewertet werden. Zudem ist
es durch die Modularisierung mo¨glich, einen Logikbaustein mehrfach zu nutzen. Bei einer
A¨nderung der Hardware oder anderen Anforderungen muss nicht das komplette Programm
umgebaut werden, sondern lediglich ein neuer Sensor und gegebenenfalls ein neuer Lo-
gikbaustein hinzugefu¨gt werden. Da die Logikbausteine und die Sensoren aus Sicht des
Hauptprogramms eine Einheit bilden, werden diese im weiteren Verlauf dieser Arbeit als
Sensoren bezeichnet.
2.1 Das Hauptprogramm
Das Hauptprogramm durchla¨uft eine nicht-terminierende Schleife. Bevor diese gestartet
wird, werden alle Sensoren initialisiert und die Pipe angelegt. In dieser Schleife werden
alle Sensoren gestartet. Dazu wird fu¨r jeden einzelnen Sensor ein Thread geo¨ffnet, in dem
mithilfe des Kommandos system() der jeweilige Sensor ausgefu¨hrt wird. Der Vorteil
hierbei besteht darin, dass zum einen bei einem unerwarteten Abbruch eines Sensors im
Hauptprogramm eine Routine ausgefu¨hrt werden kann und zum anderen durch einen sol-
chen Fehler nicht das ganze Programm gefa¨hrdet wird.
Sobald ein Sensor in die Pipe schreibt, wird diese vom Hauptprogramm geschlossen und
ein Signal an alle Sensoren gesandt. Dies hat zur Folge, dass alle Sensoren neu gestartet
werden. Falls im Hauptprogramm ein Timer ausla¨uft, ohne dass davor von einem Sen-
sor in die Pipe geschrieben wurde, wird angenommen, dass die Workstation ungenutzt
ist und das entsprechende Kommando wird ausgefu¨hrt. Nach erneuter Aktivita¨t wird ein
anderes, benutzerdefiniertes Programm ausgefu¨hrt. Daraufhin werden der Timer und alle
Sensoren neu gestartet, die Pipe erneut lesend geo¨ffnet und u¨berwacht. Beim Beenden des
Programms werden erst alle Sensoren beendet und im Anschluss alle geo¨ffneten Dateien
geschlossen beziehungsweise gelo¨scht.
Da das O¨ffnen einer Pipe im Schreibmodus (wie es bei den einzelnen Sensoren der Fall
ist) so lange blockiert, bis diese Pipe lesend (vom Hauptprogramm) geo¨ffnet wird, wird
ein Handshake simuliert. Auf diesem Weg ist es ohne zusa¨tzlichen Aufwand mo¨glich, die
Sensoren zu pausieren, falls diese nicht beno¨tigt werden.
2.2 Die Sensoren
Die Sensoren sind a¨hnlich dem Hauptprogramm aufgebaut. Das Herzstu¨ck besteht auch
hier aus einer nicht-terminierenden Schleife. In dieser wird kontinuierlich gepru¨ft, ob ein
Ereignis eingetreten ist oder nicht. Falls ein Ereignis eintritt, wird der aktuelle Schleifen-
durchlauf abgebrochen, u¨ber die Pipe eine Nachricht an das Hauptprogramm gesandt und
ein neuer Schleifendurchlauf gestartet. Beim Eintreffen des Signals SIGINT wird eben-
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falls der aktuelle Durchlauf abgebrochen und ein neuer gestartet. Dies liegt darin be-
gru¨ndet, dass eine im Hauptprogramm definierte Wartezeit durch das Blockieren beim
O¨ffnen der Pipe mit Schreibrechten somit auch in den Sensoren Beachtung findet. Metho-
den zum Initialisieren und Beenden eines Sensors ko¨nnen vom Anwender additiv angelegt
werden.
Um dem Anwender das Erstellen der Sensoren so einfach wie mo¨glich zu gestalten, entha¨lt
sleepworker einen Beispielsensor, welcher die geforderten Schnittstellen implemen-
tiert. Da die Sensoren sehr u¨bersichtlich gestaltet sind, ist es auch ungeu¨bten Programmie-
rern mo¨glich, diese an die jeweiligen Vorgaben anzupassen.
Um nicht jeden einzelnen Sensor im Hauptprogramm anzumelden, wird lediglich ein Pfad
zu einem Ordner u¨bergeben, in dem sich alle Sensoren befinden. Da es dadurch nicht
mo¨glich ist, den Sensoren Parameter zu u¨bergeben, ko¨nnen in einem Unterordner Konfi-
gurationsdateien angelegt werden, welche von den Sensoren ausgelesen werden.
3 Zusammenfassung und Ausblick
Durch die Modularisierung des Programms sleepworker wird eine gro¨ßere Flexibilita¨t
realisiert. Zudem ist es dadurch einfacher, das Programm konkret auf die Wu¨nsche des An-
wenders anzupassen. Somit ist es dem Anwender u¨berlassen, welche Ereignisse u¨berwacht
werden. Die Voraussetzung zur Entwicklung benutzerspezifischer Sensoren liegt lediglich
in der Erstellung von Logikbausteinen und in der U¨berwachung eines Ereignisses. Durch
die Bereitstellung von Beispielsensoren soll es dem Anwender zusa¨tzlich erleichtert wer-
den, das Programm seinen eigenen Vorgaben anzupassen.
Die Sensoren sollen perspektivisch auch durch Skripte dargestellt werden ko¨nnen. Somit
soll es auch Administratoren ohne Programmierkenntnisse ermo¨glicht werden, eigene Sen-
soren zu entwickeln. Zudem soll die Schnittstelle durch eine zweite Pipe erweitert werden.
Dadurch soll eine detailliertere Steuerung der Sensoren ermo¨glicht werden.
Eine weitere Mo¨glichkeit das Programm auszubauen besteht darin, dass bestimmte Sen-
soren verschiedene Ereignisse nicht als solches an das Hauptprogramm melden, sondern
eigene Befehle oder Programme ausfu¨hren. Dadurch ko¨nnen beispielsweise aufwa¨ndige
Kopieraktionen auf der Festplatte durchgefu¨hrt werden, obwohl nebenbei rechenintensive
Aufgaben ausgefu¨hrt werden.
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