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Introduction
Kohnen [7] introduced a certain subspace of modular forms of half-integral weight in order to describe Shimura correspondence more precisely, namely, he defined a subspace that corresponds to modular forms of integral weight belonging to SLð2; ZÞ: That subspace was named Kohnen's plus space. For any even integer k; it was known that Kohnen's plus space of weight k À 1=2 is linearly isomorphic to Jacobi forms of index 1 of weight k as Hecke algebra module. This fact was shown by Eichler-Zagier [4] , and this isomorphism was generalized for higher degree by Ibukiyama [6] . Also, this isomorphism was generalized in the case of plus space of odd weight with character by Hayashida-Ibukiyama [5] .
On the other hand, Skoruppa [8, 9] introduced the skew-holomorphic Jacobi forms of degree 1. For odd integer k; he proved that the skew-holomorphic Jacobi forms of weight k are linearly isomorphic to Kohnen's plus space of weight k À 1=2: Arakawa [3] defined skew-holomorphic Jacobi forms for general degree and he expected that the above isomorphism is valid also for higher degree.
The aim of this paper is to generalize the linear isomorphism between a certain subspace of Siegel modular forms of weight k À 1=2 and skew-holomorphic Jacobi forms of weight k of index 1 for general degree. More precisely, the space of skewholomorphic Jacobi forms of odd (resp. even) weight k of index 1 of degree n is linearly isomorphic to a certain subspace of Siegel modular forms of weight k À 1=2 without character (resp. with character) of degree n: This space is a generalization of the usual plus space in Kohnen [7] and Ibukiyama [6] . Moreover, we shall show that this isomorphism commutes with Hecke operators of both spaces as in [6, 7] .
The plus space and the skew-holomorphic Jacobi forms of index 1
In this section, we review the definition of skew-holomorphic Jacobi forms and define a plus space. Then, we shall give a linear isomorphism between skewholomorphic Jacobi forms and the plus space in Theorem 1. This isomorphism induces a bijection between cusp forms of skew-holomorphic Jacobi forms and cusp forms of the plus space. We will also show that this isomorphism commutes with the action of Hecke operators (cf. Theorem 2).
Linear isomorphisms
For any ring K; we denote by M n;m ðKÞ the set of n Â m matrices with entries in K; and write M n ðKÞ ¼ M n;n ðKÞ: We denote by Symðn; KÞ the set of n Â n symmetric matrix with entries in K: For any natural number n; we denote by H n the Siegel upper half-space of degree n; The skew-holomorphic Jacobi forms were first introduced by Skoruppa [8] in degree one case, and defined for general degree with matrix index by Arakawa [3] . We write eðÃÞ ¼ e 2piÃ ; and denote by Sym Ã ðn; ZÞ the set of all n Â n half-integral symmetric matrices.
Definition 1 (Skoruppa [8, 9] and Arakawa [3] ). Let k be a natural number and let F ðt; zÞ be a function on ðt; zÞAH n Â C n which is real analytic in the real part and imaginary part of tAH n and holomorphic in zAC n : When F satisfies the next conditions (1)-(3), we say that F is a skew-holomorphic Jacobi form of weight k with index 1.
(1) F ðt; z þ tx þ yÞ ¼ eðÀð t xtx þ 2 t xzÞÞF ðt; zÞ for all column vectors x; yAZ n ; where Y is the imaginary part of t; N runs over all elements in Sym Ã ðn; ZÞ; and r runs over all elements in Z n satisfying 4N À r t rp0:
Moreover, if the Fourier coefficients AðN; rÞ are zero unless 4N À r t ro0; then we say that F is a skew-holomorphic Jacobi cusp form.
We denote by
) the whole space of skewholomorphic Jacobi forms (resp. skew-holomorphic Jacobi cusp forms).
For any column vectors m 0 ; m 00 AZ n ; we define theta functions y m ðt; zÞ ¼ y m 0 ;m 00 ðt; zÞ of characteristic m ¼ ð t m 0 ; t m 00 Þ by y m 0 ;m 00 ðt; zÞ
For each vector mAZ n ; we set 
Hence, for each element F AJ þ k;1 ; there exists a set of 2 n numbers of antiholomorphic functions F m ðtÞðmAðZ=2ZÞ n Þ on H n satisfying
where the functions F m ðtÞ are uniquely determined by F and m and given by
Next, we shortly review Siegel modular forms of half-integral weight. We put y m 0 ;m 00 ðtÞ ¼ y m 0 ;m 00 ðt; 0Þ: In order to define an automorphy factor of half-integral weight, we put
We denote by G Definition 2 (Siegel modular forms of half-integral weight). Let kAZ; and w be a character on G 0 ð4Þ: We say that a holomorphic function h on H n is a Siegel modular form of weight k À 1=2 of degree n with character w if h satisfies the following
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conditions (1), (2): (1) hðMtÞ ¼ wðMÞ yðMtÞ yðtÞ 2kÀ1 hðtÞ; for any MAG 0 ð4Þ:
(2) h is holomorphic at cusps (This condition is satisfied automatically when nX2 by Koecher principle.)
Moreover if h satisfies the following condition (3), we say h is a cusp form.
where Y is the imaginary part of t:
We denote by M kÀ1=2 ðG 0 ð4Þ; wÞ (resp. S kÀ1=2 ðG 0 ð4Þ; wÞ) the space of Siegel modular forms (resp. Siegel cusp forms) of weight k À 1=2 with character w:
Let l be an integer and let hAM kÀ1=2 ðG 0 ð4Þ; c l Þ; then the function h has the Fourier expansion hðtÞ ¼ P T cðTÞeðtrðTtÞÞ; where T runs over all symmetric halfintegral matrices. The above Fourier coefficients satisfy cðTÞ ¼ 0; unless T is positive semi-definite. We define a subspace M unless T ðÀ1Þ kþlþ1 m t m mod 4Sym Ã ðn; ZÞ for some mAZ n g:
We say that M þ kÀ1=2 ðG 0 ð4Þ; c l Þ is the plus space. These are analogues of the ''plus space'' for general degree n with character c l : This ''plus space'' was first defined for n ¼ 1; l ¼ 0 and kAZ by Kohnen [7] , and was generalized for n41; l ¼ 0; and kA2Z by Ibukiyama [6] , for n41; l kðmod 2Þ by Hayashida-Ibukiyama [5] . Then sðF Þ belongs to M þ kÀ1=2 ðG 0 ð4Þ; c kÀ1 Þ: Moreover, the mapping s : F -sðF Þ induces the following linear isomorphisms over C:
Remark 1. If degree n is odd and integer k is even, then M kÀ1=2 ðG 0 ð4Þ; cÞ ¼ f0g and J þ k;1 ¼ f0g: We can show this fact by using an equality F ðt; ÀzÞ ¼ ÀF ðt; zÞ and by using an equality of Fourier coefficients AðN; rÞ ¼ AðN; ÀrÞ:
Remark 2. We denote by J À k;1 the space of holomorphic Jacobi forms of weight k of index 1 of degree n (cf [4, 6] ). Let E ¼ ðÀ1Þ kþlþ1 ; then we can write these linear isomorphisms together including holomorphic ones as follows:
Hecke operators
In this section we review the action of Hecke operators on J For odd prime p and natural number d; we define
Let F be a function on H n Â C n : We define an action of V n ðp 2d Þ as follows:
where k is an integer and
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We define an action of M 1;2n ðRÞ as follows:
where 
Proofs
In this section we shall prove Theorems 1 and 2.
Proof of Theorem 1
Let F ðt; zÞ ¼ P We denote by GLðn; ZÞ the group of invertible matrices of size n with entries in Z: In order to show that sðF Þ satisfies condition (1) of Definition 2, we need the following lemma proved by Ibukiyama [6] . Lemma 1. The group G 0 ð4Þ is generated by the following three kinds of elements: Hence, by the uniqueness of F m ; we have Our purpose is to show that the function Gðt; zÞ belongs to J þ k;1 : Now, for any x; yAZ n ; the theta function W m satisfy next equality,
So Gðt; zÞ satisfies condition (1) of Definition 1. By definition of Gðt; zÞ; we can show that Gðt; zÞ satisfies condition (3) of the Definition 1. In order to show that Gðt; zÞ satisfies condition (2) of the Definition 1, we check the automorphy of Gðt; zÞ for three type generators of Spðn; ZÞ:
By easy calculation, we get GðuðsÞðt; zÞÞ ¼ Gðt; zÞ and GðtðaÞðt; zÞÞ ¼ cðdet aÞ kÀ1 Gðt; zÞ: We need the following proposition to show the automorphy of Gðt; zÞ for vðsÞ:
Proof. First, we claim the following relation:
where s 1 runs over the set D of all diagonal matrices such that each diagonal component is 0 or 1. Indeed, for s 1 AD; it is easy to see that
& Hence, we get the above relation. Now, for any s 1 AD; we put
Then, it is easy to see that g s ðs 1 ÞAG 0 ð4Þ and ðvðsÞt þ 2s 1 Þ=4 ¼ g s ðs 1 Þððt þ 2s 1 Þ=4Þ: Hence, we get the following relation:
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We put E ¼ ðs 1 Þ 0 which is the diagonal vector of s 1 : Here, we quote an equality from [6, p. 120] .
Hence, we get 
hence, we have
From the above identity, we deduce that the function G satisfies the automorphy for vðsÞ; and G is an element of J þ k;1 : By definition, it is clear that sðGÞ ¼ h; and hence s is a bijection. Now, we prove that cusp forms of plus space and cusp forms of skew-holomorphic Jacobi forms are linearly isomorphic. For f AS þ kÀ1=2 ðG 0 ð4Þ; c kÀ1 Þ; it is easy to see that
; we shall show that sðF Þ is an element of S þ kÀ1=2 ðG 0 ð4Þ; c kÀ1 Þ:
The following lemma is well known and the proof will be omitted here. 2 Þ jF r ðtÞj is bounded on the domain detðY Þ4l: There exists some constant c n 40 that depends only on n; with the property that for any element tAH n there exists some MASpðn; ZÞ satisfying ImðM Á tÞ4c n (cf. [1] ). We put a scalar-valued function hðtÞ ¼ P r F r ðtÞ: By using previous lemma and the above fact, it can be shown that the function detðY Þ
Because sðF ÞðtÞ ¼ hð4tÞ; the function detðY Þ This completes the proof of Theorem 1.
Proof of Theorem 2
In this section we shall show Theorem 2.
For odd primes p; explicit formulas for the left g G 0 ð4Þ G 0 ð4Þ-coset decompositions of the double cosets were determined by Zhuravlev [10] . Let K s be a matrix in Section 2.2, we recall We start with the following lemma: where the notations and the summations are given as follows. The first product is over all integers i; j such that spipn and 0pjpn À i: In the second product the matrix A runs over a full set of representatives for the subset of classes in Symði; ZÞ=pSymði; ZÞ
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having rank i À s; and B 1 ; B 2 run over a full set of representatives for M i;j ðZÞ=pM i;j ðZÞ and Symð j; ZÞ=p 2 Symð j; ZÞ; respectively. The matrix U runs over a complete set of representatives of ðSLðn; ZÞ-D Finally, we use This completes the Proof of Theorem 2.
