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Monads are a useful tool for structuring effectful features of computation such as state, non-determinism,
and continuations. In the last decade, several generalisations of monads have been suggested which
provide a more fine-grained model of effects by replacing the single type constructor of a monad
with an indexed family of constructors. Most notably, graded monads, indexed by a monoid, model
effect systems and parameterised monads, indexed by pairs of pre- and post-conditions, model pro-
gram logics. This paper studies the relationship between these two generalisations of monads via
a third generalisation. This third generalisation, which we call category-graded monads, arises by
generalising a view of monads as a particular special case of lax functors. A category-graded monad
provides a family of functors T f indexed by morphisms f of some other category. This allows cer-
tain compositions of effects to be ruled out (in the style of a program logic) as well as an abstract
description of effects (in the style of an effect system). Using this as a basis, we show how graded
and parameterised monads can be unified, studying their similarities and differences along the way.
1 Introduction
Ever since Moggi [1989, 1991], monads have become an important structure in programming and seman-
tics, particularly for capturing computational effects. In this approach, an effectful computation yielding
a value of type A is modelled by the type MA where M is an endofunctor with the structure of a monad,
i.e., with two operations (and some axioms): unit (η) mapping values into pure computations (with no
effects) and multiplication (µ) composing effects of two computations (one nested in the other):
ηA : A→MA µA :MMA→MA
Various generalisations of monads replace the endofunctor M with a family of endofunctors indexed by
effect information. For example, Wadler and Thiemann [2003] proposed a generalisation of monads to
model effect systems using a family of monads (Ma)a∈E indexed over a bounded semilattice (E,⊔, /0,⊑).
Later, graded monads were proposed (Orchard et al. [2014], Katsumata [2014]), generalising this idea
to a family of endofunctors (Ge)e∈E indexed by the elements of an ordered monoid (E,•, I,⊑) with
monad-like unit and multiplication operations (and axioms) mediated by the monoid structure:
ηA : A→ G I A µe, f ,A : Ge G f A→ G(e• f )A G(e⊑ f )A : GeA→ G f A
A family of approximation maps G(e⊑ f ) is derived from the ordering.
Another indexed generalisation is provided by parameterised monads, which comprise a family of
endofunctors (P(I,J))I∈Iop ,J∈I indexed by pairs of objects drawn from a category I which provides in-
formation akin to pre- and post-conditions (Wadler [1994], Atkey [2009b]). Parameterised monads have
unit and multiplication operations (satisfying analogous axioms to monads):
ηI,A :A→P(I, I)A µI,J,K,A :P(I,J)P(J,K)A→P(I,K)A P( f ,g)A :P(I,J)A→P(I
′,J′)A
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A family of maps P( f ,g)A (for all f : I′ → I,g : J → J′) provides a notion of approximation. For pure
computations via η , the pre-condition is preserved as the post-condition. For composition via µ , the
post-condition of the first computation must agree with the pre-condition of the second, yielding a pair
of the pre-condition of the first and post-condition of the second.
Graded and parameterised monads are used for various kinds of fine-grained effectful semantics,
reasoning, and programming. For example, graded monads model effect systems (Katsumata [2014],
Mycroft et al. [2016]), trace semantics (Milius et al. [2015]), and session types (Orchard and Yoshida
[2016]). Parameterised monads are used to refine effectful semantics with Floyd-Hoare triples (Atkey
[2009b]), information flow tracking (Stefan et al. [2011]), and session types (Pucella and Tov [2008],
Imai et al. [2010]). In GHC/Haskell, graded and parameterised monads are provided by the effect-monad
package,1 leveraging GHC’s advanced type system features particularly in the case of graded monads.
Both structures appear to follow a similar pattern, generalising monads into some indexed family
of type constructors with monad-like operations mediated by structure on the indices. Furthermore,
there are applications for which both graded and parameterised monads have been used, notably session
types.2 Thus, one might naturally wonder how graded and parameterised monads are related. We show
that they can be related by a structure we call category-graded monads, based on a specialised class of
lax functors.
Whilst graded monads are indexed by elements of a monoid and parameterised monads by pairs of
indices, category-graded monads are indexed by the morphisms of a category, and have operations:
ηI,A : A→ T idI A µ f ,g,A : T f TgA→ T(g◦ f )A T(f : j⇒ k)A : T jA→ TkA
for f : I → J, g : J → K, j,k : I′ → J′. Indexing by morphisms provides a way to restrict composition
of effectful computations and a model that captures various kinds of indexing. The rightmost opera-
tion is provided by 2-category-graded monads (generalising grading to 2-categories) where Tf lifts a
2-morphism f (morphism between morphisms), providing a notion of approximation akin to graded mon-
ads.
The structures we introduce along with their relationships are summarised by the diagram below,
where the source of an arrow is at a more specific structure, and the target is a more general structure.
Highlighted in bold are the new structures in this paper, centrally category-graded monads and its gener-
alisations 2-category-graded monads and additional structure of generalised units. Throughout, we state
the results of the diagram below as propositions of the form “every A is a B” whenever there is an arrow
from A to B above. By this we mean there is an injective map from A structures into B structures.
2-cat-graded monads
+ generalised unit
2-cat-graded monads
55
cat-graded monads
+ generalised unit
ii
graded monads
OO
cat-graded monads
jj 44
parametrised monads
OO
unordered
graded monads
OO ??
discrete
parameterised monads
OO__
monads
hh
OO
66
Section 3 introduces category-graded
monads as a particular way of gener-
alising monads via lax functors. Sec-
tion 4 considers graded monads and 2-
category-graded monads. Section 5 con-
siders the notion of lax natural transfor-
mations used in Section 6 which con-
siders parameterised monads and gener-
alised units.
We show that the subclasses of un-
ordered graded monads and discrete parameterised monads are both subsumed by category-graded
1https://hackage.haskell.org/package/effect-monad
2Orchard and Yoshida [2017] provide a survey of different structuring techniques for session types in the context of Haskell.
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monads. However, graded monads may have an ordering which provides approximation, requiring 2-
category-graded monads, and full (non-discrete) parameterised monads also have a kind of approxima-
tion which can be captured by a generalised unit for a category-graded monad. Section 7 shows that
the apex of 2-category-graded monads plus generalised units capture analyses and semantics that have
both graded and parameterised monad components, using an example of a Hoare logic for probabilistic
computations.
2 Background
We first recall some standard, basic categorical facts relating monoids to categories which will be used
throughout. We start by fixing some notation.
Notation 1 (2-Category). For a 2-category C, we denote the class of objects as C0, 1-morphisms as
C1 and 2-morphisms as C2. We write 2-morphism arrows as⇒ unless they are natural transformations
(2-morphisms in Cat) which are instead written as
.
−→. Appendix A provides a definition of 2-categories.
Notation 2 (Homset). The homset of (1-)morphisms between any two objects A,B ∈ C0 is written
C(A,B).
There are two standard ways to view monoids in categorical terms: Recall a set-theoretic presentation
of a monoid with set M, operation • : M×M → M and unit e ∈ M. This is identical to a category M,
which has a single object M0 = {∗}, morphisms as the elements of M, i.e., M1 = M, composition via
the operation ◦ = • and identity morphism id∗ = e. Associativity and unit properties of categories and
monoids align. Hence:
Proposition 3. Monoids are one-object categories.
An equivalent view of monoids is as a monoidal category, where (M,•,e) is a category with objects
M, bifunctor • : M×M → M and unit object e. This monoidal category is discrete, meaning the only
morphisms are the identities.
Proposition 4. Monoids are discrete monoidal categories.
In this paper, we study graded monads which are typically defined in the literature as being indexed
by a pre-ordered monoid, or pomonoid. We therefore recall how the above two results generalise to
pomonoids. A monoid (M,•,e) with a preorder ⊑ (and • monotonic wrt. ⊑) is a 2-category following
Proposition 3 but with added 2-morphisms between every pair of morphisms e, f ∈M whenever e⊑ f .
Proposition 5. Pre-ordered monoids are one-object 2-categories.
Pre-orders are categories, with a morphism for every pair of ordered elements. Thus we can replay
Proposition 4, but we now have morphisms between some elements representing the ordering and thus
the category is no longer discrete. However this monoidal category is strict, meaning that associativity
and unit axioms are equalities rather than isomorphisms. (Note discrete categories are automatically
strict).
Proposition 6. Pre-ordered monoids are strict monoidal categories.
A further categorical view on monoids is that they can be identified as some distinguished object in
a monoidal category:
Definition 7. A monoid in a monoidal category (C,⊗, I) is a distinguished object M ∈C equipped with
a pair of morphisms e : I→M for the unit and • :M⊗M→M, with associativity and unit axioms.
4 Unifying graded and parameterised monads
The monoidal category of endofunctors on some category is particularly important in this paper:
Definition 8. The category of endofunctors onC, denoted [C,C], has endofunctors as objects and natural
transformations as morphisms. This is a strict monoidal category with ([C,C],◦, IdC), i.e., with functor
composition as the bifunctor and the identity endofunctor IdCA= A as the unit element.
The classic aphorism that monads are just a monoid in the category of endofunctors thus applies
Definition 7 in the context of the monoidal category of endofunctors ([C,C],◦, Id), pointing out that a
monad on endofunctor T : C→ C is a particular single object. Since the tensor product of the monoidal
category is ◦ then monad multiplication is the binary operator µ :T◦T
.
−→ T and the monad unit operation
identifies the unit element η : Id
.
−→ T . Thus:
Proposition 9. Monads are monoids in the category of endofunctors.
Finally, we leverage the (standard) equivalence between strict monoidal categories and 2-categories
with one object, which “transposes” monoidal and 1-categorical composition into 1-categorical and 2-
categorical composition respectively. That is, for a strict monoidal category (C,⊗, I) we can construct
a one-object 2-category, call it 1(C), with 1(C)0 = ∗ and 1(C)1 = C0 and 1(C)2 = C1 with horizontal
composition ◦0 =⊗ and identity morphism id = I, and vertical composition ◦1 = ◦C and 2-identities by
identities of C. Conversely, given a one-object 2-category, C, we can construct a strict monoidal category
(SMC(C),⊗, I) where SMC(C)0 = C1, SMC(C)1 = C2, ⊗ = ◦0, I is 1-morphism identity, composition
◦ = ◦1 and identity is the 2-identity. The same result applies for discrete monoidal categories and one-
object categories where we can elide the 2-categorical part. Hence:
Proposition 10. Strict monoidal categories are equivalent to one-object 2-categories, and discrete monoidal
categories are equivalent to one-object categories.
Corollary 11. By Def. 8 and Prop. 10, the monoidal category of endofunctors ([C,C],◦, IdC) is equiv-
alent to a one-object 2-category with single object C, morphisms as endofunctors and 2-morphisms are
natural transformations. For clarity, we denote this 2-category as Endo(C).
3 Generalising monads via lax functors to category-graded monads
Recall that every monoid corresponds to a single-object category. (Proposition 3). In a single-object
category, all morphisms compose just as all elements of a monoid multiply. Categories therefore gener-
alise monoids: morphisms f and g compose to g◦ f only when the source of g agrees with the target of
f . Similarly, groupoids generalise the notion of groups to categories, where elements of the group are
morphisms and every morphism has an inverse.
This process of generalising some notion to a category is known as horizontal categorification or
oidification (echoing the relationship of groups to groupoids) (nLab authors [2020], Bertozzini et al.
[2008b,a]). The general approach is to realise some concept as a kind of category comprising a sin-
gle object which can then be generalised to many objects; categories are the “oidification” of monoids
going from a single object to many (nLab authors [2020])—though the term category is preferred to
monoidoid!
Our approach can be summarised as the horizontal categorification of monads. It turns out that this
yields structures that unify graded and parameterised monads, but with some subtleties as we shall see.
First we need to understand in what way the concept of a monad can be seen as single-object entity
such that it can be subjected to oidification. The view of monads as a monoid in category of endofunctors
(Proposition 9) highlights that a monoid comprises a single object in [C,C] but oidification cannot readily
be applied to this perspective. Instead, we take Be´nabou’s view of monads as lax functors which is more
amenable to generalisation. We first recall the definitions of lax functors for completeness.
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Definition 12. A lax functor F : C→ D (where D is a 2-category) comprises an object mapping and a
morphism mapping, however the usual functor axioms idFA = FidA and Fg◦F f = F(g◦ f ) are replaced
by families of 2-morphisms in D which “laxly” preserve units and composition:
ηA : idFA ⇒ FidA µ f ,g : Fg◦F f ⇒ F(g◦ f )
We have chosen the names of these families to be suggestive of our endpoint here.
Whilst the axioms of a category are preserved automatically by non-lax functors, this is not the case
here. For example, if F is a functor then F f = F(id ◦ f ) = Fid ◦F f = F f , but not if F is a lax functor.
Instead a lax functor has additional axioms for associativity of µ and unitality of η . We postpone the
description of these properties until Corollary 15.
We can thus see monads as lax functors between the terminal category 1 and the one-object 2-
category of endofunctors on C:
Proposition 13 (Be´nabou [1967]). For a category C, a monad on C is a functor T : 1→Endo(C) where
1 is the single-object category with ∗ ∈ 10 and a single morphism id∗ : ∗ → ∗. Then T∗ = C and Tid∗
identifies an endofunctor on C. Laxness means the functor axioms for T are 2-morphisms, which are the
unit and multiplication operations of the monad on the endofunctor Tid∗:
η : idT∗
.
−→ T id∗ µ : T id∗T id∗
.
−→ T id∗
where idT∗ is the identity endofunctor Id on C. The monad axioms are exactly the unit and associativity
axioms of the lax functor.
This proposition recasts the aphorism that monads are monoids in the category of endofunctors. It
equivalently views monads as lax homomorphisms (lax functors) between the singleton monoid 1 and
the monoid of endofunctors. Since the source category 1 has but one object and morphism, T identifies
a particular endofunctor on C and the lax operators η and µ provide the usual monad operations for T.
We can now “oidify” this definition in two ways: (1) generalising the singleton source 1 to a category,
or (2) generalising the singleton target category Endo(C) toCat. In this paper, we pursue the first choice,
though we discuss the second in Section 8.3. We thus oidify Be´nabou’s monad definition by replacing
the singleton category 1 with an arbitrary category I. We might have chosen the name monadoid for this
structure, but since there are two ways in which the oidification can be applied, we settle on the name
category-graded monads, the terminology for which will be explained once we recall graded monads in
the next section. We also found that people do not like the name monadoid.
Definition 14. Let I and C be categories. A category-graded monad is a lax functor T : Iop → Endo(C)
where T I =C for all I ∈C0. Thus the morphism mapping of T can be thought of as family of endofunc-
tors indexed by I morphisms, i.e., for all f : I→ J in I then T f : C→ C is an endofunctor.
We refer to I as the indexing category and write T f as T f . For brevity we sometimes refer to
category-graded monads as cat-graded monads or I-graded monads if the category I is in scope.
The definition of category-graded monads is compact, but the requirement that T is a lax functor
comes with a lot of structure which are akin to monads and graded monads.
Corollary 15 (Category-graded monad axioms). Suppose T : Iop → Endo(C) is a category-graded
monad. Then, following from the lax functor definition for T there are natural transformations (which
we call unit and multiplication respectively):
ηI : idTI
.
−→ TidI µ f ,g : T fTg
.
−→ T(g◦ f ) (where f : I→ J and g : J→ K are in I)
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Following from the lax functor, these satisfy associativity and unitality axioms (postponed from Def. 12):
T f
ηIT f
//
T f ηI
 ❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
TidIT f
µidI , f

T fTidI µ f ,idI
// T f
T fTgTh
T f µg,h
//
µ f ,gTh

T fT(h◦g)
µ f ,h◦g

T(g◦ f )Th µg◦ f ,h
// Th◦g◦ f
Note that the left square uses the equality T( f◦idI) = T(idI◦ f ) = T f due to the unitality of id and the right
square uses associativity of composition such that Th◦(g◦ f ) = T(h◦g)◦ f
Example 16. Following Prop. 13 and the above definition, every monad (M :C→C,µ ,η) is a category-
graded monad on C, with indexing I = 1, lax functor Tid∗ =M, and operations µid∗,id∗ = µ and η∗ = η .
Remark 17. For morphisms f : I→ J,g : J→ K in I, any two morphisms j : A→ T fB and k : B→ TgC
in C can then be composed using multiplication:
A
j
−→ T fB
T f k
−−→ T fTgB
µ f ,g,A
−−−→ Tg◦ fC (1)
This composition is akin to Kleisli composition of a monad and has identities given by ηI,A. This shows
the role of the opposite category in T : Iop→Endo(C): the outer functor in the source of µ (T f of T fTg)
corresponds to the first effect and the inner (Tg of T fTg) corresponds to the second effect. Sequential
composition µ f ,g then returns an object Tg◦ fC.
Remark 18. The above composition for morphisms of the form A→T fB corresponds to theGrothendieck
construction for an indexed category T : Iop → Cat (Grothendieck [1961]) which maps an Iop-indexed
category T to a category I
∫
T which provides a category with:
• objects (I
∫
T)0 = I0×C0 i.e., pairs of index and base category objects;
• morphisms g : I×A→ J×B are given by g= f ×h where f : I→ J ∈ I1 and h : A→ T fB ∈ C1;
• composition and identities defined as in equation (1) in terms of the lax functor operations µ and
η .
As pointed out by Jacobs [1999], µ and η need not be natural isomorphisms but just natural transfor-
mations in order for the above construction to be a category [Jacobs, 1999, p.117, 1.10.7]; that is, T
need only be a lax functor for the Grothendieck construction to work, as is the case for category-graded
monads here.
Example 19. The identity category-graded monad is a lifting of the identity monad to an arbitrary
indexing category. We denote this Id : Iop → Endo(C) with Id f = IdC. This will be useful later.
Example 20. A category can be viewed as a state machine: objects as states and morphisms as transitions.
Given a monad M on C and some category I, there is a category-graded monad T : Iop → Endo(C) with
T f = M, restricting the composition of effectful computations by the morphisms of I. Any effectful
operation producing values MA can be suitably wrapped with T fA for some particular f describing the
operation and its corresponding state transition. A cat-graded monad model for a program then provides
a static trace of the effects in its indices. We may also wrap a monad into a category-graded monad but
with some additional implementation related to the grading, with the implementation dependent on the
indices.
For example, we could capture the simple state-machine protocol of a mutual exclusion lock over a
memory cell with I0 = {free,critical} and morphisms lock : free→ critical and unlock : critical→ free
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and get,put : critical→ critical. We can then wrap the state monad, call it StS for some state type S,
to get an I-graded monad ConcStS, wrapping the usual state monad operations as get : ConcStSget S and
put : S→ ConcStSput 1 and adding additional operations (implemented in ConcSt) lock : ConcSt
S
lock 1 and
unlock : ConcStSunlock 1 and an operation for spawning threads from computations whose index is any
morphism from free to free, i.e. spawn : (∀ f .ConcStSf :free→free1)→ ConcSt
S
idfree
1. Subsequently, the cate-
gory grading statically ensures the mutual exclusion protocol: a spawned thread must acquire the lock be-
fore it can get or put (or indeed unlock), and the lock must be released if acquired. In Haskell-style syntax,
we can have programs like: do{lock; x← get; put(x+1); unlock} : ConcStIntunlock◦put◦get◦lock:free→free 1.
4 Graded monads as category-graded monads
Graded monads are a generalisation of monads from a single endofunctor to an indexed family of endo-
functors whose indices are drawn from a (possibly ordered) monoid. The graded monad operations are
“mediated” by the monoidal structure of the indices. Here we show that lax functors T : Iop → Endo(C)
generalise the notion of graded monads. We thus explain why we chose the naming category-graded
monads, since our structure can be seen as generalising from a monoid-based grading to category grad-
ing.
Graded monads appear in the literature under various names: indexed monads (Petricek et al. [2013]),
parametric effect monads (Katsumata [2014]) or parametric monads (Mellies [2012]). The terminology
of graded monads (e.g., in Smirnov [2008], Fujii et al. [2016], Gibbons [2016], Milius et al. [2015],
Gaboardi et al. [2016]) is now the preferred term in the community. The idea of generalising graded
monads to lax functors is mentioned by Katsumata [2014] and Fujii et al. [2016]. We give the full
details.
Definition 21. Let (M,•,e,⊑) be a pomonoid, meaning that • is also monotonic with respect to ⊑,
presented as a strict monoidal category (Prop. 6) which we denote asM for convenience.
A graded monad comprises a functor G :M→ [C,C] which is lax monoidal and therefore has natural
transformations witnessing lax preservation of the monoidal structure ofM into the monoidal structure of
[C,C]: unit ηG : Id
.
−→ Ge and multiplication µGm,n : GmGn
.
−→ G(m•n). The standard part of the functor
means that an ordering m ⊑ n corresponding to a morphism f : m→ n ∈M1 is then mapped to a natural
transformation G f : Gm
.
−→ Gn which we call an effect approximation. Lax monoidality of G means that
functoriality of • is laxly preserved by µG. A graded monad thus satisfies axioms:
Gm
Gη
//
ηG
 ▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
GmGe
µm,e

GeGm
µe,m
// Gm
GmGnG pa
Gµn,p
//
µm,nG

GmG(n• p)
µm,n•p

G(m•n)G p
µm•n,p
// G(m•n• p)
GnGm
µGn,m

G fG
// Gn′Gm
GGg
// Gn′Gm′
µG
n′ ,m′

G(n•m)
G( f•g)
// G(n′ •m′)
Graded monads are not families of monads; Gm need not be a monad for all m. For example:
Example 22. The graded list monad is indexed by the monoid (N,∗,1,≥) refining the usual list monad
by length GnA= A0+A1+ . . .+An with operations ηGA : A→A
1 = x 7→ [x] and µGn,m,A : (A
n)m→ A(m∗n) =
concat which concatenates together a list of lists and approximation G( f : n≥m) :An→Am = x 7→ x◦ιm,n
where ιm,n maps any i ∈ N where i≤ m into i≤ n since n≥ m.
In the literature, graded monads need not have a pre-ordering (e.g., Mycroft et al. [2016], Gibbons
[2016]), so wemay distinguish two kinds of graded monad depending on the “grading” structure: monoid-
graded monads and pomonoid-graded monads. A monoid-graded monad G : A→ [C,C] therefore maps
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from a discrete strict monoidal category, i.e., one whose only morphisms are the identities. Generally
when we refer to “graded monads” we mean pomonoid-graded monads since this is the most common
meaning in the literature. We qualify the nature of the grading structure when we need to be explicit.
We now come to the first main result: that monoid-graded monads are a simple case of category-
graded monads using the old idea of monoids as monoidal categories as single-object categories:
Proposition 23. Every monoid-graded monad is a category-graded monad.
Proof. The indexing category for a monoid-graded monad on C is discrete monoidal (M,•,e), thus it is
equivalent to a single-object category (Prop. 10), which we write as 1(M). Similarly, [C,C] is equivalent
to the single object 2-category Endo(C) (Corollary 11). Thus G : M → [C,C] is equivalent to a lax
functor T : 1(M)→ Endo(C), with T f = G f (where f is a morphism of 1(M) and an object of M) and
η1 = η
G and µ f ,g = µ
G
f ,g whose lax functor axioms follow directly from the graded monad axioms.
On the naming The general paradigm of “grading” is to have an indexed structure where the struc-
ture of the indices matches the structure of some underlying semantics or term calculus (Orchard et al.
[2019]). We can grade by different structures, mapping (e.g., as a homomorphism or functor) to the
underlying domain (in our case Endo(C)). Thus, we can view this particular class of lax functors as a
horizontal categorification of monads which serves to “grade” by a category, rather than grading by a
single object as with monads or monoids as with traditional graded monads.
4.1 Pomonoid-graded monads and 2-category-graded monads
Proposition 23 considers only monoid-graded monads (without an ordering) however in the literature
pomonoid-graded monads are the norm. Since strict monoidal categories are equivalent to one-object
2-categories, where the morphisms of the former become the 2-morphisms of the latter, we therefore
generalise category-graded monads to 2-category-graded monads to complete the picture.
Definition 24. A 2-category-graded monad extends a category-graded monad to a 2-categorical index
category, thus T : Iop → Endo(C) is a lax 2-functor. This provides a 2-morphism mapping from I2 to
natural transformations on C: for all f ,g : A→ B ∈ Iop1 and f : f ⇒ g ∈ I2 then Tf : T f
.
−→ Tg is a natural
transformation which we call an approximation to recall the similar idea in graded monads.
The 2-morphism mapping has 2-functorial axioms in two flavours: for vertical composition (left two
diagrams) and for horizontal composition which is laxly preserved by T (right two diagrams):
T f
Tid f

idT f
!!❈
❈
❈
❈
❈
T f T f
T f
Tf

Tg◦1f
!!❇
❇
❇
❇
❇
Tg
Tg
// Th
Id
ηI
$$■
■
■
■
■
■
ηI

TidI TididI
// TidI
T fTg
µ f ,g

TfTg
// T f ′Tg′
µ f ′ ,g′

Tg◦ f
Tg◦0 f
// Tg′◦ f ′
Proposition 25. Every pomonoid-graded monad is a 2-category-graded monad.
Proof. Strict monoidal categories are equivalent to single-object 2-categories (Prop. 10). Thus G :M→
[C,C] is equivalent to a lax functor on T : 1(M)→ Endo(C), with T f = G f (where f is a morphism of
1(M) and an object of M) and Tf = Gf (where f is a 2-morphism of 1(M) and a morphism of M) and
η1 = η
G and µ f ,g = µ
G
f ,g whose lax functor axioms follow from the graded monad axioms.
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5 Lax natural transformations and category-graded monad morphisms
Our use of lax functors provides a source of useful results from the literature. Here we show the notion of
lax natural transformations (Street [1972]) which provides category-graded monad (homo)morphisms
and further useful additional structure leveraged in Section 6.
Definition 26. (Street [1972]) Let I be a category and S,T : I→ Cat be two lax functors. A left lax
natural transformation L : S
.
−→ T comprises (1) a functor LI : SI→ TI for every I ∈ I0 and (2) a natural
transformation L f : T fLI
.
−→ LJS f for every f : I → J ∈ I1, such that the following diagrams commute
(where f : I→ J and g : J→ K):
TgT fLI
µTg, f LI
//
TgL f

Tg◦ fLI Lg◦ f
++❲❲
❲❲❲
❲❲❲
LKSg◦ f
TgLJS f
LgS f
// LKSgS f LKµ
S
g, f
33❣❣❣❣❣❣❣
LI
ηTI LI //
LIη
S
I &&
▼▼
▼▼
▼▼
▼▼
▼ TidILI
LidI
LISidI
A right lax natural transformation R : S
.
−→ T has the same data, with functors RI : SI→ TI but a family
of natural transformations R f : RJS f
.
−→ T fRI . Subsequently, the dual of the above diagrams commute.
Proposition 27. Let I,C be categories and S,T : Iop → Endo(C) be I-graded monads.
A homomorphism γ :T→ S between the I-graded monads is a left-lax natural transformation L : S
.
−→
T (since S and T map into a sub-category of Cat with SI = TI = C) with LI = IdC. Therefore we have
a family of natural transformations γ f = L f : T fLI
.
−→ LJS f which are natural transformations T f
.
−→ S f
since LI and LJ are the identity functor, with the following homomorphism axioms following from the
definition of lax naturality (eliding again the identities LI and LJ):
T f ◦Tg
µTf ,g
//
T f γg

Tg◦ f γg◦ f
**❱❱
❱❱
❱❱
❱
Sg◦ f
T f ◦Sg
γgS f
// S fSg µ
S
f ,g
44❤❤❤❤❤❤❤
Id
ηTI //
ηSI %%
❑
❑
❑
❑
❑
❑
❑
❑ TidI
γidI

SidI
Thus we can define the category of I-graded monads over C base with these morphisms.
Lax natural transformations are also key to the next step of capturing parameterised monads.
6 Parameterised monads and generalised units
The notion of a monad with two indices to denote pre- and post-conditions was first proposed for the con-
tinuation monad by Wadler [1994]. Later, Atkey [2009b] generalised this idea, introducing the concept
of a parameterised monad with a doubly-indexed functor P : Iop× I→ [C,C] which can, for example,
model effects with Floyd-Hoare-logic reasoning via indices of pre- and post-conditions.
Definition 28. (Atkey [2009b]) A parameterised monad comprises a functor P : Iop × I→ [C,C] and
natural transformations ηPI : Id
.
−→ P(I, I) and µPI,J,K : P(I,J)P(J,K)
.
−→ P(I,K) satisfying analogous unit
and associativity axioms to the usual monad axioms (with the addition of the indexing).
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Furthermore, ηP is dinatural in I and µPI,J,K is dinatural in J and natural in I, K, equating to the
following diagrams:
P(I,J)P(J′,K)
P(I,g)P
//
P(I,J)P(g,K)

P(I,J′)P(J′,K)
µP
I,J′,K
P(I,J)P(J,K)
µPI,J,K
// P(I,K)
Id
ηPI //
ηPJ 
P(I, I)
P(I, f )

P(J,J)
P( f ,J)
// P(I,J)
(2)
Multiplication µP requires that the post-condition of the outer computation matches the pre-condition
of the inner computation. Thus, similarly to category-graded monads, parameterised monads restrict the
composition of computations. Where category-graded monads differ is that this restriction is provided via
morphisms, whereas the indices of parameterised monads are just pairs. Thus, category-graded monads
can have indices with more computational content, e.g., proofs (see Example 40).
Example 29. [Atkey, 2009b, §2.3.2] Mutable state can be modelled by the state monad with TA =
(A×S)S where S represents the type of the state. A parameterised monad provides a type-refined version
of this where P(S1,S2)A=(A×S2)
S1 modelling the type of state at the start (S1) and end of a computation
(S2). The parameterised monad operations have the same definition as the state monad operations η
P
S =
x 7→ λ s.(x,s) and µPS1,S2,S3 = c 7→ λ s1.app (c s1) where c : (((A× S3)
S2)× S2)
S1 . Reading and writing
from the store is provided by two families of morphisms: readS : P(S,S)S and storeS0,S : S→ P(S0,S)1.
Category-graded monads do not subsume parameterised monads, but they capture a subset of param-
eterised monads restricted to discrete indexing categories (with only identity morphisms). We show that
discrete parameterised monads are category-graded monads (Section 6.1), and thus similar in power to
monoid-graded monads (i.e., without ordering). We then add the additional structure of generalised units
to category-graded monads (which arises as a kind of lax natural transformation) which accounts for the
additional power of full parameterised monads (Section 6.2).
6.1 Discrete parameterised monads are category-graded monads
Standard notions of discrete and indiscrete categories are key here. We thus recall their definitions:
Definition 30. A category is discrete if its only morphisms are identities.
The functor ∆ : Cat→ Cat discretises a category by discarding all but the identities
Definition 31. A category is indiscrete if there is exactly one morphism between every pair of objects.
The functor ∇ :Cat→Catmaps a category to its indiscrete form by replacing morphisms with pairs
of the source and target objects (“dominoes”), i.e., ∇(C)(a,b) = {(a,b)}. Identities are pairs of identical
objects and composition of (a,b) with (b,c) yields (a,c).
A standard result is that the ∆ and ∇ functors arise from a single adjoint triple (see Appendix,
Proposition 43). Note that the symbol ∆ is often used to mean the diagonalisation functor, and ∇ co-
diagonalisation. We reuse the notation since discretisation is akin to restricting a category to the diagonal
of the adjacency matrix of the morphisms.
Definition 32. A discrete parameterised monad is a parameterised monad indexed by a discrete category,
with functor P : ∆(I)op×∆(I)→ [C,C] which has a degenerate morphism mapping which is always the
identity P(id, id)= id :P(I, I)A→P(I, I)A since there are only identity morphisms in ∆(I). Dinaturality
squares (eq. 2) trivially hold as they collapse to identities.
Proposition 33. Every discrete parameterised monad is a category-graded monad.
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Proof. Let (P,µP,ηP) be a discrete parameterised monad on P : ∆(I)op×∆(I)→ [C,C]. There is then a
category-graded monad T : ∇(I)op → Endo(C), graded by the indiscrete version of I which has pairs of
objects as morphisms, and thus the morphism mapping of T is defined T(I,J) = P(I,J) with operations:
ηI : Id
.
−→ T(I,I) = η
P
I µ(I,J),(J,K) : T(I,J)T(J,K)
.
−→ T(I,K) = µ
P
I,J,K (for (I,J),(J,K),(I,K) ∈ ∇(I)1)
This construction is injective, with an inverse mapping from indiscrete-category-graded monads to dis-
crete parameterised monads. Each unique morphism of an indiscrete category J can be identified by
its singleton homset J(I,J). Thus, there is a map from indiscrete-category-graded monads S : Jop →
Endo(C) to discrete parameterised monads P : ∆(J)op×∆(J)→ [C,C] where P(I,J)A = S (J(I,J))A
and P(I,J) f = SJ(I,J) f , and operations η
P
I = ηI and µ
P
I,J,K = µJ(I,J),J(J,K) .
6.2 Parameterised monads are category-graded monads with a generalised unit
Of course, parameterised monads need not be discrete and therefore may have non-degenerate mor-
phism mappings P( f ,g)A : P(I,J)A → P(I′,J′)A for f : I′ → I and g : J → J′ in I. Through the
Floyd-Hoare perspective, this morphism mapping corresponds to pre-condition strengthening (via f )
and post-condition weakening (via g), i.e., a kind of approximation on the indices. Whilst object pairs
Iop× I do not contain computational content in the way that a morphism may (e.g., if it is a function),
the morphism mapping provides a way to change an effectful computation via the morphisms of I.
A category-graded monad could be constructed from a parameterised monad following the approach
for discrete parameterised category-graded monads withT :∇(I)op→Endo(C) defined on morphisms as
T(I,J) = P(I,J) (Prop 33). However, such a construction is non-injective since the morphism mapping
of P is discarded. Alternatively, we might try to define T : Iop → Endo(C) with T( f : I→ J) = P(I,J).
The morphism mapping P(g, f ) : P(I,J)
.
−→ P(I′,J′) for g : J → J′, f : I′ → I would then correspond to
a family of natural transformations of the form α f ,g,k : Tk
.
−→ T(g◦ k ◦ f ) with k : I → J. However, no
such family is elicited by a (2-)category-graded monad alone. Furthermore, T( f : I → J) = P(I,J) is
non-injective since it maps to P(I,J) only when there is a morphism I → J ∈ I1 despite the P object
mapping being defined for all object pairs Iop× I.
Additional structure is therefore needed to capture full parameterised monads. For this, we introduce
the notion of a generalised unit.
Definition 34. Let (T : Iop → Endo(C),µ ,η) be an I-graded monad and let S be a wide subcategory
S⊆ I where S0 = I0 (all the same objects) and ι : S→ I is the inclusion functor.
A generalised unit augments a category-graded monad with a right lax natural transformation (Def. 26)
R : Id
.
−→ (T◦ ι) mapping from the identity category-graded monad (Example 19). The right lax natural
transformation has RI = IdC for all I and thus its family of maps has signature R f : A→ Tι( f )A. Subse-
quently, the right lax natural transformation axioms are specialised to the following axioms, where we
let η¯ f = R f and make the inclusion functor ι implicit:
A
η¯g◦ f

η¯ f
// T fA
T f η¯g

Tg◦ fA T fTgAµ f ,g
oo
A
ηI //
η¯idI ,A $$❏
❏❏
❏
❏❏
❏
❏❏
TidIA
idTidIA

TidIA
The left square states that “generating” two computations indexed by morphisms in S1 via η¯ and multi-
plying via µ is equivalent to generating via η¯ the computation indexed by the composition of the indices.
12 Unifying graded and parameterised monads
The right square is well defined by the requirement that S0 = I0, thus all identity morphisms of I are in
S, and η¯idI and ηI coincide.
We refer to the family of maps η¯ f : A→ T fA as the generalised unit, with the notation alluding to η ,
since it has a similar form to unit but is defined for all f : I→ J ∈ S1 rather than just on identities.
Example 35. Every category-graded monad has a generalised unit with S = ∆(I), i.e., the subcategory
containing only the identity morphisms. Since ∆(I) contains only the identity morphisms, η¯ need only
be defined on identities with η¯idI = ηI : Id
.
−→ TidI .
Example 36. Consider a pomonoid-graded monad T presented as a category-graded monad (Proposi-
tion 25) with (M,•,e,⊑) and T : 1(M)→Endo(C). If the unit element is the bottom element of the order-
ing, i.e., ∀m ∈M.e⊏m, then there is a generalised unit with S= I defined η¯m =T(e⊑m)◦η : Id
.
−→ Tm.
Proposition 37. Every parameterised monad is a category-graded monad with a generalised unit.
Proof. Let (P : Iop× I→ [C,C],µP,ηP) be a parameterised monad. From I we construct a category I∇
called the pair completion of I where objects are the objects of I, and morphisms from I to J are either
a morphism in I(I,J) or a pair (I,J), that is, we have homsets I∇(I,J) = I(I,J) ⊎ {(I,J)}. Thus, the
homsets are the disjoint union of I morphisms or a pair (I,J), with injections into it written in1 and in2.
Identities of I∇ are by in1(idI) and composition is defined:
(g : J→ K)◦ ( f : I→ J) =
{
in1(g
′ ◦ f ′) f = in1( f
′) ∧ g= in1(g
′)
in2(I,K) otherwise
(3)
We then define a category-graded monad T : (I∇)op → Endo(C) where T( f : I → J) = P (I,J) with
operations: ηI = η
P
I and µ f ,g = µ
P
I,J,K for f : I → J,g : J → K ∈ I1. The source and target objects I, J,
and K are used to index µP without needing to determine whether morphisms f and g are in the left or
right injection of I∇.
Let S = I which is a subcategory of I∇ via the inclusion which is the identity on objects and left
injection in1 on morphisms. This satisfies the property that all identities of I
∇ are in S as identities are
given by in1 id. Generalised unit η¯ then has two equivalent definitions:
∀ f : I→ J ∈ I . η¯ f = P idI f ◦η
P
I = P f idJ ◦η
P
J (4)
The above two definitions of η¯ are equivalent by dinaturality of ηP (the right equality is the dinaturality
condition). The generalised unit axioms follow from bifunctor axiom P idI idI = id and dinaturality of
µP.
In the Appendix, Proposition 44 shows that the above construction has a left inverse, i.e., every
category-graded monad with generalised unit indexed by I∇ with S = I has a corresponding parame-
terised monad. We give an outline here.
For a category-graded monad on T : (I∇)op → Endo(C) with η¯ and subcategory S = I we can con-
struct a parameterised monad with functor P : Iop× I→ [C,C] on objects as P(I, I) = T (in1idI) and
P(I,J) = T (in2 (I,J)) (for I 6= J). The morphism mapping P( f ,g)h is built from µ and η¯ , where for all
f : I′→ I,g : J→ J′ ∈ I, h : A→ B ∈ C (with shorthand k = in2(I,J), f¯ = in1 f and g¯= in1 g):
TkA
η¯ f¯Tk
// T f¯TkA
T f¯ Tk η¯g¯
// T f¯TkTg¯A
µ f¯ ,k,Tg¯
// T(k ◦ f¯ )Tg¯A
µk◦ f¯ ,g¯
// T(g¯◦ k ◦ f¯ )A
Th // T(g¯◦ k ◦ f¯ )B
Bifunctoriality of P follows from the right lax natural transformation and category-graded-monads ax-
ioms. The parameterised monad operations are provided by category-graded monad µPI,J,K = µin2(I,J),in2(J,K)
and generalised unit ηPI = η¯in1idI .
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This construction is the inverse of the former, thus there is just one category-graded monad with
generalised unit for every parameterised monad.
Corollary 38. 2-cat-graded monads with a generalised unit subsume graded and parameterised monads.
The mapping of a parameterised monad to our structure here identifies two parts of a parameterised
monad: the object mapping of P, defined for all pairs of objects and the morphism mapping of P, defined
for all morphisms. These two classes are grouped into a single category via I∇ such that the generalised
unit is defined only on the actual morphisms of I, corresponding to the morphism mapping part of P.
Remark 39. Atkey [2009b] describes parameterised monads in a similar way to our description of
category-graded monads: “parameterised monads are to monads as categories are to monoids”. He
illustrates this by generalising the writer monad TA=M×A for some monoid on M, replacing M with
morphisms of a small category. That is, for some small category S then P : Sop×S→ [Set,Set] is defined
P(I,J)A = S(I,J)×A, i.e., the set of I→ J morphisms paired with the set A. Then ηPI,Aa 7→ (idI ,a) and
µPI,J,K,A( f ,(g,a)) 7→ (g◦ f ,a). This construction is essentially a value-level version of what the indices
of a category-graded monad provide. Thus category-graded monads provide a static trace of morphism
composition (recall Example 20), whilst parameterised monads can give only a dynamic, value-level
trace.
Example 40. Making parameterised monads constructive via a category-graded monad. We define a
class of category-graded monads based on parameterised monads, but that are not parameterised monads.
A parameterised monad (P : Iop×I→ [C,C],µP,ηP) induces a cat-graded monad on T : Iop→Endo(C)
with T( f : I → J) = P (I,J), i.e., source and target objects of f provide the parameterised monad
indices with operations ηI = η
P
I and µ f ,g = µ
P
I,J,K (for f : I → J, g : J → K) and a generalised unit
η¯ f = P idI f ◦η
P
I . This gives a restricted view of the parameterised monad P, allowing computations
P (I,J) to be used only when there is a morphism (e.g., a proof or “path”) I → J ∈ I1. We thus call
this a constructive parameterised monad. This example is only possible with the additional power of
category-graded monads.
7 Example: combining graded monads and parameterised monads
Since 2-category-graded monads with generalised units unify both parameterised and graded monads
(Corollary 38) then they can provide a model for systems which combine both quantitative reasoning
with program logics in a single structure. For example, Barthe et al. [2016] define a probabilistic Hoare
Logic (aHL) which provides a quantitative analysis of the “union bound” of probabilistic computations.
Judgments in aHL for a program c are of the form: ⊢β c : φ ⇒ ψ where the initial state of a program
c satisfies pre-condition φ and after execution produces a distribution of states for which ψ holds. The
annotation β is the maximum probability that ψ does not hold. Derivations of judgments track the change
in this probability bound β by structure on the annotation (where β ,β ′ ∈ [0,1] and + is saturating at 1):
⊢0 skip : φ ⇒ φ
(skip)
⊢0 x← e : φ [e/x]⇒ φ
(assgn)
⊢β c : φ ⇒ φ
′ ⊢β ′ c
′ : φ ′ ⇒ φ ′′
⊢β+β ′ c;c′ : φ ⇒ φ ′′
(seq)
|= φ ′ → φ ⊢β c : φ ⇒ ψ |= ψ → ψ
′ β ≤ β ′
⊢β ′ c : φ ′⇒ ψ ′
(weak)
The consequence rule (called weak above) combines pre-condition strengthening and post-condition
weakening with approximation of the probability upper-bound.
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We give a category-graded monadic semantics to this system, using a product of two indexing cat-
egories: the category corresponding to the additive monoid over [0,1] and the category Prop∇ whose
morphisms are pairs of first-order propositions Prop and logical implications. For brevity we consider
just the subset of the aHL system that we give above, though the rest of the system can be readily mod-
elled.
Barthe et al. interpret programs as functions from a store type State to distributions over stores
Distr(State). We extend this to include a return value of type A denoting DA = State→Distr(State×A).
We define a category-graded monad on Set with generalised unit, combining Atkey’s parameterised
monad for a program logic (which refines the set of denotations to valid store transformations [Atkey,
2009b, p.27]) with the additional validity requirements with regards probabilities in aHL (the probability
that the return state does not satisfy the post-condition is bounded above by β ) as:
T(β , f :φ→ψ)A= {c ∈ DA | ∀s1. s1 |= φ ⇒∃(s2,a).((s2,a) ∈ c(s1) ∧ s2 |= ψ ∧ Pr
s2
[¬ψ ]≤ β}
The definition of the category-graded monad operations is essentially that of a state monad combined
with a distribution monad (e.g., η(0,φ),A : A→ T0,idφ :φ⇒φA = x 7→ λ s.(s,λ p.x)) but whose set of values
is refined by the validity requirements of the above definition. The generalised unit operation is defined
when |= φ ′→ φ then η¯(0, f :φ ′→φ) : A→T(0, f )A= x 7→ λ s.(s,λ p.x) where f is the model of the implication
in Prop. Derivations are then interpreted as morphisms J⊢β c : φ ⇒ ψK : 1→ Tβ , f :φ→ψ1 with:
JskipK = η(0,φ),1 : 1→ T0,idφ :φ⇒φ1 Jc;c
′K = µ(β , f ),(β ′ ,g),1 ◦Tβ , f :φ→φ ′Jc
′K◦ JcK
The (weak) rule is modelled by generalised unit and the approximation maps of the 2-cat-graded monad:
µ(β ′,g◦ f ),(0,g′) ◦Tg◦ f η¯(0,g′:φ ′→φ) ◦µ(0,g),(β ′, f ) ◦ η¯(0,g:ψ→ψ ′) ◦Tf:β≤β ′ ◦ (JcK : 1→ Tβ , f :φ→ψ1)
8 Discussion
8.1 A more direct relationship between parameterised and graded monads
The core motivation for category-graded monads is to unify graded and parameterised monads. However,
in some restricted cases, some parameterised monads can be mapped to graded monads more directly.
Proposition 41. For a parameterised monad (P : Iop×I→[C,C],µP,ηP) where I is a monoidal category
(I,•,e) and C is complete (in that it has all finite limits) there is a graded monad given by an end in C
(generalising universal quantification) G f =
∫
iP(i, i• f ). with unit η : A→Ge= η
P : A→P(i, i•e) and
graded monad multiplication as follows (which shows some calculation):
G f Gg =
∫
i
P(i, i• f )
∫
j
P( j, j • g) =
∫
i
P(i, i• f )P(i• f ,(i• f )• g)
µP
−→
∫
i
P(i,(i• f )• g) =
∫
i
P(i, i• ( f • g)) = G( f • g)
8.2 Categorical semantics
Given a notion of tensorial strength for category-graded monads, it is easy to define a calculus whose
denotational model is given by exactly the category-graded monad operations, i.e., a language like the
monadic metalanguage of Moggi [1991] (akin to Haskell’s do-notation) for sequential composition of
effectful computations. The core sequential composition and identity rules are then of the form:
Γ ⊢ t : T fA Γ,x : A ⊢ t
′ : TgB f : I→ J g : J→ K
Γ ⊢ let x← t in t ′ : Tg◦ fB
Γ ⊢ t : A
Γ ⊢ 〈t〉 : TidIA
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For this we could reuse the form of the monadic semantics for monadic meta language, with that added
notion of morphism grades. Tensorial strength generalises to the category-graded setting straightfor-
wardly with the natural transformation σ f ,A,B : A×T fB→ T f (A×B) for all f : I → J ∈ I1 satisfying
graded version of the usual monadic strength axioms.
8.3 Further work
Category-graded comonads Various works employ graded comonads to give the semantics of co-
effects (Petricek et al. [2013], Brunel et al. [2014], Ghica and Smith [2014]). Category-graded monads
dualise straightforwardly to category-graded comonads as a colax functor D : I→ Endo(C) witnessed
by natural transformations εI : DidI
.
−→ Id and δ f ,g : Dg◦ f
.
−→ DgD f with dual axioms to category-graded
monads. The source of the colax functor is dual to the Iop source of a category-graded monad lax functor.
Graded comonads are category-graded comonads however graded comonads usually come equipped
with a semiring structure over their indices and additional graded monoidal structure. Further work is to
incorporate such additional structure into the formulation here.
Polymonads, supermonads, and productoids Polymonads provide a programming-oriented general-
isation of monads replacing the single type constructor M of a monad with a family of constructors
Σ (Hicks et al. [2014]). For some triples of M,N,P ∈ Σ there is a bind operation of type: ∀a,b.Ma→
(a→ Nb)→ Pb which allows two effectful computations captured byM and N to be composed and en-
coded by P. This generalises the familiar bind operation for monadic programming of type ∀a,b.Ma→
(a→Mb)→Mb which internalises Kleisli extension of a strong monad.
Bracker and Nilsson [2016] provide a similar structure to polymonads, called supermonads where
the constructors M,N,P are derived from an indexed family. The additional power of supermonads
is that each functor need not be an endofunctor, but instead maps from some subcategory of the base
category. This provides models which have some type-predicate-like restrictions on functors.
Another related structure is the productoid of Tate [2013] with an indexed family of constructors
T : Eff→ [C,C], indexed by an effectoid structure Eff which is a kind of relational ordered monoid. Tate
mentions the possibility of modelling this 2-categorically.
Future work is to study a generalisation of these seemingly related structures.
The alternate oidification Category-graded monads were presented as the oidification of monads as a
lax functor T : 1→Endo(C) to T : Iop→Endo(C). An alternate, orthogonal oidification is to generalise
the target category as well to the lax functor T : Iop → Cat where each T( f : I → J) is then a functor
from category TI to TJ, rather than an endofunctor on a particular category.
Such a generalisation suggests further control over the models of effects where for a morphism
f : I→ J the categories TI and TJ may differ. For example, they may be subcategories of some overall
base category as in the supermonads of Bracker and Nilsson [2016]. Exploring this is future work.
Monads on indexed sets An alternate indexed generalisation of monads is to consider monads over
indexed sets, as in the work of McBride [2011]. This provides a fine-grained model of effects which can
react to external uncertainty in the program state in a more natural way than the approaches discussed
here. Exploring the connection between monads on indexed sets/types and cat-graded monads is further
work.
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Adjunctions Fujii et al. [2016] show how a graded monad can be factored into an adjunction with
graded analogues of the Kleisli and Eilenberg-Moore constructions. Relatedly, Atkey [2009a] gives
notions of Kleisli and Eilenberg-Moore category for parameterised monads. Defining the appropriate
adjunctions which gives rise to category-graded monads is further work.
8.4 Summary and concluding remarks
We approached monads from Be´nabou’s perspective of monads as degenerate lax functor T : 1 →
Endo(C) involving single object categories and then applied the notion of oidification, generalising
the source category from a point to a category T : Iop → Endo(C). This yielded the base notion of
category-graded monads from which we could then encompass the full power of graded monads and
parameterised monads as we find in the literature of the last 10 years. Namely:
• Monoid-graded monads are category-graded monads (Prop. 23);
• Pomonoid-graded monads are 2-category graded monads (Prop. 25);
• Discrete parameterised monads are category-graded monads (Prop. 33);
• Parameterised monads are category-graded monads with a generalised unit (Prop. 37) η¯ f : Id
.
−→T f
(a right lax natural transformation) for all f ∈ S1 where S⊆ I and S0 = I0.
Each result is an injection into the more general structure. This could be made stronger by a full and
faithful embedding, but this requires a definition of categories of parameterised monads and graded
monads, but the former is not provided in the literature. This is future work.
Category-graded monads have the feel of a proof relevant version of a graded monad or parameterised
monad where the index is not merely a value, but a computation, that is a program or a proof. We leave the
door open for future applications to utilise this generality, not just to provide a framework for including
both graded and parameterised into one cohesive whole, but also for programs and models with more
fine-grained computational indices.
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A Additional background and details
Definition 42. 2-categories extend the notion of a category with morphism between morphisms. A 2-
category C has a class of objects C0, a class of 1-morphisms (usual morphisms, between objects) C1,
and a class of 2-morphisms (between 1-morphisms) C2. We write 2-morphisms in bold, e.g. k : f ⇒ g is
a 2-morphism between 1-morphisms f ,g : A→ B.
1-morphisms compose as usual via ◦ and have identities idA for all objects A. 2-morphisms have two
notions of composition: horizontal, written ◦0, which composes along objects and vertical written ◦1
which composes along morphisms. That is, horizontal composition of a 2-morphism i : f ⇒ g where
f ,g : A → B and j : f ′ ⇒ g′ where f ′,g′ : B → C yields j ◦0 i : ( f
′ ◦ f ) ⇒ (g′ ◦ g). For morphisms
f ,g,h : A→ B and 2-morphisms i : f ⇒ g and j : g⇒ h then their vertical composition is j◦1 i : f ⇒ h.
Both vertical and horizontal composition are associative and have an identity via the identity 2-
morphism id f : f ⇒ f . Additionally, vertical and horizontal composition satisfy the interchange axiom:
(i ◦1 j)◦0 (k◦1 l) = (i ◦0 k)◦1 (j◦0 l).
An example 2-category which will be used throughout is the following:
Proposition 43. The following adjoint triple gives rise to functors for mapping (small) categories to their
discrete and indiscrete versions.
d ⊣ ob ⊣ i : Set→ Cat
where d : Set→ Cat maps a set to a discrete category (the set gives the objects of the category), ob :
Cat→ Set maps a category to its set of objects, i : Set→ Cat maps a set to an indiscrete category with
morphisms given by the unique pair of the objects, i.e., (iA)(a,b) = (a,b). Identities are pairs of identical
objects and composition of (a,b) with (b,c) yields (a,c); think dominoes.
From this adjoint triple there arises two functors ∆ = d◦ob :Cat→Cat which discretises categories
by discarding all but the identities and ∇ = i ◦ ob : Cat→ Cat which maps a category to its indiscrete
form by replacing their morphisms with pairs of objects.
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The following provides the details of the inverse direction of Proposition 37.
Proposition 44. Every category-graded monad with generalised unit indexed by I∇ with S = I has a
corresponding parameterised monad.
Proof. Let (T,η ,µ , η¯) be a category-graded monad with generalised unit η¯ and T : (I∇)op → Endo(C)
and subcategory S= I. Then, there is a parameterised monad with P : Iop×I→ [C,C] defined on objects
as P(I, I) =T (in1idI) and P(I,J) = T (in2 (I,J)) (for I 6= J) and on morphisms f : I
′→ I,g : J→ J′ ∈ I,
h : A→ B ∈ C (with shorthand k = in2(I,J), f¯ = in1 f and g¯= in1 g):
P( f ,g)h = Tg¯◦k◦ f¯ h ◦ µk◦ f¯ ,g¯ ◦ µ f¯ ,kTg¯ ◦ T f¯ Tk η¯g¯ ◦ η¯ f¯Tk : P(I,J)A→ P(I
′,J′)B (5)
The following shows part of this definition diagrammatically for clarity:
TkA
η¯ f¯Tk
// T f¯TkA
T f¯ Tk η¯g¯
// T f¯TkTg¯A
µ f¯ ,k,Tg¯
// T(k ◦ f¯ )Tg¯A
µk◦ f¯ ,g¯
// T(g¯◦ k ◦ f¯ )A
Th // T(g¯◦ k ◦ f¯ )B
The morphism mapping of P is thus built from µ and η¯ and is well defined since the functor T(g¯ ◦
(in2(I,J))◦ f¯ ) equals T(in2(I
′,J′)) by composition in I∇ (eq. 3). Thus, the domain of the functor matches
the object mapping of P(I′,J′). Since S = I, η¯ is defined for all morphisms of I which are wrapped by
in1 to indicate they are morphisms on I rather than object pairs.
Bifunctoriality of P( f ,g)h holds: P(idI, idI)idA = idP(I,I)A follows from the right lax natural trans-
formation axiom on η and the unit properties of cat-graded monads, and P( f ◦ f ′,g ◦ g′)(h ◦ h′) =
P( f ,g)h ◦ P( f ′,g′)h′ follows from the right lax natural transformation axiom on µ and associativity
of µ , with reasoning:
P(idI, idI)idA
≡ Ti¯d◦k◦ ¯idid ◦ µk◦ ¯id, ¯id ◦ µi¯d,kTi¯d ◦ Ti¯dTk η¯i¯d ◦ η¯i¯dTk
≡ Tkid ◦ µk, ¯id ◦ µi¯d,kTi¯d ◦ Ti¯dTkηI ◦ ηITk
≡ Tkid ◦ µk, ¯id ◦ ηI ◦µi¯d,kTi¯d ◦ ηITk
≡ Tkid ◦ µk, ¯id ◦ ηITk
≡ Tkid ≡ idTk ≡ idP(I,I)A
The parameterised monad operations follow from the cat-graded monad µPI,J,K = µin2(I,J),in2(J,K) and
generalised unit ηPI = η¯in1idI . This mapping is inverse to the former, e.g., with η
P
I = η¯in1(idI) = PidI idI ◦
ηPI = η
P
I (µ is more direct). For P( f ,g)h, substituting eq. 4 into eq. 5 and applying the category-graded
monad laws yields P( f ,g)h (calculation elided for brevity). Therefore, there is just one category-graded
monad with generalised unit for every parameterised monad.
