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Consider a linear spectral pencil of the form P (−i∇) − zQ (x), z ∈C. If P−1 ∈ weak-Lp and
Q ∈ Lp for some 1 < p < ∞, it is shown that the total number of eigenvalues with |z|6 R
is bounded by C[‖P−1‖∗
Lpw
‖Q ‖Lp R]p . An application is made to estimate the frequency with
which zero modes of the Weyl–Dirac operator occur when the magnetic potential is scaled.
© 2012 Published by Elsevier Inc.
1. Introduction
Let Nm denote the set of m ×m normal complex matrices, with matrix operator norm ‖ · ‖M . Suppose P , Q : Rd → Nm
are measurable functions. Throughout we will assume that P and Q satisfy the following condition;
(A) There exists 1 < p < ∞ with P−1 ∈ Lpw(Rd,Nm) and Q ∈ Lp(Rd,Nm).





∣∣ ∥∥P (ξ)−1∥∥M > t}]1/p < +∞
(note that, the quantity ‖ · ‖∗
Lpw
is not actually a norm on Lpw ).
Let D = −i∇ and define (possibly unbounded) operators
P = P (D), Q= Q (x)
on H 0 := L2(Rd,Cm); Q is simply a multiplication operator, while P can be defined as a multiplication operator in Fourier
space. Both operators are normal when given their maximal domains.
Under condition (A) we can interpret P − zQ as a closed densely defined operator on H 0 for any z ∈ C. This can be
done via quadratic forms, although the construction is somewhat non-standard owing to the fact that we are not assuming
P is semi-bounded; instead we show that Q is relatively compact with respect to |P| and make use of polar decomposition
(see Section 2 for more details).
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We wish to study the eigenvalues of the linear spectral pencil P− zQ; in other words, we want to know for which z ∈C
there is φ ∈ Dom(P − zQ) ⊆H 0 with
(P − zQ)φ = 0. (1)
To get some information we introduce the counting function
nP ,Q (R) :=
∑
|z|6R
dimKer(P − zQ), R > 0.
Initially we allow nP ,Q (R) to take values in [0,∞]. Our main result is the following.
Theorem 1.1. There exists a constant Cp , depending only on p, such that for all R > 0




In particular, the quantity nP ,Q (R) is always finite; we list this conclusion as a separate result.
Corollary 1.2.We have dimKer(P − zQ) < +∞ for all z ∈C. Furthermore, the set {z ∈C | dimKer(P − zQ) > 0} is nowhere dense.
The proof of Theorem 1.1 is given in Section 3. The basic idea involves turning (1) into an eigenvalue equation for a (not
necessarily normal) compact operator (see (11)) and then estimating the eigenvalues via the singular values.
The study of general operators of the form P− zQ has been motivated by questions about zero modes of the Weyl–Dirac
operator on Rd , d = 2,3. Fixing a magnetic potential A :Rd →Rd the Weyl–Dirac operator is given as
Dt A = σ .(D − t A),
where σ = (σ1, σ2, σ3) is the vector of Pauli matrices (with σ3 omitted in the case d = 2), and t > 0 is a scaling parameter.
A zero mode is a zero energy eigenstate of Dt A , that is, a function φ ∈ L2(Rd,C2) which satisfies
Dt Aφ = σ .(D − t A)φ = 0. (2)
Zero modes have been studied in a number of works (see [10,4,6,1,5,14] and references therein). The question of how often
zero modes occur for strong fields can be considered by fixing A and looking at the scaled potential t A as t → ∞.
Remark 1. Dividing the zero mode equation (2) by t gives σ .(t−1D − A)φ = 0. Thus, for zero modes, the strong field limit
t → ∞ is also the semi-classical limit.




dimKerDt A, T > 0.
We can consider Dt A in our general framework if we take
P (ξ) = σ .ξ, Q (x) = σ .A(x). (3)
Clearly nA(T )6 nP ,Q (T ) while ‖P (ξ)−1‖M = ‖|ξ |−2σ .ξ‖M = |ξ |−1, so P−1 ∈ Ldw . As special cases of our main results we now
get the following.
Corollary 1.3. There exists a constant C such that for all A ∈ Ld(Rd,Rd) and T > 0
nA(T )6 C‖A‖dLd T d.
Corollary 1.4. For any A ∈ Ld(Rd,Rd) we have dimKerDA < +∞. Furthermore, the set {t > 0 | dimKerDt A > 0} is nowhere dense.
Corollary 1.4 and the estimate dimKerDA 6 C‖A‖dLd (which clearly follows from Corollary 1.3) appear in [1]. (See also [2]
where the authors present an alternative argument for the latter result; this addresses a problem with their original argu-
ment although the new argument still requires a minor correction [7].) In the case d = 2, we also give meaning to the
operator DA for any A ∈ L2(R2,R2); [1] uses the extra restriction that A ∈ L2 ∩ Lr for some r > 2.
Remark 2. In [14] nA(T ) was calculated explicitly for d = 3 and a particular A, giving nA(T ) = O (T 2) as T → +∞ in this
case. It is possible that the O (T 3) bound in Corollary 1.3 fails to be sharp more generally; if this is the case, the change
of order probably enters our argument at the point where nA(T ) is approximated by nP ,Q (T ), since we are considering
arbitrary z ∈C with |z|6 T to obtain the latter but only z ∈ [0, T ] for the former.
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Notation. We use | · | for the absolute value of complex numbers, matrices and operators, as well as the usual Euclidean
norm in Rd and Cm . A norm not explicitly identified by a subscript will be assumed to be the L2 norm for functions and
the operator norm for operators. We use Im for the m×m identity matrix and I for the identity operator.
Singular values. If K is a compact operator (on a separable Hilbert space) we use λ1(K ), λ2(K ), . . . to denote the sequence of
eigenvalues of K , arranged in order of non-increasing modulus and repeated according to algebraic multiplicity. Likewise we
use σ1(K ),σ2(K ), . . . to denote the sequence of singular values of K , arranged in order of non-increasing size and repeated
according to (geometric) multiplicity. In particular, σn(K )2 = λn(K ∗K ) for n> 1.




)= σn(K ), n> 1, (4)
while, for any bounded operator A,
σn(AK ),σn(K A)6 ‖A‖σn(K ), n> 1 (5)
(see [13, Section 1.3], for example). Singular values for a product of compact operators can be estimated via Horn’s Inequality














, N > 1. (6)






σn(K ), N > 1. (7)
2. Operators
We define the operator P = P (D) as a multiplication operator in Fourier space, taking the maximal domain. Since P
takes values in the normal matrices, it follows that P is a closed normal operator. Using polar decomposition we can also
write P = U |P| where U is a unitary operator which commutes with |P| (note that, |P|, U and other operators relating
to P which follow can also be viewed as multiplication operators in Fourier space).
We define the operator Q = Q (x) directly as a multiplication operator. With the maximal domain Q is also a closed
normal operator. Using polar decomposition we can write Q= V|Q| where V is a (not necessarily unique) unitary operator
which commutes with |Q|.
The next result follows almost directly from the main theorem in [3] (alternatively, see [13, Theorem 4.2]).
Theorem 2.1. The expression K = |Q|1/2|P|−1/2 defines a compact operator on H 0 . Furthermore, there exists a constant Cp , de-
pending only on p, such that
[
σn(K)
]2 6 Cpm1/p∥∥P−1∥∥∗Lpw ‖Q ‖Lpn−1/p, n> 1.
More precisely, we have an estimate∣∣〈|P|−1/2φ, |Q|1/2ψ 〉∣∣6 CP ,Q ‖φ‖‖ψ‖, φ ∈ Dom(|P|−1/2), ψ ∈ Dom(|Q|1/2).
We then extend continuously to define 〈Kφ,ψ〉 for all φ,ψ ∈H 0.
Proof of Theorem 2.1. Set g(ξ) = ‖|P (ξ)|−1/2‖M and f (x) = ‖Q (x)‖1/2M so |P (ξ)|−1/2 = g(ξ)G(ξ) and |Q (x)|1/2 = f (x)F (x)
for some G(ξ), F (x) ∈ Nm with ‖G(ξ)‖M , ‖F (x)‖M 6 1. Defining operators G = G(D) and F = F (x) it follows that
‖G‖,‖F‖6 1, while |P|−1/2 = (g(D)Im)G and |Q|1/2 =F( f (x)Im). Now



























∣∣ ∥∥P (ξ)−1∥∥M > s}]1/p =
∥∥P−1∥∥∗Lpw .
Author's personal copy
616 D.M. Elton, N.T. Ta. / J. Math. Anal. Appl. 391 (2012) 613–618





)]2 6 Cp∥∥P−1∥∥∗Lpw‖Q ‖Lpk−1/p, k> 1.




)= σk( f (x)g(D)), n =m(k − 1) + j, k> 1, j = 1, . . . ,m.





)]2 6 Cpm1/p∥∥P−1∥∥∗Lpw‖Q ‖Lpn−1/p, n> 1.
Since K=F( f (x)g(D)Im)G the result now follows from (5). 







∣∣(Im + ∣∣P (ξ)∣∣)sφˆ(ξ)∣∣2 dξ < +∞
}
,
which becomes a Banach space with the obvious norm. In particular, H 1 = Dom(P) = Dom(|P|), while, for any s ∈R, the
dual of H s can be identified with H −s using an extension of the usual L2-sesquilinear pairing. The sesquilinear pairing of
H −1/2 and H 1/2 will be denoted by 〈·,·〉∓ (or 〈·,·〉± if the order of the terms is reversed).
The operators P and |P| extend to give bounded maps H 1/2 →H −1/2, which will be denoted by P± and |P|± . Now
Dom(|P|1/2) =H 1/2; denote the corresponding bounded map H 1/2 →H 0 by |P|1/2+ . Taking duals then gives a bounded
map H 0 →H −1/2 which is an extension of |P|1/2+ and will be denoted by |P|1/2− . In particular,
|P|± = |P|1/2− |P|1/2+ and P± = |P|1/2− U |P|1/2+ . (8)
By Theorem 2.1 K|P|1/2 :H 1/2 →H 0 is a compact map. It follows that H 1/2 ⊆ Dom(|Q|1/2) while |Q|1/2 restricts to
give a compact map |Q|1/2+ :H 1/2 →H 0 (note that, formally we have K|P|1/2 = |Q|1/2). As above, taking duals then gives
a compact map |Q|1/2− :H 0 →H −1/2 which extends |Q|1/2+ . Thus
Q± := |Q|1/2− V|Q|1/2+ = |P|1/2− K∗VK|P|1/2+ (9)
is a compact map H 1/2 →H −1/2 which coincides with Q on H 1/2 ∩Dom(Q).
For any z ∈C, P± − zQ± is a bounded map H 1/2 →H −1/2. Let P − zQ denote the maximal restriction of P± − zQ±
with range contained in H 0; in particular,
Dom(P − zQ) = {φ ∈H 1/2 ∣∣ (P± − zQ±)φ ∈H 0}. (10)
Theorem 2.2. The operator P − zQ is a closed densely defined operator. Furthermore Dom(P − zQ) is a dense subset ofH 1/2 while
Dom((P − zQ)∗) ⊆H 1/2 .
Proof. Let p denote the closed non-negative quadratic form associated with |P|. Then Dom(p) = Dom(|P|1/2) =H 1/2 while
p(φ,ψ) = 〈|P|1/2+ φ, |P|1/2+ ψ 〉= 〈|P|±φ,ψ 〉∓, φ,ψ ∈H 1/2.
Now U∗ extends to give an isometry on H −1/2 so we can define a form q by
q(φ,ψ) = 〈−zU∗Q±φ,ψ 〉∓, φ,ψ ∈H 1/2.
Since −zU∗Q± :H 1/2 →H −1/2 is compact, the form q is relatively compact, and hence infinitesimally bounded, with
respect to p (the first part is essentially the definition of relatively form compact, while the second part is a standard
calculation; see [12, Problem XIII.39], for example). It follows that p+ q is a closed sectorial form with domain H 1/2 (see
[9, Theorem VI.1.33]). The Representation Theorem (see [9, Theorem VI.2.1]) then gives an m-sectorial operator A such that
(i) Dom(A) ⊆H 1/2 and 〈Aφ,ψ〉 = (p+ q)(φ,ψ) for all φ ∈ Dom(A), ψ ∈H 1/2;
(ii) Dom(A) is a core of p+ q;
(iii) If φ ∈H 1/2 and ζ ∈H 0 satisfy (p+ q)(φ,ψ) = 〈ζ,ψ〉 for all ψ ∈H 1/2 then φ ∈ Dom(A) and Aφ = ζ .
Claim.We have P − zQ= UA. Firstly suppose φ ∈ Dom(P − zQ) and set
ζ = (P − zQ)φ = U(|P|± − zU∗Q±)φ ∈H 0
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(where we are viewing U and U∗ as isometries onH −1/2 in the last expression). Now, for all ψ ∈H 1/2 ,
(p+ q)(φ,ψ) = 〈(|P|± − zU∗Q±)φ,ψ 〉∓ = 〈U∗ζ,ψ 〉∓ = 〈U∗ζ,ψ 〉.
Hence, by (iii), φ ∈ Dom(A) andAφ = U∗ζ or UAφ = ζ = (P − zQ)φ .





〈(|P|± − zU∗Q±)φ,U∗ψ 〉∓
= (p+ q)(φ,U∗ψ)= 〈Aφ,U∗ψ 〉= 〈UAφ,ψ〉
using (i). It follows that (P± − zQ±)φ = UAφ ∈H 0 , giving φ ∈ Dom(P − zQ) with (P − zQ)φ = UAφ .
Since A is closed and densely defined (a consequence of m-sectoriality) and U is unitary on H 0 the previous claim
shows that P − zQ is closed and densely defined, with Dom(P − zQ) = Dom(A), which is dense in H 1/2 by (ii). Also
(P − zQ)∗ = A∗U∗ , with Dom((P − zQ)∗) = U Dom(A∗). However, by [9, Theorem VI.2.5], A∗ is the m-sectorial opera-
tor associated with the closed sectorial form p∗ + q∗ by the Representation Theorem. Thus Dom(A∗) ⊆ Dom(p∗ + q∗) =
Dom(p+ q) =H 1/2. Since U∗ is an isometry on H 1/2 we now get Dom((P − zQ)∗) ⊆H 1/2. 
Taking Hermitian conjugates in Nm we get matrix valued functions P∗ and Q ∗ which also satisfy condition (A). Thus we
can apply the above discussion to these functions to obtain a bounded map P∗± − zQ∗± :H 1/2 →H −1/2, which is the dual
of P± − zQ± , and, by restriction, a closed densely defined operator P∗ − zQ∗ .
Theorem 2.3.We have (P− zQ)∗ =P∗ − zQ∗ (as unbounded operators). In particular, if P and Q take their values in the Hermitian
matrices and z ∈R, then P − zQ is self-adjoint (as an unbounded operator).
Proof. We have ψ ∈ Dom((P − zQ)∗) with (P − zQ)∗ψ = ζ iff〈
ψ, (P − zQ)φ〉= 〈ζ,φ〉, for all φ ∈ Dom(P − zQ).
However Dom((P − zQ)∗) ⊆H 1/2 by Theorem 2.2 so〈
ψ, (P − zQ)φ〉= 〈ψ, (P± − zQ±)φ〉± = 〈(P∗± − zQ∗±)ψ,φ〉∓
for any φDom(P − zQ). Since Dom(P − zQ) is dense in H 1/2 by Theorem 2.2 we now get ψ ∈ Dom((P − zQ)∗) with
(P − zQ)∗ψ = ζ iff〈(P∗± − zQ∗±)ψ,φ〉∓ = 〈ζ,φ〉, for all φ ∈H 1/2,
which is equivalent to having (P∗± − zQ∗±)ψ = ζ ∈H 0. The result now follows from the definition of P∗ − zQ∗ . 
Remark 3. Our construction of the operator P − zQ generalises several standard constructions that can be applied if P and
Q have certain properties in addition to those coming from condition (A). For example, if P is positive, Q is symmetric
and z ∈ R then our definition of P − zQ agrees with that obtained from the KLMN theorem (this essentially follows from
the uniqueness given by this result; see [11, Theorem X.17]). Alternatively, if Q is relatively compact with respect to P (in
other words, H 1 ⊆ Dom(Q) and the restriction Q :H 1 →H 0 is a compact map) then our P − zQ is simply the operator
sum of P and −zQ with domain H 1. (To see this firstly let B denote the operator sum of |P| and −zU∗Q, which is
m-sectorial with Dom(B) = Dom(|P|) =H 1; on the other hand, it is easy to see that H 1 ⊆ Dom(P − zQ) = Dom(A) so
A is a sectorial extension of B, and hence B =A.)
3. The main argument
From the definition of P − zQ (see (10) in particular) we immediately get
Ker(P − zQ) = Ker(P± − zQ±).
Now define a compact operator on H 0 by L= U∗K∗VK. Then (8) and (9) give
|P|1/2− U
(L− z−1 I)|P|1/2+ = |P|1/2− K∗VK|P|1/2+ − z−1|P|1/2− U |P|1/2+
= −z−1(P± − zQ±).
Since |P|1/2+ :H 1/2 →H 0 and |P|1/2− U :H 0 →H −1/2 are injective it follows that
dimKer(P − zQ)6 dimKer(L− z−1 I), z = 0. (11)
Let R > 0 and suppose we have N ∈N, z1, . . . , zN ∈C and φ1, . . . , φN with
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(E1) 06 |z1|6 · · ·6 |zN |6 R .
(E2) φn ∈ Dom(P − znQ) and (P − znQ)φn = 0.
(E3) {φn | zn = z} is linearly independent for all z ∈C.
Since KerP = {0} we have zn = 0.
For n = 1, . . . ,N , (11) and condition (E3) show that z−1n is an eigenvalue of L which is repeated in the set {z−11 , . . . , z−1N }










































⇒ NN 6 (eαp Rp)N ⇒ N 6 eαp Rp .
Theorem 1.1 now follows from the observation that, for a fixed R , nP ,Q (R) is the supremum of all the possible values of N .
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