Fast and approximate nearest-neighbor search methods have recently become popular for scaling nonparameteric regression to more complex and high-dimensional applications. As an alternative to fast nearest neighbor search, training data can also be incorporated online into appropriate sufficient statistics and adaptive data structures, such that approximate nearestneighbor predictions can be accelerated by orders of magnitude by means of exploiting the compact representations of these sufficient statistics. This chapter describes such an approach for locally weighted regression with locally linear models. Initially, we focus on local dimensionality reduction techniques in order to scale locally weighted learning to domains with very high dimensional input data. The key issue here revolves around obtaining a statistically robust and computationally inexpensive estimation of local linear models in such large spaces, despite potential irrelevant and redundant inputs. We develop a local version of partial least squares regression that fulfills all of these requirements, and embed it in an incremental nonlinear regression algorithm that can be shown to work efficiently in a number of complex applications. In the second part of the chapter, we introduce a novel Bayesian formulation of partial least squares regression that converts our nonparametric regression approach to a probabilistic formulation. Some of the heuristic components inherent in partial least squares can be eliminated with this new algorithm by means of efficient Bayesian regularization techniques. Evaluations are provided for all algorithms on various synthetic data sets and real-time learning examples with anthropomorphic robots and complex simulations.
Introduction
Despite the recent progress in statistical learning, nonlinear function approximation with high-dimensional input data remains a nontrivial problem, especially in incremental and real-time formulations. There is, how- ever, an increasing number of problem domains where both these properties are important. Examples include the online modeling of dynamic processes observed by visual surveillance, user modeling for advanced computer interfaces and game playing, and the learning of value functions, policies, and models for learning control, particularly in the context of high-dimensional movement systems like humans or humanoid robots. An ideal algorithm for such tasks needs to avoid potential numerical problems from redundancy in the input data, eliminate irrelevant input dimensions, keep the computational complexity of learning updates low while remaining data efficient, allow for online incremental learning, and, of course, achieve accurate function approximation and adequate generalization.
When looking for a learning framework to address these goals, one can identify two broad classes of function approximation methods: (i) methods which fit nonlinear functions globally, typically by input space expansions with predefined or parameterized basis functions and subsequent linear combinations of the expanded inputs, and (ii) methods which fit nonlinear functions locally, usually by using spatially localized simple (e.g., low-order polynomial) models in the original input space and automatically adjusting the complexity (e.g., number of local models and their locality) to accurately account for the nonlinearities and distributions of the target function. Interestingly, the current trends in statistical learning have concentrated on methods that fall primarily in the first class of global nonlinear function approximators, for example, Gaussian process regression(GPR) [48] , support vector machine regression(SVMR) [40] and variational Bayes for mixture models 1 (VBM) [13] . In spite of the solid theoretical foundations that these approaches possess in terms of generalization and convergence, they are not necessarily the most suitable for online learning in high-dimensional spaces. First, they require an a priori determination of the right modeling biases. For instance, in the case of GPR and SVMR, these biases involve selecting the right function space in terms of the choice of basis or kernel functions [44] , and in VBM the biases are concerned with the the right number of latent variables and proper initialization.
2 Second, all these recent function approximator methods were developed primarily for batch data analysis and are not easily or efficiently adjusted for incrementally arriving data. For instance, in SVMR, adding a new data point can drastically change the outcome of the global optimization problem in terms of which data points actually become support vectors, such that all (or a carefully selected subset) of data has to be kept in memory for reevaluation. Thus, adding a new data point in SVMR is computationally rather expensive, a property that is also shared by GPR. VBM suffers from similar problems due to the need for storing and reevaluating data when adding new mixture components [43] . In general, it seems that most suggested Bayesian learning algorithms are computationally too expensive for real-time learning because they tend to represent the complete joint distribution of the data, albeit as a conditionally independent factored representation. As a last point, incremental approximation of functions with global methods is prone to lead to negative interference when input distributions change [35] ; such changes are, however, a typical scenario in many online learning tasks.
In contrast to the global learning methods described above, function approximation with spatially localized models, that is, nearest-neighbor(NN) techniques, are rather well suited for incremental and real-time learning [2] . Such nonparametric methods are very useful when there is limited knowledge about the model complexity such that the model resources need to be increased in a purely incremental and data-driven fashion, as demonstrated in previous work [35] . However, since these techniques allocate resources to cover the input space in a localized fashion, in general, with an increasing number of input dimensions, they encounter an exponential explosion in the number of local models required for accurate approximation, often referred to as the "curse of dimensionality" [31] . Hence, at the outset, highdimensional function approximation seems to be computationally infeasible for local nonparametric learning.
Nonparametric learning in high-dimensional spaces with global methods, however, has been employed successfully by using techniques of projection regression (PR). PR copes with high-dimensional inputs by decomposing multivariate regressions into a superposition of single variate regressions along a few selected projections in input space. The major difficulty of PR lies in the selection of efficient projections, that is, how to achieve the best fitting result with as few univariate regressions as possible. Among the best known PR algorithms are projection pursuit regression [11] , and its generalization in the form of generalized additive models [16] . Sigmoidal neural networks can equally be conceived of as a method of projection regression, in particular when new projections are added sequentially, e.g., as in cascade correlation [9] .
In this chapter we suggest a method of extending the beneficial properties of local nonparametric learning to high-dimensional function approximation problems. The prerequisite of our approach is that the high-dimensional learning problems we address have locally low dimensional distributions, an assumption that holds for a large class of real-world data (see below). If distributions are locally low-dimensional, the allocation of local models can be restricted to these thin distributions, and only a tiny part of the entire high dimensional space needs to be filled with local models. Thus, the curse of dimensionality of spatially localized model fitting can be avoided. Under these circumstances, an alternative method of projection regression can be derived, focusing on finding efficient local projections. Local projections can be used to accomplish local function approximation in the neighborhood of a given query point with traditional local nonparametric approaches, thus inheriting most of the statistical properties from the well established methods of locally weighted learning and nearest-neighbor regression [15, 2] . As this chapter will demonstrate, the resulting learning algorithm combines the fast, efficient, and incremental capabilities of the nonparametric techniques while alleviating the problems faced due to high-dimensional input domains through local projections.
In the following sections, we first motivate why many high dimensional learning problems have locally low-dimensional data distributions such that the prerequisites of our local learning system are justified. Second, we address the question of how to find good local projections by looking into various schemes for performing dimensionality reduction for regression. Third, we embed the most efficient and robust of these projection algorithms in an incremental nonlinear function approximator [45] capable of automatically adjusting the model complexity in a purely data-driven fashion. Finally, a new Bayesian approach is suggested to reformulate our algorithms in a probabilistic framework, thus removing several levels of open parameters in the techniques. In several evaluations, in both on synthetic and real world data, in the resulting incremental learning system demonstrates high accuracy for function fitting in very high-dimensional spaces, robustness toward irrelevant and redundant inputs, as well as low computational complexity. Comparisons will prove the competitiveness with other state-of-the-art learning systems.
Evidence for Low-Dimensional Distributions
The development of our learning system in the next sections relies on the assumption that high-dimensional data sets have locally low dimensional distributions, an assumption that requires some clarification. Across domains like vision, speech, motor control, climate patterns, human gene distributions, and a range of other physical and biological sciences, various researchers have reported evidence that corroborate the fact that the true intrinsic dimensionality of high-dimensional data is often very low [42, 27, 47] . We interpret these findings as evidence that the physical world has a significant amount of coherent structure that expresses itself in terms of a strong correlations between different variables that describe the state of the world at a particular moment in time. For instance, in computer vision it is quite obvious that neighboring pixels of an image of a natural scene have redundant information. Moreover, the probability distribution of natural scenes in general has been found to be highly structured such that it lends itself to a sparse encoding in terms of set of basis functions [24, 3] . Another example comes from our own research on human motor control. In spite of the fact that humans can accomplish movement tasks in almost arbitrary ways, thus possibly generating arbitrary distributions of the variables that describe their movements, behavioral research has discovered a tremendous amount of regularity within and across individuals [20, 32] . These regular- ities lead to a locally low-dimensional data distribution, as illustrated in the example in figure5.1. In this analysis [6] , we assessed the intrinsic dimensionality of data collected from full body movement of several human subjects, collected with a special full-body exoskeleton that recorded simultaneously 35 degrees of freedom(DOF) of the joint angular movement of the subjects at 100Hz sampling frequency. Subjects performed a variety of daily-life tasks (e.g., walking, object manipulation, reaching, etc.) until about a gigabyte of data was accumulated. Our analysis examined the local dimensionality of the joint distribution of positions, velocities, and accelerations of the collected data, that is, a 105-dimensional data set, as would be needed as inputs to learn an inverse dynamics model for motor control [20] .
As an analysis tool, we employed a variational Bayesian mixture of factor analyzers that automatically estimated the required number of mixture components [13] . As demonstrated in figure 5.1(a), the local dimensionality was around five to eight dimensions, computed based on the average number of significant latent variables per mixture component. Figure 5 .1(b) shows the distribution of the effective dimensionality across all mixture models. In summary, the results from our analysis and other sources in the literature show that there is a large class of high-dimensional problems that can be treated locally in much lower dimensions if one can determine appropriate regions of locality and the local projections that model the corresponding low-dimensional distributions. As a caveat, however, it may happen that such low dimensional distributions are embedded in additional dimensions that are irrelevant to the problem at hand but have considerable variance. In the context of regression, it will thus be important to only model those local dimensions that carry information that is important for the regression and eliminate all other dimensions, that is, to perform local dimensionality reduction with regression in mind and not just based on input or joint input-output distributions, as discussed in the next section.
Local Dimensionality Reduction
Assuming that data are characterized by locally low dimensional distributions, efficient algorithms are needed to exploit this property. For this purpose, we will focus on locally weighted learning (LWL) methods [2] because they allow us to adapt a variety of linear dimensionality reduction techniques for the purpose of nonlinear function approximation (see section 5.4) and because they are easily modified for incremental learning. LWLrelated methods have also found widespread application in mixture models [19, 50, 13] such that the results of this section can contribute to this field, too.
In pursuit of the question of what is the "right" method to perform local dimensionality reduction for regression, Schaal et al. [36] examined several candidate techniques theoretically and empirically. In particular, the authors focused on locally weighted versions of principal component regression (LWPCR), joint data principal component analysis (LWPCA), factor analysis (LWFA), and partial least squares (LWPLS). We will briefly revisit some main insights of this work before moving on to the development of our key learning algorithm.
The Locally Weighted Regression Model
The learning problems considered here assume the standard regression model:
where x denotes the d-dimensional input vector, y the (for simplicity) scalar output, and a mean-zero random noise term. When only a local subset of data in the vicinity of a point x c is considered and the locality is chosen appropriately, a low-order polynomial can be employed to model this local subset. Due to a favorable compromise between computational complexity and quality of function approximation [15] , we choose linear models
A measure of locality for each data point, the weight w i , is computed from a Gaussian kernel:
where D is a positive semidefinite distance metric which determines the size and shape of the neighborhood contributing to the local model [2] . The weights w i will enter all following algorithms to assure spatial localization in input space. In particular, zero mean prerequisites of several algorithms are ensured by subtracting the weighted mean x or y from the data, where 
Locally Weighted Factor Analysis
Factor analysis [8] is a density estimation technique that assumes that the observed data z were actually generated from a lower-dimensional process, characterized by k-latent or hidden variables v that are all independently distributed with mean zero and unit variance. The observed variables are generated from the latent variables through the transformation matrix U and additive mean zero independent noise with diagonal covariance matrix Ω:
where
and E{.} denotes the expectation operator. If both v and are normally distributed, the parameters Ω and U can be obtained iteratively by the expectation-maximization (EM) algorithm [28] . Factor analysis can be adapted for linear regression problems by assuming that z was generated with 6) where β denotes the vector of regression coefficients of the linear model y = β T x and I d the d-dimensional identity matrix. For the standard regression model, x would be zero, that is, we consider noise contamination in the output only; for numerical reasons, however, some remaining variance needs to be permitted and we prefer to leave it to the EM algorithm to find the optimal values of the covariance Ω. After calculating Ω and U with EM in joint data space as formulated in (5.3), an estimate of β can be derived from the conditional probability p(y|x). Let us denote
T . The locally weighted version (LWFA) of β can be obtained together with an estimate of the factors v from the joint weighted covariance matrix Ψ of z and v as 
and B is a matrix of coefficients involved in estimating the factors v. Note that unless the noise x is zero, the estimated β is different from the true β as it tries to optimally average out the noise in the data. Thus, factor analysis can also be conceived of as a tool for linear regression with noisecontaminated inputs.
Partial Least Squares
Partial least squares (PLS) [49, 10] , a technique used extensively in chemometrics, recursively computes orthogonal projections of the input data and performs single variable regressions along these projections on the residuals of the previous iteration step. It is outlined in algorithm 5.1. The key ingredient in PLS is to use the direction of maximal correlation between the residual error and the input data as the projection direction at every regression step. Additionally, PLS regresses the inputs of the previous step against the projected inputs s in order to ensure the orthogonality of all the projections u (step 2c). Actually, this additional regression could be avoided by replacing p with u in step 2c, similar to techniques used in PCA [30] . However, using this regression step leads to better performance of the algorithm as PLS chooses the most effective projections if the input data have a spherical distribution: in the spherical case, with only one projection, PLS will find the direction of the gradient and achieve optimal regression results. The regression step in 2(c) in algorithm 5.1 chooses the reduced input data X res such that the resulting data vectors have minimal norms and, hence, push the distribution of X res to become more spherical. An additional consequence of 2(c) is that all the projections s i become uncorrelated, that is, s T j s i = 0 ∀i = j, a property which will be important in the derivations below.
Other Techniques
There are several other approaches to local dimensionality reduction, including principal component regression [22, 45] , and principal component in joint space(LWPCA J). Both of these methods can be regarded as locally weighted factor analysis models with specific constraints on the structure of the data generating model, and restrictive assumptions about the generative probabilistic model. As shown in [36] , the methods are always inferior to the full formulation of factor analysis from the previous section.
Which Approach to Choose?
Schaal et al. [36] demonstrated that both LWPLS and LWFA perform approximately the same under a large variety of evaluation sets. This result was originally slightly surprising, as LWPLS has more of a heuristic component than the theoretically principled factor analysis, a fact that leads to naturally favoring factor analysis models. However, there are two components that lift LWPLS above LWFA for our approximate nearest-neighbor approach. First, we wish to learn incrementally and remain computationally inexpensive in high dimensions. For this purpose, one would like to have a constructive approach to factor analysis, that is, an approach that adds latent variables as needed, a pruning approach, starting from the maximal latent variable dimensionality, would be unacceptably expensive. Empirically, [36] found that LWFA performs a lot worse if the latent variable space is underestimated, meaning that a constructive approach to LWFA would have transients of very bad performance until enough data were encountered to correctly estimate the latent space. For applications in robot control, for instance, such behavior would be inappropriate.
Second, besides redundant variables, we also expect a large number of irrelevant variables in our input data. This scenario, however, is disadvantageous for LWFA, as in the spirit of a density estimation technique, it needs to model the full dimensionality of the latent space, and not just those dimensions that matter for regression. In empirically evaluations (not shown here) similar to [36] , we confirmed that LWFA's performance degrades strongly if it does not have enough latent variables to represent the irrelevant inputs. LWPLS, in contrast, uses the projection step based on input-output correlation to exclude irrelevant inputs, which exhibits very reliable and good performance even if there are many irrelevant and redundant inputs.
These considerations make LWPLS a superior choice for approximate nearest-neighbors in high dimensions. In the next section, we embed LW-PLS in an incremental nonlinear function approximator to demonstrate its abilities for nontrivial function-fitting problems.
Notation Affectation

M
No. of training data points
Training data {zi}
Lower-dimensional projection of input data xi {zi,r} Trace variable for incremental computation of rth dimension of variable var after seeing n data points 
Locally Weighted Projection Regression
For nonlinear function approximation, the core concept of our learning system -locally weighted projection regression (LWPR)-is to find approximations by means of piecewise linear models [2] . Learning involves automatically determining the appropriate number of local models K, the parameters β k of the hyperplane in each model, and also the region of validity, called receptive field (RF), parameterized as a distance metric D k in a Gaussian kernel:
Given a query point x, every linear model calculates a predictionŷ k (x). The total output of the learning system is the normalized weighted mean of all K linear models:ŷ
also illustrated in Figure 5 .2. The centers c k of the RFs remain fixed in order to minimize negative interference during incremental learning that could occur due to changing input distributions [35] . Local models are created on an "as-needed" basis as described in sub-section 5.4.2. Table 5 .1 provides a reference list of indices and symbols that are used consistently across the description of the LWPR algorithm. 
Learning with Locally Weighted Projection Regression
Despite its appealing simplicity, the "piecewise linear modeling" approach becomes numerically brittle and computationally too expensive in highdimensional input spaces when using ordinary linear regression to determine the local model parameters [35] . Given the empirical observation (cf. section 5.2) that high-dimensional data often lie on locally low-dimensional distributions, and given the algorithmic results in section 5.3, we will thus use local projection regression, that is, LWPLS, within each local model to fit the hyperplane. As a significant computational advantage, we expect that far fewer projections than the actual number of input dimensions are needed for accurate learning. The next sections will describe the necessary modifications of LWPLS for this implementation, embed the local regression into the LWL framework, explain a method of automatic distance metric adaptation, and finish with a complete nonlinear learning scheme, called locally weighted projection regression (LWPR).
Incremental Computation of Projections and Local Regression
For incremental learning, that is, a scheme that does not explicitly store any training data, the sufficient statistics of the learning algorithm need to be accumulated in appropriate variables. Algorithm 5.2 [46] provides suitable incremental update rules. The variables a zz,r , a zres,r , and a xz,r are sufficient statistics that enable us to perform the univariate regressions in step 2c.1.2 and step 2c.2.2, similar to recursive least squares, that is, a fast Newtonlike incremental learning technique. λ ∈ [0, 1] denotes a forgetting factor that allows exponential forgetting of older data in the sufficient statistics. 
Algorithm 5.2: Incremental locally weighted PLS for one RF centered at c
Forgetting is necessary in incremental learning since a change of some learning parameters will affect a change in the sufficient statistics; such forgetting factors are a standard technique in recursive system identification [21] . It can be shown that the prediction error of step 2b corresponds to the leave-one-out cross-validation error of the current point after the regression parameters were updated with the data point; hence, it is denoted by e cv .
In algorithm 5.2, for R = N, that is, the same number of projections as the input dimensionality, the entire input space would be spanned by the projections u r and the regression results would be identical to that of ordinary linear regression [49] . However, once again, we would like to emphasize the important properties of the local projection scheme. First, if all the input variables are statistically independent and have equal variance, 3 PLS will find the optimal projection direction u r in roughly a single sweep through the training data; the optimal projection direction corresponds to the gradient of the local linearization parameters of the function to be approximated. Second, choosing the projection direction from correlating the input and the output data in step 2b.1 automatically excludes irrelevant input dimensions. And third, there is no danger of numerical problems due to redundant input dimensions as the univariate regressions can easily be prevented from becoming singular.
Given that we will adjust the distance metric to optimize the local model approximation (see below), it is also possible to perform LWPR with only one projection direction (denoted as LWPR-1). In this case, this distance metric will have to be adjusted to find the optimal receptive field size for a local linearization as well as to make the locally weighted input distribution spherical. An appropriate learning rule of the distance metric can accomplish this adjustment, as explained below. It should be noted that LWPR-1 is obtained from algorithm5.2 by setting R = 1.
Adjusting the Shape and Size of the Receptive Field
The distance metric D and hence the locality of the receptive fields can be learned for each local model individually by stochastic gradient descent in a penalized leave-one-out cross-validation cost function [35] :
where M denotes the number of data points in the training set. The first term of the cost function is the mean leave-one-out cross-validation error of the local model (indicated by the subscript i, −i) which ensures proper generalization [35] . The second term, the penalty term, makes sure that receptive fields cannot shrink indefinitely in case of large amounts of training data; such shrinkage would be statistically correct for asymptotically unbiased function approximation, but it would require maintaining an ever 
where z = 
increasing number of local models in the learning system, which is computationally too expensive. The tradeoff parameter γ can be determined either empirically or from assessments of the maximal local curvature of the function to be approximated [34] ; in general, results are not very sensitive to this parameter [35] as it primarily affects resource efficiency. It should be noted that due to the local cost function in (5.10), learning becomes entirely localized, too, that is, no parameters from other local models are needed for updates as, for instance, in competitive learning with mixture models. Moreover, minimizing (5.10) can be accomplished in an incremental way without keeping data in memory [35] . This property is due to a reformulation of the leave-one-out cross-validation error as the PRESS residual error [4] . As detailed in [35] the bias-variance tradeoff is thus resolved for every local model individually such that an increasing number of local models will not lead to overfitting; indeed, it leads to better approximation results due to model averaging [e.g. (5.9)]in the sense of committee machines [25] .
In ordinary weighted linear regression, expanding (5.10) with the PRESS residual error results in
where P corresponds to the inverted weighted covariance matrix of the input data. Interestingly, the PRESS residuals of (5.11) can be exactly formulated in terms of the PLS projected inputs 12) where P z corresponds to the covariance matrix computed from the projected inputs z i for R = N, that is, the z i 's span the same full-rank input space 4 as the x i 's in (5.11). It can also been deduced that P z is diagonal, which greatly contributes to the computational efficiency of our update rules. Based on this cost function, the distance metric in LWPR is learned by gradient descent:
where M is an upper triangular matrix resulting from a Cholesky decomposition of D. Following [35] , a stochastic approximation of the gradient ∂J ∂M of (5.12) can be derived by keeping track of several sufficient statistics as shown in table 5.2. It should be noted that in these update laws, we treated the PLS projection direction and hence z as if it were independent of the distance metric, such that chain rules need not be taken throughout the entire PLS recursions. Empirically, this simplification did not seem to have any negative impact and reduced the update rules significantly.
The Complete LWPR Algorithm
All update rules can be combined in an incremental learning scheme that automatically allocates new locally linear models as needed. The concept of the final learning network is illustrated in figure 5 .2 and an outline of the final LWPR algorithm is shown in algorithm 5.3. In this pseudocode, w gen is a threshold that determines when to create a new receptive field, as discussed in [35] , w gen is a computational efficiency parameter and not a complexity parameter as in mixture models. The closer w gen is set to 1, the more overlap local models will have, which is beneficial in the spirit of committee machines (cf. [35, 25] ) but more costly to compute; in general, the more overlap is permitted, the better the function fitting results, without any danger that the increase in overlap can lead to overfitting. D def is the initial (usually diagonal) distance metric in (5.8). The initial number of projections is set to R = 2. The algorithm has a simple mechanism of determining whether R should be increased by recursively keeping track of the mean-squared error (MSE) as a function of the number of projections 
6:
check if number of projections needs to be increased (cf. subsection 5.4.2).
7:
end for 8: if no RF was activated by more than wgen then
9:
create a new RF with R = 2, c = x, D = D def . ] , the algorithm will stop adding new projections locally. As MSE r can be interpreted as an approximation of the leave-one-out cross-validation error of each projection, this threshold criterion avoids problems due to overfitting. Due to the need to compare the MSE of two successive projections, LWPR needs to be initialized with at least two projection dimensions.
10:
end if 11: end for Algorithm 5.3: Pseudocode of the complete LWPR algorithm included in a local model, that is, step 2b.4 in algorithm 5.2. If the MSE at the next projection does not decrease more than a certain percentage of the previous MSE, that is, MSE r+1 MSEr > φ, where φ ∈ [0, 1
Speedup for Learning from Trajectories
If in incremental learning, training data are generated from trajectories, that is, data are temporally correlated, it is possible to accelerate lookup and training times by taking advantage of the the fact that two consecutively arriving training points are close neighbors in input space. For such cases, we added a special data structure to LWPR that allows restricting updates and lookups only to a small fraction of local models instead of exhaustively sweeping through all of them. For this purpose, each local model maintains a list of all other local models that overlap sufficiently with it. Sufficient overlap between two models i and j can be determined from the centers and distance metrics. The point x in input space that is the closest to both centers in the sense of a Mahalanobis distance is
. Inserting this point into (5.8) of one of the local models gives the activation w due to this point. The two local models are listed as sufficiently overlapping if w ≥ w gen (cf. algorithm 5.3). For diagonal distance metrics, the overlap computation is linear in the number of inputs. Whenever a new data point is added to LWPR, one neighborhood relation is checked for the maximally activated RF. An appropriate counter for each local model ensures that overlap with all other local models is checked exhaustively. Given this "nearest-neighbor" data structure, lookup and learning can be confined to only a few RFs. For every lookup (update), the identification number of the maximally activated RF is returned. The next lookup (update) will only consider the neighbors of this RF. It can be shown that this method per-forms as well as an exhaustive lookup (update) strategy that excludes RFs that are activated below a certain threshold w cutof f .
Pruning of Local Models
As in the RFWR algorithm [35] , it is possible to prune local models depending upon the level of overlap between two local models and the accumulated locally weighted mean-squared error; the pruning strategy is virtually identical as in [ [35] , section 3.14]. However, due to the numerical robustness of PLS, we have noticed that the need for pruning or merging is almost nonexistent in the LWPR implementation, such that we do not expand on this possible feature of the algorithm.
Computational Complexity
For a diagonal distance metric D and under the assumption that the number of projections R remains small and bounded, the computational complexity of one incremental update of all parameters of LWPR is linear in the number of input dimensions N. To the best of our knowledge, this property makes LWPR one of the computationally most efficient algorithms that have been suggested for high-dimensional function approximation. This low computational complexity sets LWPR apart from our earlier work on the RFWR algorithm [35] , which was cubic in the number of input dimensions. We thus accomplished one of our main goals, that is, maintaining the appealing function approximation properties of RFWR while eliminating its problems in high-dimensional learning problems.
Confidence Intervals
Under the classical probabilistic interpretation of weighted least squares [12] , that is, that each local model's conditional distribution is normal with heteroscedastic variances p(y|x;
, it is possible to derive the predictive variances σ 2 pred,k for a new query point x q for each local model in LWPR. 5 The derivation of this measure is in analogy with ordinary linear regression [33, 23] and is also consistent with the Bayesian formulation of predictive variances [12] .
where z q,k is the projected query point x q under the kth local model, and
The definition of M in terms of the sum of weights reflects the effective number of data points entering the computation of the local variance s k 2 [33] after an update of M training points has been performed. The definition of p , also referred to the as the local degrees of freedom, is analogous to the global degrees of freedom of linear smoothers [16, 33] .
In order to obtain a predictive variance measure for the averaging formula (5.9), one could just compute the weighed average of the predictive variance in (5.13). While this approach is viable, it nevertheless ignores important information that can be obtained from variance of the individual predictionŝ y q,k and is thus potentially too optimistic. To remedy this issue, we postulate that from the view of combining individualŷ q,k , each contributing y q,k was generated from the process
where we assume two separate noise processes: (i) one whose variance σ 2 is independent of the local model, that is, 1 ∼ N(0, σ 2 /w k ) (and accounts for the differences between the predictions of the local models), and (ii) another, which is the noise process 2,k ∼ N(0, σ 2 pred,k /w k ) of the individual local models. It can be shown that (5.9) is a consistent way of combining prediction from multiple models under the noise model we just described and that the combined predictive variance over all models can be approximated as
(5.14)
The estimate of σ pred,k is given in (5.13). The global variance across models can be approximated as
Inserting these values in (5.14), we obtain
A one-standard-deviation-based confidence interval would thus be The variance estimate in (5.14) is consistent with the intuitive requirement that when only one local model contributes to the prediction, the variance is entirely attributed to the predictive variance of that single model. Moreover, a query point that does not receive a high weight from any local model will have a large confidence interval due to the small squared sum-of-weight value in the denominator. 
Empirical Evaluation
The following sections provide an evaluation of our proposed LWPR learning algorithm over a range of artificial and real-world data sets. Whenever useful and feasible, comparisons to state-of-the-art alternative learning algorithms are provided, in particular SVMR and GPR. SVMR and GPR were chosen due to their generally acknowledged excellent performance in nonlinear regression on finite data sets. However, it should be noted, that both SVMR and GPR are batch learning systems, while LWPR was implemented as a fully incremental algorithm, as described in the previous sections.
Function Approximation with Redundant and Irrelevant Data
We implemented the LWPR algorithm as outlined in section 5.4. In each local model, the projection regressions are performed by (locally weighted) PLS, and the distance metric D is learned by stochastic incremental crossvalidation; all learning methods employed second-order learning techniques, that is, incremental PLS uses recursive least squares, and gradient descent in the distance metric was accelerated as described in [35] . In all our evaluations, an initial (diagonal) distance metric of D def = 30I was chosen; the activation threshold for adding local models was w gen = 0.2, and the threshold for adding new projections was φ = 0.9 (cf. subsection 5.4.2). As a first test, we ran LWPR on 500 noisy training data drawn from the two-dimensional function (cross 2D) generated from y = max{exp(−10x as shown in figure 5.4(a) . This function has a mixture of areas of rather high and rather low curvature and is an interesting test of the learning and generalization capabilities of a learning algorithm: learning models with low complexity find it hard to capture the nonlinearities accurately, while more complex models easily overfit, especially in linear regions. A second test added eight constant (i.e., redundant) dimensions to the inputs and rotated this new input space by a random 10D rotation matrix to create a 10D input space with high rank deficiency (cross 10D 2 ) Gaussian noise, thus obtaining a data set with 20D input space (cross 20D). Typical learning curves with these data sets are illustrated in figure 5.4(c) . In all three cases, LWPR reduced the normalized mean squared error (thick lines) on a noiseless test set (1681 points on a 41x41 grid in the unit-square in input space) rapidly in ten to twenty epochs of training to less than nMSE = 0.05, and it converged to the excellent function approximation result of nMSE = 0.015 after 100,000 data presentations or 200 epochs.
6 Figure 5 .4(b) illustrates the reconstruction of the original function from the 20D test data, visualized in 3D -a highly accurate approximation. The rising lines in figure 5.4(c) show the number of local models that LWPR allocated during learning. The lines at the bottom of the graph indicate the average number of projections that the local models allocated: the average settled at a value of around two local projections, as is appropriate for this originally 2D data set. This set of tests demonstrate that LWPR is able to recover a low-dimensional nonlinear function embedded in high-dimensional space despite irrelevant and redundant dimensions, and that the data efficiency of the algorithm does not degrade in higher-dimensional input spaces. The computational complexity of the algorithm only increased linearly with the number of input dimensions, as explained in section 5.4.
The results of these evaluations can be directly compared with our earlier work on the RFWR algorithm [35] , in particular figures 4 and 5 of this earlier paper. The learning speed and the number of allocated local models for LWPR is essentially the same as for RFWR in the 2D test set. Applying RFWR to the 10D and 20D data set of this paper, however, is problematic, as it requires a careful selection of initial ridge regression parameters to stabilize the highly rank-deficient full covariance matrix of the input data, and it is easy to create too much bias or too little numerical stabilization initially, which can trap the local distance metric adaptation in local minim. While the LWPR algorithm just computes about a factor ten times longer for the 20D experiment in comparison to the 2D experiment, REFER requires a 1000-fold increase of computation time, thus rendering this algorithm unsuitable for high-dimensional regression.
In order to compare LWPR's results to other popular regression methods, we evaluated the 2D, 10D, and 20D cross data sets with GPR and SVMR in addition to our LWPR method. It should be noted that neither SVMR nor GPR methods is an incremental method, although they can be considered the state-of-the-art for batch regression under relatively small number of training data and reasonable input dimensionality. The computational complexity of these methods are prohibitively high for realtime applications. The GPR algorithm [14] used a generic covariance function and optimized over the hyperparameters. The SVMR was performed using a standard available package [29] and optimized for kernel choices. Figure 5 .5 compares the performance of LWPR and GPR for the above mentioned data sets using 100, 300, and 500 training data points.
7 As in figure 5 .4, the test data set consisted of 1681 data points corresponding to the vertices of a 41x41 grid over the unit square; the corresponding output values were the exact function values. The approximation error was measured as a normalized weighted mean squared error, nMSE, i.e, the weighted MSE on the test set normalized by the variance of the outputs of the test set; the weights were chosen as 1/σ 2 pred,i for each test point x i . Using such a weighted nMSE was useful to allow the algorithms to incorporate their confidence in the prediction of a query point, which is especially useful for training data sets with few data points where query points often lie far away from any training data and require strong extrapolation to form a prediction. Multiple runs on ten randomly chosen training data sets were performed to accumulate the statistics.
As can be seen from figure 5.5, the performance differences between LWPR and GPR were largely statistically insignificant across training data sizes and input dimensionality. LWPR had a tendency to perform slightly better on the 100-point data sets, most likely due to its quickly decreasing confidence when significant extrapolation is required for a test point. For the 300-point data sets, GPR had a minor advantage and less variance in its predictions, while for 500-point data sets both algorithms achieved equivalent results. While GPRs used all the input dimensions for predicting the output (deduced from the final converged coefficients of the covariance matrix), LWPR stopped at an average of two local projections, reflecting that it exploited the low dimensional distribution of the data. Thus, this comparison illustrates that LWPR is a highly competitive learning algorithm in terms of its generalization capabilities and accuracy of results, despite it being a truly incremental, computationally efficient and real-time implementable algorithm.
Comparisons on Benchmark Regression Data Sets
While LWPR is specifically geared toward real-time incremental learning in high dimensions, it can nevertheless also be employed for traditional batch data analysis. Here we compare its performance on two natural real-world benchmark datasets, using again GPR and SVMR as competitors.
The data sets we used were the Boston housing data and the Abalone data set, both available from the UCI Machine Learning Repository [18] . The Boston housing data, which had fourteen attributes, was split randomly (10 random splits) into disjoint sets of 404 training and 102 testing data. The Abalone data set, which had nine attributes, was downsampled to yield ten disjoint sets of 500 training data points and 1177 testing points.
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The GPR used hyperparameter estimation for the open parameters of the covariance matrix while for SVMR, the results were obtained by employing a Gaussian kernel of width 3.9 and 10 for the Boston and Abalone data sets, respectively, based on the optimized values suggested in [38] . Table 5 .3 shows the comparisons of the nMSE achieved by GPR, SVMR and LWPR on both these data sets. Once again, LWPR was highly competitive on these real-world data sets, consistently outperforming SVMR and achieving very similar nMSE results as GPR.
Sensorimotor Learning in High Dimensional Space
In this section, we look at the application of LWPR to realtime learning in high-dimensional spaces in a data-rich environment -an example of which is learning for robot control. In such domains, LWPR is -to the best of our knowledge -one of the only viable and practical options for principled statistical learning. The goal of learning in this evaluation is to estimate the inverse dynamics model (also referred to as an internal model) of the robotic system such that it can be used as a component of a feedforward controller for executing fast accurate movements.
Before demonstrating the applicability of LWPR in realtime, a comparison with alternative learning methods will serve to demonstrate the complexity of the learning task. We collected 50,000 data points from various movement patterns from a 7DOF anthropomorphic robot arm [figure 5.6(a)], sampled at 50 Hz. The learning task was to fit the the inverse dynamics model of the robot, a mapping from seven joint positions, seven joint velocities, and seven joint accelerations to the corresponding seven joint torques (i.e, a 21D to 7D function). Ten percent of these data were excluded from training as a test set. The training data were approximated by four different methods: (i) parameter estimation based on an analytical rigidbody dynamics model [1] , (ii) SVMR [29] (using a ten-fold downsampled training set for computational feasibility), (iii) LWPR-1, that is, LWPR that used only one single projection (cf. 5.4.1), and (iv) full LWPR. It should be noted that neither (i) nor (ii) is an incremental method. Using a parametric rigid-body dynamics model as suggested in (i) and just approximating its open parameters from data results in a global model of the inverse dynamics that is theoretically the most powerful method. However, given that our robot is actuated hydraulically and is rather lightweight and compliant, we know that the rigid body dynamics assumption is not fully justified. In all our evaluations, the inverse dynamics model of each DOF was learned separately, that is, all models had a univariate output and twenty-one inputs. LWPR employed a diagonal distance metric. Figure 5 .6 illustrates the function approximation results for the shoulder motor command graphed over the number of training iterations (one iteration corresponds to the update from one data point). Surprisingly, rigidbody parameter estimation achieved the worst results. LWPR-1 outperformed parameter estimation, but fell behind SVMR. Full LWPR performed the best. The results for all other DOFs were analogous and are not shown here. For the final result, LWPR employed 260 local models, using an average of 3.2 local projections. LWPR-1 did not perform better because we used a diagonal distance metric. The abilities of a diagonal distance metric to "carve out" a locally spherical distribution are too limited to accomplish better results; a full distance metric can remedy this problem, but would make the learning updates quadratic in the number of inputs. As in the previous sections, these results demonstrate that LWPR is a competitive function approximation technique that can be applied successfully in real world applications. 
Online Learning for Humanoid Robots
We implemented LWPR on the realtime operating system (vxWorks) for two of our robotic setups, the 7DOF Sarcos dextrous arm mentioned above in figure 5.6(a), and the Sarcos humanoid robot in figure 5.7(a), a 30DOF system. Out of the four parallel processors of the system, one 366 MHz PowerPC processor was completely devoted to lookup and learning with LWPR.
For the dexterous arm, each DOF had its own LWPR learning system, resulting in seven parallel learning modules. In order to accelerate lookup and training times, the nearest-neighbor data lookup described on page 118 was utilized. The LWPR models were trained online while the robot performed a randomly drifting figure-eight pattern in front of its body. Lookup proceeded at 480 Hz, while updating the learning model was achieved at about 70 Hz. At 10-second intervals, learning was stopped and the robot attempted to draw a planar figure eight in the x-z plane of the robot end effector at 2 Hz frequency for the entire pattern. The quality of these drawing patterns is illustrated in figure 5.8. In figure 5.8(a) , X des denotes the desired figure eight pattern, X sim illustrates the figure eight performed by our robot simulator that uses a perfect inverse dynamics model (but not necessarily a perfect tracking and numerical integration algorithm), X param is the performance of the estimated rigid-body dynamics model, and X lwpr shows the results of LWPR. While the rigid-body model has the worst performance, LWPR obtained the best results, even slightly better than the simulator. denote performance after 10, 20, 30, and 60 seconds of training. After 60 seconds, the figure eight is hardly distinguishable from the desired trace. In order to demonstrate the complexity of functions that can be learned in realtime with LWPR, we repeated the same training and evaluation procedure with the Sarcos humanoid robot, which used its right hand to draw a lying figure eight pattern. In this case, learning of the inverse dynamics model required learning in a 90D input space, and the outputs were the thirty torque commands for each of the DOFs. As the learning of thirty parallel LWPR models would have exceeded the computational power of our 366 MHz real-time processors, we chose to learn one single LWPR model with a 30D output vector, that is, each projection of PLS in LWPR regressed all outputs vs. the projected input data. The projection direction was chosen as the mean projection across all outputs at each projection stage of PLS. This approach is suboptimal, as it is quite unlikely that all output dimensions agree on one good projection direction; essentially, one assumes that the gradients of all outputs point roughly in the same direction. On the other hand, section 5.2 demonstrated that movement data of actual physical systems lie on locally low-dimensional distributions, such that one can hope that LWPR with multiple outputs can still work successfully by simply spanning this locally low-dimensional input space with all projections. 
Online Learning for Autonomous Airplane Control
The online learning abilities of LWPR are ideally suited to be incorporated in algorithms of provably stable adaptive control. The control theoretic development of such an approach was presented in Nakanishi et al. [26] . In essence, the problem formulation begins with a specific class of equations of motion of the formẋ 17) where x denotes the state of the control system, the control inputs, and f (x) and g (x) are nonlinear function to approximated. A suitable control law for such a system is 18) where x c ,ẋ c are a desired reference trajectory to be tracked, and the "hat" notation indicates that these are the approximated version of the unknown function.
We applied LWPR in this control framework to learn the unknown function f and g for the problem of autonomous airplane control on a highfidelity simulator. For simplicity, we only considered a planar version of the airplane, governed by the differential equation [41] :
In these equations, V denotes the forward speed of the airplane, m the mass, T the thrust, α the angle of attack, g the gravity constant, γ the flight path angle with respect to the horizontal world coordinate system axis, Q the pitch rate, and c an inertial constant. The complexity of these equations is hidden in D,L, and M, which are the unknown highly nonlinear aerodynamic lift force, drag force, and pitch moment terms, which are specific to every airplane.
While we will not go into the details of provably stable adaptive control with LWPR in this chapter and how the control law (5.18) is applied to for airplane control, from the viewpoint of learning the main components to learn are the lift and drag forces and the pitch moment. These can be obtained by rearranging (5.19) to
(5.20) The δ terms denote the control surface angles of the airplane, with indices midboard-flap-left/right (MFL,MFR), outboard-flap-left/right(OFL,OFR), and left and right spoilers (SPL,SPR). All terms on the right hand side of (5.20) are known, such that we have to cope with three simultaneous function approximation problems in an 11D input space, an ideal application for LWPR.
We implemented LWPR for the three functions above in a high-fidelity simulink simulation of an autonomous airplane using the adaptive control approach of [26] . The airplane started with no initial knowledge, just the proportional controller term in (5.18) (i.e., the term multiplied by K). The task of the controller was to fly doublets, that is, up-and-down trajectories, which are essentially sinusoid like variations of the flight path angle γ Figure 5 .9 demonstrates the results of this experiment. Figure 5 .9(a) shows the desired trajectory in γ and its realization by the controller. An interesting element of figure 5.9 happens after 400 seconds of flight, where we simulated a failure of the airplane mechanics by locking the MFR to 17-degree deflection. As can be seen, the function approximators very quickly reorganize after this change, and the flight is successfully continued, although γ tracking has some error for a while until it converges back to good tracking performance. The strong signal changes in the first seconds after the failure are due to oscillations of the control surfaces, and not a problem in function approximation. Without adaptive control, the airplane would have crashed.
Bayesian Backfitting
The PLS algorithm described in subsection 5.3.3 has an attractive feature: rather than reduce the dimensionality of the input data to the most rel- evant subspace, it deals with the complete dimensionality, and structures its computation efficiently such that successive computationally inexpensive univariate regressions suffice rather than expensive matrix inversion techniques. However, PLS also has two heuristic components, that is, the way the projection directions are selected by an input-output correlation analysis, and the decision on when to stop adding new projection directions. In this section we suggest a Bayesian algorithm to replace PLS.
for m = 1 to d do
4:
rm ← y − P k =m g k {compute partial residual (fake target)}
5:
θm ← arg min θm (gm − rm) 2 {optimize to fit partial residual} Another algorithm similar in vein to PLS is backfitting [16] . The backfitting algorithm estimates additive models of the form
where the functions g m are adjustable basis functions (e.g., splines), parameterized by θ m . As shown in algorithm 5.4, backfitting decomposes the statistical estimation problem into d individual estimation problems by using partial residuals as "fake supervised targets" for each function g m . At the cost of an iterative procedure, this strategy effectively reduces the computational complexity of multiple input settings, and allows easier numerical robustness control since no matrix inversion is involved.
For all its computational attractiveness, backfitting presents two serious drawbacks. There is no guarantee that the iterative procedure outlined in algorithm 5.4 will converge as this is heavily dependent on the nature of the functions g m . The updates have no probabilistic interpretation, making backfitting difficult to insert into the current framework of statistical learning which emphasizes confidence measures, model selection, and predictive distributions. It should be mentioned that a Bayesian version of backfitting has been proposed in [17] . This algorithm however, relies on Gibbs sampling, which is more applicable when dealing with the nonparametric spline models discussed there, and is quite useful when one wishes to generate samples from the posterior additive model.
A Probabilistic Derivation of Backfitting
Consider the graphical model shown in figure 5.10(a), which represents the statistical model for generalized linear regression (GLR) [16] : 
task that grows computationally expensive and numerically brittle as the dimensionality of the input increases, we introduce a simple modification of the graphical model of figure 5.10(a), which enables us to create the desired algorithmic decoupling of the predictor functions, and gives backfitting a probabilistic interpretation. Consider the introduction of random variables z im as shown in figure 5.10(b) . These variables are analogous to the output of the g m function of algorithm 5.4, and can also be interpreted as an unknown
(b) Graphical model for probabilistic backfitting. fake target for each branch of the regression fan-in. For the derivation of our algorithm, we assume the following conditional distributions for each variable in the model: 
The resulting EM update equations are summarized below:
M-
Step :
where we define s ≡ ψ y + d m=1 ψ zm . In addition, the parameters θ m of each function f m can be updated by setting:
and solving for θ m . As this step depends on the particular choice of f m , e.g., splines, kernel smoothers, parametric models, etc., we will not pursue it any further and just note that any statistical approximation mechanism could be used. Importantly, all equations in both the expectation and maximization steps are algorithmically O(d) where d is the number of predictor functions f m , and no matrix inversion is required.
To understand our EM solution as probabilistic backfitting, we note that backfitting can be viewed as a formal Gauss-Seidel algorithm; an equivalence that becomes exact in the special case of linear models [16] . For the linear system F T Fv = F T y, the Gauss-Seidel updates for the individual b m are
Note that (5.24) -if used naively -only guarantees convergence for very specially structured matrices. An extension to the Gauss-Seidel algorithm adds a fraction (1 − ω) of b m to the update and gives us the well-known relaxation algorithms: 25) which has improved convergence rates for overrelaxation (1 < ω < 2), or improved stability for underrelaxation (0 < ω < 1). For ω = 1, the standard Gauss-Seidel/backfitting of equation (5.24) is recovered. The appropriate value of ω, which allows the iterations to converge while still maintaining a reasonable convergence rate can only be determined by treating (5.24) as a discrete dynamical system, and analyzing the eigenvalues of its system matrix -an O(d 3 ) task. If, however, we substitute the expression for z im in the maximization equation for b m , and set ω = ω m = ψ zm /s in (5.25), it can be shown that (after some algebraic rearrangement,) the two equations are identical, that is, we indeed derive a probabilistic version of backfitting.
This allows us to now place backfitting within the wider context of Bayesian machine learning algorithms. In particular, we can place individual priors over the regression coefficients: where a α and b α are small enough to select an uninformative Gamma prior over the precisions α m . Figure 5 .11(a) shows the graphical model with the added priors, while figure 5.11(b) shows the resulting marginal prior over v. This prior structure favors solutions which have as few nonzero regression coefficients as possible, and thus performs an automatic relevance determination (ARD) sparsification of the input dimensions.
We compared the use of PLS and ARD Bayesian backfitting to analyze the following real-world data set collected from neuroscience. The data set consists of simultaneous recordings (2400 data points) of firing-rate coded activity in seventy-one motor cortical neurons and the electromyograms(EMGs) of eleven muscles. The goal is to determine which neurons are responsible for the activity of each muscle. The relationship between neural and muscle activity is assumed to be linear, such that the basis functions in backfitting are simply a copy of the respective input dimensions, that is f m (x) = x m .
A brute-force study (conducted by our research collaborators) painstakingly considered every possible combination of neurons (up to groups of twenty for computational reasons; i.e., even this reduced analysis required several weeks of computation on a thirty-node cluster computer), to determine the optimal neuron-muscle correlation as measured on various validation sets. This study provided us with a baseline neuron-muscle correlation matrix that we hoped to duplicate with PLS and Bayesian backfitting, although with much reduced computational effort. The results shown in table 5.4 demonstrate two points:
-The relevant neurons found by Bayesian backfitting contained over 93% of the neurons found by the baseline study, while PLS fails to find comparable correlations. The neuron match in backfitting is easily inferred from the resulting magnitude of the precision parameters α, while for PLS, the neuron match was inferred based on the subspace spanned by the projections that PLS employed.
-The regression accuracy of Bayesian backfitting (as determined by eightfold crossvalidation), is comparable to that of the baseline study, while PLS's failure to find the correct correlations causes it to have significantly higher generalization errors. The analysis for both backfitting and PLS was carried out using the same validation sets as those used for the baseline analysis.
The performance of Bayesian backfitting on this particularly difficult data set shows that it is a viable alternative to traditional generalized linear regression tools. Even with the additional Bayesian inference for ARD, it maintains its algorithmic efficiency since no matrix inversion is required.
As an aside it is useful to note that Bayesian backfitting and PLS required of the order of 8 hours of computation on a standard PC (compared with several weeks on a cluster for the brute-force study), and evaluated the contributions of all seventy-one neurons.
An alternative form of prior in which a single precision parameter is shared among the regression coefficients results in a shrinkage of the norm of the regression vector solution, similar to ridge regression. In this case, however, no additional crossvalidation is required to determine the ridge parameters, as these are automatically inferred. The Bayesian backfitting algorithm is also applicable within the framework of sparse Bayesian learning [7] , and provides a competitive and robust nonlinear supervised learning tool.
Bayesian Backfitting can thus completely replace PLS in LWPR, thus reducing the number of open parameters in LWPR and facilitating its probabilistic interpretation.
Discussion
Nearest-neighbor regression with spatially localized models remains one of the most data efficient and computationally efficient methods for incremental learning with automatic determination of the model complexity. In order to overcome the curse of dimensionality of local learning systems, we investigated methods of linear projection regression and how to employ them in spatially localized nonlinear function approximation for high-dimensional input data that have redundant and irrelevant components. We compared various local dimensionality reduction techniques -an analysis that resulted in choosing a localized version of Partial Least Squares regression at the core of a novel nonparametric function approximator, Locally Weighted Projection Regression (LWPR). The proposed technique was evaluated on a range of artificial and real-world data sets in up to 90D input spaces. Besides showing fast and robust learning performance due to second-order learning methods based on stochastic leave-one-out cross-validation, LWPR excelled by its low computational complexity: updating each local model with a new data point remained linear in its computational cost in the number of inputs since the algorithm accomplishes good approximation results with only three to four projections irrespective of the number of input dimensions. To our knowledge, this is the first spatially localized incremental learning system that can efficiently work in high-dimensional spaces and that is thus suited for online and realtime applications. In addition, LWPR compared favorably in its generalization performance with state-of-the-art batch regression methods like Gaussian process regression, and can provide qualitatively similar estimates of confidence bounds and predictive variances. Finally, a new algorithm, Bayesian backfitting, was suggested to replace partial least squares in the future. Bayesian backfitting is a Bayesian treatment of linear regression with automatic relevance detection of inputs and a robust EM-like incremental updating technique. Future work will investigate this algorithm in the nonlinear setting of LWPR on the way to a full Bayesian approach to approximate nearest-neighbor regression.
