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Introduction
The institutions of the European gas market have changed considerably in the last decade. Trading at gas hubs such as the National Balancing Point (NBP) in the United Kingdom and the Title Transfer Facility (TTF) in The Netherlands have gained rapid importance (Heather, 2012) . Parallel to this development, the convention of explicitly linking the gas price to the oil price has lost importance. Because oil and gas were substitutes in many processes, oil indexation became the leading pricing mechanism for gas in the 20th and early 21st century in Europe. Since the gas market has changed significantly in recent years, however, gas-togas competition seems to have become the dominant price mechanism (IGU, 2014) . Moreover, recent evidence shows that national gas markets in North-west Europe are increasingly integrated with each other, resulting in a North-west European market covering countries as the UK, France, The Netherlands, Belgium, Germany, Denmark, Italy and Austria (Growitsch et al., 2012; Kuper and Mulder, 2014; Neumann and Cullmann, 2012; Petrovich, 2013; Timera Energy, 2013) .
Nevertheless, there are still concerns regarding the intensity of competition within the European gas market as the dispersion of reserves is concentrated while the number of suppliers is limited. If firms are able to exert market power, above-competitive gas prices may result which reduces consumer welfare. Furthermore, the gas market faces periodical shocks in both supply and demand, which distort the gas prices. For example, the extremely cold weather throughout Europe in February 2012 led to a (perceived) tightness of the market supply. In addition, the Fukushima disaster and the consequent nuclear shutdown in Japan led to a substantial increase in Asian demand for LNG.
A number of different approaches to understand the factors behind gas prices have been used in the recent literature. Several
Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/enpol authors have established long run co-integrating relationships between gas and oil prices (e.g. Asche et al., 2006; Regnard and Zakoïan, 2011 , for the European gas market and Erdős, 2012; Villar and Joutz, 2006 , for the US gas market). Some papers have emphasised the role of other supply and demand fundamentals, in particular for the short-run price development because energy commodities differ in fuel density and accordingly in production, transportation and environmental cost (Smith, 2004; Mu, 2007; Brown and Yücel, 2008) . Ramberg and Parsons (2012) show that the vector error-correction models typically applied in the co-integration framework do not perform very well in explaining short run gas price development. In another fashion, Nick and Thoenes (2014) investigated the effect of market shocks in a structural vector autoregressive (SVAR) model and found that temperature, storage and supply shocks lead to relatively short lasting effects on the gas price whereas oil and coal price shocks result in more persistent effects on the gas price.
With the strongly reduced share of explicit oil indexation and the reduced options for short run gas-oil substitution in Northwest Europe (Stern, 2007 (Stern, , 2009 , the supply and demand fundamentals might have become more important for the development of the gas price at liberalised hubs. This is the reason that we estimate a reduced form model of the gas price which enables us to assess the impact of the key fundamental factors on the short term movements of the gas price.
The main question addressed in this paper is: what drives natural gas prices at liberalised European gas markets? More specific, to what extent is the gas price tied to oil and/or coal and what is the effect of other supply and demand fundamentals? This paper contributes to the literature by providing a comprehensive empirical analysis, facilitated by the collection of data for a broad set of gas-market variables. Moreover, while other papers have largely focussed on a single national market, we include a number of variables related to the North-west European market for natural gas. We define the North-west European gas market as the markets in Austria, Belgium, Denmark, France, Germany, Italy, the Netherlands and the UK. The gas networks in these countries are closely connected. In addition, gas is being exported from the Netherlands to each of these markets, which fosters the integration of the markets. As a result, changes in fundamental factors affecting supply or demand in these countries may also affect the gas price at the TTF. This paper analyses the development of spot market gas prices at the TTF hub over the period 2011-2014 by assessing the contribution of a number of supply and demand fundamentals. We focus at the TTF since it is viewed as a suitable reference hub which is the most liquid and mature trading hub in continental Europe (Heather, 2012) . The annual volume delivered at TTF is about 40 bcm while the total gas consumption in the Netherlands is about 45 bcm, which indicates that the TTF is important for the Dutch gas market (GTS, 2012) . Moreover, the TTF appears to be strongly integrated with gas hubs in neighbouring markets such as the NCG in Germany (ACM, 2014; Kuper and Mulder, 2014) . As a result, the prices on TTF and the other hubs show almost the identical pattern. The day-ahead price is appropriate because it refers to one of the most liquid traded products, which makes that the price of this product is strongly related to the underlying factors (Heather, 2010) . The liquidity of the day-ahead products follows from the depth of this market, which is significantly higher than for the other products (ACM, 2014). 1 Hence, in the short run, fundamental supply and demand factors are especially important for the development of the day-ahead price. The fundamentals include the outside temperature, the macroeconomic development, the price of substitute fuels, the concentration in physical terms on the supply side to the European market, the expected level in global gas reserves and the development in renewable energy. While assessing the impact of these factors, we control for a number of incidental events such as the inability of Gazprom to meet unexpected demand and the Fukushima disaster.
We find no evidence of a strong tie between the spot prices of natural gas, crude oil and coal over 2011-2014. The development of the gas price is mainly determined by own fundamentals. Though, a short-run link between the three energy commodities is present via arbitraging between oil indexed gas and hub gas as well as via fuel competition in the power market. Despite being a fairly concentrated market, the changes in the daily gas price do not depend on the changes in the structure on the supply side. Overall, we conclude that the day-ahead gas prices are predominantly determined by gas-market fundamentals.
The remaining of this paper is organised as follows. Section 2 describes the method of research which includes a description of the variables which are used to measure the fundamentals behind the gas price. This section also presents the data which is used to estimate the model. Section 3 presents and discusses the results. The conclusions and policy recommendations are given in Section 4.
Method and data
We estimate a reduced-form model of the gas price. This model is based on the idea that the gas price is a function of shifts in the demand and the supply curves. To determine the effect of supply and demand factors on the gas price the equation
TTF is estimated, where X and Y contain the demand and supply variables and P TTF reflects equilibrium gas prices on both the supply and demand schedules, i.e. the points of intersection of both curves. In this section we elaborate on the key factors affecting the demand and supply curves behind the TTF price. The dataset for the quantitative analysis comprises data from 4/1/2011-30/12/ 2014. It consists of daily observations except for the macroeconomic indicator which is available on a monthly frequency. The dataset does not include prices for weekends limiting the analysis to weekdays only. Table 1 gives an overview of all variables, how they are measured and the data sources. See Fig. 1 for the dayahead gas price
Price of oil
A factor which may affect both the demand and the supply of gas is the price of oil. The price of oil is relevant because of substitution properties of gas and oil (Villar and Joutz, 2006) . Substitution is primarily relevant in the electricity generation and the heavy industry. If the price of oil rises, burning gas becomes relatively cheaper, increasing the demand for gas which results in an upward pressure on the gas price. However, Stern (2007 Stern ( , 2009 argues that short-run fuel switching is hardly relevant anymore in West Europe because oil has virtually disappeared in most stationary energy sectors, maintenance of dual-fuel burners is expensive, tight environmental standards as well as the inefficiency of using oil in new gas burning technologies.
In addition to the apparent lack of short-run substitutability there are several other reasons why oil and gas should have distinct price dynamics (Smith, 2004) . The transportation costs differ and there are differences in the costs of production, processing, storage and environment. Moreover, the differences in characteristics have led gas and oil prices to be determined in different geographical market places, as noted by Ramberg and Parsons (2012) . Although regional differences between types of crude oil exist, such as Brent and West Texas Intermediate, their prices are usually correlated. Natural-gas prices at the hubs, however, are much more subject to regional supply and demand conditions. The regional gas markets are not independent from each other, and perhaps are becoming increasingly tied (Stern and Rogers, 2014 ), but regional prices can move in very different directions as can be seen from the recent divergence in European and North-American gas prices (Mulder, 2013) .
Even if the supply and demand dynamics of gas and oil differ and there is a lack of short run substitution, the price of oil influences the price of gas if the gas price is explicitly linked to the oil price in contracts, as was a common practice in Europe since the 1960s. The key question is how important this price mechanism still is for the West European market. The answer is somewhat difficult to obtain because most information sits in the private domain. The IGU (2014) nevertheless estimates that the share of oil indexation in North-west Europe decreased from 72% in 2005 to 20% in 2013.
Because of the remaining oil-indexation contracts, traders try to arbitrage between spot and contract gas insofar this is possible given the minimum take obligations in these contracts (Stern and Rogers, 2014) . If the gas spot price is below the oil-indexed contract price, the demand at hubs for spot priced gas will increase whereas demand for oil indexed gas decreases. This will increase the price of spot gas. Consequently, buyers with long term contracts try to decrease their nominations up to the minimum take obligation resulting in lower upstream production and total market supply. The opposite mechanism holds if the gas spot price is above the oil-indexed contract price.
Because of these remaining arbitrage possibilities, we include the price of oil as an independent variable. The spot price of Brent oil is the most relevant crude oil price for the West European market. Prices are specified in US Dollar per barrel. In order to account for exchange rate fluctuations the US Dollar per barrel, the price is divided by the day-ahead US Dollar/Euro exchange rate to obtain a day-ahead Euro per barrel price.
The other relevant variables for inter-fuel competition that are included are the price of North-west European coal and the price of CO2 in the European Union Emissions Trading Scheme, both in Euro per tonne as reported by Bloomberg ( Fig. 2 ).
Market structure
Although a large numbers of traders are active on the gas hubs like TTF, the supply to the gas market is concentrated because of the limited number of producers. The main sources of supply to the North-west European market are 'indigenous' production in The Netherlands and UK as well as imports from Russia, Norway, Algeria and LNG, primarily coming from Qatar. This supply can be distinguished in inflexible and flexible supply (Timera Energy, 2013) . Inflexible supply of gas include pipeline-contract gas up until take-or-pay volumes, destination-inflexible LNG cargoes (mainly into Southern Europe) and indigenous production which do not seem to respond to hub price signals in practice. While these tranches may have some flexibility (e.g. to allow for seasonality), they generally flow irrespective of the absolute level of hub prices and have therefore no primary impact. The flexible supply of gas consists of pipeline-contract gas between the takeor-pay and maximum annual contracted volume, un-contracted pipeline import flexibility from mainly Norway and Russia and flexible LNG supply.
The limited number of producers of gas to the European market raises some concerns on the degree of competitiveness of the gas market. Typically, the production and export in one country is dominated by large state-controlled companies. This gives rise to concerns regarding oligopolistic market behaviour and profound effects following supply disruptions. If firms hold a strategic position, they are able to execute market power resulting in prices above the competitive level. It should be noted that other parts of the gas market than production affect the degree of competition as well. Gas producers are often not responsible for transportation and each part of the value chain has its own dynamics. However, production is essential to understand competition in the market for gas as it are producers who determine the gas volumes the other value chains work with (Brakman et al., 2009 ). In terms of industry structure the gas market is commonly described by a Cournot configuration as the market trades in the homogenous good gas, 2 prices observed are above marginal costs, quantity is the strategic variable and a limited number of firms supply the market. To assert the degree of competition in a market the Herfindahl-Hirschman index (HHI) is widely used. The HHI is an indicator for market concentration, defined as:
where S i is the market share of firm i and n the number of firms; i.e. the aggregate of the supplier's squared market shares. As such it is an indicator for the structure of a market and signals the potential for the exertion of market power by firms. We, therefore, include the HHI in our model which is based on the supply coming from different players to the North-west European market.
The supply data includes supply from Russia, Norway, Algeria, LNG, The Netherlands and UK. 3 The daily supply is based on the supply entering the system via pipelines from Norway, The Netherlands, UK, Russia and Algeria and total LNG supply ( Fig. 3 and Table 2 ). 4 The data does not allow us to determine the source of LNG entering the system and therefore LNG is treated as a single market supplier.
Daily production data for The Netherlands and UK is readily available, but the relevant export of other suppliers to North-west Europe is not. To determine imports via the pipeline system from the most important 'foreign' suppliers, Russia, Norway and Algeria, all those gas transmission points at the 'border' of the market via which production of the respective suppliers can enter the pipeline system in Central and West Europe are identified. 5 Generally, there exists more than one receiving Transmission System Operator (TSO) at a gas transmission border point. The physical flow in MWh reported by each TSO at border points is extracted from Eclipse. For Norway 16 relevant border points are identified, arriving in The UK, France, Belgium, The Netherlands and Germany (see appendix A for a list of all the identified entry points for each non-indigenous supply source). For Russia, 4 relevant border points in 3 countries are identified: one for gas entering via Ukraine and Slovenia, two for the direct connection between Germany and Russia via the Nordstream pipeline and one for gas prices are based on energy content rather than physical volume. 3 It should be noted that because production in other European countries (e.g.
Germany, Denmark and Italy) is excluded, total supply is somewhat underestimated and the market shares and HHI are somewhat overestimated. The joint production in the omitted countries is, however, small. 4 It is not possible to distinguish the type of supply by flexibility. The vast majority of the production from Norway, Algeria and Russia enters the European system via pipelines, however, these countries also ship some LNG to North-west Europe.
entering Europe via Belarus and Poland. Algerian production enters the pipeline system at 4 border points in Spain and Italy. Regarding LNG, 18 relevant terminals in 7 countries are identified.
The production data limits us to study the period after 1/1/2011 as data is largely unavailable prior to this date. The total market supply is estimated as the aggregate of supply from each source and consequently the HHI is constructed by summing over all the squared market shares of the 6 supply sources. The HHI has increased from approximately 1900-2100 from 2011-2014 (see Fig. 4 ). 6 Table 2 shows that LNG supply to Europe has more than halved in that period, which is an important contribution to the increase in the HHI. The decrease in European LNG supply occurs simultaneously with the surge in Asian LNG demand after 2011. The increases in supply of the two largest suppliers, Russia and Norway, have contributed to the increase in the HHI (Fig. 3 ).
Storage
Storage of gas plays an important role for hub prices as storages can be used for inter-temporal arbitrage. The theory of gas storage states that the level of inventories affects the difference between spot and futures gas prices (Kaldor, 1939; Brennan, 1958; Fama and French, 1987) . Brown and Yücel (2008) find that natural gas storage has an effect on the price of gas. Due to the fact that the consumption of gas is seasonal while the production has generally more limitations to adapt its levels accordingly, storages can be used. 7 These inventories are filled in the summer for use in the winter. In addition, above normal heating and cooling-degree days put upward pressure on the gas price. Inventories above the seasonal norm depress prices while inventories below the seasonal norm have a positive effect on prices. Disruptions in production might also have a positive effect on prices. The above authors calculate a storage differential as the difference between storage in a given week and the average for that week over the past five years. These authors find that when the filling degree of a natural gas storage facility is above the seasonal norm, it depresses natural gas prices.
Traditionally, storage capacity in Europe is mainly used to smooth out the seasonal demand shape. The storage facilities demand gas in the warm period of the year when gas is injected and they become suppliers in the colder periods as gas is withdrawn. Technical restrictions on injection and withdrawal result in some inflexibility of storage facilities to respond to price signals in the short term. However, many storages currently under construction are being built for short-run arbitrage opportunities between spot and contract gas (Stern and Rogers, 2014) . Considering that most storage facilities largely operate on a yearly planned cycle, Cartea and Williams (2008) argue that deviations from the expected storage cycle are most relevant for spot price development. If inventory levels are lower than expected, storage operators demand a higher price and vice versa for storage levels above expectations.
Following the approach taken by Cartea and Williams (2008) and Brown and Yücel (2008) , we calculate a storage differential. This storage differential is calculated as the difference between the storage on a given day and the average for that day over the past n years. This can be represented as follows:
where S t is the weighted percentage of total capacity filled on a given day and ∅ t is the actual deviation from the average filling grade of the past n years, measured in percentages. In their paper, Brown and Yücel use a period of = n 5 years for their analysis. In this paper, we will use a period of 3 years as reliable data concerning the filling grade of storages in the respective countries is available as from the end of 2007.
In order to capture the impact of storage, a variable is constructed which measures the deviation in the utilisation level (i.e. filling degree) from the average North-west European storage utilisation level. The countries that possibly influence the TTF price through their storage facilities are: Austria, Denmark, France, The United Kingdom, Germany, The Netherlands, Belgium, and Italy. 8 Data for the storage variable are available on a weekly basis from October 2007 onwards. From the 1st of January 2010, data are available on a daily basis. Fig. 5 clearly shows two peaks in the beginning of the time period of analysis. The first two peaks are the winters of 2011 and 2012 respectively, which were relatively mild, while the winter of 2013 was colder than average. The winter of 2014 was a very mild winter, even more than the winters of 2011 and 2012. Storages were 13% more filled compared to the 3-year average.
Resource rents
A factor which is specifically relevant for a market of natural resources is the resource rent. According to the resource-depletion theory of Hotelling (1931) , the price of a resource is based on the actual costs of production and the resource rent. This rent is the value of having a stock of assets now which can be used in the future. The conclusion of this theory is that the net price of a natural resource grows with the rate of interest. This is, however, not generally observed in reality which can be explained by the presence of other factors affecting the price, in particular related to extraction costs, market structure and uncertainty (Gaudet, 2007) . Extraction costs are decreasing over time, due to technological Fig. 4 . Herfindahl-Hirschman Index (HHI) from 2011-2014 (daily data). Source: own calculations based on data from Eclipse. 6 The HHI is constructed by summing over all the squared market shares of the 6 supply sources. 7 Note that the Groningen gas field in the Netherlands is a prominent exception on this rule. This field acts as a swing supplier to the North-west European market offering seasonal as well as short-term flexibility. 8 For Austria and Denmark, no data on storages are available unfortunately. The other six countries mainly use 3 types of gas storage facilities, namely depleted gas fields, aquifers and salt caverns. Data for the storage facility utilisation for the UK, Belgium, Germany, France and Italy are extracted from Gas Infrastructure Europe (GIE). GTS provided the data for The Netherlands. Although the database distinguishes between the several types of storages, data concerning the actual filling grade does not make this distinction. It is therefore impossible to make an analysis with regard to specific storage types.
progress, which depress prices. The market structure has a strong influence on price as in the case of imperfect competition a tendency exists to keep production below the optimum rate which has an upward effect on prices. Finally, uncertainty about the total size of the natural resource stock is clearly a factor that influences the price. Nevertheless, the relationship between the market price of a resource and the marginal natural resource rent is expected to be positive (Faber and Proops, 1993) . The higher the resource rents, the higher the market price of the natural resource. These authors find a number of factors that influence the level of resource rents, such as the availability of the natural resource, the technical progress in natural resource extraction as well as the time preference and the length of time horizon of decision makers. In order to capture some of these factors we include a variable related to the expected future availability of resources. Based on the resourcedepletion theory, we assume that if the expected size of available resources increases, the current gas price will be lower.
The effect of large discoveries on the gas price is estimated in the regression model by including dummy variables for the 3 largest discoveries, with reserves over 400 bcm each, which were announced during the sample period. The data is extracted from WoodMackenzie. Table 3 lists all announced discoveries in the period 2011-2014 with estimated reserves of 195 bcm and over. The Russian Pobeda discovery in September 2014 was the only giant European discovery in this period. One may expect that this discovery is most relevant for the European market due to its relative proximity to the European market and the existing infrastructure between Russia and the Europe.
Demand factors
Natural gas is the primary source of heating in North-west Europe and as such, demand from residential and commercial users mainly depends on the temperature. Gas consumption is higher in the cold fall and winter periods and lower in the warmer spring and summer months. This gives rise to a profound seasonal pattern in the gas price in North-west Europe. As alternative fuels for heating are typically limitedly available, gas demand related to heating is inelastic. In the long run, however, people are able to switch from heating source and, consequently, the long run demand depends on relative fuel costs.
To control for the influence of the temperature, a Heating Degree Days measure for North-west Europe is estimated. Daily average temperatures measured at several (geographically dispersed) weather stations are extracted from the European Climate Assessment and Data (ECA&D) for Austria, Denmark, Germany, The Netherlands, UK, France and Italy. For Belgium, only daily average minimum and maximum temperatures measured at one weather station (Uccle) are available. In this case the daily average between these two is taken. Any gaps in the data are interpolated by taking the average of the next and previous available observation. Following Mu (2007) , we calculate the correlation coefficients between the temperatures reported at a weather station and the domestic monthly gas consumption as reported by Eurostat. Consequently, the weather station that yields the highest correlation coefficient is selected for construction of the North-west European HDD estimate. Weather stations with a large amount of missing values are excluded. Table 4 lists the selected weather station for each country and corresponding correlation coefficients. On the basis of these temperature series, a gas consumption weighted average daily temperature for North-west Europe is estimated which is used to construct the number of Heating Degree Days with base temperature 18°C (Fig. 6) . The weights are based on monthly natural gas consumption. The derivation of this variable can be presented as follows: Several industrial sectors use gas as primary input into their production processes. Accordingly, their gas demand depends primarily on the level of economic activity in the short run. In the long run, industrial end-users have more options to switch from a gas-fired production plant to other fuels. The economic activity is captured by including a monthly volume index (2010¼ 100) of gross production of the manufacturing sectors (ln IND) in Austria, Denmark, Germany, The Netherlands, UK, Italy, France and Belgium, extracted from Eurostat. The values for the separate countries are weighed by using data on the monthly gas consumption per country (Fig. 7) . The following equation presents the calculation of this variable:
where the subscript i denotes the respective country and m the month and δ i m , is the same gas consumption based weighting factor as in Eq. (2) . Note the monthly value of IND is used for all days in a month.
Moreover, a considerable part of electricity in North-west Europe is generated using natural gas as input. The demand for gas by gas-fired electricity generators depends primarily on the price of gas relative to other fuels used for electricity generation, in particular coal. In addition, the price of CO 2 emission, resulting from the European Emissions Trading Scheme, affects the relative cost of gas fired generators to coal fire generators as the latter emits significantly more CO 2 in the production of electricity. If the price for carbon credits increases, gas-fired generators move down in the power generation merit order, likely at the expense of coal fired plants, thereby increasing the demand for gas from the power generation sector. Hence, we include the price of coal and the price of CO 2 to capture these two effects.
The importance of gas in electricity generation varies per country. In The Netherlands natural gas accounts for the largest share in power generation, while in France it has a negligible share due to the intensive use of nuclear energy. Mainly driven by EU and national policies, there has been a vast increase in the share of renewables in electricity generation. This holds in particular for Germany, where the 'Energiewende' has resulted in a dramatic change in the energy mix. Renewables typically have very low marginal costs and have a lower position in the merit order than gas fired power plants. Demand for gas from the power sector is therefore reduced by the rise in renewable capacity in electricity generation. In order to capture this effect, we include a variable measuring the production of wind energy. As high-frequency data on wind energy is available for Germany and this country is centrally located in the North-west European region, we take these data as proxy for the production of wind energy in this region. 9 The day-ahead prediction of electricity generation from wind power in Germany is extracted from the 4 German TSOs 50 Hertz, Amperion, TenneT and TransnetBW. The sum of predicted electricity generation between super peak hours (10:00-19:00) is taken as it is during these hours when gas fired generators are most likely to run (Fig. 8 ).
Incidental shocks
In addition to the above fundamental factors, we have to control for a number of incidental shocks to the market. Supply disruptions can have a profound impact on hub prices. Because production is concentrated within a limited number of producers, disruptions in the supply of one company can lead to increased supply from more expensive sources or a decrease in total market supply. Given that demand is relatively inelastic in the short run and the flexibility of the remaining sources of supply is somewhat limited this can lead to sharp increases in spot prices at hubs following supply shocks.
In particular we include a dummy for the extremely cold temperatures throughout North-west and East Europe from the 31st of January until the 19th of February 2012. Gazprom was unable to meet the dramatic rise in demand for gas leading to shortages in a number of countries. Moreover, Russia alleged Ukraine of gas theft (Henderson and Heather, 2012) . In addition, we include dummies for the Fukushima disaster and the consequent nuclear shutdown in Japan which have led to a substantial increase in Asian demand for LNG.
Empirical model
We estimate a linear regression model to investigate how the above mentioned supply and demand variables contribute to the short run development of the gas price ( P t TTF ). This allows us to identify the existence and strength of a relationship between the gas price and the selected market fundamentals. The explanatory variables are the Brent oil price ( ) P t Brent , the price of coal (P t coal ), the price of CO 2 permits ( P t CO2 ), the Heating Degree Days ( HDD t ) as measure for outside temperature, the HHI ( HHI t ) as measure for market concentration, an index for industrial activity ( IND t ), the 6 . Heating Degree Days in Western Europe, per day in 2011-2014 (own calculations based on ECA&D). 9 As high-frequency data on generation by solar cells are not available for the period of analysis, we can only measure the impact of RES through the generation by wind turbines.
filling degree of storages ( Stor t ), a measure for the production of wind electricity in Germany ( ln Wind t ), two dummies to capture exogenous shocks to the gas market ( D t shocks ), three dummies to capture the discovery of new major gas resources ( D p t DISC ,
) and finally, dummies to control for the day-of-the-week effect ( D q d , q ¼1,2,.,5). Hence, the following model is estimated:
The subscript t indicates time and d. refers to the first differences of the variables P coal and P CO2 which are I(1).
Statistical tests
The logarithms of all variables that only take up non-zero values are taken to allow for any nonlinear relationships and to facilitate interpretation. This concerns all prices, the industry index, market supply and HHI. Table B .1 in appendix B lists the correlation coefficients between the variables and variation inflation factor (VIF) for all dependent variables, defined as ( − ) R 1/ 1 2 where R 2 corresponds to the auxiliary regression of each regressor on the other set of independent variables. The descriptive statistics are listed in Table B .2 in appendix B. From Table B .1 we conclude that if we include the full set of independent variables the estimation may suffer from severe multicollinearity since several VIF estimates are undesirably high. This seems to be caused by the high correlation between the coal price, CO 2 price and discovery dummies. If the CO 2 price and discovery dummies are omitted from the model, the VIF estimates are in an acceptable range. We estimate versions of the model both including and excluding these four variables. The sign of the coefficients and significance levels are unaffected. The White test indicates that the null hypothesis of homoskedastic errors is rejected and therefore the equations are estimated with White robust standard errors. In order to control for serial correlation in the dependent variable, we include the lag of this variable as additional explanatory variable.
Augmented Dickey-Fuller (ADF) unit root tests are used to test for the presence of unit roots in the variables. Table 5 reports the test results for the full sample period and a subsample period excluding the last quarter of 2014. For the reported results, the lag length selection is based on the Bayesian information criterion.
For the full sample period, the gas price, industry index, gas supply, HDD, HHI and wind electricity variables are stationary in levels. The CO 2 and the coal price are non-stationary in levels but stationary in their first differences which are, therefore, included in the linear regression. Although the test indicates that the storage differential is non-stationary, we are sceptical regarding this result. There is no theoretical ground for non-stationarity in this case due to the fixed limits of the variable and seasonal utilisation of storage capacity. The storage differential, therefore, is treated as I(0).
Moreover, the ADF test suggests that the oil price is non-stationary in levels. However, a visual inspection (see Fig. 1 ) of the oil price does not object to stationarity. Rather, there seems to be a structural break at the last quarter of the sample period, when the oil price almost halved in three months subsequent to a sharp decrease on the 1 st of October 2014. A Chow test confirms the existence of a structural break on this date (F (13, 712 )-test statistic is 1.87). The ADF test results for the subsample excluding the last quarter of the sample are materially the same for all variables, except for the oil price which is now stationary in levels. To derive a consistent estimator for the effect of the oil price, we therefore proceed with the subsample excluding the last quarter of 2014. 10 Some of the independent variables may suffer from an endogeneity bias due to reverse causality. The storage differential and oil price are possibly a function of the gas price themselves because oil and gas are competing fuels while the storage facilities may react to gas price fluctuations. One could argue, along the lines of the Lucas critique, that oil prices and storage behaviour are influenced by expected future gas prices, which would invalidate the exogeneity of the instruments. Other credible alternative exogenous instruments are, however, difficult to find. Hausman endogeneity tests are used to assess whether gas storage and the oil price are exogenously determined. The results are reported in Table 6 . The instruments used are the first order lags of the respective variable. The results imply that the gas storage differential is exogenously determined whereas the oil price is not. To obtain consistent estimates we use instrumental variable (IV) regression using the first order lag of the oil price as instrument for the current oil price. Fig. 8 . Generation by wind parks in Germany during peak hours (10:00-19:00), per day in 2011-2014 (Source: own calculations based on 50 Hertz, Amperion, TenneT, TransnetBW). 10 In order to further test the stationarity, we applied the Dickey-Fuller test on the residuals of the regression model. Referring to Hamilton (1994) , we must reject the null hypothesis of a unit root. Hence, we conclude that the model can be viewed as stationary.
Results and discussion
The results of the regression analysis are presented in Table 7 . To take into account that the estimation may suffer from multicollinearity two versions of (4) are estimated. The complete model in Table 7 includes all dependent variables whereas in the other model the CO 2 price and discovery dummy variables are excluded. Exclusion does not materially change the results for the other variables.
The regression estimations confirm that supply and demand fundamentals are important for short-run price determination and that prices are to a large extent determined by gas-to-gas competition. The first order lag of the gas price is highly important for the current gas price. The coefficient of approximately 0.92 suggests a high degree of inertia within the system. The estimates imply that the Brent oil price positively affects the day-ahead TTF gas price, but the effect is small. The elasticity in the complete model is 0.054 and 0.042 in the parsimonious model i.e. an increase in the price of oil by 10% increases the gas price by 0.42-0.54%. Changes in the price of coal have a positive but insignificant effect on the spot price of gas. This positive relationship is in line with the direct fuel competition between coal and gas in the power sector. The price of CO 2 does not seem to have influenced the spot price of gas during the sample period. Our estimates for the macroeconomic indicator are positive but insignificant. Deviations from the average level of storage capacity utilisation help explain daily fluctuations in the gas price, as the coefficients are significantly negative. When the filling degree of storage facilities is below expected levels, the spot price of gas is higher. The estimated effect is small as the point estimate implies that a 1 percentage point increase in the deviation from average utilisation is associated with a decrease in the gas price of approximately 0.0007-0.0008%.
As expected the coefficients for heating degree days are positive and significant at 1%, implying that the outside temperature is important for the short run development of the gas price.
There appears to be no effect of a change in the HHI on the spot price of gas. This effect is negative but statistically not significant. While the daily average HHI increased from 1905 in 2011 to 2098 in 2014, the degree of competition as measured by the HHI did not affect spot price development. Suppliers of gas to the European market do not seem to be able to exert market power and profitably raise prices. Therefore, pricing of natural gas at European hubs appears to be competitive and not affected by the degree of competition
In contrast with our a priori expectation, the sign of expected German wind generation is positive and significant at 1%. The estimated effect is small: a 0.032% increase in the day-ahead TTF price for a 1% increase in expected generation of wind. Further investigation into the Dutch-German cross-border electricity connection, however, reveals that when expected wind generation in Germany is high, the Dutch TSO operating the cross-border connection, TenneT, reduces the available cross-border electricity connection capacity significantly in order to deal with loop flows (TenneT, 2014). Consequently, domestic electricity production in The Netherlands needs to be increased to meet demand which raises the demand for gas from the Dutch power sector causing a minor upward pressure on the gas price. Hence, this result regarding the effect of renewable electricity on the gas price is related to the fact that renewable electricity may create bottlenecks in the electricity grid through loop flows. Loop flows are unscheduled flows stemming from scheduled flows within a neighbouring bidding market. Unscheduled flows are implicitly prioritised in the current market, which means that the size of the cross-border capacity which is available for trade is calculated after controlling for (expected) loop flows (Thema Consulting Group, 2013) . The existence of this problem is related to the distinction between the definitions of regional markets and the Table 6 Hausman F-test statistics for exogeneity using the first order lag as instrument (p-value in parentheses) and F-test statistic for instrument relevance.
Hausman ln(Brent oil price) 4.80 (0.028)** Gas storage 0.28 (0.597) Instrument relevance l.ln(Brent oil price) 9906 l.Gas storage 68,037
Note: ** Statistically significant at 5%. Note: ***, ** and * refer to 1%, 5% and 10% significance levels, respectively. We us the first order lag of the Brent oil price as instrument for the Brent oil price.
physical realities of the electricity networks. An policy option to solve this problem is to introduce dynamic prices for using the grid, resulting in electricity prices which are not only related to the demand and supply of electricity but also to the existence of network constraints. If these problems regarding international trade in electricity markets would be solved, an increase in the supply of renewable electricity may be expected to have a negative effect on the demand for gas and, hence, the price of gas, as gasfired power plants may be switched off to keep the power system in balance. The Fukushima nuclear disaster did not lead to higher spot gas prices at the TTF. In addition, we do not find evidence that the extremely cold weather in February 2012 throughout Europe had a significant effect on the TTF gas price. Regarding the giant discoveries, none of the giant discoveries had a significant effect on the spot price. Perhaps the typically high degree of uncertainty associated with new discoveries, for example regarding the true size of the recoverable reserves, is a reason for the lack of a reaction in gas spot prices. Another suggestion is that the lag between discovery and extraction is too long to have an effect on the current price.
The high degree of persistence in the gas price may to some extent reflect the high degree of persistence in the underlying fundamental variables. Temperature tends to develop relatively smoothly while gas storage and supply are also fairly inflexible in the short term as a result of technical restrictions and planned cycles. Disentangling flexible and inflexible supply sources and storage facilities should provide more clear evidence on these mechanisms although data limitations currently complicate such an analysis
Conclusions and policy implications
We have found that the gas prices at hubs can be viewed as prices resulting from gas-to-gas competition. Fundamental factors affecting demand or supply in the gas market have significant effects on the movements in the day-ahead gas price. Although the price of gas is still related to the price of oil, this linkage is not strong anymore. Moreover, the high degree of concentration on the supply side of the gas market does not affect the gas price, suggesting that the market prices are not distorted by a lack of competition.
Our findings indicate that the policy measures implemented in the North-west European countries to introduce competition in wholesale gas markets and to integrate these markets by reducing cross-border barriers appear to have been successful in realising an efficiently working gas market. These effective policy measures are related to the capacity-allocation mechanisms and congestion management as well as investments in cross-border capacity. Policies to further integrate national gas markets within Europe may extend this gas-to-gas competition to a larger region. These policies may contribute to realise a fully integrated European energy market as it is pursued by the European Commission (EC, 2015). 
