Abstract-We present an optimization method for unequal error protection (UEP)-LDPC codes with higher order constellations. By modifying the density evolution algorithm under the Gaussian approximation, we propose a flexible code design algorithm for a variable number of protection classes and arbitrary modulation schemes with Gray mapping. Our results show that appropriate code design for higher order constellations reduces the overall bit-error rate. Furthermore, the influence on the UEP capability of the code, that is, the difference in bit-error rate between the protection classes, is investigated.
I. INTRODUCTION
Coded modulation is a well-known technique which optimizes the coding scheme given the modulation in order to improve the performance of transmission systems [1] , [2] , [3] , [4] . Usually, the modulation alphabet is successively partitioned into smaller subsets, where each partitioning level is assigned a label. These labels are protected by separate channel codes with certain protection capabilities. The codes have to be designed carefully depending on the modulation scheme and its partitioning or labeling strategy. According to [5] , the optimal way of designing the codes is to match the different code rates to the capacities of the partitioning steps. This means that, for a given signal-to-noise ratio (SNR) and given modulation scheme and partitioning, the code rates of the single codes are fixed. However, there are also other design approaches with similar results, [6] , [7] . The corresponding channel codes can be block codes, convolutional codes, or concatenated codes.
In our approach, we use low-density parity-check (LDPC) codes, which were presented by Gallager in [8] . LDPC codes are block codes with a sparse parity-check matrix H that can be conveniently described through a graph commonly called a Tanner graph [9] . Such a graphical representation facilitates a decoding algorithm known as the message-passing algorithm. For more details on message-passing decoding, the reader is referred to an introduction by Kschischang et al. [10] . Optimization of LDPC codes as separate codes for each level in multilevel coding has been investigated in [11] amongst others.
In this paper, only one code is used for all levels instead of separate codes. A longer code (with better performance) can then be used while keeping the delay fixed. The task is to 1 formerly International University Bremen design certain local properties of the code to match the higher order constellations and assign bit positions of the modulation scheme to the codeword bits. Achieving local properties in the codeword may be done by designing the variable and/or check node degree distribution of the code in an irregular way [12] , [13] , [14] , [15] . The connection degree of the variable nodes affects the bit-error rate (BER). The message bits are divided into several classes depending on the connection degree and each class has different BER after decoding, that is, the code provides unequal error protection (UEP). In [16] , bits from the most protected modulation level are mapped to variable nodes with the best protection, that is, the variable nodes with highest connection degrees. No other optimization is performed. In [7] , the different amount of protection for each modulation level is taken into account in the initialization of the density evolution algorithm that is employed to optimize the degree distribution of the code. In our approach, we design UEP-LDPC codes while accounting for the unequal error protection which is already inherent in modulation. Regarding the modulation schemes, any conventional scheme like M -QAM or M -PSK as well as more complex schemes called hierarchical constellations [17] with Gray labeling may be used.
The paper is organized as follows. Section II presents the overall system model, while models for the modulator are given in Section III. Section IV contains the main part of this paper which includes a general description of irregular LDPC codes and the standard code optimization as well as extensions for UEP. We also explain the optimization of the degree distribution for higher order constellations and give an algorithm for the code design. In Section V, some simulation results are discussed.
II. SYSTEM MODEL
In this section, we describe the system model of the transmission scheme. Usually, in multilevel coding, the information bits are demultiplexed into l m parallel streams, where 2 lm = M is the constellation size of the modulation scheme. The different bit streams are encoded separately and are assigned to the l m partitioning steps of a modulation scheme. In our case, each independent and identically distributed (i.i.d.) information bit is assigned to one of N c −1 protection classes, which are usually defined by the source coding unit and do not 1-4244-0353-7/07/$25.00 ©2007 IEEE Fig. 1 . UEP-LDPC coded modulation scheme.
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have to be of equal size. We apply only one code C, providing N c protection classes at its output (see Fig. 1 ), where all parity bits correspond to the least protected class C Nc . The bits of the protection classes are remultiplexed and assigned to certain bit positions of the modulator, which correspond to modulation classes M 1 , . . . , M Ns . The bit assignment will be described in Section IV-A. In the following we assume an additive white Gaussian noise (AWGN) channel with noise variance σ 2 .
III. MODULATION
Let us assume a modulation scheme with M = 2 lm signal points, labeled by binary
In order to design codes for higher order constellations, we investigate the error probabilities of the individual bits. The example of 8-PSK is chosen here, but the scheme can also be designed for any other constellation.
Using the union bound, the approximate symbol-error rate expression for 8-PSK is given as [18] ,
where erfc is the complementary error function. The individual and average bit-error probabilities depend on the partitioning and labeling strategy. We will only consider Gray labeling, since it leads to the lowest overall bit-error probability. Furthermore, the bits are almost independent of each other which is important for the LDPC decoder performance. For Gray labeling, a symbol error typically results in only one bit error and, thus, one can assume that the average biterror rate isP b ≈ P s / log 2 (M ). The expressions for the biterror probabilities of the individual bits in the symbol are
¿From these different bit-error probabilities, one can determine equivalent noise variances of the single bit positions corresponding to the case of BPSK. We define the noise vector
Ns ] to be a vector that contains the equivalent noise variances for each separate bit-error rate ordered with the lowest variance first. We assume that there are N s distinct equivalent noise variances, where N s ≤ l m . The equivalent noise variances may be calculated from the individual bit-error rates by σ
Note that these expressions are obtained by applying the union bound. The approximations are assumed to be appropriate for our purposes but can be replaced by more exact formulas. In the following, we assume that N s equivalent BPSK channels are employed instead of the higher order constellation channel. We claim that this approximation meets our requirements since the system employs Gray mapping.
IV. UEP-LDPC CODES
As a channel code, we choose a UEP-LDPC code. There are different methods for achieving UEP with LDPC codes, the probably most obvious one is puncturing a certain amount of the code bits before modulation. The receiver does not have any knowledge about these bits and assumes all signals of the input alphabet with equal probability. Two other possibilities for obtaining UEP were presented in [14] and [15] . Both approaches use irregular LDPC codes and optimize the irregularities of the code in order to obtain several classes of protection within the codeword. More precisely, the authors in [14] optimize the irregular variable node (also called bit node) degree distribution while keeping the check node degree distribution fixed, whereas in [15] , the check node degree distribution is adapted, keeping the variable node degree distribution fixed. We will follow the approach from [14] . The next section gives a general description of UEP-LDPC codes by considering degree distributions.
A. General Description
LDPC codes are block codes with a sparse parity-check matrix H of dimension (n − k) × n, where R = k/n denotes the code rate and k and n are the lengths of the information word and the codeword. The codes can be represented as a bipartite graph, called Tanner graph. The graph consists of two types of nodes, variable nodes and check nodes, which correspond to the bits of the codeword and to the parity-check constraints, respectively. A variable node is connected to a check node if the bit is included in the parity-check constraint. For regular LDPC codes, all variable nodes and check nodes have fixed variable node degree and check node degree, respectively. However, irregular LDPC codes are known to approach capacity closer than regular LDPC codes. The irregular variable node and check node degree distributions may be defined by the polynomials
where d vmax and d cmax are the maximum variable and check node degree [19] . The degree distributions describe the proportion of edges connected to nodes with a certain degree. In order to optimize the degree distribution of an irregular LDPC code, the decoding behavior has to be investigated. Using a message-passing algorithm, the messages along the edges of the graph are updated iteratively. The mutual information messages at the input of a variable node and a check node at iteration l can be computed by means of density evolution This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2007 proceedings.
using the Gaussian approximation [20] to be
with J(·) computing the mutual information x = J(m) by
dz for a consistent Gaussian random variable z ∼ N (m, 2m). These update rules are valid only when all bits belong to one modulation class with noise variance σ 2 . For the case of UEP-LDPC codes, we follow the approach from [14] and define an overall check node degree distribution and different variable node degree distributions for the N c protection classes, i.e.,
Since the variable node degree distributions give proportions of edges connected to variable nodes of certain degrees, the constraint
must be fulfilled. Different variable node degree distributions lead to a modified update rule for the messages from variable nodes to check nodes
The update rule for the messages from check nodes to variable nodes stays the same since the check node degree distribution is constant. This paper considers the design of UEP-LDPC codes for higher order constellations, where the individual bits in the symbol may have different error probabilities. The aim of the code design is to reduce the overall BER by taking these different error probabilities into account. The design algorithm should also give the possibility to trade overall BER for UEP capability. The natural way of assigning bits from modulation classes to protection classes to achieve UEP, is to use the best protected bits from the modulation, that is, modulation class M 1 , for protection class C 1 and continue like that until all bits have been assigned to a protection class. However, this assignment is not necessarily expected to give a degree distribution with the lowest possible threshold, where the threshold is defined as the lowest E b /N 0 for which density evolution converges. As is discussed later on, there is always a tradeoff between a low threshold and good UEP capability. By introducing different variable node degree distributions also for each modulation class, linear programming may be used to assign bits from the modulation classes to the protection classes.
B. Notations
We consider a UEP-LDPC code with N c protection classes. The proportions of each class are given by the normalized lengths of each class corresponding to the information bits, α = [α 1 , . . . , α Nc−1 ]. The proportion distribution of the bits in the codeword belonging to the protection classes is given by p = [α 1 R, . . . , α Nc−1 R, (1 − R)]. N s is the number of different bit-error rates for the bits in a symbol and we will describe the bits with a distinct bit-error rate as belonging to one modulation class. β = [β 1 , . . . , β Ns ] defines the proportion of bits that belongs to each modulation class.
The
T describes the check node degree distribution. For later purposes, we also
T and 1 to be an all-ones vector of appropriate length.
C. Optimization of the Degree Distribution for Higher Order Constellations
For higher order constellations (HOC), the update rule (10) has to be modified to take different noise variances for different variable nodes into account. Similar to [7] , the update rule may be written
Equations (5) and (11) can now be combined to yield the mutual information evolution of the LDPC code
If
, then λ and ρ describe a code for which density evolution converges for the noise variance vector σ 2 . UEP capability may be obtained by optimizing each protection class after another by linear programming, starting with the best protected class and fixing the degree distributions of the already optimized classes during the optimization of the following classes, [14] . It is well-known that a higher connectivity of a variable node leads to better protection. Thus, the optimization target is to find a variable node degree distribution for the whole code that maximizes the average variable node degree of the class being optimized. The target function for protection class C k can be formulated as
This target function results in a degree distribution with UEP capability, but the only requirement on the assignment of the code bits to the modulation classes is that density evolution must converge for the given degree distribution. In order to achieve UEP, one would assign as many bits as possible from better modulation classes to the protection class being optimized. This can be done by introducing a scaling factor k j for the modulation classes, where the only requirement is
The factor k j will appear later in the target function (16) of the algorithm where it has the effect that the linear programming algorithm, if possible while fulfilling all constraints, will use modulation classes with low noise variance for the best protected classes. When designing good LDPC code ensembles, the stability condition which ensures convergence of the density evolution for mutual information close to one should be fulfilled [19] . The stability condition gives an upper bound on the number of degree-2 variable nodes. For a BPSK scheme, where all bits are affected by the same noise variance, we have [19] 1 (4)) and, thus, different densities. We use the average density, which is given by utilizing the modulation class proportions β,
We are very well aware that this is an approximation but assume appropriateness for the ensemble of code constructions with given β.
D. Optimization Algorithm
The optimization algorithm proposed here is a modification of the hierarchical optimization algorithm presented in [14] for higher order constellations. The optimization is performed at E b /N 0 = δ + (this will be the threshold of the optimized code), where δ is the lowest possible threshold in dB for the given ρ and d vmax , and is the offset from the lowest threshold that gives freedom in the choice of λ to enable design of a UEP code.
The algorithm can be divided into two parts, global optimization and local optimization. In the global optimization, the local optimization is executed class after class for a given E b /N 0 . In the local optimization, λ is optimized to maximize the scaled average variable node degree of class C k while using the best possible modulation class, assuming that classes C 1 , . . . , C k−1 have already been optimized and that λ C1 Mj , ..., λ
Mj , ∀j, are fixed. In order to find a maximum average degree of the class being optimized, the algorithm starts by setting the minimum variable node degree of this class to some maximum value, conveniently the maximum variable node degree of the code, and tries to find a solution. In case of failure, the minimum variable node degree is successively reduced until the algorithm succeeds in finding an overall degree distribution which fulfills the constraints.
The global optimization can be stated as follows. 1) Fix E b /N 0 = δ + and calculate σ 2 . 2) Find λ by performing local optimization for each protection class. For the local optimization of class C k , a linear programming routine is executed, which requires definition of the check node degree distribution ρ, E b /N 0 = δ + in dB, and the maximum variable node degree d vmax .
under the constraints
[C3] Convergence constraints, see (12)
[C4] Stability condition, see (14) and (15)
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[C6] Previous optimization constraints
E. Code Construction
When the optimal degree distribution of the variable nodes is found, a parity-check matrix is constructed by the Approximate Cycle Extrinsic message degree (ACE) algorithm [21] . The ACE algorithm constructs a parity-check matrix following a given variable node degree distribution while selectively avoiding small cycle clusters that are isolated from the rest of the graph. The ACE algorithm has good performance in the error-floor region for irregular LDPC codes.
V. SIMULATION RESULTS
In this section, simulation results for an example with 8-PSK are presented. We denote our scheme by higher order constellation UEP ("HOC-UEP"), which is a UEP-LDPC code optimized for the different σ 9 , which is found by numerical optimization in [19] to be a good check node degree distribution for d vmax = 30. Table I shows the degree distributions given by the two design algorithms. For the UEP scheme, we arbitrarily choose = 0.1 dB to allow for some unequal error protection. The resulting degree distributions λ C k are given for each protection class C k . The minimum threshold δ of the HOC-UEP code is 0.27 dB lower than of the corresponding UEP code. Thus, we design the HOC-UEP code for = 0.37 dB in order to have the same thresholds for both schemes. The degree distributions of the HOC-UEP scheme, λ C k Mj , are also given in Table I . For comparison, the degree distributions for both algorithms are also shown for the minimum thresholds, that is, = 0 dB.
Finite length codeword simulations with n = 4096 and 50 decoding iterations are performed using the equivalent BPSK channels. Simulations verify that 8-PSK modulation and demodulation give almost exactly the same results as simulations with the equivalent BPSK channels. We assume that a soft demapper provides the message passing decoder with the channel log-likelihood ratios (LLRs) in any case using higher order constellation modulation and demodulation. Note that the channel LLRs are computed using the appropriate noise variances σ 2 j of the modulation classes. Fig. 2 shows the overall BER after 50 decoding iterations. By design, the overall BERs for the codes with = 0 dB are higher than for the corresponding codes with = 0 dB. This is because the thresholds of the codes are increased in order to allow an increased average variable node degree of the most protected classes. Fig. 2 also shows that for high E b /N 0 , the overall BERs of the HOC-UEP codes are lower than for the UEP codes. The overall BER of the HOC-UEP = 0.37 dB code is lower than the overall BER of the UEP = 0.1 dB code, even though they are designed for the same threshold. For an overall BER of 10 −5 , there is a gain of around 0.7 dB by the HOC-UEP scheme.
The BER performances of the individual protection classes C 1 and C 2 for the UEP scheme are shown in Fig. 3 . The UEP capability, that is, the difference in BER between class C 1 and C 2 , is increased with increasing . For = 0 dB, the UEP capability is accomplished by assignment of high degree variable nodes to the most protected classes. Fig. 4 shows the BER performance of protection classes C 1 and C 2 for the HOC-UEP scheme. The results show that the HOC-UEP = 0.37 dB code has more UEP capability than the HOC-UEP = 0 dB code. A comparison of the UEP capability for the UEP scheme and the HOC-UEP scheme suggests that a high is needed for the HOC-UEP scheme in order to achieve UEP. However, a high does not seem to affect the overall BER of the HOC-UEP scheme much for high E b /N 0 , see Fig. 2 . Comparing the individual protection classes of the HOC-UEP = 0.37 dB and the UEP = 0.1 dB scheme at BER 10 −5 , we gain 0.1 dB for protection class C 1 and (expected) 0.7 dB for class C 2 . These gains are expected to be even higher for lower BERs.
VI. CONCLUSIONS
In this paper, we present a flexible design method for UEP-LDPC codes with higher order constellations which is applicable to arbitrary signal constellations and arbitrary number and proportions of the protection classes. For an example with 8-PSK, it is shown that the overall BER is reduced by the proposed method and there is a gain of 0.7 dB at BER 10 −5 . The results for the individual protection classes show only slightly reduced UEP capability for the new design method, but lower bit-error rates for all protection classes corresponding to information bits.
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