The role of phonology-to-spelling consistency (i.e., feedback consistency) was investigated in 3 lexical decision experiments in both the visual and auditory modalities in French and English. No evidence for a feedback consistency effect was found in the visual modality, either in English or in French, despite the fact that consistency was manipulated for different kinds of units (onsets and rimes). In contrast, robust feedback consistency effects were obtained in the auditory lexical decision task in both English and French when exactly the same items that produced a null effect in the visual modality were used. Neural network simulations are presented to show that previous demonstrations of feedback consistency effects in the visual modality can be simulated with a model that is not sensitive to feedback consistency, suggesting that these effects might have come from various confounds. These simulations, together with the authors' results, suggest that there are no feedback consistency effects in the visual modality. In contrast, such effects are clearly present in the auditory modality. Given that orthographic information is absent from current models of spoken word recognition, the present findings present a major challenge to these models.
More than a decade ago, Stone, Vanhoy, and Van Orden (1997) put forward one of the most intriguing and counterintuitive hypotheses in the history of visual word recognition. According to this hypothesis, visual word recognition is influenced not only by the consistency of the mapping between spelling and sound (i.e., whether orthography is pronounced consistently) but also by the consistency of the mapping between sound and spelling (whether phonology is spelled consistently). These bidirectional consistency effects were predicted in the context of Stone and Van Orden's (1994) recurrent network theory of word perception (see Figure 1) . In a recurrent network, the flow of activation is inherently bidirectional. Consistent symmetrical relations result in stable and fast activation, whereas inconsistent and asymmetrical relations slow down the system on its way to equilibrium (Tuller, Case, Ding, & Kelso, 1994; Van Orden, 2002; Van Orden, Jansen op de Haar, & Bosman, 1997) . Thus, according to the model, inconsistency in both directions (spelling to sound, and sound to spelling) should slow down word recognition. In reference to this model, spellingto-sound consistency was called feedforward consistency, whereas sound-to-spelling consistency was called feedback consistency.
The novelty of Stone et al.'s (1997) proposal was the existence of a feedback consistency effect (feedforward consistency effects had been observed previously but only in reading aloud; e.g., Jared, McRae, & Seidenberg, 1990; Seidenberg, Waters, Barnes, & Tanenhaus, 1984; Taraban & McClelland, 1987) . The existence of feedback consistency effects was demonstrated in the visual lexical decision task (LDT). Stone et al. manipulated feedback consistency at the rime level. That is, in the feedback inconsistent condition, words contained rimes that could potentially be spelled in multiple ways (e.g., i p could be spelled EEP or EAP). In the feedback consistent condition, words contained rimes that were always spelled the same way (e.g., ∧k is always spelled UCK). Stone et al. found that lexical decisions to feedback inconsistent words were, on average, 33 ms longer than those to consistent words. Moreover, feedback inconsistent words produced more errors than did feedback consistent words (9.8% versus 3.3%).
The existence of a feedback consistency effect was surprising. From a traditional information processing view, processes should flow only downstream, as from spelling to phonology. It should not matter in visual word recognition that a pronunciation may have more than one spelling. Thus, the existence of feedback consistency effects was perceived as a major theoretical challenge to more traditional bottom-up theories of word recognition (Norris, McQueen, & Cutler, 2000) .
Replications and Failures to Replicate
Shortly after Stone et al.'s (1997) seminal article, Ziegler, Montant, and Jacobs (1997) were the first to replicate feedback consistency effects in French, a language with a high degree of feedback inconsistency (see Ziegler, Jacobs, & Stone, 1996) . As did Stone et al., they manipulated rime consistency and found that visual lexical decisions to feedback inconsistent words took, on average, 33 ms longer than lexical decisions to feedback consistent words. Moreover, Ziegler, Montant, and Jacobs (1997) also found a feedback consistency effect in the naming task, but the effect was smaller and less reliable than in lexical decision.
Soon after these two publications, Peereman, Content, and Bonin (1998) challenged the feedback consistency hypothesis. In a series of five experiments conducted in French, they showed that feedback consistency affected orthographic processes in writing but not lexical decision. To address the discrepancy between their findings and those of Ziegler, Montant, and Jacobs (1997) , they successfully replicated Ziegler, Montant, and Jacobs' feedback consistency effect when using Ziegler, Montant, and Jacobs' items. However, they then argued that Ziegler, Montant, and Jacobs' finding was due to a confound between feedback consistency and subjective (rated) familiarity. Indeed, when subjective familiarity was partialed out, the feedback consistency effect disappeared.
In English, evidence for feedback consistency effects looked somewhat stronger. Although Stone et al.'s (1997) experiments were criticized by Peereman et al. (1998) for potential familiarity and frequency confounds, two recent studies reported robust feedback consistency effects in English with frequency and subjective familiarity being controlled for (Lacruz & Folk, 2004; Perry, 2003) . Indeed, Lacruz and Folk (2004) reported significant feedforward and feedback consistency effects in both lexical decision and naming. Items were either feedforward inconsistent or feedback inconsistent or both (eight items per group). The three groups were controlled not only for frequency but also for subjective familiarity and a number of other variables, such as word length, orthographic neighborhood, bigram frequency, and summed frequency of friends. In lexical decision, feedback consistency effects were significant for both high-and low-frequency words (32 ms and 23 ms, respectively). Exactly the same pattern was found in the naming task. Feedback consistency effects were present for both high-and low-frequency words.
Although the data by Lacruz and Folk (2004) seemed convincing and robust, their results have been criticized in a recent study by Massaro and Jesse (2005) . They argued that Lacruz and Folk as well as all previous studies have failed to match consistent and inconsistent words on the initial onset cluster. While it is difficult to see how the failure to match for the onset could affect Lacruz and Folk's lexical decision data, it is clearly a problem for the naming results. In their study, Massaro and Jesse used Stone et al.'s (1997) original 2 ϫ 2 factorial manipulation of feedforward and feedback consistency (18 items per cell). Items were matched for initial phonemes, frequency, subjective familiarity, and bigram frequency. They also used two types of naming tasks: a postvocalic immediate naming task and a delayed naming task with variable interstimulus interval. Their results showed feedback consistency effects that were significant by subjects (not by items). However, these feedback consistency effects were significant both in immediate and in delayed naming. Massaro and Jesse therefore argued that the feedback consistency effects must be due to postperceptual (e.g., articulatory) processes.
One inevitable problem is that feedback consistency must be manipulated between items. Therefore, uncontrolled and/or confounded variables might explain part of the feedback consistency effect. This issue is particularly damaging in the study of Lacruz and Folk (2004) because of the small number of items per cell (eight in their study). A solution to this problem is to investigate the existence of feedback consistency effects in large-scale databases (Balota, Cortese, Sergent-Marshall, Spieler, & Yap, 2004) .
Spelling Phonology
Feedforward Feedback Figure 1 . Schematic description of the resonance model (adapted from Van Orden & Goldinger, 1994) .
Because such databases of lexical decision and naming performance contain a large sample of words, confounded factors can be partialed out more effectively. Indeed, Balota et al. (2004) investigated in great detail the effects of feedback consistency for both the onset and the rime unit. They found that feedback consistency explained a small but significant portion of the variance but only in naming, not in lexical decision. This finding is opposite to that of Ziegler, Montant, and Jacobs (1997) , who found stronger effects in lexical decision than in naming. Clearly, if lexical decision were to encourage feedback processes for the purpose of spelling verification (Ziegler, Jacobs, & Klueppel, 2001) , one would predict stronger feedback consistency effects in lexical decision than in naming. Finally, Kessler, Treiman, and Mullennix (2007) analyzed data from four megastudies. They first conducted an ordinary regression using a variety of quantitative measures as independent variables (e.g., frequency, familiarity, neighborhood, bigram frequency, feedforward consistency, etc.). In this first step, feedback consistency was not included. They then calculated the residual variance (difference between predicted and observed response time values) and checked how much of the residual variance was accounted for by feedback consistency. They found that feedback consistency had a significant effect in only 1 out of 10 comparisons. However, one problem with this approach is that feedback consistency is naturally confounded with variables, such as orthographic neighborhood or bigram frequency (feedback inconsistent words tend to have few neighbors and low-frequency bigrams). By using such highly intercorrelated variables in the first step of the regression, they of course reduced the chance of finding a significant feedback consistency effect.
Feedback Consistency Effects in the Auditory Modality
The difficulty to obtain reliable feedback consistency effects in the visual modality contrasts with the stability of the effect in the auditory modality. Up to now, more than a dozen studies have reported such effects in different languages and tasks (Chereau, Gaskell, & Dumay, 2007; K. M. Miller & Swick, 2003; Pattamadilok, Morais, Ventura, & Kolinsky, 2007; Pattamadilok, Perre, Dufau, & Ziegler, in press; Perre & Ziegler, 2008; Slowiaczek, Soltano, Wieting, & Bishop, 2003; Taft, Castles, Davis, Lazendic, & Nguyen-Hoan, 2008; Ventura, Morais, Pattamadilok, & Kolinsky, 2004; Ziegler & Ferrand, 1998; Ziegler, Ferrand, & Montant, 2004; Ziegler & Muneaux, 2007; Ziegler, Muneaux, & Grainger, 2003) . In a first study, Ziegler and Ferrand (1998) manipulated the feedback consistency of the rime in an auditory LDT in French. Note that feedback consistency is defined similarly regardless of the modality. That is, both in the visual and the auditory modality, feedback consistency is defined as the consistency between phonology and spelling (see Figure 1 ). In the feedback inconsistent condition, spoken words had rimes that could be spelled in multiple ways. In the feedback consistent condition, words had rimes that could be spelled only one way. Ziegler and Ferrand found that auditory lexical decisions to inconsistent words took longer and yielded more errors than did those to consistent words. These effects were obtained despite the fact that rated familiarity was taken into account.
The existence of feedback consistency effects in the auditory modality was replicated in numerous experiments. First, in a study in Portuguese, Ventura et al. (2004) found that words with rimes that can be spelled in two different ways (inconsistent condition) produced longer auditory lexical decision latencies and more errors than did consistent words. The consistency effect was not obtained in the shadowing task, suggesting that lexical involvement is required for the effect to occur.
Second, the auditory feedback consistency effect was replicated in an auditory LDT with a graded consistency manipulation . In this study, rime phonology was held constant and the probability/frequency with which phonology mapped onto spelling was manipulated. Half of the words had a dominant (frequent) spelling pattern, whereas the other half had a subdominant (rare) spelling pattern. The results showed that lexical decisions to words with subdominant spellings took longer and were more error-prone than were lexical decisions to words with dominant spellings. Because rime phonology was identical for dominant/subdominant pairs, this finding not only replicated the auditory feedback consistency effect but also excluded the possibility that phonetic/phonological factors would explain its occurrence.
Finally, Ziegler and Muneaux (2007) showed that orthographic influences on spoken word recognition are tightly linked to the acquisition of literacy. In a developmental study, they showed that prior to literacy, auditory lexical decisions were not influenced by the spellings of spoken words. In contrast, as soon as literacy developed, spoken word recognition became affected by the orthographic similarity/consistency of spoken words (see also Goswami, Ziegler, & Richardson, 2005) . As early as Grade 1, the size of the feedback consistency effect was predicted by the reading level of a child.
Two explanations have been proposed to explain these effects. The first assumes that orthography is activated online during spoken word recognition (Perre & Ziegler, 2008) . The idea is that during learning to read, strong and permanent associations form between orthography and phonology. From then on, the processing of visual and spoken language is tightly linked through a single network that binds the orthographic and phonological aspects of words. As a consequence, orthographic information is coactivated online whenever we hear a spoken word. If a word has multiple spellings, the different orthographic patterns compete, slowing down spoken word recognition. The second explanation assumes that orthographic consistency plays a major role during the restructuring of phonological representations (Muneaux & Ziegler, 2004; ). The idea is that orthographically consistent words develop better and finer-grained phonological representations in the course of reading development. Thus, orthography would not be coactivated in an online fashion but rather would influence the quality of phonological representations at an earlier stage. Which of these explanations turns out to be correct is still a matter of debate.
In sum, in contrast to the feedback consistency effect in the visual modality, feedback consistency effects in the auditory modality appear quite robust. Of course, the feedback consistency effect in the auditory modality is somewhat more direct than the one in the visual modality because the auditory effect requires only a simple "one-way" feedback from phonology to orthography (i.e., coactivation). The feedback consistency effect in the visual modality is less direct because it necessitates two steps: phonology needs to be activated first, before it can feed back to orthography (see Figure 1) .
The Present Study
The goal of the present study was to reinvestigate feedback consistency effects in the visual and auditory modality. One possible explanation for the weakness of the feedback consistency effect in the visual modality is related to the nature of the units that have been manipulated. Indeed, most previous studies manipulated feedback consistency at the level of the rime (e.g., Stone et al., 1997; Ziegler, Montant, & Jacobs, 1997) . Clearly, the rime is a salient unit in phonology (De Cara & Goswami, 2002 ) but not necessarily in orthography (Peereman & Content, 1997; Rey, Ziegler, & Jacobs, 2000) . Thus, manipulating the orthographic properties of the rime might produce more stable results in the auditory modality than in the visual modality.
The nature of the units might also explain why the feedback consistency effect in the visual LDT appears to be more robust in English (three studies found reliable effects) than in French. That is, in English the rime plays a special role not only in phonology but also in orthography (Treiman, Mullennix, Bijeljac-Babic, & Richmond-Welty, 1995) . The reason for this is that the orthographic rime disambiguates the inconsistency of the smaller vowel units. In English, the degree of consistency (consistency ratio) of the vowel unit is only .51, on average. However, if one takes into account the consonants that follow the vowel, the consistency increases to around .80. This situation is different in French because the vowel unit is much more consistent in French (i.e., .91). Therefore, the benefits of taking the rime into account are necessarily smaller in French than in English (the consistency ratio in French increases from .91 to .95 by taking the rime into account; see Peereman & Content, 1997) . Thus, cross-language differences could explain why feedback consistency effects in the visual modality are less robust in languages other than English (see also Goswami et al., 2005) .
The goal of the present study, therefore, was to investigate feedback consistency effects in the visual and the auditory domains by studying both onset and rime consistency. Indeed, many studies suggest that word initial information plays an important role in both visual and auditory processing (Coltheart & Rastle, 1994; Coltheart, Woollams, Kinoshita, & Perry, 1999; Connine, Blasko, & Titone, 1993; Forster & Davis, 1991; Lima & Inhoff, 1985; Marslen-Wilson & Welsh, 1978; Vitevitch, 2002) . For example, in the visual modality, the spelling-to-sound regularity of the onset is more important than that of units occurring after the onset (Rastle & Coltheart, 1999) . In the auditory modality, words with a competitor in word-initial positions produce stronger interference than did words with a competitor in word-final positions (Allopenna, Magnuson, & Tanenhaus, 1998) .
In Experiment 1, we used a factorial design to manipulate both the consistency of the onset (consonant-vowel cluster) and the consistency of the rime (vowel-consonant cluster) in a visual LDT. If onset consistency is more important than rime consistency, in French, then we should obtain a reliable feedback consistency effect for the onset. In Experiment 2, we directly contrast feedback consistency effects in the visual and auditory domains using the same items in a visual and an auditory LDT. None of the published experiments has directly compared the feedback consistency in the visual and the auditory modalities using the same items. Finally, in Experiment 3 we test the idea that feedback consistency effects in the auditory domain are generally more stable because of the fact that, in the auditory domain, feedback from phonology to spelling is more direct than in the visual domain. If bidirectional feedback effects are generally difficult to obtain, regardless of modality, then feedforward (spelling-tosound) consistency effects in the auditory domain should not be easier to obtain than feedback (sound-to-spelling) consistency effects in the visual domain. This experiment was conducted in English because the manipulation of bidirectional consistency is more limited in French.
Experiment 1
The goal of the experiment was to investigate whether one could obtain robust feedback consistency effects in the visual LDT in French when the consistency manipulation was extended to the beginning of words. Thus, feedback consistency was manipulated in a 2 ϫ 2 factorial design with onset consistency and rime consistency as variables.
Method
Participants. Seventy-six native speakers of French took part in Experiment 1: 36 participated in the LDT, and 40 gave familiarity ratings for the items. The participants were psychology students at the Université René Descartes in Paris.
Items. The factorial manipulation of onset and rime consistency resulted in four groups: (1) onset consistent and rime consistent, 1 (2) onset inconsistent and rime consistent, (3) onset consistent and rime inconsistent, and (4) onset inconsistent and rime inconsistent. Each group contained 25 words (see Appendix A for a complete list). Items were in the low to medium frequency range. We avoided extremely low frequency items (Ͻ 2 per million) because previous research has shown that such items produce error rates up to 80% (Peereman et al., 1998) . Such high-error items would then need to be excluded anyway. Items were selected on the basis of statistical analyses of feedback consistency in French (Ziegler et al., 1996) . The four groups were matched on number of letters, word frequency according to two word frequency counts (Lexique: New, Pallier, Ferrand, & Matos, 2001; and LexOp: Peereman & Content, 1999) , orthographic neighborhood, and feedforward consistency. Finally, we asked participants to rate the familiarity of the words on a 7-point Likert scale. Item characteristics are given in Table 1 .
One hundred orthographically legal and pronounceable nonwords were created by changing a single letter (at the beginning, the middle, or the end) in existing words, which were matched in frequency and length to the critical words. Thus, the nonwords were tightly matched to real words in terms of length and neighborhood characteristics. On average, the nonwords had 3.8 orthographic neighbors, which is comparable to the neighborhood char-acteristics of the real words. Also, none of the nonwords contained any illegal bigrams, and no consistency manipulation was performed on the nonwords.
Procedure. Participants were tested individually in a soundproof room. A classic LDT without feedback was used. This and the following experiments were controlled by means of DMDX software (Forster & Forster, 2003) . Both speed and accuracy were emphasized. Each trial was preceded by a fixation cross (500 ms). The stimulus remained visible on the screen until the participant responded using the computer keyboard. Participants received 10 practice trials, for which feedback was provided.
Results
Five items were excluded due to excessively high error rates (Ͼ 50%; see Appendix A). The four word groups were still perfectly matched on frequency and all other potentially confounding variables. In fact, the item statistics reported in Table 1 were recomputed after eliminating these five items. The remaining data were trimmed according to a 3-SD cutoff (1.6% outliers). Data were analyzed in a 2 ϫ 2 analysis of variance (ANOVA) with onset consistency and rime consistency as variables. Analyses were performed for participants (F 1 ) and items (F 2 ). Results are presented in Table 2 .
In the latency data, there was no significant effect of either onset consistency,
The interaction between the effects of onset consistency and rime consistency failed to reach significance, F 1 (1, 35) ϭ 2.8, p Ͼ .10; F 2 (1, 91) ϭ 0.26, p Ͼ .60.
In the error data, the main effect of onset consistency was not significant, F 1 (1, 35) ϭ 1.89, p Ͼ 0.10; F 2 (1, 91) ϭ 0.52, p Ͼ .40. The main effect of rime consistency was significant by participants but not by items, F 1 (1, 35) ϭ 10.51, p Ͻ .01; F 2 (1, 91) ϭ 1.8, p Ͼ .18. The interaction between these two variables was not significant, p Ͼ .70.
In summary, the present experiment showed no convincing evidence for the existence of feedback consistency effects in the visual LDT. Only the error data exhibited a small effect of rime consistency (4% vs. 6%, for feedback consistent vs. inconsistent words, respectively). However, this effect was significant only by participants and not by items.
One potential problem with the present null finding is the fact that the present experiment used items from the low to medium frequency range, whereas previous studies tended to use items of extremely low frequency (e.g., Stone et al., 1997; Ziegler, Montant, & Jacobs, 1997) . Given that consistency effects tend to be more reliable for low-frequency words (Seidenberg et al., 1984 , but see Jared, 2002 , it could be possible that we missed a feedback consistency effect in the present experiment. Because of the relatively large number of items in each cell, we were able to address this problem in a post hoc analysis using only items with a frequency smaller than 20 per million, resulting in an average frequency of 6.0 per million according to Lexique and 7.2 per million according to LexOp. This selection left us with 16 items per cell, which is still twice as many as in Lacruz and Folk's (2004) study. Also, the four groups were still perfectly matched for frequency on both databases and subjective familiarity (all ps Ͼ .20). The results of this post hoc analysis are presented in Table 3 . As before, the data were submitted to a 2 ϫ 2 ANOVA with onset consistency and rime consistency as variables. The latency data showed no significant effect of either onset consistency or rime consistency, and no significant interaction between the two variables (all Fs Ͻ 1, ps Ͼ .50). Similarly, the error data showed no significant main effects or interactions (all Fs Ͻ 1.8, ps Ͼ .18).
Discussion
The goal of the present experiment was to give feedback consistency a second chance. That is, in the present experiment, we manipulated feedback consistency of the onset as well as the rime. If previous studies in French yielded unreliable results because onset consistency had not been controlled for, or because onsets are more important units than rimes are, then we should have found clear feedback consistency effects for either unit. However, this was not the case. The present experiment showed no compelling evidence for the existence of a feedback consistency effect in the visual LDT in French. Note that items in the present experiment were more carefully controlled than were items in previous experiments. For example, the groups were matched on recent frequency counts, and unlike the items used in Ziegler, Montant, and Jacobs (1997), they were matched on rated familiarity. Thus, the results of the present experiment join those of Peereman et al. (1998) to suggest that feedback consistency effects in the visual modality are unreliable.
Experiment 2
Fragile feedback consistency effects in the visual LDT stand in sharp contrast with robust feedback consistency effects in the auditory LDT (see references in the introduction). The goal of this experiment was to investigate feedback consistency using the same items in the visual and auditory LDT. If the feedback consistency effect were modality-specific, then we should obtain robust feedback consistency effects in the auditory LDT with the same items that produce no feedback consistency effects in the visual LDT. Experiment 2 replicated the design of Experiment 1. A partially new item set was selected for Experiment 2. This was done because the four groups had to be matched for phonological neighborhood size in order to use the same items in the auditory LDT. Indeed, phonological neighborhood has a strong inhibitory effect on auditory lexical decision (Goldinger, Luce, & Pisoni, 1989; Luce, Pisoni, & Goldinger, 1990; Vitevitch & Luce, 1998; Ziegler et al., 2003) . Apart from these changes, the design of Experiment 2 was identical to that of Experiment 1.
Method
Participants. Ninety-five university students participated in the experiment (38 in the visual LDT and 57 in the auditory LDT). None of them had participated in Experiment 1.
Items. We used the same design as in Experiment 1, but we matched the four groups much more tightly on phonological variables than was the case in Experiment 1. Item characteristics are presented in Table 4 , and all items are listed in Appendix B. It was difficult to simultaneously match for orthographic and phonological neighborhood. Thus, the choice was made to give preference to the control of phonological neighborhood. As a consequence, feedback consistent words had slightly more orthographic neighbors than did inconsistent words. This is not a problem, however, because words with many orthographic neighbors produce faster latencies in the visual LDT than do words with few orthographic neighbors. Therefore, if anything, the fact that consistent words had more orthographic neighbors should be in favor of finding feedback consistency effects in the visual LDT. The nonwords were the same as in Experiment 1.
Procedure. The procedure was identical to that in Experiment 1. In the auditory LDT, the clock was started at the onset of the auditory stimulus and was stopped when the participant responded.
Results
In the visual LDT, three items were excluded because of error rates above 50% (see Appendix B). Data were trimmed according to a 3-SD cutoff, which affected 2.01% of the auditory data and 1.6% of the visual data.
The results for both the auditory and visual modalities are presented in Table 5 . The results clearly show feedback consistency effects for both units in the auditory modality but not the visual modality. The data were analyzed in two ways: First, we conducted a global three-factorial ANOVA with modality (visual vs. auditory), onset consistency (consistent vs. inconsistent), and rime consistency (consistent vs. inconsistent) as variables. Then, for each modality we conducted a 2 ϫ 2 ANOVA with onset consistency and rime consistency as variables.
Global analyses. The latency data exhibited a main effect of modality, F 1 (1, 93) ϭ 341.6, p Ͻ .0001; F 2 (1, 89) ϭ 1,506.1, p Ͻ .0001, which reflects the fact that reaction times (RTs) were faster in the visual than in the auditory modality. The main effects of onset consistency and rime consistency were significant by subjects but not by items, onset: F 1 (1, 93) (1, 93) ϭ 3.78, p Ͻ .05; F 2 (1, 89) ϭ 1.45, p Ͼ .10. These two-way interactions reflect the fact that feedback consistency effects were present in the auditory modality but not in the visual modality. The Onset Consistency ϫ Rime Consistency interaction was significant by participants, F 1 (1, 93) ϭ 5.28, p Ͻ .05; F 2 (1, 89) ϭ 0.62, p Ͼ .40, and the triple interaction was not significant (all Fs Ͻ 1).
In summary, the present analyses clearly confirm that onset consistency and rime consistency interact with modality (significant by subjects and items). These interactions reflect the fact that feedback consistency effects were present in the auditory modality but not in the visual modality. Below, the feedback consistency effects are analyzed for each modality, separately.
Visual modality only. The data were submitted to a 2 ϫ 2 ANOVA with onset consistency and rime consistency as variables. In the latency data, onset consistency approached significance by participants, but the effect went in the wrong direction, with slower responses to consistent than to inconsistent words, F 1 (1, 37) ϭ 3.12, p ϭ .085; F 2 (1, 89) ϭ 0.61, p Ͼ .40. The rime consistency effect was not significant (all Fs Ͻ 1). The Onset ϫ Rime interaction was significant by participants but not by items, F 1 (1, 37) ϭ 9.42, p Ͻ .01; F 2 (1, 89) ϭ 0.66, p Ͼ .40. In the error data, none of the main effects were significant (all ps Ͼ .20). The Onset ϫ Rime interaction was significant by participants but not by items, F 1 (1, 37) ϭ 5.24, p Ͻ .05; F 2 (1, 89) ϭ 1.10, p Ͼ .30.
Auditory modality only. The latency data exhibited main effects of onset consistency, F 1 (1, 56) ϭ 33.05, p Ͻ .0001; F 2 (1, 92) ϭ 2.85, p Ͻ .10, and rime consistency, F 1 (1, 56) ϭ 58.60, p Ͻ In summary, the within-modality analyses confirm the results from the global ANOVAs. That is, no reliable feedback consistency effects were obtained in the visual LDT (the two-way interaction is marginally significant, but the effects go in the wrong direction), whereas significant main effects and significant twoway interactions were obtained in the auditory LDT. The significant two-way interaction reflects the fact that doubly inconsistent words did not produce more costs than did singly inconsistent words.
Fast auditory versus slow visual responders. One possible explanation for the finding that feedback consistency effects are more reliable in the auditory than in the visual modality is the fact that auditory lexical decisions take, on average, 300 ms longer than visual lexical decisions. This is of course due to the fact that participants do not have all the information to make an auditory lexical decision "right away" as they do when the words are presented visually. If feedback effects need time to build up, then it would be expected that feedback consistency effects in auditory lexical decision are more reliable than in visual lexical decision. This hypothesis can be tested directly in a post hoc analysis by comparing the fastest participants from the auditory LDT with the slowest participants from the visual LDT, thus matching for overall response latency. In order to match for overall response latencies across modalities, we had to collapse the visual lexical decision data from Experiments 1 and 2. The results of this post hoc analysis are presented in Table 6 .
As can be seen in Table 6 , feedback consistency effects were again obtained in the auditory modality but not the visual modality.
In the auditory modality, significant effects were obtained for onset consistency, F 1 (1, 9) ϭ 40.70, p Ͻ .0001, and rime consistency, F 1 (1, 9) ϭ 35.36, p Ͻ .0001. In contrast, in the visual LDT, neither onset consistency, F 1 (1, 9) ϭ 0.0, p Ͼ .90, nor rime consistency, F 1 (1, 9) ϭ 0.66, p Ͼ .40, produced significant effects.
2 None of the two-way interactions were significant. Linear regression analyses. Although consistent and inconsistent items were carefully matched on a number of word recognition variables, it is always possible that there are uncontrolled item-specific effects that either mask or amplify the desired effect. One way to address this issue is by running linear regression analyses to determine the unique amount of variance of a critical variable after entering all control variables in the first step of the linear regression analysis (Balota et al., 2004; Kessler et al., 2007) . Such an analysis has the additional advantage of treating feedback consistency as a continuous (i.e., consistency ratios) rather than a categorical variable.
We therefore performed two linear regression analyses on the item means of Experiment 2, one for the visual modality and one for the auditory modality. Word frequency, word length, and neighborhood were entered in Step 1 of the regression equation. In the visual modality, word length was the number of letters and neighborhood was the number of orthographic neighbors. In the auditory modality, word length was the number of phonemes and neighborhood was the number of phonological neighbors. We then determined how much unique variance was accounted for by feedback consistency in Step 2. The results showed that feedback consistency accounted for 5.2% unique variance in the auditory modality, ⌬F(1, 91) ϭ 5.22, p ϭ .025, whereas it accounted for a small and nonsignificant amount of variance (0.4%) in the visual modality, ⌬F(1, 87) ϭ 0.35, p ϭ .55. Given that one of the fundamental differences between visual and spoken word recognition is that spoken words are presented sequentially, we conducted an additional regression analysis that took into account duration, uniqueness point and frequency in Step 1 of the regression equation. Feedback consistency still accounted for 4.1% of the unique variance in the auditory modality, ⌬F(1, 91) ϭ 5.7, p ϭ .018.
Increasing the power. One concern is that we might not have had enough power to detect small feedback consistency effects in the visual modality. The power of Experiment 2 to detect a potential feedback consistency effect of 30 ms was .70 (Faul, Erdfelder, Lang, & Buchner, 2007) . However, the power can be increased to .95 by combining the visual lexical decision data from Experiments 1 and 2 (total of 74 participants). We conducted an ANOVA on the collapsed data with onset consistency and rime consistency as factors. As before, there was no hint of a feedback consistency effect for either the onset or the rime (both Fs Ͻ 1).
Discussion
The novelty of the present experiment is that feedback consistency was investigated in the visual and auditory modalities using 2 Note that exactly the same results were obtained when we restricted the post hoc analysis to the 10 slowest readers in Experiment 2 only, onset consistency: F 1 (1, 9) ϭ 1.6, p Ͼ .20; rime consistency: F 1 (1, 9) ϭ 0.12, p Ͼ .70. the same items. Therefore, the present results provide convincing evidence that feedback consistency effects are strong and reliable in the auditory modality but weak and unreliable in the visual modality. This cross-modal dissociation is not due to the fact that auditory lexical decisions take longer than visual lexical decisions. When the fastest participants from the auditory experiment were compared with the slowest participants from the visual experiment (thus equating response speed across modalities), we still found a feedback consistency effect in the auditory but not the visual modality. Finally, in a linear regression analysis, feedback consistency accounted for a significant amount of unique variance in the auditory but not in the visual modality.
Experiment 3
The previous experiment failed to show feedback consistency effects in the visual modality with exactly the same items that produced strong feedback consistency effects in the auditory modality. One explanation for the difference between modalities is that feedback consistency effects in the auditory modality are more "direct" than feedback consistency effects in the visual modality. Indeed, as can be seen in Figure 1 , feedback consistency in the auditory modality could be considered first-order feedback: Phonology is activated by the auditory input and feeds back to orthography (P 3 O feedback). However, feedback consistency in the visual modality could be considered second-order feedback: Orthography is activated by the visual input, and then orthography has to feed forward to phonology (O 3 P) before the computed phonology can feed back to orthography (P 3 O). One could argue that what is "feedback" in the visual modality is only "feedforward" in the auditory modality.
To test the hypothesis that a first-order feedback effect is easier to obtain than a second-order feedback effect regardless of modality, we used Stone et al.'s (1997) original factorial manipulation of feedforward and feedback consistency in the visual and auditory modalities. Thus, the critical comparison with regard to secondorder feedback is the comparison between feedforward (O 3 P) consistency in the auditory modality and feedback (P 3 O) consistency in the visual modality. In both cases, orthographic and phonological information has to "bounce back" once before affecting its target. If second-order feedback effects are difficult to obtain regardless of the modality, then we should find no sign of a feedforward (O 3 P) consistency effect in the auditory modality. The present experiment had to be done in English because it is difficult to manipulate bidirectional consistency in French using a reasonable number of items and controlling for the major word recognition variables. Another advantage of running the present experiment in English is that it allows us to check whether our failure to find feedback consistency effects in the visual LDT in Experiments 1 and 2 is due to cross-language differences between English and French.
Method
Participants. Sixty-three native English speakers from the University of York participated in the experiment, 40 in the auditory LDT and 23 in the visual LDT.
Stimuli. Because previous consistency analyses were done for American English (Ziegler, Stone, & Jacobs, 1997) , we recalculated the consistency values for British English using CELEX (Baayen, Piepenbrock, & van Rijn, 1993) . Because the feedback consistency effect in English has been successfully obtained by manipulating rime consistency (Lacruz & Folk, 2004; Stone et al., 1997) , we manipulated rime consistency instead of onset consistency.
Eighty monosyllabic items were selected from the CELEX database, 20 items per group. All items are listed in Appendix C. The four groups resulted from a factorial manipulation of feedforward (FF) and feedback (FB) consistency: (1) FF-consistent/FBconsistent, (2) FF-inconsistent/FB-consistent, (3) FF-consistent/ FB-inconsistent, and (4) FF-inconsistent/FB-inconsistent. A word was defined as FF-consistent when its rime spelling could be pronounced in different ways (regardless of modality). A word was FB-inconsistent when a rime phonology could be spelled in different ways (regardless of modality). Consistency ratios (friends/ friends ϩ enemies) are provided in Table 7 . The four groups were matched for word frequency according to CELEX, number of letters, number of phonemes, duration, orthographic neighborhood, number of higher frequency neighbors (Grainger, 1990) , body neighbors (Ziegler & Perry, 1998) , and phonological neighborhood (Goldinger et al., 1989) . There were no significant differences in any of the comparisons (see Table 7 for details). In addition, we verified that our groups did not differ on the semantic variables studied by Balota et al. (2004) , that is, imageability, meaningfulness, and connectivity. To measure imageability, we used recent norms that were provided for 3,000 monosyllabic words (Cortese & Fugett, 2004) . To assess potential differences between our items in terms of meaningfulness, we used semantic connectivity measures proposed by Steyvers and Tenenbaum (2005) . This metric indicates how many connections a given word has to other words in the network and how many words are connected to that given word. This measure was obtained for two large-scale databases: WordNet (G. A. Miller, 1990) and the word association norms of Nelson, McEvoy, and Schreiber (1998) .
Nonwords (N ϭ 80) were selected from the ARC nonword database (Rastle, Harrington, & Coltheart, 2002) . This database comes with a search function that allows one to select nonwords with certain properties. This made it possible to match our nonwords very tightly to the critical words in terms of number of letters (4.5), number of phonemes (3.7), orthographic neighborhood (5.2), and phonological neighborhood (8.1). All nonwords were monosyllabic, orthographically legal, and pronounceable according to the ARC nonword database. No consistency manipulation was performed on the nonwords.
Results
Two participants were excluded from the auditory LDT because of overall high error rates. One item was excluded from the auditory lexical decision data because of an error rate greater than 50% (squaw, 71% errors). Four items were excluded from the visual lexical decision data because of error rates greater than 50% (squaw, 91%; caste, 65%; casque, 65%; and salve, 60%). In addition, 0.89% of the auditory lexical decision data and 1.8% of the visual lexical decision data were excluded due to data trimming. The results from both modalities are presented in Table 8 .
Global analyses. The data were submitted to a 2 ϫ 2 ϫ 2 ANOVA with modality (visual vs. auditory), FF consistency (con-sistent vs. inconsistent), and FB consistency (consistent vs. inconsistent) as variables. We predicted that FB consistency effects would be present in the auditory modality but not the visual modality, whereas FF consistency effects would be present in the visual modality but not the auditory modality. Thus, we expected interactions of FF and FB consistency effects with modality.
The latency data showed a significant effect of modality, F 1 (1, 59) ϭ 79.51, p Ͻ .0001; F 2 (1, 72) ϭ 616.28, p Ͻ .0001, reflecting the fact that RTs were faster in the visual than the auditory modality. More importantly, the RT data exhibited significant effects of FB consistency, F 1 (1, 59) ϭ 33.71, p Ͻ .0001; F 2 (1, 72) ϭ 3.50, p Ͻ .065, that were further qualified by the predicted FB Consistency ϫ Modality interaction, F 1 (1, 59) ϭ 12.16, p Ͻ .001; F 2 (1, 72) ϭ 3.35, p Ͻ .07. In contrast, no significant effect was obtained for FF consistency, F 1 (1, 59) ϭ 0.51, p Ͼ .40; F 2 (1, 72) ϭ 0.12, p Ͼ .70, and the interaction with modality was not significant, F 1 (1, 59) ϭ 1.13, p Ͼ .30; F 2 (1, 72) ϭ 0.00, p Ͼ .99. In the analysis by participants, FF consistency interacted with FB consistency, F 1 (1, 59) ϭ 5.25, p Ͻ .05; F 2 (1, 72) ϭ 1.56, p Ͼ .20. The triple interaction failed to reach significance (all Fs Ͻ 1).
In the error data, the main effect of modality was again significant, F 1 (1, 59) ϭ 10.57, p Ͻ .01; F 2 (1, 72) ϭ 6.28, p Ͻ .05, with more errors in the auditory than the visual modality. FB consistency had no significant effect and did not interact with modality (all Fs Ͻ 1). The effect of FF consistency was significant by participants but not by items, F 1 (1, 59) ϭ 5.64, p Ͻ .05; F 2 (1, 72) ϭ 0.32, p Ͼ .50. Similarly, the FF Consistency ϫ Modality interaction was significant by participants only, F 1 (1, 59) ϭ 4.48, p Ͻ .05; F 2 (1, 72) ϭ 0.29, p Ͼ .50. This interaction was due to the fact that FF-inconsistent words produced more errors than did FF-consistent words in the auditory but not in the visual modality. If anything, we predicted the opposite, a stronger FF consistency effect in the visual modality. As in the latency analyses, FF consistency interacted with FB consistency, F 1 (1, 59) ϭ 15.92, p Ͻ .0001; F 2 (1, 72) ϭ 2.61, p Ͼ .10. Finally, the triple interaction was not significant (Fs Ͻ 1) .
Visual modality only. The data were submitted to a 2 ϫ 2 ANOVA with FF consistency and FB consistency as variables. In the latency data, no significant effects were obtained for either FB consistency, F 1 (1, 22) ϭ 2.68, p Ͼ .10; F 2 (1, 72) ϭ 0.42, p Ͼ .50, or FF consistency, F 1 (1, 22) ϭ 0.84, p Ͼ .30; F 2 (1, 72) ϭ 0.11, p Ͼ .70. The interaction between FF consistency and FB consistency failed to reach significance, F 1 (1, 22) ϭ 2.84, p Ͼ .10; F 2 (1, 72) ϭ 2.80, p Ͼ .10. The error data showed no significant effects of either FF consistency or FB consistency (all Fs Ͻ 1, ps Ͼ .60). In contrast, the FF ϫ FB interaction was significant, F 1 (1, 22) ϭ 15.94, p Ͻ .001; F 2 (1, 72) ϭ 4.75, p Ͻ .05. This interaction reflects the fact that the predicted FF consistency effect was obtained for only FBconsistent items and that a potential FB consistency effect was limited to FF-consistent items.
Auditory modality only. Turning to the auditory data, a significant effect of FB consistency was obtained, F 1 (1, 37) ϭ 5.27, p Ͻ .0001; F 2 (1, 75) ϭ 3.99, p Ͻ .05. As predicted, there was no hint of a FF consistency effect, F 1 (1, 37) ϭ 0.15, p Ͼ .70; F 2 (1, 75) ϭ 0.04, p Ͼ .80. The interaction failed to reach significance, F 1 (1, 37) ϭ 2.50, p Ͼ .10; F 2 (1, 75) ϭ 0.75, p Ͼ .30.
In the error data, no significant effect of FB consistency was obtained (Fs Ͻ 1). The effect of FF consistency was significant by participants but not by items, F 1 (1, 37) ϭ 10.73, p Ͻ .01; F 2 (1, 75) ϭ 1.49, p Ͼ .20, and so was the interaction between FF and FB consistency, F 1 (1, 37) ϭ 5.08, p Ͻ .05; F 2 (1, 75) ϭ 1.13, p Ͼ .20.
Fast auditory versus slow visual responders. As in Experiment 2, one could argue that feedback consistency effects are more stable in the auditory modality because participants respond more slowly in the auditory LDT. To check for this, we again analyzed the data from the 10 fastest participants in the auditory LDT against the 10 slowest participants in the visual LDT. These data are presented in Table 9 . Indeed, for this subset, the modality effect disappeared, F 1 (1, 18) ϭ 1.05, p Ͼ .30, which confirms the efficiency of the matching.
The results were extremely similar to those of the global analysis. That is, on RTs, a significant effect of FB consistency effect was obtained, F 1 (1, 18) ϭ 8.31, p Ͻ .05, and the effect was qualified by an interaction with modality, F 1 (1, 18) ϭ 5.03, p Ͻ .05. In contrast, neither the effect of FF consistency nor the interaction between FF consistency and modality was significant (all Fs Ͻ 1, ps Ͼ .50). No other interactions were significant (all Fs Ͻ 1). In the error data, only modality had a significant effect, F 1 (1, 18) ϭ 15.25, p Ͻ .001. None of the other effects or interactions were significant (all ps Ͼ .20).
Linear regression analyses. As in Experiment 2, we performed stepwise regression analyses to determine the amount of unique variance explained by feedback consistency after partialing out word frequency, word length, and neighborhood in Step 1 of the regression analysis. As before, in the visual modality, word length was the number of letters and neighborhood was the number of orthographic neighbors. In the auditory modality, word length was the number of phonemes and neighborhood was the number of phonological neighbors. Feedback consistency was entered in Step 2 as a continuous variable (i.e., consistency ratios). The results showed that feedback consistency accounted for 6.4% unique variance in the auditory modality, ⌬F(1, 74) ϭ 5.54, p ϭ .020, whereas it accounted for a small and nonsignificant amount of variance (0.3%) in the visual modality, ⌬F(1, 71) ϭ 0.29, p ϭ .59. Similarly, when frequency, duration, and length were entered in
Step 1, feedback consistency still accounted for 4.4% unique variance in the auditory modality, ⌬F(1, 74) ϭ 4.94, p ϭ .029.
Discussion
The main results of the present experiment can be summarized as follows. First, we failed to replicate Stone et al.'s (1997) results, because the orthogonal manipulation of feedforward and feedback consistency in the visual LDT showed no significant effect of either variable. The absence of a feedforward consistency effect might seem puzzling. However, before Stone et al., no previous study reported consistency effects in lexical decision unless the items included strange words (Berent, 1997; Seidenberg et al., 1984) . The only significant effect in the visual modality was an interaction between feedforward and feedback consistency on error rate. Note that the same interaction was also present for one of the semantic variables, namely the connectivity measure (see Table 7) . It is thus possible that differences in connectivity produced this interaction. Second, with regard to auditory lexical decision, we found a robust feedback consistency effect in the latency data. This finding perfectly replicates the results of Experiment 2, showing that feedback consistency effects are present in the auditory modality but absent in the visual modality. As in the French experiment, the cross-modal dissociation is striking given that the same items were used across the two modalities. Third, as predicted, we did not find strong evidence for second-order feedback consistency effects in the auditory modality, which seems to suggest that second-order feedback effects are as difficult to find in the auditory modality as they are in the visual modality. Finally, feedback consistency accounted for a significant amount of unique variance in the auditory modality, whereas it did not account for a significant amount of unique variance in the visual modality. In sum, then, the present experiment, done in English, confirms the existence of a reliable feedback consistency effect in the auditory modality and the absence of feedback consistency effects in the visual modality.
General Discussion
The present study investigated the role of feedback consistency in the visual and auditory LDT in French and English. The main results were straightforward and consistent across the three experiments: 1. There was no evidence for a feedback consistency effect in the visual modality in either English or French, and regardless of whether consistency was manipulated for the onset or the rime (French data only).
2. Robust feedback consistency effects were obtained in auditory lexical decision using the same items that produced a null effect in the visual modality, both in English and in French.
3. Fast as well as slow participants showed feedback consistency effects in the auditory modality but not the visual modality, which rules out an explanation of the crossmodal dissociation in terms of overall response speed.
While the finding of a feedback consistency effect in the auditory modality replicates an increasing number of studies (see references in the introduction), the absence of a feedback consistency effect in the visual modality contradicts the results from Stone et al. (1997) and those of two recent studies, which found feedback consistency effects in the visual modality while controlling for all major word recognition variables including subjective familiarity (i.e., Lacruz & Folk, 2004; Perry, 2003) . Before turning to a discussion of our results, we must address these discrepancies.
Concerning Stone et al.'s (1997) study, there are two problems that seem to cast doubt on the reliability of their results. The first has to do with objective word frequency measures. Stone et al. controlled for word frequency using the Kucera and Francis (1967) corpus, which is based on about 1 million words. When Peereman et al. (1998) calculated the word frequencies of Stone et al.'s stimuli using the much larger CELEX corpus (16 million words), they found that Stone et al.'s consistent words were significantly more frequent than were their inconsistent words.
The second problem is that Stone et al. (1997) , as with Ziegler, Montant, and Jacobs (1997) , failed to control for subjective familiarity. This is of concern because word frequency tables tend to be less reliable for low-frequency than for high-frequency words (Gernsbacher, 1984) . One could, of course, argue that familiarity ratings are themselves affected by feedback consistency, the argument being that a familiarity rating is a dependent variable, much like latencies in a lexical decision experiment. Thus, controlling for familiarity would make the feedback consistency effect in lexical decision go away. However, this argument has been directly addressed by Peereman et al. (1998) in various analyses. Most importantly, they conducted an experiment (Experiment 5c) for which they selected 160 words that were matched for frequency but that varied in feedback consistency in a graded fashion (10 consistency classes were used). They then asked participants to judge the familiarity of these items. If feedback consistency influenced familiarity ratings, words from lower consistency classes should have been judged less frequent than words from higher consistency classes. The results showed a strong correlation between objective frequency and familiarity (r ϭ .90) but no significant correlation between feedback consistency and familiarity. Thus, the failure to control for subjective familiarity needs to be taken seriously.
Thus, we are left with two studies that seemed to show reliable feedback consistency effects while controlling for subjective familiarity (Lacruz & Folk, 2004; Perry, 2003) . One way to test whether their results unequivocally support the existence of feedback consistency effects is to run their stimuli through an implemented word recognition model that does not "know" about feedback consistency. This is the case of the recent CDPϩ model (Perry, Ziegler, & Zorzi, 2007) . The CDPϩ model is a connectionist dual-process model; it is not sensitive to feedback consistency at a sublexical level because the mapping between orthography and phonology is performed by a feedforward associative learning network, the two-layer assembly network of Zorzi, Houghton, and Butterworth (1998) . It has been shown that the CDPϩ model is currently the most powerful reading aloud model because it explains more than twice as much of the item-specific variance in large scale databases than its competitors do (i.e., Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001; Plaut, McClelland, Seidenberg, & Patterson, 1996) . Thus, we submitted the feedback-inconsistent words of Lacruz and Folk (2004, Experiment 2) and Perry (2003) , along with their consistent controls, to the CDPϩ model. Given that the CDPϩ is not sensitive to feedback consistency, it should not simulate an effect of feedback consistency. However, if the CDPϩ model were to show a feedback consistency effect, we could be fairly confident that a feedback mechanism is not strictly necessary and that variables other than feedback consistency might have produced the feedback consistency effect. The results of the simulations along with the original data are presented in Figure 2 .
As can be seen in Figure 2 , the CDPϩ showed a clear feedback consistency effect for both data sets. As concerns the Lacruz and Folk (2004) data, the CDPϩ displayed exactly the same pattern as the human data, that is, a significant feedback consistency effect, F(1, 28) ϭ 5.12, p Ͻ .05, a significant frequency effect, F(1, 28) ϭ 47.11, p Ͻ .001, and no significant interaction between feedback consistency and frequency. As concerns the data of Perry (2003) , the CDPϩ model exhibited a feedback consistency effect, although this effect was only marginally significant, t(48) ϭ 1.5, p Ͻ .07, one-tailed. Thus, in both cases a model without a sublexical feedback mechanism predicted the correct pattern. Therefore, the feedback consistency effect reported by Lacruz and Folk and by Perry could result from variables other than feedback consistency. As a matter of fact, Perry noticed that his feedback consistency manipulation was confounded with the frequency of spelling-tosound correspondences. Given that the CDPϩ model is extremely sensitive to spelling-to-sound consistency (for details, see Perry et al., 2007) , it is likely that the robust feedback consistency effects by Lacruz and Folk and by Perry were at least partially due to this factor.
It is also puzzling that Balota et al. (2004) reported small but reliable feedback consistency effects in naming in their large-scale database analysis of reading aloud and lexical decision. However, recent simulation work suggests that CDPϩ perfectly predicts the feedback consistency effects found in those large-scale databases (M. Yap, personal communication, January 22, 2008) . So, again, the correlations between feedback consistency and latencies could well be due to factors other than feedback consistency.
The fact that CDPϩ can simulate the published feedback consistency effects without using a sublexical feedback mechanism made us wonder whether the model was simply overly sensitive to all sorts of consistency effects. If this were the case, the model would not provide a useful tool for testing whether previously reported feedback consistency effects are really due to feedback consistency. The critical test, therefore, was to run the items of our Experiment 3 through the model. If the model again were to predict a feedback consistency effect despite the fact that our items were controlled much more tightly on all kinds of lexical and sublexical variables, this would strongly weaken the above arguments. Thus, the 80 words of Experiment 3 were run through CDPϩ. The model made no naming errors. Importantly, there was no hint of a feedback consistency effect in the latency data (106.7 vs. 105.1 cycles for feedback-consistent vs. feedback-inconsistent words, respectively; F Ͻ 1). Thus, the CDPϩ model correctly predicts the absence of a feedback consistency effect in Experiment 3. In sum, then, the simulation results seem to suggest that the correct pattern to expect is a null effect of feedback consistency in the visual modality in English as well as in French.
Concerning our results, the pattern that needs to be explained is a null effect of feedback consistency in the visual LDT and a robust effect of feedback consistency in the auditory LDT when using exactly the same items. Three types of explanations can be put forward. The first explanation assumes that the bidirectional coupling between orthography and phonology is still a core mechanism both in visual and auditory word recognition (Frost & Ziegler, 2007; Grainger & Ferrand, 1996; Grainger & Ziegler, 2007; Van Orden & Goldinger, 1994) but that feedback consistency effects are extremely difficult to detect in the visual modality. There are two potential reasons for why feedback consistency effects could be difficult to detect: (a) rapid cleanup and (b) underspecified representations.
According to the first possibility (rapid cleanup), inconsistency in the coupling between phonology and spelling can be "cleaned up" quickly and efficiently because the visual stimulus remains present on the screen. For example, when people are presented with the word BEEF, the resonance framework predicts that rime phonology will activate multiple spelling candidates, such as EEF and EAF. However, because the correct visual stimulus is still present, one can imagine that wrong spelling candidates are quickly removed from the competition. This is different for the auditory modality. A spoken word is presented sequentially, and the acoustic information cannot be reaccessed once the word has been played. Thus, multiple spellings, if they are activated automatically after an initial pass, cannot be cleaned up and will therefore continue to affect spoken word recognition. One way to test the idea that feedback consistency effects are present but hard Lacruz and Folk (2004) and Perry (2003) using the connectionist dual-process model (CDPϩ; Perry et al., 2007) . inc ϭ inconsistent; con ϭ consistent.
to detect would be to use more sensitive online techniques, such as event-related brain potentials. Such techniques might make it possible to detect early and transient effects of feedback inconsistency (Holcomb & Grainger, 2006; Perre & Ziegler, 2008; Sereno & Rayner, 2003) .
According to the second possibility (underspecified representations), the computation of phonology in the visual LDT might be underspecified and coarse (e.g., Berent, 1997; Frost, 1998) . If the initial computation of phonology is coarse or underspecified (e.g., vowels might not be assembled at first), then feedback consistency effects are difficult to show because these effects require phonology to be fully activated. The situation is different in the auditory modality because phonology does not need to be computed but is fully activated to begin with. Thus, if phonological codes in visual word recognition are underspecified, this would provide an elegant explanation for why feedback consistency effects are obtained in the auditory but not the visual modality. However, if we maintain the idea of a bidirectional coupling, we still need to explain why we did not find second-order (bidirectional) feedback consistency effects in the auditory modality (see Experiment 3).
The second explanation dismisses the idea of a bidirectional coupling. Instead, it is suggested that there is coactivation between orthography and phonology but no reverberation or resonance (feedback loops). That is, phonology would be coactivated whenever we process a visual word (e.g., Ferrand & Grainger, 1994; Rayner, Sereno, Lesch, & Pollatsek, 1995; Van Orden, 1987; Ziegler, Van Orden, & Jacobs, 1997) , and orthography would be coactivated whenever we process a spoken word (e.g., Ziegler & Ferrand, 1998; Ziegler et al., 2004) . However, the coactivated information would not feed back to influence the initial patterns of activation. That is, there would simply be competition between coactivated units but no additional feedback. As a consequence, one would predict first-order feedback consistency effects but no second-order feedback consistency effects. This prediction is broadly compatible with the present data except for the fact that we did not find feedforward consistency effects in the visual LDT. However, keep in mind that feedforward consistency effects in the visual LDT are difficult to obtain, possibly because the computation of phonology in silent reading is underspecified (e.g., Berent, 1997; Seidenberg et al., 1984) .
Finally, one could argue that feedback consistency effects are easier to detect when the incoming information is somewhat ambiguous or noisy (e.g., Frost, Repp, & Katz, 1988) . Clearly, incoming "real-world" acoustic information suffers from noise interference (telephones ringing, computer fan noise, jack hammering, background conversation, etc.) more than incoming orthographic information. In addition, as mentioned above, orthographic information can be cleaned up more efficiently than acoustic information. Thus, feedback loops or resonance might be particularly useful in the auditory modality to exclude noise. In other words, it could be the case that the influence of both lexical and orthographic feedback is amplified in the auditory modality compared to the visual modality because feedback helps to stabilize the transient acoustic information. Indeed, lexical feedback has been shown to be one of the core features of auditory word recognition and speech perception (Grossberg, Boardman, & Cohen, 1997; McClelland, Mirman, & Holt, 2006; Pitt & Samuel, 1995) .
In conclusion, there is very little evidence, either empirically or computationally, for feedback consistency effects in the visual modality. In contrast, strong evidence for feedback consistency effects was obtained in the auditory modality. This striking dissociation highlights important differences in the role of feedback in visual and spoken word recognition. Given that orthographic information is absent from current models of spoken word recognition (e.g., Grossberg et al., 1997; McClelland et al., 2006) , the existence of orthographic effects on spoken word recognition presents a challenge to these models.
