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Spatial uniformity in power-grid system
Mi Jin Lee∗ and Beom Jun Kim†
Department of Physics, Sungkyunkwan University, Suwon 16419, Republic of Korea
Robust synchronization is indispensable for stable operation of a power grid. Recently, it has
been reported that a large number of decentralized generators, rather than a small number of large
power plants, provide enhanced synchronization together with greater robustness against structural
failures. In this paper, we systematically control the spatial uniformity of the geographical distri-
bution of generators, and conclude that the more uniformly generators are distributed, the more
enhanced synchronization occurs. In the presence of temporal failures of power sources, we observe
that spatial uniformity helps the power grid to recover stationarity in a shorter time. We also discuss
practical implications of our results in designing the structure of a power-grid network.
I. INTRODUCTION
The emergence of synchronization has been an impor-
tant issue in the statistical physics community. It has
been observed in a variety of phenomena like the circa-
dian rhythm [1], epilepsy in the brain [2], and the Lon-
don Millennium Bridge [3]. Examples of synchronization
phenomena exist also in social behaviors [4, 5] and in the
power grid [6]. It is to be noted that the emergence of
synchronization can be desirable or not, depending on
what is required for a given system to function properly.
For example, an epileptic seizure in a human brain and
a large vibration of the London Millennium Bridge are
caused by undesired synchronization, and recent research
has reported how to inhibit such unwanted synchroniza-
tion behavior [7]. In contrast, for the power grid, which is
the main focus of the present paper, robust synchroniza-
tion is an essential ingredient for the system to work in a
stable manner. If a power plant in the grid is not running
at a proper reference frequency, or the phase angle of the
voltage produced by the plant does not match that of the
grid, the plant cannot properly convey electric power to
the grid, and it is possible to result in a short circuit and
damage to the generator [8, 9]. A malfunctioning gener-
ator can yield cascading failures in the grid in the worst
case, leading to a large-scale blackout.
Synchronization in the power-grid system has been
studied from various points of view. The swing equa-
tion, which is similar to the Kuramoto model in statisti-
cal physics, has been suggested to describe the dynamics
of the power-grid system [6, 10]. Stability of the syn-
chronized state is also an important issue and has been
studied through the use of several methods such as the
basin stability [11, 12] and the Lyapunov exponent [13].
A power grid is of course a typical example of complex
networks. From this perspective, the impact of the net-
work structure on the synchronous state [14] and the op-
timal network topology for enhanced synchronization [15]
have been investigated.
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An interesting finding in existing studies is that de-
centralized generators provide enhanced synchronization
together with robustness against structural failures [16].
This is a particularly important result in view of the
growing recent interest in renewable energy sources. If
a large number of small generators based on renewable
sources are connected in the power grid in the form of a
complex network, understating of the effect of decentral-
ized power generators can be very important.
In this work, we focus on how to distribute decentral-
ized power generators in two-dimensional space to en-
hance the synchronization of the power grid. We control
spatial uniformity of generators in two ways: First, we
divide the whole two-dimensional area into available and
unavailable regions for the positions of power plants and
study how the change of the available area affects syn-
chronization. Second, we impose various sizes of super-
lattice unit cells on top of the original two-dimensional
square lattice. In each superlattice unit cell, power plants
are put near the center of the unit cell. In the limiting
case where one superlattice unit cell covers the whole
system, all plants are put only in the central part of the
whole region. As the size of the superlattice becomes
smaller, power plants tend to be spread more uniformly
across the whole system.
The present paper is organized as follows: In Sec. II, we
introduce the Kuramoto model with inertia to describe
the dynamics of the power grid [6]. We also check how
the synchronization behavior depends on the system size
and the number of generators. In Sec. III, we describe
how we control the spatial uniformity of generators in two
dimensions in two different ways, and explain our results.
Section IV is devoted to a discussion and summary.
II. EQUATION OF MOTION FOR THE POWER
GRID
We sketch the derivation of the equation of motion for
a power grid in Ref. [6]. The power grid is composed of
two types of nodes, generators and consumers. A con-
sumer node in this work may represent a large group of
consumers in reality, like a city. Energy from a natu-
ral source is first converted to mechanical energy, and an
2electric generator then converts it to electric energy. In a
hydroelectric power plant, for instance, the gravitational
potential energy of water in a dam is converted to the ro-
tational kinetic energy of a turbine, which generates an
alternating current (ac) electric power via Faraday’s law
of electromagnetic induction. In a thermal power plant
based on a fossil energy source, the chemical energy in the
fuel is used to boil the water, and the pressure from the
steam provides the mechanical rotational energy injected
into an electric generator.
In this work we denote the mechanical energy injected
into a turbine of the generator at node i as Pi. The
dynamic variable for a generator node in the power grid
is the turbine’s rotational phase angle, which is directly
related to the phase of the ac voltage generated from
the generator. We assume that the former equals the
latter and write it as θi for the generator node i. In
the research community of the power grid, the consumer
node j is also assigned the phase variable θj in the same
way as for the generator node. One can assume that each
consumer has an electric motor to convert the supplied
electric power into mechanical power, and θj is either the
rotational phase angle of the motor or the phase of the
voltage for the consumed power. For both the generator
and the consumer nodes, the instantaneous phase at the
ith node is written as θi(t) = Ωt+ φi(t), where Ω = 2pif
with a grid reference frequency f = 60 or 50 Hz, and
φi(t) measures the deviation from the rotating reference
frame.
The injected mechanical energy is then transformed to
the rotational kinetic energy of the turbine (the motor)
of the generator (the consumer) node and the electric
energy to be transmitted to other nodes in the power grid.
Of course, some part of the injected energy is lost in the
form of dissipation due to friction. Accordingly, one can
write the energy (or the power) conservation condition in
the form
Pi = Pkin,i + Pdiss,i +
∑
j
Ptrans,ij , (1)
where Pkin and Pdiss are powers corresponding to the
rotational kinetic energy and the dissipated energy, re-
spectively, and the last term is the power transmitted
from i to other connected nodes in the power grid. The
power, the energy per unit time, for the rotational ki-
netic energy is given by Pkin,i =
d
dt
(
1
2Iθ˙
2
i
)
with the
moment of inertia I of the turbine or the motor. The
power for the dissipated energy is written as Pdiss,i = κθ˙
2
i
with the dissipation coefficient κ. The power trans-
mitted from i to j through a transmission line is writ-
ten as Ptrans,ij = PmaxAij sin(θi − θj), where Pmax is
the maximum allowed value of the transmitted power,
and Aij is the element of the symmetric adjacency ma-
trix, i.e., Aij = Aji = 1 if i and j are connected, and
Aij = Aji = 0 otherwise. (See Appendix A for the cal-
culation of the transmitted power.) We remark that al-
though the present work focuses on a two-dimensional
square grid with only geographically local couplings, it is
straightforward to apply our framework to a general adja-
cency matrix which may describe very long transmission
cables in the power grid.
Under the realistic assumption that the power grid
works almost at the reference angular frequency Ω, i.e.,
θ˙i = Ω + φ˙i ≈ Ω and thus |φ˙i| ≪ Ω, we obtain Pkin,i ≈
Iφ¨iΩ and Pdiss,i ≈ κΩ
2+2κΩφ˙i. Using θj − θi = φj −φi,
Eq. (1) is then written as
φ¨i = P¯i − αφ˙i +K
N∑
j=1
Aij sin(φj − φi), (2)
whereN is the size of the power grid, P¯i ≡ (Pi−κΩ
2)/IΩ,
α ≡ 2κ/I, and K ≡ Pmax/IΩ. It is to be noted that a
power generating node can have a negative value of the
net power (P¯i < 0) if the injected mechanical power is less
than the rotational kinetic power. Henceforth we regard
a node as a generator (a consumer) if P¯i > 0 (P¯i < 0).
The power conservation equation, (2), for the sta-
tionary state φ˙i = φ¨i = 0 is written as 0 = P¯i +
K
∑
j Aij sin(φj − φi), and thus we get the power bal-
ance condition
∑
i P¯i = 0 from the symmetry Aij = Aji
of the adjacency matrix. It is important to note that if
the conservation of the total power, i.e.,
∑
i P¯i = 0, is vi-
olated, the system cannot have a stationary state. In the
present work, we assume that all generator nodes have
equal power generating capacity (except in Appendix B
where we discuss the case for a few large power plants at
the boundary) and all consumer nodes consume an equal
amount of power. In other words, we use P¯i = cP for a
generator node, and P¯i = −P for a consumer node, re-
spectively, with P > 0. The positive constant c is simply
determined from
∑
i P¯i = 0. Note that as the number of
generators Ngen is decreased the power provided by each
power plant should increase, i.e., c is a decreasing func-
tion of Ngen since c = N/Ngen − 1. Since the population
density in the real world is well-known to be nonuniform,
the above assumption that all consumer nodes have the
same value of power consumption cannot be valid in real-
ity. Nevertheless, we emphasize that our framework can
easily be modified once the power consumption of each
consumer node is determined from the real data. Simi-
larly to Ref. [17], we set α ≡ 1 and P ≡ 1 for convenience.
We use the initial condition φi(t = 0) = 0 and numeri-
cally integrate the equation of motion in Eq. (2) by using
the second-order Runge-Kutta algorithm [18] with the
discrete time step ∆t = 0.001 till t = T is approached.
For given constraints such as the system size N , the num-
ber of generator nodes Ngen, and the available region for
them, we randomly choose the generator nodes among
available nodes on a two-dimensional square lattice (re-
maining nodes become consumer nodes). Each sample
with a random realization of generator nodes is evolved
in time, and it is observed that some samples eventu-
ally approach stationary states and others do not. We
check how long we need to wait to judge whether or not
the system eventually arrives at the stationary state and
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FIG. 1. (Color online) Ensemble average of the order pa-
rameter 〈m〉 versus coupling strength K when power genera-
tors are randomly placed on a two-dimensional square lattice
of the size N = L × L. (a) We fix the generator density
Ngen/N ≈ 0.2 and vary the system size. (Ngen = 9, 25, and
49 for L = 7, 11, and 15, respectively.) (b) We fix the system
size L = 15 and vary the number of generators Ngen = 25, 49,
and 81. From (a) and (b), we conclude that the level of syn-
chrony is a decreasing function of the system size L and an
increasing function of the number of generators Ngen.
find that T = 150 and T = 200 do not make any differ-
ence. In other words, if the system arrives at a stationary
state, it does so well before T = 150. If the system does
not settle down to a stationary state before T = 150,
it remains in a nonstationary state even after T = 200.
As a key quantity to measure the global synchrony at a
given coupling constantK, we use the conventional order
parameter r(t) for the Kuramoto model,
r(t) ≡
1
N
∣∣∣∣∣∣
∑
j
eiφj(t)
∣∣∣∣∣∣
. (3)
If the system does not arrive at the stationary state till
t = T (= 200), we suppose that the system will be non-
stationary to eternity and assign the value m = 0 for
our order parameter m. If the system approaches the
stationary state much earlier than T = 200, we assign
m = r(T = 200). We take the ensemble average over 200
different realizations of generator nodes to get 〈m〉. The
logic behind the above definition of the order parameter
is that m must have a nonzero value for the power grid
to function properly. If the power grid keeps fluctuating
without settling down to the stationary state, our defini-
tion of m indicates failure of the power grid. Otherwise,
if the power grid approaches a stationary state but the
level of synchrony is not good enough, our definition of
m also indicates failure of the power grid.
In Fig. 1(a), we show the ensemble average (over 200
samples) of the order parameter 〈m〉 versus the cou-
pling strength K for various sizes N = (L × L) of two-
dimensional square lattices at almost the same value of
the generator density Ngen/N : Ngen = 9, 25, and 49 are
used for L = 7, 11, and 15 (and thus the generator den-
FIG. 2. (Color online) Method 1: Control of spatial unifor-
mity by changing the available region for generators. The
two-dimensional square lattice of linear size L is divided into
two regions (gray and yellow). The yellow region between the
outer square of size L2 and the inner square of size L1 is al-
lowed for generator locations. Among all S = L22 −L
2
1 points
in the available yellow region, Ngen points are randomly se-
lected as positions of generators. (b) An example realization
of generator positions (brown circles). Small black squares
are the locations of consumers.
sityNgen/N ≈ 0.2). Positions of generators are randomly
picked in the whole system. In Fig. 1(a), it is clearly
shown that as the system size is increased, 〈m〉 is de-
creased at any value of K, which is in accord with the
known result that the locally coupled oscillators in two
dimensions are not synchronized at any finite value of K
in the thermodynamic limit [19]. We thus expect that if
L is increased further 〈m〉 → 0 for any K. However, a
power grid in the real world is always of a finite size, and
we are interested only in how to distribute generators for
a given system size.
In Fig. 1(b), we plot 〈m〉 versus K for Ngen = 25, 49,
and 81 at the fixed system size of L = 15. One can under-
stand the observed behavior that the same level of 〈m〉
is achieved at a lower value of K when the number of
generators is larger as follows: The coupling constant K
in our model plays the role of the capacity of the power
transmission cable. Consequently, as the number of gen-
erators becomes larger, the power that each generator
should supply becomes less, and thus we can achieve a
sufficient level of synchrony with a smaller value of K.
From the above investigations in Fig. 1(a) and 1(b), the
roles played by the number of generators and the size
of the system can be summarized in a simple manner:
The level of synchrony is reduced for a larger system size
and for fewer generators. Accordingly, henceforth, we fix
the system size and the number of generators and focus
on the effect of the pattern of the spatial distribution
of generators. Also note that our result in Fig. 1(b) is
consistent with the finding that decentralized generators
exhibit better synchrony [16].
4III. SPATIAL UNIFORMITY AND
SYNCHRONIZATION
In this section, we propose two methods to control the
spatial uniformity of generators in a power grid in two
dimensions: First, we define the region in which gener-
ators can be located as the outside of the square of the
linear size L1 and the inside of the square of the linear
size L2. The centers of both squares coincide with the
central position of the whole two-dimensional power grid.
As L1 and L2(> L1) are changed (and so is the available
area S ≡ L22−L
2
1) the degree of spatial uniformity of the
generator distribution is systematically altered. Second,
we place a superlattice structure of linear size l on top of
the underlying square lattice, and put a given number of
generators in the central region in each superlattice unit
cell. Generators are spread more uniformly for small l,
and in the limiting case where l equals the linear size L of
the whole system the spatial uniformity is the lowest. We
describe our results for the first method (using L1 and
L2) of changing the available region in Sec. III A and for
the second method (using various sizes l of superlattices)
in Sec. III B.
A. Method 1: Change of available region
Figure 2(a) illustrates how we control the spatial distri-
bution of generators by changing the region available for
generator locations. Note that the power-grid network
in the present work has the structure of a conventional
square lattice of size N = L×L in two dimensions, with
the open boundary condition. We believe that use of the
open boundary condition rather than the periodic bound-
ary condition makes much more sense since most power
plants in reality often provide electric power only within
a country. In our model system, each node which is not
on the boundary in the power grid has four nearest neigh-
bors with equal degree k = 4. We use two squares of sizes
L1 and L2, and only the region between the inner (L1)
and the outer (L2) squares [yellow region in Fig. 2(a)]
is allowed for the locations of generators. The allowed
region has width w ≡ (L2−L1)/2 and area S ≡ L
2
2−L
2
1.
(Note that 0 ≤ L1 < L2 ≤ L.) In the allowed region of
the area S, we put Ngen generators at randomly chosen
positions (Ngen ≤ S). As an example, one random real-
ization of generator locations is depicted in Fig. 2(b) for
L = 11, Ngen = 25, L1 = 3, and L2 = 7 (and thus w = 2
and S = 40).
In order to check the effect of spatial uniformity for a
given number of generators placed in the given size of the
system, we fix L = 15 and Ngen = 49, and change L1 and
L2 systematically. In Fig. 3(a), we fix the size of the inner
square to L1 = 0, and vary L2 from 7 to 15. For L2 = 7,
all generators are densely packed in the central part of
the power grid since S = Ngen = 49, while for L2 = L =
15 generators are randomly distributed across the whole
system. It is observed that the degree of synchrony is
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FIG. 3. (Color online) We change the spatial uniformity as
depicted in Fig. 2 for a given number of generators Ngen = 49
for a power grid of size L = 15. The synchronization order
parameter 〈m〉 versus the coupling constant K (a) for various
values of L2 at fixed L1 = 0 and (b) for various values of L1 at
fixed L2 = L = 15. (c, d) Normalized histograms P (f) for the
power transmitted through each link at K = 7, corresponding
to (a) and (b), respectively, are displayed as a color map.
The lines for f¯ ≡
∑
f
fP (f) and for f∗ ≡ argmaxP (f) are
also shown. It is clearly shown that as generators are more
uniformly spread in space [as L2 is increased in (c) and as L1 is
decreased in (d)], f tends to have small values. (e, f) Scatter-
plots of m versus nc [see Eq. (5)] at K = 7, corresponding to
(c) and (d), respectively.
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FIG. 4. (Color online) Scatter plot for m versus nc at K =
7 for L = 15 and Ngen = 49. To elaborate the effect of
nc for a fixed value of S = L
2
2 − L
2
1, we use the parameter
values (L1, L2) = (5, 9), (13, 15) for S = 56, (3, 9), (7, 11) for
S = 72, and (1, 11), (7, 13) for S = 120. Positive correlations
between m and nc are seen. The number of samples is 200,
and the ensemble averages of m and nc are represented as
black squares, together with the error bars.
enhanced with L2 for L2 = 7, 9, and 11. Interestingly,
results for L2 = 13 and 15 do not exhibit much difference.
In Fig. 3(b), we fix the size of the outer square to L2 =
L = 15, and vary L1 instead. Similarly to Fig. 3(a), it is
shown that the synchronization is enhanced as the area
available for generators becomes larger.
We next look into the power transmitted through each
link from the expectation that a link can be overloaded
if the link carries too much power and thus it is desirable
that the power at each link is evenly spread over the
whole grid. The power transmitted from node i to node
j is given by
Fij = −Fji = K sin(θi − θj), (4)
with K being the maximum allowed value for transmis-
sion. We measure |Fij | for each pair of links and con-
struct the normalized histogram P (f ≡ |F |/K) of the
power transmission with bin size ∆f = 0.02. We mea-
sure P (f) at K = 7 for the cases shown in Figs. 3(a)
and 3(b), and display our results in Figs. 3(c) and 3(d),
respectively. The value K = 7 is chosen since all curves
at this value of K exhibit sufficiently large values of 〈m〉
as shown in Figs. 3(a) and 3(b). In Figs. 3(c) and 3(d),
the color of each small circle indicates the value of P (f)
(see the color bar). We also measure the average value
f¯ ≡
∑
f fP (f) and the peak position f
∗ ≡ argmaxP (f)
and display them in Figs. 3(c) and 3(d). It is shown
that as the generators are more evenly distributed in the
power grid, i.e., as L2 is increased [Figs. 3(a) and 3(c)],
and as L1 is decreased [Figs. 3(b) and 3(d)], the synchro-
nization is enhanced [Figs. 3(a) and 3(b)] and the trans-
mitted power of links is more focused on small values [see
also the curves for f¯ and f∗ in Figs. 3(c) and 3(d)].
If power plants are packed into a certain narrow re-
gion of the whole system, we believe that the global syn-
chrony may be reduced. As suggested by the expectation,
we measure the number of consumer nodes for which a
generator node provides the power directly. The average
number of direct consumers per generator is given by
nc ≡
1
Ngen
′∑
i,j
Aij , (5)
where the primed summation is for the pair (i, j), with
i (j) being a generator (a consumer). In our two-
dimensional square lattice structure for the power grid,
the maximum value of nc is 4, the number of nearest
neighbors for the square lattice. In Figs. 3(e) and 3(f),
we display the scatter plots for m versus nc at K = 7,
for L1 = 0 and L2 = 7, 9, 11, 13, and 15 and for L2 = 15
and L1 = 1, 5, 9, 13, corresponding to Figs. 3(a) and 3(c),
and Figs. 3(b) and 3(d), respectively. In Fig. 3(e), m is
increasing with nc, implying that the synchronization is
more enhanced as the number of direct connections be-
tween generators and consumers is increased.
We have shown above that the spatial uniformity for
the generator distribution is closely related to the syn-
chrony of the power grid. In general, as the region avail-
able for generator locations becomes larger, i.e., as the
area S is increased, the synchronization order parame-
ter m becomes larger. We have also checked the impor-
tance of the average number nc of direct consumers per
generator and have shown that as nc is increased, so is
m. The next question one can ask is, What happens
if nc can be varied for a given area S? To answer the
question, we use pairs of sizes (L1, L2) = (5, 9), (13, 15)
for S = 56, (L1, L2) = (3, 9), (7, 11) for S = 72, and
(L1, L2) = (1, 11), (7, 13) for S = 120, for a system of size
L = 15 with the number of generators Ngen = 49 as for
Fig. 3 at coupling strength K = 7. Figure 4 displays how
m changes with nc for pairs of (L1, L2) at fixed values of
S. Again we observe that m is an increasing function of
nc.
We next investigate whether or not the spatial unifor-
mity also yields a good performance against dynamic per-
turbation. It is noteworthy that uniformly spread plants
of small powers can mimic renewable power sources,
which can occasionally stop operating for various reasons.
For example, a wind turbine may stop producing power
if the wind becomes too weak in a certain period of time.
To mimic such a temporal failure of power generation, we
apply the following scenario: If the i-th power generator
has a temporal problem, we change the power production
P¯i as depicted in Fig. 5(a). That is, P¯i is set to 0 only in
the time interval 200 ≤ t ≤ 210, and before (t < 200) and
after (t > 210) the failure, the power generation is set to
P¯i = cP as explained in Sec. II. We apply the failure
scenario for a fraction foff of randomly selected gener-
ators. Note that during the period of failures (i.e., for
200 ≤ t ≤ 210) the power balance condition
∑
i P¯i = 0 is
violated, and thus the power grid as a whole cannot stay
6 0
 2
 4
 6
 0  100  200  300  400
(a)
P− i
t
 3
 6
 9
 12
 0  0.2  0.4  0.6  0.8  1
(b) 
τ
foff
L2=7L2=15
FIG. 5. (Color online) (a) Temporal failure of a power gen-
erator is implemented as P¯i = 0 for 200 ≤ t ≤ 210. (b)
Recovery time τ versus fraction foff of failed generators (see
the text) for L2 = 7 and 15. We have used L1 = 0 and
K = 8. More uniformly distributed generators (L2 = 15) ex-
hibit shorter recovery times than less uniformly distributed
generators (L2 = 7).
in a stationary state. When the failed plants are back
to work at t = 210, the system is found to recover the
original level of synchrony after a certain recovery time
τ . We fix L1 = 0 and carry out simulations for L2 = 7
and 15 at K = 8 to investigate the effect of spatial uni-
formity on the recovery time τ . Figure 5(b) displays the
recovery time τ (averaged over 200 independent random
realizations of plant locations and failed plants) versus
the fraction foff of turned-off power plants for L2 = 7
and 15. It is clearly shown in Fig. 5(b) that the more
uniformly power sources are distributed, the shorter the
recovery time τ is. We thus conclude that spatial unifor-
mity of the distribution of power plants helps the system
to recover synchrony in shorter times.
To recap briefly, we have investigated how the unifor-
mity of the spatial distribution of generators affects the
degree of synchrony and the recovery after a temporal
failure of power generation. As the generators are more
uniformly distributed, nc becomes larger, leading to an
enhancement of the synchronization. It is also observed
that the recovery time becomes shorter for a more uni-
form distribution of generators. We thus conclude that
the spatial uniformity of generator distribution is ben-
eficial not only for better synchrony but also for better
recovery behavior after a temporal perturbation of power
generation.
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FIG. 6. (Color online) Method 2: Control of spatial unifor-
mity by imposing superlattices. For a two-dimensional power-
grid network of the size 16×16, we placed superlattices of sizes
l× l with l = 4, 8, and 16 and generators are packed near the
center of each superlattice unit cell. The total number of gen-
erators is Ngen = 64. Positions of generators (consumers) are
marked by brown circles (black squares) as in Fig. 2.
B. Method2: Change of superlattice unit cell
We next control the spatial uniformity of the genera-
tor distribution with the focus on the clustering effect.
As depicted in Fig. 6, we place superlattice structures of
different sizes l of unit cells on top of the original two-
dimensional 16× 16 square lattice. For a given superlat-
tice of size l× l, we put generators in the central part as
in Fig. 6. The number of generators Ngen = 64 is fixed
for the system size N = 16 × 16 so that the generator
density is 1/4, regardless of the value of l. Note that the
smaller the superlattice is, the more uniformly the spatial
distribution of generators becomes.
In Fig. 7(a), we plot the order parameter m versus the
coupling strength K for l = 4, 8, and 16. It is clearly
shown that as the size of the superlattice is increased,
the global synchrony becomes worse. Since the posi-
tions of generators are given deterministically as shown
in Fig. 6, the sample average is not needed. We then
show in Fig. 7(b) how the average number nc of direct
consumers per generator in Eq. (5) affects m. In accord
with our previous observations for Figs. 3 and 4, it is
clearly shown again that the spatial uniformity detected
by nc is positively correlated with the enhancement of
the synchrony of the power grid.
IV. SUMMARY AND DISCUSSION
We have studied how the spatial uniformity in the
distribution of power generators has an influence on
the power-grid system. We have controlled the spatial
uniformity, (i) by increasing the number of generators
[Fig. 1(b)], and (ii) by increasing the available area for
the generators [Figs. 3(a) and 3(b)], and have found that
the number nc of power consumers directly connected
to a generator is the key quantity: The synchronization
order parameter m has been found to increase as nc is
increased. Even when the available area is fixed, m has
been shown to be positively correlated with nc (Fig. 4).
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FIG. 7. (Color online) The spatial uniformity is changed as
in Fig. 6. for Ngen = 64 and L = 16. (a) m versus K for
superlattices of size l = 4, 8, and 16. As l is increased, gener-
ators are more clustered, and the level of synchrony becomes
worse. (b) m versus nc at K = 7.
We have also checked the clustering effect of generators
for a given number of generators. It has again been con-
firmed that m is an increasing function of nc also in this
case (Fig. 7). We have also shown that when the global
synchrony is enhanced the probability distribution of the
transmitted power of a link tends to have peaks at small
values of the power [Figs. 3(c) and 3(d)]. This is particu-
larly interesting because the result indicates that the low
values of power transmitted through transmission cables
are accompanied by an enhanced synchrony of the power
grid. It has been also confirmed that for more uniformly
distributed generators the recovery time after a tempo-
ral perturbation is shorter, which again indicates that the
spatial uniformity is beneficial (Fig. 5).
In order to better mimic a realistic distribution of
power generators, we consider in Appendix B the pres-
ence of a few large power plants along the boundary of
the system. Also in this case it is found that spatial uni-
formity of small generators tends to ensure better syn-
chrony. We still believe that it could be difficult to apply
our results directly to a real power-grid network. Never-
theless, we expect that our result will be useful to provide
a guideline for designing a better power-grid structure.
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Appendix A: Power transmission through a link
In alternating current circuits at the angular frequency
Ω depicted as a simple transmission line model in Fig. 8,
Vs Vr
R LI
FIG. 8. A simple transmission line model. The circuit con-
tains a resistor R and an inductor L. The limit R → 0 is
taken when we compute the active power of the circuit.
a sender and a receiver are assigned complex voltages
Vs and Vr, respectively. The complex current is given
by I = (Vs − Vr)/Z, where the impedance Z = R + iXL
with resistanceR and inductive reactanceXL ≡ ΩL. The
complex power S in an ac circuit consists of the active
power P and the reactive power Q, i.e., S = P + iQ =
V I∗ with the ac voltage V and the complex conjugate ∗ of
the electric current I. Accordingly, the complex powers
Ss for the sender and Sr for the receiver are written as
Ss = Ps + iQs = VsI
∗ =
|Vs|
2 − VsV
∗
r
R− iXL
,
Sr = Pr + iQr = −VrI
∗ =
|Vr|
2 − VrV
∗
s
R− iXL
. (A1)
8We then use Vs = |Vs|e
iγ and Vr = |Vr|e
iδ to get |Vs|
2−VsV
∗
r = |Vs|
2− |Vs||Vr |(cos∆θ− i sin∆θ) and |Vr |
2−VrV
∗
s =
|Vr|
2 − |Vs||Vr|(cos∆θ + i sin∆θ), with ∆θ ≡ γ − δ, yielding
Ps =
R(|Vs|
2 − VsVr cos∆θ)−XLVsVr sin∆θ
R2 −X2L
,
Qs = −
RVsVr sin∆θ +XL(|Vs|
2 − VsVr cos∆θ)
R2 −X2L
,
Pr =
R(|Vr|
2 − VsVr cos∆θ) +XLVsVr sin∆θ
R2 −X2L
,
Qr = −
−RVsVr sin∆θ +XL(|Vr|
2 − VsVr cos∆θ)
R2 −X2L
. (A2)
(A3)
The active power P in the limit of zero loss at the resistance (R = 0) is then obtained as Ps = −Pr = Pmax sin∆θ
with Pmax ≡ VsVr/Xl [see Eq. (2)].
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FIG. 9. (Color online) (a) For the system discussed in Fig. 2,
we place additional generators of large powers (denoted as
larger circles) at fixed positions along the boundary to mimic
a realistic distribution of larger plants along the coastline. (b)
Scatter plots of m versus nc for various vales of L2 at fixed
values of L1 = 0 and K = 7. Black squares represent averages
over 200 sample runs.
Appendix B: Spatial uniformity with a few large
plants along the boundary
In reality, we often have larger power plants along the
coastline. To reflect this in our simple model, we intro-
duce larger power plants at the boundary as in Fig. 9(a)
and then control the spatial distribution of only smaller
plants in the inland area (compare with Sec. III A). We
keep N = Ngen + Ncon = 225, Ngen = 49, and the de-
manding power of consumer P¯i = −P . Among Ngen
generators, eight generators are regarded as large power
plants with P¯i = 10P , and they are located at fixed po-
sitions along the boundary [see Fig. 9(a)]. Other small
generators produce the power P¯i = c
′P and they are in
the middle part of the system. A constant c′ is deter-
mined from the power balance condition
∑
i P¯i = 0. The
generators with small powers are randomly distributed
within the area formed by various values of L2 at fixed
L1 = 0. Scatter-plots of m versus nc at K = 7 are shown
in Fig. 9(b). The result demonstrates that the uniform
distribution of small power plants helps to enhance the
synchrony with increasing nc, also in the more realistic
case where large power plants are located at fixed posi-
tions along the boundary of the system.
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