Introduction
In the previous paper [8] we discussed the Cauchy problem for Kirchho¤ equation in multidimensional spaces and obtained the time global solutions to the Cauchy problem under the assumption that the initial data satisfy an integrable condition. In this paper under the same integrable conditions we shall investigate the asymptotic behaviors concerning t ! G for the following Kirchho¤ equation u tt ðt; xÞ À ð1 À eðAuðtÞ; uðtÞÞ L 2 ÞAuðt; xÞ ¼ 0; t A R; x A R n ; ð1:1Þ Then there is e 0 > 0 such that if 0 < e a e 0 , there are c and lim jtj!y G 0 ðH; f þ ; g þ ; tÞ ¼ 0.
In [8] we obtain the time global solutions to the Cauchy problem for (1.1) under the assumption that the initial data ð f ; gÞ belong to DðH 3=2 Þ Â DðH 1=2 Þ and satisfy kð f ; gÞk Y 1 ðHÞ < y.
Remark 1.1. We note that kð f ; gÞk Y k ðHÞ < y, k ¼ 0; 1 imply the following condition G 0 ðH; f ; g; tÞ ¼ jðe itH H 2 f ; f Þj þ jðe itH Hf ; gÞj þ jðe itH g; gÞj ! 0; jtj ! y: ð1:8Þ
It should be remarked that in the case of A ¼ D the asymptotic behavior of the solutions of (1.1) is showed by Greenberg and Hu in [3] ðn ¼ 1Þ, by Ghisi [2] ðn b 1Þ. We note that we can not derive in general for jtj ! y, k ¼ 0; 1, Yamazaki in [13] derived (1.9) (more precisely the decay order 0ðjtj Àpþ1 Þ of the right hand side). On the other hand Matsuyama in [9] gave initial data ð f À ; g À Þ such that (1.9) does not hold. We remark that (1.4) is equivalent to
where T is the inverse function of SðtÞ ¼ for all a, b, and
fq x j aðx; xÞq x j qðx; xÞ À q x j aðx; xÞq x j qðx; xÞg
Then we can prove the following theorem.
Assume that A satisfies (1.11), (1.12), (1.13) and (1.14) and moreover the initial data ð f
Then there is e 0 > 0 such that if 0 < e a e 0 are valid, there are c y > 0 and u A 7 Therefore we can see
We begin to determine c À y . It follows from (2.7) that we get kAðtÞ G BðtÞk À kA À ðtÞ G B À ðtÞk ! 0; t ! Ày:
a ej<ðA À ðtÞ; B À ðtÞÞ À <a À j ! 0; t ! Ày; which implies (2.9). Furthermore we assume that ð f
Hf À Þ ! 0, t ! Ày, then we have a À ¼ 0 and consequently c À y satisfies (1.6) from (2.14). Now we shall find the solution ðA; BÞ and g satisfying (2.5), (2.7) and (2.8). Let d > 0 and M > 0 and introduce
consider the linear equation of (2.5) and (2.7). We change a unkown function ðA; BÞ of (2.5) to ðU; We can show easily by induction 
Here we used h2s þ ti a 3hsihti, c j ¼ 2 j and 3 and k b 0; j a non negative integer. Assume that H is a self adjoint operator.
(i) If ðA 0 ; B 0 Þ belongs toỸ Y k; j ðHÞ and
, then for any s; t A R, ðUðsÞ; V ðtÞÞ belongs toỸ Y k; j ðHÞ and satisfies (ii) If ðA 0 ; B 0 Þ belongs toỸ Y k ðHÞ and 
Ày qðsÞqðtÞ f ðt; s; tÞ dsdt; which converges to 0, t ! y. In fact, since qðsÞqðtÞ is in L 1 ðR 2 Þ, f ðt; s; tÞ is bounded from the assumption ðA where
hold. Hence we can get applying Proposition 2.2 and Proposition 2.3 ð y
Moreover taking account of the following relation,
we can obtain (2.74). Therefore F is a contraction mapping in X d; M and we have the fixed point g A X d; M of F. Consequently we obtain ðAðtÞ; BðtÞ; gðtÞÞ a solution of (2.5) and (2.7) satisfying (2.8). Next we shall investigate the behavior of ðAðtÞ; BðtÞÞ when t ! y. 
77Þ AðtÞ À BðtÞ gðtÞ
Moreover we get from (2.8) 
Since it follows from (2.82) that kA
G2 y e , we obtain the following equation Finally we shall prove (2.80). Integrating (2.81) from 0 to y we get by use of (2.79) , and consequently u solves (1.1) from (2.1). On the other hand, define ð f 3. Su‰cient Conditions for kð f ; gÞk Y k; j ðHÞ < y
In this section we shall investigate the condition kð f ; gÞk Y k; j ðHÞ < y and prove Theorem 1.2. To do so we use the wave operator among A and D defined by 
2Þ
The following proposition is well known. For example see Mochizuki [11] .
Proposition 3.1. Assume that A is elliptic and the coe‰cients of A satisfies (3.1). Then there is the wave operator W G which is unitary in L 2 ðR n Þ, has the
for any l A R 1 and f A H l .
We continue to explain what functions ð f ; gÞ satisfy the condition kð f ; gÞk Y k; j ðHÞ < y. We need the following lemma which is proved by Greenberg and Hu [3] , D'Ancona and Spagnolo [1] and Yamazaki [13] .
Here we shall give an outline of the proof of this lemma in a simple case following D'Ancona and Spagnolo [1] . When n b 2, m ¼ 1 and an integer k ¼ n, we can see easily (3.4) holds. In fact, taking account of P x j itjxj q x j e itjxj ¼ e itjxj , we see
where m 1 þ m 2 ¼ 1 and we used the inequalities
here R j are Riez operator of which symbol is
. When k is not an integer, we can derive (3.4) by use of the interpolation theorem. See Lemma 2.1 in Yamazaki [13] for detail. To get such boundedness, we need moreover some condition. Namely we assume that there is a real valued function q A C y ðR 2n Þ satisfying (1.13) and (1.14) . This condition is equivalent to the non trapping condition. See [4] and [5] . Then the following theorem holds, of which proof is given partially in Kajitani [6] .
Theorem 3.1. Assume that n b 2 and the coe‰cients of A satisfy (1.11) and (3.1). Moreover we assume that there is a function q A C y ðR 2n Þ satisfying (1.13) and (1.14). Let l; m A R and m an integer. Then there is C ln > 0 such that 
:
The proof of Theorem 3.1 will be given in the section 4. We can get the following proposition by applying (3.6). 
where we take m > 0 such that
r
Next we mention a su‰cient condition for (3.2) without decay weight with respect to the space variables. We need the following proposition of which proof is given for example in [8] .
Lemma 3.2. Let k a non negative integer. Then there is C > 0 such that if n b 2 we take H 0 ¼ ffiffiffiffiffiffiffi ÀD p and we have
for f A W l; 1 and for l > k þ n.
Using the above Lemma 3.2 we can prove the following proposition.
Proof. Applying Lemma 3.2 we can see that
, that is, we cal-
Because for example the second term in the right hand side can be estimated
We can estimate the other terms by the same way. Thus we get kð f 0 ; g 0 Þk Y k; j ðH 0 Þ < y, if j À Modifying the proofs of Theorem 4.8 and of Theorem 4.10 in Kajitani [6] we can prove the following proposition.
Proposition 4.2. Let n b 2. Assume that A satisfies (1.11) and A ¼ D for jxj b R 0 and that there is a function qðx; xÞ A C y ðR 2n Þ satisfying (1.13) and (1.14).
a compact set in R n Þ, m > 
On the other hand, the assumption of induction yields
here we denote e j ¼ ð0; . . . ; 1; 0; . . . ; 0Þ of which jth component equals to 1. Hence taking account that the support of the coe‰cients of ½x b D a x ; A À D are compact, we obtain from (4.9) by use of the assumption of induction,
which implies (4.8) . r 
