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Abstract
mot clés: tomographie, impédance, électrique, TIE, limites physiques, distin-
guabilité, micro-TIE
key words: tomography , impedance, electrical, EIT, physical limits, distin-
guishability, micro-EIT
Electrical Impedance Tomography (EIT) calculates an image of the conductiv-
ity distribution within a body from electrical stimulation and measurements
at the body surface. This work develops advances in signal acquisition hard-
ware, optimization of stimulation patterns, and analysis of detection limits for
EIT. The EIT data acquisition and image reconstruction process is systemat-
ically analyzed with respect to the influence of noise and other measurement
deficiencies on image quality. A complete EIT system with 32 active elec-
trodes has been developed, with which the theoretical predictions could be
verified and practical applications could be studied.
The novel concept of distinguishability is developed for a theoretical analysis
of EIT system performance. It measures the likelihood that the measured
differential EIT signal is generated by actual impedance changes and not by
random fluctuations. This distinguishability criterion can be considered as
a signal-to-noise ratio, and it serves as a valuable benchmark to assess the
performance of EIT systems. Using numerical simulations, we have studied
the optimum signal acquisition strategy for differential EIT signals, in order
to maximize image quality. The most favorable angles between injecting and
sinking electrode are found in the range from 60 to 150 degrees. We have also
studied, theoretically as well as experimentally, the miniaturization limits of
EIT systems. It is concluded that EIT system miniaturization is essentially
determined by the Joule heating effect and the cooling rate of the sample
volume. When scaling EIT systems up to very large dimensions, electronic
noise on the sample (current injection and voltage measurements) finally limits
the distinguishability in reconstructed EIT images.
xiii
xiv
A prototype of the developed hardware architecture was realized and proof-of-
concept studies were carried out using both thoracic-EIT and the micro-EIT
setups. As a major application of the work carried out in this thesis, we
have demonstrated the capability of the developed EIT system to serve as a
cost-effective real-time monitor for the reliable monitoring of the ventilation
and cardiac related impedance changes on patients. The advances presented
in this work can help build the capability of EIT to monitor and optimize
mechanical ventilation of patients in intensive care units, which has the po-
tential of enabling safer, automatic ventilation strategies, possibly preventing
the unnecessary death of tens of thousands of patients every year.
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Chapter 1
Introduction
1.1 Problem statement
Electrical Impedance Tomography (EIT) is a tomographic imaging technique
which calculates images of the conductivity within a body from surface mea-
surements. Alternating electrical current is applied at a set of electrodes on
the boundary of a medium, and the resulting potential field is measured. EIT
has been investigated in many fields, such as medical imaging, geophysics, in-
dustry and life sciences. In general, the key attraction of EIT is that it enables
prolonged monitoring of the patient (or medium) without using harmful ion-
izing radiation. Two EIT applications were of specific interest for this work:
1) monitoring of heart and lung activity in intensive care and anesthetized
patients, and 2) label-free monitoring of ionic flow and conductivity targets
in small (microlitre) solution volumes. At this time, EIT is still experimental
for medical applications, and has not been used for regular patient care.
In the analysis of the author, the major problems restricting EIT from success
in these applications, are the lack of a robust and easy to handle hardware
system. To address robust measurements, a requirement was identified to
carefully analyze electronic and physical noise sources, scalability and sys-
tem distinguishability. Since most sources of error occur at the electrodes, a
novel approach based on an active electrode belt was developed to address
robustness and ease of use.
Additionally the success of EIT in non-invasive and real time monitoring of
biological functions also depends on its ability to distinguish relevant infor-
mation from the background noise. The aim of this thesis was therefore to
1
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lay the theoretical grounds for distinguishability, to perform numerical sim-
ulations to evaluate the behavior of various EIT parameters and verify the
simulation results by practical measurements. For the latter purpose, a com-
plete EIT system was developed and built.
1.2 Goals and objectives
The main goals of the present thesis will be addressed in term of the following
6 objectives:
Objective 1: Development of a suitable architecture for a multipurpose EIT
instrument.
EIT instruments can be designed in various ways, each possibility offering its
advantages and disadvantages. The objective is to layout the basic design
of the architecture in a flexible way facilitating the testing process and the
integration of new features. The architecture of the system should allow a
convenient handling of the hardware and avoid as far as possible calibration
procedures of individual hardware pieces. For instance individual electrode
handling should be avoided.
Objective 2 Development of the EIT system hardware.
Since the hardware development is a complex task the help of external part-
ners with specialized skills, like Field-programmable Gate Array (FPGA) pro-
gramming, is required. The task is to coordinate the outsourced hardware and
software development to ensure proper interface compatibility between the
modules and to propose enhancements for the next development iterations.
Objective 3: Development of the Graphical User Interface (GUI) and other
software for the EIT system.
There is multipurpose GUI software for EIT systems that were available to us.
Therefore, it is necessary to develop our own solution. It is also necessary to
address the problem of the image reconstruction and to find a suitable way to
integrate it in the GUI. Fortunately, there exists an open-source solution called
EIDORS1[4] which can calculates the necessary reconstruction matrices.
Objective 4: Testing of the EIT system.
1EIDORS stands for Electrical Impedance Tomography and Diffuse Optical Tomography
Reconstruction Software, http://www.eidors.org
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The hardware and software need to be carefully tested and understood. The
test should be done in three phases: 1) testing of the electronics itself, 2)
testing of the EIT system on two saline phantom (diameter 30 cm and 0.9
cm) and 3) testing on healthy volunteers. Volunteers testing is necessary
to ensure that the EIT system works as expected and delivers the correct
physiologically information about the ventilation and the cardiac activity. A
flexible electronic design of the instrument components is necessary to enable
quick hardware and software changes, or even to test many possible solutions
without the need for a complete costly and time consuming hardware re-
design. Nevertheless iterative design steps are necessary to aim toward an
improved solution and to conceive new ideas.
Objective 5: Development of micro-EIT system based on the above hardware
development.
The literature describes only a few attempts to miniaturize EIT systems. The
goal is here to develop our own first micro-EIT prototype.
Objective 6: Study of the scalability and physical limit of an EIT system.
It is not yet clear in the literature what are the ultimate physical distin-
guishability limits of an object inside a given medium. The goal is to give a
first approximate answer to the question and to develop methods to predict
achievable imaging capabilities of general EIT systems.
1.3 Contribution per objective
Objective 1
The work done in the present thesis in the frame of the medical imaging prob-
lem, in collaboration with the startup company Swisstom AG2, is our response
to the need of the medical care professional for an easy to use and low cost
EIT system. Various architectures types were studied and extensively tested
during the project. The solution presented in this work is the result of all the
research and development work performed. It consists of an active electrode
based EIT system with a centralized innovative current source. The digital
electronics including DAC, ADC and system controller was also integrated in
the same central device as the current source. The electrodes form a belt-
like structure which allows an easy handling procedure. Even a single person
2http://www.swisstom.com
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could use the instrument without the help of someone else to manage the
instrument. The developed hardware does not need any calibration nor fine
tuning of the components, and therefore qualifies for convenient production
and low maintenance costs.
Objective 2
The hardware development contributions are listed hereafter:
• design, PCB layout, mounting and testing of the analog front end,
• design of the node digital communication (embedded table and daisy-
chain),
• design of the table selection system,
• design of an innovative and original current source based on the well
known Howland principle,
• supervision of the iterative hardware design and manufacturing work
executed by third parties.
Objective 3
The Software development contributions are listed hereafter:
• complete development of a GUI software (EITSurfer) to communicate
and reconstruct EIT image with the system,
• supervision of the implementation of the FPGA software (including
firmware), including the design of the IQ-demodulator,
• development of new features for the node firmwares based on the first
software version delivered by third parties.
Objective 4
In a first phase extensive tests on the electronics alone were done. This allows
us to better understand how each component worked. Then in a second phase
saline tank tests were undertaken. These tests allow to simulate the use of
the hardware on patients. The architecture underwent many modification
and phase 1 and 2 were many time repeated, with each iteration the know-
how increased significantly. In a third phase, once the system was working
satisfactory on the saline models, volunteer test were undertaken. This again
led to adjustments of the hardware and software.
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Objective 5
The micro-EIT development and design were completely carried-out in the
framework of the present thesis. We propose a novel approach for fabricating a
micro-EIT well based on Printed Circuit Board (PCB) fabrication technology,
which is a convenient, reliable and low cost technique. A 32 electrode well
of 9 mm in diameter has been fabricated. Electrodes were not printed flat
on the bottom, but placed vertically on the edge of the well. They were
fabricated with gold coated single vias cut in half. Beside, the electronic
developed for the medical-EIT system has been reconfigured and mounted on
the manufactured micro-EIT platform. A series of experimental protocols to
test the micro-EIT capabilities were proposed and demonstrated.
Objective 6
The theoretical work carried out in this thesis is the result of a collaboration
with Prof. Andy Adler of Carlton University in Canada. Preliminary results
were presented at the 2010 EIT conference [6]. Extensive practical tests and
theoretical work were performed to identify noise sources in the system. A
first theoretical analysis for the EIT system scalability is also formulated.
1.4 Miscellaneous contributions
The aim of this section is to record the work done in the thesis but outside
the main goals stated above.
• a transparent acrylic saline phantom was designed and manufactured in
collaboration with Fuchs Engineering AG3 in Landquart,
• a software called EITSim has been developed to create and test the state
tables implemented in the node firmware,
• a dedicated Matlab4 toolbox has been created to read the “.eit” data file
saved by the EITSurfer and work with the raw data within the Matlab
environment5.
• two patents were submitted based partially on the work done in this
thesis:
3http://www.fuchs-engineering.ch
4http://www.mathworks.com
5Many features of this toolbox have been ported to the open source EIDORS project.
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– “Electrode for EIT scanning device and EIT scanning device”,
Schweizerisches Patentgesuch: 00364/10, 16.03.2010,
– “Sensor device for electrical impedance tomography imaging, elec-
trical impedance tomography imaging instrument and electrical
impedance tomography method”, Schweizerisches Patentgesuch:
01638/2010, 7.10.2010.
• four articles have been written:
– “Adjacent Stimulation and Measurement Patterns Considered
Harmful”, Andy Adler, Pascal O. Gaggero, Yasheng Maimaitijiang,
Physiol. Meas., 32:731−744, July 2011
– “Active Electrode Based Electrical Impedance Tomography Sys-
tem”, Pascal O. Gaggero, Andy Adler, Josef X. Brunner, Stephan
Böhm, Peter Seitz, Conf EIT 2011, Bath, UK, 4−6 May 2011
– “Evaluation of EIT system performance”, Yasheng Maimaitijiang,
Stephan Böhm, Pascal O. Gaggero, Andy Adler, Physiol. Meas.,
32:851−865, April 2011
– “Distinguishability in EIT using a hypothesis-testing model”, Andy
Adler, Pascal O. Gaggero and Yasheng Maimaitijiang, Int. Conf.
Electrical Bio-Impedance & Electrical Impedance Tomography
Gainville, Fl, USA, 4-8 April 2010
Chapter 2
Basics of EIT
2.1 Background
Electrical Impedance Tomography (EIT) is a tomographic imaging technique
which makes use of electrical currents to probe the inside of a given medium.
A set of electrodes is placed on the medium of interest, and they are used
to sequentially inject and to measure current and potential at the medium
boundary. A tomographic image is generated by stimulating the medium with
the current patterns of different configurations in order to gain as many inde-
pendent measurements as possible. For each configuration, the non-injecting
electrodes are used to measure the potential field. When applied to a circular
medium, the electrodes are placed in an equidistant arrangement around the
medium, and the system scans the medium in rotating the current source
around it, and for each current source position the potential field is mea-
sured. All these data are then used by a mathematical image reconstruction
algorithm which creates the tomographic image.
EIT finds practical applications in various fields such as medical imaging,
geophysics, industry and life sciences. At the time of writing the most explored
and promising applications are found in medical imaging. In the literature
(see table 2.1 and 2.2), one can find numerous examples of prototypes and
few low volume production devices intended to address the medical market.
However, for medical applications, EIT is still at the experimental stage; it
has not yet been used for regular patient care.
A key benefit is that EIT does not use ionizing radiation, and therefore can be
used for continuous or repetitive monitoring of patients. The image resolution
of EIT cannot compete with other, well established, tomographic techniques,
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such as X-ray Computed Tomography (CT), Positron Emission Tomogra-
phy (PET) and Magnetic Resonance Tomography (MRI), but all the above
suffer from several disadvantages. CT and PET not only use ionizing radia-
tion; both of them are bulky and costly pieces of equipment, which can hardly
be dedicated for the monitoring of one single patient. The patient is often
enclosed in the machine detectors which limits the medical care during the
imaging procedure and therefore their use on severely injured patients. In
contrast EIT hardware interface to the patient is limited to a low-cost elec-
trode belt or any kind of electrode arrangement that can easily be placed on
the patient body and which covers only a small surface of the latter.
The ability of EIT to detect conductivity changes finds applications in the
monitoring of the respiratory and cardiovascular system by means of a chest
electrode belt. The conductivity changes are generated by the expansion of
the lungs at each inspiration and blood movement of every heart beat. The
continuous monitoring of the vital physiological parameters of the ventilated
patients in the intensive care units or in the operation theaters will provide
medical care professionals with additional feedback about the patient health
state or therapy efficacy, which could improve the patient outcomes. Accord-
ing to the business plan of the startup company Swisstom their are 3.8 million
people in the developed countries undergoing artificial ventilation each year,
about 15 % of them get acute lung injury, and about 5% (190000 patients) of
ventilated patients eventually die of acute lung injury. Studies Amato et al.
[9], ARDSN [11], Rubenfeld and Herridge [79], Kahn et al. [47] have shown
that using protective ventilation strategies could prevent the death of 20 to
40 % of patients; thus more than 30000 patients could be saved each year if
EIT were widely used to guide lung protective ventilation.
It has been demonstrated that even a small quantity of ionizing radiation, such
as X-rays, is potentially harmful for patients. Especially, if the procedure is
regularly repeated as it is the case in cancer screening. Alternative EIT based
techniques have been proposed for breast [18, 12, 81] and prostate [15] cancer
detection.
Large scale EIT apparatus also find applications in geophysics [23], for in-
stance geological layer analysis [49, 48], soil compositions analysis in agricul-
ture [14], underground structure detection in archeology[68],...
Industrial applications [26] of EIT have been proposed. For instance, pipes
and tank monitoring have been reported [91]. EIT is also used where optical
or X-rays based methods are not applicable because the medium is opaque
or the instrument is too bulky and dangerous, respectively. For instance, a
combined sonic tomograph and EIT1 is used to non-invasively determine the
health of trees directly in the field.
1http://www.argus-electronic.de/index.php/en/picus-treetronic
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Figure 2.1: General representation of an Electrical Impedance Tomogra-
phy (EIT) system.
2.2 General concept
This section presents the general concept of EIT. Figure 2.1 schematically
depicts the architecture of a modern EIT instrument. The basic idea is to use
electrodes to apply an electrical signal at the boundary of a medium, and to
measure the resulting signal. Most EIT systems inject a current and measure
the resulting potential field, but it is also possible to apply a potential. The
reason to inject current is to minimize the sensitivity to the changes of the
contact impedance between the electrode and the the medium to measure.
The electrodes are driven by the analog front end which connects the digital
and analog side of the instrument. After the data coming from the electrodes
have been digitized, they are processed by a Digital Signal Processing (DSP)
block, and then the image construction block uses these measurements to
produce an image. Finally the image is transmitted to a display to be shown
to the user. The user interacts with the EIT system using a dedicated interface
which could be implemented in a software program communicating with the
hardware.
Figure 2.2 depicts the key elements of an EIT instrument which are:
• the signal generator (i.e modulation),
• the current source,
• the analog differential stage and the demodulation,
• the image reconstruction algorithm (i.e. here comprised in the DSP),
• the GUI.
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The time reference is often implemented by an oscillator, which provides the
clock signals for the whole system and serves as time reference for both signal
modulation and demodulation. The digital modulated signal needs to be
converted into an analog voltage signal using a DAC. This signal serves as
a command signal to drive the current source. The potential field resulting
from the application of the current is measured by taking the analog difference
between two electrodes. Modern EIT systems directly convert this result into
a digital signal using an ADC. The digital signal is then demodulated using
a local copy of the digital modulation signal as reference. The calculated
amplitude and phase are then stored into memory. The image reconstruction
algorithms are based on advanced mathematical knowledge in the field of
inverse ill-posed and ill-conditioned problems. These algorithms map the
measurements into a tomographic image, which can be displayed to the user.
The user interacts with the instrument using a GUI.
Figure 2.2: Data acquisition basic principle of a modern EIT instrument.
There are various strategies for injecting the current and measuring the po-
tential field; among them a planar electrode arrangement which essentially
delivers two-dimensional cross-section images and multi-planar arrangement
which enables three-dimensional reconstruction. In the case of the planar
electrode arrangement one could argue that the images are not really two-
dimensional cross-section but rather 2.5-dimensional images which also take
into account off-plane elements. This is due to the fact that the electrical
current is not transported along straight lines into matter, like X-rays, but
produces a three-dimensional current density field. The maximum of the cur-
rent density is reached at the level of the electrode plane, between the two
injecting electrodes. Objects placed where the current density is high will
have a large influence on the measured potential and therefore their chance
to appear on the image is increased. Thus the current density at the center
of the medium is often lower than at its boundary, object or structure placed
there are less likely to be observed on the image.
The measurement strategy is important when considering pair drives (i.e.
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only two electrodes are involved in the current injection process). It describes
how the current is injected into the medium and how the potential field is
measured. For instance an adjacent strategy (see figure 2.4) can be applied,
meaning that the current is injected between adjacent electrodes and that the
voltages are measured between adjacent electrode pair as well. The words
“offset”, “interleave” or “spacing” are often used when speaking of the num-
ber of electrodes skipped for example between the two injection electrodes
(i.e. adjacent = offset 0). In this thesis we will use the term “offset”. The
notion of offset is of course relative to the total number of electrode of the
system and assumes equidistant spacing between all electrodes. To be more
general, it is necessary to introduce the notion of injection or measurement an-
gle, respectively. For a circular medium and assuming equidistant electrodes
distribution the angle between two electrodes is given by:
αel =
360
Nel
(Offset + 1) (2.1)
Where
Nel is the number of electrodes,
Offset is the offset used.
Scanning patterns can also include the injecting electrodes in their measure-
ment sequences. This could be used to assess the contact quality of the
electrodes with the medium by directly measuring the voltage drop over the
injecting pair of electrode. In general, it is recommended not to use the mea-
surement involving injecting electrodes because it does not respect the four-
points measurement scheme. Thus the measured potential is very sensitive
to contact impedance changes which could create large artifacts in the recon-
structed image. The four-points measurement scheme [16] is an impedance
measurement technique which consists of decoupling the current injecting elec-
trodes and the measurement electrodes. If the potential was directly sensed
at the injecting electrode (i.e. two-points) the measure of Zm (see figure 2.3)
would be corrupted by the unknown voltage drop of the current I over the
contact impedance Zc of the electrode with the medium. In case one decou-
ples the injecting and measurement function using four different electrodes, it
is possible to make the input impedance of the voltmeter high enough so that
the current flowing through the contact impedance Iin is made very small. In
this way the potential measured by the voltmeter is practically only due to
the voltage drop of the current I over the impedance of interest Zm.
The number of electrodes of an EIT instrument will determine the number
of theoretically possible independent measurements (see section 3.3.6). The
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Figure 2.3: The four-points measurement scheme. Zc are the con-
tact impedance of the electrodes with the medium, zin are the input
impedance of the voltmeter, I is the current injected into the medium ,
Iin is the current flowing through the voltmeter and Zm is the measured
impedance.
number of independent measurements is linked with the achievable spatial res-
olution of an EIT system. Increasing the number of electrodes also automat-
ically increases the hardware costs and the complexity of the architecture of
the whole system. Moreover, if the EIT system acquires the measurements in
a serial fashion, one pair of electrodes after another pair of electrodes, increas-
ing the number of electrodes increase also the noise on each measurement2.
Therefore a trade-off between hardware costs, signal quality and architecture
complexity needs to be found. In practice, it seems that 16 to 32 electrodes is
a good compromise. One additional challenge with managing this high num-
ber of electrodes is how to apply them in a convenient manner on a patient.
For instance the electrodes can be integrated in a single belt.
Being able to inject currents and to measure potentials with a great accuracy
is generally a difficult problem, which needs to be solved if one is interested
in absolute impedance images. Fortunately, for most applications time differ-
ential (see figure 2.5) or frequency differential EIT images (see section 3.3.1)
are sufficient. Time difference imaging is the most often encountered type of
reconstruction. It consists of subtracting the measurement with a reference
measurement established earlier. For instance one can ask the user to select
one measurement to be used as the reference. The choice of the reference is
crucial for the image to show the phenomenon of interest. The frequency dif-
ference imaging makes use of measurements of the same situation at different
excitation frequencies. For instance one tries to use the measurement acquired
at frequency A as the reference for measurement acquired at frequency B.
2The available measurement (integration) time decreases.
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Figure 2.4: The adjacent scanning pattern for a 8 electrodes EIT system.
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Figure 2.5: EIT time differential imaging. A reference T0 is subtracted
with the current measurement Tn. Then the differential signal Tn-T0
is used by the image reconstruction block to create the corresponding
“Image n”.
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2.3 Current state of the art and problems
It is suspected that one of the factors preventing EIT to be used in medical
care, is that the hardware is inconvenient. Most of the available EIT devices
use bulky centralized electronics to analyze and inject signals from and to the
electrodes using loose shielded cables. The individual cables need to be placed
individually on the patient, which is a long and fastidious process, which is
inconvenient in a medical care environment. Therefore, our approach was to
implement a distributed system with active electrodes assembled on a belt.
Having a voltage buffer close to the electrode has two beneficial effects: 1) it
increases the input impedance of the electrode and 2) it reduces the length
of any high impedance path. The input impedance of an active electrode is
determined by the stray capacitance of the buffer (2 pF) and other active
elements (total about 15 pF). The input impedance of the same electrode,
but without active elements with 1 m bus cable, was measured to be at least
200 pF (i.e. stray capacitance of the cable with adjacent ground lines). Being
able to transmit signals on low impedance lines also reduce the coupling of
external signal on the bus line and the cross-talk between the bus lines.
The active electrode concept has already been described by Rigaud in
1993 [73], who suggested having active electrodes with embedded current
source and voltage buffers, whereas the voltage reference (i.e. signal gen-
erator) and the signal demodulation happens at a central location. Since he
was not using a digital I/Q demodulator but an analog mixer, it was required
to correct the phase lag of the signal directly on each electrode, which de-
grades the input impedance of the electrode by adding switches before the
voltage buffer and demands a calibration procedure.
Guardo et al [36] described a multiplexed active electrode system with em-
bedded micro-processor to manage the switches. This solution reduces the
number of needed cables, compared with the solution of Li et al presented
hereafter. Guardo et al proposed to implement a daisy-chain to assign address
number to each electrode. Then once the address number was attributed, the
electrodes worked without using the daisy-chain anymore. When one clock
was received each node incremented its internal counter. So knowing the
number of nodes in the chain, their own address and the value of the state
counter it was possible to calculate the state of each node for a particular
measurement scheme (in this case adjacent).
Li et al [56, 55] emphasize the advantage using active electrodes instead of
doubly shielded passive cables. The latter are liable to cause instabilities
and are inconveniently thick. A 32-electrode system using doubly shielded
cables will be very inconvenient to handle because of the large bundle of
cables between the patient and the EIT instrument. They proposed a similar
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architecture as Guardo et al but without the phase lag compensation. The
voltage reading was done with only buffers making use of a dedicated cable
(i.e. one dedicated bus line per buffer). The measurement was not multiplexed
and the measurement scheme was hardcoded. The injection of the current
was done using a pair drive of symmetrical current sources. The system could
select any pair of electrodes to inject the current. One of the limitation of the
proposed architecture was the high number of cables needed to communicate
with the electrodes. Li et al also described the use of electrode gel directly on
the electrode surface to “reduce the electrode-interface impedance”.
One of the key elements of an EIT instrument is its current source. In the
literature authors reported the use of the Howland current source and modified
Howland current source for biomedical application [78]. A comprehensive
study of the Howland topology can be found in this application note [70].
The use of such symmetric current sources (i.e. one current source injects the
current and the other sinks the current (injects a 180° dephased current)) is
also described by Holder [43]. This configuration allows the common mode
to be reduced. Nevertheless, this solution is difficult to implement in practice
because both current sources need to be precisely balanced and an extra
return path electrode is often needed to drain excessive charges. A reduction
of the common-mode can also be achieved using a common mode feedback
[77] electrode.
In modern EIT systems such as the one described in [37] the signal generation
and the demodulation are done in the digital domain, which removes the need
for complex analog circuits. Digital waveform synthesizers have the advantage
of being able to generate any signal desired, provided that the DAC can
accurately convert the digital signal into an analog signal. For the signal
acquisition, digital I/Q demodulator have the advantage that they can easily
be implemented in FPGA hardware, and parallelized for as many frequencies
as needed, provided of course that the FPGA is large enough. Given all the
above advantages there are no more needs for analog implementation of those
functions.
Earlier work in micro-EIT has been done by Williams et al in 1995 [99], who
tested a 16-electrode micro-EIT instrument with well diameter of various size
(13, 50, 100, 150 and 500 mm). Griffiths et al [34] succeeded imaging a hu-
man hair in a 0.9 mm diameter electrode well. They used a complex set-up of
16 electrodes made of gold wires arranged around the well and spaced apart
with nylon wires. Linderholm et al [58], studied the feasibility of electrical
impedance tomography using micro-fabricated electrodes (1-dimensional ar-
ray); he proposed in his conclusions the construction of a micro-fabricated
micro electrode well. The PCB micro-fabrication of 8 flat electrodes has been
used by Dharia et al [25], to make images of Xenopus Oocytes (frog eggs) in
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a 1.2 mm well. Sun et al [90] used PCB technology as well to fabricate a flat
16-electrode micro-EIT system within a 6 mm well.
For high-resolution EIT images Liu et al [59] proposed the use of scanning
micro-EIT. In this case an electrode is placed at the tip of an AFM cantilever
and is used to make impedance measurement in a scanning fashion on the
sample. Alternatively, Multi-Electrode Array (MEA) of microfabricated elec-
trodes [44] on the bottom of a well can be used for high resolution micro-EIT
without having recourse to moving parts.
In order to make a classification of the EIT systems general key features can
be defined:
• number of electrodes,
• arrangement of the electrodes: Cables connect individual electrodes as
it is the case with ECG electrodes (cable), some belt-like structures
support subsets of the electrodes (module) or a unique belt-like structure
connects all the electrodes (belt).
• signal injection: voltage drive or current drive; The signal applied, on
the medium to measure, can either be a potential or a current, then
the resulting current at the boundary or the resulting potential field is
measured, respectively.
• signal drive: pair drive or multi drive; The system can either apply the
signal using a unique pair of electrodes or multiple electrodes, as it is
the case, for example, in trigonometric excitation patterns,
• system frequency band: single frequency, multi discrete frequency, con-
tinuous frequency range; Systems with single frequency or multiple dis-
crete frequency often need precise calibration at their operating frequen-
cies,
• system waveform: sinus, multi-sinus, square; The use of multi-sinus
(combination of sinus) or square waveform allows the system to do spec-
troscopy measurements,
• modulation: analog or digital; modern EIT systems use digital wave-
form synthesis and convert the obtained numerical signal in its analog
counterpart using Digital to Analog Converters (DAC),
• demodulation: analog or digital; Modern EIT systems convert the dif-
ferential voltage signal in the digital domain using an Analog to Digital
Converter (ADC) and then demodulate the signal numerically,
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• signal acquisition: serial, semi-serial or parallel; Parallel acquisition of
the signal means that all the measurements for a given configuration are
done in parallel, which increases the integration time of the individual
measurement.
• electrodes: passive, active: An electrode is considered active if the first
active element, such as a voltage buffer, is placed less than 5 cm away
from the electrode itself.
• transmission cables shielding: no shielding (none), passive shielding (sin-
gle) or active and passive shielding (double),
• measurement strategy: fixed, programmable or flexible; Fixed means
that the measurement strategy is defined by hardware connections and
requires hardware modification to be changed. Programmable means
that software modifications only are necessary to change the measure-
ment strategy, but the system firmware needs to be reprogrammed.
Flexible means that the measurement strategy can be changed on the
fly by the user without the need for firmware reprogramming.
2.4 Physical principles
2.4.1 EIT electromagnetic formulation
This section gives an overview over the basic laws of physics governing the EIT
problem. As always in electromagnetism, one starts with Maxwell’s equations:
∇ · −→E = ρ
0
(2.2)
∇ · −→B = 0 (2.3)
∇×−→E = −∂
−→
B
∂t
(2.4)
∇×−→B = µ0−→J + µ00 ∂
−→
E
∂t
(2.5)
where
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−→
E is the electrical field
[V
m
]
,
−→
B is the magnetic field [T] (see section C.2.1 for details),
−→
J is the total current density
[ A
m2
]
,
ρ is the charge density
[ C
m3
]
,
µ0 is the vacuum permeability = 4pi · 10−7 Hm ,
0 is the vacuum permittivity = 8.85 · 10−12 Fm ,
∇· denotes the divergence operator (see section B.1.3 for details),
∇× denotes the curl operator (see section B.1.3 for details).
Maxwell’s equations are completed by Lorentz’s law of force stating:
−→
F = q(−→E +−→v ×−→B ) (2.6)
where
−→
F is the resulting force, [N],
q are the free to move electrical charges,
−→v is the speed of the charges q.
current continuity equation As a first step, one needs to derive the current
continuity equation ∇ · −→J = −∂ρ∂t , by taking the divergence on both sides of
equation 2.5:
∇ · ∇ ×−→B = ∇ ·
(
µ0
−→
J + µ00
∂
−→
E
∂t
)
(2.7)
= µ0∇ · −→J +−→J ∇ · µ0 + µ00∇ · ∂
−→
E
∂t
+ ∂
−→
E
∂t
∇ · µ00 (2.8)
The second and last terms are equal to zero because µ0 and 0 are assumed to
be constants, and ∇ · ∇ × −→B = 0 is a vector calculus identity valid for every
vector field, −→B , thus one gets:
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µ0∇ · −→J + µ00∇ · ∂
−→
E
∂t
= 0 (2.9)
then multiplying both sides by 1µ0 and reorganizing the terms, one gets:
∇ · −→J = −0∇ · ∂
−→
E
∂t
(2.10)
The next move is to permute the divergence operator with the temporal
derivative. This operation is only valid, if all the second derivatives of the
field −→E are of the type C2, meaning that all the second derivatives exist and
are continuous. This is obviously the case with a realistic field −→E assuming a
medium with reasonable interfaces. After the permutation one gets:
∇ · −→J = −0 ∂
∂t
(
∇ · −→E
)
(2.11)
then by combining equation 2.2 and 2.11 one gets:
∇ · −→J = −0 ∂
∂t
(
ρ
0
)
(2.12)
After simplifying 0 one gets the desired result for the current continuity
equation
∇ · −→J = −∂ρ
∂t
(2.13)
current density The next step is to calculate the current density −→J given by:
−→
J = −→J c +−→J b +−→J p (2.14)
where
−→
J c is the conduction current,
−→
J b is the bound current associated with the magnetization of the
material,
−→
J p is the polarization current resulting of the linear motion of the
charges when the electric polarization varies.
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The current density −→J c is proportional3 to −→f the force per unit of charge
(
[N
C
]
) given by Lorentz’s law of force, see equation 2.6:
−→
J c = σ
−→
f = σ
(−→
E +−→v ×−→B
)
(2.15)
with the approximation of −→v being small enough for the terms −→v × −→B to
become negligible one receives Ohm’s law:
−→
J c = σ
−→
E (2.16)
This assumption can be verified by estimating the speed of the ions in aqueous
solution, this done in section C.2.
−→
J b and
−→
J p are given respectively by:
−→
J b = ∇×−→M (2.17)
−→
J p =
∂
−→
P
∂t
= ∂
∂t
(
0χe
−→
E
)
= ∂
∂t
(
0
(

0
− 1
)−→
E
)
= ∂
−→
E
∂t
(0 − 0) (2.18)
where
−→
M is the magnetic polarization,
−→
P is the electric polarization,
χe is the electric susceptibility of the medium.
Provided −→P = 0χe−→E , one obtains:
−→
J p =
∂
∂t
(
0χe
−→
E
)
(2.19)
where
χe is the electric susceptibility of the medium.
3the proportionality factor is the conductivity σ in
[
1
Ωm
]
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Using the relation  = 0(1 + χe) and equation 2.19, one gets:
−→
J p =
∂
∂t
(
0
(

0
− 1
)−→
E
)
= ∂
−→
E
∂t
(0 − 0) (2.20)
then by inserting equation 2.14 in 2.5, one gets
∇×−→B = µ0
(−→
J c +
−→
J b +
−→
J p
)
+ µ00
∂
−→
E
∂t
(2.21)
then using equation 2.20 and 2.17, one gets
∇×−→B = µ0
(
−→
J c +∇×−→M + ∂
−→
E
∂t
(0 − 0)
)
+ µ00
∂
−→
E
∂t
(2.22)
after reorganizing the terms, we obtain:
∇×
(−→
B
µ0
−−→M
)
= −→J c + ∂
−→
E
∂t
0 − ∂
−→
E
∂t
0 + 0
∂
−→
E
∂t
= −→J c + ∂
−→
E
∂t
0 (2.23)
In literature, see for example Griffiths [33], the term ∂
−→
E
∂t 0
def= −→J d is defined
as the displacement current, thus one can finally write:
−→
J = −→J c +−→J d (2.24)
Quasi-static approximation The last assumption one needs before putting to-
gether the relations which describe the EIT physics, is the quasi-static ap-
proximation where −→B , the magnetic field, is considered to be constant over
time. Using equation 2.4 one gets:
∇×−→E = 0 (2.25)
In the quasi-static approximation case, one uses a simple relation between the
vector field −→E and the potential scalar field U :
−→
E = −∇U (2.26)
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where
U is the scalar field of the electrical potential,
∇ is the operator gradient.
The validity of equation 2.26 can be verified by taking the curl on both sides
of the equation:
∇×−→E = −∇×∇U = 0 (2.27)
Thus in order to verify the mathematical vector identity ∇ × ∇U = 0 for
all scalar fields U , it is required that ∇ × −→E = 0. This demonstrates that
equation 2.26 is only true under the quasi-static approximation conditions.
Combining equations 2.16, 2.24 and 2.13 gives:
∇ ·
(
σ
−→
E + ∂
−→
E
∂t
0
)
= −∂ρ
∂t
(2.28)
At this point two further simplifications based on the following assumptions
are introduced:
• ∂
−→
E
∂t 0 is supposed to be small enough compared with σ
−→
E , which is
equivalent with supposing the medium is completely resistive,
• −∂ρ∂t = 0 because the conductive medium is not able to accumulate free
charges.
After the simplification based on these assumptions one gets:
∇ · σ−→E = 0 (2.29)
then using equation 2.26, the expression for the quasi-static potential, one
finds the equation that rules the EIT problem:
∇ · σ∇−→U = 0 (2.30)
In fact this formula corresponds to the continuum Kirchhoff’s laws. If the
space is segmented into finite elements, like it is the case in Finite Element
Modeling, the EIT problem is equivalent to apply Kirchhoff’s law to the sys-
tem.
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2.4.2 Domain of validity of the quasi-static approximation
The domain of validity of the quasi-static approximation has been studied
by Steinmetz et al. [89], and Haus and Melcher [42]. Both approaches based
their reflections on the approximation of the spatial derivative and temporal
derivative by the division by a characteristic length l and a characteristic time
τ , respectively. In addition further assumptions are needed:
• only the scalar magnitude of the field is considered and,
• the medium is assumed to be homogeneous, linear and isotropic.
The error arising from the magnetic field when doing the quasi-static approx-
imation can be estimated using Maxwell equation 2.4:
∇×−→E = −∂
−→
B
∂t
(2.31)
Eerror
l
= B
τ
(2.32)
then equation 2.5 is also estimated:
∇×−→B = µ0−→J + µ00 ∂
−→
E
∂t
(2.33)
B
l
≤ µ0J + µ00E
τ
(2.34)
Using J = σE, one gets:
B
l
≤ µ0σE + µ00E
τ
(2.35)
combining equations 2.32 and 2.35 one gets:
Eerror
E
≤ µ0σl
2
τ
+ µ00l
2
τ2
(2.36)
in matter, it translates to:
Eerror
E
≤ µσl
2
τ
+ µl
2
τ2
(2.37)
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where
τ is the characteristic time identified with the inverse of the angular
frequency ω−1 = τ = 12pif
f is the frequency of the current [Hz],
l is the path the current has to travel trough the medium [m],
σ is the conductivity of the medium [S ·m],
0 is the vacuum permittivity [F/m],
 is the permittivity in the matter [F/m],
µ0 is the vacuum permeability [H/m],
µ is the permeability [H/m].
The intuitive interpretation for equation 2.37 is that the first term on the
right, µσl
2
τ , implies that the error is bounded by the ratio,
(
l
SD
)2, where SD
corresponds to the skin depth,
√
2
σωµ . Additionally, the second term,
µl2
τ2 ,
means that the error is bounded by the ratio,
(
l
λ
)2, where λ = µτ2 ∼= c2f2 is the
wavelength of signal in the medium.
Figure 2.6 depicts the validity domain for the quasi-static approximation,
assuming the relative permittivity of the medium to be r = 80, which cor-
responds to the value for water at 20°C. If a relative error of 10% on the
electrical field E is acceptable a signal with a frequency of 1 MHz is the
highest value possible for which the quasi-static approximation is validated
(assuming a medium conductivity of σ = 1). It appears that the quasi-static
approximation is used at its limits of validity for the resolution of the EIT
problem.
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Figure 2.6: Validity domain for the quasi-static approximation calculated
for water at 20°C (r = 80).
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Theoretical Limits of EIT Systems
3.1 Introduction
This chapter provides the theoretical backbone of the present thesis. The goal
is to be able to give a first answer to the question of the theoretical distin-
guishability and miniaturization limits of EIT. Clearly there is no unique way
to address this problem. We chose the term distinguishability to express the
likelihood to see a given object in the image. It should be understood in the
sense to know whether a structure of interest is distinguishable from the back-
ground noise. For this purpose the concept of signal strength (section 3.3.3)
and noise (section 3.4) are introduced. We also developed our own Matlab
toolbox based on EIDORS to facilitate the simulations and the tests. Theo-
retical and simulation results are presented in this chapter and in chapter 6.
The latter contains also measurements confirming the predictions of the simu-
lation model. Concluding the distinguishability discussion, all these concepts
are brought together to build a model of the geometrical scalability of EIT
systems, which is used to predict the miniaturization and distinguishability
limits.
The concept of intrinsic resolution is also treated at the end of the chapter.
It can be formulated as the number of independent measurements that are
still relevant at a given noise level. The value of intrinsic resolution of a
system is completely independent of the absolute size of a system. One can
make a comparison with a digital camera having an intrinsic resolution of
5 MPixels for the image sensor; this value does not depend on the object
pictured nor of any input signals. Whereas the concept of distinguishability
could be compared, using the same analogy of the digital camera, with the
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necessary amount of light to take a picture of a given scenery. With that
being said, one should not interpret the concept of intrinsic resolution as the
ultimate resolution of a given system under optimal conditions. In a similar
sense, the number of pixels of an optic sensor is not its ultimate resolution
limit either. For instance, an object having an image size on the sensor less
than the pixel size could still be detected (distinguished from the background
noise).
Clearly, one sees that there is no simple answer to the question: what is the
resolution of an EIT system? In fact the answer depends of the test conditions
and of the definition given to the resolution concept. For example, if one would
be interested in detecting whether an object was in the test medium or not,
the resolution of our system will only be based on this test and will not be
taking into account any other parameter, such as for example size and shape
of the object.
In summary, this chapter only intends to give an answer to the question:
what are the limits of an EIT system given the definition of distinguishability
proposed hereafter in section 3.2. The link with other concepts or theoretical
limitations is also done, which gives the reader an intuitive feeling about the
parameters that play a role when it comes to extracting information from an
EIT system1.
3.2 Distinguishability: a probabilistic approach
The distinguishability is the ability for the end-user to perceive in a tomo-
graphic image the structure of interest for his particular application. The idea
behind the probabilistic approach is to express distinguishability in terms of
probability that the event “the structure is spotted on the image” corresponds
to an actual measurement and is not created by the random fluctuations of
the signal (i.e. the noise). The distinguishability mathematical expression
as given in equation 3.33 can also be interpreted as a Signal-to-Noise Ratio
(SNR). A major advantage of this approach is to decouple the reconstruction
algorithm from the resolution criterion, unlike other image based criteria such
as the Noise Figure (NF), see for example Graham and Adler [32].
This section is adapted from Adler et al. [6] with more detailed derivations
and some complementary information. The reader who is not familiar with
the Maximum A posteriori Probability (MAP) reconstruction technique can
find an introduction in appendix A. The general idea is to start using simple
1The word “resolution” is avoided on purpose to give a more general meaning to the
previous sentence and to avoid common misunderstanding of this concept.
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Bayesian probability concepts and then use the statistical benchmark given
by the z-score to characterize the distinguishability. One can start reasoning
by writing the potentials v measured at the boundary of the medium with a
given EIT system using the following forward problem2 operator A:
v = A(σ) + n (3.1)
where
A is the forward problem operator, which calculates the resulting po-
tential field at the medium boundary given a certain conductivity
distribution σ,
v is a M × 1 vector representing the measured potential with the
system A(σ),
σ is a N ×1 vector containing the impedance distribution inside the
measured medium,
n is a M × 1 vector containing contribution of the noise that is
assumed to be zero-mean, independent and Gaussian.
Since time differential EIT imaging systems take a reference data set vref
and then subtract it from the instantaneous data set taken at time vt, the
resulting differential measurement ∆v vector equals:
∆v = vt − vref (3.2)
In this case vref is assumed to be the average over a large number of mea-
surements with negligible noise. Thus the noise observed on ∆v is only due
to vt.
At this point, one needs to linearize the operator A around vref , this is done by
calculating the so called sensitivity matrix using the Jacobian of A. Therefore
each element [i, j] of the sensitivity matrix J is given by:
[J]i,j =
∂Ai(σ)
∂σj
∣∣∣∣
σ=σref
(3.3)
2The forward problem consists in calculating a set of parameters out of a physical model.
The inverse problem is calculating the physical model using the measured parameters. In
the present case, the physical model is essentially given by the conductivity distribution,
the system geometrical shape and the current injection strategy. The measured parameters
are the voltages at the medium boundary.
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where
σref is the conductivity distribution at the moment when the reference
data set was taken.
The linearized change in conductivity of the medium is denoted ∆σ = σt −
σref ; in this way the linearized expression for the differential measurement
can be written using equations 3.1 and 3.3:
∆v = J∆σ + n (3.4)
In the previous expression, ∆σ is a noiseless variable because we decided to
include all the noise components in the n variable. Of course the linearization
operation assumes small changes of conductivity inside the medium to be
valid. In other words, it is assumed that a one step calculation (i.e. a non-
iterative calculation) is good enough to approximate the solution. Figure 3.6
gives some intuitive insights about using linearization, thus if the conductivity
change is small enough one clearly sees that the variations on the potential
are linear. The best estimate of the conductivity changes in the sense of the
Maximum A posteriori Probability (MAP) is given by equation A.33,
∆σMAP =
(
JtΣ−1n J + Aprio
)−1 JtΣ−1n d (3.5)
where
Σn is the noise co-variance matrix,
Aprio is the regularization matrix introducing a priori information about
the unknown ∆σ,
d are the input data, for instance ∆v.
In this reasoning, it is desirable to only calculate the ∆σMAP for a limited
region in the image parameter space. One calls this region the Region Of
Interest (ROI). The ROI is defined using an image parameter selection matrix
IROI of the size N × 1 where the ith element is given by:
IROIi =
{
0 if i  ROI
1 if i ⊂ ROI (3.6)
In this way, it is possible to reduce the conductivity changes in the ROI to
one single parameter:
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∆σROI = IROI∆σMAP = IROIR∆v = RROI∆v (3.7)
where R and RROI are the image reconstruction matrices for the whole system
and for the ROI, respectively.
RROI is calculated using equation A.33 and JROI = JItROI:
RROI =
(
JtROIΣ−1n JROI + Aprio
)−1 JtROIΣ−1n (3.8)
where the a priori or penalty term is Aprio = 0. It is possible to work without
regularization because we consider a special case of the problem where ∆σROI
is a scalar (only one value), thus regularization is not necessary. The derived
formulation for the distinguishability is based on the z-score estimate of the
random variable ∆σROI, see Urdan [97] for more details about the z-score:
z = ∆σROI − κstd(∆σROI) (3.9)
where κ is the hypothesis to test against.
Thus one can formulate the distinguishability as the rejection of the null
hypothesis (i.e. κ = 0). Then one needs to calculate the mean of the con-
ductivity change in the ROI and the standard deviation of the conductivity
change in the ROI.
Using the mathematical expectation formulation and the MAP solution cal-
culated in equation 3.8, one gets the mean of the conductivity change in the
ROI:
∆σROI = E[∆σROI] = E [RROI∆v] (3.10)
then using equation 3.4, and the fact that one assumes zero mean noise (i.e.
E[n] = 0):
∆σROI = E [RROI (J∆σ + n)] = RROI
JE[∆σ] + E[n]︸︷︷︸
=0
 (3.11)
= RROIJ∆σ (3.12)
Where ∆σ = E[∆σ] is the noiseless impedance change in the medium; ∆σ
is the “true” impedance changes inside the medium. If one restricts the con-
ductivity changes to the ROI, the last equation becomes:
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∆σROI = RROIJROI∆σROI (3.13)
using equation 3.8, one gets:
∆σROI =
JtROIΣ−1n JROI + Aprio︸ ︷︷ ︸
=0
−1 JtROIΣ−1n JROI∆σROI (3.14)
= ∆σROI (3.15)
This demonstrates that RROIJ∆σ corresponds to the noiseless conductivity
changes inside the ROI.
Then one needs to calculate var[∆σROI] that is equal per definition to:
var [∆σROI] = E
[∥∥∆σROI −∆σROI∥∥] (3.16)
then using equation 3.7, one gets:
var [∆σROI] = E
[∥∥RROI∆v−RROI∆v∥∥] (3.17)
then using equation 3.4 and the fact that the noise is zero mean, one gets:
var [∆σROI] = E
[∥∥∥RROI(J∆σ + n)−RROI(J∆σ + n)∥∥∥] (3.18)
= E
[∥∥∥∥∥RROIJ∆σ + RROIn−
RROIJ∆σ + RROIn︸ ︷︷ ︸
=0
)
∥∥∥∥∥
]
(3.19)
= E [‖RROIn‖] (3.20)
and then per definition of the norm, one gets:
var [∆σROI] = E
[
RROInntRtROI
]
= RROIE
[
nnt
]
RtROI (3.21)
= RROIΣnRtROI (3.22)
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Where Σn is the covariance matrix, which is per definition equal to :
Σn = E
n− E[n]︸︷︷︸
=0
n− E[n]︸︷︷︸
=0
t = E [nnt] (3.23)
Then using the MAP solution RROI, given in equation 3.8, one gets:
var[∆σROI] =
(
JtROIΣ−1n JROI
)−1 JtROI Σ−1n Σn︸ ︷︷ ︸
=1
Σ−1n JROI
(
JtROIΣ−1n JROI
)−1 (3.24)
=
(
JtROIΣ−1n JROI
)−1 (JtROIΣ−1n JROI)︸ ︷︷ ︸
=1(
JtROIΣ−1n JROI
)−1 (3.25)
=
(
JtROIΣ−1n JROI
)−1 (3.26)
If one assumes that conductivity changes outside the ROI are also considered,
then the z-score can be written by combining equations 3.12, 3.26 and 3.9:
z = RROIJ∆σ√(
JtROIΣ
−1
n JROI
)−1 (3.27)
z = RROIJ∆σ
√
JtROIΣ
−1
n JROI (3.28)
If one restricts the conductivity changes to the ROI, then the z-score can be
simplified using equation 3.15 instead of equation 3.12 like in the previous
calculation step:
z = ∆σROI
√
JtROIΣ
−1
n JROI (3.29)
The z-score should be interpreted in the sense of the example given in section
B.5.2 meaning the higher z is, the better is the distinguishability. Equation
3.29 shows that z increases with increasing conductivity contrast and de-
creases with the square root of the noise. Apart from that z is also a function
of the measurement strategy included in the sensitivity matrix J.
Distributing ∆σROI under the square root sign gives:
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z =
√
∆σROIJtROIΣ
−1
n JROI∆σROI (3.30)
then using equation 3.4 with n = 0 3:
z =
√
∆vtROIΣ
−1
n ∆vROI (3.31)
Letting the noise between measurements be uncorrelated (i.e. noise covariance
terms are all equal to zero), the matrix Σn became diagonal and one gets:
z =
√√√√ N∑
i=1
(
∆vROI,i
σn,i
)2
(3.32)
If the noise in each channel is assumed to be the same, one gets:
z = 1
σn
‖∆vROI‖2 (3.33)
Where
∆vROI are voltage changes at the medium border generated by the con-
ductivity change ∆σROI inside the ROI,
σn is the standard deviation of the noise that is assumed to be the
same for each channel.
In this case the distinguishability becomes the norm in the L2 sense of the
differential voltage divided by the noise. From this formula, it makes a lot of
sense to define the signal strength as ‖∆vROI‖2. Equation 3.33 also allowed us
to separate the study of the noise from the study of the signal. The following
sections are organized based on this consideration.
3This notations means that all components of n are equal to 0.
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3.3 Study of the EIT signal
As any other signal, the EIT signal is defined as the useful part of the raw
signal coming out of the acquisition system. The non-used or non-useful part
of the signal is divided between the noise (random fluctuation) and static
errors. Both often perturb the measurements of interest, and will be treated
in a separated sections hereafter. Differential imaging is a relatively simple
solution to get rid of most of the static errors. This also partially explains
why differential imaging is easier than absolute imaging. Concerning the
random noise, the only way physics allows us to statistically distinguish the
EIT signal from the background noise is to integrate (or take the average of)
the raw signal for a sufficiently long time. Doing so a statistical separation
occurs because of the different statistical behaviors between noise and signal.
For instance on an histogram representation, the noise could appear as white
Gaussian and zero-mean, whereas the useful signal4, provided a sufficient SNR
level is reached, usually gets sample counts outside the noise statistics .
3.3.1 General considerations
In the literature many authors proposed various ways for generating an EIT
signal that was useful for their specific applications. The EIT signal can be
classified into three categories:
• absolute imaging [39],
• time differential imaging [13],
• frequency differential imaging [75, 74].
Despite the fact that in this thesis these three categories are treated separately,
it is possible to mix them together [74] and to create mixed-images with tem-
poral and frequency information. The absolute imaging technique, depicted
in a) of figure 3.1 is the most demanding one in terms of signal quality, and to
our best knowledge concrete and reliable results have only been obtained using
fairly low (< 100 Hz) excitation frequencies [22] in geophysical or industrial
applications. Essentially the difficulties with absolute imaging are the lack
of knowledge about the exact electrode positions, the unknown and possibly
varying quality of the contacts, the EIT system stray capacitance and the
exact injected current values. The latter could of course be measured and the
reconstruction could take that into account, but it increases the difficulty of
4One assumes that the signal is a differential signal and therefore static error free.
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the overall data acquisition hardware. Absolute imaging in combination with
frequency spectral analysis is very difficult to master, but would be of great
interest in the medical domain. For example tumor screening as described
by Cherepenin et al. [19], Saulnier et al. [82] without exposing the patient to
ionizing X-ray based imaging techniques would become possible.
An interesting alternative to overcome the difficulties encountered in the ab-
solute imaging for industrial and biomedical imaging is to work with a very
well controlled and known medium, such as a micro well or a saline tank, as
depicted in figure 3.1 b). In this situation one takes the homogenous medium
of conductivity σ1.2 as the reference data set. Then one subsequently uses
it as the reference like in the normal time difference imaging. In this way, it
becomes possible to calculate the absolute changes relative to the homogenous
and known medium.
Unfortunately there are situations were none of the above techniques is ap-
plicable, and one is forced to apply the so-called time differential imaging.
In this case the data set is subtracted from a reference data set taken earlier
under similar experimental conditions. As a result, one gets the spatial dis-
tribution of the impedance changes between the two situations. The choice
of the reference is one of the critical operations in the process of making time
difference imaging function properly. To the author’s best knowledge, time
difference imaging is nowadays the most commonly and successfully applied
EIT imaging scheme in the medical domain.
With time difference imaging it is only possible to acquire images of time
varying event. These variation times have to stay below a certain limit de-
fined by the drift of the data acquisition system or by the constraints on the
measurements. For example, if one is interested to monitor the evolution or
the appearance of a breast tumor, it is clearly not an option to let a woman
lying for years over a data acquisition system. Absolute imaging could in
principle solve the problem of tumor imaging but this technology is at the
time of writing still far from being able to produce sufficiently precise results.
An alternative could be the frequency differential imaging, see Robitaille [74].
This technique is based on the fact that various media (or tissues) have differ-
ent characteristic impedance. In the present section the developed reasoning
is time difference oriented but the general principle could also be applied to
other techniques.
Using the Von Neumann boundary conditions (i.e. apply current and mea-
sure voltages), it can be shown that for the non-continuous case the forward
problem of calculating the boundary voltage v can be expressed as:
Tc = v (3.34)
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Figure 3.1: Illustration of a) an absolute imaging process, which tries
to retrieve the absolute value of the conductivity σ2 from the voltage
measurement at the boundary of the medium, b) and c) time difference
imaging processes, which try to retrieve the differential conductivity ∆σ
from the voltage measurement at the boundary of the medium. The b)
situation is a type of absolute imaging process taking advantage of a
suitably controlled background medium, this is the case in a saline tank
or in micro-EIT wells for example.
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where
T is the transimpedance matrix M ×M defined by the medium and
the EIT measurement system,
c is a vector 1 ×M representing the applied currents on the elec-
trodes,
v is a vector 1 ×M representing the voltages obtained at the elec-
trodes.
For example equation 3.34 could be calculated using FEM, where the space
is divided in finite elements, such as triangles for example. Assuming a node
based calculation, M , will the number of node of the FEM mesh. For the dif-
ferential imaging case, it is necessary to consider two transimpedance matrices
(T1 and T2) representing the two situations:
(T1 −T2)c = ∆v (3.35)
From equation 3.35, it is obvious that increasing the current leads to an
automatic increase of the EIT signal ∆v. Therefore addressing the problem
of the signal strength for a given situation automatically asks two questions:
1) what are the regulations in force concerning patient electrical safety and
2) what are the technical limitations for the current source. The patient
safety issues and an interpretation of the available regulatory documents are
presented in section 3.3.2.
At this point, it is not obvious which injection strategy is the best in terms of
generated signal. In particular, one can ask what is the best current injection
strategy between using a pair of electrodes 5 and using so-called trigonometric
current 6 which implies that several electrodes are injecting and sinking cur-
rent simultaneously. We will investigate this question by considering a time
differential imaging strategy as depicted in figure 3.2. The result of applying
a current pattern c to the medium with a spatial conductivity distribution σt
is given by:
v = Tσtc (3.36)
where
5One electrode for injecting the current and the other one for sinking it.
6The current intensity around the medium is spatially modulated with for example a
cosine function.
Theoretical Limits of EIT Systems 41
1.1
1.2
1 2
2.1
2.2
t 
U 1=T 1c U 2=T  2c
Figure 3.2: Illustration of the temporal change of the internal impedance
within the same medium between two situations and their respective
transfer impedance matrices.
σt is the spatial conductivity distribution in the medium at time t.
In the case of differential imaging, one gets the following differential signal of
interest:
∆v = v1 − v2 = (Tσ1 −Tσ2) c = Tdc (3.37)
where
Td is the time differential transfer impedance matrix, which can be
calculated using various techniques, such as analytical analysis or
Finite Element Model (FEM),
∆v is the EIT signal between the two situations.
As a benchmark for the resulting EIT signal ∆v, one calculates the L2 norm,
called signal strength (see equation 3.33). The idea is to give more weight to
large values compared with smaller ones. Therefore one seeks to maximize
‖∆v‖2 given an optimal choice of the current pattern c. Essentially, there
are two interpretations of the applicable current limitation in EIT, the first
one limits the sum of absolute amplitude of the injected currents and the
second one limits the sum of power of the injected currents. Both limitations
make technical sense, but according to our best interpretation of the norm
IEC 60601 [1], only the first one is used to define the patient electrical safety
limit.
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In the case that the absolute amplitude of the current is limited by the regu-
latory or any other constraints, the L1 norm of c is not allowed to be bigger
than a given value cmax:
‖c‖1 =
∑
i
|ci| ≤ cmax (3.38)
In this case, one can demonstrate in two steps that the 2-point injection strat-
egy7 is the one maximizing the signal strength ‖∆v‖2. First, one considers
the case where only 1 injecting electrode and 1 sinking electrode are used:
‖∆v‖2 = ctTtdTdc (3.39)
=
( · · · 0 1 0 0 −1 · · · )

· · · max2 ·
· · · · ·
· max1 · · ·
· · · · ·
· · · · ·


...
0
1
0
0
−1
...

(3.40)
where
max1 ≥ max2 ≥ max3 ≥ · · · (3.41)
The two maximal elements of matrix Td can always be identified, therefore
a bipolar current pattern c can always be chosen so that it maximizes the
matrix multiplication making use of the two largest terms.
Considering a second case where another strategy as pair drive is used, such
as for example a 3-electrode drive strategy, the mathematical expression for
the signal strength becomes:
7Also called pair drive strategy.
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‖∆v‖2 = ctTtdTdc = (3.42)
=
( · · · 0 1 0 − 12 − 12 · · · )

· · · max2 ·
· · · · ·
· max1 · ·max3 ·
· · · · ·
· · · · ·


...
0
1
0
− 12− 12
...

(3.43)
Considering 3.41 it is obvious that involving a potentially smaller term max3
in the matrix multiplication would lead to smaller values of ‖∆v‖2. At this
point, we demonstrate that under the condition that the sum of the magni-
tude of the current pattern is the limiting factor, pair drive strategy maximizes
the signal strength. As desired the permutation or an alternative distribu-
tion of the elements in the matrix c do not affect the total sum of current
magnitude (see equation 3.38). Using simulation tools such as EIDORS, it
is possible to calculate a FEM based transimpedance matrix for all possible
32-electrode pair drive strategies and some discrete object positions. For each
object position the largest matrix element is identified and displayed on figure
3.3. The results show that pairs of injecting electrodes used in opposite con-
figuration are the best choice as far as the signal strength is concerned. The
outlyers observed in the calculation are generated by simulation numerical
errors. Changing a little bit the input parameter leads to other outlayers, but
the conclusion is that offset 15 is in most cases calculated to be the strategy
generating the highest signal strength.
In another case, where the total power of the injected current is considered
to be the limiting factor (see equation 3.44), one needs to reconsider the
calculation. Therefore another approach is necessary, starting with the tran-
simpedance equation :
‖∆v‖2 = ctTtdTdc (3.44)
and taking the Singular Value Decomposition (SVD) of Td = UDVt, we
obtain:
‖∆v‖2 = ctVD UtU︸ ︷︷ ︸
=1
DVtc = ctVD2Vtc (3.45)
44 Chapter 3
0 1 2 3 4 5 6 7 8
14
14.5
15
15.5
16
16.5
17
position of the object from the center [m]
o
ffs
et
 o
f t
he
 m
ax
im
al
 s
ig
na
l s
tre
ng
th
 
 
simulation 1
simulation 2
Figure 3.3: Illustration of the ideal current pattern in function of the
object distance from the center, the result in the y-axis is given in offset
(for equidistant 32-electrode EIT system) to apply to the injecting pair
to get the maximal signal strength. A few outlayers are observed due to
simulation numerical errors.
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The two matrix multiplications ctV and Vtc decompose the current vector
into the Eigenvector directions given by the column of V:
ctV =
[
ctv1|ctv2| · · · |ctvn
]
(3.46)
Where the vi are the columns of the matrix V. The product ctV is a vector
of which each element is given by the multiplication ctvi. The elements ctvi
should be understood as power terms of the current c projected in the direction
vi. In other words, the ctvi elements are the contribution of each eigenvector
vi to the global ‖∆v‖. Using equation 3.46 and inserting it in equation 3.45,
one gets:
‖∆v‖2 = [ctv1|ctv2| · · · |ctvn]

d21 0 · · · 0
0 d21 · · · 0
...
... . . .
...
0 0 · · · d2n


ctv1
ctv2
...
ctvn
(3.47)
= (ctv1)2d21 + (ctv2)2d22 + · · ·+ (ctvn)2d2n (3.48)
From the SVD definition one knows that d1 ≥ d2 ≥ · · · ≥ dn, therefore in
order to maximize the signal strength it is desirable to maximize the term
(ctv1)2. This is done by “aligning” the vector c with v1. In other words,
v1 can be identified as the optimal injection pattern. This can be visualized
using EIDORS. In figure 3.4 the optimal current pattern in function of the
object position is plotted for a 3D tank where a cylindrical object is moved
from the center to the border. In the special case when the object is at the
center of the cylindrical tank the best injection pattern is a spatial sinusoidal
distribution of the current intensity as predicted also by Isaacson [45].
3.3.2 Constraints on the injected current
Since the more one injects current into a given medium the more signal am-
plitude we get, it is necessary to study what the limiting factor are for the
current. Essentially, there are three types of constraints: 1) the technical
constraints given by the practical realization of the current source, 2) the
contextual constraints given by the particular experimental conditions and 3)
the regulatory rules for safe operation of electrical devices.
The technical constraints on the current source are given by the internal
impedance of the current source, the power supply voltage available and the
technical limitation of each element of the current source. For example the
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Figure 3.4: Illustration of the optimal current in function of the electrode
index for 6 possible positions (from the center 0 m to the near the border
0.8 m) of the object inside a cylindrical tank (1 m radius). One can see
that the current pattern corresponding to the case, where the object is
put in the middle of the medium can be identified as a sinusoid. The
simulated data points were linked with straight lines segments.
Theoretical Limits of EIT Systems 47
Table 3.1: Authorized current limits according to IEC60601-1:2005
Applied Frequency
[Hz]
RMS Current Limit
Type BF [µA]
RMS Current Limit
Type CF [µA]
0 10 10
10 to 103 100 10
104 1000 100
105 to infinity 10000 1000
amount of current that an operational amplifier can deliver is limited. The
topic of the current source technical specification is discussed in much greater
detail in section 4.2.1.1.
The contextual constraints are given by the experimental conditions. For
example in a micro well, it could be desirable not to increase the temperature
of the solution up to the boiling point. Thus there will be constraints on
the amount of power allowed to avoid the temperature of the solution to rise
above a certain threshold. The Joule heating formulas are given in section
3.9.5.
The regulatory rules are of essential importance for applications in the medical
imaging domain in which currents are applied to patients. First, it is interest-
ing to note that there are no specific rules concerning medical-EIT safety yet.
Nevertheless there are rules concerning devices in contact with the patient
with respect to the electrical safety. In particular the IEC60601-1:2005[1]
defines so-called “patient auxiliary currents” which are currents applied in-
tentionally to the patient’s body. Especially important is the point 8.7.3 e)
stating that a current of more than 10 mArms is not allowed independently of
the waveform and the frequency. Our best interpretation of the norm is given
in a non-exhaustive way in table 3.1.
The international norm IEC60601-1 recognizes, as far as the electrical safety
is concerned, various types of medical devices:
• B type is the category of lowest standard,
• BF type is the same as the B type but with floating “applied parts8”,
• CF type is the category of highest standard in which the limit current
values are lower than for the other categories and it should also be
8Applied part refers to all connection to the patient including connections from other
devices.
48 Chapter 3
floating. This category is especially suitable “ for DIRECT CARDIAC
APPLICATION”. It is not quite clear what direct means, in another
document [17] direct is interpreted as on the heart directly (internally),
such as for example for cardiac pacemaker devices. If this interpretation
is right EIT would clearly be in the BF category and not in the CF one,
• F type sub-category refers to floating devices. Floating means that the
device has to be decoupled from earth potential and main power supply.
In the norm IEC60601-1 this is measured using the “Patient leakage
current”; the maximally allowed limit currents are the same as for the
“patient auxiliary current” see table 3.1,
• “DEFIBRILLATION-PROOF applied part”, this category specify es-
sentially 2 safety measures: 1) (IEC section 8.5.5.1) specifies that during
defibrillation none of the potentially harmful voltage appears on the de-
vice part or enclosure, and 2) (IEC section 8.5.5.2) that the total energy
applied on the patient should not be absorbed more than 10% by all
“applied parts” (i.e. including other devices attached to the patient).
In the best interpretation of the author, an important consequence of this
norm is that it limits the absolute amplitude of the sum of the injected cur-
rents, therefore the optimal current injection strategy is pair drive, see section
3.3.1 for details.
3.3.3 Signal strength
In EIT the “useful” signal is the EIT differential signal ∆v at the medium
boundary measured on the electrodes between a reference state and the
present state. The size of the vector ∆v, assuming that none of the mea-
surements are discarded, is Nel · Nel, where Nel is the number of electrodes.
For example assuming Nel = 32 leads to a vector ∆v containing 1024 ele-
ments. The whole vector can be summarized in one single scalar value, the
signal strength, by taking the L2 norm of the vector ∆v:
‖∆v‖2 (3.49)
This gives us the definition of signal strength used in this thesis. At this
point it is also possible to consider normalized signal strength by diving by
the number of measurements or the root mean square definition and dividing
by the square root of the number of elements. Bill Lionheart in his EIT
course9 also suggested a normalization by the injected current amplitude. In
9http://eitrecon.blogspot.com/, 10.12.2010
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the present document unless otherwise noted the signal strength is always
meant in the sense of equation 3.49.
3.3.4 An analytical approach
This section presents an analytical analysis of the forward problem based on
the theoretical results available in the literature. The general idea, in order
to make the analysis possible, is that one has to keep the geometry of the
problem simple. Therefore in the following, it is assumed that the medium is
a disk and that all the inhomogeneities (i.e. the objects to be imaged) are also
disks. At first, in section 3.3.4.1 the symmetrical problem is treated based on
the result of [45]. Then the solutions given by [84, 85] for the non-symmetrical
(i.e. where the inhomogeneities are not at the center anymore) problems are
reported in section 3.3.4.2 and the calculations are done using the analytical
functions of EIDORS. In both cases, the geometry is kept in two dimensions,
the three-dimensional case is broached in section 3.3.5.2 in which a Finite
Element Model (FEM) is used for the simulation.
3.3.4.1 The symmetrical problem
Under the assumption that the radius of the medium is normalized to 1 and
that one single inhomogeneity is placed at the center of the disk (see figure
3.5), the analytic formulation for the potential is given by Isaacson [45]:
v(θ) = −
∞∑
n=1
1
n
1− σ1−σ2σ1+σ2 a2n
1 + σ1−σ2σ1+σ2 a
2n (Cncos(nθ) + Snsin(nθ)) (3.50)
assuming
Cn =
1
pi
ˆ 2pi
0
j(θ)cos(nθ)dθ (3.51)
and
Sn =
1
pi
ˆ 2pi
0
j(θ)sin(nθ)dθ (3.52)
where
a is the radius of the disk inhomogeneity,
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Figure 3.5: Schematic representation of the analytical problem.
σ1 is the conductivity of the medium,
σ2 is the conductivity of the inhomogeneity,
j(θ) is the current density at the medium boundary at angle θ,
v(θ) is the voltage obtained at the medium boundary at angle θ.
By varying the parameters of equation 3.50, one obtains an intuitive represen-
tation of what the influences are on the measured potential at the boundary
of the medium of interest. Of course this is a very simplified case of the real-
ity but the basic conclusions are still good approximations of what happens
from a physical point of view even considering complete 3D objects. For this
purpose we used the function “analytic_2d_circle” given in EIDORS. Then
custom programs have been written in order to use EIDORS functions to vary
the parameters and create plots.
For the first two calculations presented in figure 3.6 and 3.7 both signal
strengths and signal mean are depicted. The signal mean is only depicted
in these two figures to obtain a plot without any squaring function. In this
way the linear part of the function is better emphasized.
The classic way to begin this analysis is to look at the variation of the EIT
signal v(θ) at the electrodes given the variation of σ2 while keeping σ1 con-
stant. The result of the calculation in figure 3.6 shows a symmetrical behavior
of the potential curve around the conductivity of the medium σ1. As it can
be observed on the lower plot of figure 3.6, if the conductivity of the inhomo-
geneity is of the same order of magnitude as the conductivity of the medium,
it is reasonable to linearize the EIT problem around the conductivity of the
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Figure 3.6: Illustration of the effect of the conductivity variation of a
centered object of fixed size (10% of the medium radius) calculated for
an adjacent type of injection and measurement. The upper plot uses the
signal strength as benchmark whereas the lower plot uses the mean of
the EIT signal. In both cases the homogeneous situation is set to σ1 = 1.
If conductivity changes are not too large compare with the homogeneous
conductivity, one sees that the voltages at the medium boundary varies
almost linearly with the conductivity changes. This analysis is used as a
basis to justify the linearization of the EIT problem.
homogeneous medium. Interestingly after a certain conductivity change has
been reached, typically 2 orders of magnitude, the generated signal saturates
and any further conductivity changes will only have a limited effect on the
measured voltages.
The second figure of merit we can look at, is the variation of v(θ) given the
variation of the radius a of an object of fixed conductivity σ2, see figure 3.7.
If the size of the object stays within 50% of the medium size, the linearization
of the problem appears to be a fair approximation.
After having set the stage with these two preliminary calculations, we can
ask ourselves what are the effects of the measurement strategy on the signal
strength. The results of the calculation are presented in figures 3.8 and 3.9.
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Figure 3.7: Illustration of the effect of the size variation of a centered
object of fixed conductivity calculated for an adjacent injection and mea-
surement strategy. Both plots are bounded by the minimal (=0) and
maximal size of the tank (=1) which also corresponds to minimal and
maximal object size.
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Figure 3.8: Illustration of the effect of the conductivity variation of a
centered object of fixed size calculated for various types of injection and
measurement offsets. Interestingly the adjacent (offset=0) strategy is
the one with the lowest signal strength value. We can also see that
the difference between offset 12 and offset 15(opposite) is small if the
conductivity change is not larger than 1 order of magnitude compared
with the reference.
In both cases the signal strengths were calculated to increase with increasing
offset. Therefore, the best distinguishability as defined in equation 3.33 is
expected for opposite (offset=15) measurement strategy.
3.3.4.2 The non-symmetrical problem
The development of the non-symmetrical case goes far beyond the scope of the
present thesis; nevertheless the interested reader is referred to the following
papers [84, 85, 86]. The final results are given here as presented in the original
articles with some notation changes. The global idea is to do most part of the
calculation in the spatial Fourier domain. Therefore the expression for the
transconductance,
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Figure 3.9: Illustration of the effect of the size variation of a centered
object of fixed conductivity calculated for various types of injection and
measurement strategy. As in figure 3.8 offset 12 and offset 15 are very
similar if the size of the object compared to the size of the tank is not
larger than 50%.
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j(θ) = Tv(θ) (3.53)
becomes in the Fourier domain,
J(Θ) = TFV (Θ) (3.54)
where TF is given by,
TF = −
(
R
σ1
)
(I −QD)−1 (I +QD)D−1 (3.55)
and each element [m, n] of Q is given by,
Qm,n =
1
n
σ1 − σ2
σ1 + σ2
ei(m−n)βbm+n
<(m,n)∑
p=1
(
m− 1
p− 1
)(
n
p
)(a
b
)2p
(3.56)
and each element [m, n] of D is given by,
Dm,n = mδm,n =

1 0 · · · 0
0 2 0
...
0 0 . . . 0
0 · · · 0 m
 (3.57)
where
R is the radius of the medium,
a is the radius of the disk like inhomogeneity (object),
b is the distance between the medium center and the inhomogeneity
center,
β is the angle at which the inhomogeneity is placed,
σ1 is the conductivity of the medium,
σ2 is the conductivity of the inhomogeneity,
< (m,n) means the lesser of m and n (i.e. for m=2 and n=4 the result is
2),
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n
p
)
denotes the binomial coefficient.
Once V (Θ) is calculated, the inverse Fourier transform is taken to go back in
the spatial domain to get v(θ). The authors observed that this analytic anal-
ysis suffers in practice from the lack of sufficiently precise numerical compu-
tation, leading to strange effects in the results. This is why we decided not to
show these inconclusive results. These problems also illustrate the need for a
better way of calculating the forward problem, especially for non-symmetrical
geometry. The next section will make use of a FEM based technique to process
numerical simulations of the EIT forward problem.
3.3.5 A FEM approach
The Finite Element Method (FEM) is one of the possible ways of calculating
the EIT forward problem for situations of complex geometry. If for the FEM
calculation only linear interpolation functions are used, one can interpret the
FEM as the meshing of the space of interest with discrete resistors. Thus one
can apply Kirchhoff’s law of current and voltage at each node and each loop,
respectively. In this thesis, FEM simulations are done using the open-source
program EIDORS [4] which is especially dedicated to EIT calculations within
the Matlab environment. More complex calculations using other physical ef-
fects such as heat, electromagnetism and chemical reactions are possible using
more sophisticated commercial FEM software such as Comsol multiphysics10,
but this goes beyond the scope of the present thesis.
Since we work exclusively with disks and cylinders in this section, it is con-
venient to define a cylindrical coordinate system, see figure 3.10. The symbol
names are given as follow:
r is the radial distance of the object from the z-axis,
h is the height at which an object is placed,
β is the angle between the y-axis and the center of the object,
a is the radius of the object,
R is the radius of the tank (cylinder),
H is the height of the tank,
MR represents a radial displacement,
10http://www.comsol.com/, 10.12.2010
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Figure 3.10: The cylindrical coordinate system used for the FEM numer-
ical simulation.
MT represents a tangential displacement,
MV represents a vertical displacement.
In EIDORS electrode 1, the first electrode, is defined per default to be at
position (x=0, y=R) and the electrode numbering proceeds counter-clockwise.
3.3.5.1 Two-dimensional simulations
Although in real life the world is, in most cases, 3D, it is still interesting to
look at 2D simulations because they are easier to understood and quicker to
simulate. It is also intuitively clear that the 2D case is not too far from the 3D
case. For example considering a cylindrical object placed inside a cylindrical
tank with electrodes of the same height as the tank, one essentially gets the
2D case11. In this section, one only works with simple 2D meshes (see figure
3.11) generated using the netgen12 interface provided within EIDORS. The
size and units used for the simulation are meter/Siemens/mA/mV. Since the
results are scalable, the units and sizes used for the simulations are not of
great importance. One could also even consider the size of the geometry in
percent.
In figure 3.12 the signal strength in function of the object conductivity and
measurement strategy is studied. In case the object is placed at the center of
the medium, one can observe that the obtained curves are similar to the one
calculated using the analytical formula figure 3.8. Nevertheless a slight left-
right asymmetry of each curve is observed. It appears that the signal strength
11This is only exactly true in the case when the height of the object, the tank and the
electrodes tend toward infinity.
12http://www.hpfem.jku.at/netgen/ or http://sourceforge.net/projects/netgen-mesher/,
10.12.2010
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Figure 3.11: An example of a possible FEM mesh generated using netgen;
on the left hand side with an object (inhomogeneous) and on the right
hand-side without object (homogeneous).
corresponding to objects less conductive than the medium is smaller than the
one generated by objects more conductive than the medium. At the time of
writing this effect in still an on-going research topic. Possible explanation
for it could be numerical error or theoretical mismatch of the FEM model.
Yet measurements in section 6.4.2.2 indicate that this effect also appears in
reality. This could be an indication that this effect is not due to any FEM
theoretical mismatch, but it really exists.
In this second simulation the previous simulation is repeated but with the
object placed at a radial distance, r, equal to 80% of the radius, R, of the
tank. This leads to an increase of the overall signal strength, see figure 3.13.
The increase appears to be larger for small offsets than for large ones.
In another simulation depicted in Figure 3.14, where the object moves from the
center to the border of the tank according to the MR vector (see figure 3.10), it
is observed that the signal strength increases with the object approaching the
border of the tank. For large and small offset values the signal strength stays
almost constant in function of the object position. This suggests that using
large offsets may reduce the image dependencies in function of the position.
For intermediate offset values, for example offset=4, a clear increase in the
signal strength is observed after the object is displaced to 30% of the tank
radius.
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Figure 3.12: Illustration of the effect of the conductivity variation of a
centered object of fixed size calculated for various types of injections and
measurement offsets. The idea behind this simulation was to do a qual-
itative check of the analytic solution found in figure 3.8. By comparing
both figures we can conclude that the analytical and FEM model produce
similar curve shape.
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Figure 3.13: Illustration of the effect of the conductivity variation of an
object of fixed size placed at 80% of the radius calculated for various
types of injection and measurement offsets. One can notice an overall
increase of the signal strength compared to the case where the object
is placed at the center as in figure 3.12. One observes that offset 4 to
15 curves tend to become very similar for conductivity changes smaller
than 1 order of magnitude. As far as the signal strength is concerned the
larger the offset is the higher is the signal strength.
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Figure 3.14: Illustration of the effect of the object position for a fixed
conductivity contrast calculated for various types of injection and mea-
surement offsets. Interestingly offset 4 is strongly influenced by the object
radial position whereas offset 12 exhibits an almost flat behavior.
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3.3.5.2 Three-dimensional simulations
In this section three-dimensional FEM meshes are used for the simulations. In
this way the simulations are closer to the measurements done in the laboratory
with real 3D objects. The idea is to use a cylindrical mesh13 of radius R=1
and height H=2 to simulate a saline tank. The 32 electrodes are assumed to
be uniformly distributed on a circle at the cylindrical tank border at height
h=1. This geometry has been arbitrarily chosen to perform the simulations14.
Using the simulations presented in this section, we can analyze the three-
dimensional effects occurring in EIT, as far as the signal is concerned, and
make comparisons with the two-dimensional case.
In Figure 3.12 the conductivity of an object (a=10% of R) placed at the center
(0,0,0) is varied. As already observed in the 2D case an asymmetry of the
signal strength result is observed. The signal strength of objects with higher
conductivity than the medium is calculated to be larger than for objects of
lower conductivity.
The variation of the signal strength in function of the position of an object
(a=10% of R) of fixed conductivity along the MR vector at constant height
h=1 (in the electrode plane) is depicted in figure 3.16. The latter is the 3D
counter-part of figure 3.14. Except for the adjacent measurement strategy all
curves show a significant increase of the signal strength after the object has
been displaced by more than 30-40% of the radius of the tank.
In a 3D medium, so-called out-of-plane objects are interesting because they
may influence the measurements of in-plane objects. The simulation results
presented in figure 3.17 and 3.18, depict the vertical move of the object in the
direction of vector MV from height 0.2 to 1.8 at r=0 and r=0.8, respectively.
In case the object is close to the medium border a “sharpening” of the curves
is observed compared with the centered object case, highlighting the super-
position of two different effects. First, the signal strength is influenced by the
position of the object in the horizontal plane and secondly by the position of
the object in the vertical plane. When the object crosses the electrode plane15
the calculated signal strength reaches a maximum.
3.3.6 Intrinsic resolution
The term intrinsic resolution is used to mean the resolution that can be ob-
tained with the best possible algorithm. In the present work, it has to be
13The space is meshed using tetrahedrons.
14Simulations emulating the real size and geometry of the laboratory test media are done
in the results section [6.4.2.1]
15Its geometrical center is at h=1.
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Figure 3.15: Illustration of the effect of the conductivity variation of a
centered object of fixed size calculated for various type of injection and
measurement offsets.
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Figure 3.16: Illustration of the effect of the position of the object for a
fixed conductivity contrast calculated for various types of injection and
measurement offsets.
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Figure 3.17: Illustration of the effect of the vertical position of the object
(at the center r=0) for a fixed conductivity contrast calculated for various
types of injection and measurement offsets.
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Figure 3.18: Illustration of the effect of the vertical position of the object
(r=0.8) for a fixed conductivity contrast calculated for various types of
injection and measurement offsets.
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understood as the mathematical and geometrical aspects having an influence
on the spatial resolution criterion and the distinguishability of an object. This
intrinsic resolution is strongly linked with the notion of independent measure-
ments. The ultimate distinguishability limit of an EIT system is by no means
only defined by the intrinsic resolution.
The technique proposed by Adler et al [83] is able to calculate the number
of independent measurements at a given noise level. The noise level plays
a central role in the number of independent measurements, because it lim-
its the statistical relevance of the smallest contributions to the EIT signal.
Thus an increasing noise level leads to a decreasing number of statistically
relevant independent measurements. The equation, which links conductivity
changes inside a medium ∆σ with the corresponding potential change ∆v at
its boundary, is given by:
∆v = J∆σ (3.58)
where J is the Jacobian of the sensitivity matrix, see equation 3.3. Equa-
tion 3.58 linearly links both conductivity changes and voltage changes. The
number of statistically independent equations based on the above relation
gives the number of statistically independent measurements. The number of
independent measurements inside J is mathematically measured by calculat-
ing the Singular Value Decomposition (SVD) of J:
SVD(J) = UDV∗ (3.59)
where
U is the unitary matrix of the left-singular vector,
V is the unitary matrix of the right-singular vector,
D is a diagonal matrix which contains the singular values in descend-
ing order,
∗ denotes the conjugate transpose.
The left-singular and right-singular vector can be seen as a two parameter
spaces, and indeed the column vectors of U and V constitute an orthogonal
basis. Therefore, one can intuitively interpret the diagonal matrix D as the
link between these two parameter spaces, like weighting or filtering terms. In
other word, the diagonal values of D indicate which basis vector contributes
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Figure 3.19: The singular values calculated using the SVD of the Jacobian
of the sensitivity matrix. The various curves, corresponding to different
offset values, are labeled in function of the number of spacings between
the electrodes (i.e. offset=0 is labeled 1 in the legend).
most to J. If a contribution term is found to be lower than the noise level,
one considers it as statistically irrelevant.
Using EIDORS to calculate the Jacobian of the sensitivity matrix for a given
3D geometry, one gets the result depicted in figure 3.19. The values of the
diagonal matrix D are normalized by the largest singular value and plotted
in decreasing order. The various curves correspond to the calculated offsets,
labeled in function of the number of spacings between the electrodes. The
number of spacings is the relevant geometrical parameter for the calculation of
the independent number of measurements. Clearly, it should be avoided to use
measurement strategies involving an even number of spacings and especially
the ones with a strong symmetry such as (from left to right on figure 3.19:
16, 8, 4 and 12). Naturally, symmetry considerations depend on the number
of electrodes of the EIT system, so a way to minimize symmetries could be
to work with systems using a prime number of electrodes, for instance 31.
By choosing a certain level of noise compared with the highest singular value,
one can plot “horizontal cross-sections” of figure 3.19 for various noise levels
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Figure 3.20: Illustration of the number of independent measurements
calculated for various noise levels from 10−1 to 10−10 compared with the
highest singular value.
as in figure 3.20. For large noise levels (≥ 10−4) 16, one can observe that
the optimal measurement strategy is ranging from offset 4 to 14. For small
noise levels (< 10−4) the “even” symmetries seem to be the dominant effect
and their corresponding offset should be avoided. In any case opposite mea-
surement strategies considerably reduce the system performances in terms of
independent measurements.
Assuming a constant noise level of 10−3 which corresponds to 10µV noise on
a 10mV signal, one can calculate the number of independent measurements
in function of this noise level. As shown in figure 3.21 the number of statisti-
cally relevant independent measurements saturates and a further increase in
the number of electrodes does not significantly increases the number of inde-
pendent measurements. Using the same plot, one can also observe that it is
particularly interesting to work with 32 electrodes instead of 16 because there
are almost 3.5 times more independent measurements. Thus this relatively
simple theoretical calculation supports the design decision to develop a 32-
16Means that the noise is considered to be 10−4 times smaller than the largest signal
value.
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Figure 3.21: Illustration of the number of statistically relevant indepen-
dent measurements in function of the number of electrodes.
electrode system instead of only 16 electrodes. Not mentioning the dramatic
increase in hardware cost and system complexity, going from 32 electrodes
to 64 electrode increases the number of independent measurement by 2.2 at
best.
3.3.7 Correlation effects
The signal strength is not the only parameter to consider for optimizing the
EIT signal, and as already stated in the previous section, symmetry effects
should also be considered, as well. Since the signal strength is calculated to
be maximal for offset equal to 15 (i.e. opposite measurement strategy), one
could conclude that this is the best strategy to pursue. As we demonstrated
in the previous section, the opposite strategy is the worst choice as far the
number of independent measurements is concerned. By applying this strategy
with the developed EIT system, one observes that the image of the object is
mirrored in a central symmetry fashion. This means that most of the position
information about the object is gone (i.e. due to the symmetry); it cannot
be decided if the object is in one position or in the symmetrical counterpart
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location of the same position. The element of the FEM mesh are correlated.
The obvious question at this point is to calculate whether this effect is limited
to offset 15 or whether it is also observed for other offset values. We saw in
equation 3.4 that:
∆v = J∆σ + n (3.60)
Letting the noise tend towards zero for this reasoning, leads ∆v to be pro-
portional to ∆σ with the proportionality factors given by the Jacobian of the
sensitivity matrix J. Thus if 2 elements of the Jacobian are correlated with
each other the solution obtained, the EIT image, will also exhibit correlated
elements. Using EIDORS, the auto-correlation of the Jacobian matrix (i.e.
Jt ∗ J) for a simple two-dimensional disk is calculated. The result depicted
in figure 3.22 shows that the correlation between the highlighted elements
becomes significant for offset values larger than 12.
3.3.8 Summary of the findings for the EIT signal
The factors influencing the signal strength defined as ‖∆v‖ are:
• the amount of current injected in the medium (increasing the current
increases the signal strength),
• the conductivity contrast |∆σ| (increasing |∆σ| increases the signal
strength),
• the position of the object in relation with the current injection strategy.
On one hand the amount of maximal current that can be injected into a given
medium is either limited by regulatory issues or by technical limitations of
the current source, or both. On the other hand, the conductivity contrast
and the system geometry are given by the object to be measured and cannot
be changed. Therefore the only parameter the user has really access to, is
the measurement strategy. We demonstrated that due to the legal limitation
to fix the sum of the absolute injected current amplitudes below 10 mA, the
optimal current injection strategy was pair drive. The FEM simulation in the
previous sections demonstrated that the largest signal strength is obtained
using the measurement strategy corresponding to offset 15 (opposite). But
we also discovered that using offsets with even symmetry or an offset larger
than 12 may not be favorable. The problem was that the image becomes
difficult to interpret due to correlation effects. A good compromise seems
to use offset 12 with 32-electrode system, which corresponds to 11 spacings
between the electrodes. In units of angle, offset 12 gives 123°.
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Figure 3.22: Illustration of the auto-correlation of the Jacobian of the
sensitivity matrix calculated for a simple two-dimensional mesh with 32
electrodes. The offset varies between 0 (adjacent) and 15 (opposite).
Considering element 65 and its symmetric (central symmetry) counter-
part, element 73, one observes that both elements are correlated for offsets
ranging from 15 to 12. Therefore selecting offsets of 12 or below should
be safe to avoid auto-correlation issues.
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Figure 3.23: An intuitive explanation of the difference between precision,
stability and accuracy, modified from [31, 98].
3.4 Study of the Noise
3.4.1 Definition
In order to clarify the notions introduced below, it is necessary to introduce a
clear definition of noise. People often confuse precision and accuracy, therefore
to provide the reader with an intuitive explanation for the two definitions, the
analogy with the shooting result on a bull’s eye target is chosen, see Figure
3.23. This section deals with the noise in terms of precision. The non-random
errors resulting in a lack of accuracy are discussed in section 3.5.
3.4.2 Variance and Standard deviation
The simplest and probably most popular way to characterize the noise of a
signal X is the variance:
var[X] = (std [X])2 = E
[
(X − E [X])2
]
= E
[
X2
]− E2 [X] (3.61)
where
E [·] is the expectation operator (i.e. the mean),
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X is the random variable describing the statistical process.
In order to estimate the variance of a sampled signal the following estimator
can be used:
var [X] = σ2x =
1
N
N∑
i=1
(xi − x¯)2 (3.62)
where
σ2x is the estimated variance
N is the number of samples
xi denotes a sample i of the random variable X
x¯ is the estimated mean of X
The difficulty here is to get the “true” value of E[X] estimated using the
so-called sampled mean x¯ = 1N
∑N
i=1 xi. Therefore one can apply the Bessel
corrections in order to compensate for the error introduced by the use of the
sampled mean estimator instead of the “true” E[x]:
σ2x =
1
N − 1
N∑
i=1
(xi − x¯)2 (3.63)
The difference between equation 3.62 and 3.63 becomes small if the number
of sample N is large enough. If the signal has a trend like in figure 3.23
the estimated variance may be completely wrong due to drift in the system.
To overcome this difficulty, it may be necessary to detrend the sampled sig-
nal before the calculation of the variance17. Nevertheless, this method only
works if the drift is linear. Thus in the next section the Allan variance is
presented. The latter provides statistical insights about the signal variance
and the influence of the drift.
17Matlab: detrend(X), this command removes a linear trend from the data.
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3.4.3 Allan variance
The variance is often use to characterize a signal; nevertheless it does not
take into account the time component associated with the observation of the
statistical process. In reality, it is impossible to get samples from a given sig-
nal with infinitely small acquisition time. The measured samples are always
integrated (averaged) over a given integration time. Intuitively, one under-
stands that varying the integration time of the measurement set-up varies the
result of the calculated variance. Moreover as already emphasized in section
3.4.2 when the signal exhibits some trend or drift, it becomes difficult to get
a good estimate of the variance; therefore a new mathematical tool is needed.
The Allan variance, also known as the two-samples variance (see figure 3.24),
was originally proposed by David W. Allan [8] to characterize the frequency
stability of clocks. One can adapt the original formulation for our situation:
Avarτ [X] =
1
2E
[
(yk+1 − yk)2
]
(3.64)
Where y is the normalized fractional signal:
y = E[Xτ ]− E[X]E[x] (3.65)
The estimator for the Allan variance is:
σ2x,τ =
1
2(K − 1)
K−1∑
i=1
(yk+1 − yk)2 (3.66)
where yk becomes:
yk =
1
Kτ
∑Kτ
kτ=1 xkτ − 1N
∑N
n=1 xn
1
N
∑N
n=1 xn
(3.67)
where
τ is the sampling integration time,
Kτ is the number of samples of X during the integration time τ ,
K is the number of samples of X,
k is the index of the averaged random variable calculated using equa-
tion 3.67 (the averaging time is τ).
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Figure 3.24: Illustration of the calculation of the Allan variance is for
Kτ = 1 and Kτ = 2.
Usually it is interesting to calculate the Allan variance in function of various
values of τ and plot the results in a graph (see figure 3.27).
3.4.4 Sources of noise
3.4.4.1 Thermal noise
Thermal noise also called Johnson–Nyquist noise, is generated by the thermal
agitation of the discrete charge carriers. Johnson noise represents the smallest
noise level achievable with a physical system. Its spectral density is given by:
Sth =
√
4kBT (3.68)
Sth is a current density per
√
Hz and is only measured as a potential if the
noise current drops over a given impedance:
σth =
√
4kBTR(f) (3.69)
where
σth is the thermal noise spectral density [V/
√
Hz],
kB is the Boltzmann constant = 1.38 · 10−23JK−1,
T is the temperature [K],
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Figure 3.25: Illustration of the typical noise density observed in opera-
tional amplifiers. fc is the corner frequency above which Johnson noise
becomes the main noise source.
R(f) is the impedance (i.e. the equivalent resistance at frequency f)
[Ω].
3.4.4.2 Electronic noise
The electronic noise is generated by the thermal agitation of the charge car-
riers (Johnson noise) and by the crystal defects of the semi-conductor (flicker
noise). The flicker noise is also called 1/f noise and is observed only at rela-
tively low frequencies. As its name indicates, its density decays according to
1/fa with a larger than 0. Typically, the flicker noise decays until it reaches
the level of the Johnson noise; this point is called the corner frequency fc
(see figure 3.25). Past the corner frequency the dominant source of noise of
the system is the Johnson noise. Typical operational amplifiers have corner
frequencies between 1 and 10 kHz. But especially high-speed circuit using
short transistor channel lengths could also exhibit flicker noise up to the MHz
range [46].
3.4.4.3 Shot noise
Shot noise seeks it origin in the discrete nature of the charge carriers that
gives rise to statistical fluctuation of the observed current. One intuitively
understands that a certain amount of shot noise will be observed by the elec-
trodes due to the presence of ions (i.e. discrete charge carriers) in the saline
solution. Calculating the exact value of shot noise in this situation is very
difficult. Therefore, we propose to estimate the latter by using a simplified
model assuming that the applied current is 1 mArms at the injecting electrode
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pair. The current density between the measurement electrodes will be the
key factor for the observed shot noise value. Using EIDORS one calculates
the current density reduction factor between the injecting and the measuring
pair of electrode, see figure 3.26.
Shot noise is well described in the literature for semi-conductor and resistors
and is assumed to be generated by discrete charge carriers (i.e. electrons and
holes) flowing through a potential barrier at a random flow rate which creates
short term variations of the current density (noise). It is also claimed that
this phenomenon only occurs with a DC current and that the shot noise in the
case of an AC current would be negligible compared to the thermal noise18 .
This theory is only applicable to electrons in semi-conductors, and can only be
partially applied to the EIT case because of the different mass and transport
proprieties of the ions compared to the electrons. Yet, it was not possible to
find in the literature any reference concerning shot noise in ionic solutions nor
AC shot noise. Intuitively shot noise in ionic solution should also exist due to
the corpuscular nature of the ions and the independent nature of their motion
through matter. Even under AC excitation current charge carriers seen by
the measuring electrodes fluctuate in and out of the observation zone of the
measuring electrode pair. Even in the absence of thermal energy the ions
would be scattered by the surrounding water molecules and their positions
would become unpredictable, which will create shot noise. Therefore, the
shot noise will probably depend on the ionic concentration, the ionic radius,
the mass of the ion, the electrical charge of the ion and the frequency of
the injected current. According to [80] shot noise eventually vanished in the
absence of an electric field, and only thermal noise is observed. This means
that in the AC current case, one has an intermediate case between a DC
electric field and no electric field.
As an initial starting point for a model, we assume that shot noise in EIT
follows the same rules as electrons in semi-conductors, which represents the
worst case scenario. According to the findings of numerical simulations (see
figure 3.26 b)) the current density between the injection electrodes is 1000
times larger than the current density between the measurement electrodes,
far away from the injection site. Then one can calculate the number of charge
carriers involved in this process:
Nq =
I
cI
·Ne− ·τm = 10
−3Arms
1000 ·6.24·10
18 e−
C ·100·10
−6s = 6.24·108e− (3.70)
where
18http://www.phy.duke.edu/∼hx3/physics/ShotNoise.pdf
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Figure 3.26: Schematic representation of the current density distribution
inside the electrode well. a) Depicts the model used to calculate the
current density reduction factor. b) depicts the result obtained for the
calculation of the current density reduction factor cI as function of the
offset.
I is the average current injected into the system,
cI is the current density reduction factor,
Ne− is the number of electrons (or charge carriers) per Coulomb ,
Nq is the number of charge carriers playing a role in the shot noise,
τm is the measurement time.
According to the usual interpretation of shot noise, the SNR is given by:
SNRq =
Nq√
Nq
= 2.5 · 104 ≡ 88 dB (3.71)
Assuming that the classical interpretation of shot noise is valid, one can cal-
culate the shot noise spectral density:
σs =
√
2q I
cI
=
√
2 · 1.6 · 10−19C · 10
−3Arms
1000 = 0.56
pA√
Hz
(3.72)
This value is smaller than the noise measured at the output of the current
source divided by the reduction factor ci:
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2.65 nA√
Hz
/ci = 2.65
pA√
Hz
(3.73)
For the limit of miniaturization calculated in section 3.9.6, we decided to
neglect the effect of the shot noise because it only contributes to a small
degree to the current source noise. It probably also represents the lower noise
limit of the injected current. In other words the shot noise adds to the type
of noise which scales inversely proportional to the scaling factor s, see section
3.9.
3.4.4.4 Quantization noise
The quantization noise is the noise generated by the quantization process due
to the analog to digital converter. The noise spectral density is given by
Kester [51]:
σq =
2Vref
2Nbit · √12 (3.74)
where
σq is the noise spectral density for the quantization noise [V/
√
Hz],
2Vref is the voltage swing of the ADC input [V],
Nbit is the resolution of the ADC in bit.
The quantization noise is a white noise over the whole Nyquist frequency
range. In other words the noise spectral density is uniformly distributed from
DC to half of the sampling frequency. Consequentially, this implies that by
selecting only a limited portion of the BW around the signal of interest one
decreases significantly the contribution of quantization noise to the measured
value. An interesting application of this effect is the use of oversampling
strategies to increase the system process gain [50].
3.5 Non-random errors
Non-random (or systematic) errors degrade the system precision but not the
system accuracy. They can also often be compensated using various strategies
such as:
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• differential imaging,
• channel per channel calibration for gain and CMRR [63],
• data modeling.
The term data modeling suggests for example that by measuring external
parameters such as the temperature(s) or the instantaneous current produced
by the current source one should be able to predict the changes in the observed
signal. Clearly non-random errors have an effect on the EIT signal and not
on the noise component of the raw signal.
3.5.1 Drift
Drift phenomena cause signals that are not stable around a given value as is
the case for pure random noise. Drift is often caused by effects whose sources
are of no particular interest for the experiment. For example temperature has
an influence on the measurements in a non-random fashion (i.e. it contributes
to the EIT signal) but in most cases the user is not interested in measuring this
phenomenon on the EIT signal. Ideally, one would only measure the signal
generated by the phenomenon of interest. The drift is often linked to envi-
ronmental factor such as the temperature, chemical reactions, the humidity
and the geometry. In EIT drift can also be generated by contact impedance
changes that directly influence the current delivered by the current source and
the common mode of the measurements. Moreover micro-EIT measurements
in a saline tank or in a micro-well also exhibit drift due to changes in the
ionic concentration induced by the liquid evaporation or the sample handling.
When working with small (milliliter) fluidic well the insertion of the sample
could induce a significant liquid level increase inside the well, which has a
direct influence on the measured EIT signal. The direct consequence of drift
in a signal is to limit the coherent integration time of the signal. In figure
3.27 (lower plot right) the added linear drift limits the integration time to 15
samples (i.e. up to the point where the Allan deviation curve increases again).
3.5.2 Aging
Aging is a kind of drift related to the deterioration over time of some parts
of a given system. Although there is no strong evidence that this long term
(τ ' days) effect is detrimental for EIT systems, it is valuable to mention it.
The mechanical part, the electronics and the time references are often subject
to this kind of issue. The mechanical parts of the system such as the contacts,
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Figure 3.27: Illustration of the Allan deviation versus the integration
time τ plotted assuming a purely random and drift-free signal (upper
plots). In the other case, a linear drift term with time is added to the
signal (lower plots).
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the electrodes and many others, change their chemical and geometrical char-
acteristics over time, for example by becoming oxidized or mechanically de-
formed. The electronics and the time references undergo aging due to atomic
migration, water infiltration and mechanical deformation.
3.5.3 Common Mode
The common mode error is essentially generated at the instrumentation am-
plifier stage. An ideal instrumentation amplifier only amplifies the difference
signal, but real instrumentation amplifiers also amplify voltage values com-
mon to both inputs as follows:
Vout = (V1 − V2)Gdiff +
(
V1 + V2
2
)
Gcm (3.75)
where
V1,2 are the voltages at the instrumentation amplifier inputs,
Gdiff is the differential gain,
Gcm is the common mode gain.
The performance of instrumentation amplifiers regarding the ability to re-
ject the common mode is assessed with the Common Mode Rejection Ratio
(CMRR). The CMRR is calculated as the ratio of the differential gain divided
by the common mode gain:
CMRR = 10 · log
(
Gdiff
Gcm
)2
(3.76)
The CMRR value decreases with increasing frequency [62]. This effect origi-
nates from the stray capacitance of the integrated circuit and from the con-
nection traces. Therefore, cautious PCB layout is needed to minimize CMRR
degradation.
3.6 Miscellaneous sources of errors
3.6.1 Crosstalk
Crosstalk is difficult to be experimentally measured and theoretically cal-
culated. Crosstalk can generate both noise and non-random errors. The
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crosstalk between bus lines can be minimized by placing low impedance lines
between the signal lines. This strategy is adopted in this thesis for the devel-
oped EIT system. For this task, ground lines or the DC power supply lines
are appropriate.
3.6.2 Electromagnetic Field (EMF)
EMF induced signals on the transmission line, on the electronics or even on the
measured medium can affect the measurements. Often such parasitic signals
are generated by nearby RF transceivers or by the electronics of the EIT
system itself. For instance rapid digital signals (such as the FPGA clock)
can easily cause interferences within the frequency band of the acquisition
chain of the EIT system. Proper system shielding does usually minimize
the EMF issues. The system should also emit only a restricted amount of
EMF radiation, the maximal allowed values are regulated by law depending
of the usage of the device. One can also imagine an EIT system scanning the
frequency range of interest to find an operational frequency where the EMF
interferences are the lowest and thus minimize their influence on the measured
signal.
The use of low impedance analog measurement lines on the electrode belt bus
also minimizes EMF coupling in the EIT measurements. Careful electrode
cable shielding is required if no active electrodes are used.
3.7 Noise propagation
This section treats the subject of noise variance propagation through the
acquisition chain. The text is based on the architecture of the developed EIT
system to illustrate the theory. Nevertheless the same theoretical principles
apply to other possible architectures or systems. The acquisition chain is
composed of two parts, the analog front end depicted in figure 3.28 and the
digital demodulator depicted in figure 3.29.
The noise appearing at both electrodes is assumed to be uncorrelated. There-
fore one can apply the sum of the noise power rule for the acquisition chain
(i.e. summing of the variance). For instance the noise just before the single
ended to differential stage in figure 3.28 is given by:
√√√√√√(√σ20 + σ20)2 + σ21 G1
2 + σ22 G2 (3.77)
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Figure 3.28: The analog front end is used to calculate the analog differ-
ence between the two analog input signals A1 and A2, and it processes
the differential signal to obtain digital data.
where
σ0 is the noise spectral density after the buffer,
σ1 is the noise spectral density of the instrumentation amplifier,
σ2 is the noise spectral density of the amplification stage,
G0 = 1 is the unity gain of the buffers,
G1 is the gain of the instrumentation amplifier,
G2 is the gain of the amplification stage.
As expected, the largest contributors to the noise are the noise sources located
before the first amplifier stage, in this case the instrumentation amplifier. The
electronic noise of the subsequent amplifier or signal processing stage do often
not contribute significantly to the noise.
Based on the demodulation scheme depicted in figure 3.29, one can calculate
the variance propagation through the digital processing chain. The digitized
signal X is assumed to be Gaussian with the variance σ23 and the mean µ=0.
This last assumption is not really necessary but it simplifies the calculation
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without loss of generality. The first operation implying a variance change is
the multiplication of the noise by the two orthogonal sinusoidal signals at the
demodulation frequency. Using the definition of the variance, one can write:
Var [XI [n]] = Var [Xcos (2piFn)] (3.78)
= E
[
X2cos2 (2piFn)
]
+ E2 [Xcos (2piFn)] (3.79)
The random variable X and the reference signal cos (2piFn) are composed of
independent random variables. Thus one can use the well known expectation
formula19 and the fact that the mean of the reference signal is equal to zero:
Var [XI [n]] = E
[
X2cos2 (2piFn)
]
+ E2 [X] E2 [cos (2piFn)]︸ ︷︷ ︸
=0
(3.80)
Then using the trigonometric identity for the power reduction of the cosine
and the formula Var[X] = E
[
X2
]
+ E2 [X] = E
[
X2
]
= σ23 with E [X] = 0,
we obtain:
Var [XI [n]] = E
[
X2cos2 (2piFn)
]
(3.81)
= E
[
X2
]
E
[
1
2 +
1
2cos(4piFn)
]
= 12σ
2
3 (3.82)
At this point, one needs to consider the effect of the coherent integration stage
on the variance. Using the independence property of the XI samples and the
result found with equation 3.82, one gets:
Var
[
1
N
N∑
n=1
(XI [n])
]
= 1
N2
N∑
n=1
Var [XI [n]] (3.83)
= 1
N2
NVar[XI [n]] (3.84)
= σ
2
3
2N
def= Var[I[n]] = σ25 (3.85)
A similar derivation can be done for the Q branch. In summary, the noise
standard deviation at the output of the demodulator integration stage is re-
duced by a factor inversely proportional to the square-root of the number of
averaged samples.
19E [AB] = E [A] E [B] , with A and B being two independent random variables
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Figure 3.29: The IQ demodulator wherein the input signal is multiplied
by two orthogonal sinusoids and coherently integrated.
3.8 Miscellaneous optimizations
3.8.1 Spectral purity of the signal
In order to maximize the signal strength, it is necessary to inject the right
amount of current necessary to image the medium of interest. However, arbi-
trarily high currents are not allowed by the physical, technical and regulatory
issues, see section 3.3.2. Therefore, it is important to ensure the spectral pu-
rity of the signal used. In this way one maximizes the part of the injected
signal that will be demodulated at the reference frequency. In spectroscopic
applications [75], it could be desirable to construct a signal that gathers many
frequencies and then demodulates each one separately to recover spectroscopic
information. Since the total amount of current is limited, doing so decreases
the signal strength for each of the particular frequencies.
3.8.2 ADC design
From equation 3.85 one can deduce that the higher the number of samples
the smaller the noise on I will be. This is especially true for the quantization
noise of a given ADC with resolution Nbit and acquisition frequency Fs. For
a given acquisition time Ts this gives NFs samples. Keeping Ts constant and
varying Fs by a factor ks changes NFs also by a factor ks. One can also add or
subtract a certain amount of bits ∆Nbit to the ADC resolution Nbit. Taking
these parameters into account, the quantization noise is given by:
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σq∆ =
2Vref√
12
· 1
2(Nbit+∆Nbit)
√
ksNFs
= σq
1
2∆Nbit
√
ks
(3.86)
As an example, let’s assume that the original design was using a Nbit = 12
and Fs = 100 MHz high end ADC, and that during a redesign phase the
engineering team decides to buy a much cheaper ADC with 14 bits resolution
and a sampling frequency of 4 MHz (i.e. ∆Nbit = 2 and ks = 125 ). This gives
a
√
25
22 = 1.25 increase in the quantization noise on I and Q (i.e. 25% more
quantization noise).
3.9 Effect of geometrical scaling
3.9.1 Scaling of the quasi-static potential
The effect of scaling have be studied by Griffiths et al. [35]. The following
development is partially adapted from the previously cited sources.
Starting with the same assumptions already used in section 2.4, one can use
the quasi-static approximation for the potential given in equation 2.26. For a
given path S, it therefore follows:
−→
E = −∇V = −dV
ds
(3.87)
where
−→
E is the electrical field,
V is the quasi-static potential.
The previous expression can be integrated over an arbitrary path20 S on both
sides of the equation. One gets an expression for the potential difference
between two points S1 and S2:
ˆ S2
S1
−→
Eds = −
ˆ S2
S1
dV
ds
ds = −
ˆ S2
S1
dV = ∆V (3.88)
From Ohm’s law, equation 2.16, it follows that
−→
J c
σ =
−→
E . Then one can
combine this result with equation 3.88:
20the quasi-static potential is a conservative field
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ˆ S2
S1
−→
J c
σ
ds =
ˆ S2
S1
1
σ
−→
J cds =
ˆ S2
S1
ρ
−→
J cds = ∆V (3.89)
where
σ is the conductivity [S/m],
ρ is the resistivity [Ω ·m].
The idea is to find the expression for ∆V ′(the quasi-static potential) when
all dimensions are multiplied by a scaling factor s. The conduction current
density is defined as:
−→
J c = qn
−→
V d (3.90)
where
q is the total charge in Coulomb [C] of the charge carriers,
n the density of charge carriers [1/m3],
−→
V d the drift velocity [m/s], respectively.
The drift velocity is defined as:
−→
V d =
I
nqA
(3.91)
where
I is the current in [C/s],
n is the charge carrier density [1/m3],
A is the cross-section of the considered conductor [m2].
By combining equations 3.90 and 3.91, we obtain:
−→
J c = qn
I
nqA
= I
A
(3.92)
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Then −→J ′c being the new current density after scaling the medium by a geo-
metric factor s is given by:
−→
J ′c =
I
As2
=
−→
J c
s2
(3.93)
Apart from the necessity that the dimension of the path S must also be
correctly scaled, by performing a variable change, sf = s′, and by using
equation 3.93 we find:
∆V ′ =
ˆ S2′
S1′
ρ
−→
J c
s2
ds′ =
ˆ S2f
S1f
ρ
−→
J c
s2
fds = 1
s
ˆ S2
S1
ρ
−→
J cds =
1
s
∆V (3.94)
Thus the potential ∆V scales inversely proportional with s. This reveals that
scaling the dimension by a factor s < 1 (reduction) leads to larger potentials.
Inversely, increasing the dimension by a factor s > 1 results in a smaller
potential difference. Clearly the signal strength also follows the 1s scaling
rule.
3.9.2 Scaling of the resistance
This section presents a reasoning based on a simplified geometry, the rect-
angular parallelepiped. Nevertheless one intuitively understands that more
complex shapes (such as cylinder, “wires”,...) will behave in the same way, it
is just more involved to calculate the exact scaling law for the corresponding
resistance. The electric resistance of a rectangular parallelepiped is given by:
R = ρ l
A
(3.95)
where
ρ is the characteristic resistance or resistivity [Ω·m],
l is the height of the parallelepiped [m],
A is the surface of parallelepiped’s base (i.e. the cross section of the
conductor) [m2].
One calculates the new resistance R′ after scaling all dimensions by a factor
s:
R′ = ρ ls
As2
= R
s
(3.96)
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3.9.3 Scaling of the capacitance
This section presents a reasoning inspired by the parallel plate capacitor case.
Clearly the real world case is much more complex, but this simplification is
still a good and intuitive approximation. The capacitance of a parallel plate
capacitor is given by:
C = r0
A
d
(3.97)
where
o is the vacuum permittivity [= 8.85 · 10−12 Hm ],
r is the relative permittivity of the medium [ - ],
d is the distance between the two plates [m],
A is the surface of a capacitor plate [m2].
One calculate the new capacitance C ′ after scaling the surface by a factor s:
C ′ = r0
As2
d
= Cs2 (3.98)
In this calculation, we make the assumption that the distance d stays ef-
fectively constant and is not scaled with the surface capacitor plate, which
corresponds in the EIT case to the electrode surface. The distance d in the
case of EIT measurements can be identified as the amount of non-conductive
material between the electrode and the body, for example dead skin cells.
3.9.4 Scaling of the electrode contact impedance
Using the simple model for the electrode contact impedance of a capacitance
in parallel with a resistor, one can calculate the resulting impedance:
Z = R1 + iωC (3.99)
Resulting in a modulus and phase:
‖Z‖ =
√
R2
1 + ω2R2C2 (3.100)
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phase(Z) = −arctan
(
1
ωRC
)
(3.101)
Applying the formulas of scaling for resistor 3.96 and capacitance 3.98, new
‖Z‖ and phase(Z) values are calculated:
‖Z ′‖ =
√
R2
s2
1 + ω2R2C2s2 (3.102)
phase(Z ′) = −arctan
(
1
ωRCs
)
(3.103)
3.9.5 Scaling of the Joule Heating effect
The difference in heat energy for a mass of material in thermal equilibrium at
two temperature (no heat loss, no changes in entropy, no work done) is given
by:
∆Q = mc∆T (3.104)
where
∆Q is the difference in heat energy [J],
m is the mass of the considered material [kg],
c is the specific heat constant of the material
[
J
kg·K
]
,
∆T is the temperature difference [K].
The mean power necessary to heat the material is given by ∆Q∆t = P . The
mass of the material can be deduced from the volume and material density,
m = ρmv. Introducing these formulas in equation 3.104, one gets:
P ·∆t = ρmvc∆T (3.105)
and since the electrical power is given by P = I2R, one obtains:
∆T
∆t =
I2R
ρmvc
(3.106)
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We found that R scales with 1s , the volume clearly scales with s3, therefore
∆T
∆t scales with
1
s4 if the current is kept constant. As expected, for a smaller
medium the temperature increases much faster if the probing current I is not
varied.
3.9.6 Scaling of the z-score and miniaturization limit
The z-score, given in equation 3.33, can be used as a benchmark for the
distinguishability of objects given the signal strength and the noise. One
can assume that the noise observed at the demodulator output is only due
to Johnson noise and electronic noise. Moreover it is also assumed that the
noise is the same for each channel. If the noise sources are uncorrelated, one
can use the sum of variance rule:
σn =
√
σ2e + 4kBTR (3.107)
Additionally, the noise generated by the current source should be considered.
This noise, denoted σICS , is a current noise given by the performance of the
current source and the DAC. One can assume that this current noise behaves
like the injected current. Thus the resulting voltage noise standard deviation
at the electrode, denoted σcs, scales with 1s . Thus the overall expression for
the system noise becomes:
σn =
√
σ2e + 4kBTR+ σ2cs ≤ σe +
√
4kBTR+ σcs (3.108)
The last inequality is based on the triangular inequality theorem. Then by
using the scaling rules found in equations 3.94 and 3.96, the expression for
the system z-score calculated in equation 3.33 combined with the expression
for the calculated noise in equation 3.108, we find:
z(s) =
∥∥ 1
s∆vROI
∥∥√
σ2e + 4kBT Rs +
( 1
sσcs
)2 (3.109)
=
1
s ‖∆vROI‖√
σ2e + 4kBT Rs +
( 1
sσcs
)2 (3.110)
≥
1
s ‖∆vROI‖
σn +
√
4kBT 1sR+
σcs
s
(3.111)
=
1√
s
‖∆vROI‖√
sσn +
√
4kBTR+ σcs√s
(3.112)
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The previous result assumes that the current injected into the system Ics is
kept constant during the scaling process. The problem with this approxima-
tion is that Joule heating of the sample by the current Ics is not taken into
account. Clearly, it is desirable to keep the sample temperature at a constant
level to avoid temperature drift or sample damage. Therefore, one should not
produce more heat than one is able to cool. The heat loss, φcool , of a system
is proportional to its external surface so it scales with s2. On the other hand,
Joule heating scales with 1s . Therefore, to balance the term on both sides of
the equation, the current Ics should scale with s
3
2 .
((
s
3
2 I
)2 R
s
)
︸ ︷︷ ︸
Joule heating
= s2Φcool (3.113)
Figure 3.30 graphically summarizes the findings of this section by calculating
an example. The idea is to start with a z-score of 200 obtained during the
measurements with the large tank (about 15 cm radius and 30 cm height)
with a 2.5 cm spherical non-conductive object. Then one applies the z-score
scaling rule for the four following cases:
1. the noise of the system is only Johnson noise,
2. the noise of the system is Johnson noise and the electronic noise,
3. the noise of the system is Johnson noise, electronic noise and current
source noise21,
4. the noise sources are the same as in the previous case but the current,
respectively, the signal strength is scaled to avoid sample heating.
Experimentally, it has been observed that a z-score of 10 is necessary in order
to distinguish a single object clearly. In figure 3.30 this z-score threshold is
represented by the bold horizontal line. Then the crossing points of the z-
score curves with this threshold give the miniaturization limit of the system.
A shortcoming of this extrapolation method is that the system geometry is
assumed to be kept identical, which may not be the case while miniaturizing
a real EIT system.
The main limiting factors for the miniaturization are the noise of the current
source and Joule heating. Concerning Joule heating the way it is calculated
in figure 3.30, it is assumed that the system is continuously running and that
21for the calculation we assume it equal to 8 nV/
√
Hz which corresponds to the noise
generated by the op-amp of the current-source
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no temperature difference is allowed between the liquid in the well and the
environment. Thus one can imagine a system that measures with a duty cycle,
Dcycle, of 50% (for example measuring during one second and then pausing
for one second), this would allow to increase the current by a factor of D−
1
2
cycle.
Similarly any improvement, kΦ, on the cooling rate of the system also allows
to increase the current by a factor of
√
kΦ. The cooling rate of the electrode
well can be improved by:
• adding an active cooling element, such as a Peltier element, a fan, a
water cooling system (potentially with micro channels),...
• allowing a temperature difference between the well medium and the
external world22.
Another limiting factor is the restricted supply voltage. Even if a large amount
of voltage was available, if the electrical field increase above 1 kV per mm in
air, there will be creation of discharge flashes (i.e. the air is no more isolating).
Assuming an impedance of 100 Ohm and a current of 1 mA, the breakdown
voltage is reached with a scaling factor of s=0.001.
Based on the findings of this section, one can draw general four rules for the
miniaturization limit of EIT systems:
• If Johnson electronic noise are the main contributors to an EIT system’s
input noise sources, the z-score increases with the reduction of the micro-
EIT well size (z-score scales with 1/
√
s),
• If the injected current also contains noise, the z-score increases with
decreasing well size up to a given saturation level.
• In contrast, with increasing well size, the electronic noise becomes the
dominant noise in the system and it finally limits the distinguishability
(z-score scales with s),
• In the decreasing well size case, the distinguishability in only limited by
the ability of the system to cool itself down (z-score scales with s2).
3.10 Summary of the theoretical findings
As already stated in the introduction of this chapter, there is no simple answer
to the question of resolution limit of an EIT system. The reason is that the
22the cooling rate is proportional to the temperature difference Φcool ∼ (Twell − Text)
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Figure 3.30: Scaling of the z-score with the size reduction of the electrode
well, where each curve corresponds to a particular noise condition.
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question is not precise enough for seeking a specific answer. A frame needs to
be set to refine the question. The criteria and parameters needed to set this
frame include the following:
1. a definition of the resolution criterion,
(a) parameters to extract from the data (i.e. position, shape, pres-
ence),
(b) methodology of calculation (i.e. the link between the data and the
distinguishability benchmark),
2. the geometry of the test system,
(a) size and shape of the test system,
(b) conductivity of the medium,
(c) number and position of the electrodes,
3. the type of observed object,
(a) size and shape,
(b) conductivity,
(c) position with respect to the electrodes,
4. the noise level in the measurement,
(a) acquisition speed,
(b) environmental conditions (for example temperature).
Depending of the resolution criterion, some of the above listed parameters can
conveniently be summarized in a few parameters. Typically, given the resolu-
tion criterion of distinguishability defined in section 3.2, all the effects linked
to points 2 and 3 are combined in an unique value called signal strength. The
distinguishability using the proposed statistical approach can be formulated
as follow:
z = ‖∆vEIT‖√
σ2e + 4kBTR+ (σcs)
2
(3.114)
In this formula only the three most relevant noise sources are considered,
namely Johnson noise on the measured object, the electronic noise σe and the
current source noise σcs. The EIT signal ∆vEIT is the relevant signal used
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as input for the image reconstruction algorithm. The delta sign ∆ expresses
the fact that the signal is primarily a differential signal between two states,
which produces differential images.
Apart from the technical discussion, it should not be forgotten that the infor-
mation delivered by an EIT system are ultimately presented to human eyes,
and are (miss)interpreted by the observer’s brain in an interesting manner,
see Smith [87]. Clearly this topic is beyond the scope of the present work and
will not be further discussed.
Chapter 4
Hardware Design
The present chapter explains the final hardware design. At first constraints
and guidelines are emphasized and their influences on the system architecture
design are explained. Then the final design decisions are explained in detail
and enhancement and alternative design ideas are described.
4.1 Introduction
The present engineering work was confined by several technical, practical and
economical constraints, which lead us to issue design guidelines for the system
architecture. The goal of the EIT system designed during the present thesis
is twofold: first it will serve as a demonstrator and prototype system for
the startup company Swisstom AG1 and second it will be used to support the
research work of this thesis. The role of the guidelines is to give a frame to the
engineering work and indicate the direction to pursue. Then, the fundamental
design choices taking into account these guidelines and the lessons we learn
during the implementation process are presented in section 4.1.1. It is clear to
the author that several other implementations and architectures for an EIT
system are possible, and some of them may also deliver better performance,
nevertheless the present work intends to deliver the best solution according
to the design guidelines and not according to what is the very best technical
solution.
The guidelines are the result of the brainstorming work of the whole design
team taking into account all the technological, regulatory and economical
1www.swisstom.com
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aspects of the problem statement. The main goal was to produce an EIT
system demonstrator for medical chest imaging (ventilation imaging). The
main focus was to produce a demonstrator using a realistic technical solution
that can be developed into the end solution of Swisstom’s product. For this
matter, we direct our reflection towards the available technology (also for
future mass production), the target performances of the device, the target
price of the end solution, security issues and regulations. The following is
a list of the guidelines taken into account to layout out the overall system
architecture.
1. The same acquisition electronic circuits should be used in both medical-
EIT application (for Swisstom) and in micro-EIT application (for this
thesis). Both set-ups should only differentiate themselves by the inter-
face to the medium of interest2, by the software settings and the analog
gain settings of the amplifiers in the acquisition chain.
2. In order to comply with guideline 1, both medical-EIT and micro-EIT
devices are restrained to work within the same frequency and image
frame rate range, which is defined as 50 kHz to 500 kHz and 3 images/s
to 40 images/s, respectively.
3. For the medical-EIT application the electrode set should form a wearable
belt-like structure.
4. The belt-like structure should be designed to facilitate its future use on
real patients. Unlike volunteers, real patients may be severely injured
or sick. This could have strong influences on the contact impedance of
the electrodes with the skin, for example due to skin dryness or, on the
contrary, over-wet skin. Real patient could also sweat, bleed, and/or
vomit on the belt.
5. The connection between the belt-like structure and the rest of the appa-
ratus should be as easy to handle as possible, meaning that it is desirable
to minimize the number of bus lines. The goal is to avoid a cumbersome
cable connection solution.
6. The patient being in a severe physical condition also has consequences
on the way the belt-like structure is going to be placed around the
patients. The design of the belt should take into account the procedure
that will be required to place it around a lying, possibly unconscious,
patient by a trained nurse.
2The interface to the medium is the generic name for the electrode belt structure for the
medical-EIT (The medium is the patient.) or the electrode well for the micro-EIT (The
medium is the content of the well.).
Hardware Design 101
7. The belt-like structure should minimize the skin and body injuries
caused by the wearing of the belt or by lying several hours on it.
8. The patient and user electrical safety are important issues, and need to
be addressed according to regulations in force.
9. Since constraint 1 should be respected, there must be a way to connect
the electrodes around the micro-EIT well.
10. The amplitude of the current and the acquisition gain should be adapt-
able with minor hardware changes for medical and micro-EIT applica-
tion.
11. The system architecture and each individual element of it, should rep-
resent a technically realistic solution for the end design.
12. Every single part of the design should be mass producible at a reasonable
cost for the final circuit solution.
4.1.1 Fundamental choices in architecture design
Since the acquisition electronics has to accommodate constraints linked to
two different usages (medical-EIT and micro-EIT), the design choices are
influenced by both, and some trade-offs have been made. This section intends
to explain the original design idea concerning the architecture principles based
on the guidelines presented in the previous section. The intent is also to
show the path from the original design idea to the final implemented solution
explained in detailed in section 4.1.3. In this way the lessons learned during
the engineering process are recorded and openly shared with the research
community.
At the beginning of the project the idea was to put the electronics as close as
possible to the medium of interest to minimize problems related to the analog
transmission of signal on high impedance lines. The obvious way to do that
is of course to place an Analog to Digital Converter (ADC) on each node and
communicate in a digital manner with the rest of the system. Identically for
the signal generation the idea was to generate the analog signal locally on each
electrode. Unfortunately having local ADC and Digital to Analog Converter
(DAC) with sufficient precision and bandwidth, meeting the price and size
requirement for each active electrode was not possible. Therefore we decided
to move all the costly and bulky pieces of hardware to a central location; we
called it the Sensor Belt Connector (SBC). Since the analog signal should still
not be transmitted from the electrode to the SBC on high impedance lines
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using simple wires. The solution was to implement a voltage buffer as closely
as possible to the electrode.
When the electrode belt is used on real patients, there are good chances that
it gets soiled. For example sweat or blood could enter in contact with the
belt structure or the electronic and induce damages, which will prevent the
system from properly functioning. This is why, even at an early stage in
the project, we began considering this issue as a very relevant factor for the
design. It is also a hygiene requirement for the belt to be carefully cleaned
between patients. It should even be sterilized, if there is any chance for the
same belt to get in touch with open wounds or mucous membranes. Since
washable/sterilizable electronics are still experimental and their reliability
not yet demonstrated, we decided to adopt a one-time use belt strategy. Yet
another reason for this choices is the fact that even if washable electronics
would exist, it would be necessary after each wash cycle to run tests to ensure
the hardware was not damaged and is ready to be used reliably on the next
patient. These tests are very time and money consuming, and medical care
professionals are often already on tight schedule and do not have spare time
for additional work.
Adopting a one-time use belt strategy has direct consequences on the architec-
ture design. Since the goal of the present technology demonstrator was also to
be as close as possible to the end product, it was important to meet realistic
end-price and end-technology solutions. For example, implementing the ADC
and the DAC at a central location was a decision made in this direction. This
is also well supported by the fact that each individual active electrode in the
end-solution should be implemented in a dedicated ASIC, which cannot cost
more than 1 Swiss franc to mass produce3.
The location of the current source in the system architecture is also not obvi-
ous . At the end the decision was made to work with a unique current source
placed at a central location on the SBC. A detailed description of the current
source design is to be found in the section 4.2.1.1. In summary, a centrally
located current source versus many distributed current sources offers several
advantages in the technical as well as in the financial domain such as for
example saving silicon die surface in the final ASIC.
4.1.2 Safety measures
There is an inherent danger with injecting current into a living organism.
Therefore, the amount of current injected into a patient is limited by law, see
section 3.3.2. The main issues are:
31 million unit per year
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1. to expose living tissues to large (more than 10µA [1]) Direct Current
(DC),
2. to expose living tissues to excessive AC current (see section 3.3.2),
3. to accidentally get the main power supply connected to the experimenter
or the person wearing the belt in the case of system malfunction.
Point 1 is solved in practice by decoupling the current source with large ca-
pacitor in series, which are almost transparent for 100 kHz AC but blocking
for DC. Point 2 is hardcoded into the circuitry by the choice of resistor R3
in figure 4.3 and by the voltage limitation of the command signal of the cur-
rent source. Point 3 is addressed according to the recommendation of [1] by
decoupling the instrument from the main grid potential using an isolation
transformer.
During the test it has also been observed that small electrical discharges can
be experienced by the user, if the EIT instrument was powered with +- 15
V. This was produced by the saturation of the instrumentation amplifiers
during the transition state of the multiplexing process. Therefore, to avoid
unpleasant electrical shock experienced by the user while using the system,
we decided to limit the power supply swing to 10 V (i.e. +- 5 V).
4.1.3 Final system architecture and nomenclature
This section presents a summary of the system architecture and defines names
for the different parts of the system, see figure 4.1. The decision was made to
split the system into three physically separate subsystems:
• the belt containing the active electrodes,
• the Sensor Belt Connector (SBC) containing the analog front end, the
ADC, the DAC, and the control electronic implemented in a Field-
Programmable Gate Array (FPGA),
• the display and user control unit implemented in a PC program.
It is also useful to give names to the different part of the EIT signal, see figure
4.2:
• the skip window contains the part of the signal that is discarded,
• the demodulation window contains the part of the signal that is demod-
ulated and used by the EIT system,
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electrode
electrodeAnalog
front-end
SBC Electrode belt
Figure 4.1: Illustration of the system architecture adopted in the devel-
oped prototype.
• together the skip window and the demodulation window form the mea-
surement window, which is the time slot available for each measurement
on each electrode pairs,
• a measurement frame contains is n measurement windows length, where
n is the number of measurement taken for each image,
• a sequence of the same measurement (i.e. taken on the same electrode
pair) is called a channel,
• a sequential set of measurement frame constitute a measurement se-
quence.
In the everyday use the “measurement frame” is also sometimes simply called
“frame”.
The text also follows this organization for the presentation of the design of the
various system parts starting with active electrode design presented in section
4.2. The SBC is presented in section 4.3. The PC program is described in
section 5.4.
4.2 Active electrode design
This section presents and justifies the design choices made for the active elec-
trodes. The text is subdivided between the analog design and the digital
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Figure 4.2: Illustration of the EIT signal nomenclature.
design in section 4.2.1 and in section 4.2.2, respectively. This division cor-
responds to the functions of the node and the way to control them. The
state of the hardware at the time of writing (version 2.6B_2, December 2010)
is also presented together with alternative design including advantages and
disadvantages for each solution.
In the text the term node is sometime used instead of active electrode. The
reader should note that “node” refers to the logic entity and that the term
“active electrode” refers to one of the functions of the node. It is also possible
to have a node with multiple active electrodes, which is not the case in this
work.
4.2.1 Analog part
The basic tasks of a node in the present EIT system are:
• injecting a current (in figure 4.3 switch SW2 is in close position),
• sinking a current (switch SW3 is in close position),
• buffering a voltage and write it on one of the two analog lines of the bus
(switches SW4 or SW5 are in close position),
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• do nothing (switches SW2, SW3,SW4and SW5 are in open position).
The switching between the four basic functions is implemented with analog
switches like the Maxim DG412F. These switches do not have to be considered
as relay or real mechanical switches. They are in fact composed of Field-Effect
transistors (FET), and therefore exhibit particular characteristics that need to
be carefully considered. Figure 4.3 depicts the designed architecture necessary
to realize these four tasks.
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Figure 4.3: The central current source with the feedback circuit (on the
left side of the bus) and the basic elements of an active electrode (on
the right side of the bus) are depicted. Capacitors C1−3 = 220 nF are
the DC blocking filters. Resistors R3,6 = 390 Ω determine the conver-
sion factor between voltage and current. Resistors R = 10 kΩ. Resistors
R7,8 = 5.6 kΩ are made equal to get a unity gain inverter. Capacitors
C4 = 15 pF avoid oscillations of the circuit at high frequency.
The ratio (Ren = #electrodes#nodes ) number of electrodes versus number of nodes is
assumed to be equal to 1 in this thesis. In other words one node is used only
by one single active electrode. Of course by adding multiplexing capabilities
to the node, it is relatively straightforward to envisage nodes sharing multiple
active electrodes. For the final implementation in the ASIC this topic should
be discussed in detail, and the trade-off between hardware, signal integrity
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and ASIC complexity should be examined in detail. Moreover increasing Ren
decreases automatically the number of ASICs used per belt and therefore
the number of ASICs produced per year decreases. This yields an automatic
increase in the average unit price of individual ASICs. Nevertheless, the
price for an ASIC is essentially given by the silicon die surface used and
its packaging. If one desires to implement a node with Ren > 1 without
compromising on the system flexibility, it is essential to double all the costly
elements (in term of silicon surface) such as the op-amp buffer and the analog
switches. So it has to be examined in detail, if the saving realized with
the shared circuits and the common ASIC pads compensate the increase in
complexity of each node. On the other hand, it is also possible to imagine
giving up some of the multiplexing and flexibility to save on silicon surface.
For example, if the node can only write on one single analog line instead of
having the choice between 2 lines one saves on 1 op-amp and 1 switch on each
node.
4.2.1.1 Current injection
This section presents the design of the current injection circuit. Since the final
implementation uses a central current source the reader could be surprised to
find this section in the active electrode section. This is done on purpose
to highlight the importance of current source in the active electrode design
process.
Essentially two ways for injecting the current using an active node exists. The
first one is to have a remote current source at a central location and one switch
on the node to contact the current carrying bus line with the electrode. The
second possibility is to implement a so-called on-board current source on each
node. Each on-board current source takes its voltage control signal from the
belt bus. In this case, switches are used to connect the on-board current source
with the electrode. The hardware version 2.6B implements both possibilities
on the node.
In both cases, an EIT current source can be decomposed into 3 subsystems:
• a voltage signal acting as the current source control signal,
• a current source,
• a current sinking element.
At first, we thought it could be a good idea to integrate the current source in
the active electrode itself. In this way the current losses due to the bus and
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switches stray capacitance would be minimized. But adopting this architec-
ture with the feedback circuit and the decoupling capacitors of the current
source, would have led us to an unrealistic prototype from a practical and
cost-effective point of view4.
The voltage signal reference is generated using a DAC and is subsequently
buffered to be supplied to a transimpedance circuit, the current source itself.
The current source translates an input voltage value into a current at the
circuit output. After flowing through the medium the current needs to be
sinked. The first approach consists of simply sinking the current towards
ground potential. Unfortunately, the test showed that this approach gave
high common mode voltage errors, so a third circuit, a commanded voltage
source, is used to “actively” sink the current. This balances the injection
voltage and significantly reduces the common mode voltage. This unique
combination of a current source with a voltage source has the advantage to
be simple and not to require any fine tuning nor calibration. The result
is a precise feedback controlled symmetric current source which lowers the
measured common potential on the medium. The current sinking circuit is
called the “feedback circuit”. The basic idea is to measure the voltage at the
output of the current source and invert it using a simple inverting amplifier.
Then this new signal is applied on the current sinking electrode. In this
way the couple current source and voltage source act as a kind of symmetric
current source. From a measurement point of view this circuit enables the
load of the current source to float around the ground potential and therefore
drastically reduces the measured common mode. An alternative solution for
symmetrical current sources found in the EIT literature Holder [43] uses two
different current sources injecting current with 180° phase difference. The
challenge faced by this architecture is to inject and sink the same amount of
current. Since this is not trivial an external electrode, called the common
mode electrode, is needed to absorb the excess current and to avoid charging
the medium. Our architecture does not need this external extra electrode.
Additionally 3 decoupling capacitors are placed in the current source circuit
to avoid the undesired injection of DC into the medium. This is desirable
since DC is very damaging for living tissues. Moreover when injecting DC
into a medium using metallic electrodes, the latter undergo undesired redox
chemical reactions which ultimately create a drift in the signal.
The main drawback of this architecture is that one is forced to use a central
current source, since implementing this idea with embedded current sources
on each node would considerably increases the complexity of the bus struc-
ture. It would at least take one additional bus line to sense the current source
output, and 2 switches and 1 op-amp more per node. Additionally the three
4Especially for the Swisstom ASIC based design.
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necessary DC-blocking capacitors of 220 nF each cannot be embedded easily
in an ASIC design; it would require to be mounted as external components.
For all these reasons, we decided to implement the current source at a unique
central location (hardware revision 2.6B_2). In this way, it becomes possible
to pool the entire current source components and to leave the active elec-
trodes with only 2 analog switches, one to inject the current by connecting
the electrode to the current line on the bus and another one to connect the
current sink line with the electrode.
Considering medical-EIT applications the electrical patient safety is impor-
tant. Regulation requires the sum of current amplitudes to be under a given
threshold therefore having embedded current sources on each node could lead
to a potential safety issue. This could be the case, if the system enters in
an undesired state where several current sources are injecting current at the
same time. The control system has to make sure this situation never occurs.
As a possible security mechanism the system can implement a so-called safe
line (see section 4.2.1.4). Clearly this kind of problem does not arise when
using a system with a single central current source. A central current source
also facilitates the implementation of a current source monitoring mechanism,
for example using a small resistor in series with the current source output and
measuring the voltage drop over it. This measurement can be used for two
purposes: 1) monitoring the injected current from a safety point of view and
2) active compensation of the current source variations in the data sent to the
reconstruction algorithm.
4.2.1.2 Current source circuit
The current source circuit used in this thesis has been proposed by Tietze
and Schenk [96]. This circuit (see figure 4.3) acts as a grounded commanded
current source using only one operational amplifier and 6 resistors for the
implementation. It converts a voltage U1 into a current Iout according to the
relation:
Iout =
U1
Rm
(4.1)
Where
Iout is the current injected in the medium, here modeled by the load
Zload,
U1 is the voltage control signal,
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Rm is the resistor setting the current output for a given value of U1
(Rm = R3 = R6 ).
Tietze and Schenk [96] derived an expression for the internal resistance of this
kind of current sources:
Rint =
RARB(RA +RB)
R2A −R2B
(4.2)
Where RA = R2 = R5 and RB = R4 = R1. It automatically follows that
if R1 = R2 = R4 = R5, Rint can be made arbitrarily large. Of course, an
obvious limitation appears when taking into account parasitic impedance and
the tolerance of individual chip resistors5. The use of negative impedance
converter to further compensate for these effects has been reported in the
literature, see for example Holder [43]. The disadvantage, according to these
authors, of negative impedance converter appears to be the complexity of the
circuit, the individual calibration for each circuit and the long-term stability.
4.2.1.3 Current source non-ideal behavior
An ideal current source has an internal impedance Zcs = +∞ (see figure 4.4)
but in the real world stray capacitances and resistor network mismatch lead to
non-ideal current source behavior. Ideally, a perfect current source exhibits a
flat current versus voltage characteristic; meaning that the value of the output
current is not a function of the potential at the current source output (i.e.
a function of the load). Typically, current sources tends to exhibit stronger
non-ideal behavior with increasing operation frequency. This effect is mainly
due to the increasing stray capacitance influence on the circuit characteristics.
Current-source non-ideal behaviors are not only generated by their own non-
idealities, but also generated by the stray capacitance of the bus line (about
100 pF6) and the one of the switches (about 15 pF in off state7). The main
contributors for stray capacitances being the switches, it is worth considering
switches with smaller “off capacitance”. The capacitance of the FET based
analog switches is essentially determined by the silicon surface used to build
the source-drain channel. Large silicon surfaces lead to low resistance for the
current going through the channel in on state (on resistance Ron) but to large
stray capacitance in off state. Thus choosing lower off capacitance analog
switches automatically means adopting higher Ron values.
5expensive 0.02% precision resistors can be used
6measured value on a 1m long ribbon cable
7according to the DG412F data sheet
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The choice of the adequate analog switch is closely related with the second
main limitation of current source being the limited power supply voltage8.
With increasing load impedance, the necessary potential drop across it also
increases and needs to be supplied by the circuit. This only works until the
voltage drop reaches the upper or lower power supply rail voltage of the op-
amp9. A qualitative estimate can be done considering the following values:
• Ron = 80 Ω (large stray capacitance about 15 pF and +- 5 V dual power
supply),
• Zci = Zm = 100 Ω @ 100 kHz,
• I = 10 mA.
This gives a voltage drop of U = 0.01 A·(80 Ω+100 Ω+100 Ω+100 Ω+80 Ω) =
4.6 V, which is already a half of the available power supply swing considering
+− 5 V. The use of low stray capacitance switches increases the voltage drop
to 5 V (i.e Ron = 100 Ω for stray capacitance of 4 pF (based the DG445 data
sheet)). The Ron value can be decreased by increasing the dual power supply
voltage, for instance using +- 15 V gives Ron = 30 Ω.
The contact impedance (Zci) is also an important factor to manage, in order
to ensure proper current source operation. Favorable contact impedance can
be reached by using large electrodes, contact liquids between the electrode
and the skin or higher frequency of the current source.
4.2.1.4 Safe line
This section explains the role and the idea behind using a safe line. The use
of a so-called safe line is only required when each node is individually able of
injecting current using its own embedded current source. In order to comply
with the patient electrical safety rules, it is important to know the intensity
of the current injected into the body. Therefore, an additional line could be
added to the system. This line is connected with a constant current source
that delivers for example 10 mA (see 4.5). Then when one node enters the
injection mode, it connects a resistor of for example 100 Ω to ground with
the safe line. This results in a voltage drop over the resistor of 1 V. This
voltage value is continually monitored at a central location. If the voltage
drops to 0.5 V, this means that a second node entered the injecting mode. It
8Clearly analog switches can also only work up to their rail voltages.
9If the op-amp used is not of the type rail-to-rail the available voltage swing is further
reduced by 1 or 2 V.
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Figure 4.4: Equivalent circuit of the symmetric central current source
based on the combination of a commanded current source with a com-
manded voltage source. On the right hand side of the figure a simple
electrical model of the measured medium is depicted, where zci and zm
are the contact impedance and the bulk impedance, respectively. On the
left hand side a block diagram of the symmetrical current source is de-
picted. The “sin” line denotes the signal generated by the FPGA to drive
the current source. The “FB”, feedback line carries the voltage potential
used to sink the current from the measured medium.
may then be necessary to stop the system to avoid electrical current induced
tissue damage.
The same idea of the safe line could be used with the potential monitoring not
on a central location but on each node. In such a set-up, each node measures
the potential on the line and cannot enter injection mode unless no other node
is in injecting mode.
4.2.1.5 Voltage reading
This section explains how the voltage-reading task is realized on the active
electrodes. Since the differential amplifier is not located on the node but
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Node A Node B
I
Figure 4.5: Illustration of the safe line principle of work. When node
A closes the switch, meaning it enters injection mode, a potential U is
established on the line. If another node B also enters injection mode at
the same time and closes the switch the potential drops to U2 . This drop
triggers an emergency stop mechanism to stop current injection into the
body and prevent tissue damage.
at a central location, on the SBC, the only remaining task for the node is
to buffer the voltage and transmit it using one of the two analog bus lines.
Additionally the node also needs to implement multiplexing capabilities to
serialize the voltage reading process (time multiplexing). The voltage buffer
is realized in a very straightforward fashion with a simple op-amp used in
non-inverting voltage follower configuration. In this way the input impedance
of the active electrode is maximized; op-amp data sheets gives 500 GΩ in
parallel with 2 pF (i.e. 2 pF @ 100 kHz is 796 kΩ). The use of a buffer
close to the electrode allows the system to transmit the analog signals on low
impedance lines, which limits the undesirable in-coupling of external signals.
The analog lines multiplexing is realized using two switches placed after the
buffer. One of the potential problems of this kind of configuration is the RC
filter resulting of the combination of the on-resistance of the analog switch and
the parasitic capacitance of the bus line as depicted in figure 4.8. Therefore
one of the ideas to overcome this problem was to connect the feedback loop of
the voltage follower after the switch (see figure 4.9) in this way the resistive
effect of the switch is mitigated by a factor equal to the open-loop gain of the
op-amp. This configuration suffers from severe drawbacks in terms of timing
issues during the multiplexing process. This is because when the node is not
connected to any analog lines the buffer output saturates towards one of the
power supply rail. Then as soon as the analog switch connects the output
of the buffer with the line, the rail voltage appears on the analog bus line
and produces a voltage spike. Then it takes about 10µs for the op-amp to
stabilize the signal. A further drawback of these voltage spikes is that they
saturate the very sensitive differential instrument amplifier internal circuit,
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which leads to longer stabilization delay of the output of the latter. A further
disadvantage of this kind of configuration is the use of one buffer per analog
switch and per analog line. In comparison the other configuration without
the special feedback loop only uses one single buffer and n analog switches for
n analog lines. Given all these arguments the last hardware revision (2.6b_2)
does not implement the idea presented in figure 4.9 anymore. A reduction
of stray capacitance could be realized by selecting higher Ron switch but low
stray capacitance10. In this case the use of high Ron switches is not a problem
because no current flows through the switches.
The signal acquisition chain, implemented in the hardware revision (2.6b_2),
is represented in figure 4.6. The bus is composed of only two analog lines
thus only 2 of the L 11 active electrodes can work at the same time in mea-
surement mode. Each of the working electrodes copies the signal read at the
electrode on the bus using a voltage buffer. Then an instrumentation ampli-
fier calculates the analog difference between line A1 and A2 and multiplies
the result by a gain Gd. After the instrumentation amplifier and high-pass
filter it is necessary to avoid the propagation of the DC level that could sat-
urate the acquisition chain. Then the signal is amplified one more time to be
scaled to best fit the ADC input scale. Eventually, an anti-aliasing filter is
implemented before the signal is differentially transmitted to the ADC.
4.2.2 Digital part design
The previous section describes how the features of the node are implemented,
whereas this section presents how these features are controlled and how
many nodes can communicate with each other and share the common com-
munication bus. The text is based on the current implementation (version
2.6B), which is micro-processor based. Originally, the plan was to have pro-
grammable micro-processors in the final ASICs, but it turns out that this
solution would have been by far too expensive to manufacture. This is why
we needed to reconsider the digital architecture of the electrode belt. An al-
ternative daisy chain based implementation is therefore presented in section
4.2.2.2.
The node state switching is the main task of the digital electronic integrated
in each on-board of each node. Essentially each node has four switches to
control, two for injecting and sinking the current and two for the measurement
multiplexing between analog lines A1 and A2. Each node needs to switch as
synchronously as possible with the other nodes in order to smooth out the
10Analog switches have the property of having lower Ron resistance at the cost of higher
stray capacitance caused by increasing the silicon die surface needed to achieve low Ron.
11L is the total number of active electrodes of the EIT instrument
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Figure 4.6: The acquisition chain from the electrode to the differential
instrument amplifier and the ADC. The stray capacitance of the switches
(Cs1) and of the op-amp (Cs2) are also represented.
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Figure 4.7: Illustration of the buffering scheme using a single op-amp
used as an non-inverting voltage follower.
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Figure 4.8: Illustration of the RC filter resulting from the combined ef-
fects of the on-resistance of the analog switch and the analog bus line
stray capacitance.
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Figure 4.9: Illustration of the voltage buffer feedback loop connected
after the analog switch to reduce the filtering effect shown in figure 4.8.
transitions. In summary, the digital electronics should fulfill the following
requirements:
• it needs to be flexible enough to allow various measurement strategies
to be easily programmed,
• the transition time between the node states needs to be quick compared
with the measurement window,
• once running the nodes, the complete network needs to stay synchro-
nized,
• it needs to be implementable at reasonable cost in a custom ASIC design
(for the end product),
• it needs to minimize operations12 at the assembly stage of the active
electrode (for the end product).
4.2.2.1 Distributed table based system
This section presents the design of the digital control system implemented in
the hardware revision 2.6 for the EIT instrument demonstrator. In this imple-
mentation, the on-board digital electronic is an Atmel ATmega328p micro-
processor. The advantage of this approach is to enable quick implementa-
tion of new measurement strategy idea without undergoing time-consuming
hardware changes. It is clearly understood that alternative implementations
are also possible; for example using dedicated digital electronics and ROM13
memory. In fact this could be a perfectly viable alternative to the daisy chain
solution presented in section 4.2.2.2.
12such as chip individual programing and node populating
13Read-Only Memory
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In a distributed table architecture (see figure 4.10) each node implements
a memory with all the states of the node stored in a table. Additionally
an associated table pointer points at the current state. The node state is
incremented (i.e. the pointer value is incremented) each time the node sees a
synchronization signal broadcasted by the node network master to the whole
system. The synchronization signal is generated by the FPGA on the SBC.
The main challenge faced with this architecture is to assign unique identifica-
tion numbers to each individual node. A first solution could be to hardcode
the node ID with pull-up resistors on each node. This would require an
individual custom mounting of each node with the appropriate coding. Al-
ternatively, one can imagine a coding pattern on the bus itself which could
easily be done, if the bus is implemented in a flexprint. A second solution is
to program a given node identification number (ID) in each node, which may
require individual programming of each node once mounted on the belt.
Since the demonstrator implementation was done using a microprocessor, we
chose the second solution. Each node has exactly the same state table pro-
grammed in it, but the state pointer starts at a different location given the
programmed node ID and the knowledge of the number of nodes. Then each
time the node receives a pulse on the synchronization line, it increments its
state pointer. When the state pointer reaches the end of the table, it loops
back to the begin of the table (see section 5.2 and figure 5.3 for more details).
The node software revision 4.1 also offers the possibility to select a particular
table between several pre-stored tables in each micro-processor. This selection
process is done without the need for the system operator to reprogram each
node individually. The central control unit implemented in the FPGA simply
sends a set of commands to the node and the latter switches to the chosen
table. Clearly, this idea could be implemented in the final product using
simple logic and ROM memory on the ASICs. This could be an effective and
simple way to have programmable active electrodes.
The 4.1 revision of the node firmware is shipped with a complete 32-node
table library from offset 0 (adjacent) to 15 (opposite).
4.2.2.2 Daisy chain
As we saw in the previous section, the distributed table solution suffers from
the drawback of having to assign unique node ID to each of the nodes. Ad-
ditionally the programming of the individual nodes with the table increases
the costs and the manufacturing complexity of the ASIC based end-product.
Fortunately, there is an alternative implementation possible. Active electrode
nodes can be implemented in a daisy chain fashion. In this way there is no
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Figure 4.10: Schematic representation of the distributed table based sys-
tem for the developed EIT instrument. The network master sends a pulse
each time the belt needs to increment its states. The horizontal arrows
represent the nodes individual pointers being incremented. The positions
of the pointers given in the picture are the “reset” or “start” positions,
which is where the node begins to read the table (i.e. tables are the same
in each node). Additionally an identification number (ID) is also assigned
to each node.
more need for node ID nor for individual programming. The node network is
entirely managed by the network master.
This architecture (see figure 4.11) is composed of 2 individual daisy chains, one
for the measurement commands and one for the current injection commands.
Each chain has its own clock line (clockI and clockM). The nodes are connected
to these clock lines in a parallel fashion, as opposed to the data lines that
require a serial connection between the nodes. 14The digital commands are
shifted into the daisy-chain by the network master, which controls chain entry
states and both clock lines. Locally each node has a register to store the
commands and set the switches. Then each time the registers receives a clock
pulse they store their new digital state.
The daisy chain architecture takes advantage of very regular injection and
measurement patterns. Often, it is only necessary to shift the current node
state to the next node. At first the network master needs to fill the daisy chain
with the starting states. Then, depending on the measurement strategy the
network master needs to move the command around the belt. For example,
14Clearly, there are various implementations possible of the same idea. For example
transmitting the data serially using one unique data line for each daisy chain reduces the
number of necessary digital bus lines, but also increases the required register and logic
hardware.
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for a 32-node system using an adjacent measurement strategy minimizing the
current source transition time the sequence looks as follow:
• all node are reset (i.e. no operation state),
• node 1 and 2 are filled with inject and sink command respectively; mea-
sure on A1 and measure on A2, respectively,
• then the measurement command is moved from node 1 and 2 to 2 and
3 by broadcasting a pulse on the clockM line,
• then the measurement command is moved from node 2 and 3 to 3 and
4 by broadcasting a pulse on the clockM line,
• then the measurement command is shifted to the next pair of electrodes
until all possible pairs are measured once,
• then the measurement command is moved from node 31 and 32 to 32
and 1 by broadcasting a pulse on the clockM line,
• then the injection command needs to be shifted from node 1 and 2 to 2
and 3 by broadcasting a pulse on the clockI line,
• then the measurement and injection command are shifted inside the
daisy chain until all combinations of injecting and measurement elec-
trode pairs are processed
For this particular pattern, the adjacent strategy, the clockM pulse frequency
is L (number of electrodes) times quicker than the signal on the clockI line.
The main advantages of the daisy chain solution is that it does not require
software nor hardware node identification. Moreover the digital electronics
embedded in each node is very sparse, which reduces the power consumption
and the costs.
4.3 Sensor Belt Connector
4.3.1 Analog front end
The analog front end on the SBC is the interface between the FPGA and the
electrode belt. The role of the analog front end is to process outgoing and
ingoing signal for the digital electronics to be used. It is composed of four
main circuits:
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Figure 4.11: Illustration of the daisy chain solution to operate nodes
switches. In fact two daisy chains are implemented, one for the mea-
surement commands and one for the injection commands, each having
its own clock line. This architecture enables the two chains to move the
commands at different pace. Locally the commands are stored in simple
register.
• the signal generator,
• the central current source,
• the analog difference amplifier and acquisition chain,
• the digital section controlling the synchronization signal and the auxil-
iary digital signals.
The digital signal synthesizer is implemented in the FPGA using the Altera
IP core design, which enables the creation of any signal shape necessary. After
leaving the FPGA the digital data flow is transformed into an analog signal
using a Digital to Analog Converter (DAC) from Burr Brown/ TI (DAC904).
The analog signal generation is done with a precision of 14 bits at 100 MS/s.
Then a simple analog band pass filter (12 kHz to 2.4 MHz) is implemented
to prevent the undesired propagation of DC and to cut-off the high frequency
component of the signal. The processed analog signal is then scaled to be
transmitted to the current source circuit discussed in section 4.2.1.1.
The acquisition chain is composed of a differential instrument amplifier man-
ufactured by Analog Devices (AD8221) determining the analog difference be-
tween both analog bus lines A1 and A2. The AC-coupling (the high pass
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Figure 4.12: Implementation of the acquisition chain and signal genera-
tor. The gain of the instrumentation amplifier, Gd, is set in combination
with the gain, Gs, of the second amplifier stage to best fit the voltage
input range of the ADC.
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filter) is implemented as suggested in the AD8221 data sheet using a feedback
circuit AnalogDevices [10]. Then a second amplification stage is inserted to
adjust the signal range to fit the entire input voltage swing of the ADC. This
stage is implemented with a Burr-Brown operational amplifier (OPA134, Tex-
asInstruments [93]) configured as a non-inverting amplifier. Then the signal
needs to be converted from single-ended to differential to meet the ADC input
requirement. This is realized using a fully differential amplifier from Texas
Instruments (THS4502). As suggested in the data sheet TexasInstruments
[95] the anti-aliasing filter is directly integrated in the feedback paths. Since
this last stage and the ADC are on separate board an additional RC low pass
filter is implemented in close vicinity to the ADC to avoid high frequency
parasitic voltage glitches.
The differential instrument amplifier is one of the key components of the
analog measurement chain. Therefore, the choice of the differential instrument
amplifier is critical to meet the required signal quality. Key features are good
CMRR, bandwidth and high slew rate (rapid settling time). Table 4.1 provides
a non-exhaustive comparison of instrument amplifiers.
The use of digital gain setting based instrumentation amplifiers was long ig-
nored during the design and testing phase. Initially, one was using a capac-
itance in the analog gain setting loop to implement the AC-coupling of the
differential instrument amplifier. The digitally controlled amplifier often ex-
hibits better performance in terms of CMRR than its resistor gain setting
based counterpart. The CMRR performance of the latter are degraded by the
stray capacitance of the IC pins and of the PCB traces at the gain resistor
connections on the instrumentation amplifier. Clearly the AD8253 appears to
be the best choice for the next generation prototype with enhanced CMRR,
bandwidth and slew rate compared to the AD8221.
4.3.2 FPGA board
This section presents an overview of the functionality and architecture of the
FPGA. The implementation and design work has been realized in collabora-
tion with Scuola Universitaria Professionale della Svizzera Italiana (SUPSI)
and a detailed documentation can be found in the SBC-FPGA manualRo-
gantini [76]15. Thus the goal of this section is not to present in detail how it
works, but to give a brief overview.
The tasks taken over by the FPGA are the following:
• digital signal generation,
15This document is not public, an interested reader is invited to ask the author for a
copy.
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Table 4.1: Comparison of differential instrument amplifiers.
name manufacturer CMRR
[dB] @ 100
kHz,
gain=10
bandwidth
[kHz],
gain=10
slew
rate
[Vµs−1]
gain
setting
AD8221 Analog Devices 80 400 2 analog
INA111 Texas
Instruments
55 1000 17 analog
INA128 Texas
Instruments
50 500 4 analog
AD8253 Analog Devices 85 1000 20 digital
• digital signal demodulation,
• synchronization signal generation,
• communication with the computer over the Ethernet port.
The FPGA board is based on commercial off-the-shelf Altera development kit
(Stratix II EP2S180 DSP Development Board) with integrated ADC, DAC
and Ethernet interface. The Altera board (see figure 4.13) communicates with
the electrode belt through a custom developed analog front end, see section
4.3.1.
4.3.3 IQ demodulator
The IQ demodulator (see figure 4.14) is one of the key components of the
FPGA design. It enables the demodulation of the incoming signal using a local
copy of the signal generator output. The desired values at the demodulator
output are the amplitude of the incoming signal and the phase between the
incoming signal and the reference signal. The basic idea is to multiply the
incoming sinusoidal signal, with a reference sinusoidal signal (sine) on one
branch (I: in-phase) and with a 90 degree shifted reference (cosine) on the
other branch (Q: quadrature). The obtained samples are then accumulated
at the integration stage. At the end of the measurement window, the values
of the accumulation registers are read and their respective values stored. The
FPGA does not evaluate the incoming signal any further but for theoretical
completeness and text coherency, the mathematical development leading to
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Figure 4.13: Altera Evaluation board and analog front end.
the calculation of the incoming signal amplitude and phase delay is presented
as well:
XI =
A1sin (ω1nts + φ1)︸ ︷︷ ︸
incoming signal
A2 sin (ω2nts + φ2)︸ ︷︷ ︸
reference signal
(4.3)
XQ =
A1sin (ω1nts + φ1)︸ ︷︷ ︸
incoming signal
A2cos (ω2nts + φ2)︸ ︷︷ ︸
reference signal
(4.4)
where
A1 is the amplitude of the incoming signal (i.e the value of interest),
A2 is the amplitude of the reference signal,
ω1, ω2 is the angular frequency of the incoming signal and the reference
signal respectively,
φ1, φ2 is the phase of the incoming signal and the reference signal respec-
tively,
ts is the sampling period,
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n is the sample index number.
Since the mathematical treatment for the two branches is similar, the following
development only presents the I branch case. By using a trigonometric identity
and equation 4.3 one gets:
XI = A1A2 · cos (ω1nts + φ1 − ω2nts − φ2)2 (4.5)
+cos (ω1nts + φ1 + ω2nts + φ2)2 (4.6)
At this point one needs to make the assumption ω1 = ω2 = ω, meaning
that the local reference signal exactly matches the frequency of the incoming
signal. Since both signals share the same digital source this should be a safe
assumption to make. The demodulation process acts as a bandpass filter
placed around ω2.
XI = A1A2 · cos ((ω1 − ω2)nts + (φ1 − φ2))2 (4.7)
+cos ((ω1 + ω2)nts + (φ1 + φ2))2 (4.8)
= A1A2 · cos (φ1 − φ2) + cos (2ωnts + (φ1 + φ2))2 (4.9)
The coherent integration stage removes the high frequency component of the
XI signal16, and we obtain:
I = A1A2 · cos (φ1 − φ2)2 (4.10)
and similarly for the Q-branch we obtain:
Q = A1A2 · sin (φ1 − φ2)2 (4.11)
Then, to calculate the amplitude value of the incoming signal, one needs to
square I and Q, add them together and finally take the square root:
ZA =
√
I2 +Q2 (4.12)
= A1A22 ·
√
cos2 (φ1 − φ2) + sin2 (φ1 − φ2)︸ ︷︷ ︸
=1
= A1A22 (4.13)
16This stage can be seen as a low pass filter (averaging)
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Figure 4.14: Illustration of the IQ demodulator module on the FPGA
side and the use of the I and Q values on the computer side.
Thus the desired incoming amplitude (A1) is:
A1 =
2ZA
A2
(4.14)
The phase delay (∆φ) between the incoming signal and the reference signal
can be retrieved by taking the arc tangent of I over Q:
Zφ = arctan
(
Q
I
)
= arctan
(
sin (φ1 − φ2)
cos (φ1 − φ2)
)
(4.15)
= arctan (tan (φ1 − φ2)) = ∆φ (4.16)
The bandpass characteristics of the IQ demodulator are essentially given by
the integration time (ti), which defines a rectangular measurement window in
the time domain. This leads to a squared sinc shaped frequency response as
depicted in figure 4.15. The first zeros of the filter in the frequency domain
are given by 1ti , then a bandwidth estimation of the IQ demodulator is derived
to by BWIQ = 2ti . The half-width maximum can be estimated by taking
1
3 of
BWIQ. In other words, longer integration time gives narrower filter around
the demodulation frequency, which lead to less noise on the final amplitude
result by filtering out larger portions of the background noise.
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Figure 4.15: Illustration of the band pass characteristic of the IQ demod-
ulator for two particular measurements windows 100µs and 200µs.
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4.4 Thoracic-EIT: belt
This section describes how the nodes are assembled to realize the belt used in
thoracic-EIT application. The nodes (hardware revision 2.6) can be connected
to each other using two 16 pins Flat Flexible Cable (FFC) connectors to form
a belt-like structure, see figure 4.16. Because FFC cables are not available
in lengths longer than 10 cm, it was necessary to build an interface PCB
between the FFC and ribbon cable to connect the SBC. The same interface
board also includes power Light Emitting Diodes (LED) that enable a quick
and convenient control of the power line voltage. Ribbon cables have also the
advantage to be cheap and easily customizable in their length.
The electrode-patient contact is realized using gold-plated copper blades di-
rectly soldered on the active electrode PCB. In this way the path between the
electrode and the voltage buffer is minimized. The electronics is then placed
into a fabric, which gives additional mechanical stability to the belt and pro-
tects the electronic from water projection. The fabric based belt also allows
easy handling for the experimentation on volunteers. It is even possible for
the volunteer to don the belt alone, without the help of an external person.
4.5 Micro-EIT: well
This section describes how the node can be assembled to build the micro-
EIT instrument. The motivation for developing the micro-EIT device was to
be able to make EIT measurements on a smaller medium than the human
thorax. Target media are ranging from 50 to 9 mm in diameter depending of
the configuration of the instrument. The upper limit is fixed by the size of
the hole in the baseboard and the lower limit is set by the PCB fabrication
technology used to manufacture the well.
The nodes (hardware revision 2.6) can be connected to each other using two
16-pin FFC connectors to realize the thoracic-EIT belt. Alternatively one
of the two FFC connectors can be unsoldered, which offers the possibility to
connect the node on the side of the PCB using a standard 1.27 mm pitch
2-row header connector. This option allows building a compact system on a
single baseboard which gather all the nodes PCBs. The baseboard acts also
as a system bus to connect all the nodes. The baseboard itself is very simple
and is composed of the following elements:
• the bus line (PCB traces) linking electrically all the nodes together,
• the 16-pin micromatch connector to make the connection to the front
end using standard ribbon cable (2.54 mm pitch),
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(a) (b)
(c) (d)
Figure 4.16: Illustration of the developed thoracic-EIT system. a) the
active electrode PCB with the gold-platted copper electrode, b) the active
electrodes are connected in a belt-like structure using FFC cables, c) the
belt-like structure can be incorporated within a bio-compatible fabric and
d) the active electrode belt worn by a male volunteer.
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• power line blue LEDs for each line (+5 V, -5 V and +5 V (digital)),
• the 32 active electrodes PCB,
• the central connection to the micro-EIT well using an interface PCB.
The central connector with its 5.5 cm hole in the middle (see figure 4.17) was
designed to allow the user to assemble the device in two different configura-
tions.
In the first configuration, the user is interested to measure objects with a size
ranging from 5 to 1 cm in diameter. For this purpose, the baseboard can even
be placed vertically and the object under study can be placed through the
hole, as in a CT-scanner. This configuration enables the electrode cable to be
made as short as possible.
In the second configuration, an additional adapter (see figure 4.18) is placed
to cover the hole. This adapter is equipped with a ZIF connector, which is
used as a zero-force connector to plug in the micro-EIT well chip (see figure
4.19).
The micro-EIT well chip has been manufactured for this project using stan-
dard PCB technology. The basic idea was to place vias in a circular fashion
and then drill a hole to take out half of each of the vias. This operation
creates an electrode ring. In this case, the well is 9 mm in diameter and
the electrodes are 1.65 mm in height and 0.65 mm in diameter. The elec-
trodes are gold coated during the PCB fabrication process, which stabilizes
the electro-chemical interface between the medium and the electrode. Then
by assembling a bottom and a cylindrical piece on the other side one obtains
a well that can be filled, for example, with a saline solution.
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connection to SBC
active electrode
5.5 cm hole
PCB bus lines
Figure 4.17: The baseboard bottom side with 32 active electrodes PCB
and the central hole.
micro-EIT chip
ZIF connector
ZIF connector adapter
micro-EIT base board
Figure 4.18: The baseboard assembled in the micro-EIT configuration
with the ZIF adapter and a micro-EIT chip plugged in.
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9 mm
electrode
Figure 4.19: Details of a micro-EIT chip with 32 electrodes manufactured
using standard PCB technology. The diameter of the well is 9 mm and
the electrodes are 1.65 mm in height and 0.6 mm in width. On the
right hand side the electrode well is displayed before the fluidic tank is
assembled.
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Software Design and Architecture
The main purpose of this chapter is to explain how the software and hardware
are interacting together to make the system work properly. Not every code
line in each of the programs of the system will be explained, but rather an
overview of their working principles is given and their interactions with each
other are explained.
There are essentially three different pieces of software implemented in the
three main hardware components (active electrode node, SBC and PC) of the
EIT instrument. The hardware and software version described in this chapter
are given in table 5.1.
5.1 Interfaces and protocol
A PC program called EITSurfer has been developed to act as the system mas-
ter. Its role is to play the intermediary between the user and the EIT device.
This kind of interface is also commonly called Graphical User Interface (GUI).
Table 5.1: Hardware and software version described in this chapter.
Name Hardware Software
GUI Computer PC, win32, vista EITSurfer 1.8.5
SBC front end: 2.1, FPGA: 0.6 0.6
Node 2.6B_2 4.1
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Figure 5.1: The EIT system interfaces and communication protocols.
The primary task of EITSurfer is to communicate with the SBC over an
Ethernet connection (see figure 5.1) using the standard TCP/IP protocol.
The port 10000 is used to send and receive ASCII coded commands and
information. An exhaustive list of commands can be found in table 5.2. The
port 10001 is used to receive the digital measurement data from the SBC (see
section 5.3 for protocol details).
The EITSurfer program can also save the acquired data in a custom binary
format with the “.eit” extension (see figure 5.1). It can also reload the saved
data file and play them back. Moreover, since only the raw data are saved, it
enables the user to select new reconstruction methods and fully analyze the
data inside the same software. Additionally EITSurfer can export the data
into an image format and build a video out of a collection of images.
The SBC itself needs to communicate with the node network. Therefore it can
send and receive analog signals using its analog front end described in section
4.3.1. Digital signal clock signals are used to broadcast simple commands to
all nodes, such as “go to next state” or to select a measurement strategy table.
5.2 Node state diagram
The goal of this section is to explain how the node software works and how
it receives commands from the SBC. Each microprocessor on the nodes is
programmed with exactly the same software except for their respective IDen-
tification number (ID), thus node 1 gets ID=1, node 2 gets ID=2 ... Since we
chose to work according to the principle of the distributed tables described
in section 4.2.2.1, the microprocessor flash memory is programmed with a set
of tables. Version 4.1 implements 16 tables for a 32-electrode system. Each
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table represents a particular measurement strategy. In this case, all offsets
ranging from 0 (adjacent) to 15 (opposite) are programmed.
When the nodes are turned on, they enter in the “Wait for commands” mode
(see figure 5.3 for the node state diagram), meaning that the microprocessor
closes switches sw7 and sw8 and opens switches sw4 and sw5 (see figure 5.2).
In this way it can listen to commands broadcasted on the analog lines. Pull-up
resistors are connected to the microprocessor pins to avoid floating potentials
in the case the analog lines are not actively driven. The FPGA is able to write
digital commands on the analog lines using a general input-output register.
In order to write something on the analog lines switches swA and swB have
to be closed. In the case line A1 (portC:5 on the microprocessor) drops to
logic zero, the nodes enter the “programming mode”. In this state the nodes
trigger on the rising edge of line A2 (portC:4), and each time an event occurs
a counter gets incremented. If A1 rises to logic one again, the node enters the
“link table” mode. In the “link table” mode the node links the selected state
table based on the number of pulses received during the programming mode.
Thus if 1 pulse have been received the table corresponding to measurement
strategy offset 0 will be linked, for 2 pulses table for offset 1,... up to 16 pulses
for offset 15. Once the table is linked the node automatically returns to the
“wait for commands” mode. The link (memory pointer) to the chosen state
table is stored in the EEPROM memory of the microprocessor, meaning that
at the next power up, it can reload the stored setup and one does not need to
reprogram the nodes. If at any moment the clock signal (sync line) rises, the
node fetches immediately the entry point to the linked table and opens sw8
and sw7. If a clock signal has been generated, it means that swA and swB
have also been disconnected.
The table entry point is calculated based on the node ID and the number of
table states1. For example node 1, with ID=1, will enter the table at state
(1024−ID ·32) = 992 (i.e. the table state pointer is set to 992). Then for each
subsequent clock pulse, the table state pointer is incremented by one state.
At the end of the table, it cycles back to the first state of the table. If no clock
signal is measured by the microprocessor within 1.5 ms after the last received
pulse, the node goes back in the “wait for commands” mode. This timeout
value can be customized for the user needs. Larger values enable the system
to use slower image acquisition rates, but also increase the time necessary for
the system to enter the “wait for commands” mode (i.e. to reset).
11024 in this case
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Figure 5.2: The hardware architecture used to broadcast measurement
strategy selection commands to all nodes of the network.
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5.3 SBC
The software developed2 for the embedded NIOS core of the FPGA runs under
a real-time operating system. Its task is to manage the FPGA hardware
and to communicate with the user client software (in this case EITSurfer)
over the Ethernet ports. Since SBC to node communication protocols have
already been addressed in section 5.2, this section focus on the communication
protocol with EITSurfer over the Ethernet connection.
There are two ways of connecting the SBC. First, if the board is plugged
into a network environment, it will ask the DHCP server for an IP address.
The second way is to connect the computer with the SBC board directly;
in this case the board takes the default IP address. Once the connection is
established two ports are opened over the 10000 and the 10001.
The port 10000 is reserved for sending and receiving commands. Commands
are coded in ASCII code and separated with the new line char (“\n” or ASCII
0x0A). The main commands to be sent are the commands used to set the ac-
quisition mode. The important fact to remember is that the SBC is designed
as a synchronous machine, the synchronization signal being the digital sine
values generated by the Numerically-Controlled Oscillator (NCO). Thus the
actions of the hardware are synchronized with the sine signal crossing the zero
line (zero-crossing detector). The direct consequence is that not all combi-
nations of acquisition parameters are valid. EITSurfer verifies the validity of
the parameter set before sending it to the SBC (see section 5.3.1 for detail).
The port 10001 is reserved for the SBC to send data to EITSurfer. Data are
sent in a binary format, each value is a 32-bit integer with no separation signs.
For example, a measurement strategy, demanding 32·32 = 1024 measurements
per image (per data frame), will send at first the demodulated I (I1) value
corresponding to the first measurement and then the Q (Q1) value of the first
measurement, then I2, Q2, I3,...I1024 and Q1024 are sent. After sending the
first data frame, it continues with sending the first data of the second image:
I1, Q1..., Q1024 without sending any “end-of-frame” sign. The apparent lack
of protocol is compensated by the use of the well-known and robust TCP/IP
protocol, which makes sure that the data flow is not corrupted. In this way
the data flow receiver only needs to count the number of data received to
know to which frame each data belongs.
2The software has been developed in collaboration with the Scuola Universitaria Profes-
sionale della Svizzera Italiana (SUPSI)
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Table 5.2: The most important SBC parameters and their commands.
name syntax range comments
nco_frq set frq [0, 232 − 1]
nco_gain set gain [0, 255] 0 means 100%, otherwise
nco_gain/256 in percent
measurement frame per
image
set fpi [0, 1023] 0 =1024
sine period per
measurement frame
set ppf [0, 1023] 0 =1024
clock per sample,
acq_cps
set cps [0, 255] 0 means 100MS/s, 1 means
50MS/s,2 means 33 MS/s,...,
100 means 1MS/s,...
periods to ignore at
frame begin, acq_pign
set pign [0, 1023]
periods to consider for
measurement
set psmpl [0, 1023]
start start [nb
of frame]
stop stop
syn_tboim set tboim [0, 1023] synchronization pulse
duration between 2 images,
step of 10 ns
syn_tbofr set tboif [0, 1023] synchronization pulse
duration between 2 frames,
step of 10 ns
binary data format,
acq_fmt.macX
set mac0 [0, 7] see section 5.3.3
binary data format,
acq_fmt.bigend
set
endian
0, 1 0=little-endian,
1=big-endian
acq_rawfrn set
rawfrn
[0, 1023] set the first recorded frame
in raw
raw mode set
rawmode
0, 1 0 = raw + nco wave form, 1
= raw only
raw raw [nb
of times]
start raw acquisition [nb of
time to repeat the
measurement]
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5.3.1 Setting the data acquisition parameters
The parameter set (see table 5.2) needs to be calculated to match the con-
straint of having an integer number of sine periods inside a single measure-
ment time frame. Since the SBC hardware is a synchronous machine (sine
zero-crossing), this is necessary to ensure proper internal system operation.
Consequently, not every parameter combination is possible. Typically, the
user can decide about the frequency to use and the acquisition speed (images
per second) which automatically sets all other parameters. For instance the
user decides to work with a sine at frequency f=100 kHz and 10 images per
second. At first, the correct “frq” parameter is calculated using:
frq = round
(
f
100 · 106 · 2
32
)
= 4294967 (5.1)
Under the assumption of using fpi=1024 measurement frames per image (i.e.
with 32 electrodes) and Irate =10 images per second the “ppf” parameter is
deduced:
ppf = 1fpi Irate
· 1frq = 10 (5.2)
This means that each measurement frame contains 10 sine periods. The user
can also choose to skip data after and before each measurement frame, see
figure4.2 for the nomenclature. This has been implemented to give the system
time to settle the signal before beginning the demodulation. It is especially
useful to skip the first tskip microseconds after a transition, it improves the
demodulated signal stability. Since the number of sine periods within one mea-
surement frame must remain integer, it is required to remove integer numbers
of periods only. In the above example in order to skip 20µs at the beginning
and 10µs at the end of the measurement frame the parameter needs to be set
as follow: pign=2 and psmpl=7.
The nco gain parameter defines the amplitude of the generated waveform.
The user chooses the value in percent of nominal (gp), with the convention
of nco_gain=0 meaning 100% of nominal. Then for the other value, the
parameter is calculated as follow:
nco_gain = gp100255 (5.3)
The last parameter to be defined is the clock per sample, cps. This parameter
controls the number of samples to take into account for the demodulation.
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The ADC produces 100 MS/s, which cannot be changed, but the samples
entering the demodulator could be decimated3. By convention cps=0 means
that every single sample is used in the demodulator. Then cps=1 means that
1 sample of 2 is sent to the demodulator, cps = 2 send 1 sample of 3 to the
demodulator, and so forth. To obtain optimal noise performance the user
should consider using cps=0. Using other values for the cps parameter allows
the user to simulate the acquisition of data using a slower ADC. This feature
has been implemented to enable the simulation of the performances of lower
end ADCs.
5.3.2 Setting the raw data acquisition parameter
Besides the normal acquisition mode, the SBC has also the possibility to
record and send the values coming directly out of the ADC (i.e. undemodu-
lated). Since there is only 16 Kbytes memory available on the SBC, only short
acquisition times are possible. The acquisition time can be controlled with the
cps parameter. For example by setting cps=1 (skipping 1 of 2 samples) this
allows doubling the measurement time period by omitting half of the samples
(i.e. using half of the nominal sampling rate). The rawfrm parameter sets
at which measurement frame the raw data acquisition begins. Therefore by
setting rawfrm=0, it begins at the first measurement frame after acquisition
started.
By setting the parameter rawmode to 0, it is also possible to acquire the NCO
output. However, since both data sources are sharing the same memory, this
feature decreases by 2 the acquisition time of the raw data.
5.3.3 Setting the advance SBC acquisition parameter
The user can also choose the clock pulse duration (synchronization signal).
Since the node software needs a minimum pulse length of 6 µs , it is recom-
mended to use pulses of 10µs (tboim=tboif=1000). The 6 µs limit is given
by the average time the node firmware needs to execute the interrupt routine
triggered by the pulse (clock signal) rising edge. The user can also choose
to send a pulse with a different length every (ppf*fpi) periods (i.e. at the
beginning of a new image), but this feature is not used by the node firmware
at the moment.
The demodulation4 is implemented using a Multiply and ACcumulation unit
(MAC), see figure 5.4. As input the MAC takes the signal coming from the
3In signal processing this is also called undersampling.
4see section 4.3.3for the mathematical details
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Table 5.3: Values of the mac0 parameter, controlling the truncation block
of the MAC unit.
mac0 fix-point format
0 sQ15.17
1 sQ14.18
2 sQ13.19
3 sQ12.20
4 sQ11.21
5 sQ10.22
6 sQ9.23
7 sQ8.24
NCO (14 bits, sQ1.135) and the ADC (12 bits, sQ1.11). Each sample x of both
signals should be interpreted as a fixed point number: −1 ≤ x < 1, in this
way after the multiplication stage the result becomes a sQ2.24 number6. Then
each number coming out of the multiplier is added to the value stored in the
accumulator and the result is stored into the accumulator (39-bit register).
Since the numbers sent to the user by the Ethernet connection are 32-bit
integers, a truncation block needs to select 32 bits from the 39 bits of the
accumulation register. This selection is determined by the user by setting the
mac0 parameter according to table 5.3.
Each binary number can also be represented in the big or little-endian number
notation, EITSurfer assumes little-endian numbers (parameter: endian=0 ).
5.4 GUI
The Graphical User Interface (GUI) has been developed in the C# program-
ming language. This language is strongly object oriented and well integrated
into Windows systems. The basic principle of work is almost the same as
the Java programming language, which uses a virtual machine (JVM) and a
just-in-time compiler. In the case of C#, which is part of the .NET language
family, the “virtual machine” is called CLR (Common Language Runtime).
5see section B.1.4 for more explanations about the fixed-point notation
6The corner case (−1) · (−1) should be considered. Therefore one cannot use sQ1.24
numbers
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Figure 5.4: Detailed implementation of the demodulator inside the
FPGA.
This means that once the source code is “compiled” there is no binary exe-
cutable created. The source code is translated into a language common to all
the .NET programming language, called the Common Intermediate Language
(CIL). The CIL code, sometimes also called the byte code, is a platform and
architecture independent code. Then at the time of the execution the just-
in-time compiler transforms the CIL code into native code to be executed on
the processor. The Common Language Infrastructure including the CIL and
the CLR has been standardized by the European Computer Manufacturer
Association [28]. The code being executed inside the CLI is called “managed
code”.
The use of managed code offers lots of advantages for example in the mem-
ory management7. The debugging is also facilitated by the CLR, which has
a better knowledge where the program stops. In general, program crashes
are also prevented by the CLR. The main advantage of using C# and .NET
in comparison with Java for example is that C# offers the possibility to ex-
ecute so called “unsafe code”8 inside managed code. This means that the
programmer can deliberately choose to work with pointers to speed up the
execution of critical parts of the code. Doing so the program could also write
everywhere in the computer RAM memory, which can cause the computer to
crash. This feature was important to implement quick matrix multiplication
in EITSurfer.
The GUI name is EITSurfer. In the background, it uses a library called
EITSurf (see figure 5.5) which implements all the core functions. The idea here
was to decouple the GUI implementation from the core functions necessary to
7garbage collector: http://msdn.microsoft.com/en-us/library/ee787088.aspx, accessed
on the 10.01.2010
8Security and Programming (C# and Visual Basic) and Unsafe Code and Pointers (C#
Programming Guide), accessed on the 10.01.2010
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Figure 5.5: Screen shot of the EITSurfer program.
run an EIT system. EITSurfer 1.8.5 version is based on the WinForms9 and
XNA10 libraries for the Windows and 3D display, respectively. This choice is
independent of the core library (EITSurf) implementation.
In a future development, one could still use the EITSurf library, while imple-
menting a new GUI based for instance on the new graphic framework WPF11.
This future development may be necessary because the XNA library is lim-
ited to 32-bit Windows system. Microsoft has not yet ported XNA to 64-bit
Windows platform.
5.4.1 Data flow
The data are acquired in an asynchronous manner over an Ethernet socket
linked to the port 10001 (see figure 5.6). The term asynchronous means that
the software only executes the received data function when there are data
9The WinForms API is a part of .NET
10http://create.msdn.com
11Windows Presentation Foundation: http://windowsclient.net/
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Figure 5.6: Illustration of the data flowing from the SBC to the GPU.
coming, and is not waiting for data. Continuously waiting for data would
completely freeze the GUI. In other words, a separate program thread is
opened to handle the communication socket. Incoming data are then provi-
sionally stored into a first buffer containing a list of individual bytes. This
buffer is then read in such manner that the individual bytes can be assembled
to form 32-bit integers. The 32-bit integers themselves are then further as-
sembled to form a complete data set (an image). This data set is then stored
in the memory for further use. At the same time, a copy of the last complete
incoming data set is sent to the data processing unit which shapes the data
set to send it to the image reconstruction unit. The image reconstruction unit
multiplies the data set with the reconstruction matrix to produce the image
values to be transmitted to the graphic card.
5.4.2 Image reconstruction
The image reconstruction12 is the process of creating an image based on the
acquired data. This section presents in detail how the data are processed
after leaving the buffer in figure 5.6. The c data vector is not usable as is; it
needs to be shaped. The shaping step removes the undesired measurements
from the data frame. Undesired measurements are measurements taken with
electrodes that do not make contact correctly or measurements done using
one or both injecting electrodes. In the last case, these measurements are
discarded because they do not respect the four-point measurement scheme.
12One may argue that this is in fact a construction and not a reconstruction, but the
term reconstruction seems to be much more intuitive.
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This prevents the introduction of undesired artifacts in the image. 13Moreover
the present hardware version of the analog front end does not allows dynamic
gain adjustment. This implies that measurements taken with the injecting
pair are often saturated after the amplification stages and therefore unusable.
After the shaping step, it is necessary to calculate the demodulated amplitude
of each measurement by calculating
√
I2 +Q2. At this stage normalization is
also possible (for example to obtain Volts). Preferably, these two operations
are done in the same program loop (iterating over the number of data) to
speedup the execution (i.e. complexity of n instead of 2n). Alternatively the
phase of the measured signal with the local reference can be calculated (see
section 4.3.3).
The next step consists in calculating the differential vector by taking the
difference between the incoming data vector (c*) and the stored reference
data vector (r). There are many ways for creating a reference data set, in
EITSurfer only the most trivial one is implemented: the r vector is a stored
copy of a c* vector taken at a given time. The user indicates to the program
when to take the reference (i.e click on the “ref” button of the toolbar or press
ctrl+r).
Calculating the difference between the incoming vector c* and the reference
vector can also be done in two ways: 1) simply subtracting one with the other
(c∗[i]−r[i] for all i) or 2) subtracting one with the other and normalizing with
the average ((c∗[i]− r[i]) / c∗[i]+r[i]2 for all i). The last case is the data process-
ing option by default in EITSurfer. The reconstruction matrix library have
also been generated for this case. To deactivate the difference normalization
go to: tab “FEM” -> unchecked “normalize difference”.
After this operation, the differential vector d is multiplied with the user se-
lected reconstruction matrix. The resulting vector contains the values to
apply at each node of the FEM model. This multiplication is implemented
using C# “unsafe” environment, which enables the use of pointers within a
managed code. Additionally the new parallel.for14 command is also used to
speed-up the execution by taking advantage of all CPU-cores available on the
computer. At this point, it is necessary to map the calculated value on a
certain color map. In EITSurfer, there are several color maps to choose, the
default value corresponds to the Matlab Jet color map. Then each calculated
13In case the 4-points measurement scheme is not respected, the measurements taken
on the injecting electrodes will strongly depend of contact impedance. This is the current
that flows through the contact impedance that creates unpredictable measurement and
eventually artifacts.
14This instruction (since .net4.0 or the system.threading.dll technical preview of June
2008) is the same as the usual for loop but the iterations are executed simultaneously on
all CPU-core.
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Figure 5.7: Detailed data processing inside EITSurfer.
color can be attributed to the corresponding vertices on the XNA 3D mesh.
At this stage the mesh is processed by the graphic card to interpolate the
colors between the vertices. This is a very computationally intensive opera-
tion but a graphic card’s specialized hardware circuits enable rapid parallel
computation of the image. At the end of this process chain the graphic card
delivers a pixel based image onto the screen, this is what the user looks at.
This architecture enables one to distribute the computing charge between the
CPU and the GPU.
If the computer hardware is at times not powerful enough to display all the
images (sufficiently fast refresh of the screen), the image sequence may appear
“jerky”. In fact, the program has been instructed to favor the storage of the
incoming data into the memory, meaning that the real-time screen update
has a lower priority. In this way high frame rate data flow can be properly
recorded without the need to display every single image, which may lead
the program to crash due to lack of resources. To save resources the other
graphical elements of the EITSurfer window are also only refreshed once the
program enters idle mode (i.e. when there are no other operations to execute).
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5.4.3 Display of the EIT image
The display of the FEM mesh is one of the key components of the GUI.
The basic idea is to use to our advantage the mesh coding convention of
the 3D graphic card, which is similar to the mesh used for FEM models.
In this way it is relatively straightforward to map the 2D FEM mesh used
by the EIT reconstruction software (in this case EIDORS) into the graphic
card. This integration is done by using a Microsoft technology called XNA15,
which is a managed framework for directX that can be implemented into the
WinForms framework16. The main benefit of this architecture is to share the
computational load between the CPU and the GPU. In this way the GPU
takes care of the interpolation and pixelization of the image, which are very
computation intensive and resource demanding operations.
5.4.4 Data visualization
This section presents a brief overview of the data analysis and data display
strategy used by EITSurfer. The obvious way to analyze EIT data is to cal-
culate an image as explained in section 5.4.2. Yet other alternative ways to
analyze EIT data graphically are possible. The four analysis tools imple-
mented in EITSurfer are:
• the u-shape graph,
• the step u-shape graph,
• the composite EIT signal,
• the differential signal.
The u-shape graph is the most classical way to represent data coming out of
an EIT system. It simply consists of plotting the current data vector with-
out the discarded measurements (c* in figure 5.7). Of course the obtained
result entirely depends of the measurement strategy. A way to get measure-
ment strategy independent graph is to reorganize the data to map a defined
measurement strategy. An interesting way to reorganize the data consists in
gathering the measurements having the same relative position with respect to
the current injecting pair of electrodes. For example, supposing an adjacent
15a good tutorial on XNA mesh can be found in http://www.riemers.net, accessed on the
10.01.2011
16Microsoft instructions for doing so can be found in: http://create.msdn.com/en-
US/education/catalog/sample/winforms_series_1, accessed on the 10.01.2011
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measurement strategy, the measurement [1-2, 3-4] (see section B.1.5 for nota-
tion) will be associated with [2-3 , 4-5], [3-4 , 5-6], ... This newly formed set
of measurements gathers all measurements taken just after the injecting pair.
Then the measurements taken after the measuring pair plus one are gathered
(i.e {[1-2, 4-5], [2-3, 5-6],...,[31-32, 2-3]}). By iterating this procedure for all
measurements, one gets a u-shape with 32 steps of 32 data points each. The-
oretically, a perfectly symmetric medium, such as a cylindrical tank, would
give perfectly flat steps.
The EIT composite signal is a way to look at the temporal variation of the
EIT signal. For each data set c* each individual measurement is summed
together (see figure 5.8). The resulting value constitutes one point of the EIT
composite signal. The next point is obtained by summing all the data of the
next acquired measurement data set c*. If such a point is calculated and
displayed each time a new measurement vector c* is available, one obtains a
graph representing the average variation of the voltage measurements around
the medium of interest. Optionally a normalization factor can be applied to
the result of the sum, for example normalizing with the number of samples
and/or scaling the value to real potential given in Volts.
The differential signal (d in figure 5.7) is the signal multiplied with the recon-
struction matrix to calculate the image. Clearly, it is interesting to monitor
what happens to the data just before the reconstruction. Again there are two
ways of plotting the data: 1) one can simply plot the vector d as is or 2)
reorganize the data in the same manner as for the step u-shape.
Chapter 6
Practical Tests and Experimental
Results
6.1 Introduction
This chapter describes the testing of the developed EIT system. In section 6.3,
basic tests are carried out on the electronic circuits only. Then in section 6.4,
resistor and saline phantoms are used to assess the performance of the elec-
tronics when measuring well defined objects. The overall goal of these tests is
to assess and verify the correct functioning of the electronics and to measure
the limitations of the current set-up. By means of jumper connectors, the
developed analog front end allows to connect several test circuits directly on
the PCB. Thus the test set-ups used in this chapter are already implemented
on the front end PCB and do not require external circuits. The basic tests
are organized as follow:
• section 6.3.1: measures the gain characteristic of the acquisition chain,
• section 6.3.2: measures the noise performances of the acquisition chain,
• section 6.3.3: measures the behavior of the DAC,
• section 6.3.4: measures the voltage to current characteristic and the
internal impedance of the current source,
• section 6.3.5: measures the noise generated by the current source.
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In section 6.4, saline phantoms are used to test the EIT system. Saline phan-
toms are de facto the standard means to test EIT systems. These tests are
organized as follow:
• section 6.4.1: measures the noise component of the EIT signal,
• section 6.4.2 : measures the z-score obtained with the macro-EIT system
and compares the results obtained with the theoretical calculation of
section 3.3.5.2,
• section 6.4.3: measures in a qualitative manner the correlation effect
theoretically calculated in section 3.3.7.
Qualitative tests and proof of concept measurements are described in the
next chapter. Thus readers who are not familiar with EIT may want to read
chapter 7 first to get a more intuitive insight into the system performances.
6.2 Test tools
This section lists the tools and instruments used for the tests presented in
this chapter:
• oscilloscope: LeCroy, WaveRunner 204MXi (LCRY0611M17051),
• 100 MHz differential probe: TESTEC, TT-SI 9101,
• resistor decade box: Lutron, RBOX-408,
• circular resistor phantom: CSEM, circular resistor phantom 1,
• saline tank: CSEM, 3DEITPh000001.
The version of the tested circuits and programs are:
• front end: 2.1,
• FPGA: 0.6,
• active electrodes: 2.6B_2,
• active electrode firmware: 4.1.
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6.3 Basic tests
6.3.1 Normalization and gain factors
The tests presented in this section are designed to calibrate the system analog
and digital gains in order to be able to display the measured potentials in
Volts. The first step of the calibration process is to measure the behavior of
the voltage generator as a function of the frequency and amplitude settings.
The set-up used for the measurement is depicted in figure 6.1. The idea was to
work only with the signal generator (i.e. DAC and Amplifier) directly looped
back into the acquisition chain. In order to avoid saturation of the signal in
the acquisition chain, the input signal is attenuated using a resistor bridge.
The measurements are recorded at two points:
1. directly at the output of the generator after the amplifier (×11), labeled
TP1 on figure 6.1 using an oscilloscope,
2. the demodulated amplitude values coming out of the demodulator are
recorded as well.
The oscilloscope is able to directly process the incoming signal, average it,
and calculate the peak-peak amplitude. The results of the measurements are
depicted in figure 6.2 for various amplitude and frequency settings. Then
knowing the attenuation factor of the resistive bridge (11 in this case), it
is possible to calculate the amplitude of the signal at the acquisition chain
input A1. The known input values are then used together with the measured
demodulated amplitude value to calculate the gain frequency characteristic of
the system.
In order to successfully convert the demodulated amplitude values in Volts,
one needs to calculate the mathematical relationship between the I and Q
value and the ADC values. Fortunately, the FPGA does some of the convert-
ing work for us. The digital process chain assumes that the incoming digital
data flow from the ADC ranges from +1 V to -1 V with a 12-bit precision.
The latter is internally represented as a number between -1 and +1. Addi-
tionally one knows that the output values of the demodulator (I and Q) are
stored in a fixed-point format defined by the user (see section 5.3.3). Thus the
only conversion required is to calculate the defined fixed-point format from
the raw 32-bit I and Q values. For this operation the received 32-bit integer (I
or Q) is divided by the decimal part of the fixed-point format. For example,
if the format is sQ15.17, one divides by 217. In this way the 32-bit integer is
cast into a floating-point variable (double):
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Figure 6.1: The measurement set-up used to characterize the analog and
digital gain of the electrode circuit.
I = (double) I#2Fpos
Q = (double) Q
#
2Fpos
(6.1)
where
Fpos is the number of fixed bits representing the floating part (see sec-
tion 5.3.3),
# denotes the raw 32-bit integer transmitted by the FPGA.
Then one can calculate the voltage read by the ADC VADC (in amplitude)
using the equations 6.1 and 4.14:
VADC =
2
√
I2 +Q2
NADCAref
(6.2)
where
NADC is the number of ADC samples accumulated in a single I or Q,
Aref is the amplitude of the signal used to demodulate the incoming
signal, in this case Aref = 1.
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Figure 6.2: The output of the signal generator in function of the frequency
and amplitude settings. The amplitude settings are given in percent of
the maximum of the DAC output. It corresponds to the parameters the
user needs to set in EITSurfer. The data of the plots have been measured
at test point TP1 depicted in figure 6.1.
Subsequently, VADC can be multiplied by a factor 2 to get a peak-to-peak
value. At this point, we are able to calculate the gain of the system by
comparing the data shown in figure 6.2 with the demodulated amplitude value
recorded at the same time, which gives the calibration curve depicted in figure
6.3. Normalized gain is to be understood as gain per unit of set analog gain.
The set analog gain is the gain set by the SMD resistor on the front end PCB.
For example, if the analog gain is set to 100 the overall process gain at 200 kHz
is 0.55 · 100 = 55. So the approach is to calculate a calibration curve, which
gives a correction factor between the set analog gain and the true system gain.
. The EITSurfer program uses a linearly interpolated model of the calibration
curve (continuous black line on figure 6.3), thus knowing the frequency and
the set analog gain, the program can calculate the voltage amplitude in Volt
at the input of the acquisition chain on A1.
The mismatch between the presumed gain and the true gain depends of many
factors:
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Figure 6.3: The normalized gain of the acquisition chain in function of the
frequency. The continuous line represents the linear interpolated model
used to calculate the analog gain of the acquisition chain in EITSurfer
and in the Matlab toolbox ReadEIT (function EIT2volt).
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Figure 6.4: The set-up used for the measurement of the noise and the drift
of the acquisition chain. The analog lines A1 and A2 are short-circuited
and set to a stable voltage source such as the ground or a simple battery.
• the precision of the gain resistors,
• the temperature dependency of the gain,
• the stray capacitances,
• the demodulation process.
Therefore, an automatic calibration procedure should be implemented in fu-
ture versions of the front end. In this way, the system could regularly check
its calibration values against a stable reference.
6.3.2 Acquisition chain noise and drift
The aim of this section is to measure the noise and the drift baseline of the
acquisition chain. The set-up used for this test is described in figure 6.4.
In order to exclude all external influences, both analog lines A1 and A2 are
short-circuited at the input of the differential instrument amplifier and set to
a stable voltage, for example GND (0 V) or a battery (1.2 V). Then the analog
gain is made high (473 in this case). In this way, the noise is also amplified
by the same factor and it becomes possible to accurately measure it.
As already seen in section 4.3.3, the bandwidth of the whole acquisition chain
is defined by the integration time (i.e. the length of the measurement window).
In this case, we choose to measure 1024 points at 10 images/s, which gives a
integration time of ti =1/10/1024 =100µs. Using the half-width maximum
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bandpass definition for the IQ demodulator, the bandwidth is given by:
BWIQ =
2
3
1
ti
= 6.65 kHz (6.3)
The instrumentation amplifier manufactured by Analog Devices, AD8221,
uses a noise model based on an input voltage noise spectral density of
8 nV/
√
Hz and an output voltage noise spectral density of 75 nV/
√
Hz [10].
Since in our case the source impedance is very small, it possible to neglect the
input noise current contribution and directly use the formulas given in [2] for
calculating the input voltage referred noise:
erti =
√
e2ni +
(eno
G
)2
(6.4)
where
eni is the input voltage noise density 8 nV/
√
Hz,
eno is the output voltage noise density 75 nV/
√
Hz,
erti is the input referred noise density,
G is the differential instrument amplifier gain set by the SMD resis-
tor.
For example the input referred noise for an analog gain of 1 is 75 nV/
√
Hz
and falls to 11 nV/
√
Hz for an analog gain of 10. The measurements are done
using the set-up presented in figure 6.4. The noise density is calculated based
on the standard deviation of the demodulated values, divided by the analog
gain and the square root of the bandwidth:
erti =
σIQ√
BWIQ
1
G
(6.5)
The values measured for the input referred noise density are 77 nV/
√
Hz and
13 nV/
√
Hz for gain 1 and 10, respectively. These results match well with the
theoretical expectations. The consequence for the system designer is that the
gain of the instrumentation amplifier should at least be 10 in order to avoid
excessive noise at the output. Clearly, having a much greater gain factor does
not significantly decrease the noise, which is limited by the input voltage noise
source.
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6.3.3 DAC behavior
6.3.3.1 DAC temperature drift
The Digital to Analog Converter (DAC) is the component that converts the
digital sine signal into its analog counterpart. In other words, it generates
the analog signal used to drive the current source, which itself is based on
a voltage to current converter. Therefore an important parameter of the
DAC, is its “gain drift”, which, as one might expect, indicates the changes
of the internal gain of the DAC due to variations in temperature. According
to the DAC data sheet (DAC904 from Burr-Brown/TI [94]) the gain drift
is 120 ppmFSR °C−1 (in this case Full Scale Range (FSR) is 0.5 V). This
means that the full-scale drift is about 60µV ◦C−1. In order to have an idea
of the variations in temperature to expect, a Negative Temperature Coeffi-
cient (NTC) resistor (Epcos B57540G1103F005) has been used to sense the
temperature directly on the DAC casing. The set-up is depicted in figure 6.5.
This particular NTC resistor has a very small thermal mass that enables it to
measure small and rapid variations in temperature. The temperature sensor
is coupled to the DAC casing using a Heat Transfer Compound paste (Elec-
trolube EHTCP20S). The experimental set-up makes use of the acquisition
chain, characterized in the previous sections, to record the voltages coming
out of the DAC.
In order to get rid of any parasitic gain factor and to be able to measure
the voltage produced by the DAC, a gain calibration procedure is followed
prior to beginning the measurements. An oscilloscope probe is attached to
the DAC output (at TP1 on figure 6.5) and the demodulated amplitude gain
is adjusted to match the probe values. In this way the processing gain of the
acquisition chain is completely compensated.
In the first test situation, the set-up has been up and running continuously for
at least 10 minutes prior any measurement. The measured signals were the
temperature and the demodulated voltage amplitude. In this configuration
peak-to-peak variations of 30µV (see figure 6.6) are observed. For comparison
purposes the peak-to-peak variations measured with short-circuited input was
also measured. It was found to be only a few hundred nano volt (200 nV).
Therefore the increase of the noise amplitude can only be attributed to the
DAC.
During this experiment temperature variations of 0.5 °C are measured on
the DAC casing, which corresponds to “gain drift” induced variations of
0.5 °C·60 µV ◦C−1 = 30µV . Figure 6.6 shows that the experimental results
confirm the previously established theoretical prediction about the noise. In
this case, both curves shapes are not exactly matched, which is probably due
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Figure 6.5: The set-up used to measure the temperature influences on
the DAC gain.
to the thermal coupling mismatch between the real electronic temperature
and the casing temperature. This is why we compare the size of the varia-
tions and not their shape. If one compares the drift or noise generated by the
DAC (30µV ) and the noise generated by the acquisition chain, one observes
that the latter is almost 10 times smaller. Therefore, the DAC appears to be
one of the main contributor to the noise or drift of the current source.
In the second test situation, the signal generator was turned on and off 1.
The first observation is that when the DAC is turned on (EITSurfer “start”
command sent) the temperature on the DAC casing increases by 2 °C within
10 seconds , which translates into 150µV variation on the demodulated values,
see figure 6.7. The temperature and the demodulated amplitude signal curve
also exhibit similar characteristic shapes. This is the experimental evidence
that the temperature of the DAC electronics strongly influences the measured
output value.
6.3.3.2 DAC noise
Clearly, the noise produced by the DAC has an impact on the measurement
carried out with the acquisition chain. This is why it is important to measure
and understand its origin. Since the output of the DAC is essentially composed
1Not in the power up/down sense. For example turned on means the start working
command was sent to the DAC.
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Figure 6.6: The variations in temperature and the demodulated DAC
amplitude variation, in the situation when the system is running contin-
uously. The upper figure is a screenshot taken from EITSurfer that plots
the demodulated amplitude output directly after the DAC. The lower
figure is a screenshot from the LeCroy Oscilloscope which recorded the
temperature changes on the DAC casing. Thus the x-axis is the time
scale with 5 seconds per division. Please note that both time scales do
not exactly match.
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Figure 6.7: The variations in temperature and demodulated DAC am-
plitude variation, in the situation when the system is turned on / off
(i.e. start /stop commands are sent from EITSurfer). The upper figure
is a screenshot taken from EITSurfer that plots the demodulated ampli-
tude output directly after the DAC. The lower figure is a screenshot from
the LeCroy Oscilloscope which recorded the temperature changes on the
DAC casing. Please note that both time scales do not match.
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Figure 6.8: The set-up used to measure the DAC noise.
of MOS transistors, possible noise sources are the thermal noise and the flicker
noise produced in the channel of the output transistor. Additionally, noise
can be added by timing errors due to the reference clock and PLL2 jitter
[52]. The thermal noise is given in the data sheet of the DAC and is equal
to 50 pA/
√
Hz, which corresponds to 1.25 nV/
√
Hz voltage drop over a 25 Ω
resistor.
The acquisition chain is directly used to measure the DAC output as shown
in figure 6.8. For comparison purposes an acquisition chain noise baseline has
also been measured with both input lines A1 and A2 short-circuited as shown
in figure 6.4.
The data presented in figure 6.9 show a decrease of the noise density in func-
tion of the frequency. This behavior suggests that the noise produced at low
frequency (<2 MHz) follows a 1/fa noise rule. This conclusion is supported
by the experimental evidence found in literature that the flicker noise is large
for small transistors (i.e. high-speed transistors) [46]. Since the measured
voltage noise density at 100 kHz is about 100 nV/
√
Hz and the expected ther-
mal noise density is 1.25 nV/
√
Hz, the main noise source is clearly not the
thermal noise.
6.3.4 Current source characterization
In this section three different tests are carried out on the current source:
1. The current versus frequency in function of the amplitude of the com-
mand signal is measured ( figure 6.11),
2Phase-Locked Loop
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Figure 6.9: The noise measured at the DAC output, it also depicts for
comparison purpose the acquisition chain noise floor.
2. The current versus output voltage in function of the frequency is mea-
sured (figure 6.12),
3. The current versus output voltage in function of the stray capacitance
and the current source configuration in measured (figure 6.13).
For all measurements the same principle is used, one measures the current
flowing through the load resistance; the voltage drop over a known and fixed
resistor RM = 150 Ω is measured using a differential probe and an oscilloscope.
It is important to measure the voltage drop over a fixed resistor to avoid
accuracy issues linked to resistor properties, oscilloscope gain and differential
probe tolerances.
The first test is to measure the frequency response of the current source in
function of the amplitude of the command signal. The amplitude is given in
percent of the maximally available command signal amplitude. As depicted
in figure 6.11 the amplitude response is almost flat in the frequency range of
interest (i.e. 100 to 300 kHz), which is desired.
The aim of the second test is to determine the internal impedance of the
current source. The basic measurement principle is the same as in the first
test but instead of using the symmetrical current source one uses the current
source in grounded mode. In this way, one is able to characterize the current
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Figure 6.10: Experimental set-ups used to characterize the current source:
in a) the symmetrical current source is composed of a real current source
(inside the dotted square) and a commanded voltage source, in b) the
grounded current source configuration is depicted.
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Figure 6.11: The amplitude response of the current source in function of
the command signal frequency and amplitude (in percent of nominal =
5.7 V @ 100 kHz).
source alone. The load resistor RL is varied from 0 Ω to 1150 Ω and the
current I1 and the voltage V are measured. Applying basic circuit theory
to the circuit figure 6.10 b), one can calculate an expression for the internal
impedance:
V = I2Z (6.6)
Where I2 = I − I1; thus one can write:
V = (I + I1)Z (6.7)
which after algebraic manipulation becomes:
− V
Z
+ I = I1 (6.8)
where
V is the voltage drop as indicated in figure 6.10 [V],
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RM is the fixed measurement resistor of 150 Ω,
RL is the variable load resistor [Ω],
I is the current produced by the ideal current source [A],
I1 is the current flowing trough the resistor R [A],
I2 is the current flowing trough the internal impedance Z [A],
Z is the internal impedance of the current source [Ω].
Equation 6.8 can be identified as a straight line equation of the type ax+b = y
where the slope is given by a = − 1Z . Therefore, using the experimental re-
sult presented in figure 6.12, it is possible to calculate the current source’s
internal impedance. The effect appears not to be linear, thus the idea is
to fit the data with two straight lines, one for load resistances under 550 Ω
(first 3 data points) and one for load resistances above 550 Ω. Then from
these line equations one gets the slope value that corresponds to the internal
impedance of the source. Table 6.1 presents the estimated value of the in-
ternal impedance from the data displayed in figure 6.12. From these internal
impedance data, one can conclude that as far as the internal impedance of
the current source is concerned the most favorable working frequency in this
case is 50 kHz. As expected the lower the frequency the smaller is the effect
of the stray capacitance. But even if on one side lower excitation frequency
shows beneficial effects on the internal impedance performance, one should
keep in mind that on the other side increasing the current frequency allows
injecting more current into the body (i.e. up to 10 mA), and that it is also
easier for the current to flow through the body and the electrode-body contact
impedance. Moreover working with low excitation frequency also restrains the
achievable frame rate, because at least one complete sine period is needed to
correctly demodulate the signal amplitude. For example, working at 10 kHz
means that the maximal frame rate would be 10 images per second3, which is
already fairly slow. Thus a tradeoff between the above mentioned parameters
should be found; qualitatively and according to figure 6.12 an appropriate
frequency range is certainly between 50 and 200 kHz. At this point, it is ap-
propriate to mention that the Dräger Medical AG Pulmovista 500 EIT system
current excitation frequency range according to the published data sheet [27],
is extending from 80 to 130 kHz, which is probably not a coincidence.
In a third experiment one compares the differences between the symmetrical
and the grounded current source in term of internal impedance as measured
above. The measurements are done using both circuits depicted in figure 6.10.
3For a 32-electrode serial EIT system.
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Table 6.1: The internal impedance measurement corresponding to the
data depicted in figure 6.12. The data corresponding to the 50 kHz
measurement are approximately aligned on an horizontal line whose slope
is near zero, thus the numerical results are sensitive to measurement error.
This is why the numerical values are given in parentheses. The negative
internal impedance for the 100 kHz measurement is not a mistake and it
can be consistently reproduced.
frequency [kHz] internal impedance
for R ≤ 550 Ω [kΩ]
internal impedance
for R > 550 Ω [kΩ]
50 (-1058) (-2000)
100 -116 9
200 44 4
300 17 3
400 10 2
Two cases are considered: 1) the internal impedance, Z, equals the internal
impedance of the current source and 2) Z equals 1 nF. In other words, in
the second case a 1 nF capacitor is added in parallel to the current source
to emulate the stray capacitance in the case the node belt is connected. As
depicted in figure 6.13, one can observe that the internal impedance of the
source is degraded for the symmetrical current source compared with the
grounded current source. But if the stray capacitance of the current source
is degraded by the transmission line and the switches, as it is the case once
the electrode belt is connected and simulated here with a 1 nF capacitor in
parallel with the current source, the symmetrical current source is able to
deliver a much more stable current for an equivalent load resistor. This can
be explained using the simplified stray capacitance model presented in figure
6.14. It can be seen that the voltage against ground potential, V1,2, is divided
by 2 in the symmetrical current source compared with the grounded current
source; therefore the leakage current, I11,12, is also reduced. In other words
the developed symmetrical current source maximizes the current which flows
through the load resistance.
Using the model of both the grounded current source (figure 6.14 (a)) and
symmetrical current source (figure 6.14 (b)), one can calculate the current
flowing trough the stray impedance Zs for each case. The stray current for
the grounded current source is:
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Figure 6.12: The output current versus output voltage diagram of the
current source for various frequencies and load with a fixed current set-
ting.
R
Zs +R
I = I11 (6.9)
The stray current for the symmetrical current source is:
R
2ZS +R
I = I12 (6.10)
Obviously I12 is smaller than I11; thus the symmetrical current source behaves
closer to an ideal current source.
6.3.5 Noise of the current source
As consequence of the findings of section 6.3.3.2 the noise generated by the
DAC is also transferred to the current source itself. Therefore, it is possible
to calculate the theoretical noise value at the current source output based on
equation 4.1 with Rm = 390 Ω:
97 nV/
√
Hz · 11390 Ω = 2.7 nA/
√
Hz (6.11)
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Figure 6.13: Comparison between symmetrical current source (sym) and
grounded (gnd) current source for AC current at 100 kHz. In one case,
denoted (1 nF), the stray capacitance of the current source is artificially
increase to 1 nF by placing a 1 nF capacitor in parallel with the current
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170 Chapter 6
A
DA1
A2 x1
x 10 x 1HP
80 kHz
LP
2.4 MHz
A
D
x11
FPGA
BP
12 kHz 
2.4 MHz
12 bits 
100 MS/s
14 bits 
100 MS/s
LP
2.4 MHz
100 Ω 
Figure 6.15: The experimental set-up used to characterize the noise of
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Table 6.2: The noise results of the current source for the frequency range
of interest.
frequency
[kHz]
noise density
[nA/
√
Hz]
100 2.65
200 2.05
300 1.7
Clearly the gain of the amplifier after the DAC also amplifies the current
source noise, therefore a trade-off between the current amplitude to be injected
and the acceptable noise level needs to be defined. The measurements are
done using the set-up depicted in figure 6.15. The current source is used in
grounded mode (i.e. without the symmetrical voltage source). The voltage
drops over a fix 100 Ω resistor is acquired using the acquisition chain of the
front end.
The measured values are presented in table 6.2. In the frequency range of
interest, from 100 kHz to 300 kHz the measured noise values correlate well
with the DAC voltage noise values depicted in figure 6.9. Thus it shows that
the noise of the current source has its origin in the noise of the DAC. The
current source circuit itself does not contribute much to the noise.
An obvious consequence of the experimental fact that the noise of the current
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Figure 6.16: The circular resistive phantom used for assessing the noise
distribution theory. The configuration of the current source depicts an
offset 4 measurement strategy.
injected into the medium of interest is relatively large compared with the
thermal noise of the medium, is that the current noise is one of the main
source of noise of the EIT system. Thus the current source noise will impact
the measurement quality. The measurement with the largest noise values
will be the one close to the injection electrodes, where the current density is
highest. This effect can be illustrated with a simple resistor network phantom
(see figure 6.16). This phantom consists of a circular array of resistors (33 Ω)
where an electrode is connected between all consecutive resistors. This set-up
provides a simple and effective way to check the EIT system and to measure
basic parameters, such as the noise in this case.
As predicted, figure 6.17 clearly shows that the noise values are separated
according to the injection and the measurement pattern. In this case an
offset 4 strategy has been used; therefore the voltage drop can take 6 different
values. The highest peak corresponds to the measurements done with the
electrode that sinks the current I2 in figure 6.16. Whereas the rightmost peak
corresponds to the voltage drop over the injecting electrodes (current I1). The
other four peaks correspond to intermediate measurements mixing the two
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current flows I1 and I2, which are directly linked to the measurement strategy
(i.e. an adjacent measurement strategy would only exhibit two peaks).
The width of the peaks corresponds to the noise, to current loss due to the
stray capacitance of the system and to the CMRR of the differential amplifier.
In order to highlight this phenomenon, the same measurements have been
repeated with a grounded current source (i.e. the current is sunk by the
system ground potential). In this configuration, one expects broader peaks,
which is confirmed in figure 6.17. This can be explained by the fact that using
a symmetrical current source mitigates the effect of the stray capacitance of
the current source4 and the effect of the CMRR.
With this simple experiment, two important lessons are learned:
1. The noise produced by the current source is distributed according to the
current density distribution into the medium. Under particular condi-
tions, such as in micro-EIT, where the current density is high, the noise
amplitude per channel will exhibit the familiar U-shape.
2. The proposed symmetrical current source and inverting voltage source
combination (i.e. symmetric current source) developed during the
present thesis, allows more precise measurement by mitigating the effect
of the current source stray capacitance (i.e. system precision) and the
CMRR, but has almost no influence on the system accuracy (i.e. the
noise).
6.4 Saline tank experiments
Saline tank experiments represent the classical way described in EIT literature
to perform tests on EIT systems [5, 65]. For this thesis, we developed our
own saline phantom made of a transparent acrylic cylinder of 900 mm in
perimeter and 380 mm in height. The mechanical drawing5 in figure 6.18
shows four planes of electrodes which are connectible on the user side with
standard 4 mm laboratory “banana” connectors. On the electrode side, the
threaded part of the connector is directly used as the electrode. The metal
itself is coated with a gold layer to ensure optimal chemical stability in the
aggressive saline medium.
On top of the tank, a rotation table can be placed. It is used to precisely
position objects of known conductivity, size and shape inside the tank. Alter-
natively a Lego6 based robot developed at CSEM can also be positioned on
4including also the bus lines
5The mechanical drawing and construction have been realized by Fuchs Engineering AG
6http://mindstorms.lego.com, 10.12.2010
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Figure 6.17: The histogram of the measurements done with the circular
resistive phantom with an offset of 4. The upper figures plot the his-
togram of the signal, whereas the lower figures plot the histogram of the
noise density. The data in the figures to the left have been recorded us-
ing the symmetrical current source, whereas the data to the right were
recorded with a grounded current source.
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top of the tank to control the position of two separate and movable objects.
A first use of this robot for the performance assessment of EIT system has
been reported in [61, 7]. In this work, the use of the robot is not necessary
and all the experiments are done using the rotation table.
6.4.1 Signal stability and noise
The signal instabilities can be categorized in two categories: the slow (larger
than seconds) variations and the short (shorter than seconds) term noise con-
tributions. For the first category, it has already been shown in section 6.3.3.1
that the temperature plays an important role at the signal generation stage.
For example, it is required to let the system warmup for at least 10 minutes
in a temperature stable environment before it is used. This kind of instability
needs to be addressed as drift and not as random noise. For instance, in a
future system a compensation mechanism based on the continuous monitoring
of the current source can be implemented; it could directly measure the cur-
rent source output and apply adjustements to the reconstruction algorithm
to correct the image accordingly.
Since long term system drift could only be addressed using a new hardware, in
the remainder of this section the aim is to explore the experimental aspect of
the short (< 1 s) term variations of the signal. In the first part of this chapter,
we found experimental evidence that the noise of the developed EIT system
is caused by the electronic noise of the acquisition chain, the thermal noise
of the medium and only a fraction of the noise is generated by the current
source.
Besides that, additional noise can be generated due to the EIT system archi-
tecture and the active electrode multiplexing mechanism. As a first step, this
type of phenomenon will be studied, in order to minimize their contributions
to the other tests.
6.4.1.1 Multiplexing noise
The developed EIT system is completely serial, in other words, only one
single measurement using a pair of active electrodes is performed at the same
time. The instrumentation amplifier, which determines the analog difference
between both analog lines, needs a certain time before the signal at its output
meets the stability requirements and is ready for use . According to the
data sheet [10] a 10 V step is stabilized after 13µs within 0.001% of precision.
Since during the transition states between two measurements the output of the
AD8221 can reach its power supply rails (±5 V), it is judicious to demand that
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Figure 6.18: The technical drawing of the acrylic tank with the rotation
table used as object holder. (courtesy: Fuchs Engineering AG)
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the system should wait for about 15 to 20 µs before demodulating the signal.
The exact value and state of the input and output of the instrumentation
amplifier during the transition phase is not controlled; this is why the settling
time varies so much from one measurement to another.
Clearly, there are some techniques that can be used in future systems to ensure
cleaner transitions. For instance, both analog lines could be short-circuited
during transitions; it should provide the system with a much more stable
settling time. Indeed for differential imaging, it is only important to stabilize
the transition time to get a better system accuracy.
The strategy used in the developed prototype to mitigate the transition time
dependencies of the measurements is to wait for a constant amount of time
at the beginning of each measurement window. This waiting time allows the
signal to stabilize. The digital IQ-demodulator can skip integer numbers of
signal periods before starting to demodulate the incoming signal. The idea
of this approach is to measure the best trade-off between the skip time and
the measurement time. The measurement window length is given by the
number of measurements per frame (image) and the image rate. From signal
processing theory, it is known that one should maximize the integration time
of the signal in the demodulator to reach the best signal to noise ratio. But
one also knows that if one does not wait until the signal is stabilized before
demodulation begins, one will introduce a large amount of multiplexing noise
into the demodulated values. In order to measure the best trade-off between
skip window length and demodulation window length for the developed EIT
system, one can design a simple experimental set-up composed of the 32
active electrodes system placed around the saline phantom without any object
inside. The data are recorded for various image rates and skip times, then for
each parameters combination, the noise content is assessed and reported on a
graph. Since each channel has potentially its own noise value, a way to assess
the noise of one data frame is to sum the power of the noise and normalize7
by the number of measurements (i.e. number of channels):
√√√√ 1
Nch
Nch∑
i=1
σ2i = σframe (6.12)
where
Nch is the number of channels,
σi is the noise of the i-th channel,
7One is looking for a single value representing the noise content of every channel.
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Figure 6.19: The effect of the skipped time (in µs) on the frame noise
has been studied in function of the frame rate. The working frequency
for these measurements was 100 kHz.
σframe is the mean noise for the whole measurement frame (frame noise).
In figure 6.19, one can observe that for a skip time of 30µs the frame noise
is minimal among all tested frame rate. Clearly, this value is a compro-
mise between the integration time (demodulation window) and the available
measurement window length. In this particular case waiting 40µs before de-
modulating the signal exhibits worse noise performance than the “skip 30µs”
strategy. Waiting only 20µs is suboptimal in terms of noise performance,
but enables to reach much higher frame rates (i.e. at least one complete sine
period is necessary to demodulate the signal correctly).
6.4.1.2 Current source generated noise
As already observed in section 6.3.5 the current source contributes to the
noise observed in the medium; this effect can be highlighted my measuring the
frame noise (see equation 6.12) in function of the distance between the inject-
ing electrodes (i.e. by varying the offset). Since a larger offset means a larger
impedance between the two injecting electrodes the influence of the noise
generated by the current source on the measuring electrode pair is potentially
larger. Figure 6.20 depicts the experimental result obtained at 100 kHz and
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Figure 6.20: The frame noise in function of the offset (here converted
in distance between the injecting pair). These measurements have been
recorded with a skip time of 30µs.
using a skip time of 30µs. An almost linear increase in the frame noise ampli-
tude is observed in function of the distance between the injecting electrodes.
Interestingly, slightly larger noise values appear for offsets corresponding to
electrode spacings 2, 4, 8, 12, 14 and 158.
6.4.2 Signal strength and z-score
The aim of this section is to measure the signal strength as calculated in
section 3.3.5.2 using the real acrylic phantom. The test objects are positioned
inside the tank using the rotation table depicted in figure 6.18. For every tests
the same data acquisition protocol has been followed:
• Before starting the measurement series the saline tank has been thor-
oughly cleaned using commercially available cleaning agent containing
8This could be an effect related to the symmetry of the system but, it has not been
further investigated.
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sulfamic acid9. This product cleans the electrode surface and removes
the calcareous deposit.
• The tank is carefully rinsed to eliminated all the cleaning agent residue.
• The tank is filled with a saline solution with an ionic concentration of
9 g per liter, which corresponds to the 0.9 %10 physiological solution.
• Before starting the experiments one waits at least 12 hours for the water
to reach room temperature and for the salt to diffuse uniformly.
• If the EIT system is startedup (cool start-up), a warm-up time of 10 min-
utes is necessary to ensure proper signal stability (temperature drift).
In this way, the electronics has time to reach its working temperature.
• Each measurement sequence follows the same experimental protocol:
– F frames: transition (discarded in the measurement evaluation),
– F frames: first measurement (with object),
– F frames: transition (discarded),
– ...continues according to the same pattern until the last measure-
ment,
– F frame: last measurement,
– F frame: transition (discarded),
– F frame: homogenous tank (without object).
For the measurements in this section F=100, thus it possible to average the
results over 100 measurements, which mitigates the short term variations of
the signal. The following situations have been measured on the real tank and
compared with the EIDORS simulation result:
• signal strength in function of the object position and offset,
• signal strength in function of the object conductivity and position,
• signal strength in function of the object size.
Since the tank geometry is symmetrical in the horizontal plane, it is possible
to use the rotation table to place objects at various distances from the tank
center. By recording the angle set on the rotation table, simple geometrical
calculation gives the distance between the object geometrical center and the
tank center.
9Cillit Bang Grime & Lime, bare code: 4002448017684
10volume / mass ratio
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6.4.2.1 Signal strength and offset
The signal strength in function of the measurement strategy and object posi-
tion is studied. The object was a non-conductive11 sphere of radius 2.25 cm.
The object is placed at different positions from the center of the tank to near
the border by rotating the object holder. The object is placed in the same
plane as the electrodes. The obtained measurements are also compared with
the EIDORS simulation results in figure 6.21. The simulation and measure-
ments are in good agreement for an object near the center. On the other
hand, when the object is closer to the border the simulated signal strength
appears weaker than in the measurements; this could be caused by numerical
artifacts or non-linear effects not taken into account in the simulations.
0 0.02 0.04 0.06 0.08 0.1 0.12
0
0.002
0.004
0.006
0.008
0.01
0.012
Measurements
position of the object from the center [m]
si
gn
al
 s
tre
ng
th
, n
or
m
(vi
−v
h)[
V]
 
 
offset=0
offset=4
offset=8
offset=12
offset=15
0 0.02 0.04 0.06 0.08 0.1 0.12
0
0.002
0.004
0.006
0.008
0.01
0.012
EIDORS simulations
position of the object from the center [m]
si
gn
al
 s
tre
ng
th
, n
or
m
(vi
−v
h)[
V]
 
 
Offset=0
Offset=4
Offset=8
Offset=12
Offset=15
Figure 6.21: The signal strength measured (on the left hand-side) and
the same situation simulated in EIDORS (on the right hand-side).
6.4.2.2 Signal strength and conductivity
The goal of this test was to experimentally support the finding of section
3.3.5.2, which was that the signal strength is not the same for conductive
and non-conductive objects of the same geometrical shape and placed at the
same positions. A similar experiment as described in section 6.4.2.1 is done,
once with a non-conductive object and then with a conductive object. The
figure 6.22 confirms the theoretical result of the existence of such a difference.
Conductive objects produce about 2 to 3 times more signal than their non-
conductive counter-parts sharing the same geometrical size.
11made of Polyoxymethylene (POM)
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Figure 6.22: The signal strength in function of the position for an offset 4
measurement strategy using in one case a conductive sphere (Aluminum)
and in the other case a non-conductive sphere. The measurement are
compared with the EIDORS simulation results on the right hand-side.
6.4.2.3 Z-score and image
The goal of this section is to determine experimentally the minimum value of
the z-score required to spot the object in a sequence of images (movie). Similar
experiments as in sections 6.4.2.1 and 6.4.2.2 are conducted. We recorded the
data for three different situations:
1. The object is a large (radius=2.25 cm) non-conductive sphere, at 10
images per second, with offset=0 measurement strategy, and the current
injected is 0.6 mA,
2. The object is a large (radius=2.25 cm) non-conductive sphere, at 10
images per second, with offset=4 measurement strategy, and the current
injected is 0.3 mA,
3. The object is a small (radius=1.13 cm) non-conductive sphere, at 5
images per second, with offset=4 measurement strategy, and the current
injected is 0.3 mA.
Then three movies, each for one of the three situations, were displayed to
volunteers who had to say when they think they began to spot something on
the image (lower threshold, z-score=6) and when they were absolutely sure
of their observation (upper threshold, z-score=15). The movie was played
starting with no object in the tank, followed with the object in the center
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Figure 6.23: The distinguishability threshold. The horizontal lines show
the detection threshold region. It has been empirically discovered that
the object is spotted on the EIT image with high certainty once the
z-score value reaches 15 (upper horizontal threshold line).
of the tank. Then the object is slowly moved towards the edge of the tank.
The result of this qualitative test is reported in figure 6.23, where the two
horizontal lines represent the two above mentioned threshold. The object
began to be spotted as soon as the z-score value reached 6 and it appears
clearly to the observer after the z-score reaches 15.
6.4.3 Symmetry issues
This section illustrates with an example the theoretical finding of section
3.3.6 and 3.3.7. In this experiment, a conductive sphere of radius 2.25 cm
was placed 8 cm from the saline tank center. Then using the reconstruction
algorithm corresponding to the offset measurement strategy, one calculates
the images. The figure 6.24 shows that the same situation can produce very
different outputs.
Qualitatively, one can observe that the images taken with offset strategies
between offset 0 and offset 3 exhibit a deformation of the shape of the object.
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Offset strategies between 5 and 12 exhibit a strong ringing effect together
with a blurring effect. Then from offset 13 to 15 the correlation effect began
to appear on the image. Therefore, in this case offset 4 seems to produce the
visually most reliable to interpret images.
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offset=0 offset=1 offset=2 offset=3
offset=4 offset=5 offset=6 offset=7
offset=8 offset=9 offset=10 offset=11
offset=12 offset=13 offset=14 offset=15
Figure 6.24: EIT reconstructed images of the same situation measured
with various offsets.
Chapter 7
Applications
7.1 Introduction
In this chapter, practicality of two highly promising applications of EIT are
investigated, micro-EIT and thoracic-EIT, making use of the theoretical and
experimental tools developed as part of this thesis. In each case two or more
practical application examples are described together with the obtained mea-
surements results. One of our goal is also to give an intuitive insight about the
performance of EIT under various conditions. The measurements presented
in both sections 7.2 and 7.3 are differential, which means that the images
are subtracted from a baseline, called “reference image”. Thus the spatial
impedance depicted in the reconstruction images are changes relative to the
reference measurement (or image).
Section 7.2 focuses on micro-EIT applications and demonstrates the use of the
developed micro-EIT electrode well, see figure 4.19. The images are acquired
using a homogeneous medium as reference, see figure 3.1. Thus it allows the
system to produce “almost absolute” images.
Section 7.3 focuses on medical-EIT applications and more specifically on tho-
racic applications. Ventilation and cardiac induced impedance changes are
demonstrated. The EIT time difference imaging strategy adopted in this
section allows the user to image the functional activity of the human body
based on spatial impedance changes. As opposed to other medical imaging
techniques such as X-ray CT scanners that produce anatomically accurate
images, EIT delivers real-time functional images.
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7.2 Micro-EIT
This section shows applications and practical usage examples of the micro-
EIT hardware1. Possible usages of this technology arise in the industrial and
life science domain. The developed system can make images of small objects
such as human hair and biological important effects such as ionic flows. In
comparison with an optical technique, EIT exhibits several advantages:
• It produces functional2 images based on the conductivity without having
recourse to special molecular labels,
• It can measures samples in the absence of light,
• It can image the inside of an optically opaque but electrically conductive
medium.
However, EIT compared with optical techniques lacks of high spatial resolu-
tion. As a consequence EIT is for the time being not a competitive technology
for optical microscopy, it is rather a complementary analysis tool. Micro-EIT
could also be considered as the evolution of the classical two or four points
impedance measurement, with the additional capability to measure the spatial
distribution of the electrical conductivity. It is even possible to retrieve spatial
spectroscopic information by performing multi-frequency measurements.
For the tests presented in this section, one of the challenges was to find test
objects that were small enough and that would allow reproducible results.
Therefore in section 7.2.2, we introduce the idea of using chip resistors and
capacitors as test objects. In order to image ionic flow, we propose to observe
the dissolution of a salt grain (NaCl) inside a saline solution. Based on these
experiments, we learned a few important lessons for future micro-EIT system
developments:
• the temperature drift of the sample is very important and needs to be
stabilized before any measurement can be performed,
• the variation of the liquid level by evaporation or tilt plays a role in the
measured EIT signal,
• the sample handling can introduce variations of the liquid level and
therefore measured effective resistance value by adding or removing
small quantities of liquid,
1See section 4.5 for details about the hardware.
2The spatial distribution of the electrical conductivity.
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• the sample itself could also introduce liquid level variations because of
the volume of water displaced by its own volume,
• the electrode surface is very sensitive and should not be touched during
the measurement process, otherwise the reference will be invalidated,
• the surface tension of the saline solution needs to be reduced by us-
ing a non-ionic surfactant like tween 80 (Polyoxyethylene (20) sorbitan
monooleate3). The reduction of the surface tension is necessary to en-
sure proper electrode-liquid contact, otherwise the liquid tends to wet
completely the electrode’s surface only incompletely.
7.2.1 Methodology
This section gives the experimental protocol followed for the experiments pre-
sented hereafter. It also describes the saline solution used to fill the micro-EIT
well.
Since the micro-EIT well is not clean enough after fabrication, the following
washing steps are necessary when a pristine micro-EIT chip is used or each
time the user needs throrough cleaning of the well.
1. 10 minutes in the ultrasonic cleaner at 30 °C in pure isopropanol, which
dissolves the soldering residue,
2. 10 minutes with the well filled with a solution of KCl (0.1 molar), which
chemically cleans the electrode’s surface,
3. rinse the well with pure water,
4. rinse the well with ethanol4.
Between experiments, a reduced cleaning protocol consisting of step 3 and 4
is usually enough to guaranty proper function.
After step 4 is completed, the micro-EIT electrode well is ready to start
the experiments. The well is filled with a water based saline solution (9 g/l
NaCl). In addition to the water, it is necessary to add a chemical to lower
the surface tension otherwise the electrodes do not get wet. For this purpose,
we developed a special saline solution containing a non-ionic surfactant called
tween 80. For the experiments presented hereafter the concentration of tween
80 was 0.5 % of volume (5 ml/l). About 0.6 ml of solution is necessary to
3This chemical is approved for food use up to 0.5% of water volume [3]
496% alcohol: Sigma/Aldrich 02583, denatured with 4.8% isopropanol
188 Chapter 7
fill the well up to the maximal filling mark placed 1 cm above the well floor.
After the solution is injected inside the well, it is required to wait up to 20
minutes for the temperature of the liquid to stabilize and to be able to start
with the experiment.
When using the micro-EIT setup the gain of the acquisition chain often needs
to be reduced in comparison with the thoracic-EIT settings. In these exper-
iments, one uses a gain of 5 whereas the gain for thoracic-EIT was 50. The
current injection was also reduced to 10 % of nominal (0.75 mA amplitude)
to avoid excessive Joule heating. The reference was acquired just before the
beginning of each experiment with no object in the well (i.e. homogeneous
medium), see figure 3.1 b).
7.2.2 Chip resistors and capacitors as test objects
The basic idea of this section was to test the micro-EIT system with standard
objects of known conductivity. At first the micro-EIT electrodes well was
prepared as described in section 7.2.1. For each test a tank filled with a saline
solution with no objects inside is taken as reference. Then the chip resistor
respectively capacitor is placed inside the well between electrode number 17
and 22 and in the middle between the well center and the well wall. The chip
components used were of the form factor 0603 5 and were placed flat on the
micro-EIT well floor with one conductive pad towards the edge and the other
one towards the well center.
All measurements were made at 100 kHz with skip time of 30µs. The chip
capacitor’s theoretical impedance values at 100 kHz are 1.59 MΩ and 1.59 Ω
for the 1 pF and 100 nF capacitor, respectively. The result presented in figure
7.1 shows that the system was able to measure the conductivity changes in
the right direction for the purely resistive case and for the capacitive case.
5length 1.8 mm, width 0.8 mm, height 0.5 mm
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0603 capacitor: 1 pF 0603 capacitor: 100 nF
0603 resistor: 10 Ω 0603 resistor: 100 kΩ
positive 
conductivity 
change
negative 
conductivity 
change
0
Figure 7.1: Chip resistors and capacitors 0603 placed inside the micro-
EIT well. The color coding represents the conductivity changes compared
with the homogeneous reference. Red corresponds to positive conductiv-
ity change (i.e. the object is more conductive than the reference), whereas
blue corresponds to negative conductivity change (i.e. the object is less
conductive than the reference).
7.2.3 Miscellaneous objects
The aim of this section is to present the imaging capabilities of the developed
micro-EIT on various objects:
• a human hair with a cross-section diameter of 60µm,
• a quartz stone of size 1000 × 1300 × 760 µm,
• 1 and 2 alginate beads of diameter of 1000 µm each.
The first important result presented in figure 7.2 is that it is possible to image
a human hair with its bulb, which represents an object with a diameter 150
times smaller than the well itself. In this case, the hair was placed vertically
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Figure 7.2: The micro-EIT image of four different objects.
in the well and properly held in place with a support. The hair appears as
less conductive than the saline solution, which is expected. A quartz stone6
was also measured and appears as less conductive than the reference.
The alginate beads are used as support for 3D cell cultures and therefore are of
great interest in life science applications. Alginate beads were manufactured
by dropping a sodium alginate solution inside a calcium chloride bath. The
sizes of the beads are controlled by the size of the drops. The alginate beads
appeared as more conductive than the reference because they contain ions,
which dissolve into the saline solution. With the two alginate beads experi-
ment the problem of imaging two objects is tackled. This image is included
here for illustration purposes only; proper analysis of the distinguishability of
two objects should be studied in future work.
6sand from the river Rhine
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7.2.4 Salt grain experiment
This section presents a way to test the ionic flow imaging capabilities. The
basic idea is to drop one salt (NaCl) grain inside the saline solution and ob-
serve the diffusion of ions. Before the experiment, the well was prepared as
explained in section 7.2.1. After the saline solution reaches its thermal sta-
bility point, a salt grain of about 0.5 mm in diameter (NaCl) is dropped into
the well center without touching the saline solution with the tweezers. Fig-
ure 7.3 presents the obtained results. In order to evaluate the results, the
temporal evolution of a single pixel is reported in the middle plot. This pixel
is chosen to be at the geometrical center of the location of the salt grain.
One can observe that shortly after the grain enters the water, it appears as
non-conductive (i.e. less conductive than the saline conductivity) object. In-
deed solid salt is an isolating material. Then after 200 µs, it already appears
on the image as conductive object because the salt started to dissolve itself
into the saline solution. Then after 200 s the dissolution of the salt grain
practically complete (i.e. the salt grain was no more visible). The problem
is that after the 200 s mark, the EIT image began to suffer of severe recon-
struction artifacts due to the large and homogeneous conductivity changes.
Reconstruction methods, such as MAP7, which linearize the inverse problem,
can only correctly work if the impedance changes remain within reasonable
bounds around the reference. This kind of large conductivity changes would
rather require iterative reconstruction algorithms which do not depends on
the linearization of the problem.
7.3 Thoracic-EIT
This section presents application examples of the thoracic-EIT device built
for the startup company Swisstom AG within this thesis. The primary mo-
tivation behind EIT thoracic imaging is the continuous monitoring of the
respiratory and cardiovascular system of ventilated patients. The first cat-
egory of patients, which could benefit from EIT, are Intensive Care Unit
(ICU) patients for whom the ventilation therapy needs precise and continu-
ous monitoring to improve outcome. Unfortunately, without convenient real
time monitoring of the patient’s lungs it is challenging for the medical doctor
to quickly evaluate the situation and take appropriate actions. Especially the
regional monitoring capabilities of EIT facilitate the implementation of lung
protective ventilation strategies. Moreover, when the ventilator is removed
(extubation) and the patient is breathing spontaneously again, there are even
7see appendix A.1
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Figure 7.3: Imaging of ionic flow using the micro-EIT setup. At point
À a salt (NaCl) grain is dropped inside the well and appears as non-
conductive. Then, after a transition state Á, the ions began their diffu-
sion, and the salt grain appears as conductive Â. Then after 120 s Å, the
dissolution is almost finished and the salt grain is no more visible to the
unaided eye.
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fewer monitoring capabilities as the pneumatic interface with the patients be-
comes ill-defined when masks or nasal cannulas are used or is lacking entirely.
The second category of patients, who also would benefit from EIT, is patients
in the operating theater, who need continuous monitoring not only of their
lungs but also their heart and cardio-vascular system. According to several
authors [54, 72, 24] EIT has the potential of becoming a useful bedside moni-
toring tool which is likely to increase situation awareness of medical personnel
and to enable improved therapies. The main lung related problems that can
be diagnosed and monitored with EIT are:
• lungs collapse [66, 21]: Lungs tends to collapse under their own weight.
This can happen, for example, when people stay in the same posture for
extended periods of time. Other reasons for lungs collapse are muscle
relaxation, obesity, pneumonia, lung injuries and oedema. Lung col-
lapse also happens in healthy people, for instance during sleep. But
the non-ailing body is able to resolve this issue simple by taking a deep
breath or changing the body posture. This solution can be emulated
for example by turning the patient on the side or by increasing the
ventilator pressure to open the lungs. Increasing the pressure of the
ventilator above baseline pressure support levels, although having sci-
entifically proven benefits[9], has evident risks and is thus not widely
adopted in the ICUs due to the lack of adequate monitoring. EIT could
provide such monitoring.
• lungs perfusion [30, 57]: The proper matching between ventilation (air)
and perfusion (blood) within the lungs is a prerequisite for adequate gas
exchange and is thus one of the most important pieces of information
one would need to assessment a patient’s lung status. Based on such
information appropriate therapeutic measures can be taken.
• blood pressure: First experimental evidence suggests that continuous
non-invasive measurement of the central blood pressure using EIT has
become feasible [88]. This novel approach could eliminate the need for
intermittently inflating classical blood pressure cuffs. Furthermore, if
calibrated appropriately this approach could provide direct measures of
wall stiffness of central arteries such as the aorta. EIT would eliminate
the need for invasive catheters to determine these outcome-related cru-
cial information about the mechanical properties (e.g. distensibility) of
cardio-vascular system.
Besides the therapeutic benefit of EIT, which could saves lives, there are also
economical benefits. Since better therapy leads to fewer medical complications
and quicker patient recovery, money can be saved 8.
8see Swisstom AG: Business Plan, http://www.swisstom.com
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Thoracic-EIT imaging is also of interest in sports applications, and could
be used for real-time cardiovascular real-time performance assessment and
guidance of sports training regimes.
7.3.1 Methodology
This section describes the methodology used to record the measurements pre-
sented hereafter. All the data were taken on a healthy male sitting volunteer
with the electrode belt (see section 4.4) placed around the thorax in a trans-
verse plane crossing the 5th ribs and the sternum. The EIT system itself was
prepared in the following way:
• the system was warmed up during 10 minutes before utilization,
• the setting was 1 mA (amplitude), 150 kHz, offset 4 and 30µs skip time,
• the metallic, gold plated electrodes were coated using a proprietary
(Swisstom AG) liquid chemical compound to ensure proper mechani-
cal coupling on the skin and optimal electrical contact.
The system used to acquire the experimental data of this section was not the
same as for the other experiments presented in this thesis. The difference is
that this system, dedicated to volunteer experiments, had only a buffer after
the DAC and not a factor-11 non-inverting amplifier, see figure 4.12. This
prevents the system from injecting more than 1 mA into the body, ensuring
patient and user electrical safety.
7.3.2 Size of the EIT signal
This section presents an example of the signal measured during volunteer ex-
periments. The aim is to give an intuitive insight about the order of magnitude
of ventilation and perfusion EIT signals. This information can be used for fu-
ture system design and in specification document. The EIT amplitude signal
in figure 7.4, which corresponds to the output of the differential instrument
amplifier with unity gain, is in the mV range. The dynamic range of the signal
given by the ratio between the largest and lowest value of the EIT amplitude
signal was found to be about 50. This means that if the acquisition chain gain
was designed for the largest value to accommodate the full ADC input range,
the lower value only covers a 1/50 of the latter. This situation reduces the
measurement precision for the lowest values. An appropriate adaptive gain
strategy can solve this issue by adapting the gain value to each signal.
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It can be observed on figure 7.4 that the shape of the envelope exhibited by
the EIT amplitude signal is characteristic of the shape of the medium (i.e.
the thorax in this case). This information could be used to retrieve useful
geometrical information about the thorax, which can contribute to enhance
the reconstruction algorithm performance.
The EIT time differential signal is the result of the subtraction of two EIT
amplitude signals taken at two different times. In figure 7.5 a), the time
difference between the beginning and the end of a respiratory (ventilation) re-
spectively cardiac (perfusion) induced impedance change events is calculated.
It was found that the ventilation signal, see figure 7.5 b), produces peak-to-
peak variations less than 1 mV during one respiratory cycle. These variations
are even an order of magnitude smaller for the cardiac related impedance
change (i.e. 0.1 mV).
7.3.3 Ventilation monitoring
This section presents an example of ventilation monitoring performed on a
sitting volunteer who was asked to slowly take a deep breath. At the beginning
À (on figure 7.6) of the respiratory cycle the diaphragm is in a relaxed state.
For the air inhalation to be initiated, the diaphragm contracts which reduces
the pressure inside the lungs. This creates a pressure gradient that causes
air to flow Á in the lungs by the trachea. This process continues until the
volunteer stops taking air in Ã and begins exhaling the air out of his lungs
Å. This inhalation and exhalation cycle can conveniently be visualized on the
EIT composite signal (see figure 5.8).
7.3.4 Cardiovascular function monitoring
This section presents an example of the cardiac and respiratory induced
impedance changes. The exact same data as in the previous section are used,
but instead of using only a small part of them, the whole data set is analysed.
For this analysis, we stored the produced images using EIDORS. Each pixel
value of one image corresponds to the conductivity changes at its position.
Therefore, it is easy to select a pixel in the heart region and one in the right
lung region and plot their respective value over time, see figure 7.7. The “lung
pixel” shows a decrease in the conductivity with the inhalation, whereas the
“heart pixel” shows an increase in the conductivity. The behavior of the “heart
pixel” is explained by the fact that each time a person spontaneously breathes,
the pressure decreases inside the chest which is partially compensated by the
extension of the heart, which creates an increase in the net blood intake. It
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Figure 7.4: Example of the EIT amplitude signal recorded during thoracic
imaging on an healthy volunteer. a) depicts the signal after the differen-
tial instrument amplifier (normalized to unity gain). b) is a zoomed view
on the first “U” of the a) plot .
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Figure 7.5: Example of the EIT differential signal recorded during tho-
racic imaging on a healthy volunteer. In both the a) and b) case, one
measurement frame of the time differential EIT signal entering the image
reconstruction algorithm is shown, see figure 5.7 signal d. In a) the refer-
ence image was taken at the beginning of the inhalation and the image at
the end of the inhalation. In b) the volunteer was holding his breath dur-
ing the measurement, in this way only cardiac event related impedance
change could be observed. The reference image was taken when the EIT
composite signal reached its lowest point and the signal image when the
EIT composite signal reached its maximum.
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Figure 7.6: EIT tomographic images of the thorax region during one
inhalation-exhalation cycle. The plot depicts the composite EIT signal
of a volunteer taking a deep breath.
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is also known that the heart moves inside the thorax during the respiratory
cycle, which may also have an effect on the EIT images. In contrast, a me-
chanically ventilated patient would exhibit a “heart pixel” with similar shape
as the “lung pixel”, because the pressure increase created by the ventilator
compresses the heart which results in a decrease of the net blood intake. In
order words, for mechanically ventilated patients the air is pushed into the
lungs where as for spontaneously breathing patients the air is aspirated into
the lungs.
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Figure 7.7: Temporal evolution of the EIT reconstructed impedance
changes for two pixels, one in the heart (blue) and one in the right
lung (green) region.
Chapter 8
Discussion
8.1 Conclusion
In this thesis, we pursued two main research paths: 1) we proposed a prob-
abilistic definition for the distinguishability and 2) we successfully developed
a complete active electrode based Electrical Impedance Tomography (EIT)
system.
The distinguishability criterion is derived from the Maximum A posteriori
Probability (MAP) approach without using a particular regularization. This
is a probabilistic criterion, which corresponds to the rejection of the null-
hypothesis (i.e. no impedance changes inside the Region Of Interest (ROI));
it can also be interpreted as a Signal to Noise Ratio (SNR) z = 1σn ‖∆vROI‖2,
where ∆vROI is the differential EIT signal generated by impedance change
inside the ROI and σn is the noise standard deviation, which is assumed to
be the same for each channel.
Using the Finite Element Modeling (FEM) capabilities of the program EI-
DORS, we were able to calculate the forward EIT problem for two-dimensional
and three-dimensional cases. Thus, we investigated the variation of the EIT
differential signal, ‖∆vROI‖2, in function of the measurement strategy, and
the test object position, size and conductivity. In all cases the EIT differ-
ential signal was maximized for the opposite measurement strategy (i.e. off-
set=15). Unfortunately, the offset=15 measurement strategy leads to severe
reconstruction artifacts generated by the symmetry of the measurement set-
up. The best images from a qualitative point of view were obtained using
measurement strategies between offset 4 and offset 12, which corresponds to
a current injection angle between 60 and 150 degree, respectively.
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The main noise sources in the developed EIT system were found to be the
current generator and the acquisition electronic noise. Strong temperature
drift of the electronics was observed, which currently constitutes one of the
main limiting factors of the system precision.
The variation of the distinguishability criterion in function of the geometrical
size of the EIT data acquisition system (i.e. the electrode arrangement) was
also studied. We found that the main limiting factor for the miniaturization of
EIT system using electrode wells is the Joule heating effect that increases the
temperature of the solution. Heating the solution generates three problems:
1) if the solution’s temperature rises above a given threshold the possibly
sensitive biological sample could be damaged, 2) the liquid evaporation is
accelerated which creates drift and 3) the solution’s conductivity is a function
of the temperature, thus any change of temperature translates in a drift of the
EIT differential signal. In the up-scaling case the distinguishability is limited
by the electronic noise of the data acquisition chain.
The developed data acquisition system was designed to be used in both micro-
EIT and thoracic-EIT systems. The micro-EIT specific hardware consists of
a 32-electrode well fabricated using Printed Circuit Board (PCB) technology.
The thoracic-EIT system makes use of a belt-like arrangement of the elec-
trodes. The 90 cm length thoracic belt is designed to facilitate the use of
EIT, for example it is even possible for a single person to operate the instru-
ment while measuring his own lungs. In order to maximize the electrode input
impedance and minimize the signal high impedance path, an active electrode
architecture was implemented. In this way, a voltage buffer could be imple-
mented as closely as possible to the electrode, which eliminates the need for
shielded cables. The current source, which is one of the EIT system’s key
element, makes use of a novel circuit design. It is combining a current source
with a voltage source. It was found that this approach minimizes the effect of
the stray capacitance and the Common Mode Rejection Ratio (CMRR). The
major advantage of this new design compared with other symmetrical cur-
rent sources is that it does neither need calibration nor extra electrodes. The
current source internal impedance was found to be above 1 MΩ at 50 kHz.
Each active electrode is also equipped with a micro-processor whose task is to
manage the node functions following a common synchronization signal. An
alternative design for the active electrode node management is also proposed;
it makes use of a daisy chain arrangement of the nodes, thus the state com-
mands are shifted from one node to the next one using two daisy chains, one
for the current injection and one for the measurement.
The tests carried out on the micro-EIT hardware demonstrated promising
ionic flux detection capabilities. We were able to observe the dissolution
of a grain of salt and the resulting diffusive transport of the ions inside the
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solution. The developed micro-EIT also demonstrated the detection of objects
of biological nature such a human hair that represents an object of 150 µm in
diameter in a 9 mm in diameter well.
The thoracic-EIT system demonstrated the measurement of real-time venti-
lation and cardiac related impedance change on healthy volunteers. For this
application the EIT hardware needs to be further miniaturized, to better fit
the thoracic belt and thus increase both the patient comfort and the device
ease of use.
The EIT medical market is, at the time of writing, almost unaddressed by
commercial products, and EIT technology still needs to be validated by the
medical community on a large scale. Several authors in the literature and
many research groups all around the world already demonstrated the tremen-
dous potential of EIT not only in the medical domain but also in many other
fields such as industrial processes, geophysics, agriculture, and life sciences.
The EIT technology needs now to be brought to an advanced maturity stage
and gain in reliability.
8.2 Future work
The goal of this section is to give an outlook on possible future work and
research paths, which can be pursued based on the findings of the present
thesis. The future works are listed in three different categories: EIT hardware,
micro-EIT and theory.
The EIT hardware concerns all the hardware commonly shared by both micro
and macro EIT. This comprises the active nodes, the analog front end and
the FPGA. Hardware enhancement suggestions are listed hereafter:
• Active node: The register based daisy-chain principle should be imple-
mented to control the nodes (in progress),
• Active node: The size of the active nodes needs to be further reduced
(in progress),
• Active node: Other operational amplifiers for the node buffer should be
evaluated (less power consuming, less expensive),
• Active node: Other analog switches for the node multiplexing should be
evaluated (smaller Coff capacitance, and minimal Ron resistance)
• Analog front end: For optimal performance, it is necessary to merge the
front end and the FPGA on a custom common PCB (in progress),
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• Analog front end: A current measurement circuit, which gives the ampli-
tude of the applied current should be implemented. It could be used to
compensate for the current source drift and to ensure electrical patient
safety,
• Analog front end: An adaptive gain mechanism for the acquisition chain
should be tested (in progress),
• Analog front end: A less noisy DAC should be evaluated (in progress),
• Analog front end: Automatic signal generation and acquisition chain
gain measurement.
The micro-EIT, which shows very promising results, should be further inves-
tigated:
• Micro-EIT well: The electrode well needs to be further miniaturized us-
ing silicon-based micro fabrication technology. In this way even smaller
objects could be imaged,
• High resolution: One could combine a high resolution Multi Electrode
Array (MEA), such as described by Imfeld et al [44], with the developed
micro-EIT well. The latter would be used to inject the current and the
former to read the voltage at high resolution on the bottom of the chip.
This unique combination could provide micro-EIT images of very high
resolution.
• 3D: The PCB technology allows the fabrication of multilayer PCBs with
blind and buried vias1. Therefore, one can imagine a micro electrode
well integrating two or more rings of electrodes one on top of the other.
This could be used to produce 3D EIT images of the well content.
• Pipes application: In the thesis one side of the micro-EIT well is close
to form a well. However, one could also imagine a set-up where both
sides are connected to a pipe which would enable EIT analysis of the
flow inside the pipe.
• Drift issue: The measurements and tests undertaken show that the con-
trol of the temperature of the micro-EIT well was of prime importance
to ensure minimal drift. Therefore a Peltier element could be used to
stabilize the temperature,
1Blind vias are only visible on one side of the PCB; Buried vias are not visible from the
PCB surface
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• Living cell: Subordinated to the above listed enhancement micro-EIT
picture of living cell cultures should be investigated with the aim of
counting individual cells and possibly observe changes in the ionic con-
tent of individual cells,
• Saline: The composition of the micro-EIT saline solution should be
investigated to allow proper cells culture growth.
The theoretical research undertaken during the present thesis answers several
important questions but also raises others, which could be addressed in the
future:
• Quasi-static approximation: As pointed out, the quasi-static approxima-
tion may be used at its limit of validity. The impact of the quasi-static
approximation on the image reconstruction should be further investi-
gated,
• EIT fundamentals: Study the number of independent measurements for
non-constant noise level and different measurement strategies,
• Distinguishability: Study the distinguishability of two objects,
• Shot noise: An in-depth investigation should be conducted to fully un-
derstood the contribution of shot noise in EIT,
• Miniaturization limit: The preliminary research work presented in this
thesis should be pursued and a new miniaturization model including the
shot noise should be proposed.
In my view, the work presented in this thesis describe the development and
optimization of the first complete and practically useful active electrode based
EIT system; this has led to the creation of a first Swiss startup company which
might have the chance to become one of the world leaders in the envisaged
huge field of EIT imaging applications in medicine, in the life sciences and in
industry.
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A.1 Maximum A Posteriori Probability
This section gives the derivation of the Maximum A posteriori Probability
(MAP) approach for the image reconstruction.
Let m be the model of the data and d be the associated data. With these
two variables, the problem to solve is to calculate which choice of the model
parameter m gives the highest likelihood knowing a given data set d. In the
EIT problem m can be identified to the conductivity σ of the medium and
the data d to the time differential EIT amplitude signal (i.e. the voltage
difference between the current measurement and a given reference). Using
Bayesian mathematics, it can be formulated as follow:
mMAP = argmax
m
(P(m | d)) (A.1)
where
argmax
m
is a function maximizing the probability P(m | d) by doing a good
choice of m (see section B.3),
mMAP is parameter set that maximizes the probability P(m | d).
Then by using Bayes theorem given in equation B.13 the probability becomes:
P (m | d) = P (d |m) P(m)P(d) (A.2)
the combining equations A.1 and A.2 gives:
mMAP = argmax
m
(
P (d |m) P(m)
P(d)
)
(A.3)
Since we are only interested in terms containing m, it is possible to consider
the others one as proportionality constant, which do not affect the result of
the argmax function:
mMAP = argmax
m
(P (d |m) P(m)) (A.4)
Assuming that the noise statistics is Gaussian, one can write the probability
of the data knowing the model using the probability density function (pdf)
for a multivariate Gaussian noise distribution:
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P (d |m) = 1
(2pi)
rank(d)
2
√
det(d)
e−
1
2 (d−µ)tΣ−1(d−µ) (A.5)
= 1√
det(2pid)
e−
1
2 (d−µ)tΣ−1(d−µ) (A.6)
where
µ is the expected value of the vector d; in the EIT case, one can esti-
mate its values by using the linearization proposed in equation 3.4
µ = Jm
Σ is the covariance matrix of the noise.
The expression for P(m) is a little more difficult to determine. Indeed it is
very difficult to know what is the probability of an object for which, one do
not have any information about. That being said, in most case it is possible
to assume that the object1 as some particular proprieties, for instance being
spatially “smooth” or homogenous. For the moment, it is not necessary to
define what P(m) exactly is, we will only assume, it has the following form:
P(m) = e− 12AP (m) (A.7)
where
Ap(m) is the a priori operator which contains alleged information about
the object, the return value of this operator is a scalar.
At this point, one can put together equation A.5, A.7 and A.4. Since the
terms that do not contain m or that are not linked to m do not influence the
result of the argmax function, they can be discarded:
mMAP = argmax
m
(
e− 12 (d−µ)
tΣ−1(d−µ)e− 12AP (m)
)
(A.8)
= argmax
m
(
e− 12 ((d−µ)
tΣ−1(d−µ)+Ap(m))
)
(A.9)
The function e−x is maximal when x is minimal therefore:
1The object is modeled by the parameters contained in the m vector.
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mMAP = argmin
m
(
(d− µ)tΣ−1(d− µ) + Ap(m)
)
(A.10)
Using the relation µ = Jm, one gets:
mMAP = argmin
m
(
(d− Jm)tΣ−1(d− Jm) + Ap(m)
)
(A.11)
Where Jm is the expected forward problem outcome given in equation 3.4.
Using the matrix form of the weighted norm defined in equation B.1, one gets:
mMAP = argmin
m
(
‖d− Jm‖2Σ + Ap(m)
)
(A.12)
At this point, it is necessary to find m that minimizes
(
‖d− Jm‖2Σ + Ap(m)
)
and per extension maximizes P (m | d). For this purpose, a minima-maxima
search is undertaken by taking the derivative of
(
‖d− Jm‖2Σ + Ap(m)
)
rel-
ative to m and identify the result to zero. The notation of the derivative
hereafter assumes a component per component derivation. Thus the “0” zero
is in fact a vector with all component identified to zero.
∂
∂m
(
‖d− Jm‖2Σ + Ap(m)
)
= 0 (A.13)
∂
∂m
(
(d− Jm)tΣ−1(d− Jm) + Ap(m)
)
= 0 (A.14)
∂
∂m
(
dtΣ−1d−mtJtΣ−1d− dtΣ−1Jm + mtJtΣ−1Jm + Ap(m)
)
= 0
(A.15)
We will take the derivative of equation A.15 in 3 separate steps before gath-
ering all the sub-results in equation A.27. The first step consists in noticing
that the result of the norm operator
(
‖d− Jm‖2Σ
)
is a scalar, therefore the
sum of terms dtΣ−1d −mtJtΣ−1d − dtΣ−1Jm + mtJtΣ−1Jm is a scalar
too. Ultimately each term of the sum is also a scalar. The covariance matrix
Σ is per definition symmetric (i.e. Σ = Σt). Therefore using the distribution
of the transpose B.10, one obtains that the second term of the sum is equal
to mtJtΣ−1d =
(
dtΣ−1Jm
)t. In other words, the second term of the sum is
the transpose of the third one. Since each term of the sum was identified to
a scalar and that the transpose of a scalar is itself, one can write:
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−mtJtΣ−1d− dtΣ−1Jm = −2dtΣ−1Jm (A.16)
or equally
−mtJtΣ−1d− dtΣ−1Jm = −2mtJtΣ−1d (A.17)
the result of the derivation of equation A.17 is:
∂
∂m
(−2mtJtΣ−1d) = −2JtΣ−1d (A.18)
The fourth term of the sum mtJtΣ−1Jm can be rewritten using equation
B.1:
mtJtΣ−1Jm = ‖Jm‖2Σ−1 (A.19)
Then using the definition of the norm, one calculates the partial derivatives:
∂
∂m
(
‖Jm‖2Σ−1
)
= ∂
∂mi
∑
j
∑
i
m2i
(
J tΣ−1J
)
i,j
 ∀ i, j (A.20)
= 2
∑
j
∑
i
mi
(
J tΣ−1J
)
i,j
(A.21)
= 2m
(
JtΣ−1J
)
(A.22)
The last transition between A.21 and A.22 is done by identifying the double
sum with the definition of the standard matrix multiplication.
The last expression for which one needs to calculate the derivative is Ap(m).
The idea is to approximate the latter with the first three terms of its Taylor
series:
Ap(m) = Ap(a) +
A′p(a)
1! (m− a) + (m− a)
t A
′′
p(a)
2! (m− a) +O(m
k) (A.23)
One assumes that the Taylor series converges toward Ap(m), under the re-
strictive conditions given by the Landau notation O(mk):
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|Ap(m)| ≤M
∣∣(m− a)k∣∣ for k > 2 (A.24)
In other words, the absolute value of the function is bounded byM · (m− a)k
with a suitable choice of M,k ∈ R. Thus the derivative of Ap(m) is approxi-
mated by taking the first three terms of the Taylor expansion:
∂
∂mAp(m) =
∂
∂mAp(a)︸ ︷︷ ︸
=0
+ ∂
∂m
A′p(a)
1! (m− a) + (m− a)
t ∂
∂m
A′′p(a)
2! (m− a)
(A.25)
∂
∂mAp(m) = A
′
p(a) +
2A′′p(a)(m− a)
2 = A
′
p(a) + A′′p(a)(m− a) (A.26)
The vector a, that can be interpreted as the estimate of the model a = E[m], is
set to 0. In the EIT case, this is a reasonable assumption since the probability
of an increase or decrease of conductivity is assumed to be the same. Then
one can assemble the expressions A.26, A.22 and A.18 in A.15,
− 2JtΣ−1d + 2mJtΣ−1J + A′p(0) + A′′p(0)m = 0 (A.27)
2mJtΣ−1J + A′′p(0)m = 2JtΣ−1d−A′p(0) (A.28)
mJtΣ−1J +
A′′p(0)
2 m = J
tΣ−1d− A
′
p(0)
2 (A.29)
m
(
JtΣ−1J +
A′′p(0)
2
)
= JtΣ−1d− A
′
p(0)
2 (A.30)
m =
(
JtΣ−1J +
A′′p(0)
2
)−1(
JtΣ−1d− A
′
p(0)
2
)
(A.31)
Assuming that an appropriate choice of Ap gives A′p(0) = 0, it follows:
m =
(
JtΣ−1J +
A′′p(0)
2
)−1
JtΣ−1d (A.32)
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Using the notation A
′′
p (0)
2 ≡ Aprio, one gets:
m =
(
JtΣ−1J + Aprio
)−1 JtΣ−1︸ ︷︷ ︸
=
def
R
d (A.33)
or
m = Rd (A.34)
where R is the MAP reconstruction matrix, which enables to find the best
estimate of m knowing d with a certain noise covariance
∑
and a given
knowledge Aprio of m.
A.2 Regularization
This section gives a first general idea about regularization. Regularization
is used to stabilize the solution of inverse problem 2 to ensure convergence.
Inverse problems are very common in the nature, and arise each time one
desires to fit data to a given model. In other words to fit one parameter
space with an other. The scientists and engineers use regularization efficiently
(possibly in conjunction with FEM) to solve various problems such as for
instance:
• reconstructing the inside structure of an object knowing certain bound-
ary condition (3D scanner, EIT and other objects from which surface
measurements are made),
• image de-blurring,
• non-destructive testing.
EIT inverse problem is both ill-posed3 and ill-conditioned4, therefore regular-
ization strategies are often needed in order to find a solutions[41]. The user
of regularization technique should be aware that abusing of them could led to
misleading solutions as extensively examined in [4]. In a medical application
a misleading solution could potentially be harmful to the patient because the
2Textbooks about inverse problems are [92, 29]
3In ill-posed inverse problem small changes on the data have dramatic influences on the
result.
4In ill-condition problem the number of unknowns is larger than independent equations.
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medical care personal did not get the right information from the EIT imaging
system.
Starting with equation A.12, and slightly modifying it by adding a scalar term
λ in front of the operator A˜p, then the MAP equation becomes:
mMAP = argmin
m
(
‖d− Jm‖2Σ + λA˜p(m)
)
(A.35)
where
λ is a scalar called the hyperparameter or regularization parameter,
A˜p(m) is equal to λAp(m).
Without doing the linearity assumption, one could consider a more general
solution. This new solution is no more a one-step calculation, it is an iterative
process:
mit,k = argmin
m
(
‖d− F(m)‖2Σ + λ ‖m−mk‖2A˜p
)
(A.36)
where
F is the forward model operator,
k is the iteration index starting from 0,
mk if k = 0, m0 is the first guess of the solution; if k > 0, mk is the
previous solution.
By identifying F to the Jacobian operator and m0 = 0, one gets the one-step
calculation solution obtained in equation A.35.
Regularization can be understood as finding the right balance between trust-
ing the term ‖d− F(m)‖2Σ generated by the real data d and the noise Σ, and
the term λ ‖m−mk‖2A˜p which contains certain knowledge about the observed
medium, called prior (or a priori) information. The hyperparameter λ which
multiply ‖m−mk‖2A˜p gives more or less weight to the latter compared to the
‖d− F(m)‖2Σ term and controls the above mentioned balance.
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A.2.0.1 Tikhonov
Tikhonov proposed a simple regularization matrix which is the identity ma-
trix. In other words, it means that one tries to fit the data but not if the
model, m, becomes to large.
A˜p =

1 0 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
... . . . 0
0 0 · · · 0 1
 (A.37)
A.2.0.2 Laplacian
The Laplacian regularization is a possible spacial smoothness filter, penalizing
sharp transitions.
A˜p =

1 12 0 0 · · · 01
2 1
1
2 · · · 0
0 12 1 · · · 0
...
...
... . . . 12
0 0 · · · 12 1
 (A.38)
A.2.0.3 A priori spacial filter
A priori knowledge about what is inside the medium of interest can be used
to construct a custom penalty operator privileging solutions matching closely
the a priori information. This could be useful in medical imaging to highlight
certain characteristics of a given signal. This procedure should be under-
stood as a stronger interpretation of the data and not as an image resolution
enhancement technique.
A.2.0.4 Kalman filter
Up to this point, we only take into account static information about m to
construct the penalty term. But we could also considerate the temporal evo-
lution of m and for example use temporal low pass filter. This technique is
based on the well known Kalman filters. Using Kalman filters in conjunction
with spacial filters would allow us to build spatio-temporal filters that filter
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Figure A.1: EIT image obtained in the case the reference data set was
not corresponding to the measurement strategy.
given frequencies in specific areas and other frequencies in other areas. For
example, one could apply an high pass filter tuned for the heart signal on each
pixel corresponding to the region where the heart is assumed to be. This tech-
nique could highlight the heart activity by filtering out the ventilation related
impedance changes, without penalizing the solution for the lung regions.
A.3 Eigen EIT image
As already explained in section 3.3.6, the SVD can be used to decompose the
sensitivity matrix J into its singular parameter space of voltage given by the
V matrix of the SVD calculation. Now using the columns of V as inputs for
the reconstruction algorithm, one can image the eigen EIT images, see figure
A.2. Interestingly, some of the eigenimages obtained in figure A.2 are similar
to the image obtained with the reconstruction algorithm when the reference
data set was not corresponding to the correct measurement strategy. For
example, if the reference corresponds to a measurement strategy with offset
equal to 4 and the data are acquired with offset 7 this gives an EIT image
with concentric circles (i.e. like the eigenimage last line, third column in figure
A.2):
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Figure A.2: The 100 first eigen EIT images produced by the 100 first
singular vectors.
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B.1 Notation
The mathematical expression in this thesis use the following notation conven-
tion:
• A, a: bold straight represents a matrix or a vector,
• A, a: normal italic represents a scalar (constant or variable),
• A, a: normal straight represents a function.
B.1.1 Linear Algebra
Name Notation
Transpose At
Inverse A−1
Determinant det(A)
Trace trace(A)
B.1.2 Norm
Name Notation Formula
L1norm |·|
∑N
i=1 |xi|
L2 norm ‖·‖
√∑N
i=1 x
2
i
L2 weighted norm ‖·‖D
√∑N
i=1 x
2
i dii
where
D is square matrix N ×N
In the matrix form the L2 weighted norm becomes for an arbitrary matrix A:
‖A‖D =
(
AtD−1A
) 1
2 (B.1)
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B.1.3 Vector Calculus
Name Notation Formula in Cartesian coordinate
Gradient ∇ ∇a = ∂a∂x xˆ + ∂a∂y yˆ + ∂a∂z zˆ
Divergence ∇ ·A ∇ ·A = ∂Ax∂x + ∂Ay∂y + ∂Az∂z
Curl ∇×
∇×A =
(
∂Az
∂y
− ∂Ay
∂z
)
xˆ +(
∂Ax
∂z
− ∂Az
∂x
)
yˆ +(
∂Ay
∂x
− ∂Ax
∂y
)
zˆ
Laplacian 4 = ∇2 ∇2 = ∇ · ∇a = ∂2ax∂x2 + ∂
2ay
∂y2 +
∂2az
∂z2
Where
a is a vector,
A is a vector field A =
 AxAy
Az

B.1.4 Fixed-point number
The fixed-point number notation convention is the following: sQx.y. Where
s stand for signed, x is the number of bits dedicated for the representation of
the integer part of the number, and y is the number of bits dedicated for the
representation of the decimal part of the number.
For example, a number R defined between −1 ≤ R < 1 is represented with
sQ1.y fixed-point number, then by setting y to 11 one gets a 11 bits precision
of the decimal part (0.0005).
B.1.5 Measurement strategy notation convention
In this thesis, one proposes a notation to facilitate the description of mea-
surement strategies. A single measurement is noted as follow [i-j, k-l], which
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means that the current injecting pair was electrode i-j and that the differen-
tial voltage was measured between electrode k and l. A set of measurement is
noted by gathering single measurement between braces as follow: {[i-j, k-l],[i-j,
(k+1)-(l+1)],...}
B.2 Fourier transform of rect(at)
The rectangular function is given by:
rect(a · t) =

0 if |at| > 12
1
2 if |at| = 12
1 if |at| < 12
≡

0 if |t| > 12a
1
2 if |t| = 12a
1 if |t| < 12a
(B.2)
it follows that the width ∆t of rect(a · t) is:
t = 12a (B.3)
using the Fourier transform (F) of B.2 and B.3, on gets:
F(rect(a · t)) = 1|a| sinc(
f
a
) = 1|a|
sin(pifa )
pif
a
= |2t| sin(2pift)2pift (B.4)
A conservative approach to calculate the bandwidth of the sinc function is to
search for its first zero. Thus for sin(pif∆t) to be 0, f should be:
|∆t| sin(pif∆t)
pif∆t = 0 if f =
1
∆t (B.5)
Of course many other definition of the bandwidth could be used, such half-
width maximum:
BWhm =
2
3
1
∆t (B.6)
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B.3 argmax and argmin functions
Those special functions are noted as follow:
xmax = argmax
x
(f(x)) (B.7)
xmin = argmin
x
(f(x)) (B.8)
They maximize, or respectively minimize the function f(x) for a good choice
of x.
B.4 Linear Algebra
B.4.1 Propriety of the transpose
(aA)t = aAt (B.9)
(AB)t = BtAt (B.10)
(
A−1
)t = (At)−1 (B.11)
B.5 Statistics and Probability
B.5.1 Bayes formulas
Let A and B be two statistical events, the Bayes theorem gives:
P(A ∩B) = P (A | B)P (B) = P (B | A) P(A) (B.12)
after rearranging the terms this gives to Bayes theorem:
P (A | B) = P (B | A) P(A)P(B) (B.13)
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B.5.2 Z-score
The z-score or standard score is a dimensionless quantity measuring the dis-
tance between the raw score and the mean, µx , in units of standard deviation
of a given random variable, x.
z = x− µxstd[x] (B.14)
Example of use: Let H0 be a random variable with µH0 = 0 and std[H0] = σ
and H1 be a second random variable with µH1 6= 0 and std[H0] = std[H1] = σ.
Then by measuring the random variable H0 or H1, one estimates the standard
deviation σ. Both random variables having the same standard deviation, it
is possible to measure the distance between µH0 and µH1 in unit of standard
deviation:
z = µH1 − µH0
σ
= µH1
σ
(B.15)
For instance the result of z = 3 means that the chance that the measured value
x is linked to an event H0 is smaller than 0.13%, a contrario the probability
that x is linked with the event H1 is equal to 99.87%.
Figure B.1: The z-score and different other type of statisti-
cal tools are depicted on a normal bell-shaped curve. [source:
http://en.wikipedia.org/wiki/File:Normal_distribution_and_scales.gif]
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C.1 Electrical conductivity for dissolved electrolyte
The electrical conductivity of a solution can be calculated using the value
reported in table C.1. For example to calculate the conductivity of the phys-
iological saline solution of 9 g/l of NaCl, one first has to calculate the weight
of each of the salt component for a given quantity of salt, here 9 g. Thus
the weight ratio relative to the salt (NaCl) is determined using the atomic
weight of each of the salt component, which gives 39.6 % and 60.4 % for the
Natrium (Na) and the Chlorine (Cl), respectively. Based on this information,
the conductivity of the solution can be calculated:
5400 mg/l · 2.14µS/cmmg/l + 3600 mg/l · 2.13
µS/cm
mg/l = 1.9
S
m (C.1)
The value reported in table C.1 have been measured at 298 K. A linear cor-
rection factor of 1.91 · 10−7 Sm·K can be introduced for temperature variation
around 298 K.
Table C.1: Conductivity factor per ion type at 298 K., from [71]
Ion conductivity Factor
[µS/cm per mg/l]
cations
Ca2+ 2.6
Mg2+ 3.82
K+ 1.84
Na+ 2.13
anions
HCO−3 0.715
Cl− 2.14
SO2−4 1.54
NO−3 1.15
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C.2 Speed of Ion in water
The speed of ions in water −−→vion resulting of the application of an external
electrical field −→E can be calculated as follow 1:
−−→vion = zq06piηReh
−→
E
where
z is the number of charges,
q0 is the elementary charge,
η is the viscosity of the medium (about 1 mPa · s),
Reh is the effective hydrodynamic radius (about 100 pm).
Let the electrical field be 1 V/cm, a rough estimate of the ionic speed gives:
−−→vion = zq06piηReh
−→
E = 1 · 1.69 · 10
−19C
6 · pi · 10−3Pa · s · 100 · 10−12m100
V
m = 8.97 · 10
−6 m
s
(C.2)
C.2.1 Physical Units
Table C.2: The basic physical units.
Name Notation
meter [m]
second [s]
mass [kg]
Coulomb [C]
1BioMEMS Lecture 4. Electrophoresis and PCR on chip, Prof. Olivier Guenat
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Table C.3: The derivated physical units.
Name Notation In basic physical units
Ampere [A] [A] =
[C
s
]
Newton [N] [N] =
[
kg·m
s2
]
Farad [F] [F] =
[A·s
V
]
=
[ s
Ω
]
Tesla [T] [A] =
[V·s
m2
]
Ohm [Ω] [A] =
[
m2·kg
s3·A2
]
Siemens [S] [S] =
[ 1
Ω
]
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D.1 Introduction
The goal of this appendix is to give the reader some insight about the raw
signals generated by the developed EIT system. The signals are directly
recorded using the oscilloscope (LeCroy, WaveRunner 204MXi). The three
most interesting situation or measurement setups are depicted:
• Figure D.1: General view of the EIT signal over a whole measurement
frame,
• Figure D.2: Transition signals during a current source switch,
• Figure D.3: Transition signals during a measurement switch.
The signal after the differential amplifier measured over a whole measurement
frame exhibit the known “U-shape”. The “spikes”, see figure D.1, on the same
signal are generated by the differential amplifier saturating to the rail voltage
almost each time a transition occurs. A transition is characterized by the
switching of the current source or the measuring pair of electrodes. During the
transition process the signal values are of no use for the image reconstruction.
As seen in section 6.4.1.1, the signal needs a while after the switching occurs
to stabilize itself. Those transitions are observed in figure D.2 and D.3 in
detail. The transitions are pretty stable overtime and exhibit similar pattern,
which is very convenient for time difference imaging, because one do not need
to wait for the signal to stabilize around an absolute value, but it only has to
follow the same “path”.
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D.2 General overview
Figure D.1: Raw signal offset=4 “U-shape”. The yellow signal, used as
trigger, corresponds to the injection switch digital command signal of ac-
tive electrode 1. The red signal is measured directly after the differential
instrument amplifier. The portion of the red signal comprised underneath
the yellow signal at 5 V corresponds to a whole measurement frame pe-
riod with injection between electrode 1 and 6. The blue signal is the
synchronization signal, each time a pulse is generated the node fetch its
next state in the scanning table. The red signal comprise between two
blue signal pulse corresponds to a whole measurement windows.
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D.3 Current source transition
Injection switch
Sink switch
EIT differential signal, gain=50
Measurement window
Figure D.2: Transition signals during a current source switch event. As
depicted in the persistence plot (i.e. the two lower plots), the transitions
of the signal often follow the same scheme. First, it goes to saturation
and then the signal quickly follows a stable path, which means that it is
not absolutely necessary to wait for the signal to be completely stabilized
around an absolute value before using it for differential imaging.
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D.4 Measurement transition
Figure D.3: Transition signals during a measurement switch event. The
yellow signal correspond to the injection switch digital command signal of
active electrode 1. The red signal is measured directly after the differen-
tial instrument amplifier. The blue signal is the synchronization signal.
One can clearly see the output of the differential instrument amplifier
saturating between two measurements. The transition signals can also
be observed.
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Abstract
Electrical Impedance Tomography (EIT) calculates an image of the conductivity 
distribution within a body from electrical stimulation and measurements at the 
body surface. This work develops advances in signal acquisition hardware, 
optimization of stimulation patterns, and analysis of detection limits for EIT. The 
EIT data acquisition and image reconstruction process is systematically analyzed 
with respect to the influence of noise and other measurement deficiencies on 
image quality. A complete EIT system with 32 active electrodes has been 
developed, with which the theoretical predictions could be verified and practical 
applications could be studied.
The novel concept of distinguishability is developed for a theoretical analysis of 
EIT system performance. It measures the likelihood that the measured differential 
EIT signal is generated by actual impedance changes and not by random 
fluctuations. This distinguishability criterion can be considered as a signal-to-
noise ratio, and it serves as a valuable benchmark to assess the performance of 
EIT systems. Using numerical simulations, we have studied the optimum signal 
acquisition strategy for differential EIT signals, in order to maximize image quality. 
The most favorable angles between injecting and sinking electrode are found in 
the range from 60 to 150 degrees. We have also studied, theoretically as well as 
experimentally, the miniaturization limits of EIT systems. It is concluded that EIT 
system miniaturization is essentially determined by the Joule heating effect and 
the cooling rate of the sample volume. When scaling EIT systems up to very 
large dimensions, electronic noise on the sample (current injection and voltage 
measurements) finally limits the distinguishability in reconstructed EIT images.
A prototype of the developed hardware architecture was realized and proof-of-
concept studies were carried out using both thoracic-EIT and the micro-EIT 
setups. As a major application of the work carried out in this thesis, we have 
demonstrated the capability of the developed EIT system to serve as a cost-
effective real-time monitor for the reliable monitoring of the ventilation and 
cardiac related impedance changes on patients. The advances presented in this 
work can help build the capability of EIT to monitor and optimize mechanical 
ventilation of patients in intensive care units, which has the potential of enabling 
safer, automatic ventilation strategies, possibly preventing the unnecessary death 
of tens of thousands of patients every year. 
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