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1. TNTROJIUCTI~N 
This paper is concerned with a class of second order differential systems 
of the form 
ylr = a(x)y + b(X)X, 
xM = c(x)y + d(x)x, 
(1.1) 
and, in particular, with the rotation properties of their solutions in the 
y, z-plane. In view of the physical interpretation of Eq. (1.1) as representing 
the motion of a particle of unit mass in the y, z-plane, subject to horizontal 
and vertical forces determined by the coefficients, such systems are clearly 
of fundamental importance. 
However, our interest in Eq. (1.1) derives primarily from the relationship 
between such systems and fourth order ordinary differential equations. This 
relationship has been exploited by Whyburn [ 11, who showed that the general 
real selfadjoint differential equation 
M4 Y”)” - (A(4 Y’Y + P&4 Y = Q7 $44 > 0% c4 
can be represented as a special system of the form (1.1) with U(X) G d&v) and 
b(x) E l/p,(~) > 0. The author 121 has also shown that the general real 
nonseIfadjoint differential equation can be reduced to the form (1.X) with 
b(z) > 0. Both of these studies then establish oscillation criteria for solutions 
of a class of fourth order differential equations by showing that the corre- 
sponding solutions of (1.1) are rotary in the y, x-plane (in a sense to be made 
precise in Section 2 below). 
A similar procedure will be considered here in connection with some of 
the oscillation theory developed by Leighton and Nehari [3]. Part II of this 
paper deals with the equation 
044 Y”)” + a4 Y = Q (l-3) 
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wberep,(x) > 0 andpa > 0, and such equations can clearly be represented 
in the form (1.1) with u(x) = d(x) = 0, b(x) = l/~a(x), and c(x) = -p,,(x). 
Despite the assertion in Ref. [3] that there are few if any points of contact 
between the theory developed there and the work of Whybum [I], we shall 
show that many of the results of Part II of 131 carry over to systems of the 
form (1.1) for which the quadratic form 
is positive definite on an interval of the form [CX, c;o>. Formulating this 
theory for such systems has two specific advantages: 
(i) It becomes possible to extend parts of the theory of [3] to the more 
general equation (1.2) without recourse to transformations such as 
those developed in Section 12 of [3]. (The question of such a 
generalization had been raised by Barrett in his survey article 
[4, p. 480-48 I].) 
(ii) The separation theorems of Sections 8 and 9 of Ref. [3] become 
special cases of simpler and more general monotoni~ity theorems 
to be developed in Section 3 below. 
It is assumed throughout that the coefficients of Eq. (1.1) are continuous 
and that the quadratic form (1.4) is positive definite in an interval of the 
form 4 = [CX, co). 
2. POLAR COORDINATE REPRESENTATION 
If r”(x) + z2(x) > 0, the transfo~ation 
cot e(x) = z/y, Y(X) = &(y’ + zyz P.1) 
carries the system (1.1) into the form 
@“@‘> = Qx(y, 4 @a 
Y’? = r(e’y + (l/r)&‘Jy, z) (2.3) 
where Q1 is given by (1.4) and 
Q2K 4 = G? + 4” -I- (6 + 4 6% (2.4) 
The quantity rW represents the rate at which the radius vector sweeps out 
area in the y, x-plane. Motivated by the notation of [3] we also consider the 
quantity 
i&x) = ypz - yz’ (2.5) 
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where y, z is a solution of Eq. (1.1) and note that 
cp’ =;I; (r’e,)‘. (2.6j 
Thus the positive definiteness of Qr(E, 7) and (2.2) assures the strict increase 
of ~(3) for any nontrivial solution y(x), Z(X) of Eq. (l-l), and this inequality 
is basic to our development (as it also is in Ref. [3]). 
The strict increase of T(X) assures that there is at most one x8 in [cxoL? co) 
for which yx(x,,) + xs(xO) = 0, and such points are potential singularities for 
the representation (2.2), (2.3). H owever, as observed by Taam [S] under 
slightly different circumstances, defining 
y&E) = -(y" + $)1/a, 
= +(y" + ,$)W, 
eyxo) = 0 
for x < x0 ) 
for x > x0, 
avoids introduction of a singularity at x0 and assures the continuity of z’(x), 
T”(X), and (rW’)’ at x,, . Thus the function 0’(x) has at most one zero, and 
consequently e(x) is strictly increasing or decreasing for sufficiently large 
values of .x. 
DEFINITIOX. A solution y(x), x(x) of Eq. (1.1) is rotary if the corre- 
sponding phase function B(x) satisfies 
We shall sometimes deal with several solutions y+(x), .+x) of Eq. (1.1) and 
denote the corresponding “area function” by ~~(x), the corresponding polar 
representation by Bi(x), pi(x), etc. 
In Ref. [3] many of the separation theorems are deduced from the following 
link between a solution y(x) of Eq. (1.3) and y(x): if y(x) has a double zero 
at x0 , then CJI(X,) = 0. For the development below the following property 
will have an equally important role: if y(x), Z(X) is a solution of Eq. (1.1) for 
which y(xo) = x(x0) = 0, then 9(x0) = 0. Thus in the special case of 
Eq. (1.3) we would be more interested in zeros of v(x) which result from 
simultaneous zeros of y(x) and y”(x) than those which result from double 
zeros. The reason for this will be formalized as a lemma whose role will be 
comparable to Lemma 1.2 of Ref. [3]. 
LEMMA 2.1. Let yi(x), q(x) (i = 1, 2) h e mntriz&zl solutions of Eq. (1.1) 
with correspondirzg polar representations rifx), Q,(x). $6 there exists a y in [CL, CO> 
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and an integer k such that t$(y) - S,(y) = kr, then there exists nontrivial 
constants A, ,u such that 
W) = AY, + PY2 3 Z(x) = AZ, + /J+ 
is a solution of Eq. (1.1) with Y(y) = Z(y) = 0. 
Proof. If there exists a y in (01, /3] for which r,(y) = 0 or rs(y) = 0, then 
the result is obvious. Assuming ri(y) f 0 for i = 1,2, then or(y) - B,(y) = krr 
implies that y1x2 - yszr = 0 at x = y and that the equations Xy, + pys = 0, 
XX, + ~LZ, = 0 have a nontrivial solution at x = y. 
It is also useful to note that if rXy> > 0 (i = 1,2), then (- 1)” @ < 0 in 
Lemma 2.1. 
In Ref. [3] a fundamental role is played by the “principal solution” y(~, CX) 
of Eq. (1.3) which is defined as a suitably normalized solution having a triple 
zero at x = 01. For our purposes the following more general concept will be 
useful. 
DEFINITION. The 0, principal solution y(x; 01, Q, z(x; 01, 0,) is defined by 
the initial conditions y(a) = Z(CX) = 0, ~‘(a) = 1, and e(a) = 0,) where 
-44 cot e(ol) = lim I_. 
w&i y(x) 
We remark that the conditions y(a) = z(a) = 0 imply Y(N.) = B’(B) = 0, 
so that the above initial conditions determine a unique solution of Eqs. (2.2), 
(2.3), and therefore of Eq. (1.1). I n case 0, = 0, this solution corresponds 
to the principal solution of Ref. [3] and will be denoted by y(x; CX), z(x; a). 
The functions 0(x; 01, 0,) and r(~; QI, 0,) will be used to denote the es-principal 
solution in polar form. 
As a final preparatory result, we shall justify the use of simple coordinate 
rotations in the y, x-plane. Under the transformation 
y = 9 cos 4 + 2 sin #J, 
x = -y” sin $ + 5 cos *, 
Eq. (1.1) transforms into an analogous system of the form 
r”” = qx>g + 6(x)2, 
I” = c”(x)3 + fqx)Z, 
with quadratic form 
Q#, -ig) = hj??” -@+(cz-&%j. 
In order to justify applying our theory to the rotated system the following is 
required. 
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LEMMA 2.2. For aFv angle # the quadratic form g,([, 71) is positive dejnite 
.if and o&3-’ if &(e, vj is positive de@ite. 
Proof. This follows directly from the observation that the transformation 
[=.$cos#~+7)sin#; +j =,cos$-csin# 
yields $A(& d = !%& 3. 
3. MONOTONICITY THEOREMS 
For fourth order differential equations of the type (1.3), the rate of 
oscillation can be measured in terms of zeros of the principal solution y(~; a>. 
These zeros are called conjugde points and denoted by Q(OL), ~(o”)?.~. where 
(y. < 7)1(a) < &x) < ..-. 
The notion of conjugate points extends readily to systems of the form (1.1). 
Considering the phase function 0(x; a) associated with a principal solution 
y(~; u), Z(X; a) of (1. l), conjugate points can be defined by the equation 
f&k4 4 = nn, T),(a) > ,a. (3.1) 
With this definition of conjugate points and the polar representation (2.1), 
much of the theory of Sections 8 and 9 of Ref. [33 can be simplified and at the 
same time generalized in terms of monotonic&y theorems for various phase 
functions. The following theorem is an example along these lines. 
THEOREM 3.1. Suppose 01 < CI~ < oi2 and that yi(x), a,(x) = y(r; ai ) 6,), 
z(x; 01.; , 0,) are &principal solutions with corresponding phase fwnctiom O,(x) 
fori = 1,2.If 
k7i d @,(cQ) - O&J < (k + 1)~ (3.2) 
for sonze integers k, thex 
krr < O,(x) - 6,(x) < (k + 2)~ (3.3) 
for x > aa . 
Proof. In view of Lemma 2.4 we may assume without loss of generality, 
that 0, = 0. Then Bi(oli) = 0 for i = 1, 2, and since B,‘(aJ > 0 while 
I,’ = 0, (3.3) follows from (3.2) for x slightly larger than 0~~ . Suppose now 
that (3.3) is violated in (eZ , W) so that there exists a y in (aa , co) for which 
61(r) - B,(y) = kr or (k + 2)~. Then by Lemma 2.1 there exist nontrivial 
constants A, p, such that 
400 KURT KREITH 
satisfies E’(r) = Z(y) = 0. Since Y, 2 is also a solution of Eq. (1.1) the 
function 
G(x) = y’z - YZ 
is strictly increasing, satisfies Q(y) = 0, and consequently @(as) < 0. To 
obtain the desired contradiction, we note that 
so that the initial conditions yield 
In case K is even we have Xp < 0 and yr(~~,) > 0; if k is odd we have X/L > 0 
andyi ,< 0. In either case (3.4) implies that @(w+.) > 0, which completes 
the proof. 
One immediate consequence of Theorem 3.1 is the following generalization 
of Theorem 8.6 of Ref. [3]. 
COROLLARY 3.1.1. Ifa < aI < CC;?, th.92 ?&xl) < Tn(%)fW ?Z = 1,2,... . 
Proof. Since ei(oli) = 0 for i = 1, 2 and 0,‘(x) > 0 for x > a1 , (3.2) is 
satisfied for some k 3 0 and Theorem 3.1 implies that 0,(x) > 0,(x) for 
x > 012 . The corollary now follows easily from the defining equation (3.1). 
We also note the following. 
COROLLARY 3.1.2. If lim,,, 0(x; y. , do) = co for some y0 > 01, then 
lim,, 0(x; y, 8,) = co for ally 2 01. 
The continuity of conjugate points as a function of 01 was not explicitly 
required in the proof of Corollary 3.1.1, but it follows from the standard 
stability theorems when conjugate points are defined by Eq. (3.1). 
Another important monotonicity result is the following. 
THEOREM 3.2. Let yl(x), x1(x) = y(x; a, 0,), an(x; 01, 0,) denote tke &,- 
principal solution of Eq. (1.1). If yz(x), x r is any nontrivial solution of 2(G )
Eq. (1.1) satisfying &a”) 3 0 and 
then for any x > u 
kx < e2(01) - e, < (k + I)%-, (3.5) 
kz- < e2(x) - cl(x) < (k + 2)%-. (3.6) 
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Proof. As in Theorem 3.1, there is no loss in generality in assuming that 
0, = 0. We consider first the case where 
i&r < Bs(oL) - 0, < (k + l)%T, (3,5’) 
so that 
h < O,(x) - @3,(x) < (k + 2)= (3.67 
is satisfied for x slightly larger than CL. If Eq. (3.6’) is violated in (a, o(j) then 
there exists a y in (a, c~i) such that e,(y) - &(y) = krr or (A + 2)~. IBy 
Lemma 2.1, there exist nontrivial constants. X, p such that Y = Ayr -+ ,uy$ j
2 = Ax, + pz, satisfies Eq. (1 .l) and Y(r) = Z(y) = 0. As before we 
conclude that @{ai) < 0. On the other hand, by Eq. (3.4) 
If F2 is even we have A,CL < 0 and ya(c~) 2 0; if k is odd X,u 2 0 and yang} < 0. 
In either case we have the desired contradiction @(,cx) > 0. Thus (3.5’) implies 
that (3.6’) holds on (01, co). Since B(X) is the solution of a differential equation, 
it is a continuous function of the initial data, and therefore (3.6) follows 
from (3.5). 
Theorem 3.2 has several important consequences, 
~~F~~~T~~N. We say that (1.1) is principal rotary on [tit co> if for some 
(every) principal solution y(X; 01, B,), z(“v; N, @,), lim,,, a(X) = co. 
COROLLARY 3.2.2. The system (1.1) ti ~ri~~~~~ balky ziz [a, CO> if arack 
only ;f every solution y(x), z(x) of (1.1) satisfyi2zg p(y) > Ofor mm y iz [a, Co), 
also satis$es lim,, B(r) = co. 
It remains to deal with solutions of (1.1) for which y(x) < 0 in [LY., tn), and 
our treatment of this situation requires the additional assumption that 
a(x) zz cl(x) in [at DC)). If the system (1.1) is being used to represent fourth 
order equations, this additional assumption restricts us to the consideration 
of selfadjoint fourth order differential equations of the form (1.2). 
~onsider~g the system 
y” = a(x)y -+- b(x)x, 
Z” = c(i-c}y + u@)z. 
We establish a result analogous to Lemma 8.4 of Ref. [3]. 
(1.1’) 
505/17/2-IO 
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LEMMA 3.3. If y(x), z(x) = y(x; r), x(x; r) is a O-principal sdution of 
(1 .I’) in [a, co), then 
Y(T Y) = -Y(% .21). 
Proof. Let yr(x), ~~(4 = Y(X; 14, 4~ Y) and Y&), ~~(4 == ~(3; a), 
x(x; S) where y + 6. A direct calculation using (1.1’) shows that 
(d/dx)[y,z,’ - y1x2’ - y2’z1 + y,‘zd SE 0, 
so that yaxr’ - yrza’ - yg’xl + yr’za = K, where k is a constant. The initial 
conditions satisfied by the principal solutions now show that 
h = Y2W = -Yd% 
so that y(y; 6) = -y(S; r), as was to be shown. 
THEOREM 3.4. Suppose (1.1’) is principal rotary on [OL, a). If yJx), z~(x) 
is a solution of (1.1’) for which pi(x) < 0 for 01 < x < 00, then 
lim,, O,(x) = --co. 
Proof. Suppose to the contrary that lim,,, B,(x) = 0, where Br(x) 4 0, . 
Choosing y sufficiently large so that or(y) < 0, -+ ZT, we use Lemma 2.2 
to write 0,(y) = 0 so that we may assumey,(x) > 0 in (r, co) andy,‘(y) > 0. 
Since Eq. (1.1’) is principal rotary, the principal solution y,(x), se(x) = y(x; y), 
x(x; y) satisfies lim,,, 8,(x) = co, and we can choose S > y such that 
e,(S) = r. By L emma 3.3, the principal solution y,(x), +(.x’) = y(.x; S), z(x; 6) 
satisfies y3(y) = 0 and y&x) < 0 for y < s < 6. Consider now Y(X), 
Z(x) = yr(x) + ,uya(x), zr(x) + ,UCLZ~(X) where p is positive and chosen such 
that I!(y) = Y’(r) = 0. Then 
so that @(S) = vr(S) - pyr(S) < 0. On the other hand Q(y) = 0 so that 
Q(S) > 0, and this contradiction establishes the theorem. 
Finally, we wish to establish the following converse of Theorem 3.4. 
THEOREM 3.5. If yl(x), xl(x) is a solution of Eq. (1.1’) for which ~~(3) < 0 
in [a, 03) and lim,,, O,(x) = - CO, then Eq. (1.1’) is principal rotary. 
The proof will require two additional lemmas, the first of which is a direct 
consequence of Lemma 3.3. 
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LEiwm 3.6. Suppose yl(x), x1(x) is a principal soli& of Eq. (1.1’) fObr 
which 01(x) < k r f OY some positive integer k and all x > CA If y2(x), zz(x) = 
y(x; y), x(x; y) for some y > a, then d,(x) < kr for a < x < y. 
LEMMA 3.7. Let yl(x), zl(x) -= y(x; r), x(x; y) denote a principal sduhm 
of(l.1). IfYP( x It 26 1 x r is a so&ion of Eq. (I. I) satisfying v,(r) < 0 ad 
h-r G 0,(y) -=z (k + 1)~ (3.7) 
thenfor 01 < x < y 
krr < 6,(x) - f&(x) < (k + 2)~. (3.8) 
Proof. Let t = 01 + y - s and Y$(t), Zt(t) = yL(x), zi(x) for i = 1, 2. 
It is readily verified that the Yi(t), Z<(t) are solutions of 
P = A(t)Y + B(t)2 
2 = C(t)Y + D(t)2 
(3.9) 
where A(m) = a(x), etc., Y1(t), &(t) = Y(t, (y.), Z(t, m), and &(a) > 0. The 
result now follows by applying Theorem 3.2 to the solutions Yi(t), i&(t) 
of Eq. (3.9) and translating the result back into the original variables. 
Proof of Theorem 3.5. Suppose to the contrary that the phase function of 
the principal solution y*(x), xz(x) = y(x; a), x(x; m) satisfies B,(x) t 0, as 
x -+ or3 where 5, < km for some positive integer k. By Lemma 3.6, the 
phase function for the principal solution ys(s), zJ.1~) = y(s; y), z(x; y> 
satisfies 6,(x) < kr in [01, r] for any y > 0. Choosing y sufficiently large so 
that 4(4 - MY) > (k + 2) z, we obtain a contradiction to Lemma 3.7. 
Corollary 3.1.2, Theorem 3.4 and Theorem 3.5 now combine to provide 
the following result. 
THEOREM 3.6, If some solutiolz of Eq. (1.1’) is rotary, then every nontrivial 
solution is rotary. 
The question of whether Theorem 3.6 is valid for the more general system 
(1 .l) appears to be open and of considerable interest. 
4. ROTATION CRITERIA 
In Ref. [3], Leighton and Nehari establish specific oscillation criteria for 
solutions of Eq. (1.3) by establishing some Sturmian type comparison 
theorems for two different equations of the form (1.3) and then comparing 
the oscillatory behavior of solutions of Eq. (1.3) with that of solutions of 
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(X”+2y”)” + c%-L)y = 0. An analogous comparison theorem for the phase 
functions of two systems of the form (1~ 1) or (1.1’) would be of considerable 
value as a means of generalizing this technique to the development of rotation 
criteria, but such comparison theorems do not appear to be known. 
In a special situation (essentially equivalent to that considered by Leighton 
and Nehari [3]), Whyb urn [l] has established rotation criteria for systems of 
the form (1.1’) with u(x) = 0 and d(x) = 0. Specifically, Theorem Jr of 
Ref. [I] asserts that if 
s 
m rm 
xb(x)dx = co, - J xc(x) dx = co, (4.1) 
then solutions y(x), z(x) of 
y” = b(x)x, zn = c(x) y, (4.2) 
satisfying I > 0 will be rotary. Theorem 3.6 above allows us to remove 
the hypothesis I > 0 and conclude that every solution of Eq. (4.2) is 
rotary if (4.1) is satisfied. Translating this to Eq. (1.3) we obtain the following. 
THEOREM 4.1. If 
s 
cc xdx=cx .co 
P&4 
and 
J xpo(x) dx = m, 
then every solution qf Eq. (1.3) is oscillatory at x = CO. 
In light of corresponding results in the case of second order equations, 
it is natural to ask whether the assumption pO(x) > 0 can be eliminated or 
relaxed. 
Note Added in Proof. Theorem 3.6 also follows from Theorem 1 of the paper 
of L. Schneider, “Oscillation properties of the 2-2 disconjugate fourth order selfadjoint 
differential equation,” Proc. Amer. A&&. Sot. 28 (1971), 545.550. That Theorem 3.6 
cannot be extended to the system (1.1) is suggested by the simple equations 
J,*(~“) f y’ = 0, whose systems representations lead to senridefinite quadratic forms 
(2.4) but which have both oscillatory and nonoscillatory solutions. These equations 
motivate a study by M. S. Keener in the paper “On oscillatory solutions of certain 
fourth order linear differential equations,” SIAM J. Math. Anal. 3 (1972), 599-605. 
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