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Abstract 
In this dissertation, I present our studies on two distinct strongly correlated materials: the 
manganese perovskites LaxPryCa1−x−yMnO3; and the manganese-based spinel Mn3O4. For this 
study, Raman (inelastic light) scattering spectroscopy was used as a main experimental technique 
because Raman scattering can provide detailed information—such as energy, symmetry, and 
lifetime information—about all the important electronic, magnetic, and lattice degrees of 
freedom involved in the complex phases and phenomena observed in strongly correlated 
materials. Also, for the studies presented in this thesis on the magnetodielectric material Mn3O4, 
the single crystal sample measured was grown using a floating zone technique. High quality 
single crystals play a key role in the detailed studies on the mechanisms responsible for the 
complex phases and intriguing phenomena—which, particularly, show the strong dependence on 
the crystallographic orientation—of strongly correlated materials Therefore, the development of 
a single crystal growth capability to get good single crystals was a major component of this 
thesis work. 
In LaxPryCa1−x−yMnO3 studies, I present field- and temperature-dependent Raman scattering 
studies of La0.5Ca0.5MnO3 and La0.25Pr0.375Ca0.375MnO3, which provide the microscopic details 
about the thermal and field-induced melting of charge- and orbital-order (COO) in the 
(La,Pr,Ca)MnO3 system—including the role of disorder in the COO melting—and, furthermore, 
enable us to map out the structural and COO phases of these systems as functions of temperature 
and magnetic field.  These studies demonstrate how magnetic-field-dependent Raman scattering 
can be used to identify the structural phases of materials under conditions—such as high 
magnetic field and high pressure—that aren’t easily accessible using other techniques. 
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In Mn4O4 studies, I present our temperature-, field-, and pressure-dependent Raman 
scattering studies on single-crystal Mn3O4, which reveal the rich and novel magnetostructural 
phases of this material. Our results provide microscopic details regarding the magnetostructural 
changes responsible for the diverse phase behavior and interesting phenomena observed in the 
spinels, which are essential to understanding the complex interplay between strong spin-orbital 
coupling, geometric frustration, and applied magnetic field in these materials. 
In the thesis study, not only do I elucidate the rich phases and phase transitions sensitively 
tunable with doping, magnetic field, and/or pressure, but also demonstrate that Raman scattering 
spectroscopy is a powerful method to microscopically investigate the complex phases in the 
strongly correlated materials as functions of temperature, magnetic field, and pressure—in fact, I 
demonstrate the capabilities of the simultaneous low temperature, high magnetic field, and high 
pressure measurements using Raman scattering. Also, I demonstrate the importance of using 
good single crystal samples for more detailed studies on the material properties.  
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Chapter 1: Introduction 
1.1. Why study strongly correlated materials? 
One of the main areas of interest in condensed matter physics is strongly correlated systems, 
in which the spin-, charge-, orbital-, and lattice-degrees of freedom are strongly coupled to one 
another.  Not only the presence of various interactions, but also the delicate interplay among 
these interactions, lead to the rich and complex phase diagrams of these materials, some 
examples of which are shown in Figure 1.1. Strongly correlated materials exhibit a variety of 
phases, including  superconducting,  charge- and/or orbital-ordered, and  charge density wave 
(CDW) phases.[1.1-5] These diverse phases are also strongly associated with exotic phase 
behavior, such as electronic phase separation [1.6], and intriguing phenomena, such as colossal 
magnetoresistance (CMR) [1.7], multiferroic [1.8], and magnetodielectric effects [1.9], making 
these materials more attractive and important from both the scientific and technological points of 
view.  Such diverse phases and phenomena are observed in a variety of strongly correlated 
materials as described in the following. 
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Figure 1.1: Phase diagrams of the strongly correlated materials. (a) Perovskite manganites La1-
xCaxMnO3.[1.2] (b) Layered ruthenates Ca2-xSrxRuO4.[1.3] (c) High-Tc superconductor cuprates.[1.4] (d) 
Layered dichalcogenides 1T-CuxTiSe2.[1.5] 
One of the interesting behaviors observed in strongly-correlated materials is the spontaneous 
organization of charge in periodic arrays that can be either commensurate or incommensurate 
with the atomic lattice.[1.10-11]  For example, self-organization of charge associated with either  
charge ordering—in which the electrons organize in periodic arrays on the lattice—or  charge 
density wave formation is observed in the manganites [1.10-12], cuprates [1.13], and layered 
dichalcogenides [1.14].  Microscopy images illustrating (a)-(b) charge-ordered and (c) charge 
density wave phases are shown in Figure 1.2.   
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Figure 1.2: Self-organization of charge. (a) TEM image of charge ordering in a perovskite manganite 
La0.5Ca0.5MnO3.[1.12] (b) STM image of charge ordering in a cuprate Ca1.9Na0.1CuO2Cl2.[1.13] (c) STM 
image of CDW in a layered dicalcogenide 1T-TaS2.[1.14] 
Another interesting phenomenon sometimes observed in strongly correlated materials is 
electronic phase separation in which two competing electronic phases become spatially separated 
in the material, forming nanoscale clusters, i.e., the coexistence of two distinct nanoscale 
electronic phases.[1.6] For example, the manganese perovskites exhibit phase separation 
between the ferromagnetic metallic (FMM)  and the antiferromagnetic charge-ordered (AFM/CO) 
phases, due to the strong competition between the interactions governing these two different 
phases, i.e., the double-exchange (DE) interaction and the Jahn-Teller (JT) interaction.[1.15-16] 
Therefore, this phase separation behavior is a good manifestation of the strong competition 
between different interactions—and consequently, the strong phase competition—that occurs in 
the strongly correlated systems.  
The delicate balance between competing phases can also lead to colossal changes in  material 
properties in response to even small changes in the conditions imposed on the material, such as 
chemical substitution, applied magnetic field, and applied pressure. For example, electronic 
phase separation due to the strong competition between the FMM and the AFM/CO phases in the 
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manganites is believed to underlie one of the most dramatic phenomena observed in strongly 
correlated systems:  colossal magnetoresistance (CMR) behavior,[1.7] in which materials exhibit 
a several order-of-magnitude change in resistivity with small applied magnetic fields, as shown 
in Figure 1.3.(a). 
Another interesting manifestation of the competition among various interactions in strongly 
correlated systems is the “frustration” of long-range order at low-temperatures. That is, the 
complex interplay between competing interactions, lattice geometry, and external perturbations 
such as magnetic field and/or pressure can frustrate the onset of long range magnetic and/or 
orbital order, even down to T=0. This is interesting because materials, in general, tend to develop 
some form of long-range order at low temperature in order to lower their ground state 
degeneracy and minimize  entropy near T=0 K.  These frustrated systems are of interest not only 
because of the novel low temperature phase behavior they have been proposed to exhibit—
including orbital- [1.17-18] and spin-liquids and –glasses,[1.18] and spin-ice states [1.20]—but 
also because of the opportunity they provide to study the impact of quantum fluctuations on the 
low temperature phases of materials. In fact, one of the most important studies in the strongly 
correlated systems concerns the role of quantum fluctuations in governing quantum phase 
transitions in materials.  In contrast to thermally driven “classical” phase transitions,  quantum 
phase transitions can occur between different ground states even at T=0 K (where no thermal 
fluctuations are possible) by tuning such parameters as magnetic field-, electric field, pressure, 
and so on.[1.51] 
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Figure 1.3: Examples of exotic phenomena observed in the strongly correlated materials. (a) Colossal 
magnetoresistance (CMR) in La0.75Ca0.25MnO3.[7] (b) Magnetoelectric effect (multiferroic behavior) in 
TbMnO3.[8] 
Strongly correlated systems also exhibit a wide range of scientifically interesting and 
technologically important phenomena due to the strong coupling between various degrees of 
freedom—including multiferroic properties (the coexistence of magnetic and ferroelectric order, 
shown in Figure 1.3.(b)),[1.8] magnetically tuned shape-memory effects,[1.21] magnetothermal 
[1.22] and magnetodielectric behavior (a coupling between magnetic and thermal or dielectric 
properties)[1.9]—in diverse materials such as the transition-metal-oxide (TMO) perovskites 
[1.23], spinels [1.24-27], and the geometrically frustrated magnets[1.28]. 
The variety of exotic and dramatic behaviors described above make the strongly correlated 
systems full of interest, motivating a wide range of studies on these materials.  A major goal of 
research into these materials has been to elucidate the nature and origin of the rich phenomena 
they exhibit, and to identify the unconventional states of matter that spawn these phenomena. 
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1.2. Why study LaxPryCa1−x−yMnO3 and Mn3O4? 
In this thesis, I present the inelastic light (Raman) scattering studies on two different strongly 
correlated materials: the manganese perovskites LaxPryCa1−x−yMnO3 and the manganese-based 
spinel Mn3O4. 
La1-xCaxMnO3 is one of the well-known manganese perovskite materials that displays charge 
ordering (CO) behavior.[1.10] As discussed in the previous section, CO—the self-organization 
of charge—in these materials reflects the presence of competing interactions, and there are 
numerous open questions concerning the relationship between CO phases and the magnetic, 
metallic, and/or superconducting phases into which CO phases can quantum mechanically (i.e., 
with T~0) “melt” with changes in doping, magnetic field, and/or pressure. These questions 
include: how do charge-ordered states quantum mechanically melt, i.e., what is the microscopic 
mechanism of melting; what phases result when charge-ordered states melt; and, what is the role 
of disorder in  field- or pressure-induced melting? To effectively answer these questions, more 
microscopic information concerning the manner in which charge-ordered phases melt into other 
competing phases is needed.  The La0.5Ca0.5MnO3 system—at the commensurate doping x=0.5—
is well-known to have a robust charge-ordered state which is also strongly associated with both 
orbital ordering and antiferromagnetic order.[1.29] The La0.25Pr0.375Ca0.375MnO3 system [1.16] is 
another interesting system in which the substitution of La3+ with Pr3+ introduces chemical 
disorder on the charge-ordered state in La1-xCaxMnO3. Therefore, a careful investigation of the 
quantum mechanical melting behaviors of the charge-ordered states in La0.5Ca0.5MnO3 and 
La0.25Pr0.375Ca0.375MnO3 promises a better understanding of both the microscopic mechanism of 
quantum mechanical melting of CO and the role of disorder in CO melting. 
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The geometrically frustrated spinels are also scientifically interesting and technologically 
important materials to study, due to the rich variety of exotic magnetic and structural phases and 
properties they exhibit, including orbital-liquid or -glass ground states in the sulfur-based spinels 
[1.30]; three-dimensional spin-Peierls transitions in the chromium-oxide spinels[1.31]; and  
complex spin/orbital ordering and large magnetoelastic and magnetodielectric effects in the 
vanadium-oxide spinels [1.32-33]. Theoretical results suggest that the rich magneto-structural 
phases of the spinels and their exceptional sensitivities to external perturbations—which are 
responsible for the rich phases and phenomena they display—are governed by the delicate 
interplay between spin-orbital coupling, applied magnetic field, and the geometric frustration 
associated with the complex atomic lattice.[1.34] However, there is very little experimental 
information regarding the microscopic magneto-structural changes that are associated with the 
different quantum phases and phenomena these materials exhibit. The binary spinel Mn3O4 is an 
ideal system for elucidating the magneto-structural changes that accompany the rich phases and 
phenomena in frustrated materials, because this material has a relatively simple composition, but 
still exhibits diverse low-temperature magnetic orders and rich magnetically tunable phenomena 
such as magnetodielectricity and magnetoelasticity.[1.26-27, 1.33] 
1.3. Why use Raman scattering spectroscopy as a tool? 
 Raman (inelastic light) scattering spectroscopy is a powerful method for investigating 
microscopic details associated with the complex phases and dramatic behaviors in strongly 
correlated systems, because Raman scattering can provide detailed information—such as energy, 
symmetry, and lifetime information—about all the important electronic, magnetic, and lattice 
degrees of freedom involved in the complex phases and phenomena observed in strongly 
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correlated materials.  Examples of excitations that can be studied with Raman scattering include 
one- and two-phonon excitations [1.35-36], one- and two-magnon excitations [1.37-38], single-
particle electron and plasmon modes [1.39], charge-density-wave phase and amplitude modes 
[1.40-41], and superconducting gap excitations [1.42-43].  Additionally, because coherent, 
visible light from a laser is generally used as the excitation source in Raman scattering, this 
technique allows the study of the interesting phases and phenomena of strongly correlated 
materials under extreme conditions such as low temperature, high magnetic field [1.37, 1.40, 
1.48], and high pressure [1.41, 1.44, 1.45]—which are particularly important conditions for 
studying quantum phase transitions in materials over a wide range of phase space. The great 
capabilities of Raman spectroscopy for studying interesting properties of strongly correlated 
systems has been shown in many studies on a variety of systems: e.g., the manganites [1.46-47], 
the ruthenates [1.41, 1.48], and the layered dichalcogenides [1.45, 1.49]. 
1.4. Why pursue single crystal growth? 
For the studies presented in this thesis on the magnetodielectric material Mn3O4, the single 
crystal sample measured was grown as part of this thesis work. In general, measurements on 
single crystals, in which the crystallographic orientations are well-defined through the entire 
sample volume, can provide more information about the dependence of the magnetic, electronic, 
and structural properties on crystallographic direction.  Additionally, studies of single crystals 
allow a detailed study of the dependence of a material’s properties on the crystallographic 
orientation of tuning parameters such as applied magnetic-, electric-field, and pressure, 
consequently, enabling us to better understand the mechanisms responsible for the complex 
phases and intriguing phenomena (highly tunable behaviors) of strongly correlated materials 
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such as multiferroics, giant/colossal magnetoresistance (GMR/CMR) materials, and 
magnetodielectric/magnetoelastic materials.  Thus, high quality single crystals play a key role in 
condensed-matter research and such samples are highly demanded for many measurements.  
However, good single crystals are difficult to obtain: the growth processes for high-quality single 
crystals are not easy to determine, and the overall supply of single crystal samples has been on 
the decline and the availability of single crystal samples has been a major national concern.[1.50]  
Therefore, the development of a single crystal growth capability to get good single crystals was a 
major component of this thesis work.  
1.5. Thesis organization 
In the following chapters, I’ll provide more detailed information about the fundamentals of 
Raman scattering (Chapter 2), the experimental setup used for our low-temperature, high-
magnetic-field, and high-pressure Raman measurements (Chapter 3) and the floating zone 
techniques used to grow high quality single crystals of Mn3O4 (Chapter 4). Finally, I’ll present 
the results of our studies on the temperature- and field-dependent melting of charge order in 
LaxPryCa1−x−yMnO3 (Chapter 5) and on the temperature-, field-, and pressure-tuned 
magnetostructural quantum phases of Mn3O4 (Chapter 6). 
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Chapter 2: Raman Scattering Fundamentals 
Since the first observation of the phenomenon—by C. V. Raman and K. S. Krishnan in 1928 
[2.1]—that a small fraction of light incident on a material is scattered from the material with a 
shift in frequency, inelastic light scattering spectroscopy, called Raman scattering after C. V. 
Raman, has been developed for a wide variety of uses from the simple analysis of material 
characteristics to more sophisticated fundamental studies on microscopic details about material 
properties. Particularly in condensed matter physics research, Raman spectroscopy has proven to 
be a valuable method for studying the complex phases and dramatic behaviors in strongly 
correlated materials because it can provide detailed information—such as energy, symmetry, and 
lifetime—about a variety of elementary excitations in materials, for example, lattice vibrations, 
magnetic excitations, and electronic excitations. 
In this chapter, I’ll provide the theoretical background of Raman scattering underlying its 
powerful capabilities. I’ll begin with the classic description of the Raman scattering process, 
followed by the quantum mechanical description. I’ll also discuss the Raman selection rules— 
which place constraints on the excitations that will be Raman-allowed—based on the symmetry 
properties of the scattering medium.  
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2.1. Classical description 
Raman scattering is the inelastic scattering of light, in which light interacts with the 
excitations in the scattering material, resulting in a frequency shift—corresponding to the energy 
of an excitation—between the incident light and the scattered light.  
This interaction of light with a material is classically understood as an electromagnetic 
process including the incident electric field, the induced polarization in the material, and the 
resulting scattered electric field, in which the elementary excitations of the material also get 
involved.  To provide a simple understanding of this scattering process, I’ll first describe the case 
of a linear diatomic molecule.   
If the incident light with a frequency ωI irradiates the molecule, the electric field of the 
incident light induces an oscillating electric dipole moment in the molecule given by 
)cos(0 tEp Iωα= ,     (2. 1) 
where α is the electric polarizability of the molecule, and E0 is the amplitude of the electric field.  
If the molecule has a vibration with a frequency ω, represented by the relative atomic 
displacement 
   )cos(0 tqq ω= ,      (2. 2) 
where q0 is the amplitude of the vibration, this vibration can also make changes in the dipole 
moment via the changes in the polarizability. The dependence of the polarizability α on the 
atomic displacement q can be expressed in a power series of q as 
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Figure 2. 1. Schematic spectrum showing three different scattering components: the elastic (Rayleigh) 
scattering component; and, two components of the inelastic (Raman) scattering, the Stokes component 
and the ant-Stokes component. 
Substituting (2.2) and (2.3) into (2.1) provides the explicit form of the dipole moment, showing 
the resultant oscillation from both the incident light and the molecular vibration: 
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 (2. 4) 
The first term represents the dipole moment component oscillating with the same frequency 
as the incident frequency, corresponding to the elastic scattering process. This component results 
in the radiation of the scattered light with frequency ωI. On the other hand, the second term 
represents the dipole moment components oscillating at different frequencies from the incident 
frequency, producing inelastically scattered light, with a frequency shift corresponding to the 
frequency of the vibration ω.  The inelastic scattering components include the Stokes component, 
in which the frequency of the scattered light is lower than the incident frequency(i.e., ωI−ω)—
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corresponding to the creation of an excitation with frequency ω—and the anti-Stokes component, 
in which the  frequency of the scattered light is higher than the incident frequency (i.e., ωI+ω)—
corresponding to the destruction of an excitation of frequency ω; these components are 
illustrated in Figure 2.1. In discussing the inelastic components, we should note that the second 
term also has the pre-factor 0)/( q∂∂α . Thus, to get a non-zero inelastic scattering components, 
0)/( q∂∂α —which represents the degree to which the normal mode of the excitation modulates 
the polarizability—must also be non-zero.  
To more generally discuss the light scattering process in a crystal, we can consider the 
polarization P(r, t) of a material induced by the electric-field EI(r, t): 
                                                  ∑=
j
j
I
iji trEtrP ),(),( 0 χε ,     (2. 5) 
where ε0 is the permittivity of free space, χij is a 3×3 tensor component of the electric 
susceptibility, and i, j are the 3-dimensional Cartesian coordinates.  The excitation in a material 
is represented by a dynamic variable X(r, t).  When the excitation is associated with  light 
scattering, its effect is reflected by the modulation in the electric susceptibility as 
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then, the polarization is given as 
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If the incident light has frequency ωI and wave vector kI, and the excitation has frequency ω and 
wave vector q, each can be expressed as 
        )exp()exp(),( tirikEtirikEtrE II
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III
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I
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I ωω +⋅−+−⋅=
∗ ,   (2. 8) 
   )exp(),()exp(),(),( tiriqqXtiriqqXtrX ωωωω +⋅−+−⋅= ∗ .  (2. 9) 
where the superscript of ∗ denotes the complex conjugate of the function.  By substituting (2.8) 
and (2.9) into (2.7), 
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The equation (2.10) shows that the induced polarization consists of both elastic and inelastic 
scattering components: the first term represents the elastic scattering component ωI without any 
frequency shift from the incident light; the second term represents the inelastic Stokes 
component, leading to a decrease in the frequency of the scattered light by the excitation 
frequency, i.e., ωI-ω; and, the third term represents the inelastic anti-Stokes component, leading 
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to an increase in the frequency of the scattered light by the excitation frequency, i.e., ωI+ω.  Thus, 
by investigating the frequency shift of the inelastically scattered light from the incident 
frequency, we can actually probe the frequency, or energy of the excitation.  We should also note 
that the inelastic scattering terms depend on the component of the susceptibility derivative tensor,
0)/( X
ij ∂∂χ . Thus, at least one component of the susceptibility derivative tensor with respect to 
the excitation is required to be non-zero in order to have non-zero inelastically scattered 
components with the frequency shifts corresponding to the excitation frequency. That is, the 
inelastic (Raman) scattering is “active” to the excitation only if 0)/( 0 ≠∂∂ Xχ . This condition 
represents the Raman selection rule—discussed in detail later—and depends on the symmetry 
properties of the excitations.  
The Raman scattered light has been described rather qualitatively. In order to find more 
details about the important factors determining the scattering intensity, we need to derive the 
differential scattering cross-section d2σ/dΩdωS, which represents the ratio of the scattered 
photons—having a frequency between ωS and ωS + dωS, and scattered into the differential solid 
angle dΩ, shown in Figure 2.2—to the incident photons.   
 
Figure 2. 2. Simple illustration of the scattering experiment, where II is the intensity of the incident light 
with frequency ωI, IS is the intensity of the light—with frequency between ωS and ωS + dωS—scattered to 
the differential solid angle dΩ, and V is the volume of the scattered medium. 
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2.2. Classical derivation of the differential scattering cross-section 
To derive the differential scattering cross-section following the classical approach, we first 
consider Maxwell’s equations,[2.2] given by  
fD ρ=⋅∇       (2. 14) 
t
BE
∂
∂
−=×∇       (2. 15) 
0=⋅∇ B       (2. 16) 
     
t
DJH f ∂
∂
+=×∇       (2. 17) 
By expressing the Fourier transforms of the electromagnetic fields with respect to time, i.e.,  
 ,),(),( ∫= ωω
ω derEtrE ti      (2.18)      
,),(),( ∫= ωω ω derHtrH ti      (2.19) 
and, using the equations D = ε0E + P and B = µH, the scattered electric field with a frequency ωS 
is found to have a spatial dependence that satisfies the equation 
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where nS is the refractive index of the scattered light inside the scattering medium, and c is the 
light speed in vacuum.[2.3] This equation has a solution of 
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where kS = nSωS/c is the wave vector in the scattering medium, and the integration is over the 
volume of the scattering region. If we assume rr ′>> , i.e., we observe the scattered electric 
field in the radiation zone at large distances from the scattering source, we can get a good 
approximation of the scattered electric field ES(r, ωS) by expanding (2.9) up to the leading term 
of 1/r 
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where the wave vector kS is in the direction of r.[2.4] Then, the averaged intensity of the 
scattered light with polarization êS is given by 
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            (2. 23) 
where V is the volume of the scattering region, which is assumed to be macroscopically large so 
that translational invariance allows for simplifying the double integral form to the single integral 
form over (r1-r2).  This averaged intensity represents the energy flow by the scattered photons at 
r per area per time. To calculate the differential scattering cross-section d2σ/dΩdωS, in which we 
consider the photons scattered into the differential solid angle dΩ, we consider the energy flow 
per solid angle AIdI SS =Ω  where A is the cross-sectional area corresponding to dΩ, and 
2/ rAd =Ω  at the position r.  Now, we can calculate the ratio of the scattered photons to the 
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incident photons by dividing the intensity of the scattered light per solid angle ĪS by the intensity 
of the incident light 202 III EcnI ε= —where nI is the refractive index of the incident light—as 
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ω
ω
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(2. 24) 
where the pre-factor ωI/ωS is used to take account of the difference between the incident photon 
energy Iω  and the scattered photon energy Sω .  By substituting (2.23) into (2.24), 
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            (2. 25)  
This differential scattering cross section can be further simplified because the integral form 
∫ −⋅− )](exp[)( 21213 rrikrrd  defines a Fourier transform in k-space. Then, we can obtain the 
differential scattering cross-section as 
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where ),(ˆ),(ˆ SSSSSS kPekPe ωω ⋅⋅
∗
 
is the power spectrum of polarization fluctuations. This can 
be explicitly expressed as a function of the dynamic variable of the excitation X, using the 
relationship between the polarization and the variable.  For example, using equation (2.12) for 
the Stokes scattering, the differential cross-section of the inelastic Stokes scattering is written as 
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In this expression, we can find the important factors which determine the features of Raman 
spectrum as follows: 
Susceptibility derivative 
Equation (2.27) shows that the inelastic (Raman) scattering cross-section depends on the 
susceptibility derivative dXd /χ . Thus, it is evident that finite Raman scattering requires a non-
vanishing susceptibility derivative; in other words, Raman scattering for a certain excitation is 
allowed only if the excitation induces a change in the susceptibility of the scattering medium. 
Also, the Raman intensity can be used as a measure of how strongly the Raman-active excitation 
modulates the susceptibility. 
Scattering geometry 
Equation (2.27) shows that one can actually couple to each component of the susceptibility 
derivative tensor of the Raman-active excitation—as known as the Raman tensor—by using an 
appropriate  scattering geometry, i.e., a particular combination of the incident and scattered 
polarizations, {êI, êS}. This means that the Raman intensity measurements—with appropriate 
control of the scattering geometry—enables one to deduce the symmetry of the Raman tensor, 
and thus the symmetry of the excitation. This capability of identifying the excitation symmetries 
is one of the features that makes the Raman scattering technique valuable and powerful. In 
Raman scattering experiments, a notation kI(êI, êS)kS represents the scattering geometry with 
respect to the crystallographic axes of the scattering material, where kI (kS) is the wave vector of 
the incident (scattered) light, and êI (êS) is the polarization of the incident (scattered) light. For 
example, 𝑧(𝑥,𝑦)𝑧̅  indicates that the wave vectors of the incident and scattered light are directed 
along the z and 𝑧̅ crystal axes—which is a geometry with the incident and scattered wave vectors 
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in the opposite directions, known as a backscattering geometry—and the polarizations of the 
incident and scattered light are along the x and y crystal axes.  
Power spectrum of the dynamic variable  
Equation (2.27) shows that the Raman scattering cross-section depends on the power 
spectrum of fluctuations of the dynamical variable, ),(),( ωω qXqX ∗ . That is, the power 
spectrum depends on the fluctuation properties of the dynamical variable associated with the 
excitation, which determines the spectral intensity and shape.  While one can calculate the power 
spectrum by averaging the dynamical-variable function over the probability distribution, it’s 
more convenient to use the fluctuation-dissipation theorem.  
In the fluctuation-dissipation theorem, a fictitious F(t) force is supposed to be applied, so that 
the amplitude X(r) of the coupled excitation responds to the force as follows:    
       )(),(),( ωωω FqTqX =      (2. 28) 
where 𝑋�(𝑞,𝜔) is the averaged Fourier component of the amplitude fluctuations, F(ω) is the 
Fourier component of the force. The linear response function T(q, ω) characterizes how the 
amplitude responds to the force. The classical fluctuation-dissipation theorem relates the power 
spectrum of the amplitude fluctuations and the response function, given by  
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1 ωω
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qTnqXqXqXqX +=+ ∗∗    (2. 29) 
where n(ω) is the Bose-Einstein thermal factor, 1]1)/[exp( −−TkBω , and ImT(q, ω) is the 
imaginary part of the response function.[2.3] This relation shows that the power spectrum 
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actually depends on the imaginary, or dissipative, part of the response function. Now, to 
calculate the power spectrum, we only need to have the linear response function.    
To demonstrate the calculation of the power spectrum using this theorem, we can consider an 
example of a molecular vibration. The fluctuating displacement X(r) for the vibration can be 
described with the equation of motion for a harmonic oscillator as 
           020 =++ XXX ωγ        (2. 30) 
where γ is a damping constant, and ω0 is the natural frequency.  
With a driving force having a frequency ω, one can have a non-zero average of the displacement 
component with frequency ω given by 
     )(),()( 220 ωωγωωω FqXi =−−     (2. 31) 
Therefore, comparing this equation with (2.28), we can find the linear response function as 
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and, by taking its imaginary part and substituting it to (2.28), we can obtain the power spectrum 
of the vibrational fluctuations as    
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(2. 33) 
which can be used in equation (2.27) to calculate the differential cross-section of Raman 
scattering by the vibrational excitation. This functional form of the power spectrum predicts the 
Raman spectral line of the vibration excitation to have the Lorentzian shape, and its linewidth is 
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related to a damping constant γ, or the lifetime, of the vibration. This example illustrates how the 
power spectrum of the excitation fluctuations determines the Raman scattering spectral features, 
and consequently, how Raman scattering can provide information about the excitation, such as 
the energy and lifetime of the excitation. 
While the classical description of the Raman scattering provides a pretty good explanation 
for various features of Raman scattering, some features can’t be understood only with the 
classical approach. For example, in the classical description, one can’t find any difference in the 
scattering cross-section between the Stokes and anti-Stokes components, which differs from the 
experimental result that the Stokes component is generally much stronger than the anti-Stokes 
component.  Therefore, we need to take the quantum mechanical behavior into account to 
explain the scattering process more correctly.   
2.3. Quantum mechanical description 
Quantum mechanically, the light scattering process is understood to be a process in which the 
light induces a quantum state transition of a scattering medium from one energy eigenstate to the 
other energy eigenstate via an intermediate state with a virtual energy level.  
Figure 2.3 provides a simple quantum-mechanical illustration of light scattering, showing 
three different scattering processes: elastic (Rayleigh) scattering, Stokes inelastic (Raman) 
scattering, and anti-Stokes inelastic (Raman) scattering.  In all the scattering processes, the 
incident light excites the system from an initial state to a virtual state, and, in turn, this virtual 
state quickly (<10-14sec) relaxes into a final state, emitting the scattered light. In elastic (Rayleigh) 
scattering, the final state has the same energy level of the initial state, thus the scattered light has 
the same energy of the incident light, as illustrated in Figure 2.3(a). Actually, this elastic 
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scattering accounts for most of the scattering of light while only a small fraction (~1/107) of 
scattering is attributed to the inelastic scattering including the Stokes and anti-Stokes 
components.  In the Stokes inelastic (Raman) scattering process, the final state has a higher 
energy than the initial state—as illustrated in Figure 2.3(b)—implying the creation of the 
excitation due to the scattering.  Consequently, Stokes scattering leads to energy loss of the 
incident light—i.e., the frequency shifts to lower frequencies—which corresponds to the 
excitation energy: ћωS = ћωI - ћω.  On the other hand, in the anti-Stokes scattering process as 
illustrated in Figure 2.3(c), the initial state is one of the (thermal) excited states with a higher 
energy than the final state, which accompanies the annihilation of the excitation. Thus, anti-
Stokes scattering results in the scattered light which has the energy gain—i.e., with a higher 
frequency than the incident light—which corresponds to the energy of the annihilated excitation, 
i.e., ћωS = ћωI + ћω.   
 
Figure 2. 3. Schematic diagrams illustrating the light scattering: (a) Rayleigh scattering; (b) Stokes Raman 
scattering; and, (c) anti-Stokes Raman scattering.  
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This simple quantum mechanical description can provide a good understanding of the 
discrepancy between the Stokes and anti-Stokes Raman intensities: as already shown in Figure 
2.1, the anti-Stokes spectrum is usually—i.e., for scattering processes having time-reversal 
symmetry, such as those associated with non-magnetic excitations—weaker than the Stokes 
spectrum. As described above, anti-Stokes scattering requires an initial state which is already 
thermally excited to an excited state. Only a small fraction of states are thermally excited 
according to the Boltzmann distribution, given by 
)/exp(
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1
TkN
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=     (2. 34) 
where N1 is a population of the excited state, N0 is a population of the ground state, and ћω is the 
energy difference between the two states.  Therefore, one can expect anti-Stokes scattering with 
much smaller scattering density than Stokes scattering. The more detailed relationship between 
the Stokes and anti-Stokes intensities can be found from the fluctuation-dissipation theorem with  
quantum mechanical corrections, which relates the quantum mechanical power spectra with the 
linear response function as follows:[2.3] in  Stokes scattering, 
                                      〈𝑋�(𝑞)𝑋�†(𝑞)〉ω ),(Im}1)({ ωωπ qTn +=  ,   (2. 35) 
and in  anti-Stokes scattering, 
       〈𝑋�†(𝑞)𝑋�(𝑞)〉ω  ),(Im)( ωωπ qTn= .   (2. 36) 
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Consequently, using equation (2.27)—while it is derived with the classical description, it can still provide 
a good approximation, related to the experiment results—one can find the relationship between the 
differential cross-section of the Stokes scattering and anti-Stokes scattering as 
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This relationship can be also expressed in terms of intensities of the Stokes scattering and the 
anti-Stokes scattering—using the relation between the intensity and the differential cross section 
given by (2.24)—as 
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This relationship shows that the relative intensities between the Stokes and anti-Stokes scattering 
depend on the temperature of the scattering medium. Therefore, one can use this relation to 
determine the actual temperature of the sample at the laser spot, including the laser heating 
inevitably applied during real Raman experiments. 
The relationships between the incident and scattered frequencies, ωS = ωI - ω for Stokes 
scattering, and ωS = ωI + ω for anti-Stokes scattering, imply that there is energy conservation in 
the light scattering process: that is, the loss in energy of the incident light is accompanied with 
the creation of the excitation with the correspondent energy; and, the gain in energy is associated 
with the annihilation of the excitation.  For a sufficiently large crystal with translational 
symmetry,  momentum conservation is also valid in the scattering process:[2.3] that is, kS = kI – 
q for Stokes scattering, and kS = kI + q for anti-Stokes scattering, where kI is the wave vector of 
the incident light, kS is the wave vector of the scattered light, and q is the wave vector of the 
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excitation—the schematic vector diagrams are provided in Figure 2.4. In typical Raman 
scattering experiments,  visible light is used as the incident light, i.e., ωI ~ 1014-15 Hz, while the 
frequencies of the excitations are in the far- to near-infrared range, i.e., ω ~ 1011-13 Hz. Thus, ωI ≈ 
ωS and |kI| ≈ |kS|. With the momentum conservation condition, we can obtain the relation 
|q|=2|kI|sin(θ/2), where θ is the angle between the incident and scattered light directions. 
Therefore, the magnitudes of wave vectors of the excitations coupled to the light scattering are in 
the range of 0 < |q| < 3×10-3 Å-1, which is much smaller than the Brillouin zone boundary, 2π/a ≈ 
1 Å-1, where a is the lattice parameter. Therefore, Raman scattering probes excitations with 
wavevectors near the Brillouin zone center, that is, |q|≈0. 
 
Figure 2. 4. Illustrations of the energy and momentum conservation in (a) Stokes scattering and (b) anti-
Stokes scattering.  
 
As seen in the classical description, more detailed information can be found with the 
calculation of the differential scattering cross-section. Thus, the following section derives the 
Raman scattering cross-section using a quantum mechanical approach.    
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2.4. Quantum mechanical derivation of the scattering cross-section 
As mentioned above, the light scattering process is quantum-mechanically considered as a 
transition from one (initial) quantum state to the other (final) quantum state due to the interaction 
between the electromagnetic field and the scattering medium. Thus, the scattering cross-
section—indicating the scattering efficiency—is related to the transition rate between the initial 
and final states. In quantum mechanics, the transition rate can be calculated using perturbation 
theory, which leads to Fermi’s Golden rule, given by  
)(2)(ˆ2 2
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IF
F
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EETEEIHFW −=−′= ∑∑ δπδπ     
(2. 39) 
where W is the transition probability rate from the initial state, denoted by |  𝐼〉, to the final state, |  𝐹〉—both states are eigenstates of the unperturbed Hamiltonian with the eigen-energies of EI 
and EF, while H ′ˆ  is the time-dependent perturbation of the Hamiltonian, which turns on the 
transition between two states.  To apply this general rule to the light scattering process, one 
needs to first find the Hamiltonian, which describes the light scattering system, e.g., written as: 
EEEREXER HHHHHH ˆˆˆˆˆˆ ++++=     (2. 40) 
where RHˆ  is the free radiation-field Hamiltonian, EHˆ  is the electron Hamiltonian of the 
scattering medium, EXHˆ  is the Hamiltonian including the other degrees of the scattering 
medium—i.e., describing the other elementary excitations such as phonons and magnons— ERHˆ  
is the electron-radiation interaction Hamiltonian, and EEHˆ  is the electron-excitation interaction 
Hamiltonian.  From this total Hamiltonian form, we can take the perturbation term H ′ˆ  as 
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EEER HHH ˆˆˆ +=′      (2. 41) 
with the unperturbed Hamiltonian given by 
        REXE HHHH ˆˆˆˆ 0 ++= .     (2. 42) 
Thus, the quantum states of the system are determined by each eigenstate and its occupation 
number of each independent Hamiltonian, EHˆ , EXHˆ , and RHˆ , and the transition between the 
quantum states can be described as the change in the occupation numbers of the eigenstates.  An 
inelastic light scattering event is characterized as the transition from an initial state with the 
radiation-field state mnI ,=γ  to the final state with 1,1 +−= mnFγ , where the notation 
SI NN ,=γ  denotes the radiation-field state with the incident and scattered photon states 
having the occupation numbers of NI  and NS, i.e.,  
         SISSIISIRR NNNNNNHH ,)(,
ˆˆ ωωγ  +==    (2. 43) 
According to the energy conservation requirement, this is also accompanied with the creation or 
annihilation of the excitation in the scattering medium, giving rise to the change in the 
occupation number of either an electronic state or the other excitation state.  
Now, the energy removal rate from the incident light can be obtained by multiplying the rate 
of the scattering event with the incident photon energy as ћωI/τ, which is also divided by the 
averaged intensity of the incident light given by:[2.3] 
I
I
I
I NVn
kcI 2
2
=      (2. 44) 
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where kI is the incident wave vector, nI is the incident refractive index, NI is the incident photon 
numbers, and V is the scattering volume. Consequently, the cross section is  
cN
Vn
I I
I
I
I
ττ
ω
σ ==

     (2. 45) 
The differential cross-section into a solid angle dΩ with a scattered frequency between ωS and 
ωS + dωS can be obtained by multiplying the cross-section by the density of scattered photon 
states into the solid angle dΩ,[2.5] given by 
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Finally, using equation (2.39) for the transition rate, we can obtain the differential scattering 
cross section form as 
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Now, this equation shows that the calculation of the differential scattering cross section relies on 
the calculation of the transition matrix element, IHFT ′= ˆ , also known as the T-matrix.[2.6]  
The most important contributions to the T-matrix depend on the interactions associated with the 
light scattering process; thus, the different order of perturbation needs to be considered to 
calculate the T-matrix for the scattering by the different excitation, which will be shown in the 
following sections. 
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Electronic scattering 
First, we consider scattering by electrons, i.e., with the perturbation term of (2.41) having 
only the electron-radiation interaction component ERHˆ . To find the explicit expression of the 
electron-radiation interaction, we consider the Hamiltonian of the electron under the 
electromagnetic field,[2.7] given by    
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(2. 48) 
where Â(r) is the vector potential operator, and V(r) is the electric potential.  By expanding the 
kinetic energy terms, we can find the interaction terms including the vector potential as 
     AER
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Each perturbation term makes its contribution to the total T-matrix element as 
   IAAFIHFT AAER
AA
ER
ˆˆ~ˆ ⋅=     (2. 52) 
   IpAFIHFT AER
A
ER ˆˆ~ˆ ⋅=     (2. 53) 
Now, let the initial state be 0,ii nI ϕ= , then the final state after the scattering can 
1,1−= if nI ϕ  , where iϕ  and fϕ  denote the initial and final electronic states, and 0,in
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and 1,1−in  are the initial and final photon states. By using the expression of the vector 
potential operator given by 
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where *ˆka  ( kaˆ ) is the creation (annihilation) operator for a photon with wavevector k, frequency 
ωk, and polarization êk,[2.3] the T-matrix element of (2.52) turns out to be 
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where m*  is the electron effective mass.  From (2.55), we can note that the matrix element AAERT  
becomes negligible for the light scattering associated with the significant change in the electronic 
state because k is much smaller than the Brillouin zone boundary wavevector and two different 
electron states are orthogonal. Therefore, this term has a significant contribution only for 
scattering by the electronic transitions within the same electronic bands, i.e., the intra-band 
electronic transitions. On the other hand, the matrix element AERT  includes the electron 
momentum operator, thus its contribution is still significant for the scattering involving the 
significant change of the electronic state, i.e., the inter-band electronic transitions. This term is 
also linearly dependent on Â, or the photon creation and anniliation operators as seen in (2.54). 
Therefore, this component has a second-order contribution to the scattering, i.e., this T-matrix 
can be calculated using the second-order perturbation as 
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where m denotes the intermediate states.[2.6] In fact, Figure 2.4, as shown and discussed in the 
previous section, illustrates the second-order light scattering via the intermediate (virtual) state.  
We’ve described the Raman scattering process as a quantum-mechanical transition from one 
quantum state to the other state of the scattering medium associated with the elementary 
excitations.  However, it is not possible to bring about a transition between any quantum states. 
This means that the transitions related to only certain excitation states are allowed in Raman 
scattering, known as the Raman selection rules.  Below, we derive those selection rules. 
2.5. Raman selection rules  
The Raman selection rules originate from the basic principle—known as Neumann’s 
principle—that any physical property of a crystal should be invariant with respect to all the 
operations of the point symmetry group of the crystal.[2.8] This principle is also applied to the 
relation (2.12) and (2.13) between the incident electric-field, excitation variable, and induced 
polarization, i.e., this relation should be invariant under any symmetry operation in the crystal’s 
symmetry group.[2.3] Therefore, the both sides of the relation should have the same symmetry 
operation properties. The incident and scattered field, and the polarization transform like the 
three-dimensional polar vectors, i.e., those symmetry properties are described by the irreducible 
representation of the polar vector, ΓPV.[2.8] Consequently, the excitation irreducible presentation, 
ΓX, should satisfy the relation ΓPV = ΓX  ⊗ ΓPV, or ΓX   = Γ*PV ⊗ ΓPV. That is, scattering is allowed 
only for excitations with the symmetry properties in the decomposition of the polar-vector 
irreducible presentation, Γ*PV ⊗ ΓPV. In other words, the excitations with the symmetries in Γ*PV 
⊗ ΓPV only induce the susceptibility changes with its derivative dχ/dX non-zero, leading to the 
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non-zero scattering intensity.  The condition determining the symmetry properties of the Raman-
allowed excitation also imposes further constraints on the components of the susceptibility 
derivative tensors, or Raman tensors for those allowed symmetries.[2.3] That is, each allowed 
Raman tensor not only has certain components to be zero, but also other components to be 
relative. More details about the Raman tensors are found in Poulet and Mathieu (1976).[2.9] 
To provide an example of the application of Raman selection rules, we consider the 
scattering material with its point symmetry group as Oh, e.g. the cubic spinels. The set of 
symmetry operations and irreducible representations of the point group Oh is summarized in its 
character table shown in Table 2.1. In the character table, one can find the irreducible 
representation T1u transforms like a polar vector. Therefore, the allowed symmetries are derived 
by the decomposition of T1u as 
gggguuhRaman TTEATTO 21111)( +++=⊗=Γ
  
(2. 57) 
This predicts that there are four Raman allowed symmetries. Table 2.2 also shows the Raman 
tensors corresponding to the allowed symmetries. 
The symmetry properties of the scattering material enable one to not only predict the Raman-
allowed symmetries but also identify the number and symmetry of the specific excitations in the 
scattering material.  For example, the phonons at the zone center (q=0) can be identified using 
the correlation method [2.10], which will be described below. 
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Oh E 8C3 6C2 6C4 3C2 i 6S4 8S6 3σh 6σd   
A1g 1 1 1 1 1 1 1 1 1 1  αxx + αyy + αzz 
A2g 1 1 1 -1 -1 1 1 1 -1 -1   
Eg 2 -1 2 0 0 2 -1 2 0 0  (αxx + αyy - 2αzz), 
(αxx - αyy) 
T1g 3 0 -1 1 -1 3 0 -1 1 -1 (Rx,Ry,Rz)  
T2g 3 0 -1 -1 1 3 0 -1 -1 1  (αxx, αyy, αzz) 
A1u 1 1 1 1 1 -1 -1 -1 -1 -1   
A2u 1 1 1 -1 -1 -1 -1 -1 1 1   
Eu 2 -1 2 0 0 -2 1 -2 0 0   
T1u 3 0 -1 1 -1 -3 0 1 -1 1 (Tx,Ty,Tz)  
T2u 3 0 -1 -1 1 -3 0 1 1 -1   
Table 2.1. Oh character table 
χ(A1g) 










a
a
a
 
  
χ(Eg) 










− b
b
b
2  








−
0
3
3
b
b
 
 
χ(T1g) 










− c
c
 









− c
c
 









− c
c
 
χ(T2g) 










d
d
 









d
d
 









d
d
 
Table 2.2. Oh Raman tensors 
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2.6. Correlation method 
While the correlation method is more generally used to investigate the effect of the symmetry 
lowering on the phonon spectrum, it can be also useful in the opposite way to calculate the 
number of phonons in each symmetry present in the higher symmetry group, i.e, to construct all 
possible phonons of the molecule (crystal) from the site symmetry of each atom composing the 
molecule. This method is used as follows: (i) first, one needs to determine the site symmetry of 
each atom, and (ii) find the irreducible representations which transform like translation vectors 
(Tx, Ty, Tz) because the phonon, or lattice vibration is accompanied by the atomic displacement. 
Then, using the correlation—easily found in the correlation table—between the site and space 
groups, (iii) expand those irreducible representations of the site group into the irreducible 
representations of the full space group as 
∑ Γ=Γ∈Γ
R
space
RRzyx
site
phonon CTTT ),,(
   
(2. 58) 
where Γsite and Γspace  are the irreducible representation of the site and space groups. Finally, 
among those identified phonons, the Raman allowed phonons are found by identifying the 
irreducible representations which transform like the polarizability tensor α in the character table. 
Here, an example of using the correlation method is provided for the cubic spinels AB2O4 
crystallized in the Oh7 space group as follows: (i) in the cubic spinel, the tetrahedral A ions have 
a site symmetry Td, the octahedral B ions have the site symmetry D3d, and the O ions have the 
site symmetry C3v. (ii) In the Td group for the A ions, the irreducible representation T2 transforms 
like a translation vector, found in Table 2.3; in the D3d group for B ions, A2u and Eu transform 
like translation vectors, found in Table 2.4; and, in the C3v group for O ions, A1 and E transform 
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like translation vectors, found in Table 2.5. (iii) T2 in the Td group correlates with T2g and T1u in 
the full Oh point group; A2u in the D3d group correlates with A2u and T1u in the full Oh group, and 
Eu in the D3d group correlates with Eu, T1u, and T2u in the full Oh group; A1 in the C3v group 
correlates with A1g, T2g, A2u, and T1u in the full Oh group, and E in the C3v group correlates with 
Eg, T1g, T2g, Eu, T1u, and T2u. Therefore, the q=0 phonon modes of the cubic spinels are given by 
Γspinelphonons=A1g+Eg+3T2g+T1g+2A2u+2Eu+5T1u+2T2u. Among those, only A1g, Eg, and T2g 
transform like polarizability tensors according to the character tables for the Oh point group.  
Consequently, one expects five Raman-allowed phonon modes in cubic spinels, ΓRaman= 
A1g+Eg+3T2g; the A1g and Eg modes involve only the O ions, while one of the T2g modes 
involves the tetrahedral (A) site ion. 
 
Td E 8C3 6σd 6S4 3C2   
A1 +1 +1 +1 +1 +1  αxx + αyy + αzz 
A2 +1 +1 -1 -1 +1   
E +2 -1 0 0 +2  (αxx + αyy - 2αzz), (αxx - αyy) 
T1 +3 0 -1 +1 -1 (Rx, Ry, Rz)  
T2 +3 0 +1 -1 -1 (Tx, Ty, Tz) (αxx, αyy, αzz) 
Table 2.3. Td character table 
C3v E 2C3(z) 3σv   
A1 +1 +1 +1 Tz αxx+αyy, αzz 
A2 +1 +1 -1 Rz  
E +2 -1 0 (Tx, Ty), (Rx, Ry) (αxx-αyy, αxy), (αyz, αxz) 
Table 2.4. C3v character table 
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D3d E 2S6(z) 2C3 S2=i 3C2 3σd   
A1g +1 +1 +1 +1 +1 +1  αxx+αyy, αzz 
A1u +1 -1 +1 -1 +1 -1   
A2g +1 +1 +1 +1 -1 -1 Rz  
A2u +1 -1 +1 -1 -1 +1 Tz  
Eg +2 -1 -1 +2 0 0 (Rx, Ry) (αxx-αyy, αxy), (αyz-αxz) 
Eu +2 +1 -1 -2 0 0 (Tx, Ty)  
Table 2.5. D3d character table 
 
Oh Td D3d C3v 
A1g A1 A1g A1 
A2g A2 A2g A2 
Eg E Eg E 
T1g T1 A2g+Eg A2+E 
T2g T2 A1g+Eg A1+E 
A1u A2 A1u A2 
A2u A1 A2u A1 
Eu E Eu E 
T1u T2 A2u+Eu A1+E 
T2u T1 A1u+Eu A2+E 
Table 2.6. Oh-Td, Oh-D3d, and Oh-C3v correlation table.
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Chapter 3: Raman Scattering Experimental Details 
3.1. Raman scattering system 
A typical Raman scattering system consists of spectroscopic components—such as a light 
source, a spectrometer, a detector, and optical elements—and additional equipment to control 
such sample conditions as the temperature, magnetic/electric field, and/or pressure—e.g., a 
cryostat, superconducting magnet, and high pressure cell.  
The Raman scattering spectroscopy system used in this study is shown and schematically 
illustrated in Figure 3.1. In this chapter, I’ll discuss the experimental components constituting 
this Raman system, which is capable of simultaneous and independent temperature-, magnetic-
field-, and pressure-dependent measurements.   
3.1.1. Light source 
Lasers are commonly used as the light sources to excite the sample in Raman scattering 
measurements because they are monochromatic, high-powered, polarized, and well-collimated. 
Each of these features is essential to the effectiveness of Raman scattering because: (i) the 
energy difference of the scattered light from a monochromatic source provides energy 
information about the excitations; (ii) the high-powered source makes it possible to probe weak 
excitations, since Raman scattering is a weak process with only small a fraction of the incident 
photons, i.e. ~10-7, scattered inelastically, (iii) the polarized beam allows one to identify the 
symmetry of excitations studied, and (iv) the well-collimated beam can be directed and tightly 
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focused on the sample over a long optical path, allowing for measurements on small (>10 micron) 
samples and under complex experimental arrangements, e.g., with a high-pressure cell and in a 
magnetic cryostat. 
Among various types of lasers available, the water-cooled continuous-wave (CW) gas ion 
laser has been primarily used for Raman measurements because: it provides strong and stable 
output powers; it has a narrow bandwidth (~1-10GHz), which is critical for probing small Raman 
shifts; and it provides a number of discrete laser lines. However, the gas ion laser has a drawback 
of producing undesirable plasma lines which interfere with the Raman spectrum. These extra 
lines can be cut out by using additional optics, such as a prism monochromator and/or a 
holographic notch/band-pass filter, which will also be discussed in the following section. 
Wavelength (nm) Power specification (mW) 
799.3 30 
752.5 100 
676.4 120 
647.1 500 
568.2 150 
530.9 200 
520.8 70 
482.5 30 
476.2 50 
415.4/406.7 100 
356.4/350.7 50 
Table 3.1: Operating lines of the Innova-90K Kr-ion laser and the powers measured with the internal light 
meter at 25 amps after a ½-hr warm-up. 
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A krypton-ion laser (Coherent Inc. Innova-90K), a water-cooled CW gas ion laser, was used 
for the Raman scattering measurements in this study.  The krypton-ion laser has a wide range 
476-752nm of lasing lines with relatively high power, listed in Table 3.1.  Among this wide 
selection, this study employed the red 647.1 nm line, which is particularly useful when using 
diamond and moissanite anvils for high-pressure measurements, due to the low fluorescence of 
diamond and moissanite for incident light with λ ≥ 600 nm.   
3.1.2. Optical components 
The various optical components used to optimize the incident and scattered beams for the 
high performance of Raman scattering measurements include: filtering optics to block undesired 
plasma laser lines; mirrors to direct the laser beam to the sample; lenses to focus or collect the 
incident/scattered beams; and polarization optics to select the specific polarizations of the 
incident/scattered beams. Figure 3.1 also shows the arrangement of optical elements in the 
Raman system used in this study, each of which is described in detail below. 
As mentioned above, any emission lines from the laser other than the desired excitation line 
should be filtered to avoid complicating the measured spectrum.  
• Band-pass filter (BF): transmits a desired frequency range of light while rejecting light 
outside that range. So, a BF can be used to filter out all the extra lines from the laser. A 
holographic band-pass filter (Semrock, Inc. MaxLine laser clean-up filter with a center 
wavelength of 647.1nm) was used in this study due to its high transmission of 90% and 
narrow bandwidth of 1.7nm with a very sharp cutoff—the latter feature is essential to 
cutting out the undesired lines very close to the main laser line. 
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• Prism monochromator (PM): uses a prism to refract the incident beam, allowing a narrow 
frequency range of the incident beam to pass through the exit hole. Thus, the PM works 
as a filter to block the extra lines away from the main laser line. The prism 
monochromator has a benefit that the center wavelength is tunable over a wavelength 
range of 400-900nm by rotating the prism, but the PM also has a drawback that it doesn’t 
sharply cut out the lines close to the center line. 
• The capability of selecting the incident polarization and analyzing the scattered beam 
polarization is important in a Raman experimental setup because a specific symmetry of 
excitation can be probed by selecting a specific combination of incident/scattered beam 
polarizations. In other word, the polarization dependence obtained by controlling the 
polarization of the incident and scattered light provides symmetry information about the 
excitations studied.  
• Polarization rotator (PR): rotates the polarization of linearly polarized light. This can be 
used to rotate the well-defined polarization of a laser beam along a certain direction, in 
order to control the polarization of the incident beam to the sample.  
• Polarization beamsplitter (PB): transmits the p-polarized component of light—i.e., the 
component polarized in the incident plane—but reflects at 90˚ to the incident beam 
direction the s-polarized component of light—i.e., the component perpendicularly 
polarized to the incident plane.  The use of a beamsplitter in conjunction with the PR 
helps produce an incident beam with a well-defined polarization, i.e., a clean polarized 
beam.     
• Under high magnetic fields, linearly polarized light experiences the Faraday effect—i.e., 
a rotation of the plane of polarization. To avoid this effect in the presence of a magnetic 
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field, circularly polarized beams are employed for magnetic-field-dependent 
measurements.  
• Berek compensator (BC): serves as a variable waveplate with a tunable orientation, e.g., 
it can provide λ/4 or λ/2 retardation at any wavelength between 200-1600nm and with 
any direction of the optical axis. Therefore, the Berek compensator can create any 
polarization state from a linearly polarized input laser beam, but in this study it was 
particularly used to convert a linearly polarized incident beam to a circularly polarized 
beam. 
• λ/4 waveplate: is used to convert a circularly polarized scattered beam to a linearly 
polarized beam. 
• Entrance lens (L1): is not only used as a focusing lens to focus the incident laser beam 
onto the sample (~50µm spot size), but in our experimental arrangement, this lens also 
serves as a collecting lens to collect the scattered beam from the sample and direct a 
collimated beam to the spectrometer. 
• Spectrometer focusing lens (L2): is used to focus the collimated beam from the sample 
onto the spectrometer entrance slit. 
• Polarization analyzer (PA): selects the polarization of the scattered beam. In our 
experiments, the polarization orientation selected for the analyzer corresponded to the 
orientation that maximized the spectrometer grating efficiency.    
3.1.3. Spectrometer 
A spectrometer disperses the light scattered from a sample, leading to the separation of 
inelastically scattered (Raman scattered) light from elastically scattered (Rayleigh scattered) light, 
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i.e., the specularly reflected laser light.  The Raman scattering signal of interest is much (~1011-
1014 times) weaker than the reflected laser light. Therefore, to effectively observe the Raman 
signal, the undesirable laser reflection should be cut off.  In fact, how efficiently a spectrometer 
rejects the unwanted laser light is one of the most critical aspects determining the performance of 
a Raman system, e.g., this feature determines the energy below which inelastic excitations can 
not be effectively probed.  
Our Raman system is equipped with the three-stage (triple-grating) spectrometer, which 
enables the observation of the Raman scattered light with energy shifts lower than 8 cm-1 (~1 
meV). This three-stage spectrometer consists of three monochromators (stage1-2: Acton 
Research Czerny-Turner AM-503 monochromator with 8º off-axis parabolic replica mirrors; 
stage3: Acton Research Czerny-Turner AM-505 scanning monochromator with a 0.66m focal 
length), which are connected in series and in a subtractive dispersion mode.  In the subtractive 
mode, the first two stages function together as a double monochromator to reject the stray light—
i.e., like a band-pass filter—resulting in no net dispersion, and the third stage serves as a single 
monochromator to disperse the light onto the image plane of the detector.   While gratings with 
different groove densities can be used in this spectrometer—depending on the laser line, the 
spectral range, and the resolution of interest—an 1800 grooves/mm grating was used in this 
study with the 647.1nm laser line.  This grating provided a higher spectral resolution at the 
expense of the spectral range width, which enabled the observation of smaller changes in energy 
(e.g., as functions of temperature, magnetic field, and/or pressure).  However, the center 
wavelength of the spectral range is also tunable by using stepper motors which move the grating 
positions and are computer controlled.  This allows for the observation of different spectral 
ranges with the same bandwidth using the same grating having a fixed groove density. When 
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changing the spectral range of our spectrometer with the 1800 grooves/mm grating, the following 
rough relation between the motor steps and the center wavelength difference was used: ∆m1 = 60 
∗ ∆λ; ∆m2 = 60 ∗ ∆λ; ∆m3 = 22.4997 ∗ ∆λ, where ∆λ (Å) = desired wavelength center – current 
wavelength center, ∆m1,2,3 = moving step sizes of motor 1, 2, and 3.  Another important issue 
related to the spectrometer is its throughput, i.e., the transmission of the incident light to the 
detector, which depends on the wavelength and polarization of the incident light. The 
polarization orientation that provides the best throughput through the spectrometer was selected 
using the polarization analyzer and/or an additional λ/2 plate at the front of the entrance slit. 
3.1.4. Detector 
A CCD (charge-coupled device) detector is one of the most common detectors used to detect 
and record the Raman signal due to its high efficiency, its sensitivity over a wide spectral range 
of 300-1000nm, its lower readout noise, and its multichannel functionality; this enables a better 
observation of the relatively weak Raman signal as well as the same-time-recording of the entire 
spectrum. 
The CCD is an analog solid-state image sensor with a 2-D array of pixels (picture elements), 
in which the relative number of photons hitting each pixel is electrically counted and recorded in 
the following process:  photons generate charges in each pixel, and these charges accumulate for 
a prescribed period of time, then are transferred to an amplifier, producing a voltage proportional 
to the number of photons hitting the pixel. This charge generating process causes an intrinsic 
electrical noise, i.e., a “dark count”, due to thermal activation of charge. However, this noise can 
be reduced by cooling the CCD, e.g., using liquid nitrogen. 
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Plotting the photon counts as a function of pixel number—which is linearly dependent on the 
wavelength of light dispersed by a spectrometer—results in a Raman scattering spectrum: this 
explains why the pixel dimension limits the spectral resolution. The wavelength corresponding to 
each pixel number can be calibrated using gas pencil-lamps—such as xenon or neon lamps—
whose sharp and discrete emission lines are already well-characterized. That is, the pixel-to-
wavelength relation is determined by detecting the spectral lines with well-calibrated 
wavelengths and identifying the corresponding pixel numbers associated with those known lines. 
While the detection sensitivity of the CCD enables better detection of weak Raman signals, it 
is also sensitive to cosmic rays, which results in undesired random spikes in the Raman spectrum. 
To remove the cosmic ray spikes, and also to get better signal to noise ratio, several sets of 
spectra are taken under the same conditions and combined to average the Raman spectrum. 
The CCD employed in this study is a liquid-nitrogen-cooled CCD (Roper Scientific, Model 
7375-0001) with an image array of 1340 x 400 pixels, pixel dimensions of 20µm x 20µm, an 
operating spectral range of 200nm-1000nm, a peak quantum efficiency of 95%, and a maximum 
cooling temperature of -120 C˚. 
3.1.5. Sample space 
To study the properties of materials under extreme conditions—and in particular, to 
investigate quantum (T~0) phase transitions in materials—the samples studied needs to be placed 
in an environment in which we can control conditions such as the temperature, magnetic field, 
and pressure.  For this purpose, the sample space of the Raman scattering system needs to be 
equipped with extra components, e.g., a liquid helium cryostat for low-temperature 
measurements, a superconducting magnet for high-magnetic-field measurements, and/or a high 
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pressure cell for high-pressure measurements.  The experimental methods used to obtain such 
extreme conditions in our Raman experiments will be described in detail in the following section. 
 
Figure 3.1: (a) Raman scattering spectroscopy system. (b) Schematic illustration showing the essential 
components. 
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3.2. Raman measurements under extreme conditions 
3.2.1. Low temperature measurements 
Various types of cryostats are available for low-temperature measurements, including closed-
cycle cryostat, bath cryostats, continuous-flow cryostats, and multistage cryostats.  
Our Raman system is equipped with a pumped Oxford continuous-flow cryostat, the pumped 
vacuum space of which also serves as the sample space. The vacuum environment of the sample 
space is not only required for cooling, but is also necessary for avoiding any Raman modes from 
air molecules. The sample space is cooled down to temperatures as low as 3 K by flowing liquid 
helium and adjusting the needle valve opening.  The temperature of the sample is controlled in 
the range of 3-300K by manually regulating the helium flow and applying a voltage—
automatically tunable by using a temperature controller—across a carbon resistor mounted on the 
sample insert near the sample.  
This continuous-He-flow cryostat is mounted horizontally with optical access as shown in 
Figure 3.2 and illustrated in Figure 3.1.(b).  This arrangement makes possible simultaneous and 
independent low-temperature, high-magnetic-field, and high-pressure measurements.  This will 
be address in more detail in the following sections. 
For temperature-dependent measurements, the sample is mounted on the face of the sample 
holder using silver paint and inserted into the cryostat, facing the optical window of the cryostat; 
this is illustrated in Figure 3.1.(b) with a close-up view also shown in Figure 3.3.(a). 
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Figure 3.2: Arrangement of the equipments for controlling the sample environment: a cryostat for the 
sample temperature; a superconducting magnet for the external fields; for applying pressures, the high 
pressure cell can be also inserted to the cryostat such as the sample insert shown here. 
3.2.2. High magnetic-field measurements 
The typical magnet system for high magnetic-field Raman measurements is a slit-coil 
superconducting magnet system with optical access, in which a liquid helium reservoir is not 
only used to keep the superconducting magnet cold, but is also used to cool the inner sample 
space. While such a magnet system has the benefit of providing optical access to the sample in 
several directions, it also has a drawback of having a large separation between the sample and 
the collecting optics, which reduces the collection of inelastically scattered light from the sample.  
Additionally, because the same cryogen bath serves to cool both the sample space and the 
superconducting solenoid, it is hard to perform high-field measurements at high temperatures in 
this arrangement. 
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Figure 3.3: Illustrations of the two different configurations in which the sample is mounted for the 
magnetic-field measurements. (a) In the Faraday (k||H) geometry, the sample is mounted on the face of 
the sample holder using silver paint, facing the optical wind window of the cryostat. (b) In the Voigt 
(k⊥H) geometry, the sample is mounted in an octagon plate, and it is mounted sideways on the sample 
rod. A 45-degree mirror is used to guide the incident light to the sample. (From [3.1]) 
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To overcome these drawbacks, our system uses an open bore magnet into which the separate, 
horizontal cryostat described above is inserted.  This arrangement not only decouples the sample 
space from the magnet—allowing for field-dependent measurements at high temperatures—but it 
also allows the collecting optics to be placed close to the sample space inside the open bore, 
making better collection of the scattered light, and consequently, allowing for field-dependent 
studies of relatively weak excitations.  Importantly, this arrangement allows field-measurements 
only in the Faraday (k||H) geometry—where k is the wavevector of the incident light and H is 
the magnetic field direction—for samples mounting at the end of the insert (see Fig. 3.3.(a)).  
However, the Voigt (k⊥H) geometry is also accessible by mounting the sample in the following 
way: the sample is mounted on an octagon plate, which is mounted sideways on the sample rod, 
as shown in Fig. 3.3.(b).  The incident light is guided to the same sample surface by using a 45 
degree mirror mounted on the sample rod near the sample, as illustrated in Figure 3.3.  This 
sample mounting allows the magnetic field to be applied perpendicular to the wavevector of the 
incident light. 
3.2.3. High pressure measurements 
High-pressure Raman measurements can be made using a high-pressure cell (HPC) in which 
two oppositely facing anvils are pushed together, providing—in conjunction with the use of a 
gasket and a hydrostatic medium—pressures ranging between 1–200 kbar on the sample.  The 
following sections describe the key components and the detailed procedures involved with high 
pressure measurements, which can be also combined with low- temperature, and/or high-
magnetic-field measurements.  
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Figure 3.4: The MCDAC (miniature cryogenic diamond anvil cell) system: (a) a whole system including 
the HPC (high pressure cell), the insert, and the hydraulic ram; (b) a close-up of the HPC; (c) the 
dissembled HPC showing each part of (1) a thrust plate, (2) a screw for the optical fiber insert, (3) piston, 
(4) an anvil, (5) a cell body, (6) a tile adjustment  plate, (7) an anvil, (8) clamping/tilt adjustment screws, 
and (9) a bottom support plate. 
3.2.3.1. High pressure cell (HPC) 
While numerous high-pressure cell designs are available, the HPC formally called MCDAC 
(miniature cryogenic diamond anvil cell) was used for this study.[3.2]  This HPC—shown in 
Figure 3.4—is designed to be driven by a separate hydraulic ram: that is, the separate hydraulic 
ram pulls on the wires which wrap around the cell, consequently generating the pressure in the 
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cell. This pressure control by a separate ram allows pressure-dependent measurements while 
keeping the cell inside the cryostat—the cell is also small enough to fit into the cryostat.  That is, 
the pressure can be changed in situ at low temperatures without any extra warming/cooling 
procedure.  This capability makes this cell most suitable for pressure-dependent studies at low 
temperatures.  Moreover, the pressure cell—made of a beryllium copper (BeCu) alloy, which has 
a high thermal conductivity—is not only suitable for low-temperature measurements, but also 
can be used even at high-magnetic fields, because the BeCu alloy is non-magnetic and has a low 
electric conductivity.[3.2-3] The low-temperature and high-magnetic-field measurements using 
the HPC will be discussed in the following sections describing the gasket materials and 
hydrostatic media. 
3.2.3.2. Preparation of anvils 
The pair of anvils not only generate the pressure in high pressure experiments, but also act as 
the optical windows: (i) The anvils exert the pressure indirectly on the sample by pressing the 
hydrostatic medium, which fills the gasket hole where the sample and the ruby chip are loaded 
(as illustrated in Figure 3.5) and transfers the hydrostatic pressure to the sample. (ii) Also, the 
anvils transmit the incident laser light, the scattered light from the sample, and the emitted ruby 
lines. As illustrated in Figure 3.6.(b)-(c), the anvil on the bottom plate serves as the window for 
the incident laser lines and the scattered line from the sample, and the anvil on the piston coupled 
to the optical fiber serves as the window for the ruby signal. 
Therefore, the anvil material should be chosen considering both functionalities: that is, the 
anvil material must be both hard enough to endure high pressures and transparent enough to 
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allow for optical measurements.  Diamond, sapphire, and moissanite (6H-SiC) are the most 
commonly used anvil materials for high-pressure optical measurements.[3.4-6] 
 
Figure 3.5: Illustration of an anvil cell and key dimensions: r0 = radius of anvil culet (small working 
surface), r0 = radius of the gasket hole, t = thickness of the pre-indented gasket, t0 = gasket thickness, and 
d = gasket radius. 
Regarding the hardness, diamond is the best material for anvils, since the highest pressure of 
~2000 kbar (200 GPa) has been accessed with diamond,[3.4] while pressures as high as 150kbar 
and 300kbar have been obtained with sapphire [3.5] and moissanite [3.6], respectively.  
Additionally, all three materials have high transparency in the visible wavelength range of 400-
800nm: in this range, diamond has a transmission of 60-75%, sapphire has a transmission of 
~80%, and moissanite has a transmission of 80-95%.[3.3] 
Additional important issues that should be considering when deciding which material to 
select for high-pressure Raman measurements are the fluorescence and Raman signals from the 
anvil materials, which can overwhelm or overlap the Raman signal of interest from the sample.  
Anvil fluorescence may be minimized by using a high quality material with fewer impurities, or 
by changing the excitation wavelength: synthetic anvil materials are generally better than natural 
54 
 
anvil materials because of their high purity and, therefore, low fluorescence; using longer 
excitation wavelengths also produces less fluorescence, but can also reduce the Raman signal 
because of the smaller penetration depth of the light.  To avoid the overlapping of sample and 
anvil Raman modes, the anvil material can be selected after considering the previously reported 
Raman modes of different anvil materials, which are summarized in Table 3.2. 
For the high-pressure Raman measurements in this study, moissanite (6H-SiC) was used for 
the anvils because of its relatively low Raman and fluorescence spectrum in the wavelength 
range of interest in this study—which enabled us to readily identify and study the Raman signal 
of the samples investigated in the research described here—as well as its low cost.  
Diamond Sapphire Moissanite (6H-SiC) 
Energy(cm-1) Intensity Energy(cm-1) Intensity Energy(cm-1) Intensity 
1333 Very strong 386 Medium 156 Medium 
  426 Strong 203 Weak 
  650 Medium 245 Weak 
  753 Weak 273 Weak 
  980 Weak, Broad 511 Medium 
  1056 Weak, Broad 770 Strong 
    792 Very strong 
    966.2 Very strong 
Table 3.2: Raman active phonon mode energies and relative intensities for diamond, sapphire, and 
moissanite. 
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Attaching the anvils on the supporting plates 
After choosing the proper anvil materials, the anvils should be attached on the supporting 
plates in the pressure cell, i.e., on the bottom support plate and piston. 
Two important aspects should be considered in the procedure for attaching the anvils to the 
supporting plates: the anvils should be placed in the center of the plates, which have the 
apertures for the optical access, and the anvils need to be firmly fixed to the plates in order to 
remain in place while large pressures are being generated between the anvils. The use of a 
special homemade anvil mounting jig helps this job: its semitransparent top allows for viewing 
the anvil and the plate hole while it firmly holds the anvil on the plate. The tightly held anvils 
can be attached to the plates either by gluing with epoxy, or by press-fitting and soldering a 
metal ring around the anvil. In this study, the anvils were attached using a much easier gluing 
method using a low-temperature epoxy (Stycast 1266, Emerson & Cuming), which is durable 
with only a small thermal contraction at low temperatures.     
Aligning the anvils 
The coaxial alignment between two anvils attached on each supporting plate is one of the 
most critical factors governing the effective operation of a high pressure cell: i.e., in order to 
achieve high and hydrostatic pressures without breaking anvils, two anvils should be well-
aligned so to be coaxial. The coaxial alignment has two degrees of freedom: the lateral 
(translational) alignment and the tilt alignment. The following method can be used to check the 
alignment of the moissanite anvils: when they are made to barely touch each other and back-
illuminated through the hole of the supporting plate, the well-aligned anvils show the front 
white-light image with a good round shape and concentric Newton rings (the interference 
pattern—with are slightly spherical—associated with reflections from the two front surfaces of 
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the moissanite anvils) in the center. The following features provide information about the 
alignment of each degree of freedom:  lateral misalignment leads to an oval shape image, and, 
the tilt misalignment leads to non-concentric Newton rings biased to one side.  In order to make 
the alignment, the lateral position and tilt of the bottom supporting plate are adjusted (the piston 
anvil is fixed): the lateral position is adjusted using the three side screws of the cell body, and, 
the tilt angle is adjusted using the three set screws and three cap screws of the bottom tilt 
adjustment plate on which the bottom supporting plate is attached.  The tilt and lateral 
alignments are coupled: in other words, a change of the tilt angle accompanies a change in the 
lateral position, and vice versa. This makes it hard and time-consuming to achieve a good anvil 
alignment. After the alignment, the bottom supporting plate is glued to the tilt adjustment plate 
with 5-minute epoxy so it will be securely fixed for preindenting a gasket, described below. 
3.2.3.3. Preparation of a gasket  
In addition to providing the small volume between the anvils—via a small hole drilled in the 
center—into which the sample piece and ruby chips sit with the hydrostatic media, the metal 
gasket is used to provide massive support to the anvils; this is important, because more massive 
support help produce higher hydrostatic pressures.[3.7] 
To perform its roles without failing under high pressures, the gasket material should be hard 
and undergo plastic deformation. BeCu alloy is a good material for a gasket because it becomes 
harder and more plastic at low temperatures, allowing for the high-pressure measurements in a 
wide range of temperatures. Additionally, the high thermal conductivity of BeCu makes it good 
for low-temperature measurements, while its low electric conductivity and non-magnetic 
properties are good for the high-pressure measurements in high magnetic-fields.[3.3-4] 
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Pre-indenting a gasket 
A pre-indented gasket provides more effective massive support to the anvils in high pressure 
measurements. The gasket is pre-indented by deforming the initial flat gasket between the anvils 
to make the center portion of the gasket have a desired thickness—e.g., in this study, ~135-
165µm.  This smaller thickness of the center portion of the gasket decreases the ratio of thickness 
to anvil culet radius (t/r0), which is one of the factors governing the hydrostatic pressure that can 
be generated in the pressure cell.  Additionally, gaskets with a higher compressive strength and a 
larger coefficient of friction are also known to help achieve higher pressures.[3.3, 3.7]  
This pre-indentation process causes huge stress on the anvils, leading to a high risk of 
breaking the anvils during the procedure. Therefore, this process should be performed very 
carefully, i.e., by slowly increasing pressure with intermittent pauses to allow the gasket material 
to flow in response to the anvil pressure. 
Making a sample hole 
After the gasket pre-indentation process, a small hole for the sample/ruby/medium is drilled 
in the gasket using an electric-discharge-machine (EDM; Hylozoic Products).  The desired hole-
size can be chosen depending on the sample size as well as the highest pressures required in the 
study: in this study, a sample hole with a diameter of ~285-300 µm was drilled.  The gasket 
parameters, as designated in Figure 3.5, significantly affect the gasket operation during high-
pressure measurements. A previous study [3.7] provided the recommended ratio of the following 
parameters, (t:rg:ro:to:do) = (1:3:10:10:100).  Also, it is very important to position the hole in the 
center of the pre-indented region in order to reach the highest pressures without causing the 
anvils to fail.  For the precise centering of the hole, a microscope was also used.  Actually, 
monitoring the hole shape provides a way to check the stability of the pressure cell operation 
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during the high-pressure measurements: that is, if the gasket shows a significant and irregular 
deformation with increasing pressures, it is an indication of instability and the measurements 
should be stopped.   
3.2.3.4. Sample preparation and loading 
The pre-indented gasket with a sample hole is next placed back into the anvil for the sample 
loading.  With the gasket properly sitting on the piston anvil, the prepared sample piece and ruby 
chips are loaded to the gasket hole as illustrated in Figure 3.5. The sample piece should be 
prepared to have the proper size—i.e., to fit into the small gasket hole—and the proper 
crystallographic orientation—for  studies in which the crystal orientation relative to the applied 
magnetic field direction and/or the incident electric field polarization matters: this is one of the 
important procedures required for some experiments, but it turns out to be a very difficult 
procedure because the small sample sizes used in pressure measurements makes it hard to handle 
the samples. Another time-consuming and hard task is to transport the small sample and make it 
sit properly in the gasket hole. For this job, a 28-gauge hypodermic needle was used. Using static 
electricity, the sample could be picked up on the tip of needle and dropped into the hole. But, it is 
a random process, so it is very easy to drop the sample on the way and lose it.  To help the 
process of making the sample sit in the hole properly, a microscope was also used. Ruby chips 
for pressure calibration should be loaded in the hole with the sample piece.  
After successfully loading the sample/ruby, the pressure cell is carefully reassembled, so that 
the sample and ruby are not displaced or reoriented. In preparation for loading the hydrostatic 
medium, after reassembling the cell, the piston of the pressure cell should be pulled back slightly 
to make a small space between the anvils and the gasket, through which the hydrostatic media 
59 
 
(e.g., liquid argon) fills the gasket hole; the space should not be too large, as this can cause the 
sample and/or ruby chips to be lost or improperly positioned, e.g. with the ruby blocking the 
sample or vice versa.  Also, one end of the optical fiber should be plugged into the piston hole 
which acts as the optical exit of the ruby fluorescence light from the ruby chips loaded in the 
gasket hole; the other end of the optical fiber is coupled to a second spectrometer for the ruby 
measurements, so that the optical fiber guides the ruby signal from the anvil cell to the ruby 
spectrometer.   
3.2.3.5. Hydrostatic medium 
The hydrostatic medium is used to deliver a uniform pressure to the sample and ruby chips, 
i.e., the uniformly distributed pressure from the anvils is exerted on the sample and ruby chips 
via the medium, not by direct contact between the anvils and the sample/ruby. In choosing the 
proper medium, hydrostaticity of the medium under the temperature and pressure conditions 
planned for the experiment is the most important aspect to be considered.  It has been found that 
liquid helium and liquid argon are best for maintaining hydrostaticity or quasi-hydrostaticity over 
a wide range of temperatures and pressures.[3.3-4, 3.8-9] This study employed liquid argon as 
the pressure medium because of its low cost, short and easy loading and low possibility of 
sample contamination due to its high purity. Helium is known to be the best pressure medium 
due to its high hydrostaticity at low temperatures, but it requires a more involved loading 
procedure. The advantages and disadvantages of argon and helium as hydrostatic media are 
summarized in Table 3.3. Actually, the non-hydrostaticity of argon is known to be very small, as 
small as ~1% of the applied pressure below 100kbar [3.3, 3.9], which covers the pressure range 
of our interest. 
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Argon Helium 
Advantages Disadvantages Advantages Disadvantages 
Short loading time: 15mins 
Quasi-
hydrostatic 
 Long loading time: 1 day 
Low cost: $0.5/load Very Hydrostatic High cost: $100/load 
Low                             
sample contamination  
Possible                    
sample contamination 
Table 3.3: The advantages and disadvantages of argon and helium as a hydrostatic medium. (From [3.3]) 
How to load the argon 
To load liquid argon into the pressure cell, the pressure cell installed on the pressure insert 
was placed in a tightly sealed copper tube. The copper tube was pumped to eliminate 
contaminants and purged with pure argon gas. This pumping/purging process was repeated at 
least five times to make sure that only pure argon gas fills the tube, and consequently, the gasket 
hole in the cell.  Next, the argon gas was liquefied by immersing the bottom portion of the 
tube—where the cell was placed—in a liquid nitrogen bath.  The liquid argon in the cell was then 
trapped by closing the pressure cell, generating a couple of kbar pressure: if this pressure is too 
high, there is a risk of breaking the anvils when warming up the insert + cell. Finally, the 
pressure cell is warmed up to room temperature, with the cell left sitting inside the tube to avoid 
water contamination. More details of the loading procedure are described in Snow’s thesis [3.3].  
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3.2.3.6. High-pressure Raman measurements at low-temperatures and/or high-magnetic 
fields 
For Raman measurements, the pressure cell is inserted to the horizontal cryostat, which 
orients the optical window of the cell (bottom plate) toward the cryostat window, as shown in 
Figure 3.6. This optical arrangement isn’t too different from that used for the low-temperature 
and/or high-magnetic-field Raman measurements, except that it adds an extra anvil window layer 
through which the incident and scattered photons must traverse, leading to a significant decrease 
of the Raman scattering intensity, as well as to the presence of the anvil phonon modes in the 
measured spectrum.  The first problem can be solved, so some extent, by increasing the incident 
laser power, while the second problem can be solved by using an anvil material that doesn’t 
exhibit any modes in the same energy shift range as the sample modes of interest in the 
experiment.[3.3] 
Therefore, the arrangement in Fig. 3.6 makes it easy to combine high-pressure measurements 
with low-temperature and high-magnetic-field conditions, in such a way that temperature, field, 
and pressure can be controlled independently as well as simultaneously. This enables us to 
access the full-power of Raman scattering measurements. 
As discussed in the previous sections, the high-pressure apparatus used in this study is 
optimized for  low-temperature measurements: that is, the MCDAC-type high pressure cell 
allows pressure-dependent measurements while at low temperatures; the material for the HPC 
and gasket, BeCu alloy, is suitable for the low-T measurements due to its high thermal 
conductivity, hardness, and plasticity at low temperatures; and, argon used as a hydrostatic 
medium is also known to fairly hydrostatic in a wide range of temperatures.[3.3-9] 
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Figure 3.6: The apparatus arrangement for high-pressure measurements, which also can be easily 
combined with the simultaneous and independent low-temperature and high-magnetic-field measurements: 
(a) the high-pressure cell inserted into the horizontal cryostat inside the open bore of the superconducting 
magnet. (b)-(c) Close-up views of the anvils in the HPC which serve as the optical windows for (b) the 
incident/scattered light to/from the sample for Raman scattering, and (c) the incident light and the ruby 
fluorescence to/from the ruby chip for the pressure calibration. 
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To perform high magnetic-field measurement at low-temperatures and high-pressures, the  
electrical and magnetic properties of BeCu  need to be considered also, because the eddy currents 
induced when changing magnetic fields can cause extra heating problems and magnetic-field 
screening effects besides the screening due to the material itself. The low electrical conductivity 
and the small magnetic-field effects (e.g., small magnetic moment and magnetic susceptibility) 
of BeCu make it a good material for high magnetic-field measurements.[3.3] 
3.2.3.7. Pressure calibration 
Accurate in-situ pressure calibration under conditions of changing temperature, magnetic-
field, and pressure can be made by using the ruby fluorescence lines from a ruby chip which is 
also placed inside the gasket along with the sample.  The R1 and R2 ruby fluorescence lines, 
which have respective wavelengths of 6927 Å and 6942 Å at T=300K and P=1atm, are known to 
show wavelength shifts that are linearly dependent on pressure below 200kbar and at 
temperatures from 1K to 300K.  The R1 line is mostly used for pressure calibration due to its 
high intensity, and Figure 3.7.(a) shows the linear pressure-dependence of the R1 ruby line below 
200kbar at room temperature, which can be described by the relationship ∆P = 2.746∆λ where 
∆P is in kbar and ∆λ is in Å.[3.10]  The ruby fluorescence method is widely used for pressure 
calibrations in many pressure-dependent measurements, but it is particularly suitable for our 
pressure measurements using MCDAC because the ruby line exhibits several important 
characteristics [3.3]: 
(i) Linearity of pressure dependence below 200kbar: this allows a pressure calibration in the 
pressure range which covers the upper pressure limit (~100kbar) we can achieve using our DAC. 
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(ii) Huge fluorescence intensity: because of the large fluorescence yield of ruby, only small 
ruby chips need to be loaded with the samples in the small hole for calibration. 
(iii) Narrow linewidth (7.5 Å) and acceptable pressure dependency (0.36 Å/kbar): the narrow 
ruby fluorescence linewidth makes it easy to measure shifts of the ruby line—and hence identify 
small pressure changes—using a low-resolution spectrometer 
 (iv) Acceptable pressure dependency (0.36 Å/kbar): allows a pressure reading with an 
acceptable accuracy.  
(v) Rapid response: enables us to measure the pressure on a short time scale (1-10-3 s), 
allowing real-time pressure tuning of the sample. [3.11] 
Additionally, the ruby line exhibits  a temperature dependence given by the  expression 
∆λT = C1(T - T0) + C2(T - T0)2 + C3(T - T0)3, where T0 is the reference temperature 
with the significant temperature coefficient, C1 ~ 0.007 Å/K.  Therefore, the temperature-
dependent shift of the ruby line should be also considered for correct pressure calibrations at low 
temperatures. The shifts of the R1 and R2 ruby lines as a function of temperature at ambient 
pressure are shown in Figure 3.7(b). 
 
Figure 3.7: (a) Pressure-dependence of the R1 ruby line wavelength-shifts. (b) Temperature-dependence of 
the R1 and R2 ruby line wavelengths. (From [3.10]) 
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To decouple the ruby-line measurements from the Raman measurements of the sample, we 
use a second laser and a small hand-held spectrometer that are dedicated to the ruby 
measurements.  The ruby is excited with the green laser line (532nm) from the second laser 
(Spectra-Physics Excelsior diode-pumped continuous wave solid state laser): the green laser line 
is directed to the ruby in the sample space by using a flip mirror without disrupting the optics for 
the path of the Kr+ laser line, as shown in Figure 3.8. The emitted ruby lines are guided from the 
anvil cell in the sample space to the ruby spectrometer by an optical fiber. The optical fiber end 
is coupled to the spectrometer through a small entrance connector equipped with a fixed entrance 
slit, a long-pass filter, and a fiber clad mode aperture.  The ruby spectrometer is a miniature fiber 
optic spectrometer (Ocean Optics, Inc. USB2000+) with a wavelength range of 595nm-885nm. 
This wavelength range is determined by the spectrometer’s 1200mm-1 grating  long pass filter, 
which transmits light having a wavelength longer than ~590nm. This spectral range covers the 
entire wavelength-range in which the ruby fluorescence lines shift as functions of pressure and 
temperature, but excludes the incident laser line, which has a relatively large intensity to 
overwhelm the ruby lines. This explains our use of a secondary green-line laser, whose emission 
line (532nm) has a large separation in wavelength from the ruby lines and thus is easily excluded 
from the spectral range for the ruby measurements. This simple spectrometer is handy to use, but 
has a relatively low pixel-resolution, ~0.17nm/pixel. However, as mentioned above, the ruby 
fluorescence line is very intense and sharp, so an analysis of the fluorescence peak using a fitting 
function can help increase the accuracy of the pressure calibration. 
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Figure 3.8: Experimental setup allowing for the separate Raman scattering measurements and ruby 
calibration measurements: (a) With the flip mirror (yellow arrow) down, the Kr+ laser line is directed to 
the sample space in order to excite the sample for Raman scattering. (b) With the flip mirror (yellow 
arrow) up, a green line from the secondary laser is directed to the sample space to excite the ruby chip, 
emitting the ruby fluorescence for the pressure calibration. (c) Both the green line and the red line—each 
needed for Raman measurements or ruby measurements—can share the sample optical path to the sample 
space by using the flip mirror. 
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Chapter 4:                                                                            
Single Crystal Growth by an Optical Floating Zone Method 
A variety of techniques have been explored and developed to grow single crystals: e.g., (i) 
solid-state growth such as strain annealing, polymorphic phase change, and solid solution 
precipitation; (ii) solution growth such as low-temperature/superheated aqueous solution, and 
flux growth; (iii) melt growth such as Verneuil, Czochralski, Bridgman-Stockbarger, floating 
zone methods; (iv) vapor phase growth such as sputtering, ion-implantation, and epitaxial 
processes. [4.0] 
Among the numerous growth techniques available, the optical floating zone (OFZ) technique 
is known to be one of the best ways to grow large, high quality single crystals for scientific 
research purposes.  This technique has been used to grow a variety of materials, including high-
Tc superconductors such as Bi2Sr2CaCu2On and La2-xBaxCuO4 [4.1-5], CMR materials such as 
R1-xAxMnO3 (R=rare earth; A=alkali earth) [3.3.6-8], frustrated magnets such as R2Ti2O7 
(R=rare earth) [4.9-10], and spin-Peierls materials such as CuGeO3 [4.11-12].  
In this chapter, I’ll provide a brief overview of the optical floating zone technique and 
discuss the detailed procedures used as part of this thesis work to prepare single crystal samples 
by using the OFZ technique. The steps described below are as follows: (i) preparation of 
seed/feed rods; (ii) growth process using an optical floating zone furnace; and (iii) sample cutting 
and characterization. 
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4.1. Overview of an Optical floating zone technique 
The basic idea of the optical floating zone technique is to transform the rod-shaped 
polycrystalline material to a single crystal by moving a molten zone through the polycrystalline 
rod. The molten zone is a narrow liquid region—created by optical heating (described below)—
that is suspended between the seed and feed rods due to surface tension, as illustrated in Figure 
4.1.  The use of a quartz tube to control the environmental conditions of the sample space in the 
OFZ furnace makes it possible to grow the crystal in a controlled gas environment at 
atmospheric pressure. 
The fact that the float zone technique does not require a crucible—but instead forms a   
suspended molten zone between the feed and seed rods, as described above—is a great 
advantage, because there is no contamination of the  melt from a crucible; this allows the growth 
of  higher-purity crystals than can be obtained using  other melt growth techniques.  In fact, the 
floating zone process was first employed and developed for the purification of silicon in the 
industrial field.   
The OFZ technique employs optical heating, in which the light from a halogen or xenon arc 
lamp is focused on the center focal point of the surrounding ellipsoidal mirrors, resulting in 
intensive heating of the local region.  This heating method is distinct from those of other floating 
zone techniques, e.g., those using induction heating.  Consequently, the OFZ technique can be 
employed to grow single crystals for a wide range of materials, including both conductors and 
non-conductors, while techniques using induction heating are limited to the growth of 
conductors.[4.14] 
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Figure 4.1: Schematic diagram of optical floating zone apparatus: A = atmosphere; Z = floating molten 
zone (from [4.13]). 
 
The OFZ technique has several additional benefits:  it can grow doped materials, both 
incongruently and congruently melting materials, and complex oxides with melting points as 
high as 2,500˚C. On the other hand, the OFZ technique is not suitable for growing materials with 
a high vapor pressure, low surface tension, or high viscosity, and it is not suitable for materials 
that undergo a phase transition during cooling. 
The most critical aspect governing successful OFZ crystal growth is the stability of the 
molten zone, which sensitively depends on the quality of the starting rods—i.e., the feed/seed 
rods—as well as on the growth parameters, such as the applied power, the gas flow, the growth 
rate and the rotational rate of the rod.  In the following sections, these details will be more 
thoroughly discussed.     
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4.2. Preparation of feed/seed rods 
As mentioned above, successful OFZ growth requires high quality starting rods—i.e., 
straight rods having uniform diameter, homogeneous composition, and uniform/appropriate 
density. Poor starting rods interrupt the crystal growth process, and thereby limit the size and 
quality of the resulting crystals.  For example, bent starting rods make difficult the coaxial 
alignment between the feed and the seed rods, interrupting the initial formation of the molten 
zone. In addition, starting rods with high porosities can make  the molten zone very unstable due 
to gas bubble formation, resulting either in the collapse of the zone in a short growth period or in 
the growth of inhomogeneous crystals with internal cavities. 
It is desirable to prepare high quality starting rods that are as long as possible, within the 
limitations of the growth system, because the length of the feed rod limits the length of the 
resulting crystal. Typically, 12‒15-cm-long rods are prepared for a feed rod, while 2‒3-cm-long 
rods are sufficient for use as a seed rod. 
The detailed procedure for preparing the starting rods consists of the following steps. 
Step 1 Preparation of starting powders 
The preliminary procedure for preparing the starting rods is to prepare the powder materials 
with the correct stoichiometry—an accuracy of 0.01% in the chemical composition is 
recommended.  The starting powder should be fine-grained with a uniform grain size for the 
preparation of starting rods with uniform density and low porosity.  Also, coarse powders do not 
bind together well enough to form a solid rod during the hydrostatic pressing process.  The 
proper powder grain size needs to be experimentally determined, but micrometer-scale powder 
grain sizes are generally sufficient to form high quality starting rods. 
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For materials with a simple chemical composition, a wide range of starting powder selections 
are available from commercial chemical companies, which makes this step easier.  However, for 
new materials with complex compositions, the starting powders can be prepared from scratch 
using the following procedures:  (i) weighing/mixing the chemicals based on stoichiometry; (ii) 
grinding/mixing the chemicals by ball-milling or manually using a mortar; (iii) pelletizing the 
powder; (iv) firing the powder at a controlled atmosphere and temperature to obtain a proper 
solid state reaction; (v) grinding/mixing the powder; (vi) characterizing the composition of the 
prepared powder by using powder x-ray diffraction (XRD) or thermo-gravimetric 
analysis/differential scanning calorimetry (TGA/DSC).  To prepare high-quality powders,  
procedure steps  (ii) through  (v) can be repeated.    
Once the starting powder is prepared, the starting rods can be formed/prepared using the 
following methods.  
Step 2 Packing 
The prepared powder is filled into a rubber tube (provided by Crystal Systems Inc.) or a 
plastic balloon using a fennel, and formed as a straight rod with uniform diameter (typically, 
8‒10 mm in diameter) using a glass rod.  The powder should be tightly and uniformly packed to 
avoid cracking during pressing and bending while sintering the rod. 
The filled tube is sealed up while evacuating the residual air using a vacuum pump.  To avoid 
having the packed powder in the tube evacuated along with the air in the tube when pumping, 
small pieces of cotton (in our case, taken from “Q-tips”) are used to cover the packed powder 
(see Figure 4.2). 
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Figure 4 2: Procedure for packing powders in a rubber tube: (1) Fill the powder in a tube using a glass rod 
and pack it tightly. (2) Put the cotton piece on the top of the filled powder. (3) Exhaust the air in the tube.  
Step 3 Pressing & drilling 
The packed powder is pressed using a hydrostatic press to form a rod, as shown in Figure 4.3.  
While it’s being pressed, the sealed tube is supported by a pair of metal holders—made by 
splitting a metal pipe in half—to hold a good shape, and water is used as a hydrostatic pressure 
medium in the vessel. 
The pressure is applied by increasing the pressure of the oil pump: the maximum oil pressure 
is specified as ~70MPa, but the appropriate pressure is experimentally determined to create 
pressed rods with the proper density; over-pressing should also be avoided because it causes a 
breakdown of the rod.  In fact, it is not easy to reach a stable pressure higher than ~60 MPa, 
because the hydrostatic press tends to lose pressure above 60 MPa. The O-ring of the vessel 
piston is essential to maintaining the pressure, so it should be verified that the O-ring is in good 
shape and properly placed in the piston before applying pressure. 
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Figure 4.3: Schematic diagram of a hydrostatic press (from [3.15]). 
After pressing, the rubber tube is stripped from the pressed rod so that the rod can be sintered 
at high temperatures.  The pressed rod needs to be hung on both the rotational lifter during 
sintering and on the upper shaft of the OFZ furnace during growth. Therefore, a small hole 
should be drilled in the rod so that a platinum wire can be threaded through the hole, as shown in 
Figure 4.4: the thin platinum wire is recommended to avoid a chemical reaction of the material 
with the wire under the high heat of both the sintering and FZ furnaces. A ~1mm size of hole is 
drilled on the top part of the rod using a hand drill. The drilling should be done very gently and 
carefully—this is a time-consuming process—because the pressed rod is still brittle at this stage. 
The following sintering process is used to make the rods harder and denser in preparation for 
crystal growth in the OFZ. 
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Figure 4.4: Illustration of drilled hole in the feed rod (from [4.15]). 
Step 4 Sintering 
Sintering is a method to make a single solid object from a shaped powder by heating the 
powder at temperatures below the melting point. This process tightly bonds the powder grains 
together without melting, resulting in a polycrystalline rod with high density and strength.  
Therefore, the sintering process plays an important role in the preparation of denser and less 
porous starting rods.   
The sintering of starting rods is performed using a vertical Molysili furnace combined with a 
rotational lifter, as illustrated in Figure 4.5. This vertical furnace enables sintering in a controlled 
atmosphere by flowing gas from the bottom of the furnace into the sample chamber; the 
rotational lifter helps sinter the rod uniformly by rotating and moving up and down the sintering 
rod, which results in a straight rod with uniform density.   
The detailed sintering process is as follows: 
(i) Setting up the heating rate: the Molysili heating elements are easily broken, so it’s 
recommended that the heating/cooling rate not exceed ~200˚C/hr. 
(ii) Setting up the target temperature: the maximum temperature is specified as 1,700 ˚C, but 
the furnace is normally operated up to 1,500 ˚C. 
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(iii) Setting the gas flow for the proper atmosphere when reaching the target temperature: the 
gas flow in the controlled atmosphere prevents the material from degrading due to oxidation by 
the air during the sintering period.  The opening at the top of the sample chamber can be covered 
by half-split ceramic plates to help maintain good atmospheric conditions. 
(iv) Inserting the pressed rod into the sample chamber: the pressed rod is hung on the bottom 
hook of the alumina ceramic rod, and then lowered into the chamber from the top.  This step is 
carefully done so as not to touch the pressed rod to the inner surface of the hot furnace tube. If 
oxidation from the atmosphere is not a concern during heating, the rod can be placed in the 
furnace before the furnace is heated to the target temperature; but, in most cases, it is more likely 
that the rod will get oxidized when it's heated slowly during the furnace heating process. It is 
also important to locate the pressed rod in the center of the furnace tube so that the rod rotates in 
the same axial position during sintering. 
(v) Setting up the parameters for rotating the rod and moving the rod up and down: the 
rotational rate can be selected in the range 2-30 rpm; the moving speed of the rod should be in 
the range 5-60 mm/minute; the up-and-down length should be in the range 1-200mm; and the 
number of up-and-down cycles should be in the range 1-9999, based on the desired sintering 
period. 
(vi) Terminating a sintering process: when all the cycles are done, the rotational lifter 
automatically lifts up the sintered rod to the top position.  When rapid cooling is required to 
avoid compositional changes and/or phase transitions with decreasing temperature, the sintered 
rod can be quickly cooled down using an auxiliary cooling system, or simply by using distilled 
water—if there is no danger of a reaction between the material and water.    
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Figure 4.5: Illustration of sintering process (from [3.3.15]). 
 
(v) Characterizing the sintered rod: it is important to check that the sintered rod has the 
correct composition and exhibited no degradation during sintering. To test this, a small piece is 
cut from the sintered rod and ground for powder XRD or TGA/DSC measurements.   
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4.3. Single crystal growth by using an OFZ furnace 
While there are  several types of OFZ furnaces—e.g., vertical single- or double-ellipsoid-
mirror furnaces [4.17-18], and horizontal one-, two-, or four-ellipsoid-mirror furnaces [4.13, 4.16, 
4.18-19]—for the growth of a wide range of high quality single crystals, two major types of OFZ 
furnaces are most commonly used:  a two-mirror furnace (NEC Co., Japan) and a four-mirror 
furnace (Crystal Systems Inc., Japan) with a horizontal arrangement of the ellipsoidal mirrors 
and halogen/xenon lamps—i.e., both have the mirrors and lamps in the plane around the crystal 
growth axis in contrast to a vertical arrangement of mirrors (see the difference as illustrated in 
Figure 4.6). 
Our crystal growth was performed using a four-mirror Crystal Systems furnace (Model No. 
FZ-T-10000-H-VI-VP) that provides more uniform heating to the sample rod around the 
horizontal plane, which is critical for the stability of the molten zone.[4.18]  The four-mirror 
furnace also has the advantage of having a shorter effective zone of the quartz tube, which 
should be clean and transparent for the best growth conditions.[4.19]  Figure 4.7 illustrates these 
features of the four-mirror furnace compared to the two-mirror furnace. 
 
Figure 4.6: Illustrations of the OFZ furnace mirror arrangements (from [4.18]). 
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Figure 4.7: (a) Effective zone (purple-colored region) of the two-mirror furnace.  (b) Temperature profile 
of the sample surface in the two-mirror furnace.  (c) Effective zone (purple-colored region) of the four-
mirror furnace.  (d) Temperature profile of the sample surface in the four-mirror furnace (from [4.17-18]). 
The detailed procedure for achieving single crystal growth from the prepared seed/feed rods 
using the four-mirror OFZ furnace consists of the following steps. 
      Step 1 Lamp installation and alignment 
Halogen lamps serve as the optical heating source with the filament of each lamp sitting at 
each different focal point of the four mirrors.  Halogen lamps having various powers—150W, 
300W, 500W, 1,000W, and 1,500W—are available for the appropriate heating, which depends 
on the melting point of the material.  The maximum temperature that can be reached using this 
OFZ furnace model is specified as 2,200˚C.  Single crystals of  materials with higher melting 
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temperatures can be grown  using xenon lamps (3,000W), but the use of these lamps requires a 
different furnace model, such as the FZ-T-12000-X (Max. temperature of 3,000˚C).[4.20] 
 
Figure 4.8: Two different ways to check the alignment of four lamps: (a)-(c) By using a mirror with a 
horizontal line. (b) Exemplary mirror image with the lamps well-aligned. (c) Exemplary mirror image 
with the lamps poorly-aligned. (d)-(f) By partially melting the feed rod without any rotation. (d) Example 
of melting spots with the lamps well-aligned. (f) Example of melting spots with the lamps poorly-aligned. 
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When installing the lamps, it is important to precisely align the four lamps—i.e., the four 
lamps should sit in the same horizontal plane—because the lamp alignment critically affects the 
temperature distribution of the molten zone and thus the stability of the molten zone.  There are 
two ways to check the alignment, as illustrated in Figure 4.8. (a) Using a mirror with a horizontal 
line: The horizontal line can be used as a ruler because its vertical position corresponds to the 
center height of the mirror stage. Therefore, well-aligned lamps provide the filament mirror 
images lined up with the line, that is, they should have the same vertical position. (b) Partially 
melting the feed rod without any rotation: Four partially melted spots on the feed rod heated by 
each mirror should have the same vertical level. This is a more direct way to check the alignment, 
but there is a risk of wasting the prepared rod in this procedure. 
 
Step 2 Mounting the feed and seed rods 
Feed and seed rods should be prepared to have a blunt pencil shape, as shown in Figure 4.10 
(a), which makes it easier create the molten zone. 
(a) Seed rod: Either a single-crystalline or a poly-crystalline rod can be used as a seed.  The 
use of a single crystal seed generally produces a higher quality, large single crystal with the 
preferred orientation.  But, a single crystal is not available as a seed in many cases—especially 
when a single crystal of a new material is grown.  When a polycrystalline sintered rod is used as 
a seed, multiple grains are generated for the initial 3-4 cm growth part of the rod, but a single 
phase having a favored particular crystallographic orientation generally follows this initial 
portion of the rod, as illustrated in Figure 4.11.  A seed rod is mounted in the furnace using a 
ceramic holder.  Various sizes of ceramic holders are available depending on the diameter of a 
seed rod.  When fixing a seed rod with nickel wire (figure 4.9), one needs to ensure that the rod 
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sits coaxially with a holder so that the seed rod remains aligned with a feed rod while rotating 
during the growth. 
 
Figure 4.9: The ways to mount the seed/feed rods: (a) Seed rod mounting by using a ceramic holder (from 
[4.15]). (b) Feed rod mounting by using a platinum wire loop (from [4.15]) 
(b) Feed rod: a polycrystalline sintered rod can be either hung from the hook of the upper 
shaft using a platinum wire, as shown in Figure 4.9, or fixed rigidly to the upper shaft.  
Compared to rigidly fixing the feed rod, loose mounting of a feed rod by hanging the rod 
requires more effort to obtain alignment with a seed rod, but involves less risk for breaking the 
rod when it makes contact with the seed rod during growth.  Fixing the rod rigidly requires more 
accurate alignment of the feed and seed rods to avoid breaking the rod. 
When mounting the feed and seed rods, it is very important to have them coaxially aligned 
with the rods rotating in opposite directions, as illustrated in Figure 4.10.  This alignment plays a 
key role in creating and maintaining a stable molten zone.   
The quartz tube should be installed to seal the sample space for the growth under specific 
atmospheric conditions.  As mentioned before, the effective zone of the quartz tube should be 
clean for the best heating conditions.  The required quartz tube thickness depends on the desired 
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atmospheric pressure during the growth. To install the quartz tube, the upper shaft should be 
lifted to the highest position and the lower shaft should be lowered to the lowest position, then, 
the shafts are placed back into positions for the growth—sometimes, this repositioning is tricky, 
because moving the upper shaft can disturb the alignment of the feed rod, particularly if it hangs 
loosely from the shaft.  In the initial positioning of the rod, the tip of the seed rod should sit close 
to the horizontal mirror plane with a few-mm separation from the tip of the feed rod, so that they 
are in view of the CCD camera system. 
 
Step 3 Creating the molten zone 
Creating the stable molten zone is the most critical procedural step for successful crystal 
growth.  This step consists of the following stages, which are illustrated in Figure 4.10. 
 
Figure 4.10: Illustration of how to create the molten zone: (a) Feed and seed rods should be coaxially 
aligned with counter-rotating. The blunt pencil shape of the feed/seed-rod ends makes this procedure 
easier. (b) Make the seed rod melt first. At this point, the seed-rod top loses its solid shape, and the 
reflection from the melt portion surface changes. (c) Bring the feed rod down to make it placed in the hot-
temperature zone. The feed rod also starts melting. (d) Make a contact between the feed and seed rod to 
create the molten zone. (e) Make the molten zone stable by adjusting the molten zone length. 
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(i) Melt the top of the seed rod: By increasing the heating power slowly, one can find the 
proper power at which the material starts melting—by observing the changes in the shape and 
reflectivity of the rod tip, as illustrated in Figure 4.10.   
(ii) Move the feed rod down: The end of the feed rod starts melting when it is getting close to 
the seed rod, i.e., near the horizontal mirror plane.  If the starting power is too high, the melted 
part of the feed rod will easily fall due to its low viscosity and large mass. Therefore, it is 
important to find the proper heating temperature in the previous step.  With the feed rod 
maintaining its melted portion, the feed rod is lowered to make contact with the seed rod, 
creating the molten zone.   
(iii) Make the molten zone stable:  By controlling the power and the positions of the 
upper/lower shafts, one can adjust the length and shape of the molten zone, which governs its 
stability.  The molten zone can be monitored in situ with aid of a CCD camera built in the mirror 
stage. 
After this stage, crystal growth can be started by travelling the molten zone along the 
polycrystalline feed rod—i.e., moving the heated portion, as shown in Figure 4.11.  
 
 
Figure 4.11: Stages of nucleation and development of the single phase domain. 
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 By moving the molten zone along the feed rod, the liquid in the zone is crystallized at the 
interface between the molten zone and the seed, and the feed rod material dissolves into the 
liquid, replenishing the molten zone.  There are two ways of travelling the molten zone: by 
moving the feed/seed rods with the mirrors and lamps (i.e., the heating sources) fixed; or by 
moving the mirror stage including the mirrors and lamps.  The shaft moving system—which is 
employed in the two-mirror furnace (NEC)—allows the upper/lower shafts, and consequently, 
the feed and seed rods, to move down together while the mirrors and lamps stay fixed. On the 
other hand, the mirror-stage moving system—which is employed in the four-mirror furnace 
(Crystal Systems)—makes the mirror stage move up to travel with the molten zone; in this 
system, the lower shaft is fixed during the growth, but the upper shaft is moved to adjust the 
length of the molten zone and the feeding of material from the feed rod to the liquid in the 
molten zone.[4.13, 4.16, 4.18]  Since the four-mirror furnace was used in this study, the crystal 
was grown by moving up the mirror stage while simultaneously lowering the upper shaft.  
 
Step 4 Optimizing the growth parameters 
There are several parameters one can control during the growth using the four-mirror OFZ 
furnace: the heating power, the atmospheric gas flow and pressure, the rotation rates of the 
upper/lower shafts, the mirror-stage moving rate, and the upper shaft moving rate, which 
determine such growth conditions as the temperature distribution of the molten zone, the growth 
atmosphere, the feed/seed rods’ rotation rates, the crystal growth rate, and the melt feeding rate.  
Not only is the stability of the molten zone very susceptible to changes in these parameters, but 
the quality of a growing crystal is also very dependent on the choice of the parameters.  
Therefore, for successful growth of a large, high-quality single crystal, it is most critical to find 
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the specific combination of parameters that provide the best growth conditions, i.e., for making 
the molten zone stable.  However, the best choice of parameters depends sensitively on the 
furnaces used and the quality of the prepared seed/feed rods.  Thus, this job requires many trials 
to identify optimal parameters, even if the growth recipes are provided.  Moreover, growing a 
crystal from a new material requires substantial expertise because there is no generalized guide 
for choosing the best growth parameters; thus, this process needs to be performed mostly with 
many trials and errors.  In the following, I’ll discuss each control parameter in more detail.  
(i) Heating power 
  Heating power is a key parameter for determining the stability of the molten zone because 
heating power controls such molten-zone properties as length, shape, liquid viscosity, and 
evaporation of components, all of which govern the stability of the molten zone. If the heating 
power is too high, not only does the molten zone become too long to sustain the zone, i.e., the 
liquid’s mass is too high, and its viscosity and surface tension are too low, resulting in the 
collapse of the molten zone.  On the other hand, if heating power is too low, the material doesn’t 
melt properly to form the molten zone and to be homogeneously mixed together.  The optimum 
heating power strongly depends on the melting point of the growing material, but it is also 
dependent on the apparatus setup, e.g., the lamp alignment, as well as other growth conditions, 
e.g., the growth atmosphere, requiring the experimental optimization for each growth.  
(ii) Growth atmosphere and pressure 
  A controlled gas environment is important to both the quality of the grown crystals and the 
stability of the molten zone, because the gas environment controls the phase stability and the 
thermodynamics of the material during growth; these thermodynamic considerations affect the 
temperature of the materials, the evaporation of the components, the stoichiometry and lattice 
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parameters of the crystals, the formation of bubbles, cracks, and secondary-phases, and the 
stability of the molten zone during growth.[4.14]  It has been reported that the growth 
atmosphere at higher pressures helps reduce the volatilization losses from the materials, and thus 
results in the growth of more stoichiometric crystals.[4.14]  On the other hand, it has also been 
reported that higher gas pressures cause additional cooling effects [4.21], requiring more heating 
power to melt the material; this can cause larger thermal stresses along the growing crystal, 
resulting in crack formation.  Also, higher gas pressures can introduce bubbles in the molten 
zone, making it unstable for some crystal growths. 
(iii) Rotation rates of the upper/lower shafts 
  Rotation of the feed and seed rods can be used for mixing and uniform heating of material 
in the molten zone, which helps to increase the homogeneity of the composition and the 
temperature distribution in the molten zone during growth.  Generally, counter-rotating the 
feed/seed rods is favored for more efficient mixing, but the rods can also be rotated in the same 
direction, depending on the material.  Previous studies reported that a higher rotational rate 
helped make the molten zone more stable for the growth of some materials, e.g., R9.33(SiO4)6O2 
(R = Pr, Nd, Sm) [4.22-23] and Al- and Ga-substituted YIG [4.24], by decreasing the convexity 
of the solid-liquid interface.  However, other studies have deemphasized the importance of the 
rotation rates in many growths because the dynamics related to the rotation rate is 
complicated.[4.14]   
(iv) Mirror-stage moving rate 
  The mirror-stage moving rate corresponds to the moving rate of the molten zone, and 
consequently the crystal growth rate.  The growth rate is another important factor that affects the 
molten zone stability and the crystal quality.  In general, the lower growth rates are preferred for 
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growing larger crystals.[4.14] The best growth rate varies from material to material, governing 
crystal quality characteristics such as compositional homogeneity, cracks, bubbles, and twin 
formation.  Higher growth rates are favored for growing congruently melting materials [4.25], 
while lower growth rates are required for the growth of the incongruently melting materials 
because of the slow diffusion process between the solid-liquid interface of those materials.[4.13-
14, 4.21]  However, growth rates that are too low can also cause an instability of the molten zone 
even for the incongruently melting materials, e.g., Bi2Sr2-xLaxCuO6+δ [4.26]. In fact, the best 
growth rates for molten zone stability are dependent on the materials: for example, higher growth 
rates help to make the molten zone stable for some materials, e.g., La2-xSrxCoO3+δ [4.27]; but, for 
other materials, e.g., La2-xBaxCuO4 [4.28], lower growth rates make the molten zone more stable.  
Therefore, the optimum growth rates to satisfy all the issues related to the crystal size, quality, 
and the molten zone stability can be determined only by experiments. 
(v) Upper-shaft moving rate 
  During growth, the dissolving material from the feed rod to the molten zone should 
compensate for the loss from the molten zone due to evaporation as well as crystallization on the 
seed.  By controlling the speed at which the upper shaft is lowered, one can adjust the amount of 
material dissolving from the feed rod to the molten zone, i.e., the feeding rate.  The rate of 
feeding is important, because it controls the shape/size of the molten zone that affects the 
stability of the molten zone.  The feeding rate can be optimized experimentally and depends on 
the material and feed rod properties such as diameter and density. 
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4.4. Sample preparation and characterization 
By maintaining the stable molten zone under the best growth condition for a long period of 
time, one can obtain a rod-shaped single crystal with lengths up to 10-15 cm and diameters up to 
10 mm.  The grown crystal can be cut into small sample pieces with the size and the 
crystallographic orientation proper for each measurement by using a fine cutter equipped with a 
three-stage goniometer (Crystal Systems Co.), as shown in Figure 4.12.  This setup enables one 
to adjust the orientation of the sample in three independent directions.   
Each sample needs to be characterized by performing various measurements:  powder XRD, 
TGA/DSC (Thermo-gravimetric Analysis/Differential Scanning Calorimetry), and EDX 
(Energy-dispersive X-ray spectroscopy) measurements can provide information about the crystal 
stoichiometry.  Laue XRD, x-ray pole figure analysis, and EBSD (Electron Backscatter 
Diffraction) measurements provide information about the crystallographic orientation of the 
sample.  Finally, magnetic susceptibility, electrical transport, and heat capacity measurements 
can be used to characterize the sample’s magnetic, electrical, and thermal properties, respectively. 
 
Figure 4.12: Fine cutter equipped with a three-stage goniometer (from [4.29]). 
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Chapter 5:                                                          
LaxPryCa1−x−yMnO3: temperature- and field-induced melting 
of charge order 
The manganese perovskites A1-xBxMnO3 (A = trivalent rare earth, B = divalent alkaline earth) 
are known to show many interesting properties, such as charge/orbital ordering (COO) [5.1-3], 
phase separation [5.4-7], and colossal magnetoresistance (CMR) [5.8-11].  In fact, all of these 
properties are related: for example, the strong competition between the COO phase and the 
ferromagnetic metallic (FMM) phase gives rise to two-phase coexistence, leading to colossal 
changes in physical properties with small changes in external perturbations, e.g., CMR.  
Therefore, the COO manganites are particularly interesting correlated systems to study. 
In this chapter, I’ll present field- and temperature-dependent Raman scattering studies of 
La0.5Ca0.5MnO3 and La0.25Pr0.375Ca0.375MnO3, which provide the microscopic details about the 
thermal and field-induced melting of charge- and orbital-order (COO) in the (La,Pr,Ca)MnO3 
system—including the role of disorder in the COO melting—and, furthermore, enable us to map 
out the structural and COO phases of these systems as functions of temperature and magnetic 
field.  These studies demonstrate how magnetic-field-dependent Raman scattering can be used to 
identify the structural phases of materials under conditions—such as high magnetic field and 
high pressure—that aren’t easily accessible using other techniques. 
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5.1. Material background 
5.1.1. La0.5Ca0.5MnO3  
The half-doped manganese perovskite La0.5Ca0.5MnO3 is an ideal system for studying the 
strong coupling among the spin, charge, orbital, and lattice degrees of freedom, as this material 
exhibits simultaneous charge order, orbital order, antiferromagnetic spin order, and lattice 
distortions.  The La0.5Ca0.5MnO3 system—at the commensurate doing x=0.5—is well-known to 
show the most robust charge-ordered state below TN = 155K, in which the eg electrons localize in 
periodic arrays on select Mn sites, forming a checkerboard pattern with an equal proportion of 
Mn3+ (1 eg electron) and Mn4+ (0 eg electrons) ions throughout the lattice, as illustrated in Figure 
5.1. [5.1-3]   
 
Figure 5.1: Schematic representation of the CE-type AFM/charge/orbital order in La0.5Ca0.5MnO3, 
showing the doubling of the unit cell. The real structure (space group mP /21 ) of the COO state involves 
the octahedral tilts along the b axis as illustrated in 5.2.(b), which are simplified in this scheme. 
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Figure 5.2: (a) Unit cell of orthorhombically distorted perovskites with Pnma  structure, which is a 
superstructure of the ideal cubic perovskites structure (space group mPm3  with the unit cell indicated by 
the red-dot box) with the MnO6 octahedra Jahn-Teller distorted and rotated along the [010] and [101] 
cubic axes. These changes give rise to the following values for the lattice parameters in La0.5Ca0.5MnO3:  
a ≈ b ≈ 2 ac and c ≈ 2ac, where ac = the cubic perovskite lattice parameter. (b) Unit cell of a mP /21  
structure which is a superstructure of the Pnma  structure due to a symmetry lowering in the COO phase.  
This involves a doubling of the Pnma  unit cell to a structure with lattice parameters a ≈ 2 ac, b ≈ 2 ac 
and c ≈ 2ac. 
This charge ordering is associated with cooperative Jahn-Teller (JT) distortions of the 
Mn3+O6 octahedra, which lower the total energy by lifting the degeneracy of the eg orbitals on the 
Mn3+ sites.  These JT distortions are accompanied by long-range orbital ordering (OO), in which 
the eg orbitals on the Mn3+ sites alternate between 223 rxd − and 223 rzd − orbital configurations, as 
shown in Figure 5.1 and 5.2.(b).[5.1-3, 5.12-13] This charge- and orbital-ordering (COO) 
configuration leads to a mP /21  structure of La0.5Ca0.5MnO3 below TN, which is a superstructure 
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of the room-temperature Pnma structure in which the unit cell is doubled along the a axis: the 
Pnma structure is the averaged structure of the perovskite manganites, in which the ideal cubic 
perovskite structure is orthorhombically distorted by tilt- and/or JT-distortions of the MnO6 
octahedra; but, an inequivalency in the two adjacent Mn3+ sites along the a axis in the COO gives 
rise to a further symmetry lowering of La0.5Ca0.5MnO3, as illustrated in Figure 5.2.[5.12-20]   
This COO configuration allows for anisotropic magnetic exchange interactions between the 
Mn ions, resulting in such complex spin order as a CE-type antiferromagnetic ordering (AFM) in 
which the spins within the zigzag chains are ferromagnetically ordered while spins between 
adjacent chains are antiferromagnetically ordered, as illustrated in Figure 5.1. This magnetic 
ordering pattern is explained by the semicovalent exchange coupling model of Goodenough 
[5.14]: the singly semicovalent-bonded Mn3+-O-Mn4+ structure along the chains favors FM 
coupling, while the doubly semicovalent-bonded Mn3+-O-Mn3+/Mn4+-O-Mn4+ structure between 
the adjacent chains favors AFM coupling. 
The magnetization and transport properties reflect this strong COO/AFM coupling in 
La0.5Ca0.5MnO3.  For example, this system exhibits magnetic transitions from a high temperature 
paramagnetic to a ferromagnetic phase at TC=225K, and then to an antiferromagnetic phase 
below TN=155.  These magnetic phase changes are associated with the changes in the transport 
properties, as shown in Figure 5.3. [5.1, 5.12-14, 5.21]  Lattice-parameter changes accompanying 
the magnetic phase changes also indicate that there are associated structural changes: as the 
temperature decreases from TC to TN, the a  axis increases by a∆ ~0.022Ǻ, the c  axis increases 
by c∆ ~0.041Ǻ, and the b  axis decreases by b∆ ~ -0.122Ǻ, which can be attributed to the 
polarization of Mn3+ 223 rxd − and 223 rzd − orbitals lying in the a - c  plane. [5.1, 5.12-13] 
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Figure 5.3: Temperature dependence of magnetization (H=1T) and electric resistivity (H=0T) of 
La0.5Ca0.5MnO3 as a function of decreasing temperature. (b) Temperature dependence of lattice 
parameters and cell volume of La0.5Ca0.5MnO3 as a function of decreasing temperature.  The shaded area 
indicates the temperature range of hysteresis. (From [5.12]) 
5.1.2. La0.25Pr0.375Ca0.375MnO3 
Another interesting system is Pr3+-doped La0.625Ca0.375MnO3, which shows a high tunability 
of phases as a function of both ionic size and doping due to strong phase competition.  
La0.625Ca0.375MnO3 has a ferromagnetic metallic (FMM) ground state below the Curie 
temperature TC~240K, because electron doping (substitution of Mn4+ with Mn3+) promotes the 
double exchange mechanism (DE) that allows hopping between Mn4+ and Mn3+ sites when the eg 
electrons spins are aligned with the Mn local moments.[5.21]  However, transport and magnetic 
measurements on La0.625-yPryCa0.375MnO3 show that chemically substituting La3+ with Pr3+ also 
creates a random disorder potential, due to the fact that Pr3+ has a smaller ionic radius than La3+.  
Pr-substitution results in a decrease of TC down to ~100K for y=0.375, as well as an enormously 
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large residual resistivity even below TC, as shown in Figure 5.4.[5.6]  This large residual 
resistivity has been attributed to the existence of charge-ordered regions that coexist with 
ferromagnetic metal regions below TC, which is a quintessential consequence of phase 
competition in correlated systems. In fact, the inhomogeneous spatial mixture of FM and CO 
domains in La5/8-yPryCa3/8MnO3 (y=0.375, and 0.4) was observed by electron microscopy 
measurements.  That is, La0.25Pr0.375Ca0.375MnO3 is also a CO system, but the CO phase in this 
material is not commensurate with the lattice because of disorder, which can be introduced by 
replacing La3+ with a cation (Pr3+) having a smaller ionic radius. Therefore, the 
La0.25Pr0.375Ca0.375MnO3 system provides an interesting opportunity to study the effects of 
chemical disorder on the charge-ordered state and the complex field- and temperature-dependent 
phase behavior observed in the manganese perovskite system. 
 
Figure 5.4: Transport and magnetic properties of La5/8-yPryCa3/8MnO3 as functions of temperature and y 
(Pr-substitution): (a) Temperature dependence of electric resistivity of La5/8-yPryCa3/8MnO3 for 0 ≤ y ≤ 
0.42 as functions of increasing temperature (dotted lines) and decreasing temperature (solid lines). (b) 
Temperature dependence of magnetoresistence in 4 kOe of La5/8-yPryCa3/8MnO3 for 0 ≤ y ≤ 0.42 as 
functions of increasing temperature (dotted lines) and decreasing temperature (solid lines).  (From [5.6]) 
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5.2. Motivation 
One of the most interesting topics in studies of the charge- and orbital-order (COO) of the 
manganites has been the manner in which the COO state “melts”, i.e., collapses from an ordered 
phase to a disordered phase.  This COO melting can be either classical thermal melting induced 
by tuning the temperature or “quantum mechanical” melting induced by tuning a control 
parameter such as doping, pressure, and magnetic field near T~0.  The latter case is of particular 
interest, as quantum, rather than thermal, fluctuations may play a significant role in quantum 
melting of COO. [5.22-26] 
Thermal melting of COO in the manganites has been well-studied in a variety of 
measurements. For example, magnetic and transport measurements show that COO in 
La0.5Ca0.5MnO3 melts into a FM metal phase upon increasing the temperature above TN, and that 
this transition is hysteretic―exhibiting an FM to AFM transition at TN=135K on cooling, and at 
TN=180K on warming―indicating that the thermally driven transition between AFM insulating 
and FM metal phases is first-order.[5.21] Electron and x-ray diffraction measurements of 
La0.5Ca0.5MnO3 further show that the AFM to FM transition coincides with a transition from a 
commensurate (CM) to incommensurate (IC) charge-ordered phase, in which the COO 
superlattice peaks exhibit a decreased commensurability with the lattice and a suppression in 
intensity with increasing temperature up to TCO=240K.[5.12-13, 5.16]  These results suggest that 
IC charge ordering coexists with the ferromagnetic metal phase in the temperature regime 
between TN and TCO. Electron microscopy studies also show that two-phase coexistence in 
La0.5Ca0.5MnO3, La5/8-yPryCa3/8MnO3 (y=0.375, and 0.4), and La0.33Ca0.67MnO3 originates from 
an inhomogeneous spatial mixture of FM and CO domains, whose sizes vary with 
temperature.[5.6, 5.17, 5.27]  It was proposed that IC charge ordering results from thermal 
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disordering of the eg orbitals in the CO regions, which finally collapse completely at TCO.[5.17] 
The same mechanism for thermal melting was also observed in electron diffraction and electron 
microscopy measurements of La0.45Ca0.55MnO3 and Pr0.5Ca0.5MnO3.[5.28] 
In contrast to thermal melting of COO in the manganites, quantum mechanical (QM) melting 
has been much less well studied, particularly using microscopic diffraction or spectroscopic 
probes.  While the strong spin-lattice-charge coupling in the COO manganites suggests that 
novel phase behavior might result from QM melting of COO with magnetic field and pressure 
tuning, most studies of QM melting behavior have relied upon chemical substitution at the 
divalent cation site.  However, this method of phase tuning creates a disorder potential that is 
expected to have significant effects near quantum phase transitions.[5.5, 5.21, 5.14-15, 5.26, 5.29] 
While more limited in number, studies of magnetic-field-tuned melting of charge order in the 
manganites have been revelatory:  Transport and magnetic studies of magnetic-field-tuned COO 
melting in Nd0.5Sr0.5MnO3, Pr0.5Sr0.5MnO3, and Pr1-xCaxMnO3 (x=0.3, 0.35, 0.4, and 0.5) showed 
that an applied magnetic field disrupts the AFM order associated with COO, and thereby disrupts 
the COO state, leading to a sharp drop in resistivity and a transition to a FM metal phase.[5.21-
22, 5.24-25]  The hysteresis observed in these measurements indicates that the field-tuned AFM-
to-FM transition is also a first order transition.[5.21-22, 5.24-25]  Optical measurements of 
Pr0.6Ca0.4MnO3 and Nd0.5Sr0.5MnO3 have also investigated the effects of thermal and field-
induced melting of charge/orbital order on the optical spectral weight over a wide energy 
range.[5.30-31]  However, while these bulk measurements have provided important information 
regarding the effects of thermal and field-induced melting on the physical properties of the 
manganites, they convey little information regarding the structural or other microscopic changes 
that accompany quantum melting of COO in the manganites. 
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Structural studies of COO field-induced melting in the manganites have been very limited.  
For example, field-dependent x-ray diffraction measurements of La0.5Ca0.5MnO3, performed in 
the field range H = 0 to 10 T, have been performed only at T=115K, showing that the variance of 
the Mn-O-Mn bond length—and hence the size of the JT distortion—decreases with increasing 
field at this temperature.[5.32]  However, there have been, as yet, no extensive structural studies 
of field-induced COO melting in the manganites over a more complete range of the H-T phase 
diagram. 
The dearth of microscopic measurements of field- and pressure-tuned quantum phase 
transitions associated with COO in the manganites has left unanswered a variety of important 
questions, including: What microscopic changes accompany quantum mechanical melting of 
COO in the manganites as functions of pressure and magnetic field?  Is there evidence in 
quantum phase transitions for novel phase behavior, such as electronic liquid crystal [5.33] or 
spin-glass phases?  What magnetic and structural phases result when COO melts by tuning 
magnetic field or pressure?  What is the role of disorder in the field- or pressure-tuned quantum 
phase transitions? 
Field- and pressure-tuned inelastic light (Raman) scattering measurements provide a 
powerful method for studying structural and other microscopic details associated with quantum 
phase transitions in complex oxides [5.33-36] because: Raman scattering can provide detailed 
information about all the important (spin, charge, lattice, and orbital) degrees-of-freedom in the 
manganites; and moreover, Raman measurements can be readily made under the ‘extreme’ 
conditions of low temperature, high magnetic field, and/or high pressure needed for studying 
quantum phase transitions in correlated materials. [5.33-37] 
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Overall, the above issues—and the experimental capabilities of our Raman system—motivate 
the field- and temperature-dependent Raman scattering studies on the COO manganites, 
La0.5Ca0.5MnO3 and La0.25Pr0.375Ca0.375MnO3 that will be described below. 
5.3. Experimental details 
Raman scattering measurements were performed on high-purity polycrystalline pellets of 
La0.5Ca0.5MnO3 (TCO=240K; ref. 27) and La0.25Pr0.375Ca0.375MnO3 (TCO=210 K; ref. 14). The 
pellets of both materials contained typical crystallite sizes between 3×3×3µm3 and 5×5×5µm3. 
The Raman scattering measurements were performed using the 647.1 nm excitation line from 
a Kr+ laser.  The incident laser power was limited to 10mW, and was focused to a ~50µm-
diameter spot to minimize laser heating of the sample.  Raman scattering measurements were 
made in both the temperature range 4-350 K and the magnetic-field range 0-9 T.  
Magnetic field measurements were performed in the Faraday ( q ||H) geometry.  To avoid 
Faraday rotation effects in applied magnetic fields, the incident light was circularly-polarized in 
the (Ei, Es) = (L, R) geometry,[5.38] where Ei and Es are the incident and scattered electric field 
polarizations, respectively, and L(R) stands for left (right) circular polarization. This geometry 
allowed us to investigate modes with symmetries gA + gB1 + gB2 + gB3 .  In this study, when listing 
the excitation symmetries observed, rather than referring to the mP /21  space group of the actual 
structure, we use the irreducible representations of the orthorhombic Pmma space group of the 
simplified structure in which the octahedral tilts (rotations) are not present, but in which the 
symmetry is lowered due to the charge/orbital ordering. This simplification is justified [5.19] by 
the observation that the most intense Raman lines observed in La0.5Ca0.5MnO3 are associated 
with those observed in the COO layered manganites.[5.39] 
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5.4. Results and Discussion 
5.4.1. Mode assignments 
The temperature dependent Raman spectra of La0.5Ca0.5MnO3 are shown in Figure 5.7.(a). As 
the temperature is decreased below TN=180K, a broad peak near 465 cm-1 narrows, increases in 
intensity, and shifts to higher energies, attaining a value of roughly 480 cm-1 below T ~ 150 K.  
The evolution of this peak is concomitant with the growth of new peaks at 400, 430, and 515 
cm-1 that appear in the COO phase.  Notably, the temperature dependent Raman spectra we 
observe in Figure 5.7.(a) are consistent with those reported previously by Granado et al [5.40], 
Liarokapis et al.[5.41], and Abrashev et al.[5.19] 
In the following, we focus on the assignments of several phonon modes—including the 480 
cm-1 phonon and newly observed modes at 400, 430, and 515 cm-1 in the COO phase—which are 
used in this study to monitor the field- and temperature-dependent evolution of various phases in 
La0.5Ca0.5MnO3 and La0.25Pr0.375Ca0.375MnO3:  
(i) 480 cm-1 “Jahn-Teller” mode – Previous reports have attributed the 480cm-1 peak to 
either Mn-O bending [5.19, 5.42] or stretching [5.39, 5.41, 5.43] modes associated with the 
MnO6 octahedra.  We associate the 480 cm-1 peak with two nearly degenerate asymmetric Mn-O 
stretching modes of the MnO6 octahedra (illustrated in Figure 5.5), a B2g mode at 473 cm-1 and 
an Ag mode at 487 cm-1, based upon the following evidence:  First, Raman studies show that the 
energy of the 480 cm-1 phonon is not sensitive to substitution at the rare-earth site, R.[5.43]  This 
suggests that the 480 cm-1 phonon in La0.5Ca0.5MnO3 is a Mn-O stretch mode, since substitution 
on the rare earth site R strongly affects the frequencies of the Mn-O bending modes.[5.43]  
Second, the broad band near 465 cm-1—from which the 480 cm-1 phonon evolves—is activated 
in the Raman spectrum by JT distortions of the MnO6 octahedra,[5.19, 5.43-45] which lower the 
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site symmetry and activate the asymmetric stretching modes.  Consequently, the 480 cm-1 “Jahn-
Teller” mode serves as an ideal probe of the degree to which JT distortions evolve through 
various temperature- and field-dependent transitions in La0.5Ca0.5MnO3 and 
La0.25Pr0.375Ca0.375MnO3.  The JT distortions of the MnO6 octahedra are induced by the 
localization of eg electrons on the Mn3+ sites, and consequently the presence of the 480 cm-1 
mode can indicate even short-range charge/orbital order. 
 
 
Figure 5.5: Normal modes associated with the 480cm-1 JT peak:  the 487cm-1 B2g and 473cm-1 Ag 
asymmetric stretch modes of the oxygen atoms in the MnO6 octahedra. (adapted from [5.19] and [5.39]) 
 
(ii) “Folded phonon modes” - The appearance of new peaks at 400, 430, and 515 cm-1 in the 
COO phase of La0.5Ca0.5MnO3 below T ~ 150 K (see Figure 5.7.(a)) reflects the doubling of the 
unit cell in the CO phase, which “folds” zone-boundary phonon modes to the zone center.  
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Similar zone-folding behavior has been observed in the Raman spectra of other COO materials, 
including La0.5Sr1.5MnO4 and LaSr2Mn2O7.[5.39, 5.46] In La0.5Ca0.5MnO3, we attribute the new 
B2g modes at 400 cm-1 and 430 cm-1, and the Ag mode at 515 cm-1, to Mn-O bending modes of 
the MnO6 octahedra,[5.47] which become Raman-active in the monoclinic mP /21  structure that 
results from the doubling of the Pnma phase by charge/orbital ordering.[5.19, 5.44] Evidence for 
our interpretation is seen in the rapidity with which these modes disappear as La1-xCaxMnO3 is 
doped away from commensurate x=0.5 filling, as shown in Figure 5.6.  The strong doping 
dependence of these ‘activated’ modes is indicative of the sensitivity of these folded modes to 
the loss of long-range charge and orbital order; consequently, we can use the intensities of these 
folded phonons to characterize the degree of long-range charge/orbital order in La0.5Ca0.5MnO3 
as functions of magnetic field and temperature. 
(iii). “Field-induced modes” – Two modes at 420 cm-1 and 440 cm-1, which are very weak 
but apparent in the zero-field spectrum at T=160K, are dramatically enhanced with increasing 
magnetic field, as shown in the inset of Figure 5.7.(a).  These magnetic-field-induced modes are 
characteristic of spectra that have been observed for manganites having structural phases with 
weak or no JT distortions, i.e., with symmetric or nearly symmetric MnO6 octahedra.  These 
phases include rhombohedral La0.67Sr0.33MnO3,[5.43] orthorhombic (FMM) La0.67-
Ca0.33MnO3,[5.43-45] rhombohedral La0.98Mn0.96O3,[5.44] and orthorhombic (PM) CaMnO3. 
[5.48] Additionally, magnetic-field-dependent x-ray diffraction studies of La0.5Ca0.5MnO3 
provide further evidence that the MnO6 octahedra have identical Mn-O bond lengths at high 
fields.[5.32] Therefore, we assume that the appearance of the new modes at 420 cm-1 and 440 
cm-1 are indicative of a new structural phase that has no, or only weak, JT distortions.   
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Figure 5.6: (a) Doping dependence of the Raman spectrum of La1-xCaxMnO3 at x=0.5, 0.495, 0.55, and 
0.45. (b) Summary of the intensity of the 400cm-1 “folded phonon” mode (empty squares) and the 480cm-
1 JT mode (filled circles) as a function of doping. 
Regarding the specific mode assignment of the 420 cm-1 and 440 cm-1 phonons, although it is 
unclear whether these modes are best associated with an orthorhombic Pnma  structure (of 
LaMnO3) or with the rhombohedral structure,[5.44-45] there is a clear correspondence between 
the 420 cm-1 and 440 cm-1 field-induced modes of La0.5Ca0.5MnO3 and the 465cm-1 and 487cm-1 
modes in CaMnO3;[5.48] the ~46 cm-1 frequency difference between these pairs of modes can be 
attributed to the strong sensitivity of the frequency of these phonons to the R-O bond length 
reported by Martín-Carrón et al.[5.48]  In CaMnO3, the modes at 465cm-1 and 487cm-1 are 
activated by a D[101] type distortion of the MnO6 octahedra, which is imposed on the cubic 
perovskite structure by the mPm3  symmetry, and which results in a lowering of symmetry to the 
orthorhombic Imma structure.[5.48]  However, because CaMnO3 also has both weak JT 
distortions of the MnO6 octahedra and DA-shift type distortions—shifts of the A-type (Ca2+) atoms, 
CaMnO3 is most appropriately associated with the orthorhombic Pnma  structure.[5.48]  
Therefore, more study is needed to identify whether the specific structural phase we observe in 
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La0.5Ca0.5MnO3 at high magnetic fields is a Pnma  phase with weak JT distortions, or simply a 
Imma phase with a D[101] basic distortion.  In either case, we can use the field-induced modes at 
420 cm-1 and 440 cm-1 to monitor the evolution of a ‘weakly JT distorted’ (Imma or Pnma ) 
phase in La0.5Ca0.5MnO3 and La0.25Pr0.375Ca0.375MnO3 as functions of magnetic field and 
temperature.  
 
Figure 5.7: (a) Temperature dependence of the Raman spectrum of La0.5Ca0.5MnO3 in the temperature 
range 6-170K. (inset) Field-dependence of the 420cm-1 and 440 cm-1 “field-induced modes” for T=160K, 
showing the enhancement of these modes with applied magnetic field.  (b) Intensity (empty squares) and 
linewidth (filled circles) of the 480cm-1 JT mode as a function of temperature. (c) Summary of the 
intensity (empty squares) and linewidth (filled circles) of the 400cm-1 “folded phonon mode” as a 
function of temperature. 
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5.4.2. Raman Studies of La0.5Ca0.5MnO3 
In the following, we describe the results of our temperature- and field-dependent Raman 
scattering measurements of La0.5Ca0.5MnO3, in which material the COO state is fully 
commensurate and ordered (see Figure 5.1-2) at temperatures well below TCO=240K. 
5.4.2.1. Temperature dependence 
Figure 5.7.(a) shows that the four low temperature peaks at 480 cm-1, 400 cm-1, 430 cm-1, and 
515 cm-1 systematically lose intensity as a function of increasing temperature:  the “folded 
phonon” peaks at 400 cm-1, 430 cm-1, and 515 cm-1 are completely suppressed above T=150 K, 
but exhibit very little change in linewidth throughout the temperature range 0 – 150 K.  On the 
other hand, the 480 cm-1 “JT mode” persists above 150 K, but exhibits both a significant 
broadening in linewidth and a shift in energy above this temperature.  The temperature 
dependent intensities and linewidths of the 400 cm-1 and 480 cm-1 modes are summarized in 
Figures 5.7.(b) and 5.7.(c).  Figure 5.7.(a) also reveals that new weak peaks at 420cm-1 and 
440cm-1 start to appear for T>150K, in which temperature regime the folded phonon peaks are 
suppressed and the 480 cm-1 JT mode is weak but present.  As shown in the inset of Figure 
5.7.(a), the new peaks at 420  cm-1 and 440 cm-1 are very weak in the H = 0 T spectra, but 
become significantly stronger with increasing magnetic field.  
5.4.2.2. Field dependence 
Figures 5.8.(a), 5.8.(b), and 5.8.(c) show the field-dependent Raman spectra obtained at T = 6 
K, T=120 K, and T = 150 K, respectively.  Below T = 80K, Raman spectra taken as a function of 
magnetic field show little significant change in the linewidths or intensities of the modes 
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between 0 T to 9 T, as shown in the spectra obtained at T=6 K in Figure 5.8.(a).  However, for T 
≥ 80 K, the intensities of the phonon modes become increasingly sensitive to the application of a 
magnetic field, as shown in the spectra obtained at T=120 K in Figure 5.8.(b).  Figure 5.8.(d) and 
5.8.(e) summarize the field-dependent intensities and linewidths of both the 480 cm-1 “JT mode” 
and the 400 cm-1 “folded phonon mode” at T = 120 K.  The field-dependent development of both 
the intensities and linewidths of these peaks is very similar to their temperature-dependent 
evolution described earlier.  In particular, while there are significant and systematic changes in 
the intensities of the “JT” and “folded phonon” modes with increasing field, there is much less 
change in the linewidths of these modes with applied fields below 7 T.  Above 7 T, the folded 
phonon mode disappears, but the 480 cm-1 JT mode weakly persists without any noticeable 
change in intensity.  The spectrum at T=120 K also illustrates that the new modes at 420 cm-1 
and 440 cm-1 appear above 6 T, indicating the appearance of a “weakly JT distorted” phase.  
These modes become enhanced with increasing field but show no significant enhancement above 
7 T, indicating a full development of the modes.  The spectrum at T=150 K in Figure 5.8.(c) 
shows that the evolution of the “field-induced” modes occurs at a significantly lower magnetic 
field value H*(T) compared to that at T=120 K, and the modes are completely developed even at 
H~3 T.  One also observes that, at T=150 K, the folded phonon modes are very weak at H=0 T, 
and disappear with the applications of even a small magnetic field, suggesting that long range 
COO is disrupted at this temperature even for small applied magnetic fields.  We show the 
evolution of the folded phonon modes and the field-induced modes by plotting their intensities as 
functions of both magnetic field and temperature in Figures 5.9.(a) and 5.9.(b).  
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Figure 5.8: (a) Magnetic field dependence of the Raman spectrum of La0.5Ca0.5MnO3 at 6K, illustrating 
the absence of a significant change in the spectrum with increasing magnetic field.  (b) Magnetic field 
dependence of the Raman spectrum of La0.5Ca0.5MnO3 at 120K, showing a significant suppression of the 
JT mode and the folded phonon modes, and indicating the appearance of field-induced modes near 
420cm-1 and 440 cm-1 with increasing magnetic field. (c) Magnetic field dependence of the Raman 
spectrum of La0.5Ca0.5MnO3 at 150K, showing the evolution of the 420cm-1 and 440 cm-1 field-induced 
modes with increasing field.  (d) Summary of the intensity (empty squares) and linewidth (filled circles) 
of the 480cm-1 JT mode as a function of magnetic field. (e) Summary of the intensity (empty squares) and 
linewidth (filled circles) of the 400 cm-1 “folded phonon” mode as a function of magnetic field. 
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Figure 5.9: (a) Contour plot of the intensity of the 400cm-1 folded phonon mode as functions of 
temperature and magnetic field.  The dark (orange) shades indicate the prevalence of the strongly JT 
distorted (P21/m space group) structural phase, which is associated with the AFM/COO phase. (b) 
Contour plot of the combined intensities of the 420 cm-1 and 440cm-1 field-induced modes as functions of 
temperature and field.  The dark (green) shades indicate the prevalence of the weakly JT distorted (Imma 
or Pnma space group) structural phase, which is associated with the ferromagnetic metal (FMM) phase. (c) 
Temperature/magnetic field phase diagram of La0.5Ca0.5MnO3 inferred from the intensity plots in (a) and 
(b), showing the phase boundary, H*(T), between the strongly JT distorted (P21/m space group) 
AFM/COO phase (orange) and intermediate “coexistence” phase (white) regimes, and the phase boundary, 
Hc(T), between the intermediate “coexistence” phase (white) and weakly JT distorted (Imma or Pnma 
space group) FMM phase (green) regimes. 
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5.4.2.3. Discussion 
(i) Temperature-dependent COO melting 
The temperature-dependent Raman spectra for La0.5Ca0.5MnO3 allow us to draw several 
conclusions regarding the manner in which COO in La0.5Ca0.5MnO3 melts with increasing 
temperature.  First, the persistence with increasing temperature of the folded-phonon modes at 
400, 430, and 515 cm-1—which are again highly sensitive to the degree of long-range COO—
suggest that long-range coherence of COO is preserved throughout much of the thermal melting 
process.  This conclusion is also supported by the temperature dependence of the 480cm-1 and 
400cm-1 mode linewidths:  in the temperature regime well below the transition temperature 
(T<150K in Figure 5.7.(b) and (c))—in which the size of the COO domain regions is much larger 
than the mean free path of the phonon—the 480cm-1 and 400cm-1 mode linewidths show no 
dependence on changing temperature.  However, in the coexistence regime around the transition 
temperature (T>150K in Figure 5.7.(b) and (c)), the 480cm-1 and 400cm-1 mode linewidths 
exhibit a rapid increase with temperature, indicating that the size of COO domain regions have 
become smaller than the phonon mean free path.  This temperature-dependent evolution is 
suggestive of a first-order “electronic crystallization” transition in La0.5Ca0.5MnO3, in which the 
kinetics in the coexistence region correspond to the propagation of a phase front.  Indeed, our 
evidence that thermal melting in La0.5Ca0.5MnO3 proceeds heterogeneously, by disrupting order 
at the surfaces of COO domain regions rather than by homogeneously disrupting COO domains, 
is consistent with TEM studies showing heterogeneous melting of COO in La0.33Ca0.67MnO3. 
[5.27, 5-53] On the other hand, the observed behavior in La0.5Ca0.5MnO3 is in contrast to Raman 
studies of thermal melting of the charge-density wave (CDW) in layered dichalcogenides such as 
1T-TiSe2:  in the latter system, there is roughly a five-fold increase in the linewidth of the CDW 
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amplitude modes with increasing temperature or pressure, suggesting a very rapid—and roughly 
uniform—dissolution of long-range CDW order throughout the melting process.[5.34] This 
difference between COO melting and CDW melting is further evidence that the COO transition 
in La0.5Ca0.5MnO3 is better associated with a first-order “electronic crystallization” transition 
than with a second-order CDW transition. 
Our results also allow us to identify several distinct phases as a function of temperature:  (i) 
Long-range COO regime - Below 150 K, long-range COO persists in La0.5Ca0.5MnO3, as 
suggested by the presence of folded phonons and by the temperature-insensitive linewidths of the 
480 cm-1 JT mode.  (ii) Short-range COO regime – In the temperature range 150K - 170K, long-
range coherence of COO in La0.5Ca0.5MnO3 becomes suppressed—as evidenced in this 
temperature regime by the persistence of a 480 cm-1 JT mode with a significantly broadened 
linewidth, and by the disappearance of the folded phonon modes—indicating a phase regime in 
which short-range COO prevails.  The appearance of new modes at 420cm-1 and 440cm-1 in this 
temperature range, 150 K ≤ T ≤ 170 K, also  indicates that “weakly JT distorted” phase regions 
coexist with the strongly JT distorted COO regions in this regime.  (iii) Weakly JT distorted 
regime – At very high temperatures (T > 200 K), the 480 cm-1 JT mode is almost completely 
suppressed, and the 420 cm-1 and 440 cm-1 modes are clearly evident, indicating the presence of 
a weakly JT-distorted FMM regime associated with either a Imma or Pnma  phase in this 
temperature range.  
Our results suggest the following description of the thermal melting process in 
La0.5Ca0.5MnO3:  With increasing temperature below 150 K, first-order melting primarily 
proceeds at the interface between large coherent COO regions, thereby shrinking the COO 
volume, but maintaining long-range coherence of COO domains; at still higher temperatures 
110 
 
(150 K ≤ T ≤ 170 K), additional  melting leads to the eventual collapse of long-range COO, and 
the development of a regime in which short-range COO coexists with a “weakly JT distorted” 
phase.  This melting process is consistent with the thermal melting of COO observed in earlier 
studies of La0.5Ca0.5MnO3, in which a commensurate (CM) charge/orbital ordered phase was 
observed to melt with increasing temperature into an incommensurate (IC) charge ordering 
regime that coexists with the ferromagnetic metal phase above TN=180K.[5.12-13,5.16] In fact, 
the high temperature modes we observe at 420cm-1 and 440cm-1, which are indicative of the 
weakly JT distorted phase, are known to be associated with the Raman spectrum of 
ferromagnetic metallic La0.55Ca0.45MnO3 shown in Figure 5.6.(a).  Our description of the thermal 
melting process in La0.5Ca0.5MnO3 is also consistent with the three-step “heterogeneous” 
formation process of charge ordering (CO) in La0.33Ca0.67MnO3 observed by Tao and Zuo [5.27] 
and more recently in La5/8-yPryCa3/8MnO3 (y=0.275-0.3) by He et al.[5.53] using transmission 
electron microscopy (TEM): short-range CO in La0.33Ca0.67MnO3 initially forms at T~280K; CO 
regions then grow with decreasing temperature via cluster formation; and finally, long-range CM 
CO develops via the percolation of these clusters below T~235K.[5.27] 
(ii) Field-dependent COO melting 
Interestingly, our field-dependent Raman results in La0.5Ca0.5MnO3 indicate a strong 
similarity between the thermal and field-induced disruption of COO in this material.  For 
example, the persistence of the folded phonon modes—as well as the insensitivity of the 480 
cm-1 and 400 cm-1 mode linewidths—with increasing magnetic field below 7 T at T=120 K 
suggest that domains characterized by long-range COO persist throughout much of the field-
induced melting process.  Second, the appearance of new field-induced modes, and the 
persistence of the 480cm-1 JT mode above 6 T at T=120 K, are indicative of the coexistence in 
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this high field range of a weakly JT distorted/FMM phase (associated with either an Imma or 
Pnma structure; see Section 5.4.1.iii) and a short-range COO phase. 
The similarities between thermal and field-induced melting of COO in La0.5Ca0.5MnO3 
suggest that the application of a magnetic field also disrupts antiferromagnetic order 
preferentially at the surface of COO regions, giving rise to heterogeneous melting of the coherent 
long-range COO regions and the evolution of a field regime in which short-range COO regions 
coexist with weakly JT distorted/FMM regions.  Notably, our field-dependent Raman results 
suggest a three-stage field-dependent melting process in La0.5Ca0.5MnO3, consistent with the 
three distinct structural phases identified by Tyson et al.[5.32] in field-dependent x-ray 
absorption measurements at T=115K.  Indeed, although the structural details inferred by the x-
ray measurements were obtained only at T=115K,[5.32] the comparisons of these x-ray results to 
our more extensive temperature- and field-dependent Raman measurements suggest that one can 
generalize the following structural details throughout H-T phase diagram:  (i) Low field-regime – 
At low magnetic fields (e.g., 0T ≤ H < 6T at T=120K), only the 480 cm-1 “JT mode” and the 400 
cm-1 “folded phonon” modes are present, indicative of a long-range “strongly JT distorted”/COO 
phase.  X-ray absorption measurements (at T=115 K) confirm that the distribution of Mn-O and 
Mn-Mn separations exhibit only a weak field dependence in this regime.[5.32]  (ii) High field 
regime – Above a critical field value Hc (T) (e.g., Hc ~ 7 T at T=120 K), the 400 cm-1 folded 
phonon mode is completely suppressed, and the field-induced 420 cm-1 and 440 cm-1 modes are 
fully developed, indicative of a long-range “weakly JT distorted”/FMM phase associated with 
either a Imma or a Pnma structure.  Field-dependent x-ray data at T=115 K indicate that the 
transformation to this high-field FM regime is accompanied, first, by a reduction of the Debye-
Waller (DW) factor for the Mn-O distribution to 2σ ~0.0032, which is comparable to that of 
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CaMnO3, and second, by the development of a Gaussian radial Mn-O distribution, indicating the 
disappearance of JT distortions.  The average Mn-O bond distance also approaches a value of 
1.96 Å in the high-field FM region, which corresponds to the average Mn-O bond distance found 
in FM La1-xCaxMnO3 near x=0.33.[5.32] (iii)  Intermediate field regime – In the intermediate 
field range (e.g., 6 T ≤ H ≤ 7 T at T=120 K), the folded phonons are very weak, and the 420 cm-1 
and 440 cm-1 modes start to appear, indicative of a coexistent phase regime with a combination 
of strongly JT distorted/COO and weakly JT distorted/FMM phase regions.  A narrow mixed-
phase region was also observed at intermediate field-values by x-ray absorption 
measurements.[5.32]  The similarity between thermal and field-induced melting behavior of the 
480 cm-1 “JT mode” in La0.5Ca0.5MnO3 suggests that—like the T-dependent phase transition—
the field-induced COO transition is a first-order quantum phase transition associated with 
melting of an electronic “crystal,” and that the “intermediate field regime” can be identified with 
the coexistence phase regime in which the phonon mean free path is on the order of, or longer 
than, the size of the COO domain regions.  
The three phase regimes implied by our Raman results are summarized in the magnetic-field- 
and temperature-dependent phase diagram of La0.5Ca0.5MnO3, shown in Figure 5.9.(c), obtained 
by combining the intensity plots of the folded phonon (Fig. 5.9.(a)) and field-induced (Fig. 
5.9.(b)) modes.  The resulting structural H-T phase diagram is indicative of a very robust COO 
state in La0.5Ca0.5MnO3, with critical field values, H*(T)—between the long-range COO and 
intermediate “coexistence” regimes—and Hc(T)—between the intermediate “coexistence” and 
weakly JT distorted FMM regimes—that decrease roughly linearly with decreasing temperature 
at a rate of ~ -0.2 T/K.  Extrapolating this first-order critical field line to higher field values 
suggests an approximate T=0 critical point of H*(T=0) ~ 30 T for La0.5Ca0.5MnO3.   
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5.4.3. Raman Studies of La0.25Pr0.375Ca0.375MnO3 
The fact that the COO phase melts with both temperature and magnetic field like a first-order 
transition of an electronic crystal suggests that disorder might have a significant impact on the 
melting transition, by breaking the COO phase into smaller domain regions with a higher surface 
to volume ratio.  Thus, it is of interest to explore the effects of disorder on thermal and field-
induced melting of the robust COO state observed La0.5Ca0.5MnO3, in order to explore the 
manner in which disorder destabilizes COO in the manganites. The effects of disorder on 
commensurate COO in La0.5Ca0.5MnO3 can be investigated by substituting Pr in the 
La1-xCaxMnO3 lattice.  The random substitution by Pr ions having a 3+ valence state results in 
the deviation from a commensurate composition x=0.5, but preserves the COO state even at the 
DE(double exchange)-optimized composition x=0.375, due to the relatively small ionic size of 
Pr.[5.6] Accordingly, Pr-substitution in commensurate La0.5Ca0.5MnO3 has the effect of 
disordering the commensurate charge-ordered lattice, as schematically illustrated in Figure 
5.10.(b).  In the following, we describe the results of temperature- and field-dependent Raman 
scattering measurements of La0.25Pr0.375Ca0.375MnO3, in which we investigate the effects of this 
disordering on temperature- and field-induced melting of COO. 
5.4.3.1. Temperature dependence 
The temperature dependent Raman spectra of La0.25Pr0.375Ca0.375MnO3 are shown in Figure 
5.10.(a).  Note that the temperature dependence of the Raman spectra in the COO phase of 
La0.25Pr0.375Ca0.375MnO3 is not significantly different from that of La0.5Ca0.5MnO3:  The “folded 
modes” at 400, 430, and 520 cm-1 gradually lose intensity with relatively little change in 
linewidth, eventually becoming suppressed above T ~ 170 K; however, the 480cm-1 mode 
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persists above T~170 K, similar to the temperature-dependent behavior observed in 
La0.5Ca0.5MnO3. The remarkable similarity between the temperature dependences of the 
La0.25Pr0.375Ca0.375MnO3 and La0.5Ca0.5MnO3 Raman spectra suggest that disordering COO with 
Pr-substitution does not appreciably affect temperature-dependent melting of COO in this 
material. 
 
Figure 5.10: (a) Temperature dependence of the Raman spectrum of La0.25Pr0.375Ca0.375MnO3 in the 
temperature range 3.5-210K. (b) Schematic representation of the effect of Pr-substitution in 
La0.25Pr0.375Ca0.375MnO3 on COO. (c) Summary of the intensity (empty squares) and linewidth (filled 
circles) of the 480cm-1 JT mode of La0.25Pr0.375Ca0.375MnO3 as a function of temperature. (d) Summary of 
the intensity (empty squares) and linewidth (filled circles) of the 400cm-1 “folded phonon” mode of 
La0.25Pr0.375Ca0.375MnO3 as a function of temperature. 
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Figure 5.11: (a) Magnetic field dependence of the Raman spectrum of La0.25Pr0.375Ca0.375MnO3 at 3.5K, 
showing a dramatic suppression of the 480cm-1 JT and 400cm-1 folded phonon modes, and the appearance 
of the 420cm-1 and 440cm-1 field-induced modes at H~2T. (b) Magnetic field dependence of the Raman 
spectrum of La0.25Pr0.375Ca0.375MnO3 at 130K, showing an abrupt field-induced transition between strongly 
JT distorted and weakly JT distorted structural phases.  (c) Magnetic field dependence of the Raman 
spectrum of La0.25Pr0.375Ca0.375MnO3 at 190K.  (d) Summary of the intensity of the 480cm-1 JT mode 
(empty squares) and the combined intensities of the 420 and 440cm-1 field-induced modes (filled circles) 
plotted as a function of field. 
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5.4.3.2. Field dependence 
In contrast with the temperature-dependent evolution of the Raman spectrum in 
La0.25Pr0.375Ca0.375MnO3, the field-dependent evolution of the characteristic spectrum of 
La0.25Pr0.375Ca0.375MnO3 differs markedly from that observed in La0.5Ca0.5MnO3, as illustrated in 
Figure 5.11.  Specifically, even in the lowest temperature spectrum measured at T ~ 3.5 K, 
shown in Figure 5.11.(a), the 480 cm-1 “JT mode” and the 400 cm-1 “folded phonon mode” of 
La0.25Pr0.375Ca0.375MnO3 exhibit dramatic decreases in intensity with increasing magnetic field, 
becoming suppressed above a critical field of roughly Hc ~ 2 T.  Furthermore, above this critical 
field, there is an abrupt appearance of the field-induced 420 and 440 cm-1 modes, signaling the 
appearance of a “weakly JT” distorted phase.  Consequently, the field-induced transition in 
La0.25Pr0.375Ca0.375MnO3 represents a first-order quantum phase transition between COO and 
“weakly JT” distorted phases. This strong field dependence is in strong contrast to the field-
independence observed in La0.5Ca0.5MnO3 for T < 80 K.  Furthermore, this strong field 
dependence is different than the field dependence of La0.5Ca0.5MnO3 observed even in high 
temperatures T>80 K.  Specifically, La0.5Ca0.5MnO3 exhibits a gradual change in intensities of all 
the modes with increasing field, as well as an intermediate field regime in which both the folded 
phonon modes and weakly JT distorted modes are observed, indicating the coexistence of long-
range COO and weakly JT distorted regions in this field range.  By contrast, the field dependence 
observed at T=3.5 K in La0.25Pr0.375Ca0.375MnO3 is much more dramatic, exhibiting an abrupt 
change in the spectrum between Hc ~ 1 – 2 T without any evidence for an intermediate field 
regime characterized by phase coexistence.  Interestingly, the abrupt change in the spectrum is 
even more remarkable at higher temperatures, as illustrated by the field dependent data at 
T=130K shown in Figure 5.11.(b).  Specifically, at T=130K, the “low-field regime” spectrum 
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shows no field dependence up to the critical field of Hc ~ 4T.  However, there is a strikingly 
abrupt transition to the “weakly JT distorted” spectral response between 3 and 4T, again with no 
evidence for an intermediate field regime characterized by phase coexistence.  Above the critical 
field, the “weakly JT distorted” spectrum shows no additional field dependence; that is, this 
field-induced transition in La0.25Pr0.375Ca0.375MnO3 appears to be an abrupt and direct change 
from the COO/AFM phase to the weakly JT distorted/FM phase. 
Figure 5.12.(a) and (b) illustrate the field dependence of the intensities of the 400 cm-1 
“folded phonon” and the 420 and 440 cm-1 field-induced modes in La0.25Pr0.375Ca0.375MnO3 in the 
temperature range 3.5-210 K.  These intensity plots enable us to map out a structural and COO 
phase diagram for La0.25Pr0.375Ca0.375MnO3 in the temperature range 3.5-210 K and in the field 
range 0-9 T. Interestingly, unlike La0.5Ca0.5MnO3, the critical field Hc between strongly JT 
distorted/COO and weakly JT distorted/FMM phases in La0.25Pr0.375Ca0.375MnO3 doesn’t show a 
monotonic decrease as a function of increasing temperature, but rather increases systematically 
from ~ 2 T to 4 T with increasing temperature. 
5.4.3.3. Discussion 
Field-induced and thermal melting of COO in La0.25Pr0.375Ca0.375MnO3 exhibit two 
noteworthy differences compared with melting of COO in La0.5Ca0.5MnO3:  (i) there is a 
remarkably disparate influence of Pr-substitution on field-induced and thermal melting in 
La0.25Pr0.375Ca0.375MnO3 that is not observed in La0.5Ca0.5MnO3; more specifically, Pr-
substitution has little effect on thermal melting of COO as compared with that in La0.5Ca0.5MnO3, 
but Pr-substitution dramatically reduces the phase boundary for field-induced melting compared 
to that in La0.5Ca0.5MnO3; and (ii) Pr-substitution causes a dramatic reduction in the size of the 
coexistent phase regime (white regions in Figure 5.9.(c) and 5.12.(c)) in the HT-structural phase 
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diagram compared to that observed in La0.5Ca0.5MnO3.  This leads to a significantly more abrupt 
field-induced transition in La0.25Pr0.375Ca0.375MnO3 between the strongly JT distorted (P21/m 
space group) AFM/COO phase (orange region in Figure 5.12.(c)) and weakly JT distorted (Imma 
or Pnma space group) FMM phase (green region in Figure 5.12.(c)). 
 
Figure 5.12: (a) Contour plot of the intensity of the 400cm-1 folded phonon mode in 
La0.25Pr0.375Ca0.375MnO3 as functions of temperature and field.  The dark (orange) shades indicate the 
prevalence of the strongly JT distorted (P21/m space group) structural phase, which is associated with the 
AFM/COO phase. (b) Contour plot of the combined intensities of the 420 and 440cm-1 field-induced 
modes of La0.25Pr0.375Ca0.375MnO3 as functions of temperature and field.  The dark (green) shades indicate 
the prevalence of the weakly JT distorted (Imma or Pnma space group) structural phase, which is 
associated with the ferromagnetic metal (FMM) phase.  (c) Temperature/magnetic field phase diagram of 
La0.25Pr0.375Ca0.375MnO3, inferred from the intensity plots in (a) and (b), illustrating strongly JT distorted 
(P21/m space group) AFM/COO phase (orange), weakly JT distorted (Imma or Pnma space group) FMM 
phase (green), and coexistent crossover phase (white) regimes. 
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To explain this behavior, we note first that earlier work on La0.25Pr0.375Ca0.375MnO3 by 
Uehara et al. reported the coexistence of long-range FM domains and long-range COO domains 
for T<80K and H=0T, and the coexistence of short-range COO domains and short-range FM 
domains for 80K<T<210K and H=0T.[5.6] Accordingly, the dramatic difference between 
thermal and field-induced melting we observe in La0.25Pr0.375Ca0.375MnO3 indicates that—by 
favoring FM domains at the expense of COO domains—applied magnetic fields are far more 
effective than thermal fluctuations at disrupting long-range coherence between COO domains 
and driving a COO/AFM to FM transition, in La0.25Pr0.375Ca0.375MnO3.  This description is 
consistent with the observed increase with temperature in the critical field Hc(T) at which 
La0.25Pr0.375Ca0.375MnO3 transitions from the COO/AFM regime to the weakly JT distorted FM 
regime (see Figure 5.12.(c)):  with increasing temperature, the size of the FM domains in 
La0.25Pr0.375Ca0.375MnO3 is known to decrease to nanometer length scales [5.6], thereby creating 
more PM regions and a higher critical field needed to achieve a percolation transition of the FM 
domains in the FM “weakly JT distorted” phase. This argument is evidenced by the TEM images 
on La5/8-yPryCa3/8MnO3 (y=0.275-0.3) in a recent study by He at al., which shows the CO-phase 
growth at the expense of the FM-phase consumption with increasing temperature, as shown in 
Figure 5.13.[5.53]  Thus, we argue that field-induced melting of long-range COO is 
fundamentally different in La0.25Pr0.375Ca0.375MnO3 and La0.5Ca0.5MnO3:  in La0.5Ca0.5MnO3, 
field-induced melting of COO primarily proceeds by a gradual reduction of COO domain regions 
created by thermal fluctuations.  By contrast, in La0.25Pr0.375Ca0.375MnO3, the more rapid field-
induced melting of COO occurs via the enhancement of FM domain regions that are already 
present in the material—even at low temperatures and at H=0 T—by Pr-substitution. However, 
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thermal melting in La0.25Pr0.375Ca0.375MnO3 and La0.5Ca0.5MnO3 proceeds in the same fashion, 
namely by disrupting COO domain regions and increasing the volume of the PM phase.  
 
Figure 5.13: Dark-field images of the CO phase in La5/8-yPryCa3/8MnO3 (y=0.275-0.3) (010) single-crystal 
fields observed during in situ heating TEM experiment, showing CO-phase growth at the expense of the 
FM-phase consumption: (a) T=11K; (b) T=100K; (c) T=115K; (d) T=135K; (e) T=146K; and, (f) 
T=160K. (From [5.53])  
These results further suggest that theoretical models describing the Griffiths phase [5.49-50] 
may be appropriate descriptions of the disordered La0.25Pr0.375Ca0.375MnO3 system.  The Griffiths 
phase describes the behavior of a random magnetic system that is between the completely 
disordered and ordered magnetic phases,[5.50] and was first used to describe a randomly dilute 
Ising ferromagnet in the regime between the observed (suppressed) FM critical temperature TC 
and the critical temperature TG of the pure magnet (i.e., at which temperature the magnetization 
is non-analytic in an external field [5.49]).  This suppression of the critical temperature was 
associated in the Griffiths phase with the effects of quenched disorder, which partition the pure 
system into small ferromagnetic clusters.  There have been several recent studies that identify a 
Griffiths phase in manganite systems. [5.51-52] In particular, we note that the T-x phase diagram 
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of La1-xSrxMnO3 reported by Deisenhofer et al.,[5.52] in which a Griffiths phase regime is 
identified, is quite similar to the T-y phase diagram of La0.625-yPryCa0.375MnO3, [5.6] in which a 
coexistence regime of FM and CO phases having different length scales is reported.  Indeed, 
based on this similarity, we can make a rough correspondence between the phases of 
La1-xSrxMnO3 and La0.625-yPryCa0.375MnO3.  The correspondence between the phases observed in 
these materials is summarized in Table 5.1. 
 La1-xSrxMnO3 La0.625-yPryCa0.375MnO3 y=0.375 
Griffiths phase 0.075≤x≤0.16 Short-range 
CO/FM 
0.275≤y≤0.40  
TC(x)<T<TG TC(y)<T<TCO ~80K≤T≤~200K 
  0T<H<Hc(T) 
FM/insulating 0.075≤x≤0.16 Long-range 
CO/FM 
0.275≤y≤0.40  
0K<T< TC(x) TC(y)<T<TCO 0K≤T≤~80K 
  0T<H<Hc(T) 
FM/metallic 0.16<x Long-range FM 
/short-range CO 
y<0.275  
T< TC(x) T< TC(y)  
  Hc(T)<H 
Table 5.1: This table summarizes the corresponding phases among the T-x phase diagram of La1-
xSrxMnO3[5.52], the T-y phase diagram of La0.625-yPryCa0.375MnO3[5.6], and the T-H phase diagram of 
La0.25Pr0.375Ca0.375MnO3 from our discussion. 
Therefore, we propose that the field- and temperature-dependent behavior observed in 
La0.25Pr0.375Ca0.375MnO3 can be understood in the context of Griffiths physics:  In this picture, TC 
is dependent on the size of the ferromagnetic clusters introduced by disorder, i.e., the cluster size 
scales with TC.  This is consistent with our observation that the transition from COO to FM in 
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La0.25Pr0.375Ca0.375MnO3 can be readily induced by applying even relatively weak fields at low 
temperatures, where larger FM regions coexist with COO regions.   
Further, the abrupt field-induced transition between COO and FM phases in 
La0.25Pr0.375Ca0.375MnO3—which is in contrast to the more gradual transition observed in 
La0.5Ca0.5MnO3—is naturally explained in this description as due to a percolation transition of 
the FM clusters, which can be associated with a non-analyticity of the magnetization in the 
Griffiths model.  However, we hasten to add that there has been no systematic theoretical study 
of the field-dependence of “Griffiths phase” systems, and more theoretical study would be 
welcome to check the connection between the novel field-induced melting behavior observed in 
La0.25Pr0.375Ca0.375MnO3 with Griffiths phase physics.  
5.5. Summary and Conclusions 
Our detailed temperature- and magnetic-field-dependent Raman study of the phase 
transitions in La0.5Ca0.5MnO3 and La0.25Pr0.375Ca0.375MnO3 allows us to provide specific details 
regarding the various structural phases that accompany thermal and field-induced melting of 
COO in these materials.  In La0.5Ca05MnO3, we have found that thermal melting exhibits three 
distinct temperature regimes:  below 150 K, melting of COO occurs at the interface between 
large coherent COO regions ( mP /21  space group), causing a reduction in the COO domain 
volume with increasing temperature, but maintaining the long-range coherence of COO domains.  
Between 150 K ≤ T ≤ 170 K,  additional melting leads to the eventual collapse of long-range 
COO, and the evolution of a coexistence regime consisting of short-range COO ( mP /21  space 
group) domains and “weakly JT distorted” (Imma or Pnma space group) regions.  Above 170 K, 
COO domains are completely melted, leading to a weakly JT distorted (Imma or Pnma space 
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group) regime.  This temperature-dependent evolution of the spectra is suggestive of a first-order 
“electronic crystallization” transition in La0.5Ca0.5MnO3, with the kinetics in the coexistence 
region corresponding to the propagation of a phase front.  The field-induced melting process of 
COO in La0.5Ca0.5MnO3 is found to be quite similar to the thermal melting process, suggesting 
that field-induced melting of COO in La0.5Ca0.5MnO3 is associated with a first-order quantum 
phase transition:  the application of a magnetic field disrupts antiferromagnetic order 
preferentially at the surface of COO regions, giving rise to heterogeneous melting of the coherent 
long-range COO regions, and a three-stage field-dependent melting process:  a low-field regime 
in which a long-range “strongly JT distorted”/COO phase is present; an intermediate-field 
regime in which strongly JT distorted/COO domain regions coexist with weakly JT 
distorted/FMM domain regions; and finally a high-field regime in which a long-range “weakly 
JT distorted”/FMM phase associated with either a Imma or Pnma structure is present.  This 
three-stage field-dependent melting process in La0.5Ca0.5MnO3 is consistent with the three 
distinct structural phases identified by Tyson et al.[5.32] over a more limited temperature range.  
Based on our results, we were able to obtain a complete phase diagram of La0.5Ca0.5MnO3 in the 
temperature range 6-170K and in the field range 0-9T.  Notably, the similarity between thermal 
and field-induced melting in La0.5Ca0.5MnO3 is reflected in critical field values, H*(T)—between 
the long-range COO and intermediate “coexistence” regimes—and Hc(T)—between the 
intermediate “coexistence” and weakly JT distorted FMM regimes—that decrease roughly 
linearly with decreasing temperature at a rate of ~ -0.2 T/K.  Further, our results suggest an 
approximate T=0 critical point of H*(T=0) ~ 30 T for La0.5Ca0.5MnO3, indicative of very robust 
COO in La0.5Ca0.5MnO3.  
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To investigate the effects of disorder on commensurate COO in La0.5Ca0.5MnO3, we also 
examined the La0.25Pr0.375Ca0.375MnO3 system.  We found that while the thermal melting in 
La0.25Pr0.375Ca0.375MnO3 is not significantly different from that in La0.5Ca0.5MnO3, field-induced 
melting in La0.25Pr0.375Ca0.375MnO3 differs dramatically from that in La0.5Ca0.5MnO3:  the 
application of a magnetic field in the former material is found to induce an abrupt transition from 
a long-range COO to a “weakly JT distorted”/FM phase with a very narrow intermediate 
coexistence field regime, in contrast to a gradual transition observed in La0.5Ca0.5MnO3.  
Moreover, the phase diagram deduced for La0.25Pr0.375Ca0.375MnO3 reveals that the critical field 
Hc(T) between COO and weakly JT distorted regimes increases from ~2 T at T=3.5 K to 4 T at 
T=130 K, in contrast to a linear decrease of the Hc(T) with decreasing temperature in 
La0.5Ca0.5MnO3.  This suggests that disordering COO with Pr-substitution does not appreciably 
affect temperature-dependent melting of COO, but does significantly affect the field-induced 
melting of COO.  We argue that the magnetic field induced coherence between the FM 
domains—originating from the introduction of Pr in La0.25Pr0.375Ca0.375MnO3—accelerates the 
disruption of antiferromagnetic order in COO, and leads to a distinctly different process of field-
induced melting of COO from that observed in La0.5Ca0.5MnO3.  In particular, we argue that 
field-induced melting of COO in La0.25Pr0.375Ca0.375MnO3 is best described as the percolation of 
FM domains introduced at H=0 T by Pr-substitution, and we suggest the Griffiths phase physics 
may be an appropriate theoretical model for describing the unusual temperature- and field-
dependent transitions observed in La0.25Pr0.375Ca0.375MnO3.  Our observation and argument on the 
field-induced melting of COO La0.25Pr0.375Ca0.375MnO3 also agrees with the results of the recent 
TEM studies, showing the local magnetic-field induced melting for the AFM/CO phase in La5/8-
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yPryCa3/8MnO3 (y=0.275-0.3) as interfacial melting between the coexisting CO and FM 
phases.[5.53] 
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Chapter 6:                                                                           
Mn3O4: field- and pressure-tuned magnetostructural 
quantum phases 
In this chapter, I’ll present our temperature-, field-, and pressure-dependent Raman scattering 
studies on single-crystal Mn3O4, which reveal the rich and novel magnetostructural phases of this 
material. Our results provide microscopic details regarding the magnetostructural changes 
responsible for the diverse phase behavior and interesting phenomena observed in the spinels, 
which are essential to understanding the complex interplay between strong spin-orbital coupling, 
geometric frustration, and applied magnetic field in these materials. 
6.1. Motivation 
The geometrically frustrated spinels are another interesting family of materials because they 
are known to show a rich variety of exotic magnetic and structural phases and properties—
including orbital- and spin-frustration at low temperatures—due to strong interactions and 
geometric frustration in the materials.  For example, sulfur-based spinels such as FeB2S4 
(B=Cr,Sc) exhibit orbital-liquid or -glass ground states;[6.1-2] the chromium-oxide spinels 
AB2O4 (A=Zn, Cd, Hg; B=Cr) exhibit three-dimensional spin-Peierls transitions involving 
coupled magnetic and structural transitions;[6.3-7] and the vanadium-oxide spinels AB2O4 
(A=Zn, Cd, Mn;B=V) display complex spin/orbital ordering and large magnetoelastic and 
magnetodielectric effects.[6.8-15]  The frustration and diversity of low temperature phase 
behavior in the spinels is believed to be governed primarily by the interplay between spin-orbital 
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coupling, applied field, and frustrated exchange interactions.[6.16,17] However, there has been 
little experimental investigation of the microscopic details of this interplay; moreover, the role 
that magnetoelastic energies play in governing the frustration in, and low temperature behavior 
of, spinels has not been adequately explored, particularly given the prevalence of structural 
transitions and magnetoelastic anomalies in these materials. 
The binary spinel Mn3O4 is a relatively simple system for experimentally studying the 
complex interplay between structure, spin-orbital coupling, and magnetic field in the spinels:  in 
spite of its simpler chemical composition—with Mn ions at both tetrahedral (A=Mn2+) and 
octahedral (B=Mn3+) sites—Mn3O4 has been known to exhibit the rich structural and magnetic 
phase properties characteristic of more complex ternary magnetic spinels.[6.15,18-19] In 
addition, recent studies also show that the magnetic transitions in Mn3O4 are associated with 
significant changes in the dielectric constant, indicating strong magnetodielectric 
coupling;[6.20,21] indeed, the strong spin-lattice coupling implied by these results is confirmed 
by observations that the dielectric constant and strain in Mn3O4 are strongly dependent upon both 
the magnitude and direction of an applied magnetic field.[6.21]  While the magneto-dielectric 
behavior is generally thought to be associated with magneto-structural changes induced by 
magnetic ordering or magnetic field, the specific mechanisms by which spin-phonon coupling 
mediates the behavior remains uncertain in most magnetodielectric materials as well as Mn3O4, 
primarily due to a dearth of spectroscopic studies capable of elucidating the magnetic field-
dependent structural properties of magnetodielectric materials. 
Therefore, temperature-, field-, and pressure-dependent Raman scattering studies are 
valuable because those can provide the detailed information regarding the structural changes 
responsible for these remarkable transitions and phenomena. 
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Additionally, spinel materials such as Mn3O4 are of interest because they are magnetically 
frustrated materials.  The development at low temperatures of some form of long-range order—
such as magnetism, orbital-order, charge-order, or superconductivity—is ubiquitous in 
materials,[6.35] and reflects the tendency of a material to lower its ground state degeneracy and 
minimize its entropy near T=0K.  Recently, however, there has been substantial experimental 
and theoretical interest in materials in which atomic geometry, competing interactions, and 
applied fields conspire to "frustrate" the onset of long range magnetic and/or orbital order, even 
down to T=0.  Spinels such as Mn3O4 are examples of such frustrated systems, which are of 
interest because of the novel low temperature phase behavior they have been proposed to 
exhibit—including orbital- [6.36], and spin-liquids and –glasses,[6.37] and spin-ice 
states[6.38]—and because of the opportunity they provide to study the impact of quantum 
fluctuations on the low temperature phases of materials.[6.39] 
6.2. Material background 
Mn3O4 has a spinel structure (AB2O4: A=Mn2+; B=Mn3+) with Mn2+ at the tetrahedral sites 
and Mn3+ at the octahedral sites, as shown in Figure 6.1. This system is known to exhibit below 
T~1440K Jahn-Teller (JT) distortions involving an elongation of the MnO6 octahedra along the c 
axis [22].   This JT distortion leads to a cubic (space group Fd3m) to tetragonal (space group 
I41/amd) structural transition, which lifts the eg orbital degeneracy of Mn3+ (3d4: t2g3 eg1) ions with 
the d3z2−r2 states filled. [6.15, 6.20-21] The eg orbital coupled to the spins is known to play an 
important role in spawning the rich magnetic and structural phases in this system.  
129 
 
 
Figure 6.1: (a) Schematic representation of the spinel structure of Mn3O4:  Mn2+ ions are located in the 
tetrahedrally coordinated sites (8a Wyckoff position in an ideal cubic spinel structure); and, Mn3+ ions are 
located in the octahedrally coordinated sites (16d Wyckoff position in an ideal cubic spinel structure). 
Also, the Mn3+ sites (i.e., octahedral sites) form corner-sharing tetrahedra, resulting in geometric 
frustration. (b) Schematic representation of the spin structure of Mn3O4 in Yafet-Kittel-type 
ferrimagnetic ordering: ӨYK is a canting angle of Mn3 spins from the ]011[  direction. 
The Mn3 sites form corner-sharing tetrahedra—as shown in Figure 6.1—resulting in 
geometric frustration.  As a result, this system exhibits  complex magnetic orderings at low 
temperatures:  Below TC=43K, the spins in Mn3O4 exhibit Yafet-Kittel-type ferrimagnetic 
ordering, in which the net spin of the octahedrally coordinated Mn3+ spins is antiparallel to the 
[110] direction of the tetrahedrally coordinated Mn2+ spins, with pairs of Mn3+ spins canted by 
±ӨYK from the ]011[  direction, where cosӨYK=0.38 (0.33) at T=4.7K and cosӨ YK=0.45 (0.20) at 
T=29K for the “non-doubling” octahedral (“doubling” octahedral) site.[6.15, 6.18]  However, 
below T1=39K, Mn3O4 develops a spin structure with the magnetic unit cell incommensurate 
θYK
[100]
[010]
[001]
Mn2+ Mn3+ O2-
(a)
(b)
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with the chemical unit cell, which is explained by either a sinusoidal or a spiral spin 
structure;[6.18-19] and below T2=33K, Mn3O4 exhibits a commensurate spin structure in which 
the magnetic unit cell doubles the chemical unit cell.[6.15, 6.18, 6.19] 
Recent studies have reported that this material also shows dielectric anomalies associated 
with the different magnetic transitions. Particularly, the single crystal measurements by Suzuki 
and Katsufuji [6.21] showed that there is an anisotropic field-dependence of the dielectric 
constant in Mn3O4, i.e., magnetodielectric properties, as well as a field dependence of the strain 
in Mn3O4, i.e., magnetoelastic behavior.  As shown in Figure 6.2, below T2=33K, both the 
dielectric constant and strain show dramatic changes with magnetic field between 0-2T.  Fig. 6.2 
shows that the magnetodielectric and magnetoelastic behavior is also dependent on the applied 
field direction: the dielectric constant increases with applied field H ⊥ E, but decreases for H||E; 
the strain increases along the field direction, but decreases in the direction perpendicular to the 
fields. 
 
          
Figure 6.2: (a) Magnetodielectric behavior; (b) Magnetoelastic behavior of Mn3O4. (From [6.21])  
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6.3. Experimental details 
6.3.1. Sample preparation & characterization 
The strong dependence of the dielectric properties and strain on the applied magnetic field 
direction relative to the crystal axes of Mn3O4—which is related to this material’s anisotropic 
crystal and spin structure described in the previous section—demonstrates the importance of 
using a single crystal for studying this material.  Therefore, all our measurements were 
performed on single crystal Mn3O4. A single-crystal sample of Mn3O4 was grown as part of this 
thesis work, using a floating zone technique (see Chapter 4).  The specific method for growing 
the Mn3O4 crystal studied in this work was as follows:  
Commercially available fine Mn3O4 powder (manganese (II, III) oxide, -325 mesh, 97%, 
Sigma-Aldrich Co.) was used as the starting material for the preparation of feed/seed rods.  The 
powder was formed into a cylindrical shape with a diameter of ~10mm and a length of ~150mm, 
and was pressed at a hydrostatic pressure of ~40MPa.  The pressed rods were sintered at 1050˚C 
for 5 hours with an argon gas flow of 0.5 L/min.  The sintering was started and terminated by 
lowering and lifting up the rods at the fastest rate at ~20 cm/min in the Molysili sintering furnace, 
which was preheated at the target temperature, i.e., 1050˚C, to avoid extra oxidation.  The 
stoichiometry of the sintered rod was confirmed by power XRD measurements using a Rigaku 
D-Max system (see Fig. 6.3 (a)). 
Single crystal growth was performed using a four-ellipsoid-mirror OFZ furnace (Crystal 
Systems Inc. FZ-T-10000-H-VI-VP) equipped with four 1000W halogen lamps, which is 
described in more detail in Chapter 4. The growth conditions used included: a heating power of 
58.5% of the 1000-W lamp; a feed/seed (upper/lower shaft) rotation rate of 35 rpm in opposite 
directions; a growth rate (mirror-stage moving rate) of 5 mm/h; a feeding rate (upper-shaft 
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moving rate) of 1 mm/h; and, a growth atmosphere of oxygen at a gas pressure of 0.1 MPa.  The 
resulting crystal is shown in Figure 6.3.(b).  The stoichiometry of the grown crystal was  verified 
with powder XRD measurements. For the powder measurements, a small piece cut from the 
grown crystal was ground to a powder. Figure 6.3.(a) shows the resulting powder XRD pattern 
from the powdered Mn3O4 crystal, which matches well with the reference pattern of the pure 
Mn3O4 phase, indicative of no other compound phases in the crystal. 
 
Figure 6.3: (a) X-ray power diffraction pattern of the grown Mn3O4 crystal. The bottom row shows a 
reference pattern of the Mn3O4 compound, to which the pattern of the result crystal pretty much 
corresponds. (b) The whole volume of the result Mn3O4 crystal grown using the floating zone technique. 
Magnetic susceptibility measurements—performed using a Quantum Design SQUID 
Magnetometer (MPMS-7T XL) at the University of Kentucky—also confirmed the good quality 
of the grown crystal.  As shown in Fig. 6.4, these measurements clearly show three different 
transitions, consistent with previous measurements:  these include the magnetic transitions to the 
Yafet-Kittel ferrimagnetic phase at T=43K, to the incommensurate sinusoidal/spiral spin phase at 
T=39K, and to the cell-doubled ferrimagnetic phase at T=33K. 
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Figure 6.4: Magnetic properties of the Mn3O4 crystal. The temperature dependence of magnetization 
shows three different magnetic transitions, which are consistent to the previously known ones: a transition 
at TN=43K from high-temperature paramagnetic phase to Yafet-Kittel ferrimagnetic phase, a transition at 
T1=39K to an incommensurate phase, and a transition at T2=33K to the cell-doubled commensurate phase. 
 
Temperature-, and magnetic-field-dependent Raman and x-ray scattering measurements were 
performed on an as-grown surface of a single crystal samples cut from the full crystalline rod.  
The samples were cut with diameters of 5-10 mm and surface normals along the [110] direction: 
one of sample pieces used for the Raman measurements is shown in Figure 6.5.(a). The 
crystalline orientation of this sample was determined by an XRD pole figure analysis using a 
Phillips X’pert system, the results of which are shown in Figure 6.5.(b). 
 
T2 T1 TN
ZFC
FC warming
FC cooling
10 20 30 40 50
Temperature (K)
0.00
0.01
0.02
0.03
M
ag
ne
tiz
at
io
n 
(e
m
u)
134 
 
 
Figure 6.5: (a) Sample with an as-grown surface. (b) Pole figure of the sample shown in (a), indicating 
that its surface normal is along the [110] crystallographic axis. 
6.3.2. Raman and x-ray scattering measurements 
In this thesis work, Raman scattering was used as the main experimental method to probe the 
magnetodielectric phases of Mn3O4 at low temperatures, high-magnetic fields, and high 
pressures.  Simultaneous low temperature, high pressure, and high magnetic field Raman 
scattering measurements were accomplished by inserting a moissanite anvil cell into a variable 
temperature continuous-flow cryostat that was positioned in the open bore of a superconducting 
magnet.  This experimental arrangement allowed us to make Raman scattering measurements 
under the simultaneous conditions of low temperature (3-290 K), high magnetic field (0-9 T), 
and high pressure (0-100 kbar).  Magnetic field measurements were performed in both Voigt 
( ⊥q H) and Faraday ( ||q H) geometries.  Pressures were generated at low temperatures using 
moissanite (SiC) anvils, which exerted pressure on the sample via an argon pressure medium.  
The pressure was determined at low temperatures and high magnetic fields from the shift in the 
fluorescence line of a ruby chip loaded in the cell along with the sample piece. 
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To check the structural information obtained using our Raman results, x-ray scattering 
measurements were also performed on the same single crystal Mn3O4. All the x-ray 
measurements were done in collaboration with Xiaoqian Chen, a graduate student in Prof. 
Abbamonte’s group at UIUC. Temperature-dependent x-ray measurements were carried out 
using Mo Kα radiation from a Rigaku rotaflex RU-300 rotating anode source. A graphite (004) 
monochromator was employed to remove Bremsstrahlung from the source, and an energy-
resolving, solid state detector was used with a multichannel analyzer to reject sample 
fluorescence. A closed cycle He refrigerator was used to control the sample temperature in the 
range of 10K to 75K. A Phillips MRD X’Pert system was used for high precision measurements 
at room temperature. A least squares program was used to determine the lattice parameters of the 
crystal from the data.   Magnetic-field-dependent x-ray measurements were also perform at 
Beamline X21, National Synchrotron Light Source (NSLS), Brookhaven National Laboratory, 
allowing structural measurements of Mn3O4 at low temperatures down to 1.8 K and high 
magnetic fields up to 10T. 
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6.4. Results and Discussion 
6.4.1. Temperature dependence 
I’ll discuss first the temperature-dependent Raman scattering results.  Figure 6.6 shows the 
room-temperature Raman spectrum of our Mn3O4 sample, exhibiting 5 phonon peaks consistent 
with previous reports:[6.23-25] a (triply degenerate) T2g symmetry mode at 290 cm-1, a (doubly 
degenerate)  Eg symmetry mode at 320 cm-1, T2g symmetry modes at 375 cm-1 and 479 cm-1, and 
a (singly degenerate)  A1g symmetry “breathing” mode at 660 cm-1.[6.26]  In this study, we focus 
on the lowest energy T2g phonon mode, which is known from previous Raman studies to be 
associated with Mn-O bond-stretching vibrations of the tetrahedral site ions (Mn2+ in 
Mn3O4) .[6.24, 6.25, 6.27] 
 
 
Figure 6.6: Room-temperature Raman spectrum of Mn3O4. 
 
Figures 6.7(a) and (c) show the temperature dependence of the T2g mode intensity and the T2g 
mode energy and linewidth for light polarized along the ]011[  crystallographic direction of 
Mn3O4.  Three distinct temperature regimes can be identified in Mn3O4 from Figure 6.7(c):  (i) 
T > T1=39K:  Above T1=39K, the T2g mode narrows and shifts to higher frequencies with 
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decreasing temperature, consistent with a temperature dependence governed by anharmonic 
(multi-phonon) effects.[6.28]  (ii) T2=33 K< T ≤ T 1=39K:   In the incommensurate magnetic 
phase regime between T2=33 K and T1=39K, the lowest T2g mode decreases in energy slightly 
with decreasing temperature, but otherwise shows no change with temperature.  (iii) T < T2=33K:   
Below the commensurate magnetic transition T2=33K, the T2g mode abruptly splits into three 
modes near 290 cm-1, 295 cm-1, and 300 cm-1.  This splitting is consistent with a tetragonal-to-
orthorhombic structural change below T2, which splits the degenerate T2g mode by expanding the 
Mn2+-O2- bond length along the easy-axis [110] direction and contracting the Mn2+-O2- bond 
length along the hard-axis ]011[ direction (see illustrations, Fig. 6.7(b)).  Note that the relative 
intensities of the three modes shown in Fig. 6.7(a) and (c) for T < T2 confirm that the Mn2+-O2- 
bond length expands along the easy-axis [110] direction below T2=33K:  the higher-energy 
(~300 cm-1) split mode—which is associated with vibrations of the contracted Mn2+-O2- bond—
exhibits the strongest light scattering intensity, indicating that the contracted Mn2+-O2- bond is 
oriented in the direction of the incident light polarization, i.e., along the ]011[  direction.  By 
contrast, the intensity of the lower-energy (~290 cm-1) split mode—which is associated with 
vibrations of the expanded Mn2+-O2- bond—has a substantially weaker intensity than the ~300 
cm-1 mode, consistent with an expansion of the Mn2+-O2- bond in a direction perpendicular to the 
incident light polarization, i.e., along the [110] direction. The inset of Figure 6.7.(a) shows the 
Raman spectrum at T=7K taken on the sample with the other crystallographic orientation, 
confirming this interpretation.  Specifically, for light polarized along the [110] direction, the 
relative mode intensities of the 290 cm-1 and 300 cm-1 split modes are reversed, indicating that 
the light is polarized along the expanded Mn2+-O2- bond (i.e., easy axis) direction for this 
orientation. 
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Figure 6.7: (a) Temperature dependence of the Raman spectra with increasing temperature from 7K to 
room temperature (top to bottom) for light polarized along the ]011[  crystallographic direction. (inset) 
Raman spectrum at T=7K for light polarized along the ]110[  crystallographic direction. (b) Illustrations 
of Mn3O4 in the orthorhombic (T<T2=33K) and tetragonal (T>T2=33K) structures. (c) Contour plot of the 
T2g phonon mode intensity as functions of energy and increasing temperature. (inset) Contour plot of the 
T2g phonon mode intensity between 7-290K. (d) Temperature dependence of γ—the angle between the a- 
and b-axis directions—as functions of increasing (closed symbols) and decreasing (open symbols) 
temperature. (inset) Temperature dependence [in K] of lattice constants a (squares), b (triangles), and c 
(circles) [in Å] for Mn3O4 with decreasing (open symbols) and decreasing (closed symbols) temperature. 
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To provide further confirmation of the tetragonal-to-orthorhombic phase transition below T2 
in Mn3O4, temperature-dependent x-ray diffraction measurements were performed—in 
collaboration with Xiaoqian Chen and Prof. Abbamonte at the UIUC—on the same Mn3O4 
crystal: in particular, we measured the temperature dependence of the θ, 2θ, φ and χ angles of the 
(440) and (231) Bragg reflections.  From these data, we deduced the temperature dependence, as 
shown in Fig. 6.7.(d), of the lattice parameters a, b, c, and γ—the angle between a and b—as 
functions of both increasing (“warming”) and decreasing (“cooling”) temperature.  While γ 
exhibits an abrupt decrease near T2=33K—indicating an abrupt decrease in the angle between a- 
and b-axis directions at this temperature, the lattice parameters a and b exhibit no temperature 
dependence, and the lattice parameter c exhibits only a weak temperature dependence and 
hysteretic behavior.  This behavior confirms that Mn3O4 exhibits a first-order tetragonal-to-
orthorhombic structural phase transition near T2=33K, as illustrated schematically in Fig. 6.7 (b): 
this detailed information about the lattice parameters a, b, c, and γ enables us to identify the 
structure below T2=33K as the orthorhombic structure with space group Fddd (No. 70) by using 
a web-based program [6.29] with the atomic positions in the tetragonal structure—which have 
already been well documented [6.30]. 
Our identification of a low temperature orthorhombic phase in Mn3O4 disagrees with the 
interpretation of earlier powder x-ray diffraction measurements of Mn3O4 by Boucher et al., who 
identified the low temperature structural phase of Mn3O4 as tetragonal.[6.31]  However, these 
earlier powder diffraction measurements are less sensitive than our single-crystal diffraction 
measurements to the observation of a tetragonal-to-orthorhombic phase transition, which 
involves only a change in the angle between a- and b-axis directions, but no change in the 
magnitudes of the lattice parameters.  Further, the observation of a structural distortion below 
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T2=33K is consistent with recent observations of a change in the bulk strain ∆L/L below T2 that 
is anisotropic in the ab-plane.[6.20-21] 
In fact, this tetragonal-to-orthorhombic structural distortion explains how this geometrically 
frustrated Mn3O4 spinel system manages to magnetically order at low temperatures:  the 
orthorhombically distorted structure relieves the geometric spin frustration by lifting the 
structural degeneracy, allowing magnetic ordering of this material at low temperatures. This 
result implies that strong spin-lattice coupling is very important in determining the low-
temperature phase behavior of this system. 
Also, the observed orthorhombic crystal structure we observe below T2=33K is consistent 
with the spin structure previously reported for Mn3O4 below T2:  the coplanar spin structure of 
the doubled unit cell has spins lying within the )011( plane with a net spin along [110], in which 
the Mn3+ spins are canted by an angle ±ӨYK from the ]011[  direction.  This spin canting is 
associated with a tilting of the z2 orbitals of Mn3+ toward the ]011[  direction due to spin-orbital 
coupling, which results in a tilting of Mn3+ octahedra and an expansion of the Mn2+-O2- bond 
length along the [110] direction.[6.18, 6.21]  We also note also that the absence of a structural 
distortion in the incommensurate magnetic phase regime between T2=33K and T1=39K (see 
Fig.6.7) is more consistent with the proposed spiral spin structure [6.18]—in which the Mn3+ 
spins cant away from the )011(  plane—than with a sinusoidal spin structure:[6.19]  the spiral 
spin structure is associated with an equivalence between the [110] and ]011[  directions—which 
should favor a tetragonal structure—while the incommensurate sinusoidal spin structure is 
preferentially aligned within the )011( plane, which should favor an orthorhombic structure. 
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Our observation of the orthorhombic structural phase associated with the commensurate 
magnetic phase in Mn3O4 suggests that it might be possible to manipulate the magneto-structural 
phases in this system by varying the magnitude and/or direction of an applied magnetic field. As 
discussed below, the distinctive Raman spectroscopic signatures associated with the different 
magneto-structural phases in Mn3O4—illustrated in Fig. 6.7.(b)—can be used for investigating 
the magneto-structural phases induced in Mn3O4 with an applied magnetic field. 
6.4.2. Magnetic field dependence 
The application of a magnetic field along different crystallographic directions in the 
ferrimagnetic phase of Mn3O4 provides a means of either enhancing the magnetic ordering 
tendencies of Mn3O4—for fields applied along the easy-axis [110] direction—or frustrating those 
ordering tendencies—for fields applied transverse to the [110] direction. 
 
Figure 6.8: (a) Field dependence of the Raman spectra at T=39K for H||[110]. (b) Illustrations of the (II) 
low-field tetragonal and (I) high-field orthorhombic structures of Mn3O4. 
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Figure 6.9: Contour plots of the T2g phonon mode intensities as functions of energy and field for H||[110] 
at (a) T=7K, (b) T=34K, (c) 39K, and (d) 44K; red=700 counts, blue=0 counts. (e) Illustrations of (I) the 
orthorhombic structure of Mn3O4 with magnetic easy axis along [110] (II) the tetragonal structure of 
Mn3O4 with magnetic easy axis along [110]. (f) H-T phase diagram for H||[110]); blue=structure I, 
white=structure II, IC=incommensurate magnetic phase, C=commensurate (cell-doubled) magnetic phase. 
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Fig. 6.8 illustrates the field-induced structural phases of Mn3O4 for fields applied along the 
easy-axis [110] direction.  Fig. 6.8.(a) shows that the 295cm−1 mode associated with the 
undistorted tetragonal phase (structure II in Fig. 6.8(b)) exhibits a field-induced splitting at 
T~39 K similar to that induced upon cooling below T2=33 K in zero magnetic field (Fig. 6.7.(a)).  
Figures 6.9.(a)-(d) show that this field-induced splitting is observed in the incommensurate 
magnetic phase regime T2=33K<T≤ T1=39K, which demonstrates that an applied magnetic field 
along the easy axis [110] direction increases the temperature at which the structural transition to 
the orthorhombic phase occurs in Mn3O4.  However, for temperatures above TC=43K, no 
significant change in the spectrum is observed with applied fields.  This indicates that, in the 
incommensurate magnetic phase, an applied magnetic field along the easy-axis [110] direction 
induces a tetragonal-to-orthorhombic distortion in Mn3O4 by forcing the Mn spins to order 
within the (110) plane and inducing the cell-doubled coplanar magnetic structure associated with 
the orthorhombic structure (see Fig. 6.9.(e)). This strong magnetoelastic response likely arises 
from a field-induced increase—via spin-orbit coupling—in the hybridization between the d3z2−r2 
and dxy orbitals of (octahedral) Mn3+ for H||[110].  Fig. 6.9 (f) summarizes the different 
magnetostructural phases of Mn3O4 as functions of magnetic field and temperature for H||[110]. 
More interesting is the magneto-structural phase diagram that results when applying the 
magnetic field in a direction transverse to the easy-axis direction, H||[1-10], i.e., in a direction 
that places the applied field in competition with the ferrimagnetic ordering direction in Mn3O4.  
Figures 6.10 (a) and (c) show that three different phase regimes are apparent for this magnetic 
field orientation at T=7 K(<<T2).  In the low field regime, i.e., for H<1 T and T<<T2, the phonon 
spectrum is identical to that observed at zero field and low temperatures in Mn3O4—i.e., the 
lowest frequency T2g phonon is split into distinct modes near 290 cm−1 and 300 cm−1, with 
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greater intensity in the higher energy 300 cm-1 mode—indicative of an orthorhombic 
ferrimagnetic phase with the Mn spins oriented in the [110] direction (structure I in Fig. 6.10 (b)).  
On the other hand, in the high field regime, i.e., for H > 4T and T<<T2, the low energy T2g 
phonon mode is split into distinct modes near 290 cm−1 and 300 cm−1, but the lower energy 290 
cm-1 split mode—which is associated with vibrations of the expanded Mn2+-O2- bond—has 
greater scattering intensity than the 300 cm-1 split mode.  This spectrum indicates that the 
expanded Mn2+-O2- bond, and therefore the Mn spins, are reoriented by the applied field along 
the polarization direction of the incident light, i.e., along the [1-10] direction (structure III in Fig. 
6.10.(b)). This result elucidates the microscopic magnetostructural changes responsible for the 
recent observation that the sign of the bulk strain ∆L/L in the [100] direction of Mn3O4 changes 
from positive to negative upon changing the orientation of the in-plane magnetic field.[6.21] 
Most remarkable, however, is the intermediate field regime, i.e., 1T < H < 4T and T<<T2, 
with H||[1-10], shown in Figs. 6.10.(a) and (c):  in this regime, the phonon spectrum is the same 
as that in the paramagnetic tetragonal phase, i.e., the dominant mode is the ~295 cm-1 T2g phonon 
associated with structure II in Figs. 6.10.(b).  Thus, in this field range, Mn3O4 resolves the 
frustration imposed on the Mn spins by the competing internal (M||[110]) and external (H||[1-10]) 
fields by adopting a more symmetric (tetragonal) structural configuration.  This field-induced 
symmetric structural configuration is expected to be associated with a disordered spin 
configuration, by inducing an equivalency between [110] and [1-10] Mn spin orientations, 
similar to that observed in the high temperature paramagnetic phase.  Indeed, magnetization 
measurements of Mn3O4 by Dwight and Menyuk showed that the application at 4.2 K of a ~1 T 
field transverse to the easy axis direction of Mn3O4 resulted in slow spin relaxation processes 
consistent with a disordered spin system.[6.32] 
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Figure 6.10: Field dependence of the Raman spectra at T=7K for H||[1-10]. (b) Illustrations of the Mn3O4 
structure in the (top) the low-field orthorhombic, (middle) intermediate-field tetragonal, and (bottom) 
high-field orthorhombic phases Contour plots of the T2g phonon mode intensities as functions of energy 
and field at (a) T=7K, with increasing fields and decreasing field. 
Notably, these field-induced phase transitions are first order, as evidenced by hysteresis 
associated with the field-dependent phonon spectra upon cycling the magnetic field:  as shown in 
Figure 6.10 (d), the field dependence of the phonon spectrum with deceasing magnetic field is 
significantly different from that observed upon increasing the magnetic field. In particular, with 
deceasing fields from H=6 T to 0 T, the phonon spectra sustains the high-field spectroscopic 
response down to 0.5 T, before abruptly switching to the zero-field phonon spectrum  upon 
decreasing the field from 0.5 T to 0 T. The field dependence at different temperatures is also 
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shown in Figures 6.11 (a)-(d), and the full H-T phase diagram for Mn3O4 with H||[1-10] is 
summarized in Fig. 6.11 (f). 
 
Figure 6.11: Contour plots of the T2g phonon mode intensities as functions of energy and field for H||[1-
10] (a) T=14K, (b) 19K, (c) 29K, and (d) 39K; red=700, blue=0 counts. (e) Illustrations of the Mn3O4 
structure in (I) the orthorhombic with magnetic easy axis along [110], (II) tetragonal, and (III) 
orthorhombic structure of Mn3O4 with magnetic easy axis along [1-10]. (f) H-T phase diagram for H||[1-
10]; blue=structure I, white=structure II, red=structure III, SD=spin-disordered phase, and 
C=commensurate (cell-doubled) magnetic phase 
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Recently, further confirmation of the three-stage field dependence of the magnetostructural 
phases in Mn3O4 for H||[1-10]  was observed in field-dependent x-ray scattering results at the 
X21 Beamline at Brookhaven National Laboratory--obtained in collaboration with Christy 
Nelson of Brookhaven National Laboratory and Xiaoqian Chen from Prof. Abbamonte’s group 
at UIUC.  As shown in Figure 6.12, these results exhibit field-dependent changes in the (220) 
and (440) Bragg reflection that are consistent with the three-stage transition observed with 
Raman scattering. 
 
Figure 6.12: Contour plots of the (440) reflection intensities as functions of 2θ angle and field for H||[1-
10]. (a) T=2K, (b) 15K, and (c) 40K. (d) H-T phase diagram for H||[1-10] based on the x-ray 
measurement results, and illustrations for the corresponding structures. 
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There are a couple of important points to note from the rich field-induced magnetostructural 
phases we observe in Mn3O4. The most significant result is the observation of a quantum phase 
transition to an intermediate-field, spin/orbital frustrated state at T~0 for H||[1-10].  This 
transition reveals a novel mechanism—made possible by strong spin-orbital coupling—by which 
a transverse applied field in the ferrimagnetic state can induce a frustrated spin/orbital state at 
T~0 by first inducing a more symmetric structural configuration that is compatible with 
degenerate spin and orbital states.  This route to frustrating spin- and orbital-order at T~0 
involves a balancing of elastic and magnetic energies that has not been generally considered 
when modeling field-induced spin/orbital frustration.[6.17]  Interestingly, our results suggest that 
the transverse applied field plays a similar role in generating orbital-spin frustration in Mn3O4 
that hydrostatic pressure has been shown to play in other orbital-ordered systems, i.e., by 
frustrating orbital order through the creation of a more symmetric structural configuration that 
supports degenerate orbital-spin states.[6.33]  Secondly, from our results—summarized in Figs. 
6.9 and 6.11—the specific microscopic structural changes causing the rich magneto-dielectric 
and -elastic effects in Mn3O4 [6.21] can be attributed to the field-induced manipulation of 
tetragonal-to- orthorhombic phase changes, which we believe result from mixing of the 
hybridization between the d3z2−r2 and dxy orbitals of octahedral Mn3+.  Finally, our results identify 
Mn3O4 as a particularly simple, model system in which to study a rare state of matter:  a T~0 
spin- and orbital-frustrated phase.  Of particular interest would be to perform field-dependent 
heat capacity measurements to study the change in entropy between ferrimagnetic and 
spin/orbital frustrated phases—for example, to test whether this state is a quantum spin liquid.  
Also, it would be of interest to perform neutron scattering to study the field-dependent evolution 
of spin dynamics between the ferrimagnetic and spin/orbital frustrated phases in Mn3O4, for 
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example, to look for evidence of quantum criticality which would appear as ω/T-scaling of the 
spin excitations.  Indeed, neutron scattering studies of the quasi-one-dimensional Ising 
ferromagnet CoNb2O6—in which a transverse magnetic field was similarly employed to tune a 
magnetic order-disorder phase transition—revealed remarkable spin dynamics near the quantum 
critical point,[6.34] suggesting that similar studies of the field-tuned transition of Mn3O4 would 
be ideal for examining the relatively unexplored evolution of spin dynamics through quantum 
phase transitions in frustrated xy-like systems. 
The strong sensitivity of structural phases to applied magnetic field in Mn3O4 also suggests 
that the magneto-structural and -dielectric properties of this material might also be controlled 
using applied pressure.  The pressure-dependent studies reported below describe the rich 
magnetostructural behavior that can be tuned in Mn3O4 with applied pressure. 
6.4.3. Pressure dependence 
Fig. 6.13 (c) and (e) shows the pressure dependence of the T2g mode at T=39 K and H=0 
T.  At low pressures (P<7 kbar), the ~295 cm-1 degenerate T2g phonon mode—associated with 
the undistorted tetragonal phase (structure II in Fig. 6.13 (a))—shifts to higher frequencies with 
applied pressure (with a rate dωo/dP~0.25 cm-1/kbar, where ωo is the T2g phonon frequency), 
indicating a simple pressure-induced reduction of the unit cell volume with no structural 
transition.  However, above P*~8.5kbar, the T2g mode exhibits a pressure-induced splitting into 
an intense lower frequency mode and a weak higher frequency mode:  This is the spectroscopic 
signature of a pressure-induced transition at T=39 K from a tetragonal phase (structure II) to an 
orthorhombic phase with the long axis of the distortion (and a magnetic easy axis) that is parallel 
to the polarization direction of the incident electric field, Ei||[1-10] (structure III in Fig. 6.13.(a)).   
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Figure 6.13: (a) Illustrations of (I) the orthorhombic structure of Mn3O4 with magnetic easy axis along 
[110], (II) the tetragonal structure of Mn3O4, and (III) the orthorhombic structure of Mn3O4 with magnetic 
easy axis along [1-10]. (b) Contour plot of the T2g phonon mode intensity as functions of energy and 
applied magnetic field (H||[1-10]), where red=maximum counts and blue=0 counts. (c) Contour plot of 
the T2g phonon mode intensities as functions of energy and applied pressure (P||[110]) for T=39K and 
H=0T. (d) Contour plot of the T2g phonon mode intensities as functions of energy and applied magnetic 
field (H||[110]) for T=39K and P=16kbar.  Filled diamonds represent the T2g mode energies and the 
dashed lines are guides to the eye. (e) Pressure dependence of the Raman spectra at T=39K and H=0T. (f) 
Field dependence of the Raman spectra at T=39K and P~16kbar.  
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The results in Fig. 6.13 (c) and (e) demonstrate that the magnetic easy axis (and the long axis 
of the orthorhombic distortion) of Mn3O4 is rotated from the [110]—which is the low-
temperature net-moment direction—to the [1-10] directions with sufficiently high pressures 
applied in the [110] direction.  This pressure-induced rotation of the magnetic easy axis is 
confirmed in Fig. 6.13 (d) and (f), which shows that a magnetic field applied transverse to the [1-
10] direction—i.e., transverse to the pressure-induced magnetic easy axis direction (i.e., 
H⊥M||[1-10])—reverses the magnetostructural changes induced with pressure.  Specifically, Fig. 
6.13 (d) an (f) shows that an applied field H||[110] (with P=16 kbar and T=39 K) induces a 
transition at Hc1~1.5 T from an orthorhombic phase with magnetic easy axis parallel to [1-10] 
(structure III in Fig. 6.13.(a)) to a tetragonal phase (structure II in Fig. 6.13 (a)), as evidenced by 
the field-induced collapse of the two split phonon modes to a single mode near 295 cm-1.  At still 
higher applied fields (H||[110] with P=16 kbar and T=39 K), there is a second transition at Hc2~3 
T between a tetragonal phase (structure II in Fig. 6.13.(a)) and an orthorhombic phase with 
magnetic easy axis parallel to [110] (structure I in Fig. 6.13.(a)); this structural change is 
identified by the splitting of the ~295 cm-1 phonon mode into an intense higher frequency mode 
and a weak lower frequency mode. 
Figs. 6.14 (a)-(c) display the pressure-dependences of the ~295 cm-1 T2g phonon mode at 
different temperatures in Mn3O4, showing that applied pressure induces a tetragonal-to-
orthorhombic transition—and orients the magnetic easy axis along the [1-10] direction—at 
successively higher critical pressures with increasing temperature, i.e., from P*~8.5 kbar at 39 K 
to P*~27 kbar at 54 K.  Fig. 6.14.(e) summarizes the PT phase diagram of Mn3O4 inferred from 
these results:  Below T=33 K and at very low pressures P<5 kbar, Mn3O4 has an orthorhombic 
phase with a magnetic easy axis along the [110] direction (structure I in Fig. 6.14 (d)).  However, 
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above a critical pressure P*—whose value increases with temperature with a rate ∆P/∆T~1.2 
kbar/K (orange circles in Fig. 6.14 (e)) above T=33K—there is a transition to an orthorhombic 
phase with magnetic easy axis along the [1-10] direction (structure III in Fig. 6.14 (d)).  Between 
these two phases is a tetragonal phase (structure II in Fig. 6.14 (d)) that does not exhibit 
commensurate long-range magnetic order.[6.17] 
 
Figure 6.14: Contour plots of the T2g phonon mode intensities as functions of energy and applied pressure 
(P||[110]) for H=0T and (a) T=39K, (b) T=44K, and (c) T=49K, where red=maximum counts and blue=0 
counts.  Filled diamonds represent the T2g mode energies and the dashed lines are guides to the eye.  (d) 
Illustrations of (I) the orthorhombic structure of Mn3O4 with magnetic easy axis along [110], (II) the 
tetragonal structure of Mn3O4, and (III) the orthorhombic structure of Mn3O4 with magnetic easy axis 
along [1-10]. (e) PT-phase diagram inferred from results in (a)-(c).  The blue circle represents the 
measured critical temperature between magnetostructural phase regions I (blue) and II (white), while the 
orange circles represent measured critical pressures between phase regions III (red) and II (white).  
Dashed lines are estimated phase boundary lines, and the white area is a region in which the detailed 
phase behavior is unknown. 
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The pressure-dependent results in Figs. 6.13 and 6.14 confirm that applied pressure 
influences the magnetic easy axis direction of Mn3O4—and increases the temperature at which 
magneto-structural phase changes and magneto-dielectric behavior are observed—by tuning the 
magnetocrystalline anisotropy of the material; further, pressure orients the magnetic easy axis in 
the direction of a strain field that is transverse to the direction of the applied pressure. These 
results suggest that it should be possible to engineer the magneto-structural phases shown in Fig. 
6.14 (e)—and thereby control the magneto-dielectric properties that accompany these 
magnetostructural phase changes—via compressive epitaxial strain in oriented films of Mn3O4.  
Fig. 6.14 (e) also suggests that significant piezo-dielectric effects—associated with pressure-
induced magnetostructural changes in Mn3O4—should be observed near the phase boundaries 
shown in Fig. 6.14 (e). 
To explore the rich magnetostructural phases that can be obtained in Mn3O4 as functions of 
both magnetic field and pressure, Figs. 6.15 (a)-(c) show the magnetic-field-dependence of the 
structural phases of Mn3O4 at different values of applied pressure for H||[110].  Fig. 6.15 (e) 
summarizes the PH phase diagram of Mn3O4 at T=39 K inferred from these results:  for low 
values of the pressure, P<8.5kbar, there is a field-induced transition from the tetragonal phase 
(structure II in Fig. 6.15 (d)) to an orthorhombic phase with magnetic easy axis along the [110] 
direction. However, for P>8.5kbar, increasing applied field (H||[110]) induces magnetostructural 
transitions, first, between an orthorhombic structure with magnetic easy axis along the [1-10] 
direction (structure III in Fig. 6.15 (d)) and a tetragonal structure (structure II in Fig. 6.15 (d)), 
and second, between a magnetically frustrated tetragonal structure and an orthorhombic structure 
with magnetic easy axis along the [110] direction (structure I in Fig. 6.15 (d)).   
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Figure 6.15: Contour plots of the T2g phonon mode intensities as functions of energy and applied field 
(H||[110]) for T=39K and (a) P=23kbar, (b) P=16kbar, and (c) P=0kbar, where red=maximum counts and 
blue=0 counts.  Filled diamonds represent the T2g mode energies and the dashed lines are guides to the 
eye.  (d) Illustrations of (I) the orthorhombic structure of Mn3O4 with magnetic easy axis along [110], (II) 
the tetragonal structure of Mn3O4, and (III) the orthorhombic structure of Mn3O4 with magnetic easy axis 
along [1-10]. (e) PH-phase diagram inferred from results in (a)-(c).  Orange circles represent measured 
critical pressures between magnetostructural phase regions III (red) and II (white), while blue circles 
represent measured critical pressures between magnetostructural phase regions II (white) and I (blue).  
Dashed yellow lines indicate pressures at which magnetic field sweeps were obtained, and the white area 
is a region in which the detailed phase behavior is unknown. 
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Fig. 6.15 (e) shows that the magnetically frustrated tetragonal phase regime (structure II) is 
pushed to higher fields—and has a somewhat narrower field range—with increasing pressure.  
For P≥23 kbar, no magnetostructural transition is observed within our observed field range, 
suggesting that orthorhombic structure III becomes clamped by the strong strain field—and is 
therefore unresponsive to an applied field—in this pressure and field range. Fig. 6.16 
summarizes the magnetostructural PHT phase diagram for Mn3O4 inferred from all our results. 
 
Figure 6.16: Summary 3-dimensional phase diagrams as functions of temperature, magnetic-field for 
H||[110], and pressure for P||[110], constructed using Figure 6.9 (f), 6.14 (e), and 6.15 (e). 
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Several noteworthy features of the PH phase diagram are apparent in Fig. 6.15 (e):  the 
largest magnetoelastic and magnetodielectric changes in Mn3O4 are expected at the phase 
boundaries shown in Fig. 6.15.(e), where the most rapid changes in structure and phonon 
frequencies are observed with field. Specifically, these magnetic-field-induced structural 
transitions cause phonon frequency changes that modify the dielectric response according to the 
Lyddane-Sachs-Teller (LST) relationship,[6.40] ( ) ( ) 2 20 L Tε ε ω ω∞ = , where ε(0) (ε(∞)) is the 
zero-frequency (high-frequency limit) dielectric response of the material, and ωL (ωT) is the 
long-wavelength longitudinal (transverse) phonon frequency. Thus, Fig. 6.15.(e) reveals both the 
pressure range over which magnetodielectric properties of Mn3O4 can be tuned and the pressure 
and field values at which the largest magnetodielectric changes are expected. 
Additionally, the phase transition boundaries in Fig. 6.15.(e) are both first order, as 
evidenced by hysteresis in the field-dependent evolution of the phonon spectra when cycling the 
magnetic field.  However, the phase diagram in Fig. 6.15.(e) suggests that there is a path in the 
PH phase diagram along which a direct transition between orthorhombic structures I and III 
might be induced, e.g., by first applying a magnetic field along the [110] direction to induce 
magnetostructural phase I, then deforming the crystal with pressure—and continuously rotating 
the magnetic easy axis—between the [110] and [1-10] directions. 
6.5. Summary and Conclusions 
In summary, the magnetostructural phases of Mn3O4 were carefully examined as functions of 
temperature, pressure, and magnetic field by studying the phonon spectrum, which affords 
detailed information about specific parts of the Mn3O4 structure.  First, the temperature-
dependent measurement shows the distinct splitting of Raman-active phonons below T2=33K, 
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indicating that a tetragonal-to-orthorhombic structural change distortion is associated with the 
commensurate magnetic ordering transition. This result provides specific microscopic 
information regarding the temperature dependent dielectric and structural changes associated 
with the different magnetic phases in Mn3O4.  Secondly, the field-induced phonon splitting and 
split-mode switching observed in the field-dependent measurements on Mn3O4 illustrates not 
only that the tetragonal-to-orthorhombic transition can be sensitively controlled with an applied 
field, but that the direction of the distortion can be tuned with an applied field.  Also, we find 
evidence for a quantum (T~0) phase transition to a structurally isotropic, disordered spin/orbital 
state for magnetic fields applied transverse to the ferrimagnetic easy-axis direction, i.e., for 
H||[1-10], which reflects a field-tuned degeneracy between competing magnetostructural 
configurations, and demonstrates the important role that magnetoelastic interactions can play in 
frustrating spin and orbital order at T=0.  Furthermore, our pressure-dependent Raman 
measurements show the phase tunability in another way; that is, the magnetic easy axis direction 
in Mn3O4 can be controlled—and the ferrimagnetic transition temperature increased—with 
applied pressure.  Finally, our combined pressure- and magnetic-field-tuned Raman 
measurements reveal a rich magnetostructural phase diagram—including a pressure- and field-
induced magnetically frustrated tetragonal phase and evidence for a critical point in the PH phase 
diagram—that can be induced in Mn3O4 with applied pressure and field. In fact, efforts are 
currently ongoing to see whether a continuous quantum phase transition between 
magnetostructural phases can be induced in Mn3O4 with the simultaneous application of 
magnetic field and pressure.  
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Chapter 7: Summary and Conclusions                      
In this thesis, I’ve presented the results of our Raman scattering studies on two distinct 
strongly correlated materials: the manganese perovskites LaxPryCa1−x−yMnO3; and the 
manganese-based spinel Mn3O4. In the studies, not only could I elucidate the rich phases and 
phase transitions sensitively tunable with doping, magnetic field, and/or pressure, but also 
demonstrate that Raman scattering spectroscopy is a powerful method to microscopically 
investigate the complex phases in the strongly correlated materials as functions of temperature, 
magnetic field, and pressure—in fact, I’ve demonstrated the capabilities of the simultaneous low 
temperature, high magnetic field, and high pressure measurements using Raman scattering.  Also, 
I’ve described the detailed procedures of single crystal growth using a floating zone technique, 
used as part of this thesis work to prepare single crystal samples of Mn3O4, and demonstrated the 
importance of using good single crystal samples for more detailed studies on the material 
properties.  
In LaxPryCa1−x−yMnO3 studies, I presented temperature- and field-dependent Raman 
measurements of La0.5Ca0.5MnO3 and La0.25Pr0.375Ca0.375MnO3, which enabled us to map out the 
structural and COO phases of these materials in the temperature range 2-300 K and in the field 
range 0 – 9 T.  Among the interesting results of these measurements: (i) We observed strong 
evidence that both field- and temperature-dependent melting of COO in La0.5Ca0.5MnO3 occurs 
in such a way as to preserve large coherent domains of COO throughout the melting process, 
indicating that field- and temperature-dependent melting in this material occurs primarily at the 
surfaces of COO regions.  These results provided evidence that the field-induced melting 
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transition of La0.5Ca0.5MnO3 is first-order, and resembles a crystallization transition of an 
“electronic solid.”  (ii) The similar effects of field- and temperature-dependent melting on the 
structure of La0.5Ca0.5MnO3 further suggested that magnetic fields and thermal disorder disrupt 
charge-ordering through a similar mechanism, i.e., by locally disordering AFM alignment.  (iii) 
We observed the appearance of new modes in the high-field regimes of both La0.5Ca0.5MnO3 and 
La0.25Pr0.375Ca0.375MnO3, which indicated that the melted high-field FM phase of these materials 
is associated with a structural phase having weakly JT distorted MnO6 octahedra.  (iv) Finally, 
we found that substitution of Pr into La1-xCaxMnO3—which allowed us to study the effects of 
disorder on thermal and field-induced melting of the COO lattice—have dramatically different 
effects.  Specifically, we found that while thermal melting of COO into La1-xCaxMnO3 is not 
dramatically affected by Pr-substitution, field-induced melting in La0.25Pr0.375Ca0.375MnO3 is 
substantially different from that in La0.5Ca0.5MnO3.  To explain this, we proposed a picture of 
COO in La0.25Pr0.375Ca0.375MnO3 in which the COO transition occurs via percolation of COO 
domains, which is dramatically inhibited by an applied magnetic field, but is less strongly 
frustrated by thermal fluctuations. 
In Mn4O4 studies, I presented temperature-, magnetic-field-, and pressure-dependent Raman 
scattering studies of single crystal Mn3O4, combined with temperature- and field-dependent x-ray 
diffraction studies, revealing the novel magnetostructural phases in Mn3O4. (i) Our temperature-
dependent studies showed that the commensurate magnetic transition at T2=33K in the binary 
spinel Mn3O4 is associated with a structural transition from tetragonal to orthorhombic structures. 
(ii) Field-dependent studies elucidated that the onset and nature of this structural transition can 
be controlled with an applied magnetic field, and revealed evidence for a field-tuned quantum 
phase transition to a tetragonal spin-disordered phase for H|| ]011[ , which we argued arises from 
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a field-tuned degeneracy of magnetostructural states in Mn3O4. (iii) Pressure-dependent Raman 
measurements showed that the magnetic easy axis direction in Mn3O4 can be controlled—and the 
ferrimagnetic transition temperature increased—with applied pressure. (iv) Finally, combined 
pressure- and magnetic-field-tuned Raman measurements revealed a rich magnetostructural 
phase diagram—including a pressure- and field-induced magnetically frustrated tetragonal phase 
and evidence for a critical point in the PH phase diagram—that can be generated in Mn3O4 with 
applied pressure and magnetic field. 
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