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Abstract
The existence and uniqueness of the mild solutions for a class of degenerate func-
tional SPDEs are obtained, where the drift is assumed to be Ho¨lder-Dini continuous.
Moreover, the non-explosion of the solution is proved under some reasonable conditions.
In addition, the Harnack is derived by the coupling by change of measure. Finally, the
shift Harnack inequality is obtained for the equations without delay, which is new even
in the non-degenerate case.
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1 Introduction
The stochastic Hamiltonian system is an important model of degenerate diffusion system,
which has been investigated in [4, 11, 13, 14, 17]. In this paper we aim to study functional
version of this model (see [2]) in infinite dimension. Recently, Zvonkin type transforms have
been used to prove existence and uniqueness of SDEs and SPDEs with singular drift, see e.g.
[1, 5, 8, 9, 19, 18]. In [7], the author has investigated the non-degenerate functional SPDEs
with Dini continuous drift, see also [6] for the finite dimensional non-degenerate functional
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SDEs with integrable drifts. The purpose of this paper is to investigate the degenerate func-
tional SPDEs with singular coefficients. We adopt the Zvonkin type transforms considered
in [15] for SPDEs which enable us to regularize a singular drift without time delay. There-
fore, in the functional SPDEs, we only allow the drift to be Ho¨lder-Dini continuous in the
present state, drift with delay being Lipschitz continuous, see (a4) below. On the other
hand, Harnack and shift Harnack inequalities have many applications, see [10, Chapter 1].
[9] prove the Log-Harnack inequalities for SPDEs with Dini drift by gradient estimate. Fol-
lowing this, using coupling by change of measure, [7] obtain the Log-Harnack inequalities for
functional SDEs with Dini continuous drift. However, the noises are non-degenerate in both
of these two cases. So far, there is no result on the Harnack or shift Harnack inequalities for
degenerate SPDEs. In this paper, we construct coupling by change of measure to derive the
Harnack and shift Harnack inequalities for a class of functional SPDEs with singular drift.
Let Hi (i=1,2,3) be three separable Hilbert spaces. Let L (Hi;Hj) be the space of
bounded linear operators from Hi to Hj (1 ≤ i, j ≤ 3). For simplicity, we denote the norm
and inner product by | · | and 〈·, ·〉 for Hilbert spaces, and let ‖ · ‖ stand for the operator
norm. Let H = H1 × H2. For H ∋ z = (x, y) ∈ H1 ×H2, |z|
2 := |x|2 + |y|2. To describe the
time delay, let ν be a non-trivial measure on (−∞, 0) such that
(1.1) ν is locally finite and ν(· − t) ≤ κ(t)ν(·), t > 0
for some increasing function κ : (0,∞) → (0,∞). This condition is crucial to prove the
pathwise (see the proof of Proposition 2.4 below), and to determine the state space of
the segment solutions. Obviously, (1.1) holds for ν(dθ) := 1(−∞,0)(θ)ρ(θ)dθ with density
ρ ≥ 0 satisfying ρ(θ − t) ≤ κ(t)ρ(θ), t > 0 for θ < 0, which is the case if, for instance,
ρ(θ) = eλθ1[−r0,0)(θ) for some constants λ ∈ R and r0 ∈ (0,∞). Then the state space of the
segment process under study is given by
Cν :=
{
ξ : (−∞, 0]→ H is measurable with ν(|ξ|2) <∞
}
,
where ν(f) :=
∫ 0
−∞
f(θ)ν(dθ) for f ∈ L1(ν). Let
‖ξ‖Cν :=
√
ν(|ξ|2) + |ξ(0)|2, ξ ∈ Cν .(1.2)
Throughout the paper, we identify ξ and η in Cν if ξ = η ν-a.e. and ξ(0) = η(0), so that Cν
is a separable Hilbert space with inner product
〈ξ, η〉Cν := ν(〈ξ, η〉) + ξ(0)η(0), ξ, η ∈ Cν .
For a map X : R→ H and t ≥ 0, let Xt : (−∞, 0]→ H be defined by
Xt(θ) = X(t + θ), θ ∈ (−∞, 0].
We call Xt the segment of X at time t. Similarly, for i = 1, 2, we denote C
i
ν for Hi instead
of H. Clearly, for ξi ∈ C
i
ν , i = 1, 2, let ξ(s) = (ξ1(s), ξ2(s)), s ∈ (−∞, 0], then ξ ∈ Cν .
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Different from the finite dimension case, the main difficulty in the proof of the pathwise
uniqueness is that the new equation after Zvonkin transform contains an unbounded drift
−A2u, see (2.7) below. To treat this term, we use the Fubini theorem and use ‖ · ‖Cν for the
delay part instead of the usual uniform norm or weighted uniform norm.
Let W = (W (t))t≥0 be a cylindrical Brownian motion on H3 with respect to a complete
filtration probability space (Ω,F , {Ft}t≥0,P). More precisely, W (·) =
∑∞
n=1 W¯
n(·)hn for
a sequence of independent one dimensional standard Brownian motions
{
W¯ n(·)
}
n≥1
with
respect to (Ω,F , {Ft}t≥0,P), where {hn}n≥1 is an orthonormal basis on H3.
Consider the following functional SPDE on H:
(1.3)
{
dX(t) = {A1X(t) +BY (t)}dt,
dY (t) = {A2Y (t) + b(t, X(t), Y (t)) + F (t, Xt, Yt)}dt+Q(t)dW (t),
where B ∈ L (H2;H1), for any i = 1, 2, (Ai,D(Ai)) is a bounded above linear operator
generating a strongly continuous semigroup etAi onHi, F : [0,∞)×Cν → H2, b : [0,∞)×H→
H2 and Q : [0,∞) → L (H3;H2) are measurable and locally bounded (i.e. bounded on
bounded sets). We will still use the same notations as in the finite dimension case, i.e.
∇,∇(1) and ∇(2) denote the gradient operators on H, H1 and H2 respectively.
In general, the mild solution (if exists) to (1.3) can be explosive, so we consider mild
solutions with life time.
Definition 1.1. A continuous H-valued process (X(t), Y (t))t∈(−∞,ζ) is called a mild solution
to (1.3) with life time ζ , if the segment process (Xt, Yt) is Ft-measurable, and ζ > 0 is a
stopping time such that P-a.s lim supt↑ζ(|X(t)|+ |Y (t)|) =∞ holds on {ζ <∞}, and P-a.s

X(t) = eA1(t∨0)X(t ∧ 0) +
∫ t∨0
0
eA1(t−s)BY (s)ds,
Y (t) = eA2(t∨0)Y (t ∧ 0) +
∫ t∨0
0
eA2(t−s){b(s,X(s), Y (s)) + F (s,Xs, Ys)}ds
+
∫ t∨0
0
eA2(t−s)Q(s)dW (s), t ∈ [−r, ζ).
Throughout this paper, let {en}n≥1 be an orthonormal basis on H2. For any n ≥ 1, let
H
(n)
2 := span{e1, · · · , en}, pi
(n)
2 be the orthogonal projection map from H2 to H
(n)
2 . Moreover,
let H
(n)
1 := BH
(n)
2 and pi
(n)
1 be the orthogonal projection map from H1 to H
(n)
1 . If BB
∗ is
invertible, we have limn→∞ pi
(n)
1 x = x for x ∈ H1. Let
pi(n) = (pi
(n)
1 , pi
(n)
2 ) : H
(n) := H
(n)
1 ×H
(n)
2 .
In this section, we investigate the existence and uniqueness of (1.3) when b is singular. To
this end, we need the following assumptions, see [15] for details.
(a1) (−A2)
ε−1 is of trace class for some ε ∈ (0, 1); i.e.
∑∞
n=1 λ
ε−1
n <∞ for 0 < λ1 ≤ λ2 ≤ · · ·
being all eigenvalues of −A2 counting multiplicities. The eigenbasis of −A2 on H2
corresponding to the eigenvalues {λi}
∞
i=1 is {ei}
∞
i=1.
(a2) (i) Q ∈ C([0,∞);L (H3;H2)) such that for every t ≥ 0, (QQ
∗)(t) is invertible and
‖(QQ∗)−1(t)‖ is locally bounded in t ≥ 0.
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(ii) BB∗ is invertible in H1, and Be
A2t = eA1teA0tB for some A0 ∈ L (H1,H1) and all
t ≥ 0.
(iii) There exists n0 ≥ 1 such that for any n ≥ n0, pi
(n)
1 B = Bpi
(n)
2 on H2, and
pi
(n)
1 A1 = A1pi
(n)
1 on D(A1).
To describe the singularity of b, we introduce
D =
{
φ : [0,∞)→ [0,∞) is increasing, φ2 is concave,
∫ 1
0
φ(s)
s
ds <∞
}
(a3) For any n ≥ 1, there exists φn ∈ D and constants Kn > 0, αn ∈ (
2
3
, 1) such that
(1.4) sup
t∈[0,n],(x,y)∈H,|(x,y)|≤n
|b(t, x, y)| <∞,
and for any t ∈ [0, n], |(x, y)| ∨ |(x′, y′)| ≤ n, it holds that
(1.5) |b(t, x, y)− b(t, x′, y′)| ≤ φn(|y − y
′|) +Kn|x− x
′|αn.
Remark 1.1. Obviously, the class D contains φ(s) := K
log1+δ(c+s−1)
for constants K, δ > 0
and large enough c ≥ e such that φ2 is concave.
Moreover, we need the following assumption on the delay part.
(a4) F ∈ C([0,∞)× Cν ;H2), and there exists an increasing function CF : [0,∞)→ [0,∞)
such that for any n ≥ 1,
|F (t, ξ)− F (t, η)| ≤ CF (n)‖ξ − η‖Cν , t ∈ [0, n], ξ, η ∈ Cν , ‖ξ‖Cν ∨ ‖η‖Cν ≤ n.
When supp ν is {0}, i.e. the case without delay, (a1)-(a3) imply the existence and unique-
ness of the mild solution to (1.3) by [15, Theorem 1.1 (1)].
Throughout the paper, the letter C or c will denote a positive constant, and C(θ) or
c(θ) stands for a constant depending on θ. The value of the constants may change from one
appearance to another.
The paper is organized as follows: In Section 2, we prove the existence, uniqueness
and non-explosion of the solution for degenerate functional SPDEs with singular drift; In
Section 3, we investigate Harnack inequalities; In Section 4, we investigate the shift Harnack
inequalities.
2 Existence and Uniqueness
The following theorem gives results on existence, uniqueness and non-explosion of the mild
solution.
Theorem 2.1. Assume (a1)-(a4).
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(1) For any F0-measurable initial value (X0, Y0), the equation (1.3) has a unique mild
solution (X(t), Y (t))t∈(−∞,ζ) with life time ζ.
(2) If there exist two positive functions Φ, h : [0,∞)× [0,∞)→ (0,∞) increasing in each
variable such that
∫∞
1
ds
Φt(s)
=∞ for any t ≥ 0 and
〈F (t, ξ, η + η′) + b(t, ξ(0), (η + η′)(0)), η(0)〉
≤ Φt
(
‖ξ‖2
C 1ν
+ ‖η‖2
C 2ν
)
+ ht(‖η
′‖C 2ν ), ξ ∈ C
1
ν , η, η
′ ∈ C 2ν , t ≥ 0,
(2.1)
then the mild solution is non-explosive.
To apply Zvonkin type transform, we in fact need some global version of (a3)-(a4), and
Theorem 2.1 can be proved by localization method.
For any T > 0, let ‖ · ‖T,∞ denote the uniform norm on [0, T ]×H or [0, T ]× Cν .
(a3
′
) For any T > 0, there exists φ ∈ D and constants K > 0, α ∈ (2
3
, 1) such that
(2.2) ‖b‖T,∞ <∞,
and
(2.3) |b(t, x, y)−b(t, x′, y′)| ≤ K|x−x′|α+φ(|y−y′|), t ∈ [0, T ], x, x′ ∈ H1, y, y
′ ∈ H2.
(a4
′
) For any t ≥ 0, ‖F‖t,∞ < ∞. F satisfies (a4), and there exists an increasing function
C
′
F : [0,∞)→ [0,∞) such that for any T ≥ 0,
|F (t, ξ)− F (t, η)| ≤ C
′
F (T )‖ξ − η‖Cν , t ∈ [0, T ], ξ, η ∈ Cν .
2.1 Regularization transform
In this subsection, we transform (1.3) to a regular equation, the pathwise uniqueness of which
is equivilant to that of (1.3). To this end, the regularity of the solution to the equation (2.5)
(Lemma 2.2) is crucial, which has been proved in [15].
Consider the following SPDEs:
(2.4)
{
dX0s,t(x, y) = {A1X
0
s,t(x, y) +BY
0
s,t(x, y)}dt,
dY 0s,t(x, y) = A2Y
0
s,t(x, y)dt +Q(t)dW (t), (X
0
s,s, Y
0
s,s)(x, y) = (x, y), t ≥ s ≥ 0.
Under (a1), (a2), (2.4) has a unique mild solution {(X0s,t, Y
0
s,t)(x, y)}t≥s. Let P
0
s,t be the
associated Markov semigroup, i,e.
P 0s,tf(x, y) = Ef(X
0
s,t(x, y), Y
0
s,t(x, y)), f ∈ Bb(H), t ≥ s ≥ 0.
As in [15], to transform (1.3) to a regular equation, we need to study the regularity of the
following equation:
(2.5) u(s, ·) =
∫ T
s
e−λ(t−s)P 0s,t(∇
(2)
b(t,·)u(t, ·) + b(t, ·))dt, s ∈ [0, T ].
The following Lemma is from [15, Proposition 3.1].
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Lemma 2.2. Assume (a1), (a2), (a3
′
). Let T > 0 be fixed. Then there exists a con-
stant λ0 > 0 such that for any λ ≥ λ0, the equation (2.5) has a unique solution u
λ ∈
C([0, T ];C1b (H;H2)) and
(2.6) lim
λ→∞
‖uλ‖T,∞ + ‖∇u
λ‖T,∞ +
∥∥∇∇(2)uλ∥∥
T,∞
= 0.
The next lemma gives a regular representation of (1.3).
Lemma 2.3. Assume (a1), (a2), b ∈ Bb([0, T ];Cb(H,H2)) and F ∈ Bb([0, T ];Cb(Cν ,H2))
for some T ≥ 0 . If {Z(t)}t∈(−∞,T∧τ ] = {X(t), Y (t)}t∈(−∞,T∧τ ] solves (1.3) for some stopping
time τ , i.e. P-a.s.

X(t) = eA1(t∨0)X(t ∧ 0) +
∫ t∨0
0
eA1(t−s)BY (s)ds,
Y (t) = eA2(t∨0)Y (t ∧ 0) +
∫ t∨0
0
eA2(t−s){b(s,X(s), Y (s)) + F (s,Xs, Ys)}ds
+
∫ t∨0
0
eA2(t−s)Q(s)dW (s), t ∈ (−∞, T ∧ τ ],
then for any λ ≥ λ0, there holds P-a.s.
Y (t) = eA2t[Y (0) + uλ(0, Z(0))]− uλ(t, Z(t))
+
∫ t
0
(λ− A2)e
A2(t−s)uλ(s, Z(s))ds
+
∫ t
0
eA2(t−s)[IH2 +∇
(2)uλ(s, Z(s))]F (s, Zs)ds
+
∫ t
0
eA2(t−s)[IH2 +∇
(2)uλ(s, Z(s))]Q(s)dW (s), t ∈ [0, τ ∧ T ],
(2.7)
where IH2 stands for the identical operator on H2, u
λ solves (2.5), and ∇(2)u(s, z)v :=
[∇
(2)
v u(s, ·)](z) for v ∈ H2, z ∈ H.
Proof. Since F ∈ Bb([0, T ];Cb(Cν ,H2)), simulating the proof of [15, Theorem 4.1], it is easy
to obtain the result as desired. To save space, we omit the detail here.
Now, we present a complete proof of the pathwise uniqueness to (1.3).
Proposition 2.4. Assume (a1), (a2), (a3
′
)-(a4
′
). Let {Zt}t≥0 := {(Xt, Yt)}t≥0, {Z˜t}t≥0 :=
{(X˜t, Y˜t)}t≥0 be two adapted continuous Cν-valued processes with Z0 = Z˜0 = ξ ∈ Cν. For
any m ≥ 1, let
τZm = m ∧ inf{t ≥ 0 : |Z(t)| ≥ m}, τ
Z˜
m = m ∧ inf{t ≥ 0 : |Z˜(t)| ≥ m}.
If Z(t) and Z˜(t) are mild solutions to (1.3) for t ∈ (−∞, τZm ∧ τ
Z˜
m], then P-a.s. Z(t) = Z˜(t),
for all t ∈ (−∞, τZm ∧ τ
Z˜
m]. In particular, P-a.s. τ
Z
m = τ
Z˜
m for m ≥ 1.
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Proof. For any m ≥ 1, let τm = τ
Z
m ∧ τ
Z˜
m. It suffices to prove that for any T > 0 and m ≥ 1,
(2.8)
∫ T
0
E
{
1{s<τm}|Z(s)− Z˜(s)|
2
}
ds = 0.
Let λ ≥ λ0 be such that assertions in Lemma 2.2 and Lemma 2.3 hold. By (2.7) for τ = τm,
we have P-a.s.
(2.9) Y (t)− Y˜ (t) = Λ(t) + Ξ(t), t ∈ [0, τm ∧ T ],
where
Λ(t) :=
∫ t
0
eA2(t−s)
{
[IH2 +∇
(2)uλ(s, Z(s))]F (s, Zs)
− [IH2 +∇
(2)uλ(s, Z˜(s))]F (s, Z˜s)
}
ds,
Ξ(t) := u(t, Z(t))− u(t, Z˜(t))
+
∫ t
0
(λ−A2)e
A2(t−s)[uλ(s, Z(s))− uλ(s, Z˜(s))]ds
+
∫ t
0
eA2(t−s)[∇(2)uλ(s, Z(s))−∇(2)uλ(s, Z˜(s))]Q(s)dW (s), t ∈ [0, τm ∧ T ].
According to the proof of [15, Corollary 4.2], when λ ≥ λ0 is large enough there exists a
constant C0 ∈ (0,∞) such that
(2.10)
∫ r
0
e−2λtE
[
1{t<τm}|Ξ(t)|
2
]
dt ≤
3
4
Γ(r) + C0
∫ r
0
Γ(t)dt, r ∈ [0, T ]
holds for
(2.11) Γ(t) :=
∫ t
0
e−2λsE
[
1{s<τm}|Z(s)− Z˜(s)|
2
]
ds, t ∈ [0, T ].
So, to prove (2.8), it remains to estimate the corresponding term for Λ(t) in place of Ξ(t).
Noting that Z0 = Z˜0 in Cν implies Z = Z˜ ν-a.e. on (−∞, 0), by (1.1) we have∫ −s
−∞
|Z(s+ q)− Z˜(s+ q)|2ν(dq) =
∫ 0
−∞
|Z(θ)− Z˜(θ)|2ν(dθ − s) = 0, s ≥ 0.
So, by ‖eA2(t−s)‖ ≤ 1 for t ≥ s, Lemma 2.2, (a4′) and the Fubini Theorem, when λ ≥ λ0 is
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large enough, we may find constants C1, C2 ∈ (0,∞) such that
|Λ(t)|2 ≤ C1
∫ t
0
{
|F (s, Zs)− F (s, Z˜s)|
2 + |Z(s)− Z˜(s)|2
}
ds
≤ C2
∫ t
0
|Z(s)− Z˜(s)|2ds+ C2
∫ t
0
ds
∫ 0
−∞
|Z(s+ q)− Z˜(s+ q)|2ν(dq)
= C2
∫ t
0
|Z(s)− Z˜(s)|2ds+ C2
∫ t
0
ds
∫ 0
−s
|Z(s+ q)− Z˜(s+ q)|2ν(dq)
= C2
∫ t
0
|Z(s)− Z˜(s)|2ds+ C2
∫ 0
−t
ν(dq)
∫ t
−q
|Z(s+ q)− Z˜(s+ q)|2ds
≤ K(T )
∫ t
0
|Z(s)− Z˜(s)|2ds, t ∈ [0, T ],
where K(T ) := C2 + C2ν([−T, 0)) <∞ since ν is locally finite by (1.1). Thus,∫ r
0
e−2λtE
[
1{t<τm}|Λ(t)|
2
]
dt ≤ K(T )E
∫ r
0
e−2λt1{t<τm}dt
∫ t
0
|Z(s)− Z˜(s)|2ds
≤ K(T )
∫ r
0
Γ(t)dt, r ∈ [0, T ].
As a consequence, we have∫ r
0
e−2λsE
[
1{s<τm}|Y (s)− Y˜ (s)|
2
]
ds
≤
∫ r
0
e−2λtE
{
1{t<τm}
(
8|Λ(t)|2 +
8
7
|Ξ(t)|2
)}
dt
≤
6
7
Γ(r) +
8
7
C0
∫ r
0
Γ(t)dt + 8K(T )
∫ r
0
Γ(t)dt, r ∈ [0, T ].
Since
|Z(s)− Z˜(s)|2 = |X(s)− X˜(s)|2 + |Y (s)− Y˜ (s)|2,
and
|X(t ∧ τm)− X˜(t ∧ τm)|
2 ≤ C(T )
∫ t
0
|Y (s ∧ τm)− Y˜ (s ∧ τm)|
2ds, t ∈ [0, T ],(2.12)
it follows from the Fubini theorem that∫ t
0
e−2λsE
[
1{s<τm}|X(s)− X˜(s)|
2
]
ds
≤ C(T )E
∫ t
0
e−2λsds
∫ s
0
|Z(r ∧ τm)− Z˜(r ∧ τm)|
2dr
8
≤ C(T )
∫ t
0
Γ(s)ds, t ∈ [0, T ].
Combining this with (2.9)-(2.11), we arrive at
Γ(r) ≤
6
7
Γ(r) +
8
7
C0
∫ r
0
Γ(t)dt+ 8K(T )
∫ r
0
Γ(t)dt+ C(T )
∫ r
0
Γ(t)dt
≤
6
7
Γ(r) + 8(C0 +K(T ) + C(T ))
∫ r
0
Γ(t)dt, r ∈ [0, T ].
Since by the definitions of Γ and τm we have Γ(t) <∞ for t ∈ [0, T ], it follows from Gronwall’s
inequality that Γ(T ) = 0. Therefore, (2.8) holds and the proof is finished.
2.2 Proof of Theorem 2.1
Proof of Theorem 2.1. (a) We first assume that (a1), (a2), (a3′)-(a4′) hold. Consider the
following SPDE on H:{
dXξ(t) = {A1X
ξ(t) +BY ξ(t)}dt,
dY ξ(t) = A2Y
ξ(t)dt+Q(t)dW (t), (Xξ(0), Y ξ(0)) = ξ(0).
It is easy to see that the above equation has a uniqueness non-explosive mild solution:{
Xξ(t) = eA1(t)Xξ(0) +
∫ t
0
eA1(t−s)BY ξ(s)ds,
Y ξ(t) = eA2(t)Y ξ(0) +
∫ t
0
eA2(t−s)Q(s)dW (s), t ≥ 0.
Letting (Xξ0 , Y
ξ
0 ) = ξ and taking
W ξ(t) =W (t)−
∫ t
0
ψ(s)ds,
ψ(s) =
{
Q∗(QQ∗)−1
}
(s)
{
b(s,Xξ(s), Y ξ(s)) + F (s,Xξs , Y
ξ
s )
}
, s, t ∈ [0, T ],
we have 

Xξ(t) = eA1(t)Xξ(0) +
∫ t
0
eA1(t−s)BY ξ(s)ds,
Y ξ(t) = eA2(t)Y ξ(0) +
∫ t
0
eA2(t−s){b(s,Xξ(s), Y ξ(s)) + F (s,Xξs , Y
ξ
s )}ds
+
∫ t
0
eA2(t−s)Q(s)dW ξ(s), t ∈ [0, T ].
Since ‖F‖T,∞ + ‖b‖T,∞ < ∞, Girsanov theorem implies that {W
ξ(t)}t∈[0,T ] is a cylindrical
Brownian motion on H3 under probability dQ
ξ = RξdP, where
Rξ := exp
[∫ T
0
〈
ψ(s), dW (s)
〉
−
1
2
∫ T
0
∣∣ψ(s)∣∣2ds] .
Then, under the probability Qξ, ((Xξ(t), Y ξ(t)),W ξ(t))t∈[0,T ] is a weak mild solution to (1.3).
On the other hand, by Proposition 2.4, the pathwise uniqueness holds for the mild solution
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to (1.3). So, by the Yamada-Watanabe principle, see [16], the equation (1.3) has a unique
mild solution. Moreover, in this case the solution is non-explosive.
(b) In general, take ψ ∈ C∞b ([0,∞)) such that 0 ≤ ψ ≤ 1, ψ(u) = 1 for u ∈ [0, 1] and
ψ(u) = 0 for u ∈ [2,∞). For any m ≥ 1, let
b[m](t, z) = b(t ∧m, z)ψ(|z|/m), (t, z) ∈ [0,∞)×H,
F [m](t, ξ) = F (t ∧m, ξ)ψ(‖ξ‖Cν/m), (t, ξ) ∈ [0,∞)× Cν .
By (a3)-(a4) and the local boundedness of F , we know F [m] and b[m] satisfy (a3
′
)− (a4
′
).
Then by (a), (1.3) for F [m] and b[m] in place of F , b has a unique mild solution Z [m](t) :=
(X [m](t), Y [m](t)) starting at (X0, Y0) which is non-explosive. Let
ζ0 = 0, ζm = m ∧ inf{t ≥ 0 : |(X
[m](t), Y [m](t))| ≥ m}, m ≥ 1.
Since F [m](s, ξ) = F (s, ξ) and b[m](s, ξ(0)) = b(s, ξ(0)) hold for s ≤ m, and ‖ξ‖Cν ≤ m, by
Proposition 2.4, for any n, m ≥ 1, we have Z [m](t) = Z [n](t) for t ∈ [0, ζm∧ζn]. In particular,
ζm is increasing in m. Let ζ = limm→∞ ζm and
Z(t) =
∞∑
m=1
1[ζm−1,ζm)Z
[m](t), t ∈ [0, ζ).
Then it is easy to see that Z(t)t∈[0,ζ) is a mild solution to (1.3) with lifetime ζ and, due to
Proposition 2.4, the mild solution is unique. So we end the proof of Theorem 2.1 (1).
(c) Next, we prove the non-explosion.
Let Φ, h satisfy (2.1). Let (Z(t))t∈(−∞,ζ) be the mild solution to (1.3) with lifetime ζ .
Set M(t) =
∫ t
0
eA2(t−s)Q(s)dW (s), t ∈ [0, ζ); M(t) = 0, t ∈ (−∞, 0]. It is clear that
(X(t), Y˜ (t)) := (X(t), Y (t)−M(t)) is the mild solution to the following equation up to ζ ,{
dX(t) = {A1X(t) +B(Y˜ (t) +M(t))}dt,
dY˜ (t) = {A2Y˜ (t) + b(t, X(t), Y˜ (t) +M(t)) + F (t, Xt, Y˜t +Mt)}dt,
Since A2 is negative definite, then (2.1) and Ito’s formula imply that for any T > 0,
d|Y˜ (t)|2 ≤ 2〈Y˜ (t), b(t, X(t), Y˜ (t) +M(t)) + F (t, Xt, Y˜t +Mt)〉dt
≤ 2
(
Φζ∧T (‖Xt‖
2
C 1ν
+ ‖Y˜t‖
2
C 2ν
) + hζ∧T (‖Mt‖C 2ν )
)
dt, t ∈ [0, ζ ∧ T ).
(2.13)
This yields that
|Y˜ (t)|2 ≤ |Y (0)|2 + 2
∫ t
0
hT (‖Ms‖C 2ν )ds
+ 2
∫ t
0
ΦT (‖Xs‖
2
C 1ν
+ ‖Y˜s‖
2
C 2ν
)ds, t ∈ [0, T ∧ ζ).
(2.14)
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Since Y˜0 = Y0, (1.1) implies
‖Y˜s‖
2
C 2ν
= |Y˜ (s)|2 +
∫ −s
−∞
|Y˜ (s+ θ)|2ν(dθ) +
∫ 0
−s
|Y˜ (s+ θ)|2ν(dθ)
≤
{
1 + ν([−s, 0))
}
sup
r∈[0,s]
|Y˜ (r)|2 + κ(s)
∫ 0
−∞
|Y0(θ)|
2ν(dθ)
≤ κ(T )‖Y0‖
2
C 2ν
+
{
1 + ν([−T, 0))
}
sup
r∈[0,s]
|Y˜ (r)|2, s ∈ [0, T ∧ ζ).
Similarly, we have
‖Xs‖
2
C 1ν
≤ κ(T )‖X0‖
2
C 1ν
+
{
1 + ν([−T, 0))
}
sup
r∈[0,s]
|X(r)|2, s ∈ [0, T ∧ ζ).(2.15)
On the other hand, since (X, Y ) is the solution to (1.3), it is clear that
sup
r∈[0,s]
|X(r)|2 ≤ ‖X0‖
2
C 1ν
+ sup
t∈[0,s]
∣∣∣∣
∫ t
0
eA1(t−v)B(Y˜ (v) +M(v))dv
∣∣∣∣
2
, s ∈ [0, T ∧ ζ).
Combining this with (2.15), there exists a random variable N > 1 such that
‖Xs‖
2
C 1ν
≤ N + (N − 1) sup
r∈[0,s]
|Y˜ (r)|2, s ∈ [0, T ∧ ζ).(2.16)
So, by letting
α(T ) = |Y (0)|2 + 2
∫ T
0
hT (‖Ms‖C 2ν )ds,
(2.14) implies
(2.17) sup
r∈[0,s]
|Y˜ (r)|2 ≤ α(T ) + 2
∫ s
0
ΦT
(
N sup
r∈[0,q]
|Y˜ (r)|2 +N
)
dq, s ∈ [0, ζ ∧ T )
for some random variable N . Let
ΨT (s) =
∫ s
1
dv
2ΦT (N +Nv)
.
By Bihari-LaSalle inequality, (2.17) implies
(2.18) sup
r∈[0,t]
|Y˜ (r)|2 ≤ Ψ−1T (ΨT (α(T )) + t), t ∈ [0, ζ ∧ T ).
Moreover, since M(t) is continuous, then supt∈[0,T ) |M(t)|
2 < ∞. Thus by the definition of
ζ and Y˜ , on the set {ζ <∞}, we have P-a.s.
(2.19) lim sup
t↑ζ
(|Y˜ (t)|2 + |X(t)|2) = lim sup
t↑ζ
(|X(t)|2 + |Y (t)|2) =∞.
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Moreover on the set ζ ≤ T , P-a.s. α(T ) < ∞. Combining the property of Φ, (2.16), (2.18)
and (2.19), it holds that on the set ζ ≤ T , P-a.s.
lim sup
t↑ζ
(|Y˜ (t)|2 + |X(t)|2) ≤ NΨ−1T (ΨT (α(T )) + T ) +N <∞.
So for any T > 0, P{ζ ≤ T} = 0. Note that
P{ζ <∞} = P
(
∞⋃
m=1
{ζ ≤ m}
)
≤
∞∑
m=1
P{ζ ≤ m} = 0,
and this implies the solution of (1.3) is non-explosive.
3 Harnack inequalities
Throughout of this section, we assume the length of time delay is finite. Since the log-
Harnack inequality implies the strong Feller property (see [10, Theorem 1.4.1]), and it is
easy to see that PT is strong Feller only if supp ν ⊂ [−T, 0], we see that the restriction
on bounded time delay is essential for the study, see also [12]. Let r ∈ (0,∞) such that
supp ν ⊂ [−r, 0]. In this case Cν is reformulated as
Cν =
{
ξ : [−r, 0]→ H is measurable with ν(|ξ|2) :=
∫ 0
−r
|ξ(θ)|2ν(dθ) <∞
}
.
In this section, we consider the following functional SPDEs:
(3.1)
{
dX(t) = {A1X(t) +BY (t)}dt,
dY (t) = {A2Y (t) + b(X(t), Y (t)) + F (Xt, Yt)}dt +QdW (t),
where B ∈ L (H2;H1), for any i = 1, 2, (Ai,D(Ai)) is a bounded above linear operator
generating a strongly continuous semigroup etAi on Hi, F : Cν → H2, b : H → H2 and
Q ∈ L (H3;H2). We make the following assumptions:
(A2) (i) QQ∗ is invertible.
(ii) BB∗ is invertible in H1, and Be
A2t = eA1teA0tB for some A0 ∈ L (H1,H1) and all
t ≥ 0.
(iii) There exists n0 ≥ 1 such that for any n ≥ n0, pi
(n)
1 B = Bpi
(n)
2 on H2, and
pi
(n)
1 A1 = A1pi
(n)
1 on D(A1).
(A3) ‖b‖∞ <∞. There exists φ ∈ D and constants K > 0, α ∈ (
2
3
, 1) such that
and for any x, x′ ∈ H1, y, y
′ ∈ H2,
(3.2) |b(x, y)− b(x′, y′)| ≤ K|x− x′|α + φ(|y − y′|).
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(A4) There exists a constant c > 0 such that
|F (ξ)− F (η)| ≤ c‖ξ − η‖Cν , ξ, η ∈ Cν .
(A5) Let A0 be in (A2) (ii). Assume
Λt :=
∫ t
0
esA0BB∗esA
∗
0ds, t ≥ 0
is invertible on H1. Moreover, A1 ≤ δ − λ1 for some constant δ > 0; i.e., 〈A1x, x〉 ≤
(δ − λ1)|x|
2 for all x ∈ D(A1), where λ1 is in (a1).
Remark 3.1. Obviously, when H1 = H2 = H3, Q = B = I, A1 = A2 and (a1) holds, then
(A2) and (A5) hold. See [11] for more examples, where H2 might be a subspace of H1.
By Theorem 2.1, (a1), (A2)-(A4) imply that (3.1) has a unique non-explosive mild
solution. (A5) will be used to prove the Harnack and shift Harnack inequalities in the next
section. Let (X(ξ1,ξ2)(t), Y (ξ1,ξ2)(t)) be the unique continuous mild solution for initial point
(ξ1, ξ2) ∈ Cν . Let Pt be the Markov semigroup generated by the segment solution, i.e.
Ptf(ξ1, ξ2) = Ef(X
(ξ1,ξ2)
t , Y
(ξ1,ξ2)
t ), t ≥ 0, f ∈ Bb(Cν).
We will use the coupling constructed in [3, Lemma 4.1] to derive the Harnack inequalities.
Theorem 3.2. Assume (a1), (A2)-(A5) and let T > r. Then for any ξ = (ξ1, ξ2), h =
(h1, h2) ∈ Cν and positive f ∈ Bb(Cν),
PT log f(ξ + h) ≤ logPTf(ξ) + Σ(T, h, r),
and
(PTf)
p(ξ + h) ≤PTf
p(ξ) exp
[
p
2(p− 1)
Σ(T, h, r)
]
,
where
Σ(h, T, r) = C(T − r)
( 1
T − r
|h2(0)|+ ‖B‖|h(0)|
)2
+ CT (|h1(0)|+ ‖B‖|h(0)|)
2α
+ CTφ2 (C(|h2(0)|+ ‖B‖|h(0)|))
+ CT
(
‖h‖Cν + ‖B‖|h(0)|
)2
,
and C > 0 is a constant. In addition, since lim‖h‖Cν→0Σ(h, T, r) = 0, PT is strong Feller
for any T > r.
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Proof. Fix T > r and ξ = (ξ1, ξ2), h = (h1, h2) ∈ Cν . For any η ∈ Cν , let (X
η(t), Y η(t)) solve
(3.1) with (X0, Y0) = η. For simplicity, we set (X(t), Y (t)) = (X
ξ(t), Y ξ(t)). Let
γ(t) = t(T − r − t)+B∗eA
∗
0te,
and
e = −Λ¯−1T−r
(
h1(0) +
∫ T−r
0
T − r − u
T − r
eA0uBh2(0)du
)
,
where
Λ¯T−r :=
∫ T−r
0
s(T − r − s)eA0sBB∗esA
∗
0sds.
Let (X¯(t), Y¯ (t)) solve the equation
(3.3)


dX¯(t) = {A1X¯(t) +BY¯ (t)}dt,
dY¯ (t) = {A2Y¯ (t) + b(X(t), Y (t)) + F (Xt, Yt)}dt+QdW (t)
+eA2t
{
−
1[0,T−r](t)
T−r
h2(0) + γ
′(t)
}
dt
with (X¯0, Y¯0) = ξ + h. Moreover, let
Γ2(t) :=
{
h2(t), if t ∈ [−r, 0],
eA2t
{
(T−r−t)+
T−r
h2(0) + γ(t)
}
, if t ∈ (0, T ].
and
Γ1(t) :=
{
h1(t), if t ∈ [−r, 0],
etA1h1(0) +
∫ t
0
e(t−u)A1BΓ2(u)du}, if t ∈ (0, T ].
Then it is not difficult to see that
(3.4) (X¯(s), Y¯ (s)) = (X(s), Y (s)) + Γ(s), s ∈ [−r, T ]
holds for
Γ(s) = (Γ1(s),Γ2(s)), s ∈ [−r, T ].
In particular, by the definition of γ, we have ΓT = 0, which implies
(X¯T , Y¯T ) = (XT , YT ).
Thus let
Φ(t) = b(X(t), Y (t))− b(X¯(t), Y¯ (t)) + F (Xt, Yt)− F (X¯t, Y¯t)
+ eA2t
{
−
1[0,T−r](t)
T − r
h2(0) + γ
′(t)
}
.
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Set
R(s) = exp
[
−
∫ s
0
〈(QQ∗)−1Φ(u), dW (u)〉 −
1
2
∫ s
0
|(QQ∗)−1Φ(u)|2du
]
,
and
W¯ (s) = W (s) +
∫ s
0
(QQ∗)−1Φ(u)du.
Then (3.3) reduces to
(3.5)
{
dX¯(t) = {A1X¯(t) +BY¯ (t)}dt,
dY¯ (t) = {A2Y¯ (t) + b(X¯(t), Y¯ (t)) + F (X¯t, Y¯t)}dt +QdW¯ (t).
Thus the distribution of (X¯T , Y¯T ) under QT = R(T )P coincides with the one of (X
ξ+h
T , Y
ξ+h
T )
under P. In addition, by the definition of γ(t), there exists a constant C > 0 such that for
any t ∈ [0, T ],∣∣∣∣eA2t
{
−
1[0,T−r](t)
T − r
h2(0) + γ
′(t)
}∣∣∣∣ ≤ C1[0,T−r](t)( 1T − r |h2(0)|+ ‖B‖|h(0)|
)
,
|Γ1(t)| ≤ C(|h1(0)|+ ‖B‖|h(0)|),
|Γ2(t)| ≤ C(|h2(0)|+ ‖B‖|h(0)|),
(3.6)
and (1.1) yields that
‖Γt‖Cν ≤ C
(
‖h‖Cν + ‖B‖|h(0)|
)
.(3.7)
Thus, from (A3)-(A4), there exists a constant C > 0 such that∫ T
0
|Φ(s)|2ds
≤ C
∫ T
0
(
|Γ1(s)|
α + φ(|Γ2(s)|) + ‖Γs‖Cν +
∣∣∣∣−1[0,T−r](s)T − r h2(0) + γ′(s)
∣∣∣∣
)2
ds
≤ CT (|h1(0)|+ ‖B‖|h(0)|)
2α
+ CTφ2 (C(|h2(0)|+ ‖B‖|h(0)|))
+ CT
(
‖h‖Cν + ‖B‖|h(0)|
)2
+ C(T − r)
( 1
T − r
|h2(0)|+ ‖B‖|h(0)|
)2
.
(3.8)
On the other hand, by Young’s inequality,
PT log f(ξ + h) = E
QT log f(X¯T , Y¯T )
= EQT log f(XξT , Y
ξ
T ) ≤ logPTf(ξ) + ER(T ) logR(T ),
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and by Ho¨lder inequality,
PTf(ξ + h) = E
QT f(X¯T , Y¯T )
= EQT f(XξT , Y
ξ
T ) ≤ (PTf
p(ξ))
1
p{ER(T )
p
p−1}
p−1
p .
Since W¯ is a cylindrical Brownian motion under QT , by the definition of R(T ), it is easy to
see that
ER(T ) logR(T ) = EQT logR(T ) =
1
2
EQT
∫ T
0
|(QQ∗)−1Φ(u)|2du,
and
ER(T )
p
p−1
≤ E
{
exp
[
−
p
p− 1
∫ T
0
〈(QQ∗)−1Φ(u), dW (u)〉 −
1
2
p2
(p− 1)2
∫ s
0
|(QQ∗)−1Φ(u)|2du
]
× exp
[
1
2
p2
(p− 1)2
∫ s
0
|(QQ∗)−1Φ(u)|2du−
1
2
p
p− 1
∫ s
0
|(QQ∗)−1Φ(u)|2du
]}
≤ ess sup
Ω
exp
{
p
2(p− 1)2
∫ T
0
|(QQ∗)−1Φ(u)|2du
}
.
Combining this with (A2) (i) and (3.8), we derive the Harnack inequalities. Finally, the
strong Feller of PT for T > r follows from [10, Theorem 1.4.1 (1)] since lim‖h‖Cν→0Σ(h, T, r) =
0.
The following corollary is a direct conclusion of Theorem 3.2, see [10, Theorem 1.4.2].
Corollary 3.3. Let the assumption of Theorem 3.2 hold. For any T > r, ξ, η ∈ Cν , let
Σ(T, η− ξ, r) is defined in Theorem 3.2 for η− ξ instead of h. Then PT (ξ, ·) is equivalent to
PT (η, ·). Moreover, for any p > 1,
PT
{(
dPT (ξ, ·)
dPT (η, ·)
) 1
p−1
}
(ξ) ≤ exp
[
p
2(p− 1)2
Σ(T, η − ξ, r)
]
,
and
PT
{
log
dPT (ξ, ·)
dPT (η, ·)
}
(ξ) ≤ Σ(T, η − ξ, r).
In addition, if µ is an invariant probability measure of Pt, then the entropy-cost inequality
µ((P ∗Tf) logP
∗
Tf) ≤W
Σ
1 (fµ, µ), f ≥ 0, µ(f) = 1
holds for P ∗T , the adjoint operator of PT in L
2(µ), where WΣ1 is the L
1 transportation cost
induced by the cost function Σ(T, ·, r), i.e. for any two probability µ1, µ2 on Cν ,
WΣ1 (µ1, µ2) := inf
pi∈C(µ1,µ2)
∫
Cν×Cν
Σ(T, η − ξ, r)pi(dξ, dη),
where C(µ1, µ2) is the set of all couplings of µ1, µ2.
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4 Shift Harnack inequalities
In this section, due to some technique difficulty for the construction of coupling by change
of measure in the finite dimension, we assume supp ν is {0}, i.e. the case without delay. In
other words, Cν = H and we consider the following SPDEs:
(4.1)
{
dX(t) = {A1X(t) +BY (t)}dt,
dY (t) = {A2Y (t) + b(X(t), Y (t)) + F (X(t), Y (t))}dt+QdW (t),
The main result on the shift Harnack inequality for PT , T > 0 is the following theorem.
Theorem 4.1. Assume supp ν is {0}. For any η = (η1, η2) ∈ H, let
η(t) = (η1(t), η2(t)) =
(∫ t
0
esA1η1ds,
∫ t
0
esA2η2ds
)
, t ≥ 0.
Assume (a1), (A2)-(A5) and let T > 0. Then for any ξ = (ξ1, ξ2) ∈ H and any positive
f ∈ Bb(H),
PT log f(ξ) ≤ log(PTf(η(T ) + ·))(ξ) + β(T, η),
and
(PTf)
p(ξ) ≤PT (f
p(η(T ) + ·))(ξ) exp
[
p
2(p− 1)
β(T, η)
]
,
where
β(T, η) = CT‖B‖2α(T 2|η2|+ T
3‖B‖|η|)2α
+ CTφ2
(
C(T |η2|+ T
2‖B‖|η|)
)
+ CT
[(
T |η2|+ T
2‖B‖|η|
)2
+
(
‖B‖(T 2|η2|+ T
3‖B‖|η|)
)2]
+ CT
(
|η2|+ ‖B‖|η|
)2
.
and C > 0 is a constant.
Proof. Fix T > 0 and ξ = (ξ1, ξ2), η = (η1, η2) ∈ H. For any h ∈ H, let (X
h(t), Y h(t)) solve
(4.1) with (X(0), Y (0)) = h. For simplicity, we set (X(t), Y (t)) = (Xξ(t), Y ξ(t)). Let
γ˜(t) = t(T − t)B∗eA
∗
0te˜, t ∈ [0, T ],
where
e˜ = Λ˜−1T
(∫ T
0
e−A1sη1ds−
∫ T
0
e−A1uBη2(u)du
)
,
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and
Λ˜T :=
∫ T
0
s(T − s)eA0sBB∗eA
∗
0sds.
Let (X˜(t), Y˜ (t)) solve the equation
(4.2)


dX˜(t) = {A1X˜(t) +BY˜ (t)}dt,
dY˜ (t) = {A2Y˜ (t) + b(X(t), Y (t)) + F (X(t), Y (t))}dt+QdW (t)
+
{
η2 + e
A2tγ˜′(t)
}
dt
with (X˜(0), Y˜ (0)) = ξ. Moreover, let
Γ˜2(t) = η2(t) + e
A2tγ˜(t), Γ˜1(t) =
∫ t
0
e(t−u)A1BΓ˜2(u)du.
Then it is not difficult to see that
(4.3) (X˜(s), Y˜ (s)) = (X(s), Y (s)) + Γ˜(s), s ∈ [0, T ]
holds for
Γ˜(s) = (Γ˜1(s), Γ˜2(s)), s ∈ [0, T ].
In particular, by the definition of γ˜, we have Γ˜(T ) = (η1(T ), η2(T )), which implies
(X˜(T ), Y˜ (T )) = (X(T ) + η1(T ), Y (T ) + η2(T )).
Thus let
Φ˜(t) = b(X(t), Y (t))− b(X˜(t), Y˜ (t))
+ F (X(t), Y (t))− F (X˜(t), Y˜ (t)) +
{
η2 + e
A2tγ˜′(t)
}
.
Set
R˜(s) = exp
[
−
∫ s
0
〈(QQ∗)−1Φ˜(u), dW (u)〉 −
1
2
∫ s
0
|(QQ∗)−1Φ˜(u)|2du
]
,
and
W˜ (s) = W (s) +
∫ s
0
(QQ∗)−1Φ˜(u)du.
Then (4.2) reduces to
(4.4)
{
dX˜(t) = {A1X˜(t) +BY˜ (t)}dt,
dY˜ (t) = {A2Y˜ (t) + b(X˜(t), Y˜ (t)) + F (X˜(t), Y˜ (t))}dt+QdW˜ (t).
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Thus the distribution of (X˜(T ), Y˜ (T )) under the new probability Q˜T = R˜(T )P coincides
with the one of (X(T ), Y (T )) under P. Moreover, there exists a constant C > 0 such that
for any s ∈ [0, T ],
∣∣η2 + eA2tγ˜′(t)∣∣ ≤ C(|η2|+ ‖B‖|η|),
|Γ˜1(s)| ≤ C‖B‖(T
2|η2|+ T
3‖B‖|η|),
|Γ˜2(s)| ≤ C(T |η2|+ T
2‖B‖|η|)
|Γ˜(s)| ≤ C(T |η2|+ T
2‖B‖|η|) + C‖B‖(T 2|η2|+ T
3‖B‖|η|).
(4.5)
Thus, from (A3)-(A4), it holds∫ T
0
|Φ˜(s)|2ds ≤ C
∫ T
0
(
|Γ˜1(s)|
α + φ(|Γ˜2(s)|) + |Γ˜(s)|+
∣∣η2 + eA2sγ˜′(s)∣∣)2 ds
≤ CT‖B‖2α(T 2|η2|+ T
3‖B‖|η|)2α
+ CTφ2
(
C(T |η2|+ T
2‖B‖|η|)
)
+ CT
[(
T |η2|+ T
2‖B‖|η|
)2
+
(
‖B‖(T 2|η2|+ T
3‖B‖|η|)
)2]
+ CT
(
|η2|+ ‖B‖|η|
)2
.
(4.6)
On the other hand, by Young’s inequality,
PT log f(ξ) = E
Q˜T log f(X˜(T ), Y˜ (T ))
= EQ˜T log f(X(T ) + η1(T ), Y (T ) + η2(T ))
≤ logPTf(·+ η)(ξ) + ER˜(T ) log R˜(T ),
and by Ho¨lder inequality,
PTf(ξ) = E
Q˜T f(X˜(T ), Y˜ (T ))
= EQ˜T f(X(T ) + η1(T ), Y (T ) + η2(T )) ≤ (PTf
p(·+ η))
1
p (ξ){ER˜(T )
p
p−1}
p−1
p .
Similarly to the estimate of R(T ) in section 3, it is easy to see that
ER˜(T ) log R˜(T ) = EQ˜T log R˜(T ) =
1
2
EQ˜T
∫ T
0
|(QQ∗)−1Φ˜(u)|2du.
and
ER˜(T )
p
p−1 ≤ ess sup
Ω
exp
{
p
2(p− 1)2
∫ T
0
|(QQ∗)−1Φ˜(u)|2du
}
.
Thus the shift Harnack inequality follows from (A2) (i) and (4.6).
The following corollary is a direct conclusion of Theorem 4.1, see [10, 1.4.2].
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Corollary 4.2. Let the assumption of Theorem 4.1 hold. For any T > 0, ξ, η ∈ H, let
β(T, η) is defined in Theorem 4.1. Then PT (ξ, ·) is equivalent to PT (ξ, · − η). Moreover, for
any p > 1,
PT
{(
dPT (ξ, ·)
dPT (ξ, · − η)
) 1
p
}
(ξ) ≤ exp
[
1
2(p− 1)
β(T, η)
]
.
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