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OPTIMAL EXECUTION WITH DYNAMIC RISK ADJUSTMENT
XUE CHENG, MARINA DI GIACINTO AND TAI-HO WANG
Abstract. This paper considers the problem of optimal liquidation of a position
in a risky security in a financial market, where price evolution are risky and trades
have an impact on price as well as uncertainty in the filling orders. The problem
is formulated as a continuous time stochastic optimal control problem aiming at
maximizing a generalized risk-adjusted profit and loss function. The expression of
the risk adjustment is derived from the general theory of dynamic risk measures
and is selected in the class of g-conditional risk measures. The resulting theoretical
framework is nonclassical since the target function depends on backward compo-
nents. We show that, under a quadratic specification of the driver of a backward
stochastic differential equation, it is possible to find a closed form solution and an
explicit expression of the optimal liquidation policies. In this way it is immediate to
quantify the impact of risk-adjustment on the profit and loss and on the expression
of the optimal liquidation policies.
1. Introduction
Trading algorithms are nowadays widely spread among financial agents. They are
typically used for the execution of large orders by brokers. Differently from standard
inventory models, once that a given market move has been decided, the success of
the market operation crucially depends on the strategy chosen to execute the orders
in the market. In fact, in addition to price fluctuation risk, optimal execution must
also take into account the so-called market impact effect, i.e., the feedback effect that
the order execution may have on the execution price. Practitioners have developed
interesting models to quantify price impact and its implications, the simplest being the
optimization of the Volume Weighted Average Price (VWAP) during the execution. A
general introduction to the modeling problems and empirical evidence on algorithmic
and high frequency trading can be found in [13]. More sophisticate models to quantify
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and manage price impact include [7], [3] in a discrete time model and [2] as its
continuous time variant, and transient impact models such as [24], [1], and [20].
In order to restate the problem of optimal execution as a variational problem, a
crucial decision without a simple solution is the definition of the objective function to
be optimized. While it is obvious that a risk neutral trader is willing to maximize the
final profit and loss, the choice of the risk function that quantifies the tradeoff between
profit and loss and execution risk is far from unique. In fact, the risk quantification
is based on the full liquidation path and thus is essentially dynamic in nature.
In this paper we rely on the theory of dynamic convex risk measures and formulate
the optimal liquidation problem as a stochastic control problem where the riskiness of
the optimal strategy is quantified by a g-conditional measure. In this way, borrowing
results from the general theory, see, e.g., [6] the riskiness of the liquidation strategy is
locally described by the driver of a backward stochastic differential equation (BSDE).
The resulting optimal stochastic control problem is more general than a classical one
due to the involvement of g-expectation which introduces additional terms depending
non linearly from the volatilities of the backward components. Remarkably, we verify
that for linear-quadratic expressions of the driver, the solution of this highly nonlinear
controlled problem can be reduced to the solution of a system of Riccati ordinary
differential equations (ODEs) and solved in closed form.
The solution provides a closed form description of the liquidation policy and of the
impact that the risk aversion of the agent has on it. The explicit expression of the
optimal control is useful to quantify the impact of the dynamic risk adjustment of
the liquidation policy and offers interesting new insights showing the great potential
relevance of forward-backward optimal control strategies in financial applications. Re-
markably the analysis of the resulting control policies highlight the critical interaction
between the uncertainty of order fills and the minimization of the dynamic risk func-
tional. This interaction introduces a new characteristic trading time scale depending
both on the microstructural parameters in the model and on the risk aversion that
radically modifies in a non-linear way the optimal scheduled liquidation program and
the policy used to implement it. As a consequence, the resulting optimal policy differs
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substantially from those that have been analyzed in the literature that consider only
a forward risk adjustment component.
Many of these strategies can be recovered as limiting cases within our general
framework. In the [3] framework, by applying the technique of integration by parts,
one can show that the optimal strategy for a risk neutral trader is always the VWAP
strategy, no matter what the driving noise is so long as it is a martingale. However,
for transient impact models such as [24], [1], and [28], many of the optimal strategies
are U-shaped like modified VWAP strategies. Namely, block trades at the beginning
and the end of the trading period and a VWAP in between. See, for instance, [24,
Table 1, p. 20].
On the other hand, for risk averse traders the choice of risk factors for penalization
varies case by case for the sake of tractability. In the classical [3] model, the authors
use the quadratic variation as the risk factor; whereas [21] use time-average VaR as
a risk factor to penalize the P&L or cost of trading in the determination of optimal
strategies (in fact, the authors claimed the same rationale applies to the use of general
coherent risk measure, see Remark 2.2 on p. 356). More recently, in [10], the asset is
assumed following a displaced diffusion process and the authors compare the optimal
trading strategies with various risk functions such as Value at Risk (VaR) and Ex-
pected Shortfall (ES). The authors also propose a new risk function called Squared
Asset Expectation (SAE) in order to test the robustness of the optimal trading strate-
gies. In [18], the problem of optimal execution is formalized as an exponential utility
maximization program where the trader is subject to a VaR constraint that has to
be instantaneously satisfied by P&L for the entire execution period. This paper in a
sense attempts to blend two risk limiting elements (risk averse utility + VaR limit)
in one control problem. [14] and [5] discuss a control problem with linear quadratic
objective function close to the one treated in this paper with the crucial difference
that they do not consider the risk adjustment that induces the backward component.
Finally, it is worth mentioning that in a discrete time model [23] obtain an optimal
trading strategy that is time-consistent and deterministic by minimizing a dynamic
coherent risk of the cost of trading.
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The latter paper is the one closest in spirit to ours, in fact they also use a dynamic
risk measure to quantify the riskiness of a strategy. On the other hand the present
analysis relies on continuous time and on a more realistic modeling of the profit and
loss function where uncertainty in order fills, i.e., the risk for an order to be filled either
incompletely or in excess, is taken into account. In addition, while their treatment
relies on a recursive discrete time approach, our formulation involves a continuous
time stochastic control problem that is solvable in closed form.
In fact, our approach is grounded on the formulation of general time-consistent
dynamic convex risk measures relying on notion of the g-expectations developed by
Peng (see, e.g., [27]) and his collaborators in the 90’s. See [6] and the references therein
for more details on the relationship between dynamical risk measures, g-expectations,
and g-conditional risk measures.
Optimal strategies with uncertain order fills have been introduced by [15], and,
more recently, treated in [11] and [29]. In particular, in the [15] framework the
magnitude of the uncertain order fills is assumed to be proportional to the order
size, while [29] develop a discrete time model showing that the volume uncertainty is
independent of trader’s decisions and the optimal strategy for a risk-averse investor
is a trade-off between early and late trades to balance risk associated to both price
and volume.
Furthermore, our model provides for a quadratic running penalty to discourage
large deviation from a given threshold chosen by the investment committee.
The use of a quadratic penalization for deviations of the trading velocity from a
pre-specified target is also found in other classes of trading problems, such as hedging
via risk minimization with constraints (see, [22]) or preventing the agent from trading
too quickly with either market or limit order type (see, [11]).
The paper is organized as follows. Section 2 sets up the model and provides more
detailed discussions and motivations on the problem formulation. Section 3 introduces
the general notion of convex risk measures and the way these are used to “risk adjust”
the target functional form. Section 4 discusses the stochastic control problem and its
solution. In Section 5 we briefly analyze the applicative implications of the result and
conclude.
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2. The model
To setup the mathematical model, let [0, T ], T > 0, be the fixed finite trading hori-
zon and let (Ω,F ,P) be a complete probability space that carries a two-dimensional
uncorrelated Brownian motion (B1, B2) := {B1(t), B2(t)}t∈[0,T ]. The information
structure is described by the filtration F := {Ft}t∈[0,T ] generated by the trajectories
of the two-dimensional Brownian motion, and completed with the addition of the all
P-null measure sets of F . We denote by M2
F
(0, T ;R2) the set of all two-dimensional
real-valued F-predictable processes {H(t)}t∈[0,T ] satisfying E
[∫ T
0 |H(t)|2 dt
]
< +∞,
H2
F
(0, T ;R) the set of all real-valued F-progressively measurable processes {H(t)}t∈[0,T ]
satisfying E
[∫ T
0 |H(t)|2 dt
]
< +∞, L2A(Ω;R) the set of all real-valued A-measurable
square integrable random variables, L∞A (Ω;R) the set of all bounded real-valued A-
measurable random variables, where A ⊆ F is a sub-σ-algebra, and Sn the set of all
n× n symmetric real matrices.
An issue often overlooked in the existing literature on optimal execution is that
the pre-scheduled transactions might be underly or overly executed. As discussed
in [15], in modern electronic markets order execution is a complex process involving
potentially different type of orders and realized transaction may deviate from sched-
uled ones. We refer to such a deviation as the uncertainty of order fills. To take into
consideration this kind of risk, we add a noise term to the evolution of the investor’s
position X and therefore suppose that it satisfies the following stochastic differential
equation: dX(t) = −v(t)dt+mdB1(t), t ∈ [0, T ],X(0) = x0 > 0, (2.1)
where the F-progressively measurable process v : Ω × [0, T ] → R is the trading rate
of market order and regarded as the control variable, while m ≥ 0 measures the
magnitude of the uncertainty of order fills.
Modeling the uncertainty of order fills by a diffusion process driven by a Brownian
motion serves as a ‘zeroth order approximation’ to the uncertainty and the implica-
tions seem plausible as far as the size of the uncertainty is small and m→ 0. A more
accurate model for the uncertainty of order fills is by adding a pure jump spectrally
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negative LA˜©vy process. Alternatively, the termmdB1 can be also interpreted as the
whole retail of the financial institution exposure. In other words, the initial amount
x0 to be liquidated from the responsible of the desk of the whole financial institution
is subject to small random variation induced by additional liquidation or redemption
orders that he could receive from other desks in the meantime.
The fair price S of the stock follows the dynamics:dS(t) = γdX(t) + σdB2(t), t ∈ [0, T ],S(0) = s0 > 0,
i.e., dS(t) = −γv(t)dt+ γmdB1(t) + σdB2(t), t ∈ [0, T ],S(0) = s0 > 0.
In other words, the fair price S is driven by an Arithmetic Brownian motion with
drift equal to zero and volatility σ > 0, along with a linear permanent impact with
parameter γ ≥ 0. The choice of considering a Bachelier price evolution (see, e.g.,
[4, 16]) is made to keep the problem tractable. It restricts the applicability of the
model to securities-trading in a low volatility environment (quite common in recent
years).
Following [3], the transacted price S˜ is consists of the fair price and a slippage
referred as temporary impact:
S˜(t) = S(t)− ηv(t), t ∈ [0, T ]. (2.2)
That is, the transacted price reflects a temporary impact given by a linear function
of the current trading rate of market order v with size η > 0.
Following [3, Section 2.4, p. 10], the profit and loss (P&L) Π0(t) of a trading
strategy earned over the time interval [0, t], t ≤ T , is defined as:
Π0(t) := X(t) (S(t)− S(0)) +
∫ t
0
(S(0) − S˜(u))dX(u). (2.3)
The first term of the right-hand side captures the change in fair value of the remaining
untransacted shares, while the second term measures the transaction costs resulting
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from selling shares due to the presence of a temporary price impact component. More
details can be found in Appendix A, Subsection A.1, p. 25.
Taking into account (2.1)–(2.2), the computation given in Appendix A (Subsection
A.2, p. 26) shows that:
Π0(t) =
γ
2
(
X2(t)− x20
)
+
γ
2
m2t− η
∫ t
0
v2(u)du+
+ ηm
∫ t
0
v(u)dB1(u) + σ
∫ t
0
X(u)dB2(u),
or, equivalently:
Π0(t) = γm2t−
∫ t
0
(
γv(u)X(u) + ηv2(u)
)
du+
+m
∫ t
0
(γX(u) + ηv(u)) dB1(u) + σ
∫ t
0
X(u)dB2(u).
Depending on the circumstances, we will use indifferently the first or second ex-
pression.
We must ensure that at t = T the initial position is fully liquidated despite the
uncertainty of order fills. To this end, we add to the P&L at the terminal time T a
penalty term for the final block trade f : R→ [0,+∞) so that anything but complete
liquidation is undesirable. Following [15], we take into consideration as a penalty
term for the final block trade x ∈ R a continuous function defined as:
f(x) := βx2, β > 0. (2.4)
Observe that any final block trade is discouraged since it is zero if and only if the
initial position is fully liquidated; otherwise it is always positive if the initial position
is underly or overly liquidated. Notice that this choice of the terminal condition
penalizes both negative or positive final investor’s position. This is consistent with the
task to be accomplished by the desk that is in charge of the full portfolio liquidation.
Finally, we introduce a running penalty h : R → [0,+∞) with the following qua-
dratic specification:
h(v(t)) := λ1 (v(t)− v)2 , t ∈ [0, T ]. (2.5)
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where λ1 ≥ 0 is the cost to be paid for a unit deviation per unit of time from the
desired target v > 0. This target speed of execution represents the ideal liquidation
rate which is exogenously set by the investment committee. Note that the above
function penalizes during liquidation any deviation of the selected trading rate from
v and prevents either overly large trading rates or the placement of buy side orders.
3. Risk adjustment of the target profit and loss function
It is a well known result of financial economics that in a static single period market
model, the preference of a risk averse non-satiated agent can be represented using
a concave and increasing functional, a utility function. In fact, it is easy to verify
that the degree of concavity of the utility function is proportional to the additional
amount of money (risk compensation) in addition to the expected payoff that the
agent requires to play a fair lottery. The quantification of this risk compensation is
critical to interpret the best risk-return tradeoff achievable in the market and thus
sort out the best investment opportunities.
A similar dynamic risk-return tradeoff is faced by investors that are willing to
liquidate their portfolios in the market and are subject to the uncertainty induced
by price impact and by limited liquidation possibilities due to the microstructural
frictions that typically affect real markets. While conventional approaches to optimal
liquidation maximize the profit and loss function that accounts for the costs and
profits generated by the execution problem, the main innovation of this paper is the
formulation and the solution of an optimization program that evaluates the liquidation
policy by taking into account also the risk aversion of the investor. In other words,
we specify a functional that represents both the cost-benefit tradeoff of a liquidation
strategy while penalizing liquidation paths that are particularly risky from the point
of view of the investor. A natural way to include this risk contribution in a dynamic
functional to be optimized is to rely on the theory of g-conditional risk measures,
i.e., dynamic risk measures characterized by the solution to BSDEs associated with a
convex driver g.
In Appendix C we briefly review the basic definitions and results on dynamic risk
measures that are relevant to our analysis.
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We will focus our analysis to the case of the so-called dynamic entropic risk measure
defined, for any ξ(T ) ∈ L2FT (Ω;R), as follows:
R (t, ξ(T )) := 1
λ2
lnE [exp (−λ2ξ(T )) | Ft] , t ∈ [0, T ]
where λ2 ≥ 0 is the risk aversion coefficient, that is, everything else equal, a change
of λ2 modifies the risk attitude of the investor. The next Proposition establishes
a well-known connection between the entropic risk measure and the solution of the
one-dimensional BSDE with the following quadratic driver g:
g (Z1(t), Z2(t)) :=
λ2
2
(
Z21 (t) + Z
2
2 (t)
)
, t ∈ [0, T ]
where (Z1, Z2)
⊤ := {(Z1, Z2)⊤}t∈[0,T ] is a two-dimensional BSDE control process
corresponding to the two dimensional correlated Brownian motion (B1, B2).
Proposition 1. Let (Z1, Z2)
⊤ ∈ M2
F
(0, T ;R2). For any ξ(T ) ∈ L2FT (Ω;R), the
entropic risk measure is the unique solution to the following one-dimensional BSDE:
dR (t, ξ(T )) =− λ2
2
(
Z21 (t) + Z
2
2 (t)
)
dt
+ Z1(t)dB1(t) + Z2(t)dB2(t), t ∈ [0, T ],
R(T, ξ(T )) = −ξ(T ).
(3.1)
Proof. See Appendix B, p. 27. 
Remark 1. For any time t ∈ [0, T ] and τ ∈ [t, T ], R corresponds to the solution flow
to the above BSDE (3.1) and has the following semigroup property:1
R (t,R(τ, ξ(T ))) = R (t, ξ(T )) P-a.s..
The same type of relationship can be extended to a larger class of dynamic convex
risk measures by considering a more general expression for the driver of a BSDE (see
Appendix C, Proposition 3).
These results show that the driver of a BSDE is a natural object to describe locally
(i.e., over small intervals of time) the dynamic risk-return tradeoff faced by an investor
1The relation is verified in Appendix B, p. 28.
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who liquidates her position in the market and measures the risk considering a g-
conditional risk measure.
In our framework, an important motivation leading us to the use of a dynamic
risk measure arises from the fact that the success of the trader’s liquidation policy
is based on the ability of two countervailing tasks: on one hand, it is related to her
ability to complete the liquidation of the portfolio with a maximum profit (equiva-
lently minimum loss) by the final date; on the other hand, the liquidation policy is
conditioned to the unfolding of the uncertainty drivers that impact both on prices
and quantities. At each time, the dynamic risk assessment of the final cost to be paid
takes into account both the costs of final partial liquidation and the evaluation of this
potential cost in a way that is conditional on the information available and adjusted
to keep into account the risk aversion of the trader.
4. The optimal control problem
The optimal execution is formulated and studied as a stochastic optimal control
problem. For any initial time t ∈ [0, T ] and initial points X(t) := x ∈ R, the trader
maximizes her expected risk adjusted total P&L of liquidation within the time horizon
[t, T ], penalized by the final block trade and by the cumulative deviation from the
pre-specified target speed v.
4.1. The state equation and the objective functional. Let F tu be the σ-algebra
generated by {B1(r)−B1(t), B2(r)−B2(t)}r∈[t,u] and Ft :=
{F tu}u∈[t,T ] the filtration
augmented by all P-null measure sets of F . In order to write up the state equation
and the objective functional, let Πt(T ) denote the P&L earned over the time interval
[t, T ], i.e.,
Πt(T ) := Π0(T )−Π0(t).
Setting:
−dY (u) := dΠu(T )− dR(u, f(X(T ))) − d
(∫ T
u
h(v(u))du
)
, u ∈ [t, T ],
Y (T ) := −f(X(T )) = −βX2(T ),
where f is the cost function given by (2.4) and h is the running penalty defined in
(2.5), the state equation is described by the following decoupled quadratic growth
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forward-backward stochastic differential equation (qgFBSDE):
dX(u) = −v(u)du+mdB1(u), u ∈ [t, T ],
−dY (u) = g˜(X(u), Z˜1(u), Z˜2(u), v(u))du+
− Z˜1(u)dB1(u)− Z˜2(u)dB2(u), u ∈ [t, T ],
X(t) = x, Y (T ) = −βX2(T ),
(4.1)
with
g˜(X(u), Z˜1(u), Z˜2(u), v(u)) := (η + λ1) v
2(t) +
λ2
2
(Z˜21 (u) + Z˜
2
2 (u))+
+ (γX(u)− 2λ1v) v(u)−
(
γm2 − λ1v2
)
, u ∈ [t, T ], (4.2)
and Z˜1
Z˜2
 (u) =
Z1(u) + γmX(u) +mηv(u)
Z2(u) + σX(u)
 , u ∈ [t, T ]. (4.3)
Remark 2. In this framework, the terminal condition in (4.1) allows us to measure
at any time the riskiness of the final penalty.
Here, the set of admissible control is a space of processes defined as follow:
Vad[t, T ] :=
{
v : [t, T ]×Ω→ R | v ∈ H2
Ft
(t, T ;R)
}
.
Observe that for any, v(·) ∈ Vad[T, t], the above decoupled qgFBSDE (4.1) admits a
unique strong solution. As a matter of fact, existence and uniqueness of the solution
to the forward component is a rather standard result (see, e.g., [30, Theorem 6.3,
p. 42]); while the solution to the BSDE with quadratic growth driver and unbounded
terminal condition in (4.1) is guaranteed by, e.g., [9].
Denoting by (Y, Z˜1, Z˜2)
⊤(·; t, x, v(·)) the solution to the backward component of
(4.1), when X(·; t, x, v(·)) is the solution to the forward part of (4.1) starting from
x ∈ R at time t ∈ [0, T ] and control v(·) ∈ Vad[t, T ], the objective functional is given
by:
J(t, x; v(·)) := Y (t; t, x; v(·)), (4.4)
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and the trader’s optimal liquidation policy consists in finding for any (t, x) ∈ [0, T ]×R
the solution to the following problem:
maximize J(t, x; v(·)) over v(·) ∈ Vad[t, T ], (4.5)
while the associated value function W is thus defined as:
W (t, x) := sup
v(·)∈Vad[t,T ]
J(t, x; v(·)), ∀(t, x) ∈ [0, T ]× R2
W (T, x) := −βx2, ∀x ∈ R.
Notice that the expression of R(t, f(X(T ))) depends on the backward component
and makes the full stochastic optimal control problem non-standard.
4.2. The HJB equation. In the context of stochastic optimal control problems with
finite horizon, it is well-known that the value function is associated to a second-order
partial differential equation (PDE) with terminal boundary condition – the so-called
Hamilton-Jacobi-Bellman (HJB) equation – which we aim to derive.
Following, e.g., [26], it is possible to derive the generalized HJB equation associated
with the controlled state equation (4.1). It is given by:
wt(t, x) + sup
v∈R
Hcv (x,wx, wxx; v) = 0, (t, x) ∈ [0, T ]× R,
w(T, x) = −βx2,
(4.6)
where the Hamiltonian current value Hcv reads as:
Hcv (x, q,Q; v) := tr[ΣΣ⊤Q] + 〈b(v), q〉 − g˜(x,Σ⊤q, v),
(x, q,Q) ∈ R× R× R× S2, (4.7)
with Σ and b : R→ R2 which represent the volatility matrix and the drift term of the
forward diffusion process in (4.1), respectively, i.e.,
Σ :=
 m 0
γm σ
 , b(v) :=
 −v
−γv
 , (4.8)
and g˜ is specified in (4.2).
The construction of the above generalized HJB (4.6) follows repeating the well-
known argument applied to state the HJB equation in standard control problems.
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The additional prescription that the differential representation of the stochastic back-
ward variable (Z1, Z2)
⊤ is given by Σ⊤Dw, follows from the standard Feynman-Kac
representations for FBSDEs. Optimality for the solution to the generalized HJB (4.6)
for the original control problem will be proved in the verification argument.
The function Hcv has a unique maximum point on R given by:
v⋆(x, q,Q) = −q + γx− 2λ1v
2 (η + λ1)
. (4.9)
Therefore, the Hamilton-Jacobi-Bellman equation related to the stochastic control
(4.5) can be rewritten as:
wt +
1
2
m2wxx − 1
2
λ2m
2w2x + γm
2 − λ1v2 + 1
4 (η + λ1)
(wx + γx− 2λ1v)2 = 0, (4.10)
with terminal condition:
w(T, x) = −βx2. (4.11)
4.3. Solution to the HJB equation and the verification theorem. The value
function and the optimal trading strategy are presented in the verification theorem
below. In order to state and prove the result, we start with the following lemma
making use for convenience of the following notation:
κ := 2m2 (η + λ1) . (4.12)
Lemma 1. Let β >
γ
2
and λ2 <
1
κ
. Then the deterministic functions a, b, c : [0, T ]→
R uniquely solve the following system of Riccati ODEs:

a˙(t) =
[
m2λ2 − 1
2 (η + λ1)
]
a2(t)− 2m2λ2γa(t) +m2λ2γ2, a(T ) = −2β + γ,
b˙(t) =
[
m2λ2 − 1
2 (η + λ1)
]
a(t)b(t)−m2λ2γb(t) + λ1v
η + λ1
a(t), b(T ) = 0,
c˙(t) =
1
2
[
λ2m
2 − 1
2 (η + λ1)
]
b2(t) +
λ1v
η + λ1
b(t)− 1
2
m2a(t)+
− 1
2
m2γ + λ1v
2 − λ
2
1v
2
η + λ1
, c(T ) = 0,
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i.e.,

a(t) = −γ√κλ2
2β
√
κλ2 sinh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+(2β−γ) cosh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
[2β(1−κλ2)−γ] sinh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+γ
√
κλ2 cosh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
b(t) = 2λ1v
(2β−γ) sinh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+2β
√
κλ2
[
cosh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
−1
]
[2β(1−κλ2)−γ] sinh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+γ
√
κλ2 cosh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
c(t) =−8βλ21v2
γ2
+
[
m2γ − 12 γm
2
1−κλ2 − λ1v2
]
(T − t)+
+
2λ21v
2
γ2
4γβ
√
κλ2+[(2β−γ)2+4β2(1−2κλ2)] sinh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
[2β(1−κλ2)−γ] sinh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+γ
√
κλ2 cosh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]+
+m
2(η+λ1)
1−κλ2 ln
[∣∣∣ 2β(1−κλ2)−γ
γ
√
κλ2
sinh
[
γ
√
κλ2
2(η+λ1)
(T − t)
]
+ cosh
[
γ
√
κλ2
2(η+λ1)
(T − t)
]∣∣∣]
(4.13)
and the following concave function:
w(t, x) =
1
2
(a(t)− γ) x2 + b(t)x+ c(t), t ∈ [0, T ], (4.14)
satisfies the HJB equation (4.10)–(4.11) for x ∈ R.
Proof. See Appendix B, p. 28. 
Taking into account (4.9) and Lemma 1, the feedback map coming from the opti-
mization of the Hamiltonian current value Hcv defined in (4.7) when Dw is plugged
in place the formal argument q reads as:
(t, x) 7−→ v⋆(t, x) := −a(t)x+ b(t)− 2λ1v
2 (η + λ1)
,
and applying (4.3) along with Lemma 1 the backward control process in state feedback
form is given by:
(t, x) 7−→
Z˜⋆1
Z˜⋆2
 (t, x) :=
−m [(a(t)− γ) x− b(t)]
0
 .
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Thus, the corresponding closed loop equation:
dX(u) = −v⋆(u,X(u))du +mdB1(u), u ∈ [t, T ],
dY (u) = g˜(X(u), Z˜⋆1 (u), Z˜
⋆
2 (u), v
⋆(u,X(u)))du+
− Z˜⋆1 (u,X(u))dB1(u)− Z˜⋆2 (u,X(u))dB2(u), u ∈ [t, T ],
X(t) = x, Y (T ) = −βX2(T ),
(4.15)
with g˜ given by (4.2), has a unique solution2. Moreover, denoting by X⋆(·) :=
X⋆(·; t, x, v⋆(·)) the solution to the forward process of the above closed loop equa-
tion (4.15), the feedback strategy defined as:
v⋆(u) := v⋆(u,X⋆(u)), u ∈ [t, T ],
is Lipschitz continuous. Therefore v⋆(·) is admissible, that is, v⋆(·) ∈ Vad[t, T ].
Now we are ready to prove the following verification theorem.
Theorem 1. Let β >
γ
2
, λ2 <
1
κ
, and w be the function defined in (4.14). Then,
for any (t, x) ∈ [0, T ] × R, the optimization problem (4.5) has a unique solution
corresponding to the value function W (t, x) = w(t, x), i.e.,
W (t, x) =
1
2
(a(t)− γ) x2 + b(t)x+ c(t).
The unique optimal scheduled trading rate v⋆(·) in state feedback form is given by:
v⋆(u) = −a(u)X
⋆(u) + b(u)− 2λ1v
2 (η + λ1)
P-a.s., u ∈ [t, T ], (4.16)
and the unique two-dimensional optimal backward control process (Z˜⋆1 , Z˜
⋆
2 )
⊤ in feed-
back form reads as:Z˜⋆1
Z˜⋆2
 (u) =
−m [(a(u)− γ)X⋆(u) + b(u)] ,
0
 P-a.s., u ∈ [t, T ]. (4.17)
Proof. See Appendix B, p. 29. 
An immediate consequence of the above result is the following.
2As previously mentioned, see, e.g., [30, Theorem 6.3, p. 42] for the forward part and [9] for the
backward component.
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Corollary 1. The unique two-dimensional optimal backward control process (Z⋆1 , Z
⋆
2 )
⊤
in state feedback form related to the dynamic entropic risk measure (3.1) is given by:Z⋆1
Z⋆2
 (u) =
− m2 (η + λ1) [(η + 2λ1) (a(u)X(u) + b(u)) + 2ηλ1v]
−σX(u)
 P-a.s., u ∈ [t, T ].
Proof. See Appendix B, p. 33. 
5. Optimal liquidation strategies
The above solution provides a number of interesting insights on the optimal liquida-
tion policy in relation to the exogenous parameters that define the economic setting.
As a general observation it is important to remark that the selection of a dynamic
risk measure and the inclusion of a running penalty differentiate substantially the
optimal liquidation strategies found in this analysis with respect to those computed
considering static measures of risk. In order to best understand these differences, it
is useful to restate the optimal control policy in a economically sound way. This is
done in the following Proposition.
Proposition 2. The optimal trading policy (4.16) can be specified as follows:
v⋆(t)− vℓ = − a(t)
2 (η + λ1)
(X⋆(t)− ℓ (T − t)) , t ∈ [0, T ], (5.1)
where:
vℓ :=
λ1
η + λ1
v,
the coefficient a(·) is specified in (4.13), that we recall for convenience:
a(t) = −γ√κλ2
2β
√
κλ2 sinh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+(2β−γ) cosh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
[2β(1−κλ2)−γ] sinh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+γ
√
κλ2 cosh
[
γ
√
κλ2
2(η+λ1)
(T−t)
] , t ∈ [0, T ],
and the function ℓ : [0, T ]→ R reads as:
ℓ (T − t) := 2λ1v
γ
√
κλ2
2β
(
cosh
[
γ
√
κλ2
2(η+λ1)
(T − t)
]
− 1
)
+ (2β−γ)√
κλ2
sinh
[
γ
√
κλ2
2(η+λ1)
(T − t)
]
2β sinh
[
γ
√
κλ2
2(η+λ1)
(T − t)
]
+ (2β−γ)√
κλ2
cosh
[
γ
√
κλ2
2(η+λ1)
(T − t)
] .
Proof. See Appendix B, p. 33. 
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In general, the agent will set a liquidation speed deviating from the target one, vℓ,
by an amount proportional to the deviation of the position with respect to a scheduled
liquidation program which is defined by the function ℓ (T − ·). The mean reversion
rate is proportional to −a(·), i.e., the opposite of a(·), which is positive under the
sufficient assumptions for the value function to be concave. Indeed, the coefficient
a(·) may be equivalently rewritten as:
a(t) = −γ√κλ2
2β
√
κλ2 tanh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+(2β−γ)
(2β−γ)(1−κλ2) tanh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+γ
√
κλ2
(
1−√κλ2 tanh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]] ,
which is clearly negative, for any t ∈ [0, T ], when β > γ2 and λ2 < 1κ .
Recalling that the effective drift term of the optimal position X⋆(·) is proportional
to −v(·), this implies that the resulting optimal policy enforces mean reversion toward
a scheduled liquidation program. In order to gain intuition on relation (5.1), it is worth
to consider first of all its limiting expression as the risk aversion parameter λ2 → 0.
We obtain:
lim
λ2→0
ℓ (T − t) = vℓ (T − t) , ∀t ∈ [0, T ],
i.e., the target liquidation program for a risk neutral agent corresponds to a constant
speed liquidation program. The target velocity does correspond to the one set by the
investment committee v reduced by a factor λ1
λ1+η
that takes into account the effect
of the transitory price impact on trades. As expected, in the same limit the mean
reversion rate increases with the cost of the final block trade β and decreases with
the size of permanent impact γ. Indeed:
lim
λ2→0
−a(t) = (η + λ1)
(
β − γ2
)
(η + λ1) + (β − γ2 )(T − t)
, t ∈ [0, T ],
which is positive considering the admissibility condition β > γ2 . In the limit as λ2 → 0,
the tracking error induced by the optimal strategy is determined by the ratio
β− γ
2
(η+λ1)
.
For levels of risk aversion that satisfy the sufficient condition for concavity λ2 <
1
κ
,
which is equivalent to λ2 <
1
2m2(η+λ1)
by (4.12), the optimal policy is essentially
modified as follows: a positive (negative) deviation from the target liquidation policy
v implies a corresponding increase (decrease) of the trading speed with coefficient
−a (·) divided by (η + λ1). Note that for finite levels of risk aversion λ2, the target
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liquidation program differs substantially from a linear liquidation program. The policy
ceases to be linear and the non-linearity increases with the time to the final liquidation.
We can identify two well-defined regimes: the late stage liquidation regime and the
early stage liquidation regime.
5.1. Late stage liquidation regime. In the late liquidation stage corresponding to
the limit as (T − t)→ 0 we may assume:
tanh
[
γ
√
κλ2
2 (η + λ1)
(T − t)
]
≃ γ
√
κλ2
2 (η + λ1)
(T − t) = γm
√
λ2√
2 (η + λ1)
(T − t).
In this case, for any t ∈ [0, T ], we obtain:
lim
(T−t)→0
ℓ (T − t) = v
ℓ(T − t)
1 + 1
γ−1−(2β)−1λ2m
2(T − t) =: ℓ0,
lim
(T−t)→0
(−a(t)) = 2 (η + λ1) 2β − γ + 2βγm
2λ2(T − t)
[2β − γ − 2βm2λ2 (η + λ1)] (T − t) + 2 (η + λ1) =: −a0.
This regime corresponds to the one where, setting λ1 = λ2 = 0, one recovers the
Adaptive Value Weighted Average Price (AVWP) strategy found in [15]. The con-
tribution induced by λ1 > 0 changes the benchmark liquidation policy, whereas the
parameter λ2 > 0 in this regime operates simply as a renormalization of the refer-
ence strategy, progressively reducing the liquidation velocity far from the final block
liquidation date while raising the mean reversion rate.
5.2. Early stage liquidation regime. In the early liquidation stage corresponding
to the limit (T − t)→∞ regime we have:
lim
(T−t)→+∞
ℓ (T − t) = 2λ1v
γm
√
2λ2 (η + λ1)
=: ℓ∞,
lim
(T−t)→+∞
(−a(t)) = γm
√
2λ2 (η + λ1)
1−m
√
2λ2 (η + λ1)
=: −a∞.
This is the regime where the impact of the backward component and of the penaliza-
tion for deviations of the trading velocity is more evident. Far from the final block
liquidation the presence of the risk averse component drives the optimal control policy
into a steady policy depending on the size of the permanent impact γ, but indepen-
dent from the cost β of the final block order. In this regime, the optimal evolution
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for the process X⋆(·) is given by:
dX⋆(t) = − a∞
2 (η + λ1)
(x∞ −X⋆(t)) dt+mdB1(t), t ∈ [0, T ],
where:
x∞ :=
−a∞ℓ∞ − λ1v
− a∞2(η+λ1)
,
i.e.,
x∞ =
2
γ
(η + λ1)
(
1
m
√
2λ2 (η + λ1)
+ 1
)
λ1v,
which corresponds to a standard mean reverting Ornstein-Uhlenbeck process with
rate of mean reversion − a∞2(η+λ1) vanishing in the limit as λ2mγ → 0. In other words,
if the final block trade is sufficiently far in the future, the investor is simply controlling
the quantity of security held with a tracking error that is decreasing with increasing
permanent impact γ, risk aversion λ2 and volatility of the position m.
Notice that in this regime the higher the price impact the higher the optimal
reaction of the trader to a deviation from the optimal path. In fact, the presence of
the uncertainty of order filling generates a cost that is increasing with increasing price
impact. In the absence of the backward component, i.e., λ2 = 0, the trader would not
be penalized for this term. In other words, it is possible to interpret the penalization
component induced by the backward part, as a term that penalizes those strategies
inducing high tracking errors in the liquidation strategy relative to the benchmark
set by the investment committee.
In summary, it is interesting to remark that under the conditions λ1 > 0 and
λ2 > 0, the liquidation policy smoothly interpolates between a stationary investment
committee policy when (T − t)→ +∞, and a liquidation policy with constant rate of
liquidation set by the investment committee with a mean reversion rate that increases
with increasing risk aversion λ2.
In order to better illustrate the impact of the backward component and of the risk
aversion parameter λ2 on the liquidation strategy, we provide a graphical illustration
of the target liquidation schedule and of the mean reversion rate for different levels
of λ2 as a function of time.
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Figure 1. Mean reversion rate −a (·) as a function of time. A higher
risk aversion implies a faster increase of the mean reversion rate.
Traders with greater risk aversion agree to pay a higher cost in order to
reduce deviations with respect to the scheduled liquidation program.
We set T = 5 as maximum allowed time limit.
In Figure 1 we perform a numerical illustration using the parameters similar to the
one used in [15] which are closely related to those discussed in [3]:
γ = 2.5× 10ˆ(−7), η = 25× 10ˆ(−6), m = 0.2 × 10ˆ(7), β = 100× η,
λ1 = 0.0001, λ
0
2 := 2m
2 (λ1 + η) = 10ˆ (−6) .
As we should expect, a higher risk aversion implies that the agent will try to reduce
the tracking error implementing a policy where mean reversion raises earlier and faster
tightening the policy reaction to deviations from the scheduled liquidation program.
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As a matter of fact, we see that the mean reversion is increasing with time and with
parameter λ2.
A critical innovation of the present approach compared to previous liquidation
models is that the parameter λ2 determines directly the characteristic duration of the
trade γ
√
κλ2
2(η+λ1)
jointly with the size of the permanent impact γ, the volatility of the
order fills m, and the quantity (η + λ1).
While in the conventional framework of [3] the characteristic “trade time” is set by
a specific parameter, in this case this characteristic time is a function of a number of
parameters, including trader’s subjective risk aversion λ2 and the volatility coefficient
m that quantifies uncertainty of order fills.
0 0.2 0.4 0.6 0.8 1 1.2 1.4
Time to liquidation
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
T
ar
g
et
 L
iq
u
id
at
io
n
 P
o
li
cy
2
0
 x 0.025
2
0
 x 0.05
2
0
 x 0.1
2
0
 x 0.2
2
0
 x 0.4
2
0
 x 0.8
Figure 2. The scheduled liquidation program for traders with dif-
ferent degree of risk aversion. Time variable is scaled by a factor
T0 =
√
κλ02
2(η+λ1)
in order to express it in units proportional to the char-
acteristic trading time.
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In Figure 2, to make comparable the target liquidation paths for different levels of
λ2, we choose to set the target v as a value that normalizes this asymptotic early stage
position to a reference value equal to 1, corresponding to a 100% notional amount
to be liquidated. In addition, we consider a longer liquidation horizon to magnify
the relationship between the level of risk aversion and the concavity of the scheduled
liquidation program that converges to a linear liquidation program as the final block
trade date is approached. The dynamic nature of the risk adjustment raises the
importance of the deviation from the scheduled target, while reducing the relative
importance of the cost paid by the trader in the final block trade. This implies a raise
of concavity of the liquidation path, which signals the transition between early and
late liquidation regimes.
Note that a joint interpretation of the evidence coming from Figures 1 and 2 in-
dicates that the minimization of the volatility of the backward component induced
by the dynamic risk measure determines a policy and a liquidation schedule that are
progressively and non-linearly tightening as the final liquidation is approached. In
light of this consideration and the above results, an interesting argument that future
research will have to clarify is the economic interpretation of the characteristic “trad-
ing time” resulting from the interaction between the uncertainty of order fills, the
risk aversion parameter of the dynamic risk measures, and characteristic half life of
the trade.
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Appendix A. Some technical details on the profit and loss function
We provide to give more technical detail about the profit and loss function.
A.1. Decomposition of the P&L functional. It is important to observe that a
properly defined P&L must admit a decomposition into two contributions: one can
be regarded as a modified self-financing strategy proposed in [12] and the other cor-
responds to slippage. The formula must recover the classical self-financing condition
in the absence of trading frictions3.
The P&L defined in (2.3) that we recall for convenience:
Π0(t) := X(t) (S(t)− S(0)) +
∫ t
0
(S(0) − S˜(u))dX(u),
can be decomposed in a self-financing strategy contribution and a slippage component.
Moreover, it is consistent with the self-financing condition introduced by [12, p. 731].
They generalize the usual self-financing relationships of frictionless markets to make
it compatible with markets with frictions, including the presence of the uncertainty
in the order fills as defined in our model.
In the following, we show how to decompose the above P&L formula by adding
and subtracting the terms
∫ t
0 S(u)dX(u) to its right-hand side. We obtain:
Π0(t) = X(t)(S(t) − S(0)) +
∫ t
0
(S(0)− S˜(u))dX(u) =
= X(t)S(t) −X(0)S(0) −
∫ t
0
S˜(u)dX(u) +
∫ t
0
S(u)dX(u) −
∫ t
0
S(u)dX(u),
that can be decomposed as:
Π0(t) = X(t)S(t) −X(0)S(0) −
∫ t
0
S(u)dX(u)︸ ︷︷ ︸
modified self-financing strategy
+
∫ t
0
(S(u) − S˜(u))dX(u)︸ ︷︷ ︸
slippage
.
In fact, integration by parts implies:
X(t)S(t)−X(0)S(0) −
∫ t
0
S(u)dX(u) =
∫ t
0
X(u)dS(u) +
∫ t
0
〈dS, dX〉(u)
that is the value accrued by trading on S(u) using a self-financing strategy X(u),
for any u ∈ [0, t], according to the definition extended by [12] to take into account
3We thank an anonymous referee for pointing this out.
26 X. CHENG, M. DI GIACINTO AND T.-H. WANG
trading frictions. Correspondingly, the amount:
∫ t
0
(S(u)− S˜(u))dX(u)
can be interpreted as a slippage component since it properly vanishes as soon as the
price impact is set to zero, i.e., S˜(u) = S(u), for any u ∈ [0, t].
A.2. Computation of the P&L functional. We have:
Π0(t) :=X(t)(S(t) − S(0)) +
∫ t
0
(S(0) − S˜(u))dX(u) =
=X(t)(S(t) − S(0)) −
∫ t
0
(S(u)− S(0))dX(u) + η
∫ t
0
v(u)dX(u) =
=
∫ t
0
X(u)dS(u) +
∫ t
0
〈dS, dX〉(u) − η
∫ t
0
v2(u)du+
+ ηm
∫ t
0
v(u)dB1(u) =
=γm2t+
∫ t
0
X(u)dS(u) − η
∫ t
0
v2(u)du + ηm
∫ t
0
v(u)dB1(u) =
=γm2t+ γ
∫ t
0
X(u)dX(u) − η
∫ t
0
v2(u)du+ ηm
∫ t
0
v(u)dB1(u)+
+ σ
∫ t
0
X(u)dB2(u).
(A.1)
Since:
dX2(u) = 2X(u)dX(u) +m2du ⇐⇒ X(u)dX(u) = 1
2
(
dX2(u)−m2du) ,
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then:
Π0(t) =γm2t+ γ
∫ t
0
X(u)dX(u) − η
∫ t
0
v2(u)du+ ηm
∫ t
0
v(u)dB1(u)+
+ σ
∫ t
0
X(u)dB2(u) =
=γm2t+
γ
2
∫ t
0
dX2(u)− γ
2
m2
∫ t
0
du− η
∫ t
0
v2(u)du+ ηm
∫ t
0
v(u)dB1(u)+
+ σ
∫ t
0
X(u)dB2(u) =
=
γ
2
(
X2(t)− x20
)
+
γ
2
m2t− η
∫ t
0
v2(u)du+ ηm
∫ t
0
v(u)dB1(u)+
+ σ
∫ t
0
X(u)dB2(u).
Equivalently, taking into account the last equality of (A.1) we obtain:
Π0(t) =γm2t+ γ
∫ t
0
X(u)dX(u) + σ
∫ t
0
X(u)dB2(u)− η
∫ t
0
v2(u)du+
+ ηm
∫ t
0
v(u)dB1(u) =
=γm2t− γ
∫ t
0
v(u)X(u)du + γm
∫ t
0
X(u)dB1(u) + σ
∫ t
0
X(u)dB2(u)+
− η
∫ t
0
v2(u)du + ηm
∫ t
0
v(u)dB1(u) =
=γm2t−
∫ t
0
(
γv(u)X(u) + ηv2(u)
)
du+m
∫ t
0
(γX(u) + ηv(u)) dB1(u)+
+ σ
∫ t
0
X(u)dB2(u).
Appendix B. Technical proofs
Here we provide the technical proofs.
Proof of Proposition 1. It follows straightforward from the result showed in [6,
Proposition 3.12, p. 123] and the comparison theorem presented in [9, Theorem 5,
p. 554]. 
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Semigroup property of Remark 1. We have:
R (t,R(τ, ξ(T ))) =
= R (τ, ξ(T )) +
∫ τ
t
g (Z1(u), Z2(u)) du−
∫ τ
t
Z1(u)dB1(u)−
∫ τ
t
Z2(u)dB2(u) =
= −ξ(T ) +
∫ T
τ
g (Z1(u), Z2(u)) du−
∫ T
τ
Z1(u)dB1(u)−
∫ T
τ
Z2(u)dB2(u)+
+
∫ τ
t
g (Z1(u), Z2(u)) du−
∫ τ
t
Z1(u)dB1(u)−
∫ τ
t
Z2(u)dB2(u) =
= −ξ(T ) +
∫ T
t
g (Z1(u), Z2(u)) du−
∫ T
t
Z1(u)dB1(u)−
∫ T
t
Z2(u)dB2(u) =
= R (t, ξ(T )) .

Proof of Lemma 1. The claim follows by direct computations and observing that:
a(t)− γ = −γ
(2β−γ) sinh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+2β
√
κλ2 cosh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
[2β(1−κλ2)−γ] sinh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+γ
√
κλ2 cosh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
or, equivalently,
a(t)− γ = −γ
(2β−γ) tanh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+2β
√
κλ2
(2β−γ)(1−κλ2) tanh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]
+γ
√
κλ2
(
1−√κλ2 tanh
[
γ
√
κλ2
2(η+λ1)
(T−t)
]] ,
is clearly negative if β >
γ
2
and λ2 <
1
κ
, since γ
√
κλ2
2(η+λ1)
(T − t) ≥ 0, for any t ∈ [0, T ].
Regarding the solution to the system of Riccati ODEs, we point out that the
computation for the functions a(·) and c(·) comes straightforward from solving the
associated ODEs, while b(·) is recovered by the explicit computation of the solution
to the ODE derived for the function ℓ : [0, T ]→ R, which is defined as:
ℓ (T − t) := − b(t)
a(t)
, t ∈ [0, T ].
Indeed, the flow generated by the ODEs for a(·) and b(·) induces a linear ODE for
ℓ(T − ·) that can be solved by variation of constants.4 
4Details of the (long) computation are available upon request.
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Proof of Theorem 1. We know that the function w given in (4.14) satisfies the
generalized HJB equation (4.10)-(4.11) for any x ∈ R and want to prove that this
solution in this case is the unique value function for the optimal control problem. Let
us consider x ∈ R and v (·) ∈ Vad [t, T ] with the associated state trajectory X(·) :=
X(·; t, x, v). Apply the Dynkin formula to the functions (t, x) 7→ 12 (a(t)− γ) x2 and
(t, x) 7→ b(t)x with the process X(·), respectively. For any u ∈ [t, T ], we obtain:
E
[∫ T
t
d
(
1
2
[a(u)− γ]X2(u)
)]
=
= E
[∫ T
t
{
1
2
a˙(u)X2(u)− [a(u)− γ]X(u)v(u) + 1
2
m2a(u)
}
du
]
,
then:
E
[−βX2(T )] =
=
1
2
(a(t)− γ)x2 + E
[∫ T
t
{
1
2
[
λ2m
2 − 1
2 (η + λ1)
]
a2(u)X2(u)+
− λ2m2γa(u)X2(u) + 1
2
λ2m
2γ2X2(u)− a(u)X(u)v(u) + γX(u)v(u)+
+
1
2
m2a(u)− 1
2
m2γ
}
du
]
(B.1)
and
E
[∫ T
t
d (b(u)X(u))
]
= E
[∫ T
t
(
b˙(u)X(u) − b(u)v(u)
)
du
]
,
i.e.,
− b(t)x = E
[∫ T
t
{[
λ2m
2 − 1
2 (η + λ1)
]
a(u)b(u)X(u) +
λ1v
η + λ1
a(u)X(u)+
− λ2m2γX(u)− b(u)v(u)
}
du
]
. (B.2)
Moreover:
E
[∫ T
t
d (c(u))
]
= E
[∫ T
t
{
1
2
[
λ2m
2 − 1
2 (η + λ1)
]
b2(t) +
λ1v
η + λ1
b(t)+
−1
2
m2a(t)− 1
2
m2γ + λ1v
2 − λ
2
1v
2
η + λ1
}
du
]
,
i.e.,
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− c(t) = E
[∫ T
t
{
1
2
[
λ2m
2 − 1
2 (η + λ1)
]
b2(t) +
λ1v
η + λ1
b(t)− 1
2
m2a(t)+
−1
2
m2γ + λ1v
2 − λ
2
1v
2
η + λ1
}
du
]
(B.3)
Recalling (4.4), the objective functional can be recast as:
J(t, x; v(·)) = Y (t; t, x; v(·)) = E [Y (t; t, x; v(·))] =
= E
[
−βX2(T )−
∫ T
t
(γX(u)− 2λ1v) v(u)du − (λ1 + η)
∫ T
t
v2(u)du+
−λ2
2
∫ T
t
(
Z21 (u) + Z
2
2 (u)
)
du
]
+
(
γm2 − λ1v2
)
(T − t) ,
Thus, by substituting (B.1) into the above we have the following:
J(t, x; v(·)) = 1
2
(a(t)− γ)x2 + E
[∫ T
t
{
− (λ1 + η) v2(u)+
− (a(u)X(u) − 2λ1v) v(u)− λ2
2
(
Z˜21 (u) + Z˜
2
2 (u)
)
+
+
1
2
[
λ2m
2 − 1
2 (η + λ1)
]
a2(u)X2(u)− λ2m2γa(u)X2(u) +
+
1
2
λ2m
2γ2X2(u) +
1
2
m2a(u) +
1
2
m2γ − λ1v2
}
du
]
,
from which, applying (B.2), recalling (B.3), and reorganizing all the terms, we obtain:
J(t, x; v(·)) = 1
2
(a(t)− γ) x2 + b(t)x+ c(t)+
+ E
[∫ T
t
{
− 1
4 (η + λ1)
[a(u)X(u) + b(u)− 2λ1v + 2 (η + λ1) v(u)]2+
+
λ2
2
{
m2 [(a(u)− γ)X(u) + b(u)]2 −
(
Z˜21 (u) + Z˜
2
2 (u)
)}}
du
]
.
(B.4)
For any fixed time u ∈ [t, T ], let us define the following function:
Lu(v, λ2) := − 1
4 (η + λ1)
[a(u)X(u) + b(u)− 2λ1v + 2 (η + λ1) v]2+
+
λ2
2
{
m2 [(a(u)− γ)X(u) + b(u)]2 − (Z˜21 + Z˜22 )
}
, (B.5)
which is by definition equal to the argument of the integral in the right side hand of
(B.4) at given time u ∈ [t, T ]. It has the interpretation of the Lagrangian function
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related to the following constrained optimization problem:
sup
v∈R
{
− 1
4 (η + λ1)
[a(u)X(u) + b(u)− 2λ1v + 2 (η + λ1) v]2
}
subject to (Z˜21 + Z˜
2
2 )−m2 [(a(u)− γ)X(u) + b(u)]2 ≤ 0,
that corresponds to the maximization of the contribution driven by the P&L compo-
nent of the objective functional for a fixed maximum threshold of risk. Note that the
above is a static constrained optimization problem, where the risk aversion parameter
λ2 plays the role of the Lagrangian parameter, v ∈ R is the control variable, and the
two-dimensional vector (Z˜1, Z˜2)
⊤ ∈ R2 appears as an independent variable.
Let the optimal control variable corresponding to λ2 be denoted by v
⋆(λ2) and
(Z⋆1 (λ2), Z
⋆
2 (λ2))
⊤ be the corresponding risk which satisfies the constraint with equal-
ity, the first order conditions for the Lagrangian function Lu defined in (B.5) read
as: 
∂Lu(v, λ2)
∂v
= − 1
2 (η + λ1)
[a(u)X(u) + b(u)− 2λ1v + 2 (η + λ1) v] = 0,
∂Lu(v, λ2)
∂λ2
= Z˜21 + Z˜
2
2 −m2 [(a(u)− γ)X(u) + b(u)]2 = 0,
which imply:
v⋆(λ2) = −a(u)X(u) + b(u)− 2λ1v
2 (η + λ1)
,
(Z˜⋆1 (λ2))
2 + (Z˜⋆2 (λ2))
2 = m2 [(a(u)− γ)X(u) + b(u)]2 .
Since the target function is concave in v, we observe that the above first order con-
ditions are necessary and sufficient to select the (constrained) maximum. Moreover,
arguing as in [25, Section 5.2, p. 2972], we show that:
sup
v∈R
s.t. Z˜21+Z˜
2
2−m2[(a(u)−γ)X(u)+b(u)]2≤0
{
− 14(η+λ1) [a(u)X(u) + b(u)− 2λ1v + 2 (η + λ1) v]
2
}
≤ sup
v∈R
{
− 14(η+λ1) [a(u)X(u) + b(u)− 2λ1v + 2 (η + λ1) v]
2
}
+
+ λ22
{
m2 [(a(u)− γ)X(u) + b(u)]2 − (Z˜21 + Z˜22 )
}
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=
{
− 14(η+λ1) [a(u)X(u) + b(u)− 2λ1v + 2 (η + λ1) v
⋆(λ2)]
2
}
+
+ λ22
{
m2 [(a(u)− γ)X(u) + b(u)]2 −
[
(Z˜⋆1 (λ2))
2 + (Z˜⋆2 (λ2))
2
]}
=
{
− 14(η+λ1) [a(u)X(u) + b(u)− 2λ1v + 2 (η + λ1) v
⋆(λ2)]
2
}
≤ sup
v∈R
s.t. Z˜21+Z˜
2
2−m2[(a(u)−γ)X(u)+b(u)]2≤0
{
− 14(η+λ1) [a(u)X(u)+b(u)−2λ1v+2 (η+λ1) v]
2
}
.
Hence, the maximization of the target function subject to a maximum risk constraint
is equivalent to the unconstrained maximization of Lu(v, λ2) for each given λ2 > 0.
Now, recall that starting from x ∈ R at time t ∈ [0, T ], for each control v(·) ∈
Vad[t, T ], there is a unique choice of the process (Z˜⋆1 , Z˜⋆2 )⊤(·; t, x; v(·)) that makes the
solution Y ⋆(·; t, x; v(·)) to the backward part of the controlled state equation (4.1)
adapted, when X⋆(·) := X⋆(·; t, x; v(·)) is the solution to the forward part of (4.1).
By [9, Section 5] we observe that the backward component in (4.1) admits a Feynman-
Kac representation; thus, denoting by wv : [0, T ]×R×R→ R the solution to a proper
semi-linear parabolic PDE, we notice that wv(t, x) := Y ⋆(t; t, x, v) is a deterministic
function, and by the Markov property of the diffusion process we have:
Y ⋆(t) = wv(t,X⋆(t)),
Z˜v1
Z˜v2
 (t) = −Σ⊤Dwv(t,X(t)), t ∈ [0, T ],
where Σ is defined in (4.8).
Remarkably, at every fixed time u ∈ [t, T ], it is straightforward to verify that
(Z˜⋆1 (λ2), Z˜
⋆
2 (λ2))
⊤ = (Z˜v
⋆
1 , Z˜
v⋆
2 )
⊤(u), i.e., the first order conditions for the Lagrangian
problem are verified by wv
⋆
(t, x) and
wv
⋆
(t, x) = w(t, x) =W (t, x), (t, x) ∈ [0, T ]× R.
Hence, the determination of the pointwise optimal conditions confirms that v⋆(·) de-
fined in (4.16) is an optimal control strategy, and consequently (Z˜⋆1 , Z˜
⋆
1 )
⊤(·) defined
in (4.17) is a two-dimensional optimal control process that makes the backward com-
ponent in (4.1) an adapted process.
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The uniqueness of the optimal solution is direct consequence of the uniqueness of
the solution to the closed loop equation (4.15). 
Proof of Corollary 1. The result is obtained simply recalling (4.3), and applying
the optimal backward process (4.17) and the optimal trading strategy (4.16). 
Proof of Proposition 2. The result follows from the explicit computation and
taking into account the solution to the Riccati ODE for a(·) and the solution to the
linear ODE derived for ℓ(T − ·), as specified in the proof of Lemma 1 at p. 28. 
Appendix C. Dynamic risk measures
Definition 1. A dynamic convex risk measure is a family of continuous semimartin-
gales which maps, for any bounded stopping time T , a random variable ξ(T ) ∈
L2F˜T
(Ω;R) onto a process {R (t, ξ(T ))}t∈[0,T ] and satisfies the following axioms:
Convexity: For any stopping time S ≤ T , for any ξ1(T ), ξ2(T ), for any α ∈ [0, 1],
R (S, αξ1(T ) + (1− α)ξ2(T )) ≤ αR (S, αξ1(T )) ≤ (1− α)R (S, αξ2(T )) P-a.s.;
Decreasing monotonicity: For any stopping time S ≤ T , for any ξ1(T ), ξ2(T ) such
that ξ1(T ) ≥ ξ2(T ) P-a.s., the operator is decreasing, i.e.,
R (S, ξ1(T )) ≤ R (S, ξ2(T )) P-a.s.;
Translation invariant: For any stopping time S ≤ T , for any η(S) ∈ FS, for any
ξ(T ),
R (S, ξ(T ) + η(S)) = R (S, ξ(T ))− η(S) P-a.s.;
Semigroup property or Time consistency property: For any three bounded stopping
time S ≤ T ≤ U , for any ξ(U),
R (S, ξ(U)) = R (S,−R (T, ξ(U))) P-a.s.;
Arbitrage free: For any stopping time S ≤ T , for any ξ1(T ), ξ2(T ) such that ξ1(T ) ≤
ξ2(T ) P-a.s.,
R (S, ξ1(T )) = R (S, ξ2(T )) on AS =: {S < T} ⇒ ξ1(T ) = ξ2(T ) P-a.s. on AS .
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In our framework, a generalized result regarding the strict relationship between
dynamic convex risk measures and one-dimensional BSDEs is stated by the following
proposition.
Proposition 3. Let (Z1, Z2)
⊤ := {(Z1, Z2)⊤ (t)}t∈[0,T ] be the two-dimensional BSDE
control process corresponding to the two-dimensional correlated Brownian motion
(B1, B2). If g is a convex driver of a BSDE depending only on (Z1, Z2)
⊤ ∈ H2
F
(0, T ;R2)
then, for ξ(T ) ∈ L2FT (Ω;R), the solution R(t, ξ(T )) to:dR(t, ξ(T )) = −g(t, Z1(t), Z2(t))dt+ Z1(t)dB1(t) + Z2(t)dB2(t)R(T, ξ(T )) = −ξ(T ),
characterizes a dynamic convex risk measure.
Proof. It follows straightforward from the result [6, Theorem 3.21, pp. 125] and the
comparison theorem in [9, Theorem 5, p. 554]. 
Another simple example of g-conditional risk measure corresponding to a conven-
tional mean-variance description of this risk return tradeoff is given by:
g(t, Z(t)) = −θ(t)Z(t) + 1
2
‖Z(t)‖2 ,
where θ can be interpreted as the correlation with the market.
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