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外部知識を明らかにする立場であるといえる．例えば Klein らの研究では本質的には EM アル
ゴリズムの初期値が最も精度の向上に寄与しており，この初期値は言語学的直感に基づいて設
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図 1．構文解析が扱う木構造の例．（a）は句構造木，（b）は依存構造木を表す．$ は常に文頭に
置かれる仮想的なノードで文のルート（read）を子に持つ．


























確率文脈自由文法（PCFG）は G = (N,Σ, P, S, θ) の 5つ組で表現される．ここで (N,Σ, P, S)
は一つの文脈自由文法（CFG）であり，N が非終端記号，Σ が終端記号，P が書き換えルール
の集合を表す．終端記号は構文木の葉ノードに出現し，非終端記号はそれ以外の内側に出現す
る記号として区別される．各書き換えルール r ∈ P は A → β の形をもつ．ここで A ∈ N ,
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β ∈ (N ∪Σ)∗（空または記号の列）である．S ∈ N は特別な文法の開始記号である．図 1（a）はあ
る CFGが入力文 I read the book に対して与える解析例を示しており，NP, VP などが非終端
記号，I, read などが終端記号，S → NP VP などがルールの例となっている．θはパラメータ












である．また，ある PCFG G が与えられたとき，入力文 x = x1, x2, . . . , xn（各 xi は単語）に対
する最適な構文木は，動的計画法である CKY アルゴリズム（Kasami, 1965; Younger, 1967）を
用いて効率的に計算できる．









の観察から，HMM に対する EM アルゴリズムと同じように PCFG に対する EM アルゴリズ






















ここで ex(r) は文 x における r の期待値，f(r, z) は構文木 z 中でルール r が使われた回数で
ある．M ステップでは，この期待値を正規化することで θを更新する．
θA→β ← e(A → β)∑
α:A→α∈R e(A → α)
ここで最も重要なのは，ルールの期待値 ex(r)を効率よく計算することである．これには HMM
での前向き後ろ向きアルゴリズムとよく似た内側外側アルゴリズム（inside-outside algorithm）が
利用できる．以下 r = A → B C，つまり右辺の大きさが 2のルールを仮定する．またスパン
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図 2．内側確率（I）と外側確率（O）の概念図．nを文長，i, j を文中の単語のインデックスとし
て，各スパン (i, j)及び非終端記号 A毎にこれらが計算される．xi:j = xi, xi+1, . . . , xj
を表す．





ex(r, i, j, k).
ex(r, i, j, k) は，ルール r = A → B C の B がスパン (i, j) を，C が (j + 1, k) を張ることに対
する期待値である．これは二値の確率に対する期待値であるから，それが発生する確率自体に
等しく
ex(r, i, j, k) = p(r, i, j, k|x, θ) = p(r, i, j, k, x|θ)
p(x|θ)
となる．従って，入力 x の周辺確率 p(x|θ) 及び 各 (r, i, j, k) 毎に p(r, i, j, k, x|θ) を計算できれ
ば，式（2.3）によって rの期待値が得られる．
内側外側アルゴリズムは，これらの量を動的計画法によって効率的に計算するアルゴリズム
である．これは，各スパン (i, j) 及びその根の記号 A 毎に，二つの量 I[i, j, A]（内側確率）と
O[i, j, A]（外側確率）を計算していく．図 2 に概念図を示す．I[i, j, A] は A を開始記号としたと
きの wi, . . . , wj に対する周辺確率であるのに対し，O[i, j, A] は (i, j, A) の外側の構造に対する
周辺確率となっている．
内側確率が全て求まれば，文に対する周辺確率は p(x|θ) = I[1, n, S] として得られる．
p(r, i, j, k, x|θ) は若干複雑だが，まずこれは次のように，x が (r, i, j, k) を含む構文木から生
成される確率を表すことに注意する．




ここで (r, i, j, k) ∈ z は r が (i, j, k) の位置で構文木 z 中に出現することを表す．そしてこの確
率は，次のように (r, i, j, k) の前後で内側確率と外側確率を用いて分解することができる（θ へ
の依存性は省略した）．
p(r, i, j, k, x) = p(x1:i−1, A, xk+1:n)× p(A → B C)× p(xi:j |B)× p(xj+1:k|C)





















象的な記号としてしか振る舞わないことに起因する．例えばモデルに y1 → y2 y3 という









るような文法が学習されやすい（Pereira and Schabes, 1992）．




いてあり得る句構造のスパンに制約を課す方法（Pereira and Schabes, 1992）であり，これがその
後のコーパス主導の教師あり構文解析へと発展していく（Charniak, 1996; Collins, 1997）．また






（従属辞）に引かれ，多くの場合 dependent が head を修飾する関係となっている．例えば図 1
（b）において，the は book の dependent である．また通常，文全体の head（文のルート）を表










ここでは研究の転換点となった Klein and Manning（2004）のモデルについて述べる．これは













積でモデル化される．ここで dir ∈ {←,→} は h（head）から d（dependent）への依存関係の方向
である．
DMVはこのモデルを基本に，木の形を制御する別の要素 ps(stop|h, dir, adj)を考慮したモデルと
なっている．これはベルヌイ分布となっており，stop∈{stop,¬stop}，そして adj ∈{true, false}
が条件付け変数で，hが dir 方向に既に子を生成しているかどうかを判断し，まだしていなけれ
ば trueとなる．図 3に具体的なパラメータの例を示す．noun，verb はそれぞれ名詞，動詞
を表す．
具体的なモデルの生成過程を見るため，図 4 に DMV がある依存構造木に与える生成確
率を示す．DMV では左側と右側の子はそれぞれ独立に生成される．h が各 d を生成する確
率は ps(¬stop|h, ·, ·) と pa(d|h, ·) の積で与えられる．最後に，各方向に子の生成を停止する
ps(stop|h, ·, ·) をかけ合わせる．
このモデルは英語の語順を多分に考慮に入れつつ設計されている．Balack Obama talked . . .な
ど，英語では noun noun verbという並びはよく現れるが，最初に述べた paのみのモデルでは，
noun ← verbに対する重みが強くなった場合，二つの nounはどちらも verb の子になってし
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図 5．（a）DMV の PCFG での表現．（b）この文法による図 4（a）の依存構造木の変換．
未解決問題の一つとして知られている（Schwartz et al., 2011; Bisk and Hockenmaier, 2013）．例



















Smith and Eisner（2006）は DMVが初期値を通じて取り込んでいる，短い距離の依存関係を
好むという文法の傾向をより明示的にモデルに組み込んでいる．彼らのモデルでは DMV の
pa(d|h, dir) を次で置き換える．
p′a(d|h, dir) ∝ pa(d|h, dir) · eβ|d−h|




Cohen and Smith（2009）と Berg-Kirkpatrick et al.（2010）は，どちらもモデルはDMVである
が，各パラメータを更に別の対数線形モデルで表現することで，パラメータ同士に相関を持た
せている．これらのモデルでは，入力の品詞が与えられたとき，その品詞に対するより粗いカ
テゴリが利用できることを前提とする．例えば Berg-Kirkpatrick et al.（2010）では，pa(d|h, dir)
を次のようにモデル化する．
p′a(d|h, dir) ∝ exp(w · f(d, h, dir))





前分布（shared logistic normal prior）によって実現している．実験ではどちらも英語で 63%程度
を示すことが分かっており，DMVと比べて大きな改善が行われた．なお，これまで述べたモデ




である（Marecˇek and Zˇabokrtsky´, 2012）．彼らは，別の語の dependentになる句は，その句を削
除してもしばしば文法的に正しいという性質に着目し，Wikipediaの記事を用いて各品詞 nグ




るが，その他様々な学習上の工夫が提案されている．例えば Spitkovsky et al.（2010）は，EMの
学習中に短い文から始め徐々に長い文を取り入れる方法，Headden et al.（2009）は大量のラン
ダムな初期化で数回の EMの試行を行い，尤度の高いものを選択する方法，Blunsom and Cohn
（2010）は DMVの文法（図 5）を CFG でなく木置換文法（tree substitution grammar）でモデル化
することで，CFG の局所性を緩和することに成功している．
3.3 品詞間のルールの組み込み
本節では Naseem et al.（2010）を中心とした，品詞間のルールに対して弱い教師情報を組み
込んだモデルについて紹介する．彼女らの手法は，事後分布正則化（posterior reguralization）



























= F (q, θ)
ここで二行目への変換は Jensenの不等式を用いた．通常の EMアルゴリズムは，下界 F (q, θ)
を q, θについて交互に最適化する．Eステップでは，
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(3.1) q(z) ← argmax
q(z)
F (q, θ) = argmin
q(z)








q(z) ← arg max
q(z)∈Q(x)




















学上の仮定から Naseem et al.（2010）と同程度の精度を達成することに成功している．
Naseem et al.（2010）に関連する研究として，Grave and Elhadad（2015）は似たアイデアを識








図 6に CCGによる構文解析の例を示す．CCGの解析の基本単位はカテゴリであり，N や
S\S などが属する．図では S → N S\Nなどのルールが存在するが，これは S\N の機能により
決まる振る舞いで，このカテゴリは左側の別の Nと結合することで S になるという意味を持








N（目的語）と結合し S\N となり，更に左側に N（主語）をとる，という情報が埋め込まれている．
















には S/S（S を左から修飾する），右に隣接する品詞には S\S（Sを右から修飾する）というカテゴ
リを候補として加える．このような処理を順次繰り返し，品詞毎にカテゴリの候補を拡大して
いく．図 7に，さきほどの例文でのカテゴリ候補の拡大例を示す．図では例えば，VBD（動詞の
過去形）にまず S が割り当てられ，また左に名詞（N）が存在することから S\N が追加され，更
に NNS（名詞）に対して (N\N)/(N\N) という複雑なカテゴリが右側の VBD に対する N\N を基
に生成されることなどが見てとれる．





以上が大まかな枠組みであるが，その後の研究で Bisk and Hockenmaier（2015）はこのモデル









は “I gave her a gift” という文に対し，“her a gift” を一つの名詞句とする判断をしたと報告し














習は失敗に終わったが，その後 Klein and Manning（2004）の品詞に基づく依存構造の学習で研
究の方向性を示し，それが様々な方向で拡張された．依存構造の学習において特に重要な研究
といえるのは，人手で与えた品詞間のルールを利用する（Naseem et al., 2010）であろう．これは
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Statistical Models to Induce Latent Syntactic Structures
Hiroshi Noji
Graduate School of Information Science, Nara Institute of Science and Technology
This article describes the advancement of unsupervised syntactic parsing in the past
20 years. Unsupervised parsing aims to obtain the grammar of the language automatically
from the input sentences without manually created syntactic trees. The essential point in
this task is how to exploit the bias or knowledge of the grammar of the language. In this
article, we compare several existing approaches from this perspective and discuss what
kind of information we should provide to the model and what can be learned from such
knowledge, to guide the future research direction on this area.
Key words: Computational linguistics, unsupervised syntactic parsing.
