A general definition of a quantum predicate and quantum labelled transition systems for finite quantum computation systems is presented. The notion of a quantum predicate as a positive operator-valued measure is developed. The main results of this paper are a theorem about the existence of generalised predicates for quantum programs defined as completely positive maps and a theorem about the existence of a GSOS format for quantum labelled transition systems. The first theorem is a slight generalisation of D'Hondt and Panagaden's theorem about the quantum weakest precondition in terms of discrete support positive operator-valued measures.
Introduction
Operational semantics (Plotkin, 2004) developed in the mid-1970s is the first formal method describing the behaviour of computer programs. Nowadays, three major approaches to the semantic analysis of classical programs exist: operational, denotational and axiomatic semantics. A motivation underlying the progress in the area of operational semantics (this paper discusses only such semantics) is the interest in how the process of computation is conducted. It is especially significant in quantum computation science. Although an enormonous activity in this area has been observed in the last period, few quantum algorithms exist. Many researchers took a sceptical point of view concerning further development of quantum algorithms (Shor, 2004) .
It seems to us that none of the existing quantum computational models was sufficiently well understood in order to develop systematic tools for the construction of new, interesting quantum algorithms. For example, the entanglement is not fully explained, but this phenomenon is used directly in many significant quantum algorithms: the teleportation protocol, superdense coding and the cryptographic protocol called E91 are good examples. Therefore, research on operational semantics is very welcome and important for better understanding of the very nature of quantum algorithms.
In this paper, we concentrate only on quantum operational semantics with predicates for finite quantum systems. The notion of the quantum predicate is inspired by the classical predicate notion and can be used in any discrete quantum model including the standard circuit and one-way quantum computation models (Jozsa, 2005; Raussendorf and Briegel, 2001; Raussendorf et al., 2003) .
There are many important reasons for considering operational semantics for quantum programs:
• Operational semantics is a simple theory suitable to express the meaning of classical programs. It is our hope that a similar theory can be formulated for quantum computation models.
• The introduction of an appropriate theoretical notion to compare two seemingly different quantum algorithms or quantum programs will be helpful, and the bisimulation notion of different quantum computational models is very welcome.
• The quantum computation model is very different from classical computation models (CCMs). The notions of superposition or entanglement do not appear in CCMs. The application of some notions of classical operational semantics theory to describe the meaning of quantum programs is helpful to prove some interesting properties, e.g., the determinism and finiteness of quantum computation.
• The quantum counterpart of the classical program synthesis algorithm can be developed with the use of predicates.
The presented paper is organised as follows: Section 2 contains basic definitions and some facts from the theory of quantum labelled transition systems (termed QLTS). We also establish a GSOS (grand or general structural operational semantics) format for finite quantum labelled transitions systems, which is based on the work (Aceto, 1994) . We also recall classical definitions of predicates together with the weakest precondition and the strongest postcondition notions.
In Section 3 the notion based on a positive operatorvalued measure as a general quantum predicate is introduced and some elementary properties of this object are formulated. The compatibility of our general definition with those previously used in several papers is demonstrated as well. We also present a technical theorem about the existence of the predicates for a quantum labelled transition. The second very important result of the present paper is the proof of the existence of the weakest quantum precondition for predicates by a POVM supported by discrete event spaces. A generalisation of this result to an arbitrary POVM is presented in (Gielerak and Sawerwain, 2007) . The duality between the weakest precondition and the strongest postcondition is also shown in this section.
Section 4 contains some applications of quantum predicates to an analysis of some well-known quantum algorithms like the Grover algorithm and a superdense coding protocol. We also present a procedure to simulate the application of a unitary gate with a one-way quantum computation model (termed 1WQC). The proof tree of such a procedure will be presented in the last part of Section 4.
It is the main drawback of the present paper that it focuses the semantic analysis of the algorithms discussed below on the classical aspects only and thus it should be treated as a preliminary step in the direction of developing sufficiently efficient and powerful quantum computational tools for deeper understanding of the very nature of the quantum computation process.
Quantum labelled transition systems
A transition system is the triple (S, A, −→), where S is a set of states, A is a set of actions (also called the label) and −→ is a relation called the transition relation. The relation −→ satisfies →⊆ S × A × S.
If (s, α, s ) ∈→, then we write s α →s . Any configuration s such that s α , which means that there is no possibility to leave this state by the allowed actions from the set A, is called terminal (or final). Let us recall the classical notion of the 0-1 Boolean predicate. Let f ∈ S. We call the state f a predicate for a state x ∈ S or for a sequence x 1 , x 2 , x 3 , . . . , x n ∈ S, if for some Boolean function Pre : S × S → {true, false}, we have
and, respectively for the sequence,
In other words, if f is a predicate and s a state, then we write s |= f instead of Pre(f, x), which means that the state s is true for the predicate f .
The weakest precondition (in the literature known as the weakest liberal precondition) is a well-known paradigm of the goal-directed programming methodology and semantics for programming languages. The weakest-precondition was developed by (de Bakker and de Roever, 1972; de Bakker and Meertens, 1975) and popularised by Dijkstra (1976) . This notion is connected with the Hoare triple {f 1 }P {f 2 } (Hoare, 1969) , where f 1 and f 2 denote some predicates and P is a program. In other words, the Hoare triple says that, if f 1 is true in some entry state and executing P in the entry state can yield another final state, then f 2 is true in this final state.
For any action a ∈ A and a predicate f 2 , we define the predicate wp(a, f 2 ) as
wp is the weakest precondition operator and the predicate wp(a, f 2 ) is the weakest one satisfying the Hoare triple {wp(a, f 2 )}a{f 2 }. The Hoare triple can be expressed with the wp operator |= f 1 ⇒ wp(a, f 2 ).
The strongest postcondition (termed 'sp') is defined by
From the definition of the Hoare triple we obtain that |= sp(a, f 1 ) ⇒ f 2 is equivalent to {f 1 }a{f 2 }.
Before we introduce the definition of a quantum labelled transition system, we give some remarks about the form of the states which are processed by a given transition system.
Let M be a quantum system. Then there exists an associated Hilbert space H M of states. In this paper the set of pure states will be identified with the unit sphere
and the set of all states will be denoted by E(H M ).
If the system considered is composed of n identical copies of M , then the corresponding state space is formed by applying the tensor product ⊗. In particular, pure states correspond to points of the unit sphere of the space H ⊗ n M . In many realistic situations the notion of a pure state is not the appropriate one and must be generalised to the Natural quantum operational semantics with predicates 343 notion of a mixed state. Mixed states of a system M correspond to the convex set E(H M ) of all semipositive endomorphisms ρ of the space H M and with the trace equal to 1, i.e., Tr (ρ) = 1.
The set of all states on H M will be denoted by E(H M ). The unpleasant feature of the convex set E(H M ) which causes many problems is the lack of a simplex structure. From the very definition it follows that any mixed state ρ ∈ E(H M ), called the density matrix, frequently has the property of being nonnegative and having Tr (·) equal to 1, i.e., Tr (ρ) = 1. If, additionally,
then it follows that ρ is a pure state, i.e., there exists |ψ ∈ H M such that ρ = |ψ ψ|. The possibility of describing quantum algorithm structures in terms of the underlying generalisation of labelled transition system methods was started in (Sawerwain et al., 2006) . Let us recall some definitions.
Definition 1.
A general quantum labelled transition system (qLTS) is the triple E r (H), Op,
, where:
• E r (H) is a closed subspace of the set of all states on H, in the sequel denoted by S,
• Op is some set of operations which are realised by completely positive maps that might include, among other things, some unitary operations, and/or some measurement operations,
• is the labelled transition relation:
Depending on the particular content of the set Op, we may consider many admissible computational steps. For example, we can select two basic types of transition:
• A β-type transition, denoted by β , represented by a unitary operator from U(H), the set of all unitary operators acting on the Hilbert space H. The β-type transition is denoted by the following rule:
• A μ-type transition, denoted by μ . This step is represented by the measurement operation from O(H) and denoted by the following rule, which measures a part or the whole of the quantum register: . This operator represents a reversible operation and it is still a unitary operator.
The β-type transition has the specific property of being reversible, which generally does not appear in the classical LTS theory. Although it might be understood as completely trivial, we formulate the following proposition stressing the fact of the existence of a reverse operation in every β step in a given quantum transition system.
Proposition 1.
Let 
The property U † = U −1 is also used in this proof. 
In terms of semantics, the operational functions O N describe quantum programs as finite sequences of admissible operators. This means that the operational meaning of a given quantum program P is denoted by
However, according to Definition 3, forward semantics can be represented as a sequence of unitary operators (albeit the probabilistic one) or a sequence of sets (containing unitary operators only), Then the states q i and t are elements of the set rea(s) composed of all elements that are reachable from s.
be a qLTS. A proof tree (process graph) of a given L is a directed and rooted graph. The edges of this graph are labelled by the operations u ∈ Op, and the edges E(t) are described by the relation E(t) ⊆ N (t) × Op × N (t). More formally, we say that a proof tree t is the following triple:
where N denotes the nodes (states from E(H M )), R is a root node (initial state) and E is a set of edges of the proof tree t.
It is possible to define the process graph as (s, (S, A, )), where s is the initial state and the triple (S, A, ) is a qLTS. Then (s, (S, A, )) is a process graph where s represents the root of the graph, and we restrict (S, A, ) only to the part composed of states that are reachable from the root state s.
Quantum labelled transition systems as GSOS rules.
Generally, checking whether a given quantum programming language yields a finite quantum labelled transition system is very hard. In any case, we have to build a corresponding proof tree to check all computational paths. Therefore, it is interesting to develop another language specification where the finiteness of the defined quantum labelled transition system arises naturally. The GSOS format (Bloom, 1989; Bloom et al., 1989 ) is one example of such a language specification.
Let S = {x 1 , x 2 , . . . , x n } denote the set of states belonging to the appropriate Hilbert space H M , and let the set L = {l 1 , l 2 , . . . , l n } represent the set of actions (β and μ steps) which can be applied to states from the set S.
Definition 5.
A signature is a collection Σ of function symbols f and f / ∈ S. The signature Σ is equipped with a function ar : Σ → N. The value ar(f ) gives theadmissible arrnes of f . The set T(Σ) of terms over Σ is described recursively by
The GSOS format for a quantum labelled transition system has a form similiar to the classical version (Aceto, 1994) .
Definition 6. A GSOS rule has the following form:
where f represents the operation symbol β or a μ computational step. Here t is a target and it is a term where at most states x i and y i appear. The set of rules will be denoted by R.
The main difference between the classical and quantum versions of GSOS is the definition of the substitution function. The substitution function, or more precisely a closed Σ-substitution, is a function σ from a finite set of variables to finite closed terms over the signature Σ. In other words, for each term P , P σ denotes the result of the substitution σ(x) for each variable x occurring in the term P . The quantum substitution function has the following forms: Definition 7. Let G q = (Σ Gq , R Gq ) be a quantum GSOS system. Then the operator dependence G ≺ for the process graph is given by a directed graph for G q with:
1. the set of nodes from Σ Gq , 2. the set of edges E given by (f, g) iff a rule ρ ∈ R Gq exists for the operation f and the target term g.
Generally, we write this fact as f
Proof.
In this sketch of the proof, we firstly assume that Q ∈ rea(T ). Then the definition of rea(·) allows us to assume that T Q. The theorem can be proved by structural induction on the length of the derivation relation T Q. We wish to show that
First, we prove the basic case, where T ≡ Q. This case is trivial because the relation T Q uses the operator
The inductive step is used for T Y Q for some Y ∈ T(Σ Gq ). From the relation T Y it is known that a rule ρ q ∈ R Gq exists with f as the operation symbol in the form T ≡ f (x 1 , x 2 , . . . , x l )σ and the target Y ≡ (x i , y j )σ, where σ is a quantum substitution function. To compute the value of σ, we use the set of hypotheses for the rule ρ Q .
If the target has the form x i or y ij , then we compute σ(x i ) or σ(y ij ). The quantum substitution functions work on a Hilbert state space. For two given states there always exists at least one unitary transformation between them. This fact means that we directly obtain Y ∈ rea(T i ) for some i.
If the target has the form g(g 1 , g 2 , . . . , g n ) for some g ∈ Σ Gq , then we have to use the structural induction for g(g 1 , g 2 , . . . , g n )σ. We obtain
The inductive hypothesis applied to the relation
Direct application of Lemma 1 gives the following result.
Proof. To prove this theorem, we show that rea(T ) is finite for all closed terms T ∈ T(Σ Gq ), and this fact can be proved by structural induction.
Firstly, we assume that T ≡ f (T 1 , T 2 , . . . , T l ). Then the set rea(T i ) is finite for each i ∈ {1, . . . , l}. This assumption means the finiteness of each rea(T i ). Then we can show that rea(T ) is finite, which can be easily shown using Lemma 1 because the set rea(T ) contains the fol-lowing subset:
General quantum predicates as positive operator-valued measures
The notion of 0-1 valued predicates in the context of quantum systems was introduced by G. Birkhoff and J. von Neumann already in 1936 (Birkhoff and Neumann, 1936) . A fundamental discovery made there was that the calculus of the introduced quantum predicates forms a structure slightly different from the orthomodular complete lattice known in the context of classical 0-1 predicates. The quantum predicate calculus forms a structure known as the quantum logic lattice. Gleason (1957) proved that the basic representation of the quantum lattice is that given by the algebra of orthogonal projectors acting in a Hilbert space and, moreover, such a representation is unique up to a unitary isomorphism provided that the dimension of the underlying space is greater than 2. Since this discovery, a lot of work has been done in this area bearing the name of quantum logic theory. However, the application of quantum logic to quantum programming theory (QPT) is not widely discussed yet. In this section we present a very general notion of predicates applicable to the QPT area of research for finite quantum computation systems.
Let H be a Hilbert space and let B(H) stand for the C * -algebra of bounded linear operators acting in H. A map
where β(R) stands for the Borel σ-algebra of reals R will be called a positive operator-valued measure (POVM) iff
i.e., the map A → F(A) takes values in the space of semidefinite, nonnegative bounded operators acting on H,
>From (POVM1) it follows that F(A), which will be also denoted as
where χ A (x) is the characteristic function of the set A, for any A ∈ β(R), is a Hermitian nonnegative operator acting on H. It is a standard assumption (although there are some important situations where this is not true) that the measure dF is atomic, i.e., that its support supp(dF ) is a discrete subset of R : supp(dF ) = {x 1 , . . . , x n }, and then we will write
Definition 8.
The space of generalized predicates gPre(H) is formed by all POVM(H) obeying additionally the condition
A natural partial order relation is defined in gPre(H). We will write
Proposition 3. The space gPre(H) is a complete partially ordered space (cpos).
Proof. Let (F n ) n=1,2,... be an ordered chain of POVMs defined on H and obeying (14). We define the least upper bound of (F n ) n , denoted by F * , as follows:
>From the polarisation identities it follows that for any A ∈ β(R) the operator F * (A) is well defined and is nonnegative and bounded, where (14) is also taken into account.
The proof of σ-additivity is based on a version of the dominated convergence theorem which is used in the following way: Let A = ∞ n=1 A n , A n ∈ β(R) and A n ∩ A n = ∅ for n = n . Then, for any n and |ψ ∈ H,
Remark 3. In most applications, POVM(F) describing a specific measurement process connected to observable F has a discrete structure. However, this property is not stable under taking the least upper bound and that is why we have to consider the space of the POVM as above. The important notion of the relative quantum phase seems to be an excellent example of an observable for which the measurement process is based on the POVM with continuous support. When we recall the role played by the relative phase notion in the Shor algorithm or even the fact that very important quantum calculation schemes (known as geometrical and topological calculations considered to be very promising for future quantum computer implementation) do exist in which the notion of the relative quantum phase plays a major role, we can be sure that the introduced notion of the predicate will find important applications in the semantic analysis of these sorts of quantum calculations.
Let the quantum system considered be in a state ρ and let POVM(F) correspond to an observable F . Then a statistical interpretation of F is that for any A ∈ β(R) the quantity
assigns a probability to the event that measuring F we obtain a value belonging to the set A.
Remark 4. Although standard observables (for infinitedimensional systems) associated with self-adjoint operators whose continuous spectra are nonempty do exist, the main difference between the classical projective measurement and the measurement connected with POVM(F) is that in the process of measuring F no collapsing process takes place. Another important difference is that in the case of discrete and finite POVM F with
the supporting operators do not obey the orthogonality relation F i F j = 0 for i = j in general, which is in contrast to the standard projective-type measurement. More information about the measurement can be found, e.g., in (Sewell, 2005; Peres, 1995) .
Predicates as positive operators.
In most applications, corresponding POVM(F) for measuring the observable F is discrete, i.e., the support of F is a finite set and then
where
If this sum equals the unit operator I, then the measurement corresponding to F is called complete and in this case we have a natural probabilistic interpretation: If the system is in the state ρ then the probability that, while measuring the quantity F , the result of the measurement will be connected to a particular F i from the decomposition (17) is given by
Denote by F N (POVM(H M )) the set of POVMs which have supports consisting of at most N atoms. Then the partial order as in the previous subsection can be introduced into F N (POVM(H M )) and the resulting pos is cpos for any fixed N . The class of predicates on which our discussion will be focused will be that corresponding to the space
Definition 9. For a predicate F ∈ DPre(H M ) the satisfability of F is defined as the map
In particular, for a fixed ρ ∈ E(H M ), the number Tr (ρF) represents a degree of satisfying the predicate F by a system being actually in the state ρ. In particular, if Tr (ρF) = 0, we say that the predicate F is not fulfilled by the state ρ. The following lemma (see also (Raynal, 2006) ) seems to be useful in order to explain what happens in this case.
Lemma 2.
For any positive operators A and B, Tr(AB) = 0 if and only if the bases of these operators are orthogonal:
Proof. >From the Hermitian property of A and B and the spectral theorem it follows that there exist orthonormal systems of vectors {|ψ 
respectively, where L H means the operation of taking the linear hull. Using these bases, the trace of AB can be computed:
>From this identity it is easy to conclude that
The application of Lemma 2 allows us to derive the notion of unambiguous predicates.
which will be denoted by
This means that the predicates F 1 and F 2 give us information according to the orthogonal subspaces which are pointed by one of them. 
Theorem 2. For any state ρ ∈ E(H
Let us choose a state ρ ∈ E(H M ) such that the basis of ρ A is equal to H A . Let us assume that our measurement is of a projective type and consists in measuring the 0-1 quantum predicate composed from the unique projector P a = |e A e A |. Provided the system M is in the state ρ A , actually the result of measuring the projective predicate P a is equal to 1 with probability Tr(ρP a ) = Tr(ρP 3.2. Weakest precondition using the Kraus representation. The Kraus representation (Kraus, 1983) will play a crucial role in our generalised quantum weakest precondition result. Therefore, we recall the following theorem known as the Kraus theorem (or the operator-sum representation). 
and, moreover, if E is trace-preserving, then also
The proof of this theorem can be found in many papers, e.g., a detailed exposition of the Kraus theorem can be found in the paper (Choi, 1975) . Let F ∈ DPre(H, Σ) be a POVM and such that
and let E be a CP map on H M . We want to construct a G ∈ DPre(H M , Σ) obeying (22) and being largest in the sense of the ordering, i.e.,
With the help of Theorem 3 we have
Thus we conclude that
where E corresponds to the E quantum channel. (Gielerak and Sawerwain, 2007) .
3.3. Postcondition and its duality with the weakest precondition. Let M ∈ DPre(H, Σ) be a predicate defined as a POVM. Then the satisfability can be written as
where E(·) represents the transformation of the entry state ρ. In other words, E is a completely positive quantum program executed on the state ρ, and the operator M E(·) is called the strongest postcondition. This means that the satisfabilities for the entry and the final state with appropriate predicates for completely positive quantum programs are always positive,
This duality can be written as the following inference rule:
3.4. Projective predicates for a quantum labelled transition system. The notion of quantum labelled transition systems can be equipped with the predicate notion. However, in order to introduce this notion in a way similar to the classical situation, we must introduce a partial order for the quantum state. This problem was extensively and fruitfully discussed in (Coecke and Martin, 2002) . This approach to the notion quantum predicate calculus should be considered as a special case of POVM based predicates presented in Section 3. For a proper definition of the partial order for density matrices and for operators which transform these matrices, we can use the following well-known proposition (for  another example Proof. For any state vector |ψ ∈ H it is known that Tr(O|ψ ψ|) = ψ|O|ψ . If we assume that Tr(Oρ) ∈ 0, 1 for any density operator ρ, where ρ = |ψ ψ|, then we obtain 0 ≤ ψ|O|ψ because the operator O is positive. On the other hand, it is known that Oψ = λψ, and therefore Tr(O|ψ ψ|) = ψ|O|ψ = λ ψ|ψ and λ ≤ 1.
We define the partial order for the matrices as follows: Let D n be the set of density matrices on the ndimensional Hilbert space denoted by H n :
The partial order of complex matrices (known as the Löwner partial order on the matrices (Löwner, 1934) ) is defined as
Unfortunately, there exist many examples for basic states for which the partial order on matrices fails, which confirms the fact that the introduced order is only a partial order on the space ρ. For example, consider the following density matrix:
where B = 0 and C = 0. It is trivial that the zero element in the matrix partial order precedes other matrices,
It is easy to find matrices which do not fulfil the partial order, e.g.,
In fact, it is rather well known that no linear order on the spaces C n exists for any d ≥ 1. Therefore, it is necessary to formulate a predicate in greater detail. The spectral order with a projection operator on a selected subspace allows us to give a more precise definition of predicates. Every self-adjoint linear operator can be decomposed by the spectral theorem: The set spec(ρ) ⊂ R is called the spectrum of the operator ρ and P λ e represents the projector associated with the eigenvalue λ.
An example of the spectral decomposition of a linear operator by projectors is depicted in Fig. 1 . We obtain
To formalise this operation, we introduce the enumeration of the closed subspaces of the Hilbert space H n associated with the selected quantum labelled transition system.
It is hard to decide whether A and B are comparable with respect to the relation using only the knownledge about the spectra of A and B. However, there exists a nice result proven in (Coecke and Martin, 2002 ) that makes it possible. For this purpose, let us define the notion of labelling.
Definition 11. A labelling is a spectral decomposition map
where e i ⊥e j for i = j and
L(H n ) means the variety of all subspaces of H where we assumed that dim H < ∞.
For given ρ ∈ E(H) there exists a unique classical state and the corresponding labelling e such that [ρ, e] = 0 and spec(ρ ei ) = x i . A state σ will be called the predicate for ρ iff σ is comparable with ρ and, moreover, σ ρ. In terms of the labelling e this means that spec(σ ei ) ≤ spec(ρ ei ). For more details, we refer the reader to the paper (Coecke and Martin, 2002) .
If we consider the predicates as projectors onto the selected subspace, then we have the following definition, where we let the eigenvalues be bounded by one. For this purpose, let us combine the partial order on the density matrices and Proposition 4.
Definition 12.
A simple predicate f is a positive Hermitian operator with the maximum eigenvalue equal to 1.
The space of simple predicates on H will be denoted by SPre(H). In the set of simple predicates, a complete partial order can be formed by applying the relation as above.
Proposition 5.
The partial order of predicates (SPre(H), ) is a complete partial order, and it has least upper bounds of increasing sequences.
3.4.1. Satisfability for projective predicates. The satisfaction relation introduced in this part of the article can generally be written as
|=⊆ E(H) × SPre(H).
(27)
Let ρ be a density matrix and F be a projector on a selected subspace of H. We say that the state ρ fulfils the predicate F if and only if
and that the state ρ does not fulfil the predicate F iff
In many cases this relation is too general and the introduction of some kind of threshold is necessary. For a given threshold 0 < α ≤ 1, the satisfability |= α E(H) × SPre(H) can be rewritten as
The presented interpretation of satisfability for quantum predicates allows us to derive several definitions connected with the notion of predicates. The general relation between two states can be defined as follows:
Definition 13. Let ρ and σ be quantum states. Then R represents a relation between ρ and σ if there exists a predicate F such that Proof. It is a direct consequence of the fact that the state ρ before and after the application of instructions i contains information in the subspace pointed by the predicate f . This fact is depicted in Fig. 2. The notion of invariants for an instruction can be easily extended to the notion of a general invariant for quantum programs, where the invariant is a guard for a selected subspace where the quantum program is executed. This Natural quantum operational semantics with predicates
. Fig. 1 . Decomposition of the density matrix where the projector operator allows us to obtain a selected probability. situation must be formulated by the following theorem, which is a direct counterpart of the classical invariant for general programs:
Theorem 6. Let f be a predicate for a quantum program S that consists of k computational steps. Then f is invariant for S if and only if f S
Proof. Let P represent the corresponding subspace for the quantum program S. Then we assume that f is a projector on P . If after the execution of some number of instructions from S the state ρ does not fulfil f , then some instruction S i changes the state ρ and S i ρ does not belong to the subspace P . In other words, the program S is executed in a different subspace than assumed.
Application of quantum predicate calculus to an analysis of some quantum algorithms
First, we show a simple operational description for a quantum programming language which is similar to two known quantum programming languges: QCL (Ömer, 2005) and LanQ (Mlnařík, 2006) . Then examples representing the introduced notion of quantum labelled systems with predicates will be presented. The first concerns the analysis of the Grover algorithm and the second the superdense coding protocol. We also present the operational proof tree for simulating the β-step using the μ-step in the 1WQC model.
Operational description for a simple quantum programming language.
In this section we define a simple programming language with quantum data types. The language is intentionally similar to Pascal, and therefore we call it Quantum Pascal. The first simple program depicted in Fig. 3 is an example of the true random number generator based on the quantum mechanics measurement operator.
The first line includes the instruction Reset(q);. In other words, the quantum variable is initialised with a state 0, the quantum variable q with 2 16 classical states. In operational semantics, this instruction corresponds to the Hadamard gate applied to a quantum register,
Finally, results are displayed with the use of the writeln instruction, which implies a measurement of the quantum variable state,
The next example depicted in Fig. 4 is a program solving the Deutch-Jozsa problem (Deutsch and Jozsa, 1992) . Now, we try to formulate the operational rules for our quantum programming language.
Definition 15. A quantum program P is a pair I, Q where Q is a finite set of quantum variables and I is a sequence of commands (instructions) from the following list:
Let L represent basic instructions belonging to the program P written in Quantum Pascal:
• the empty instruction denoted by words skip, empty or by a semicolon,
• the assign statement: a := a + 2,
• the deterministic "if" instruction: if s 0 > 3 then s 1 ,
• the function "call" (included system function): f nc(a),
• the measurement procedure applicable to a quantum variable,
• the sequence of two sets of instructions: s 1 ; s 2 .
Remark 6. Additional loop constructions can be added to the above list. The bounded loop repeat has the following form: repeat n do s.
The value n is the number of iterations of the instruction s. This instruction can be easily decomposed into the list of basic instructions. It is possible to introduce a typical while loop while test do s, where the measuring process examines the expression test. This construct is easy to built if we assume that the expression test is built from pure states of eigenstates of observables used in the measurement process.
Definition 16. For the language L there exists the following operational description L o :
• The empty instruction has the rule
where I represents the identity matrix.
• For the assign statement, we define the transition
This rule accepts instructions in the following form:
where c is the constant or a classical expression and Ω represents the function: N n → N n . Generally, the assign instruction in this form can be implemented as the permutation matrix which can be replaced by the appropriate set of CNOT gates.
• The deterministic selection instruction defined by the following inference rule:
The notation U (q o ) qc=111... means that the operator U is applied to a qubit or qubits denoted by q o at the state denoted by q c . This is identical with the CNOT or Toffoli gate definition, which applies the NOT operation to a subspace where the first qubit is in the state 1.
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• The function "call" understood as an application of the U operation, i.e., Hadamard or any other unitary gate:
• The measurement of states equal to the eigenstate of the observable used:
• The sequence s 1 ; s 2 is defined by two recursive rules. The first rule describes the case when the set s 1 represents an empty instruction:
, and a rule of the second case in the form
Now, it can be proved that the language L terminates, i.e., programs built from the mentioned instructions are finite.
Proposition 7. The language L defined by the operational semantics L o terminates.
Proof. To prove that the language L terminates we define a complexity function Len(p) → N defined by the following expressions:
The function Len(p) returns a natural number equal to the maximum length of the transition in the program p. Because the set of natural numbers is well founded we may assume that the language L terminates.
Since we use a very special case of measurement, it can be also proved that the language L is deterministic.
Proposition 8. The language L defined by the operational semantics L o is deterministic.
Proof. First, we have to prove that for a state |ψ in each step of the computational process a program written in the language L generates only one transition:
We prove this property by the structural induction. Two cases are considered:
• The case of the first five instructions in the definition of the language L. It is obvious that all those rules have at most one transition.
• Let i = s 1 ; s 2 . In this case semantics are denoted by the following set:
By the structural induction, rules generated by the operational function have at most one element. This element can be an empty instruction or any other instruction defined by the semantics L o .
In this way we proved that the language L has always at most one transition in every rule.
4.2.
Operational tree proof for a quantum teleportation protocol. The teleportation protocol first presented in (Bennett et al., 1993 ) (a physical realisation described in (Boschi et al., 1998; Bouwmeester et al., 1997) ) is a good example of an algorithm for which a proof tree graph built over three qubits can be easily constructed. Let the teleported qubit be represented by t, the qubit A be Alice's qubit and the qubit B be Bob's qubit. Using the teleportation protocol we want to transfer the state of t on to Bob's qubit B. The teleportation protocol has the proof tree depicted in Fig. 5 . The proof tree clearly shows nonlinearity (the process of computation needs results from earlier computation steps) of the teleportation algorithm introduced by (Bennett et al., 1993) (the symbol ∼ represents the state equality, X represents the Not gate, I is the identity gate (i.e., the identity matrix) and F represents a phase change gate). The measurement is used in the process of the reconstruction of the state t, which is done correctly with probability one. From the proof tree shown in Fig. 5 it can be seen that the described computational process contains four operational traces. Using the notion of the operational trace, we can prove the following proposition:
Proposition 9. The teleportation protocol given by the proof tree (Fig. 5) is a deterministic quantum process.
Proof. The proof is very short if the notion of the operational trace is used. The space of the operational traces of the teleportation protocol contains four sequences: Therefore, we can conclude that the teleportation protocol is deterministic.
The first two operations of each trace are the same, but the difference is in the third operation. The third operation-the μ computational step representing the measure procedure-causes a need for using different operations to achieve the final state. A proper sequence of operations after μ, leading to the final state, is always known regardless of the result of μ (which is probabilistic). It must be stressed that the final state is the same for all four traces. Due to this fact we can conclude that the teleportation protocol is deterministic.
The operational tree depicted in Fig. 6 represents the one-bit teleportation protocol implemented in (Kak, 2003) .
Proposition 10. The one-bit version of the teleportation protocol given by the proof tree (Fig. 6) is a deterministic process.
Proof. The proof of this proposition is again short and easy if the notion of the operational trace is used. The onebit teleportation protocol contains only two operational traces depicted below:
The first five operations of each trace are the same, but the difference is in the sixth operation. The sixth operation-the μ computational step representing the measure procedure-causes the need for using different operations to achieve the final state. A proper sequence of operations after μ, leading to the final state, is always known regardless of the result of μ (which is probabilistic). It must be stressed that the final state is the same for two traces. Due to this fact we can conclude that the one-bit teleportation protocol is deterministic.
Superdense coding.
The next example presents the deterministic property of the superdense coding protocol, which is the opposite of the teleportation protocol.
To obtain a better legibility, the proof tree is split into two sections. One is for classical states (00) 2 and (01) 2 :
and the second for classical states (10) 2 and (11) 2 :
Proposition 11. The superdense coding protocol is a deterministic quantum process.
An additional operation, i.e., a measurement step to obtain classical values, is executed on the states which are eigenstates of the observable. The corresponding measurement operator represents the computational step μ:
Predicate for the Grover algorithm.
In the traditional Grover algorithm (Grover, 1996) for one searched state the predicate has a trivial form of the projector onto a one-dimensional subspace of a Hilbert space of the states of the register. When the Grover algorithm is applied to search for two different states, the predicate cannot be expressed as a simple projector onto such a subspace. We have to use a positive operator to extract important information. For example, consider a quantum register with three qubits. The diffuse operator is denoted by the symbol d and the change of the sign of the amplitude by s. In every iteration step we apply the operators s and d. In our example only two iterations are enough to find the solution.
Suppose that we are searching for two states indexed by the indices 1 and 3. Then the appropriate predicate has the form of a discrete POVM. The first predicate is used to obtain information on the amplitudes of the searched states: 
and the predicate for other states has the form 
The matrices F 1,3 and F oth obey the positive operatorvalued measurement assumption:
>From the last formula it follows that
for any density matrx ρ. These operators do not commute, which means that these predicate give us mutual information about the state of the quantum register. In other words, these predicates are unambiguous. The application of F 1,3 gives an answer as to whether the quantum register is in the searched state, and application of the second predicate F oth allows us to obtain information about the probability of collapsing into a state different than the searched one.
The following table shows values attained by the predicates corresponding to the Grover algorithm running for the first four iterations on the three qubits register:
The first iteration gives equal superposition states and both predicates are satisfied, but the trace of applying the second predicate is greater that the first one. In the second iteration the situation is completely different. The first predicate is true and the second one is false, which means that the Grover algorithm has found the searched state with probability 1. This example covers the case where the Grover algorithm is fully deterministic. More information about this deterministic case for the Grover algorithm can be found, e.g., in (Hirvensalo, 2001) .
General form of predicates in the Grover algorithm.
In a general case for n qudit registers with d degrees of freedom, it is possible to formulate two types of predicates. First, the set P S represents the success predicates
F represents the failure predicates
For both types of predicates we have
The second base |out consists of the following states:
It is easy to check that the elementary set of predicates is given by the density matrices built from the base states, e.g., for states 0 and 6 we have This proposition can be easily generalised to a superdense coding protocol for n qubits.
Proposition 13. P sdp = {F 0 , F 1 , . . . , F n−1 } is the set of invariant predicates for a superdense coding protocol on n qubits,
The B transformation can be found by solving the eight linear equations in the form B|out = |in . Let B x be the matrix defined as the following one (where each value is treated as an unknown variable):
We obtain eight equations,
After solving each of these linear equations, we found the entries of the matrix B. For example, from the first equation for state 0, B x |out 0 = |in 0 , we obtain the values forming the first row of the transformation matrix B: Natural quantum operational semantics with predicates 357 Fig. 7 . Simulation of the unitary matrix u by a measurement pattern. We use four μ steps with appropriate parameters which are specified for the simulated β unitary step. After measurements we apply Pauli gates (X, Y , Z, I) to correct the final state.
Finally, the representation of the unitary operation U for superdense coding can be expressed by the following matrix: 4.6. Simulation of the β-step using the μ-steps. Figure 7 presents a complete operational description for the simulation process of the β-step with the measurement of the μ-step. The simulation of the β-step is based on a one-way computational model (termed 1WQC) where the measurement plays the main role in the computations. The operational proof tree shows that this procedure is fully deterministic. Figure 7 also shows that the 1WQC and circuit models are the same from the operational point of view. It is easily proven that it is possible to mix both models. The only fundamental difference between those models is the fact that in the circuit mode the unitary gates play the main role and in the 1WQC the measurements represent the main computational steps. Moreover, in both models, the measurement is used to obtain the final result.
To proceed further, we introduce the following result.
Proposition 14. The simulation of the β-step using the μ-steps is deterministic.
Proof.
The proof is easy, because the final state is uniquely determined by the result of all previous μ steps.
The fact that the measurement is probabilistic is insignificant here because each final result uniquely determines the required β-step to be used.
As a result of the measurement, one gets a set of four binary digits. This means that there are 16 possible results. Each of those uniquely determine the required β operators, see Fig. 7 .
The proof tree from Fig. 7 also shows that the algorithm of simulation of the β-step is not computationally stable (i.e., the number of required operations varies depending on the obtained measurement result). There exist four cases where no additional steps is necessary, eight where one is needed, and four cases where two additional steps are required (eight simple β-steps). This shows that the computational complexity of this algorithm (counting the number of operations) is given by For any computation process where we simulate n β-steps, we obtain
In the sense of O(·) notation, the foregoing cases have the same linear complexity. This fact can be used to construct a very simple proof that the 1WQC and the circuit model belong to the same class of computational complexity.
Proposition 15. The simulation of n β steps using the 1WQC has the computational complexity of O(n).
Proof. If we simulate n β-steps, the number of operations varies from 4n to 6n. In both the cases the complexity is given by O(n).
Conclusions
In this paper the notion of quantum labelled transition systems and the predicate for a discrete quantum computation model were presented. The definition of the GSOS format for quantum labelled transition systems was also introduced. An important theorem for finite quantum transition systems for discrete quantum computation models was achieved.
The definition of the predicate notion was achieved by the formulation of a general notion of the predicate as a positive operator-valued measure. The cases of the predicates defined in the literature can be regarded as special cases of our general definition. We also defined a measure of satisfability for predicates defined as positive operators (which are not projectors) and projectors.
In the last part of this text, we presented some simple examples of using the predicates in two well-known quantum algorithms: the Grover method for a search in an unstructured database and the superdense coding for three qubits. The proof tree of 1WQC implementation of a onequbit unitary gate was presented. The above proof tree allows us to prove two important properties: finiteness and determinism.
One of further tasks would be a more general formulation of the existence theorem of weakest precondition semantics expressed in terms of positive operator-valued measures. The result presented here for finite and discrete quantum systems is the first step in this direction. A slight generalisation of our result can be found in (Gielerak and Sawerwain, 2007) .
