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Abstract
We give an upper bound for the solutions of the family of cubic Thue inequalities
jx3 þ axy2 þ by3jpk when a is positive and larger than a certain value depending on
b: For the case k ¼ a þ jbj þ 1 and aX360b4 we show that these inequalities have
only trivial solutions. For the case k ¼ a þ jbj þ 1 and jbj ¼ 1; 2; we solve these
inequalities for all aX1: Our method is based on Pade´ approximations using
Rickert’s integrals. We also use a generalization of Legendre’s theorem on continued
fractions.
r 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In 1909, Thue [Thu2] proved that the number of solutions of any Thue
equation is ﬁnite, and in 1968 Baker [Ba2] gave a method for obtaining an
effective upper bound for the solutions. In the last decade, various families
of Thue equations have been considered and solved. For families of cubic
Thue equations or inequalities which were solved by Baker’s method, see
Thomas [Tho1,Tho2], Mignotte [M1,M2], Mignotte and Tzanakis [MT],
Mignotte, Peth +o, and Lemmermeyer [MPL]. The Pade´ approximation
method which was initiated by Thue [Thu1,Thu3] gives good upper bounds
for the solutions if this method is applicable. For families of Thue equations
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or inequalities which were solved by the Pade´ approximation method, see
also Siegel [S2], Baker [Ba1], Chudnovsky [C], Chen Jianhua and Voutier
[CV], Lettl, Peth +o, and Voutier [LPV], and the author’s [W1,W2]. See [W3]
for a survey on cubic Thue equations.
In this paper we shall consider the family of cubic Thue inequalities
jx3 þ axy2 þ by3jpk; ð1:1Þ
where a; k are positive integers and b is an integer. Our aim is to give an
upper bound for the integer solutions of (1.1) when a is larger than a certain
value depending on b; and also to determine all solutions of (1.1) for special
cases.
Let
f ðxÞ ¼ x3 þ ax þ b
be the corresponding inhomogeneous polynomial, and let
D ¼ 4a3  27b2
be its discriminant. Under the assumption that a > 0; the discriminant is
negative. It should be noted that this case is easier than the positive
discriminant case, since f has only one real zero. In fact, our method does
not work unfortunately if ao0: However, apart from the restriction that
a > 0; inequality (1.1) has the most general form of cubic Thue equations or
inequalities in the sense that the solutions of any given cubic Thue equation
are contained in the set of solutions of an inequality as (1.1) with suitable
a ðAZÞ; b and k:
There are some known results concerning general cubic Thue equations as
(1.1). Using algebraic methods, Delaunay [D] and Nagell [N] independently
solved (1.1) in the case aX 1; b ¼71; k ¼ 1: Further, there is a result
obtained by Chudnovsky [C], and also there is a result obtained by
Bombieri, van der Poorten, and Vaaler [BPV]. These results will be recalled
in Section 2.
Notation and convention. We assume that a and b are non-zero integers,
and Da0: If Do0; then we denote by y the unique real zero of f ; and if
D > 0; then we denote by y the real zero of f whose absolute value is the
smallest among the three real zeros of f : Put
R ¼ jDj:
When we consider the rational approximation to y; we assume that a is a
non-zero integer. But, when we consider (1.1), we assume that a is a positive
integer.
To obtain a result on rational approximation to y; we shall use Pade´
approximations given by Rickert’s integrals [R]. Our main idea is to
transform f ðxÞ into a diagonal form (see Lemma 1), and consider the
algebraic number
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 g3
p
=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ g3
p
with g ¼ 3
ﬃﬃﬃ
3
p
b=
ﬃﬃﬃﬃﬃﬃﬃﬃ
D
p
: Our results are as
follows.
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Theorem 1. Suppose
jaj > 22=334jbj8=3 1þ
1
390jbj3
 2=3
: ð1:2Þ
Then for any integers p; q ðq > 0Þ; we have
y
p
q

 > 12:16 105a4b4qlða;bÞ; ð1:3Þ
where
lða; bÞ ¼ 1þ
logð4
ﬃﬃﬃﬃ
R
p
þ 12
ﬃﬃﬃ
6
p
jbjÞ
logð
ﬃﬃﬃﬃ
R
p
=27b2  1=
ﬃﬃﬃﬃ
R
p
Þ
o3: ð1:4Þ
Further, lða; bÞ tends to 2 decreasingly when a tends to N or N:
Remark 1.1. Assumption (1.2) on the size of a is imposed in order to obtain
the inequality lða; bÞo3 which is the essential requirement for application.
For example, we obtain lða; bÞo3 for jbj ¼ 1 and jajX129; and for jbj ¼ 2
and jajX817: This shows that for small b we have lða; bÞo3 even for
relatively small a:
Remark 1.2. In the case where a is negative, even if jaj is sufﬁciently large,
we cannot obtain any information on rational approximation to the other
two real zeros, and hence we cannot solve (1.1) for ao0 by our method.
Using Theorem 1, we shall easily obtain an upper bound for the solutions
of Thue inequality (1.1).
Theorem 2. Suppose that a is positive and satisfies (1.2), then we have, for any
solution ðx; yÞ of Thue inequality (1.1),
jyjoð2:16 105a3b4kÞ
1
3lða;bÞ
with the same lða; bÞ as in Theorem 1.
Deﬁnition 1. We call a solution ðx; yÞAZ2 of a Thue inequality primitive if
gcdðx; yÞ ¼ 1: (We call ð0; 0Þ also primitive.)
As an example, we consider the case where k ¼ a þ jbj þ 1: For this case,
we shall ﬁnd all primitive solutions for large a:
Theorem 3. Let aX360b4: Then the only primitive solutions with yX0 of the
Thue inequality
jx3 þ axy2 þ by3jpa þ jbj þ 1 ð1:5Þ
are ð0; 0Þ; ð71; 0Þ; ð0; 1Þ; ð71; 1Þ; ðb=d; a=dÞ; where d ¼ gcdða; bÞ:
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Let us call these solutions the trivial solutions of (1.5).
For the proof of Theorem 3, we need a sufﬁciently large lower bound for
the non-trivial solutions. One method for obtaining such a lower bound is to
use the well-known Legendre theorem on continued fractions. However, if
we want to obtain a sufﬁciently large lower bound by this method, we are
obliged to consider impracticably many cases for the parameter a: Our idea
for avoiding this is to generalize Legendre’s theorem to continued fractions
containing rational numbers in the partial quotients (see Theorem 5).
For jbj ¼ 1; 2 we can solve (1.5) for all aX1:
Theorem 4. Let jbj ¼ 1 or jbj ¼ 2; and let aX1: Then the only primitive
solutions of (1.5) with yX0 are the trivial solutions except the cases jbj ¼
1; 1pap3 and jbj ¼ 2; 1pap7: Further, we can list up all solutions for the
exceptional cases (see the list at the end of the final section).
The proof of Theorem 4 is given by considering three cases for the
parameter a: For sufﬁciently large a we apply Theorem 3. For a of middle
size we use the upper bound of Theorem 2 and the classical Legendre
theorem. For the remaining case which Theorem 1 does not cover, we use a
program of the computer software KANT [Dal] which is based on Baker’s
method, and is able to solve given Thue equations.
2. Known results
We recall three known results concerning general cubic Thue equations,
and compare them with our results.
Using algebraic methods, Delaunay [D] and Nagell [N] independently
proved that a cubic Thue equation with negative discriminant and with 1 on
the right-hand side has at most three solutions, except the cases where the
discriminant is equal to 23;31;44: The assumption of negative
discriminant is necessary for their proof since this implies that the rank of
the corresponding unit group is 1. Their result implies immediately the
following, since the equation has already three solutions.
Theorem (Delaunay [D]; Nagell [N]). Let aX1 or a ¼ 1: Then, the only
solutions of the Thue equation x3 þ axy2 þ y3 ¼ 1 are ð1; 0Þ; ð0; 1Þ and ð1;aÞ
except the case a ¼71: If a ¼ 1; then the discriminant is 31; and the
solutions are ð1; 0Þ; ð0; 1Þ; ð1;1Þ and ð2; 3Þ: If a ¼ 1; then the
discriminant is 23; and the solutions are ð1; 0Þ; ð0; 1Þ; ð71; 1Þ and ð4;3Þ:
Chudnovsky treated cubic numbers a deﬁned by aa3 þ ba2 þ caþ d ¼
0 ða; b; c; dAZÞ: He gave an irrationality measure for a when there is a
sufﬁciently good rational number close to it (see [C, Main Theorem]). The
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method is based on Pade´ approximations given by hypergeometric
polynomials. His idea for obtaining better irrationality measures is to take
away the common factor of the coefﬁcients of these hypergeometric
polynomials. As an example, he obtained the following (see [C, p. 378]).
Theorem (Chudnovsky [C]). Let a be an integer (positive or negative) with
a  3 ðmod 9Þ; and for f ðxÞ ¼ x3 þ ax þ 1 let y be its real zero defined in
Section 1. Then, for any e > 0; there is an effective constant q0ða; eÞ such that
for any integers p; q ðqXq0Þ; we have
y
p
q

 > 1ql;
where
l ¼
logððG1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
G21 þ D1
q
Þ2=jD1jÞ
logððG1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
G21 þ D1
q
Þ=jD1jmÞ
þ e;
with
D1 ¼ 
4
27
a3  1; G1 ¼
2
27
a6 þ
2
3
a3 þ 1; m ¼ e
ﬃﬃ
3
p
p=6=
ﬃﬃﬃ
3
p
:
By taking e small, we have lo3:
Note that the expression above for l holds under the congruence
condition on a: When jaj is large, this l behaves asymptotically like
lB3
4:5 log 3 2 log 2
ﬃﬃﬃ
3
p
p=2
3 log jaj
¼ 3
0:279
log jaj
:
Hence our lða; 1Þ in Theorem 1 behaves better, since it tends to 2 when jaj
tends toN:
In 1993, Bombieri [Bo] created a new method for obtaining an effective
irrationality measure for any algebraic number. This method applies to all
algebraic numbers, hence it is a very general method as well as Baker’s
method. Bombieri, van der Poorten, and Vaaler [BPV] applied Bombieri’s
method to algebraic numbers of degree three over an algebraic number ﬁeld,
and they obtained, under a certain assumption, irrationality measures for
these numbers with respect to the ground ﬁeld. Hence, the result is more
general than ours. For simplicity, we state their result for cubic numbers
over the rational number ﬁeld.
Theorem (Bombieri et al. [BPV]). Let a ða0Þ and b be integers (positive or
negative), and f ðxÞ ¼ x3 þ ax þ b be irreducible. Assume that jaj > e1000 and
jajXb2: Then for y (defined in Section 1), there is an effective constant c
depending on a; b such that for any integers p; q ðq > 0Þ; we have
y
p
q

 > 1cql;
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where
l ¼
2 log jaj3
logðjaj3=b2Þ
þ
14
ðlogðjaj3=b2ÞÞ1=3
:
For jaj ¼ ½e1000
 þ 1 and jbj ¼ 1 we have l ¼ 2:971; where ½
 means the
Gauss symbol. In this theorem, jaj must be very large, and in application
there remain too many a’s which cannot be covered. Compare with the
assumption on a in Theorem 1 (see also Remark 1.1).
When jaj is large compared with b; this l behaves asymptotically like
lB2þ 14=
ﬃﬃﬃ
33
p
ðlog jajÞ1=3: Our lða; bÞ in Theorem 1 behaves better, since it
behaves like lða; bÞB2þ ð4 log jbj þ 2 log 108Þ=3 log jaj; and is smaller when
jaj is large.
3. Pade´ approximation
For the proof of Theorem 1, we use the Pade´ approximation method. If a
Thue equation has diagonal form, that is, if its homogeneous polynomial
contains only the terms xd and yd ; then the real zero of the corresponding
inhomogeneous polynomial is a dth root of a rational number. Therefore, in
this case, one usually uses the binomial function
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ xd
p
in order to obtain
an irrationality measure of this real zero. For example, for the Thue
equation nxd  ðn þ 1Þyd ¼ 1; the associated real zero is
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 1=nd
p
; and
Pade´ approximations to the function
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ xd
p
give a result for this number.
However, our Eq. (1.1) does not have a diagonal form. But this
inconvenience can be overcome by transforming the equation into an
equation of diagonal form as follows. The transformation itself is a
consequence of the syzygy theorem for cubic forms in invariant theory,
namely, the relation 4H3 ¼ 27DF2 þJ2 among a cubic form F; its
discriminant D; and its covariantsH and J of degree 2 and 3, respectively
(see Hilbert [H, pp. 69, 70], Siegel [S1, p. 263]).
Lemma 1. If aa0 and Da0; then the polynomial f can be written as
x3 þ ax þ b ¼ 1
2
ðaðx þ bÞ3 þ %aðx þ %bÞ3Þ; ð3:1Þ
where
a ¼ 1þ
3
ﬃﬃﬃ
3
p
bﬃﬃﬃﬃﬃﬃﬃﬃ
D
p ; b ¼ 3b
2a

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3D
p
6a
;
%a ¼ 1
3
ﬃﬃﬃ
3
p
bﬃﬃﬃﬃﬃﬃﬃﬃ
D
p ; %b ¼ 3b
2a
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3D
p
6a
:
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Proof. This is a consequence of the syzygy theorem. As an alternative proof,
we can verify the formula by a simple calculation starting from the right-
hand side. &
Remark 3.1. In order to obtain the form of the formula, we just set a ¼
s þ t
ﬃﬃﬃﬃﬃﬃﬃﬃ
D
p
and b ¼ u þ v
ﬃﬃﬃﬃﬃﬃﬃﬃ
D
p
with unknowns s; t; u; v; and put them into
the right-hand side of (3.1), and we compare the coefﬁcients. Then we ﬁnd
the form of a and b:
This fact was used also in Siegel [S1] to obtain an upper bound for the
number of solutions of cubic Thue equations, and it was also used in
Chudnovsky [C]. This fact makes it possible to obtain results on general
cubic numbers of wide class by considering only the binomial functionﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ x3
p
and Pade´ approximations to it.
In order to obtain a good irrationality measure for y; we use this formula
in a different way from theirs. By (3.1) we have
Corollary 1. We have ﬃﬃﬃ
%a3
p
ﬃﬃﬃ
a3
p ¼ yþ b
yþ %b
; ð3:2Þ
where if Do0 then we take both of the cubic roots on the left-hand side to be
real, and if D > 0 then we take both of the cubic roots so that their real parts
are positive.
Proof. If Do0; then all numbers appearing in (3.2) are real, hence the other
possibility o
ﬃﬃﬃ
%a3
p
=
ﬃﬃﬃ
a3
p
or o2
ﬃﬃﬃ
%a3
p
=
ﬃﬃﬃ
a3
p
ðo3 ¼ 1; oa1Þ for the left-hand side of
(3.2) is excluded, hence (3.2) holds. If D > 0; then we denote by y0 and
y00 ðy00oy0Þ the other zeros of f : Then
y00o
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jaj=3
p
o j3b=2ajoyoj3b=2ajo
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jaj=3
p
oy0;
which we can verify by studying the sign of f ðxÞ at the given bounds. When b
is ﬁxed and a tends to N; then y tends to 0, and both the right-hand side
and the left-hand side of (3.2) tend to 1, and (3.2) is correct, since the
possibility o
ﬃﬃﬃ
%a3
p
=
ﬃﬃﬃ
a3
p
or o2
ﬃﬃﬃ
%a3
p
=
ﬃﬃﬃ
a3
p
for the left-hand side of (3.2) is excluded.
When a and b vary continuously under the condition D > 0; the three zeros
do not conﬂict, so by reason of continuity, (3.2) remains valid for these a
and b also. &
Let
g ¼
3
ﬃﬃﬃ
3
p
bﬃﬃﬃﬃﬃﬃﬃﬃ
D
p :
Then a ¼ 1þ g and %a ¼ 1 g: Note that, if jaj is sufﬁciently large compared
with b; then g is small. The key point of our method is to consider the
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number
ﬃﬃﬃ
%a3
p
=
ﬃﬃﬃ
a3
p
in (3.2), and to apply to this number Pade´ approximations
to the function
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 xÞ=ð1þ xÞ3
p
; and to construct (inhomogeneous) linear
forms in y with rational coefﬁcients by use of these Pade´ approximations.
To construct Pade´ approximations, we use Rickert’s integrals [R] with a
slight modiﬁcation. For integers nX1; i ¼ 0; 1; and j ¼ 1; 2; we put
IinðxÞ ¼
1
2p
ﬃﬃﬃﬃﬃﬃ
1
p Z
G
zið1þ xzÞnþ1=3
ðz2  1Þnþ1
dz
and
IijnðxÞ ¼
1
2p
ﬃﬃﬃﬃﬃﬃ
1
p Z
Gj
zið1þ xzÞnþ1=3
ðz2  1Þnþ1
dz; ð3:3Þ
where G is a simple closed counter-clockwise curve enclosing both the points
1 and 1; and G1 (resp. G2) is a simple closed counter-clockwise curve
enclosing 1 and not enclosing 1 (resp. enclosing 1 and not enclosing 1).
These integrals are well-deﬁned for jxjo1 if we take G and Gj so that they do
not enclose the point 1=x: Note that IinðxÞ ¼ Ii1nðxÞ þ Ii2nðxÞ: For these
integrals, we have the following.
Lemma 2. For nX1; i ¼ 0; 1; we have the expression
Ii1nðxÞ ¼ pinðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ x3
p
; Ii2nðxÞ ¼ ð1Þ
iþ1pinðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x3
p
; ð3:4Þ
where pinðxÞ are the polynomials of degree at most n with rational coefficients
given by
p0nðxÞ ¼
Xn
h¼0
ð1Þnh
n þ 13
h
 !
2n  h
n  h
 !
xhð1þ xÞnh
22nþ1h
; ð3:5Þ
p1nðxÞ ¼
Xn
h¼0
ð1Þnh
n þ 1
3
h
 !
2n  h
n  h
 !
1
22nþ1h
(

2n  h  1
n  h  1
 !
1
22nh
)
xhð1þ xÞnh: ð3:6Þ
From this we also have
I0nðxÞ ¼ p0nðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ x3
p
 p0nðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x3
p
ð3:7Þ
and
I1nðxÞ ¼ p1nðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ x3
p
þ p1nðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x3
p
: ð3:8Þ
Proof. Residue calculus. &
Remark 3.2. By Lemma 5 below, (3.7) and (3.8) divided by
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ x3
p
are Pade´
approximations to the function
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 xÞ=ð1þ xÞ3
p
:
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Using (3.7) and (3.8), we construct for each n two independent linear
forms in y with rational coefﬁcients in the following way. Putting x ¼ g in
(3.7), we have
p0nðgÞ
ﬃﬃﬃ
a3
p
 p0nðgÞ
ﬃﬃﬃ
%a3
p
¼ I0nðgÞ;
and using (3.2) we replace
ﬃﬃﬃ
%a3
p
by 
ﬃﬃﬃ
a3
p
ðyþ bÞ=ðyþ %bÞ and multiply the
obtained relation by ðyþ %bÞ=
ﬃﬃﬃ
a3
p
; then we obtain
ðp0nðgÞ %bþ p0nðgÞbÞ þ ðp0nðgÞ þ p0nðgÞÞy ¼
yþ %bﬃﬃﬃ
a3
p I0nðgÞ:
As is easily seen, the left-hand side is a (inhomogeneous) linear form
in y with rational coefﬁcients. Since it has rational coefﬁcients, it ﬁts
to our purpose. However, it is slightly more convenient for us to have a
linear form with integer coefﬁcients. So, we multiply it by 22naR½n=2
: Then
we have
ðp0nðgÞ %bþ p0nðgÞbÞ22naR½n=2
 þ ðp0nðgÞ þ p0nðgÞÞ22naR½n=2
y
¼
yþ %bﬃﬃﬃ
a3
p 22naR½n=2
I0nðgÞ:
We shall later show that its coefﬁcients are in fact integers
(Lemma 10). Also, starting from (3.8), we calculate in a similar way. We
multiply the relation by
ﬃﬃﬃ
3
p
22naR½ðnþ1Þ=2
ðyþ %bÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃ
D
p ﬃﬃﬃ
a3
p
in total, then we
obtain
ðp1nðgÞ %b p1nðgÞbÞ22naR½ðnþ1Þ=2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3=D
p
þ ðp1nðgÞ  p1nðgÞÞ22naR½ðnþ1Þ=2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3=D
p
y
¼
yþ %bﬃﬃﬃ
a3
p 22naR½ðnþ1Þ=2
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ3=Dp I1nðgÞ;
whose left-hand side is also a linear form in y with rational coefﬁcients. We
shall later show that its coefﬁcients are integers (Lemma 10). Now we put
the coefﬁcients and the right-hand sides as follows:
p0n ¼ðp0nðgÞ %bþ p0nðgÞbÞ22naR½n=2
;
q0n ¼ðp0nðgÞ þ p0nðgÞÞ22naR½n=2
;
p1n ¼ðp1nðgÞ %b p1nðgÞbÞ22naR½ðnþ1Þ=2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3=D
p
;
q1n ¼ðp1nðgÞ  p1nðgÞÞ22naR½ðnþ1Þ=2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3=D
p
;
l0n ¼
yþ %bﬃﬃﬃ
a3
p 22naR½n=2
I0nðgÞ;
l1n ¼
yþ %bﬃﬃﬃ
a3
p 22naR½ðnþ1Þ=2
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ3=Dp I1nðgÞ: ð3:9Þ
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Then we have for nX1 two (inhomogeneous) linear forms in y with rational
coefﬁcients
pin þ qiny ¼ lin ði ¼ 0; 1Þ: ð3:10Þ
This is our main idea. In diagonalization (3.1) the quadratic numbers a and
b appeared, however, we can obtain in this way linear forms with rational
coefﬁcients. We shall use these linear forms to obtain an irrationality
measure for y by using the following lemma, which is originally due to Thue.
See for example Rickert [R, Lemma 2.1]. (Note. The constant m þ 1 in [R]
can be replaced by m:)
Lemma 3. Let x be a non-zero real number. Suppose there are positive numbers
r; P; l; L; d;D with L=D > 1; and for each integer nX1; two linear forms
pin þ qinx ¼ lin ði ¼ 0; 1Þ
in x with rational coefficients pin and qin satisfying the following conditions:
(i) the determinant
p0n q0n
p1n q1n


is not zero,
(ii) jqinjprPn;
(iii) jlinjplLn; and
(iv) pin and qin; i ¼ 0; 1; have a common denominator DnpdDn:
Then for any integers p and q with q > 0; we have
x
p
q

 > 1cql;
where
l ¼ 1þ
logðDPÞ
logðL=DÞ
and
c ¼ 2rdDPðmaxf2dl; 1gÞðlogðDPÞÞ=logðL=DÞ:
4. Properties of the linear forms
We shall obtain properties of linear forms (3.10).
Let us put
Jh ¼
1
2p
ﬃﬃﬃﬃﬃﬃ
1
p Z
G
zh
ðz2  1Þnþ1
dz;
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and deﬁne the generating function
JðxÞ ¼
XN
h¼0
Jhx
h:
Lemma 4. We have Jh ¼ 0 for 0php2n; and J2nþ1 ¼ 1: Further, for jxjo1
we have
JðxÞ ¼
x2nþ1
ð1 x2Þnþ1
: ð4:1Þ
Proof. The ﬁrst assertion is evident. For J2nþ1; residue calculus together
with the variable change z ¼ 1=w proves the assertion. The proof of the last
assertion is similar to that of [R, Lemma 3.2]. In fact, we express JðxÞ as
JðxÞ ¼
1
2p
ﬃﬃﬃﬃﬃﬃ
1
p Z
G
1
ð1 xzÞðz2  1Þnþ1
dz;
and change the variable by z ¼ 1=w; and calculate the residue at w ¼ x:
Then we obtain the result. &
Lemma 5. The function I0nðxÞ has a zero of order 2n þ 1 at x ¼ 0; and the
function I1nðxÞ has a zero of order 2n at x ¼ 0:
Proof. Similar to [R, Lemma 3.1]. Using the Taylor expansion of ð1þ
xzÞnþ1=3; we have for jxjo1
IinðxÞ ¼
XN
h¼2nþ1i
n þ 1
3
h
 !
Jhþix
h ði ¼ 0; 1Þ; ð4:2Þ
which proves the lemma. &
Lemma 6. We have
DðxÞ :¼
p0nðxÞ p0nðxÞ
p1nðxÞ p1nðxÞ

 ¼ c2nx2n
with
c2n ¼
ð1Þn
22nþ1
2n
n
 !
n þ 1
3
2n
 !
:
Proof. By Lemma 2, DðxÞ is a polynomial of degree at most 2n: On the other
hand, (3.7) and (3.8) yield
DðxÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x3
p
¼
p0nðxÞ I0nðxÞ
p1nðxÞ I1nðxÞ

;
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and by (4.2) this has the Taylor expansion
p0nð0Þ
n þ 1
3
2n
 !
J2nþ1x
2n þ?:
Hence, noting that we have p0nð0Þ ¼
ð1Þn
22nþ1
ð2n
n
Þ by (3.5), and that J2nþ1 ¼ 1 by
Lemma 4, we obtain the result. &
Lemma 7. The coefficients pin; qin; i ¼ 0; 1 of (3.10) given by (3.9) satisfy ðiÞ
of Lemma 3.
Proof. This is a direct consequence of (3.9) and Lemma 6. &
In the following, we shall determine the quantities r; P; l; L; d;D satisfying
(ii)–(iv) of Lemma 3 for linear forms (3.10).
Lemma 8. Suppose 4jaj3 > 81b2: Then the coefficients qin; i ¼ 0; 1 of (3.10)
given by (3.9) satisfy ðiiÞ of Lemma 3 for
r ¼ 2:892jaj
1þ 3
ﬃﬃﬃ
6
p
jbj=
ﬃﬃﬃﬃ
R
p
1 3
ﬃﬃﬃ
3
p
jbj=
ﬃﬃﬃﬃ
R
p
 !1=3
and P ¼ 4ð
ﬃﬃﬃﬃ
R
p
þ 3
ﬃﬃﬃ
6
p
jbjÞ:
Proof. In order to evaluate integrals (3.3), let us consider the lemniscate
deﬁned by jz2  1j ¼ 1: It consists of two closed curves. We denote by G1
that one enclosing the point 1, and by G2 the other. We have maxzAG1 jzj ¼ﬃﬃﬃ
2
p
: Now by (3.3) and (3.4), we have for jxjo1=
ﬃﬃﬃ
2
p
jpinðxÞj ¼ jIi1nðxÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ x3
p
jojG1j
ﬃﬃﬃ
2
p i
ð1þ
ﬃﬃﬃ
2
p
jxjÞnþ1=3
2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jxj3
p ; i ¼ 0; 1;
where we denote by jG1j the length of G1: Noting that jgjo1=
ﬃﬃﬃ
2
p
by the
assumption of the lemma, we put x ¼ g: Then by (3.9) we obtain
jq0njo
jG1jð1þ
ﬃﬃﬃ
2
p
jgjÞnþ1=3
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jgj3
p 22njajR½n=2

and
jq1njo
jG1j
ﬃﬃﬃ
2
p
ð1þ
ﬃﬃﬃ
2
p
jgjÞnþ1=3
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jgj3
p 22njajR½ðnþ1Þ=2
 ﬃﬃﬃﬃﬃﬃﬃﬃ3=Rp :
We note that the factors R½n=2
 and
ﬃﬃﬃﬃﬃﬃﬃﬃ
6=R
p
R½ðnþ1Þ=2
 which are not common on
the right-hand sides are bounded by
ﬃﬃﬃ
6
p
Rn=2: We have also an estimate
jG1jo3:709 (see [AS, p. 608]), so jG1j
ﬃﬃﬃ
6
p
=po2:892: Using these estimates, we
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obtain
jqinjo2:892jaj
1þ
ﬃﬃﬃ
2
p
jgj
1 jgj
 !1=3
ð4ð1þ
ﬃﬃﬃ
2
p
jgjÞ
ﬃﬃﬃﬃ
R
p
Þn; i ¼ 0; 1;
which yields the lemma. &
Lemma 9. Suppose 2jaj3 > 27b2: Then the right-hand side lin of (3.10) given by
(3.9) satisfy ðiiiÞ of Lemma 3 for
l ¼
4
ﬃﬃﬃﬃ
R
p
9ð1 27b2=RÞð1 3
ﬃﬃﬃ
3
p
jbj=
ﬃﬃﬃﬃ
R
p
Þ1=3
and L ¼
ﬃﬃﬃﬃ
R
p
27b2

1ﬃﬃﬃﬃ
R
p > 0:
Proof. The proof is similar to [R]. Recall relation (4.2). Since we can verify
that the number
bh ¼
n þ 1
3
h
 !

decreases as hX2n increases, and that all Jh are non-negative by (4.1), we
obtain
jIinðxÞjpjxji
XN
h¼2nþ1i
bhJhþi jxj
hþipb2njxji
XN
h¼2nþ1
Jhjxj
h:
Therefore, by (4.1) we obtain
jIinðxÞjpb2n
jxj2nþ1i
ð1 jxj2Þnþ1
:
Now we put x ¼ g; and evaluate lin given by (3.9).
First suppose a > 0: Then,
b=aoyo0 if b > 0 and 0oyo b=a if bo0;
which we can verify by studying the sign of f ðxÞ at the given bounds. We
further note that, if b > 0; then bo0; and
0 > yþ b > 
b
a
þ
3b
2a

ﬃﬃﬃﬃﬃﬃ
3R
p
6a
> 
ﬃﬃﬃﬃﬃﬃ
3R
p
6a
;
hence jyþ bj=
ﬃﬃﬃ
%a3
p
o
ﬃﬃﬃﬃﬃﬃ
3R
p
=6a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jgj3
p
; and if bo0; then %b > 0; and
0oyþ %bo b
a
þ
3b
2a
þ
ﬃﬃﬃﬃﬃﬃ
3R
p
6a
o
ﬃﬃﬃﬃﬃﬃ
3R
p
6a
;
hence jyþ %bj=
ﬃﬃﬃ
a3
p
o
ﬃﬃﬃﬃﬃﬃ
3R
p
=6a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jgj3
p
: Therefore, by (3.2) we have for ba0
jyþ bj=
ﬃﬃﬃ
%a3
p
¼ jyþ %bj=
ﬃﬃﬃ
a3
p
o
ﬃﬃﬃﬃﬃﬃ
3R
p
6a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jgj3
p ða > 0Þ:
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Then we obtain by (3.9)
jl0njo
ﬃﬃﬃﬃﬃﬃ
3R
p
6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jgj3
p 22nR½n=2
b2n jgj2nþ1
ð1 g2Þnþ1
and
jl1njo
ﬃﬃﬃﬃﬃﬃ
3R
p
6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jgj3
p 22nR½ðnþ1Þ=2
 ﬃﬃﬃﬃﬃﬃﬃﬃ3=Rp b2n jgj2n
ð1 g2Þnþ1
:
We note that the factors R½n=2
jgj and R½ðnþ1Þ=2

ﬃﬃﬃﬃﬃﬃﬃﬃ
3=R
p
which are not common
on the right-hand sides are bounded by
ﬃﬃﬃ
3
p
Rn=2: Moreover, by induction we
have the inequality b2np89ð14Þn: Therefore, we obtain
jlinjo
4
ﬃﬃﬃﬃ
R
p
9
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jgj3
p
ð1 g2Þ
g2
ﬃﬃﬃﬃ
R
p
1 g2
 !n
; i ¼ 1; 2;
which yields the lemma for a > 0:
Next suppose ao0: Then, by the assumption of the lemma we have D > 0
and jgjo1: By arguing slightly differently than above (we omit the detail), we
can prove
jðyþ bÞ=
ﬃﬃﬃ
%a3
p
j ¼ jðyþ %bÞ=
ﬃﬃﬃ
a3
p
jo
ﬃﬃﬃﬃﬃﬃ
3R
p
6jaj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jgj3
p ðao0Þ;
and the lemma follows for this case also. &
Lemma 10. The coefficients pin and qin; i ¼ 0; 1 of (3.10) given by (3.9) are
integers, that is, they satisfy (iv) of Lemma 3 for
d ¼ 1 and D ¼ 1:
Proof. Let us write for i ¼ 1; 2;
pinðxÞ ¼
Xn
k¼0
piknx
k: ð4:3Þ
We ﬁrst see that, by (3.5) and (3.6), the number of 2-factors in the
denominator of each coefﬁcient pikn is at most 2n since ð2nn Þ has at least one 2-
factor. Secondly, since the number of 3-factors in h! is at most ½h=2
; we see
that
3½3h=2

n þ 1=3
h
 !
AN:
Now, from the shape of (3.5) and (3.6), we observe that, for ﬁxed k; the
coefﬁcients pikn of x
k are determined only by the hth terms of (3.5) and (3.6)
with 0phpk; since if h > k then the polynomial xhð1þ xÞnh does not
contain the term xk: Therefore, we have 22n3½3k=2
piknAZ; namely, we have
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for i ¼ 0; 1;
22n33k=2piknAZ if k is even;
22n3ð3k1Þ=2piknAZ if k is odd:
(
ð4:4Þ
By (3.9) and (4.3) we have
p0n ¼ 3b
Xn
k¼0
k:even
p0kn
3
ﬃﬃﬃ
3
p
bﬃﬃﬃﬃﬃﬃﬃﬃ
D
p
 !k
þ
ﬃﬃﬃﬃﬃﬃﬃﬃ

D
3
r Xn
k¼1
k:odd
p0kn
3
ﬃﬃﬃ
3
p
bﬃﬃﬃﬃﬃﬃﬃﬃ
D
p
 !k0B@
1
CA22nR½n=2
;
q0n ¼
Xn
k¼0
k:even
p0kn
3
ﬃﬃﬃ
3
p
bﬃﬃﬃﬃﬃﬃﬃﬃ
D
p
 !k0B@
1
CA22nþ1aR½n=2
;
p1n ¼
3
ﬃﬃﬃ
3
p
bﬃﬃﬃﬃﬃﬃﬃﬃ
D
p Xn
k¼1
k:odd
p1kn
3
ﬃﬃﬃ
3
p
bﬃﬃﬃﬃﬃﬃﬃﬃ
D
p
 !k

Xn
k¼0
k:even
p1kn
3
ﬃﬃﬃ
3
p
bﬃﬃﬃﬃﬃﬃﬃﬃ
D
p
 !k0B@
1
CA22nR½ðnþ1Þ=2
;
q1n ¼
ﬃﬃﬃ
3
p
ﬃﬃﬃﬃﬃﬃﬃﬃ
D
p Xn
k¼1
k:odd
p1kn
3
ﬃﬃﬃ
3
p
bﬃﬃﬃﬃﬃﬃﬃﬃ
D
p
 !k0B@
1
CA22nþ1aR½ðnþ1Þ=2
:
Then by (4.4) we see that, each denominator of pin and qin; i ¼ 0; 1 has no 3-
factor. (Note: the second sum of p0n is delicate.) By (4.4) we see also that
each denominator of these has no 2-factor. Further, we see that each
denominator of these has no D-factor. (Note: the ﬁrst sum of p1n is delicate.)
Therefore, the numbers pin and qin; i ¼ 0; 1 are integers, as desired. &
5. Proof of Theorems 1 and 2
Since we have obtained all necessary information to apply Lemma 3, it is
an easy matter to obtain an irrationality measure for y: However, to simplify
the result, we need some calculation, and we shall do it in the following. The
method of this simpliﬁcation is the same as in [W1,W2].
Proof of Theorem 1. Now we assume (1.2) of Theorem 1. This assumption
implies
jaj > 22=334jbj8=3; ð5:1Þ
and from this the assumptions of Lemmas 8 and 9 are satisﬁed.
We apply Lemma 3 to the linear forms (3.10) given by (3.9), then by
Lemmas 7–10, we obtain an irrationality measure for y: Namely, for any
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integers p and q with q > 0; we have
y
p
q

 > 1cql
with
l ¼ lða; bÞ ¼ 1þ
log P
log L
and
c ¼ cða; bÞ ¼ 2rPð2lÞðlog PÞ=log L; ð5:2Þ
where the constants r; P; l; L are those given in Lemmas 8 and 9. Note that
we do not write the terms d and D since they are both 1 by Lemma 10, and
also note that l > 1: The assumption L=D > 1 in Lemma 3 is also satisﬁed.
By substituting the values of P and L; we directly obtain the expression of
lða; bÞ in (1.4).
Let us note that assumption (1.2) implies
jbjﬃﬃﬃﬃ
R
p o 1
4 36jbj3
p 1
4 36
: ð5:3Þ
By the formula in (1.4), the inequality lða; bÞo3 is equivalent to the
inequality
P ¼ 4
ﬃﬃﬃﬃ
R
p
þ 12
ﬃﬃﬃ
6
p
jbjoRð1 27b2=RÞ2=272b4 ¼ L2;
which is equivalent to the inequality
4 272b4ð1þ 3
ﬃﬃﬃ
6
p
jbj=
ﬃﬃﬃﬃ
R
p
Þoð1 27b2=RÞ2
ﬃﬃﬃﬃ
R
p
:
We can verify the last inequality by estimating the terms in the parentheses
by (5.3) and estimating the value a in the last R by (1.2). (Here, if necessary,
use 4jaj3  27b2 > 42312b8ð1þ 1=391jbj3Þ2:) By this veriﬁcation we obtain the
inequality lða; bÞo3:
Differentiating with respect to
ﬃﬃﬃﬃ
R
p
the expression for lða; bÞ of (1.4), and
using the inequality P > L; we see that it is a decreasing function of
ﬃﬃﬃﬃ
R
p
:
Then it is easy to see that lða; bÞ tends to 2 decreasingly when a tends toN
or N:
In the following, we estimate cða; bÞ from above, and obtain a simple
expression instead of it. First, we estimate
A ¼ ð2lÞðlog PÞ=log L ¼ expððlog PÞðlogð2lÞÞ=log LÞ
by proving that the inequality
hða; bÞ ¼
ðlog PÞðlogð2lÞÞ
log L
ologð2319
ﬃﬃﬃﬃ
R
p
b4Þ ð5:4Þ
holds. In fact we have
log P ¼ log
ﬃﬃﬃﬃ
R
p
þ logð4ð1þ 3
ﬃﬃﬃ
6
p
jbj=
ﬃﬃﬃﬃ
R
p
ÞÞ;
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logð2lÞ ¼ log
ﬃﬃﬃﬃ
R
p
þ log
8
9ð1 27b2=RÞð1 3
ﬃﬃﬃ
3
p
jbj=
ﬃﬃﬃﬃ
R
p
Þ1=3
;
log L ¼ log
ﬃﬃﬃﬃ
R
p
 2 log jbj þ logðð1 27b2=RÞ=27Þ:
Note that, when b is ﬁxed and jaj is large, the main term of hða; bÞ is
hða; bÞB
ðlog
ﬃﬃﬃﬃ
R
p
Þðlog
ﬃﬃﬃﬃ
R
p
Þ
log
ﬃﬃﬃﬃ
R
p ¼ log ﬃﬃﬃﬃRp :
By (5.3) we have
0olog Polog
ﬃﬃﬃﬃ
R
p
þ c1;
0ologð2lÞolog
ﬃﬃﬃﬃ
R
p
þ c2;
log L > log
ﬃﬃﬃﬃ
R
p
 2 log jbj þ c3 > 0
with
c1 ¼ logð4ð1þ
ﬃﬃﬃ
6
p
=2235ÞÞ; c2 ¼ log
8
9ð1 1=2439Þð1
ﬃﬃﬃ
3
p
=2235Þ1=3
;
c3 ¼ logðð1 1=2439Þ=27Þ:
Therefore, by these inequalities and by division we have
hða; bÞoðlog
ﬃﬃﬃﬃ
R
p
þ c1Þðlog
ﬃﬃﬃﬃ
R
p
þ c2Þ
log
ﬃﬃﬃﬃ
R
p
 2 log jbj þ c3
¼ log
ﬃﬃﬃﬃ
R
p
þ 2 log jbj þ ðc1 þ c2  c3Þ þ gða; bÞ; ð5:5Þ
where
gða; bÞ ¼
4ðlog jbjÞ2 þ 2ðc1 þ c2  2c3Þlog jbj þ c1c2  c3ðc1 þ c2  c3Þ
log
ﬃﬃﬃﬃ
R
p
 2 log jbj þ c3
:
By (5.3) we have
log
ﬃﬃﬃﬃ
R
p
 2 log jbj þ c3 > logð2236b4Þ  2 log jbj þ c3
¼ 2 log jbj þ c4
with
c4 ¼ 2 log 2þ 6 log 3þ c3 > 0:
We verify that the numerator of gða; bÞ is positive, and we replace
the denominator of gða; bÞ by 2 log jbj þ c4: Then we have, by
division,
gða; bÞo2 log jbj þ c1 þ c2  2c3  c4
þ
c1c2  c3ðc1 þ c2  c3Þ  c4ðc1 þ c2  2c3  c4Þ
2 log jbj þ c4
:
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Since we can verify that the numerator of the last term is 0:0038o0; we
obtain
gða; bÞo2 log jbj þ c1 þ c2  2c3  c4:
Now we put this inequality into (5.5) and put the values of c1;y; c4: Then
we obtain
hða; bÞo log
ﬃﬃﬃﬃ
R
p
þ 4 log jbj þ ð2c1 þ 2c2  3c3  c4Þ
o log
ﬃﬃﬃﬃ
R
p
þ 4 log jbj þ 7:74865ologð2319
ﬃﬃﬃﬃ
R
p
b4Þ;
hence (5.4) holds as desired.
Consequently,
Ao2319
ﬃﬃﬃﬃ
R
p
b4: ð5:6Þ
We are now ready to estimate cða; bÞ given by (5.2). By Lemma 8, (5.1), and
(5.3), we have
ro2:892 1þ
ﬃﬃﬃ
6
p
=2235
1
ﬃﬃﬃ
3
p
=2235
 !1=3
jaj; Po4ð1þ
ﬃﬃﬃ
6
p
=2235Þ
ﬃﬃﬃﬃ
R
p
;
Ro4ð1þ 1=2439Þjaj3:
Hence, by these estimates, (5.2), and (5.6), we obtain
c ¼ cða; bÞo2:16 105a4b4;
which proves (1.3) and completes the proof of Theorem 1. &
For the proof of Theorem 2, we ﬁrst prepare the following lemma. From
now on we always assume a > 0: Let y be the unique real solution of x3 þ
ax þ b ¼ 0; and let y0 and y00 be its complex solutions.
Lemma 11. Let ðx; yÞ be a solution of (1.1) with ya0: Then we have
y
x
y

o kajyj3:
Proof. By (1.1) we have
y
x
y

p kjðy0  x=yÞðy00  x=yÞjjyj3:
Noting that yy0y00 ¼b; y2þ a ¼b=y; and Re y0 ¼ y=2 by yþ y0 þ y00 ¼ 0;
we have
jðy0  x=yÞðy00  x=yÞjX jIm y0j2 ¼ jy0j2  ðRe y0Þ2 ¼
jbj
jyj

y2
4
¼ y2 þ a 
y2
4
> a;
which implies the lemma. &
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Proof of Theorem 2. Let us assume (1.2), and let ðx; yÞ be a solution of (1.1)
with ya0: Then by Theorem 1 and Lemma 11, we have
1
2:16 105a4b4jyjlða;bÞ
o y x
y

o kajyj3
with the same lða; bÞ as in Theorem 1, which implies Theorem 2. &
6. Continued fractions and Legendre’s theorem
We introduce continued fractions containing rational numbers in their
partial quotients, and generalize the classical Legendre theorem to such
continued fractions. We use in the next section such continued fractions to
solve Thue inequalities (1.5). We think that this generalized Legendre
theorem is a general theorem, and may be applicable to other situations
also. In the ﬁrst part of this section, we explain the necessity of this
generalization, and then we state the generalized Legendre theorem and give
the proof.
In order that we can ﬁnd all solutions of (1.1), we must specify the right-
hand side of (1.1). As an example, we put k ¼ a þ jbj þ 1; and we aim to
solve Thue inequality (1.5). For this purpose, we consider the inequalities
jx3 þ axy2  by3jpk ð6:1Þ
instead of (1.1). The solutions of (1.1) and those of (6.1) correspond to each
other by the transformation ðx; yÞ-ðx;yÞ: Moreover, we see easily that it
is enough to consider the case b > 0 in (6.1). We prefer (6.1) for the reason
that it will avoid the inconvenience caused by the minus sign which would
otherwise appear everywhere in the proof. So we put
f1ðxÞ ¼ x3 þ ax  b;
and denote by y1 the real zero of f1: Note that y1 ¼ y: It is clear that
Theorem 1 holds also for y replaced by y1 with the same lða; bÞ; and that
Lemma 11 and Theorem 2 hold also for y replaced by y1 and the solutions
ðx; yÞ of (6.1). Viewing this, in the following we always assume that a > 0 and
b > 0; and under a certain assumption, we shall solve the inequalities
jx3 þ axy2  by3jpa þ b þ 1: ð6:2Þ
Note that, if aXb3; then
ðx; yÞ ¼ ð0; 0Þ; ð71; 0Þ; ð0; 1Þ; ð71; 1Þ; ðb=d; a=dÞ
are primitive solutions of (6.2) with yX0; where d ¼ gcdða; bÞ: Let us call
these solutions the trivial solutions of (6.2). To solve (6.2), it is enough to ﬁnd
all primitive solutions of (6.2) with yX0 other than the trivial solutions.
Necessity of the generalization. In order to ﬁnd all non-trivial primitive
solutions of (6.2), we shall use the continued fraction expansion of y1:
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However, this method contains an inconvenient point in our case. Before
beginning the proof, we explain this point and our new idea to overcome it.
We want to obtain an lower bound for the non-trivial solutions ðx; yÞ of
(6.2) by using the classical Legendre theorem as follows (see [HW, Theorem
184]). The principal convergents mean the convergents deﬁned by the simple
continued fraction expansion, namely, by the continued fraction expansion
whose partial quotients are positive integers.
Theorem (Legendre). Let x be a real number. Suppose that integers p and q
with q > 0 satisfy the inequality jx p=qjo1=2q2: Then p=q is one of the
principal convergents to x:
For the moment, let us consider the case where b ¼ 1 and aX4: Then, by
Lemma 11, any solution ðx; yÞ of (6.2) with yX3 satisﬁes the assumption of
Legendre’s theorem, hence x=y is one of the principal convergents to y1:
Viewing this, we calculate the continued fraction expansion of y1: Then we
have
y1 ¼
½0; a; a2; a=2; k4;y
; k4X½4a2=3
 if a is even;
½0; a; a2; ða  1Þ=2; 1; 1; k6;y
; k6X½a2=3 1=2
 if a is odd;
(
where
½k0; k1; k2;y
 ¼ k0 þ
1
k1 þ k2 þ?
:
The convergents pn=qn are deﬁned by
p0 ¼ 1; p1 ¼ k0; pnþ1 ¼ knpn þ pn1 ðnX1Þ;
q0 ¼ 0; q1 ¼ 1; qnþ1 ¼ knqn þ qn1 ðnX1Þ:
(
We calculate pn and qn up to n ¼ 4 if a is even, and up to n ¼ 6 if a is odd,
and verify that these convergents do not give a solution of Thue inequality
(6.2) except the trivial solutions. Hence, by Legendre’s theorem, non-trivial
primitive solutions ðx; yÞ with yX3 of (6.2) for b ¼ 1 are bounded from
below by yXq5 > 3a6=5 if a is even, and by yXq7 > a6=4 if a is odd.
Therefore, for both cases we have y > a6=4: Then by this lower bound and
Theorem 2, we have
a6
4
oyoð2:16 105a3ða þ 2ÞÞ
1
3lða;1Þ:
Since 3 lða; 1Þ tends to 1 when a tends toN; these inequalities contradict
each other if a is sufﬁciently large. In fact, if aX2:71 107; then we have a
contradiction. This concludes that, if b ¼ 1 and aX2:71 107; then the only
primitive solutions with y > 0 of (6.2) are the trivial solutions. In this way we
obtain a result of the same kind as Theorem 3. But this result is much
weaker than Theorem 3. In fact, the number 2:71 107 is too large, and it
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remains many a’s which cannot be covered. So, we want to reduce this to a
number smaller. One way may be to calculate further the continued
fractions of y1 in order to obtain a larger lower bound for y: However, if we
try to calculate further the continued fraction expansion, then, as is already
seen above, we would be obliged to consider a lot of cases for the parameter
a (in fact, impracticably many cases) according to congruence conditions,
because the partial quotients kn of simple continued fractions must be
integers. Moreover, for general b > 1; the continued fraction expansion of y1
begins as ½0; ½a=b
;y
; hence it is in principle impossible even to divide into
cases for the parameter a: Our idea to overcome this inconvenience is to
allow the partial quotients kn of continued fractions to be rational numbers,
and to use only one formula of continued fraction expansion. For this
purpose, we ﬁrst deﬁne continued fractions having rational partial
quotients, and then we generalize Legendre’s theorem.
Continued fractions with rational partial quotients. Let x be a real number.
For x we chose a rational number k0 satisfying
k0oxok0 þ 1;
and deﬁne x1 by
x ¼ k0 þ
1
x1
:
Then we chose a rational number k1 satisfying
k1ox1ok1 þ 1:
Since x1 > 1; we have k1 > 0: We deﬁne x2 by
x1 ¼ k1 þ
1
x2
:
We continue this process. For iX1 we chose a rational number ki satisfying
kioxioki þ 1;
and deﬁne xiþ1 by
xi ¼ ki þ
1
xiþ1
:
Since xi > 1; we have ki > 0: Then we have
x ¼ ½k0; k1; k2;y; kn; xnþ1
 ¼ k0 þ
1
k1 þ k2 þ?þ kn þ xnþ1
:
We call this or
x ¼ ½k0; k1; k2;y; kn;y

a continued fraction expansion with rational partial quotients for x: Note that
this expansion is not unique. If x is a rational number, we may stop the
process at a certain step by putting for example knþ1 ¼ xnþ1: The
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convergents pn=qn are deﬁned by
p0 ¼ 1; p1 ¼ k0; pnþ1 ¼ knpn þ pn1 ðnX1Þ;
q0 ¼ 0; q1 ¼ 1; qnþ1 ¼ knqn þ qn1 ðnX1Þ:
(
By this deﬁnition, we have for nX1
pnqn1  qnpn1 ¼ ð1Þ
n; ð6:3Þ
x ¼
pnxn þ pn1
qnxn þ qn1
and x
pn
qn

 ¼ 1qnðqnxn þ qn1Þ:
Note that the series pn=qn does not necessarily converge to x: However, if we
further assume
knX1 for nX1;
then limn-N qn ¼N; and pn=qn converges to x: For nX0; we call a natural
number dn a common denominator of pn and qn if dnpn; dnqnAN: Here we do
not necessarily assume that dn is the smallest one with this property. Of
course, a smaller dn is better.
Theorem 5 (Generalized Legendre theorem). Let x be a real number, and let
pn=qn ðn ¼ 1; 2;yÞ be the convergents defined by a continued fraction
expansion with rational partial quotients for x: For nX0; let dn be a common
denominator of pn and qn: For a fixed nX1 assume that qn=dn1oqnþ1=dn:
Under this assumption, if integers p and q satisfy
qn
dn1
pqoqnþ1
dn
ð6:4Þ
and
x
p
q

o 1dnðdn1 þ dnþ1Þq2; ð6:5Þ
then
p
q
¼
pn
qn
:
Remark 6.1. The equality p=q ¼ pn=qn is an equality between two rational
numbers.
Proof. Let us assume p=qapn=qn: We ﬁrst show
x
pn
qn

pdnþ1qqn x
p
q

: ð6:6Þ
Let ðx; yÞ be the solution of the simultaneous equations
pnx þ pnþ1y ¼ p;
qnx þ qnþ1y ¼ q:
(
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By (6.3), the solution is given by x ¼ ð1Þnþ1ðpnþ1q  qnþ1pÞ; y ¼
ð1Þnþ1ðqnp  pnqÞ: We have xya0; since if y ¼ 0 then p=q ¼ pn=qn; which
contradicts the assumption, and if x ¼ 0 then q ¼ qnþ1yXqnþ1=dn since dn is
also a denominator of y; which contradicts (6.4). Further, we have xyo0;
since otherwise by q > 0 we would have x > 0 and y > 0; and hence q >
qnþ1yXqnþ1=dn; which contradicts (6.4). On the other hand, similarly to the
simple continued fractions, x pn=qn and x pnþ1=qnþ1 have different signs
(here we allow the case where x is rational, and the second one is 0), hence
xðx pn=qnÞ and yðx pnþ1=qnþ1Þ have the same sign. Therefore, we have
jxq  pj ¼ jxðxqn  pnÞ þ yðxqnþ1  pnþ1Þj
¼ jxðxqn  pnÞj þ jyðxqnþ1  pnþ1Þj
X jxðxqn  pnÞjXjxqn  pnj=dnþ1;
which yields (6.6). Then, using (6.6), (6.5) and (6.4), we have
1
dnqnq
p p
q

pn
qn

p x pq

þ x pnqn

p x pq

þ dnþ1qqn x
p
q


o qn þ dnþ1q
qndnðdn1 þ dnþ1Þq2
p dn1q þ dnþ1q
qndnðdn1 þ dnþ1Þq2
¼
1
dnqnq
;
a contradiction, and the proof of the theorem is complete. &
Convergents, and solutions of a Thue inequality. Solutions ðx; yÞ of a Thue
inequality often satisfy the assumptions of the (generalized) Legendre
theorem, so their quotients x=y are equal to some of the convergents pn=qn
by the Legendre theorem. To show that the Thue inequality does not have
any non-trivial solutions, we must next verify that the convergents do not
give solutions. However, the direct veriﬁcation is not always easy, since pn
and qn become large for large n; and calculation of powers of these numbers
is not easy. To avoid this, we use another method for verifying that the
convergents do not give solutions. This method requires only calculation
among smaller numbers, namely, partial quotients and denominators of
convergents. For the case of simple continued fraction expansion, the idea is
due to Peth +o [P, Theorem 2].
Lemma 12. Let F ðx; yÞ be a homogeneous polynomial of degree dX3 with
integer coefficients, and let k be a positive integer. Let x ¼ xð1Þ; xð2Þ;y; xðdÞ be
the solutions of F ðx; 1Þ ¼ 0; and suppose that x is a simple solution. Let ðx; yÞ
be a solution of the Thue inequality
jF ðx; yÞjpk: ð6:7Þ
Suppose that for a positive number A we haveYd
i¼2
xðiÞ 
x
y
 
XA: ð6:8Þ
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Let us take a continued fraction expansion with rational partial quotients
kn ðnX0Þ for x; and let pn=qn be its convergents and let dn be a common
denominator of pn and qn: Suppose further that for a fixed nX1 the following
three conditions (6.9), (6.10), and (6.11) are satisfied:
qn
dn1
oqnþ1
dn
; ð6:9Þ
kdnðdn1 þ dnþ1Þ
A
 1=ðd2Þ
dn1oqn; ð6:10Þ
and
kðkn þ 1þ 1=kn1Þ
A
 1=ðd2Þ
d
d=ðd2Þ
n1 pqn if nX2;
kðk1 þ 1Þ
A
 1=ðd2Þ
d
d=ðd2Þ
0 pq1 if n ¼ 1:
8>><
>>:
ð6:11Þ
Then
ye½qn=dn1; qnþ1=dnÞ:
Proof. Let us assume
qn
dn1
pyoqnþ1
dn
: ð6:12Þ
From (6.7), (6.8), (6.12), and (6.10) we have
x
x
y

p kQd
i¼2 ðx
ðiÞ  x=yÞ
 yd2y2p
k
Aðqn=dn1Þ
d2y2
o 1
dnðdn1 þ dnþ1Þy2
:
Hence, by the generalized Legendre theorem we have x=y ¼ pn=qn:
Let us ﬁrst consider the case nX2: Then, since knoxnokn þ 1; we have
x
x
y

 ¼ x pnqn

 ¼ 1qnðqnxn þ qn1Þ >
1
qnðqnðkn þ 1Þ þ qn1Þ
¼
1
q2nðkn þ 1þ qn1=qnÞ
¼
1
q2nðkn þ 1þ qn1=ðkn1qn1 þ qn2ÞÞ
X
1
q2nðkn þ 1þ 1=kn1Þ
:
Then, by (6.7), (6.8), and (6.12) we have
1
q2nðkn þ 1þ 1=kn1Þ
o x x
y

p kAydp kAðqn=dn1Þd ;
which contradicts (6.11). For the case n ¼ 1; noting qn1 ¼ q0 ¼ 0; we have
also a similar contradiction, and the proof is complete. &
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7. Proof of Theorems 3 and 4
As was explained at the beginning of the previous section, in order to
prove Theorem 3, it is enough to prove that, under the same assumption as
Theorem 3, the only primitive solutions of Eq. (6.2) with yX0 are the trivial
solutions. To prove this, we shall use Theorem 2, Lemma 11, and the
generalized Legendre theorem or its alternative, namely Lemma 12.
For the real zero y1 of f1ðxÞ ¼ x3 þ ax  b; we calculate a continued
fraction expansion with rational partial quotients by use of the software
PARI (see the review in the Notices of AMS of October 1991; it can
manipulate polynomials with many variables). Then, for aX4b > 0 we obtain
y1 ¼ ½k0; k1; k2;y; k20;y

with
k0 ¼ 0; k1 ¼ a=b; k2 ¼ a2=b; k3 ¼ a=2b; k4 ¼ 4a2=3b;
k5 ¼ 9a=22b; k6 ¼ 121a2=78b; k7 ¼ 338a=935b; k8 ¼ 425a2=247b;
k9 ¼ 38a=115b; k10 ¼ 391a2=210b; k11 ¼ 13965a=45356b;
k12 ¼ 122728a2=61845b; k13 ¼ 775a=2668b; k14 ¼ 12006a2=5735b;
k15 ¼ 5735a=20746b; k16 ¼ 52316a2=23865b; k17 ¼ 147963a=558830b;
k18 ¼ 30735650a2=13464633b; k19 ¼ 166063807a=651595780b;
k20 ¼ 817048a2=345247b;
and we have kn > 1 ð1pnp20Þ: The convergents pn=qn are given by
p0 ¼ 1; p1 ¼ 0; p2 ¼ 1; p3 ¼ a2=b; p4 ¼ a3=2b2 þ 1;y
q0 ¼ 0; q1 ¼ 1; q2 ¼ a=b; q3 ¼ a3=b2 þ 1; q4 ¼ a4=2b3 þ 3a=2b;y;
q21 ¼ 4a30=301b20 þ 1642a27=3913b18 þy;
and common denominators dn of pn and qn are given by
d0 ¼ 1; d1 ¼ 1; d2 ¼ b; d3 ¼ b2; d4 ¼ 2b3; d5 ¼ 3b4; d6 ¼ 11b5;
d7 ¼ 26b6; d8 ¼ 85b7; d9 ¼ 38b8; d10 ¼ 391b9; d11 ¼ 1995b10;
d12 ¼ 2668b11; d13 ¼ 465b12; d14 ¼ 4002b13; d15 ¼ 17205b14;
d16 ¼ 26158b15; d17 ¼ 147963b16; d18 ¼ 6147130b17;
d19 ¼ 4488211b18; d20 ¼ 408524b19; d21 ¼ 144781b20:
We ﬁrst determine small solutions of (6.2).
Lemma 13. Suppose b > 0 and
aXðb2 þ 1Þ2: ð7:1Þ
Then the only primitive solutions ðx; yÞ of (6.2) with 0pyoq3=d2 ¼ a3=b3 þ
1=b are the trivial solutions.
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Proof. If y ¼ 1; then by (6.2) and (7.1) we see easily that x ¼ 0 or x ¼71:
Hence we may suppose 2pyoq3=d2 and xa0: We shall show that
ðb=d; a=dÞ; d ¼ gcdða; bÞ; is the only primitive solution satisfying this
condition. We have x > 0; since otherwise we would have jx3 þ axy2 
by3jX1þ 4a þ 8b > a þ b þ 1; a contradiction. We divide into cases.
(i) Case where 2pypb þ 1: We have
jx3 þ axy2  by3j  ða þ b þ 1ÞX1þ ay2  by3  ða þ b þ 1Þ
¼ aðy2  1Þ  bðy3 þ 1ÞX3ðb2 þ 1Þ2  bððb þ 1Þ3 þ 1Þ > 0;
a contradiction.
(ii) Case where b þ 2pyoa=b: We use the generalized Legendre theorem
for n ¼ 1: Note that 1 ¼ q1=d0oq2=d1 ¼ a=b: By Lemma 11 and the
assumption for y; we have
y1 
x
y

oa þ b þ 1ay  y2 p a þ b þ 1aðb þ 2Þy2 ¼ ða þ b þ 1Þðb þ 1Þaðb þ 2Þd1ðd0 þ d2Þy2:
On the other hand, we have aðb þ 2Þ  ða þ b þ 1Þðb þ 1Þ ¼ a  ðb þ 1Þ2X0
by (7.1). Hence jy1  x=yjo1=d1ðd0 þ d2Þy2: Therefore, by Theorem 5 we
have x=y ¼ p1=q1 ¼ 0; so x ¼ 0; a contradiction.
(iii) Case where a=bpyoq3=d2: Similarly as (ii), by Lemma 11 and (7.1)
we obtain jy1  x=yjo1=d2ðd1 þ d3Þy2: Therefore, by Theorem 5 for n ¼ 2;
we have x=y ¼ p2=q2 ¼ b=a ¼ ðb=dÞ=ða=dÞ; so x ¼ b=d; y ¼ a=d; which
yields the lemma. &
Now we give a lower bound for non-trivial solutions.
Lemma 14. Suppose b > 0 and aX8b4: Then the non-trivial primitive solutions
ðx; yÞ of (6.2) with yX0 satisfy
y >
a30
3:08 107b39
:
Proof. Let ðx; yÞ be a non-trivial primitive solution of (6.2) with yX0:
The assumption of Lemma 13, and that of the continued fraction
expansion of y1 are satisﬁed since 8b4 > ðb2 þ 1Þ
2 and 8b4 > 4b: By
Lemma 13, primitive solutions of (6.2) in the range 0pyoq3=d2 are all
trivial. So we have yXq3=d2: We use Lemma 12 for F ðx; yÞ ¼ x3 þ axy2 
by3 and y1: By Lemma 11 (see its proof), we may take A ¼ a for the constant
in (6.8). Under the assumption aX8b4; we verify (by aid of computer)
that, for n ¼ 3;y; 20; conditions (6.10) and (6.11) are all satisﬁed.
For this veriﬁcation we use the estimate qn > kn1?k2k1: Further, it is
enough to verify (6.10) and (6.11) for the case a ¼ 8b4 and b ¼ 1; since we
see easily that the general case is implied from this special case. From this
veriﬁcation, Lemma 12 implies ye½q3=d2; q21=d20Þ: (For this, veriﬁcation of
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(6.9) is not necessary.) Therefore, yXq21=d20 > a30=ð3:08 107b39Þ as
desired. &
Proof of Theorem 3. Suppose b > 0 and aXc5b4 with c5 ¼ 360; and let ðx; yÞ
be a non-trivial primitive solution of (6.2) with y > 0: Note that the
assumptions of Theorem 2 and Lemma 14 are satisﬁed. Hence, by
Theorem 2 and Lemma 14 we have
a30
3:08 107b39
oyoð2:16 105a3b4ða þ b þ 1ÞÞ
1
3lða;bÞ:
Hence we have
a30
3:08 107b39
 3lða;bÞ
o2:16 105a4b4ð1þ ðb þ 1Þ=aÞ;
that is,
a
ð3:08 107b39Þ1=30
 !8630lða;bÞ
oð3:08 107b39Þ2=15
 2:16 105b4ð1þ ðb þ 1Þ=aÞ: ð7:2Þ
However, if a tends to the inﬁnity, then lða; bÞ tends to 2, hence the left-hand
side of (7.2) tends to the inﬁnity, and (7.2) yields a contradiction. In the
following, we shall show that the assumption above in fact yields a
contradiction.
Since lða; bÞ is a decreasing function of a; we have by (1.4)
lða; bÞp lðc5b4; bÞ
¼ 1þ
6 log b þ logð4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4c35 þ 27=b
10
q
þ 12
ﬃﬃﬃ
6
p
=b5Þ
4 log b þ logð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4c35 þ 27=b
10
q
=27 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4c35b
10 þ 27
q
b5Þ
o 1þ
6 log b þ logð4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4c35 þ 27
q
þ 12
ﬃﬃﬃ
6
p
Þ
4 log b þ logð
ﬃﬃﬃﬃﬃﬃﬃ
4c35
q
=27 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4c35 þ 27
q
Þ
:
Since
logð4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4c35 þ 27
q
þ 12
ﬃﬃﬃ
6
p
Þ
logð
ﬃﬃﬃﬃﬃﬃﬃ
4c35
q
=27 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4c35 þ 27
q
Þ
o1:7521 and 6=4o1:7521;
we obtain
lða; bÞo1þ 1:7521 ¼ 2:7521 for aX360b4:
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Therefore, noting that the left-hand side (LHS) of (7.2) is an increasing
function of a; we have
LHS of ð7:2Þ >
c5b
4
ð3:08 107b39Þ1=30
 !86302:7521
> 8:4 107b9:2799;
and for the right-hand side (RHS) we have
RHS of ð7:2Þo ð3:08 107b39Þ2=15  2:16 105b4ð1þ ðb þ 1Þ=c5b4Þ
o 2:2 106b9:2:
These inequalities contradict (7.2), hence for aX360b4; (6.2) has no non-
trivial primitive solution, which implies Theorem 3. &
Proof of Theorem 4. (i) Cases b ¼ 1; aX322 and b ¼ 2; aX2950: In the
case b ¼ 1; (7.2) does not holds for a ¼ 322; since lð322; 1Þ ¼ 2:77284384;
and the LHS is 2:27 106 and the RHS is 2:16 106: Similarly, in the case
b ¼ 2; (7.2) does not holds for a ¼ 2950; since lð2950; 2Þ ¼ 2:7589995; and
the LHS is 1:37 109 and the RHS is 1:26 109: Therefore, by reason that
the LHS is an increasing function of a; (7.2) does not holds for b ¼ 1 and
aX322; nor for b ¼ 2 and aX2950: Hence for these cases, (6.2) has no non-
trivial primitive solution, equivalently, (1.5) has no non-trivial primitive
solution.
(ii) Cases b ¼ 1; 140pao322 and b ¼ 2; 940pao2950: The assumption
of Theorem 2 is satisﬁed for these cases. Hence by Theorem 2 we have an
upper bound for the solutions of (1.5). So we use the (ordinary) Legendre
theorem. We computed the simple continued fraction expansion of y using
the software UBASIC (see the review in the Notices of AMS of May/June
1989 and March 1991; it can treat numbers of 2600 digits), and veriﬁed that
no principal convergents (except b=a) up to the upper bound satisfy (1.5).
From this we see that for these cases, (1.5) has no non-trivial primitive
solution. The computing time on a personal computer with 1GH clock
under DOS Windows was about 3 min: (For b ¼ 1; 129pao140 and b ¼
2; 817pao940; the assumption of Theorem 2 is satisﬁed, but it is difﬁcult
to treat these cases by UBASIC because of its capacity of digits, so we
included these cases in (iii) and used KANT.)
(iii) Cases b ¼ 1; 1pao140 and b ¼ 2; 1pao940: Our method does not
give any information for the cases b ¼ 1; 1pap128 and b ¼ 2; 1pap816:
So we used KANT for these cases to ﬁnd all solutions of (1.5). (The function
‘‘ThueSolve’’ of this system solves a Thue equation if we only input its
coefﬁcients.) By this, we veriﬁed that (1.5) has no non-trivial primitive
solutions except the solutions listed below. The computing time was about
42 h: The proof of Theorem 4 is thus complete. &
I. Wakabayashi / Journal of Number Theory 97 (2002) 222–251 249
List of non-trivial primitive solutions ðx; yÞ of (1.5) with yX0:
Case b ¼ 1:
a ¼ 1; ð1; 2Þ; ð2; 3Þ; a ¼ 2; ð5; 11Þ; a ¼ 3; ð1; 2Þ:
Case b ¼ 2:
a ¼ 2; ð3; 4Þ; a ¼ 3; ð3; 5Þ; ð1; 2Þ; a ¼ 4; ð9; 19Þ;
a ¼ 5; ð1; 2Þ; ð1; 3Þ; a ¼ 6; ð1; 2Þ; a ¼ 7; ð1; 3Þ;
for a ¼ 1; 3; ðb; aÞ is excluded from the set of solutions:
Case b ¼ 1;2: Same as above with ðx; yÞ replaced by ðx; yÞ:
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