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Abstrakt
Cílem této práce je návrh a implementace klasifikačního software postaveného na knihovně
RapidMiner. Výsledná aplikace bude sdružovat nejpoužívanější algoritmy a procesy im-
plementované v RapidMineru do jednoduchého použitelného programu. Součástí nároků na
aplikaci je jednoduché rozhraní pro ovládání z příkazové řádky, stejně jako grafické rozhraní
zjednodušující nastavení více parametrů. Aplikace má také umožňovat tvorbu samostatných
jednoúčelových programů, sloužících na opakovanou klasifikaci s použitím předem natré-
novaného modelu. Nad rámec původního zadání je implementována i práce s textovými
daty z Wikipedie, jejich stáhnutí a předzpracování a následné použití jako trénovacích dat.
Text práce se zabývá postupně jednotlivými algoritmy a popisem kvalifikačních algoritmů,
jejich vlastnostmi a použitím, a popisuje návrh a implementaci systému. V rámci práce byla
vykonána i sada několika testů pro ověření výkonu a funkcionality aplikace. Jejich výsledky
jsou shrnuty v závěru práce.
Abstract
The goal of this work is the design and implementation of a machine learning software,
based on the RapidMiner library. The finished application integrates the most commonly
used algorithms and processes implemented in RapidMiner into an easily usable program.
The application contains a simple command line interface, as well as a graphic interface
to simplify selection of multiple parameters. The program also provides a tool to create
standalone programs, that can be used for classification with a pre-trained model. On top
of the original requirements the possibility to work with textual data from Wikipedia was
also implemented, providing a tool for downloading and preprocessing of the data in order to
use them as training input. This text focuses on the specifics of the algorithms and classifiers
used and on their features and uses, and describes the design and implementation of the
system. As part of this work, several tests were run in order to validate the efficiency and
functionality of the program. The test results are included at the end of the thesis.
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Kapitola 1
Úvod
Strojové učenie je vednou oblasťou, ktorá oplyvňuje životy nejedného z nás. Každým dňom
narastá počet dostupných dát pre mnohých dátových analytikov, ktorých analýza bez pou-
žitia umelej inteligencie by bola veľmi náročná. Jedným z pododborov umelej inteligencie,
ktorý ľudom pomáha pri analýze dát je strojové učenie. V roku 1959 definoval strojové
učenie Arthur Samuel ako oblasť, ktorá dáva počítačom možnosť učiť sa bez toho aby
boli explicitne naprogramované. Strojové učenie je odbor, ktorý sa využíva v mnohých od-
vetviach. Využitie nachádza v medicíne, fyzike, biológii, astronómii či informatike. Ide o
odbor, ktorý umožňuje počítačovým systémom učiť sa na základe dát. Dátami môže byť
štrukturovaný text, neštrukturovaný text či dáta z databázi.
V tejto práci sa budeme podrobnejšie venovať oblasti analýzy dát z textu a ich spraco-
vaním a klasifikáciou. Pri analýze dát z textu sa využíva veľmi veľká oblasť zaoberajúca sa
spracovaním prirodzeného jazyka. O čo teda vlastne ide a kde sa to všetko využíva?
Počítačové programy pre prekladanie textov [6] či triedenie e-mailovej pošty na vyžia-
danú a nevyžiadanú sú pekné ukážky využitia strojového učenia a spracovania prirodzeného
jazyka v každodennom živote. Málokto si vie predstaviť svoj každodenný život bez čítania
e-mailovej pošty. E-mailová schránka každého z nás však denno denne obsahuje mnoho ne-
vyžiadaných správ. V priemere každý človek dostane 6 nevyžiadaných e-mailov denne [11].
To je vcelku veľké číslo na to koľko pošty si v priemere denne prečítame. Celú situáciu však
zjednodušujú klasifikačné algoritmy, ktoré v každom e-mailovom kliente rozhodujú o tom,
ktorá pošta je vyžiadaná, teda tá ktorú si naozaj prečítať chceme a ktorá je nevyžiadaná.
Na všetky tieto problémy je možné aplikovať radu klasifikačných algoritmov. Každý z
týchto algoritmov má svoje výhody a nevýhody, ktoré môžeme vidieť na rôznych dátových
sadách. Jedným z nástrojov, ktorý je dostupný pre dátových analytikov je program Ra-
pidMiner. Vďaka nemu je možné využiť rôzne klasifikačné algoritmy bez ich matematickej
znalosti či znalosti programovania. Na prvý pohľad ide o program s komplikovaným gra-
fickým užívateľským rozhraním. Na strane druhej jeho na prvý pohľad zložité rozhranie
ponúka široké spektrum možností pre analýzu dát. Cieľom tejto práce je vytvoriť program,
ktorý bude využívať knižnicu RapidMiner a bude ovládateľný z príkazovej riadky. Užívateľa
ktorý prvý krát pracuje s týmto programom tak odprostí od zložitého rozhrania a môže
jednoducho pracovať na analýze dát.
Práca je systematicky rozdelená do siedmich kapitol. V úvode práce je približený prob-
lém strojového učenia a samotné zadanie práce aby bolo zrejme ktorým smerom sa bude
práca ďalej uberať.
V kapitole 2 je popísaná teoretická časť práce, v ktorej je popísaný postup ako je možné
textové dokumenty predspracovať. Čitateľ sa oboznámi bližšie s pojmami strojového učenia
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ako aj s klasifikačnými algoritmami, ktoré výsledná aplikácia používa.
Program RapidMiner ako aj technológie, ktoré som v práci použila sú popísane v kapi-
tole 3.
Podrobný popis zadania sa nachádza v kapitole 4. Je tu bližšie priblížená integrácia
programu RapidMiner do aplikácie napísanej v programovacom jazyku Java ako aj požia-
davky, ktoré musí spĺňať naimplementovaná aplikácia.
Implementácia, ktorá je rozdelená do 3 logických celkov, kde každý jeden z nich zapú-
zdruje samostatnú časť aplikácie je popísana v kapitole 5.
V predposlednej 6. kapitole sú zhrnuté výsledky testov. Zamerala som sa na porovnanie
rýchlosti mojej aplikácie a aplikácie RapidMiner a na vyhodnotenie výsledkov predspraco-
vania textových dát.
Dosiahnuté výsledky a zhrnutie práce sa nachádza v poslednej 7. kapitole.
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Kapitola 2
Analýza problému
2.1 Strojové učenie
V práci sa budeme venovať analýze a spracovaniu dát z textov a strojové učenie budeme
považovať za odbor zaoberajúci sa klasifikáciou vzorkov, v našom prípade textov a doku-
mentov s danou množinou príznakov do diskrétnych tried. Pre účely tejto práce sa budeme
venovať iba algoritmom strojového učenia, ktoré sa učia s učiteľom. Všetky trénovacie dáta
pomocou ktorých sa jednotlivé klasifikátory budú učiť budú rozdelené do diskrétnych tried
a proces klasifikácie prebehne na základe predchádzajúceho procesu učenia sa.
Vstupom tohto rozhodovacieho procesu bude vždy sada hodnôt vopred známych vlast-
ností skúmaného vzorku. Typy týchto vlastností, resp. množiny ich hodnôt môžu byť roz-
ličné. Prípustné sú vlastnosti tak výčtových, ako aj diskrétnych alebo spojitých typov. Pre
lepšiu predstavu si ako jednoduchú vzorku môžeme predstaviť zdravotný záznam o človeku.
Príkladom výčtovej vlastnosti môže byť napríklad pohlavie, príkladom diskrétnej, celočí-
selnej napríklad jeho vek a spojitou môže byť jeho podiel cukru v krvi. Vzorku nám teda
definuje táto sada hodnôt, ktoré budeme ďalej označovať ako vektor príznakov. Tento vek-
tor musí byť stály tak počas procesu učenia ako aj medzi procesom učenia a klasifikáciou.
Nesmú sa teda meniť významy jednotlivých položiek, ich poradie, definičné obory alebo
významy ich hodnôt.
2.2 Klasifikácia textov
Textové dáta sú veľkým zdrojom informácii. Môže byť ale pomerne zložité z nich tieto
informácie dostať. Klasifikácia textov sa využíva pri riešení mnohých problémov medzi ktoré
patrí filtrovanie spamu, kategorizácia článkov podľa tém, triedenie žurnálov či abstraktov
podľa predmetu. V tejto práci budeme za textové dáta považovať textové dokumenty. Každý
dokument môže byť zaradený do viacerých tried, práve jednej triedy alebo žiadnej. Úlohou
algoritmov strojového učenia je teda naučiť algoritmus rozhodovať o tom do ktorej kategórii
dokument patrí a to vcelku automaticky. Proces trénovania a klasifikácie môžeme vidieť na
obrázku 2.1.
Ako sme už spomínali v predchádzajúcej kapitole, budeme sa venovať algoritmom, ktoré
sa učia s učiteľom. Výrazným zjednodušením bude, že sa obmedzíme výlučne na príznaky
ktorých hodnoty sú vyjadriteľné pomocou spojitých číselných hodnôt. Toto nám umožní
nahliadať na vektory príznakov ako na vektory v ich tradičnom matematickom význame.
Niektoré typy dát, ako napríklad spomínaný lekársky záznam sú vektoru príznakov veľmi
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podobné. Čo ale môžeme spraviť ak transformácia na vektor príznakov nie je taká priamo-
čiara? Textový dokument je zoznam slov, ktorý potrebujeme previesť na formát, ktorému
budú rozumieť učiace algoritmy. Túto problematiku môžeme rozdeliť do dvoch, do veľkej
miery nezávislých častí. Jednou z nich je predspracovanie textu dokumentu pred jeho trans-
formáciou na vektor príznakov, ktorú si bližšie popíšeme v kapitole 2.3. Druhou časťou je
samotná transformácia textu na vektor príznakov. Táto transformácia sa môže skladať z
viacerých krokov a bližšie si ju popíšeme v kapitole 2.4.
Obr. 2.1: Učenie s učiteľom. (a) Počas procesu trénovania je potrebné získať z dokumentov
príznaky. Značky spolu s týmito vlastnosťami sú vstupom učiaceho algoritmu. (b) Pri klasifi-
kácii použijeme rovnaký proces na získavanie príznakov ako pri trénovaní. Vektor príznakov
je vstupom klasifikačného modelu, ktorý vznikol ako výsledok fázy trénovania. Výstupom
modelu je znova trieda do ktorej je dokument zaklasifikovaný. Ilustrácia je prevziata [4]
.
2.3 Normalizácia textov
Pred samotným procesom transformácie dát na vektory príznakov je potrebné pre dosiahnu-
tie lepších výsledkov pri klasifikácii dokumenty vhodne predspracovať. Cieľom predprípravy
textových dát je najmä rozpoznať hranice jednotlivých slov, zbaviť text slov, ktoré o obsa-
hovej stránke textu nevypovedajú a zjednotiť tvary jednotlivých slov. Za týmto cieľom je
možné použiť viaceré techniky. V nasledujúcich podkapitolách si priblížime tie najvšeobec-
nejšie z nich, ktoré je možné použiť vo väčšine prípadov. Pokiaľ sa však jedná o textové
dáta, ktoré sú niečím špecifické je možné použiť špecifické postupy.
Na koľko sa budem vo zvyšku práce venovať spracovaniu a klasifikácii anglických tex-
tových dokumentov, príklady budú uvedené v tomto jazyku.
2.3.1 Tokenizácia
Pod tokenizáciou textu rozumieme jeho rozdelenie na jednotlivé slová, alebo samostatné
celky. V jazykoch postavených na latinskej abecede sa na túto úlohu používajú hlavne 2
postupy, oba relatívne intuitívne. Prvým z nich je delenie slov na základe výskytu bielych
znakov. Ako biele označujeme tradične znaky medzery, nedeliteľnej medzery, znak nového
riadku a znak tabulátoru. Toto delenie je jednoduché a často spĺňa naše očakávania, je
však treba pamätať na viaceré obmedzenia. Jedným z nich je, že po takomto rozdelení
budú slová naďalej obsahovať diakritiku, ktorá od nich bielymi znakmi nebola oddelená
(čiarky, úvodzovky a pod.). Druhým obmedzením je, že v jazykoch, ktoré slová spájajú
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pomlčkami alebo inými nealfanumerickými znakmi, tieto slová ostanú nerozdelené. Druhým
tradičným postupom je delenie textu práve podľa nealfanumerických znakov. Toto delenie
nás automaticky zbaví diakritiky a rozdelí aj slová neoddelené bielymi znakmi, môže však
rozdeliť aj časti textu ktoré mali ostať spojené. Príklady problémov nad ktorými je potrebné
sa pri tokenizácii zamyslieť môžeme vidieť nižšie.
• Peter’s dog - Peter dog, Peters dog, Peter’s dog.
• I’m, You’re, isn’t - I am, You are, Is not.
• Hawlett-Packard - Hewlett Packard.
• San Francisco - jeden alebo dva tokeny?
• PhD., Ing., km/h.
2.3.2 Filtrovanie slov
Bežnou úpravou textu, ktorý už prešiel procesom tokenizácie je filtrovanie nevhodných slov.
Za nevhodné považujeme slová, ktoré sú v jazyku syntakticky nutné, avšak významovo text
neovplyvňujú. Patria sem napríklad zámená, vetné členy alebo spojky. Súhrnne sa tieto
slová nazývajú stop slová a väčšinou sú uložené v slovníku na základe ktorého ich z textu
vyfiltrujeme. Nie vždy však môže odstránenie týchto slov stačiť. Po tokenizáci nám mohli v
texte ostať samostatne stojace písmena, ktoré vznikli odrezaním od slova pri delení textu na
tokeny. Na koľko väčšinou ide o slová dĺžky jedného znaku, odstránia sa všetky slová, ktoré
majú takúto dĺžku. Odstrániť môžeme slova ľubovolnej dĺžky v závisloti na nastaveniach.
2.3.3 Stemming
Stemming [8] je process úpravy jednotlivých slov na ich základ, presnejšie povedané na tvar
bez akýchkoľvek prípon. V praxi je tento proces problematický a môže sa výrazne líšiť od
jazyka k jazyku. Napriek tomu je tento process zásadný pre úspech učenia a klasifikácie.
Slovenčina samotná je jazykom, v ktorom je nutnosť stemmingu veľmi viditeľná. Predstavme
si slovo ako algoritmus. Výskyt tohto slova v článku vypovedá veľa o jeho obsahu. Keď
si však predstavíme tvary ktoré toto slovo bežne nadobúda, ako algoritmy, algoritmický,
algoritmami, atď., je jasné, že bez korektnej úpravy na jednotný tvar bude táto spojitosť
nepovšimnutá. Existuje viacero algoritmov snažiacich sa o process stemmingu, avšak žiaden
z postupov nie je ani zďaleka dokonalý. Napriek jeho problematickosti a chybovosti sa však
bez neho nezaobídeme.
2.3.4 N-gramy
N-gramy je označenie postupností po sebe idúcich slov s ktorými ďalej pracujeme ako so
samostatnými prvkami. Práca s takýmito n-gramami je jedným z možných spôsobov, ako
si udržať informačnú hodnotu, ktorá by bola pri práci so samostatnými slovami stratená.
Pre praktickosť použitia n-gramov však musí byť sada textov dostatočne veľká, nakoľko pri
menších dátových sadách sa budú špecifické kombinácie slov vyskytovať primálo krát. Pri
takýchto dátach malé rozdiely spôsobia veľké odchýlky od korektných výsledkov.
Štatistické modely postavené na n-gramoch sú prípadom Markovových modelov a majú
širokú škálu použitia. Sú bežným pohľadom najmä pri spracovaní veľkých korpusov dát, či
už pri štatistickej analýze, alebo pri korekcií chýb v textoch. Modely postavené na n-gramoch
nie sú špecifické pre anglický jazyk a fungujú dobre aj na cudzojazyčných korpusoch.
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2.4 Transformácia textu na vektor príznakov
V nasledujúcich častiach si priblížime možnosti prevodu textu na vektor príznakov. Tento
proces sa bežne označuje aj ako extrakcia príznakov. Čo toto konkrétne znamená? Vstupom
je pre nás zoznam tokenov, ktorý je výstupom krokov popísaných v predošlých odstavcoch.
Našim výstupom by mal byť zoznam príznakov a postup, ako ich získať. Tento koncept
bude zjavnejší na príklade niekoľkých použiteľných postupov.
2.4.1 Počet slov
Pravdepodobne najjednoduchším postupom, ako z textu získať vektor príznakov je zamerať
sa na počty výskytov jednotlivých slov. Po spočítaní slov sa tak dostaneme na konkrétne
hodnoty počtu jednotlivých slov jazyka pre každý článok. Pre tieto účely definujme funkciu:
f(t, d) = x , kde x je počet výskytov slova t v dokumente d (2.1)
Aby sa tieto dáta mohli považovať za vektor príznakov, je nutné zafixovať, na počet
ktorých slov sa budeme pýtať. Najčastejšie chceme ponechať tie, ktoré sa v celej množine
dokumentov vyskytovali častejšie. Tento postup má bohužiaľ viaceré značne obmedzujúce
chyby. Jednou z väčších je, že toto hodnotenie má tendenciu preferovať dlhšie články, ktoré
prirodzene obsahujú väčší počet slov. Taktiež pripisuje veľkú váhu slovám, ktoré sú síce
zastúpené v článku veľa krát, ale sú podobne zastúpené aj v článkoch ostatných. Nasledujúce
postupy sa snažia do istej miery tieto problémy redukovať.
2.4.2 Prítomnosť slov
Ďalším relatívne jednoduchým spôsobom získania vektoru príznakov je namiesto počítania
počtu slov používať len dve hodnoty. Hodnotu 1 pre výskyt slova a hodnotu 0 pre jeho ab-
senciu. Toto nám pomôže zredukovať obrovskú disproporciu medzi rôzne dlhými článkami.
Na druhej strane však úplne prídeme o informáciu o počte slov, čo môže mať negatívny
dopad na niektoré druhy textov. Funkcia počítajúca hodnotu prítomnosti slov 2.2 sa dá
definovať pomocou predošlej funkcie pre výpočet počtu slov v dokumente 2.1.
bf(t, d) =
{
1, pre f(t, d) > 0.
0, pre f(t, d) = 0 .
(2.2)
2.4.3 Frekvencia slov
Možnosťou ako informáciu o počte rovnakých slov v článku zachovať a nezvýhodniť pri tom
dlhšie texty je počítať počet slov vzhľadom na dĺžku článku. Týmto spôsobom neprídeme
o fakt, keď je článok plný výskytov niektorého zo slov. Výpočet frekvencie slov si môžeme
predstaviť nasledovne (možných postupov je viac):
tf(t, d) =
f(t, d)
|d| (2.3)
Vzorec 2.3 používa frekvenciu výskytu slova, ktorá sa spočíta ako podiel počtu výskytov
tohto slova k počtu všetkých slov v dokumente. Stále tu však budeme dávať veľké váhy slo-
vám ktoré sa vyskytujú veľmi často vo veľkom množstve článkov a sú preto pravdepodobne
menej dôležité.
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2.4.4 TF-IDF
V praxi najpoužívanejším postupom pre extrakciu príznakov textových dát je algoritmus tf-
idf (term frequency - inverse document frequency) [10]. Myšlienka tohto algoritmu spočíva
práve v uvedomení si, že na jednej strane, čím je slovo viac v texte zastúpené, tým viac
dané slovo tento text vystihuje. Na strane druhej, čím viac je toto slovo zastúpené aj v
ostatných dokumentoch trénovacej množiny, tým menej je pre nás takéto slovo smerodatné.
Tento vzťah sa často vyjadruje ako:
tf -idf(t, d,D) = tf(t, d) ∗ idf(t,D) (2.4)
Kde D značí množinu všetkých dokumentov a:
idf(t,D) = log
|D|
|{d ∈ D; t ∈ d}| (2.5)
Menovateľ teda značí množstvo dokumentov ktoré slovo t obsahujú. Tento algoritmus už
úspešne odstraňuje väčšinu bežných závad a je široko použiteľný na rozličné druhy textov.
Jeho menšou nevýhodou je fakt, že definíciu vektoru príznakov tu netvorí len zoznam slov
ktoré nás zaujímajú, ale aj hodnoty ich idf funkcií namerané počas procesu učenia.
2.4.5 PCA
PCA je algoritmus pre analýzu hlavných komponent. Nejde o algoritmus pre extrakciu prí-
znakov podobný predošlým spomínaným algoritmom. Jeho vstupom je už existujúca sada
vektorov príznakov a jeho výstupom je lineárna transfomácia týchto vektorov na rovnako,
alebo menej dimenzionálny priestor tak, že vektory nového priestoru sú ortogonálne čiže
lineárne nezávislé. Zároveň sa snaží voliť transformáciu tak, aby maximalizovala varian-
ciu týchto dát. Z takto nájdených nekorelujúcich vektorov zvolíme tie významnejšie, čím
priestor dimenzií efektívne redukujeme. Metóda PCA je populárna najmä v kontexte roz-
poznávania obrazových dát. Jej použiteľnosť je však výrazne širšia a je užitočná aj pri
spracovaní textových dát.
Existuje viacero metód ako hlavné komponenty spočítať. V oblasti strojového učenia je
dnes bežným algoritmom algoritmus SVD (singular value decomposition). Algoritmus sa
snaží rozložiť maticu M do nasledovnej podoby:
M = UΣW T (2.6)
U a W sú ortogonálne matice, tj.
UUT = I (2.7)
kde I je jednotková matica. Σ je diagonálna matica a jej hodnoty na diagonále nazveme
singulárne hodnoty. Pre výsledok tohto rozkladú platí, že matica
T = UΣ (2.8)
je maticou skladajúcou sa z hlavných komponent. Metóda SVD je používanou najmä vďaka
známej efektívnej implementácií výpočtu.
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2.5 Klasifikačné algoritmy
2.5.1 Naive Bayes
V roku 1812 Laplace publikoval v knihe Théorie analytique des probabilitiés formuláciu
Bayesovej vety, na ktorej pôvodne začal pracovať Thomas Bayes a v roku 1763 ju publikoval
v článku An Essay towards solving a Problem in the Doctrine of Chances [3]. Na základe
Bayesovho teóremu je postavený klasifikátor naive bayes, ktorý si popíšeme na nasledujúcich
riadkoch.
Majme dva náhodne javy A a B s pravdepodobnosťou P (A) a P (B) s podmienenou
pravdepodobnosťou javu A javom B P (A|B) a B podmienené javom A P (B|A) potom platí
P (A|B) = P (B|A)P (A)P (B) Kde
• P (A|B) - pravdepodobnosť toho, že dokument B bude v triede A
• P (B|A) - pravdepodobnosť toho, že narazíme na dokument B ak poznáme triedu A
• P (B) - pravdepodobnosť výskytu dokumentu B
• P (A) - pravdepodobnosť výskytu triedy A
Pravdepodobnosť P (A|B) teda vyjadruje pravdepodobnosť, že jav A nastane za predpo-
kladu, že nastal jav B. Tento základný vzorec môžeme jemne rozšíriť na prípad s viacerými
javmi ktoré nastali. Túto pravdepodobnosť označíme P (A∨B1...Bn) a Bayesov vzorec nám
o nej hovorí:
P (A|B1...Bn) = P (A)P (B1...Bn|A)
P (B1...Bn)
(2.9)
Toto je situácia zhodná so situáciou pri klasifikácií vzorkov v rámci strojového učenia.
P (x|v1...vn) bude označovať pravdepodobnosť, že vzorka patrí do triedy x, pokiaľ má vlast-
nosti v. Predstavme si teda klasifikáciu do dvoh tried x a y. Povieme že vzorok patrí do
triedy x, práve vtedy keď:
P (x|v1...vn) > P (y|v1...vn) (2.10)
Toto môžeme ďalej upraviť podľa Bayesovho vzorca:
P (x)
P (v1...vn|x)
P (v1...vn)
> P (y)
P (v1...vn|y)
P (v1...vn)
(2.11)
P (x)P (v1...vn|x) > P (y)P (v1...vn|y) (2.12)
Ďalej môžeme predpokladať, že pravdepodobnosti P (x) a P (y) sú rovnaké (vzorka má
bez ďalších informácií rovnakú šancu patriť tak do triedy x ako do triedy y).
P (v1...vn|x) > P (v1...vn|y) (2.13)
Na tomto mieste prichádza na radu zjednodušenie problému, kvôli ktorému sa tento
algoritmus označuje ako naive bayes. Budeme predpokladať, že javy v1...vn sú nezávislé.
Toto významne zjednoduší spôsob ako spočítať P (v1...vn|x). Bohužiaľ tým sa však limituje
použiteľnosť algoritmu na dátach s na sebe závislými vlastnosťami. S týmto obmedzením
je ale možné urobiť nasledovnú úpravu.
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P (v1...vn|x) = 1
Z
p(x)
n∏
i=1
P (vi|x) (2.14)
Kde Z je konštanta a môžeme naďalej predpokladať, že p(x) = p(y). Nerovnica sa nám
teda upraví na:
n∏
i=1
P (vi|x) >
n∏
i=1
P (vi|y) (2.15)
Kde P (vi|x) označuje podiel trénovacích vzorov z triedy x, ktoré mali vlastnosť vi. To je
hodnota, ktorú je možné v rámci trénovania predpočítať a na základe vyššie uvedeného
vzorca teda rýchlo klasifikovať. Napriek svojmu značnému zjednodušeniu je naive bayes
naďalej jedným z používanejších klasifikačných algoritmov. Jeho jednoduchá implementácia
a relatívne dobré výsledky z neho robia obľúbený vzorový model klasifikátoru.
2.5.2 k-NN
Klasifikačný algoritmus k-NN je jedným z najjednoduchších použiteľných klasifikačných
algoritmov. Skratka k-NN skracuje anglické označenie „k-nearest neighbors”, čo znamená
k-najbližších susedov. Tento algoritmus nie je algoritmom s učením v jeho pravom slova
zmysle. Pre jeho funkciu je síce potrebná sada vopred hodnotených vzorkov, tzv. trénova-
cia množina, ale algoritmus žiaden samostatný učiaci krok neobsahuje, vzorky len vhodne
uloží. Všetka „práca” je súčasťou klasifikačného procesu. Tu porovnáme práve klasifiko-
vaný vzorok so všetkými vzorkami trénovacej množiny, pričom nás zaujíma ich vzájomná
vzdialenosť. Je viacero možností ako vyčísliť vzdialenosť medzi dvoma vektormi. V praxi
je najpoužívanejšou z geometrie známa euklidovská vzdialenosť. Príklad klasifikácie s euk-
lidovskou vzdialenosťou je znázornený na obrázku 2.2. Euklidovskú vzdialenosť vzorkov
(vektorov) a a b s dĺžkou n a prvkami označenými ako ai, definujeme ako funkciu d(a, b):
d(a, b) =
√√√√ n∑
i=1
(ai − bi)2 (2.16)
Pre dvoj- a troj- rozmerné priestory je to teda tradičné vnímanie pojmu vzdialenosť.
Ide o stav keď zmeriame vzdialenosť testovaného vzorku k všetkým ostatným vzorkom,
vyberieme práve n najbližších objektov z trénovacej množiny a testovaný vzorok zakate-
gorizujeme podľa triedy ktorá v týchto n objektoch prevažuje. Algoritmus k-NN disponuje
len malým množstvom výhod. Medzi najväčšie z nich patrí jednoduchosť implementácie, čo
ho robí vhodným na jednoduché pokusy. Praktickému použitiu však bránia viaceré zásadné
chyby. Najväčšou z nich je čas nutný pre úspešnú klasifikáciu. Tento rastie lineárne spolu
s veľkosťou trénovacej množiny. Kedže väčšina praktických aplikácií strojového učenia ráta
s relatívne veľkými sadami trénovacích dát a rýchlosť klasifikácie je jedným z hlavných
parametrov, je táto vlastnosť extrémne nežiadúca. Druhým, o niečo menším problémom
je nutnosť neustále udržovať trénovaciu metódu v jej celom nezmenšenom stave, čo môže
zabrať netriviálne množstvo pamäte.
2.5.3 Support Vector Machines
Algoritmus support vector machines, často označovaný skratkou SVM [5], patrí medzi najro-
zšírenejšie klasifikačné algoritmy. Algoritmus je postavený na nasledovnej myšlienke. Pred-
11
Obr. 2.2: Ilustrácia rozdielnej klasifikácie v závislosti na rozdielnej hodnote k. V prípade
k = 1 je X zaradené do triedy 2, pri k = 2 sa zaradí do triedy 1
stavme si naše trénovacie vzorky, reprezentované n-rozmernými vektormi ako body vy-
skytujúce sa v n-rozmernom priestore. Pre účely klasifikácie sa snažíme v tomto priestore
skonštruovať n − 1 rozmerný podpriestor, ktorý by ho rozdeľoval na dve časti, kde každá
by obsahovala len jednu triedu vzorkov. Ľudskej predstavivosti je pravdepodobne najbližší
dvojrozmerný priestor a jeho rozdeľujúcim priestorom je v tomto prípade čiara. Špecificky
nás zaujíma taký rozdeľujúci podpriestor, ktorý vytvorí medzi najbližšími susedmi čo na-
jširšiu medzeru. Príklad takéhoto rozdelenia v 2-D priestore je naznačený na obrázku 2.3.
Problémom tohto postupu je stav, kedy dáta nejdú týmto spôsobom jednoznačne rozdeliť a
sú neseparovateľné. Riešením tejto situácie je transformácia dát do takej podoby, v ktorej
rozdeliteľné budú. Táto transformácia pritom môže výrazne zväčšiť počet dimenzií vektoro-
vého priestoru v ktorom sa klasifikácia odohráva. Táto transformácia prebehne s pomocou
tzv. kernelovej funkcie. Funkcií tohoto druhu je veľké množstvo a pre rôzne charaktery dát
sú vhodné rôzne z nich.
Obr. 2.3: Ilustrácia znázorňuje rozdelenie 2D priestoru na 2 časti prislúchajúce jednotlivým
triedam. Predel je rovnako vzdialený od oboch najbližších bodov.
2.5.4 Neurónove siete
Neurónové siete sú súhrnným označením druhu klasifikátorov, ktorých základná myšlienka
spočíva v spájaní menších jednoduchších klasifikátorov do siete, ktorá sa trénuje na dátach
spoločne a úlohy jednotlivých dielčích klasifikátorov nie sú vopred dané [1]. Inšpiráciou tohto
modelu sú skutočné neurónové siete na ktorých je postavená neurónová sústava živočíchov.
Jeden neurón je bunkou, ktorá je pripojená na množstvo iných neurónov alebo senzorov a ich
výstupy sú jej vstupom. Na základe svojich vstupov neurón vysiela svoju výslednú hodnotu
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ďalej. Mechanizmus ktorým táto hodnota vzniká sa počas životného cyklu postupne mení
tak, aby viac vyhovoval okolnostiam.
Základným prvkom umelej neurónovej siete je teda akýsi jednoduchý klasifikátor. Naj-
jednoduchším bežne používaným algoritmom pre tento účel je algoritmus perceptron. Vý-
stup tohto algoritmu je binárny a teda sú prípustné len hodnoty 0 a 1. Jeho vstupom je
vektor v a jeho vnútorný stav je vyjadrený rovnako veľkým vektorom váh w a hodnotou
prahu označovanou θ. Výstup perceptronu sa spočíta nasledovnou funkciou out.
in(v) =
n∑
i=1
viwi (2.17)
out(v) =
{
1, pre in(v) ≥ 0.
0, pre in(v) < 0 .
(2.18)
S takto definovaných neurónov je následne nutné zložiť sieť. Za zmienku stojí, že ako ne-
urónová sieť môže slúžiť aj jeden samostatne stojací neurón. V prípade spájania neurónov
do skutočnej, viacprvkovej siete jej správanie výrazne určuje jej vnútorné usporiadanie.
Tradičným spôsobom ako za seba neuróny skladať je ukladať ich do špecifických vrstiev.
Pre tieto vrstvy platí, že vstupom prvej vrstvy neurónov je testovaný vzorok a vstupom
neurónov každej ďalšej vrstvy sú vždy všetky neuróny predošlej.
2.5.5 Lineárna diskriminačná analýza
Ďalším, zo škály známych klasifikačných algoritmov je lineárna diskriminačná analýza, skrá-
tene LDA [7]. Tento algoritmus je najmä metódou ako upraviť vektorový priestor tréno-
vacích vzorov pred samotným učením. Je možné ho však použiť aj ako samostatne stojací
klasifikačný algoritmus. Hlavným cieľom algoritmu LDA je redukcia počtu dimenzií vek-
torového priestoru a to tak, že výsledný priestor budú tvoriť dimenzie, ktoré vznikly ako
lineárna kombinácia dimenzií priestoru pôvodného [2]. Samozrejme nemáme záujem o ľu-
bovolné transformácie. Pri LDA vychádzame z myšlienky, že pre dobre stransformované
dáta platí, že v rámci jednotlivých tried je ich vzájomný rozptyl čo najnižšií (body sú veľmi
blízke priemernej hodnote) a naopak, rozptyl všetkých dát je čo najväčšií. Rozptyl sady dát
je definovaný ako:
var(X) =
X∑
x
(x− E(X))2
|X| (2.19)
Takto stransformované dáta teda ideálne tvoria husté, od seba vzdialené zhluky. Jednoduchú
ukážku je možné vidieť na obrázku 2.4.
2.5.6 ID3
Algoritmus ID3 (Iterative Dichotomiser 3), prvý krát popísaný Rossom Quinlanomň [9]
je jedným z najpoužívanejších algoritmov pre tvorbu rozhodovacích stromov. Na úvod si
popíšme, akou štruktúrou takýto rozhodovací strom je. Predstavme si jednoduchý strom
(acyklický graf). Klasifikácia s pomocou tohto stromu začína v jeho koreni a v každom
kroku sa presunieme do jedného z jeho potomkov. Akonáhle sa ocitneme v jednom z listov,
tento list má na sebe jednoznačne priradenú jednu z tried do ktorých sa snažíme klasifiko-
vať. Rozhodovací process v každej z úrovní prebieha na základe práve jednej z vlastností
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Obr. 2.4: Prevziate z [2]
skúmaného objektu a každý z potomkov zodpovedá nejakej časti hodnôt. Proces budovania
rozhodovacieho stromu teda spočíva vo voľbe ako a podľa akej vlastnosti sa v jednotlivých
uzloch rozhodovať. Algoritmus ID3 buduje tento strom postupne, od koreňa s pomocou
trénovacej sady nasledovným spôsobom. V každom z uzlov vezme časť trénovacích doku-
mentov, ktorá by sa doňho dostala a vyberie tú z vlastností, ktorá minimalizuje entropiu,
resp. maximalizuje informačný zisk. Čo sa tu pod entropiou myslí? Majme množinu vzorkov
S a množinu klasifikačných tried X. Funkcia p(x) nech vyjadruje podiel vzorkov z mno-
žiny S, ktoré patria do triedy x. Funkcia H(S), vyjadrujúca entropiu množiny S je potom
definovaná ako:
H(S) = −
∑
x∈X
p(x) log2 p(x) (2.20)
Tento na pohľad jemne komplikovaný vzorec vyjadruje fakt, že rozdelením s najväčšou
entropiou je tak rozdelenie ktoré obsahuje všetky triedy v rovnomernom zastúpení. Naopak
najmenšiu entropiu má množina obsahujúca len prvky jednej triedy. Algoritmus ID3 v po-
písanej podobe nie je vhodný priamo na prácu s číselnými hodnotami vlastností, nakoľko
je tu principiálne nekonečne veľa možností ako rozdeliť množinu v uzle. Tento problém sa
tradične rieši zvolením vopred daných intervalov hodnôt a následného rozďeľovania na ich
základe. Rozhodovacie stromy vytvorené s pomocou ID3 bohužiaľ trpia viacerými problé-
mami. Na jednej strane je algoritmus greedy, to znamená, že akonáhle sa raz rozhodne pre
delenie, už toto rozhodnutie nespochybňuje, toto ale môže vyústiť v neoptimálne stromy.
Na strane druhej má ID3 samo o sebe tendenciu pretrénovať sa, nakoľko rozdeľuje množiny
až na potencionálne zanedbateľne malé časti. Je preto nutné toto delenie v správny moment
zastaviť.
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Kapitola 3
Použité technológie
V tejto kapitole si bližšie priblížime technológie, ktoré boli v práci použité. Aplikácia je
implementovaná v programovacom jazyku Java a jej jednoduché grafické užívateľského
rozhranie využíva grafickú knižnicu Swing. Na koľko ide o aplikáciu, ktorá zjednodušuje
používanie programu RapidMiner, v časti 3.1 si povieme niečo viac o tomto programe a o
tom ako funguje.
3.1 RapidMiner
RapidMiner je jedným z najrozšírenejších a najviac používaných open-source programov pre
hlbkovú analýzu dát. Projekt vznikol v roku 2001 na Dortmundskej univerzite pod názvom
Yale. Neskôr, od roku 2007 na jeho vývojí pokračovala firma Rapid-I GmbH. Od roku 2010
poskytujú aj serverovú verziu Rapid Analytics. Celý program je napísaný v programovacom
jazyku Java pod GNU Affero General Public Licence (AGPL) 1. Ak táto licencia nevyhovuje
komerčným vývojarom musia získať proprietárnu licenciu ktorou je napríklad licencia OEM.
Program je využívaný veľkým množstvom ľudí z komerčnej oblasti ako aj univerzitami či
výskumnými strediskami. Na koľko poskytuje možnosti pre hĺbkovú analýzu dát a strojové
učenie je využívaný matematikmi, analytikmi a informatikmi. Jednou z jeho výhod je, že
umožňuje jednoducho doimplementovať nové operátory a navzájom ich porovnávať a spájať
s už existujúcimi. Okrem týchto odvetví je RapidMiner využívaný aj vedcami zaoberajúcimi
sa fyzikou, chémiou, medicínou či sociálnymi vedami. Každé z týchto odvetví pracuje s
veľkým množstvom dát a potrebuje nástroj, ktorý umožňuje ich analýzu.
RapidMiner disponuje veľmi príjemným grafickým užívateľským rozhraním, ktoré je na-
nešťastie v niektorých aspektoch až príliš komplikované. Na jednej strane máme skúsených
užívateľov ktorí dokážu vytvoriť aj zložitejší proces za niekoľko minút vďaka jednoduchej
tvorbe procesov pomocou operátorov. Na strane druhej máme užívateľov, ktorý sa s ním
práve učia pracovať alebo užívateľov, ktorý potrebujú vytvoriť iba zopár jednoduchých pro-
cesov. Pred nich je postavené rozhranie, ktoré disponuje viac než 400 možnými operátormi,
kde každý operátor má svoje vlastné nastavenia. Môže byť teda obtiažné nájsť ten správny,
ktorý práve potrebujeme. Ďalším problémom s ktorým sa treba popasovať je správne načíta-
nie dát, ktoré budeme analyzovať. Následne po načítaní dát a nájdený správných operátorov
musíme všetko medzi sebou vhodne zapojiť.
RapidMiner disponuje veľkým množstvom rozšírení. Na koľko sa práca zaoberá spracova-
ním textových dokumentov a ich klasifikáciou bolo pre dosiahnutie čo najlepších výsledkov
1Licencia AGPL http://www.gnu.org/licenses/agpl-3.0.html
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použité rozšírenie pre spracovanie textu. Toto rozšírenie disponuje operátormi pre predspra-
covanie dokumentov ako je tokenizácia, prevedenie textu na rovnakú veľkosť, stemming a
mnohé ďalšie.
3.1.1 Tvorba procesu
Každý proces je možné namodelovať z grafického užívateľského rozhrania RapidMineru.
Modelovaný je ako dátový tok, v ktorom definujeme jednotlivé operácie pomocou operátorov
a navzájom ich spájame. Vnútorne je proces reprezentovaný XML súborom, ktorý je takisto
možné modifikovať. Jednoduchý proces môžeme vidieť na obrázku 3.1.
Operátor je objekt, ktorý má vstupné a výstupné porty. Tieto porty umožňujú prepo-
jenie jednotlivých operátorov medzi sebou. Počet portov ako aj dátový typ, ktorý operátor
požaduje na vstupe a poskyuje na výstupe záleží od typu operátora. Ďaľšou nevyhnutnut-
nou súčasťou sú parametre, ktoré je možné nastaviť každému operátoru.
Obr. 3.1: Jednoduchý proces v RapidMineri.
RapidMiner poskytuje možnosť hierarchický usporiadať operátory. Toto sa využíva na-
príklad pri predspracovaní dokumentu či evaluácií klasifikátorov. Príklad je znázornený na
nasledovnom obrázku 3.2.
Obr. 3.2: Vnorené operátory v oprerátore pre krížovú validáciu.
Po vytvorení operátorov a nastavení ich parametrov je potrebné správne prepojiť na-
vzájom ich vstupné a výstupné porty. Po tejto fáze je proces možné spustiť. V RapidMineri
je možné si pozrieť ako vyzerajú dáta, ktoré prechádzajú jednotlivými operátormi pomo-
cou break pointov, ktoré sa umiestnia na operátor v ktorom chceme vidieť konkretný stav
dát. Táto možnosť zjednodušuje prácu s procesom a dátami a takisto umožňuje jednoduché
hľadanie chýb.
3.1.2 Práca s dátami
RapidMiner ponúka tiež možnosť, ako výsledky procesov ukladať pre ďalšie spracovanie. Zá-
kladným konceptom práce s dátami na disku je v RapidMineri takzvaný repozitár. Jedná
sa o jednoduchú abstrakciu adresára súborového systému, ktorá vš ak výrazne uľahčuje
prenositeľnosť. Všetky cesty s ktorými RapidMiner pracuje sú relatívne práve voči tomuto
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repozitáru. Pre prácu s ním ponúka RapidMiner dva základné operátory, menovite Store
a Retrieve, spolu s viacerými doplňujúcimi (Delete, Rename a pod.). Operátor Store umo-
žňuje ukladanie dát, ktoré sú výstupom iných operátorov. Môže sa jednať o konfiguráciu
natrénovaného klasifikátora, upravenú sadu trénovacích dát, dáta ktoré sú výsledkom kla-
sifikácie, alebo sú na výstupe ľubovolného iného výstupného portu (sada slov pri tvorbe
tf-idf či úspešnosť pri krížovej validácii). Na druhej strane, operátor Retrieve je schopný
tieto objekty opätovne načítať a zapojiť do iného procesu. Toto umožňuje už natrénovaný
model, alebo predspracovanú sadu dát použiť ako súčasť viacerých, principiálne odlišných
procesov. Okrem práce s repozitárom, umožňuje RapidMiner načítanie nespracovaných dát
z viacerých štandardných zdrojov ako napríklad csv súbory, xls súbory, SQL databáza a
veľké množstvo ďalších.
3.2 Java
Voľba programovacieho jazyka použitého pre implementáciu aplikácie padla na jazyk Java.
Najzásadnejším dôvodom je priama dostupnosť programového rozhrania knižníc RapidMi-
neru práve v tomto jazyku. Jedná sa o široko používaný interpretovaný jazyk, čo programu
zaručuje veľkú mieru prenositeľnosti. Významným prínosom je aj existencia dobre spra-
covaných štandardných knižníc pre väčšinu zložitejších úloh. Príkladom sú knižnica ant,
starajúca sa o správu procesu zostavenia aplikácie, alebo knižnica Swing využitá pri tvorbe
grafického uživateľského rozhrania.
Z viacerých možných alternatív knižníc pre prácu s grafickým užívateľským prostredím
som zvolila knižnicu Swing. Ide o štandartnú knižnicu pre prácu s GUI v Jave a je teda
distribuovaná priamo s knižnicami JDK 2. Knižnica Swing je postavená na programovaní
s pomocou udalostí a má špecifickú podporu pre kancelárske aplikácie, tj. aplikácie po-
stavené so sady obrazoviek s prvkami na zadávanie vstupov a riadené prevažne tlačítkami.
Nakoľko naša aplikácia nemá vyššie nároky na grafickú stránku, Swing je vhodnou a bohate
postačujúcou voľbou.
2JDK8 dostupné na http://www.oracle.com/technetwork/java/javase/downloads/
index-jsp-138363.html
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Kapitola 4
Analýza problému a návrh
aplikácie
V tejto kapitole si bližšie priblížime úlohu na ktorej som pracovala ako aj samotný návrh
výslednej aplikácie.
4.1 Zadanie
Zadaním bolo vytvoriť klasifikačný framework pomocou ktorého je možné jednoducho vy-
tvoriť proces ktorý umožní predspracovanie textu, vytvorenie klasifikátora podľa zadaných
parametrov a následne umožní dáta klasifikovať. Vstupom programu môžu byť ako textové
dokumenty tak dokumenty s danou množinou príznakov. Dokumenty s danou množinou prí-
znakov sú také dokumenty, ktoré obsahujú slová spolu s ich tf-idf váhou. Výstupom môže
byť natrénovaný klasifikátor, ktorý je možné hneď po natrénovaní použiť pre klasifikáciu
alebo ho je možné uložiť a použiť neskôr.
Veľmi výhodné je po natrénovaní modelu zistiť jeho úspešnosť. Toto je možné inovoko-
vaním procesu krížovej validácie.
Nad rámec zadania bolo implementovaná možnosť použitia vstupných textových doku-
mentov z wikipédie a možnosť uloženia modelu ako samostatného javového programu.
4.2 Integrácia RapidMineru do Javovej aplikácie
RapidMiner poskytuje viac možností ako vyvolať proces RapidMineru z externej javovej
aplikácie. Pri návrhu aplikácie som teda mala dva možné prístupy, z ktorých som musela
zvoliť jeden. Jednou z možností spustenia procesu je vytvorenie XML súboru v ktorom bude
daný proces definovaný a následne bude invokovaný RapidMinerom. Druhou možnosťou je
vytvoriť nový proces a postupne doňho pridávať jednotlivé operátory spolu s ich nasta-
veniami a navzájom ich medzi sebou prepájať. Vo výslednej aplikácii je implementovaný
druhý prístup. Jednou z jeho výhod je, že nie je potrebné pred spustením každého nového
procesu uložiť na disk XML súbor, ktorý definuje proces. Vďaka tomu je disk chránený pred
zbytočnými zápismi. Ďalšou veľkou výhodou je prehľadnejšia architektúra a jednoduchšia
integrácia nových funkčných blokov, ktoré knižnica poskytuje.
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4.2.1 Programové rozhranie RapidmMineru
Na podporu programového volania a tvorby procesov ponúka RapidMiner jednoduché roz-
hranie v jazyku Java s pomocou ktéreho je možné funkcionalitu grafického prostredia simulo-
vať. Vstupným bodom pre prácu s týmto rozhraním je trieda RapidMiner. Jedná sa o triedu
bez konštruktora obsahujúcu iba statické metódy. Z nich je pre účely programového použi-
tia podstatná najmä funkcia init(), bez spustenia ktorej nie je funkčný zvyšok knižnice.
Po inicializácií RapidMineru ako takého prichádza na rad dvojica tried OperatorService a
Operator. V prípade triedy OperatorService sa znovu jedná o zbierku statických metód
poskytujúcich možnosti tvorby operátorov. Preťažená metóda createOperator umožňuje
tvorbu operátorov buď na základe ich triedy, alebo ich textového identifikátora. Každý z ope-
rátorov dostupných v RapidMineri má svoj unikátny reťazec, ktorý ho pre účely programu
reprezentuje. Tieto reťazce sú dostupné v popisných XML súboroch, ktoré RapidMiner ob-
sahuje. Objekty typu Operator disponujú metódami sprístupňujúcimi ich jednotlivé porty
ktoré sú navzájom schopné spájať sa a takisto poskytujú sadu metód umožňujúcich konfi-
guráciou parametrov. Poslednou časťou rozhrania nutnou k úspešnému spusteniu procesu
je trieda Process. Táto je zapúzdrením celého procesu a obsahuje v sebe koreňový ope-
rátor pod ktorý musia byť pridané ostatné operátory, ktoré v rámci procesu potrebujeme.
Objekt s procesom obsahuje aj metódy pre jeho spustenie a pre získanie výsledkov behu.
Ďalší popis a príklady použitia sú dostupné na stránkach RapidMineru1. Jedná sa bohužiaľ
len o pár príkladov použitia, nie o úplný manuál.
4.3 Požiadavky na aplikáciu
V tejto časti si bližšie popíšeme požiadavky na aplikáciu. Je dôležité upresniť si formát
vstupných dát 4.3.1, výstupných dát 4.3.3 ako aj požiadavky na funkčnosť. V rámci práce
boli implementované rozšírenia vďaka ktorým je možné získať trénovacie dáta z wikipédie
a uložiť natrénovaný model ako samostatný program. V tejto kapitole si teda popíšeme aj
návrh a implementáciu týchto rozšírení.
4.3.1 Vstupné dáta
Trénovacie dáta sú nevyhnutnou súčasťou každého procesu trénovania klasifikátorov. V
aplikácii je možné podať tieto dáta viacerými možnými spôsobmi.
Textové dokumenty
Vstupné dáta v podobe textových dokumentov je možné podať aplikácii dvoma rôznymi
spôsobmi. Prvá možnosť je mať dokumenty roztriedené do adresárov, kde každý adresár
bude reprezentovať triedu do ktorej budú dokumenty z tohto adresára zatriedené. Druhou
možnosťou je vytvoriť súbor v ktorom si definujeme cestu k adresáru a triedu do ktorej
dokumenty z tohto adresára patria. Je teda možné do jednej triedy zatriediť dokumenty
z viacerých adresárov. Tento dokument bude obsahovať na každom riadku dve hodnoty
oddelené tabulátorom. Prvá bude cesta k adresáru s dokumentami a druhá bude trieda do
ktorej dokumenty z tohto adresára patria. Operátor spracovania dokumentov, tak ako ho
znázorní RapidMiner je na obrázku 4.1.
1Popis rozhrania na stránkach RapidMineru: http://rapid-i.com/wiki/index.php?title=
Integrating_RapidMiner_into_your_application
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Dokumenty s množinou príznakov
Pri dokumentoch s množinou príznakov máme takisto dve možnosti ako ich podať klasifiká-
torom ako vstupné dáta. Tieto dva prístupy sú zhodné s textovými dokumentami. Je teda
možné umiestniť dokumenty do adresárov alebo definovať súbor v ktorom popíšeme cesty
k adresárom a triedy do ktorých majú byť dokumenty zatriedené. Rozdiel oproti textovým
dokumentom je v tom, že ide o csv súbor. To znamená, že jednotlivé hodnoty sú odde-
lené separátorom. Separátor je možné nastaviť ako jeden z parametrov programu. Vstupné
súbory pre klasifikáciu budú obsahovať dva stĺpce. V prvom bude slovo a v druhom jeho
tf-idf hodnota. Podobne ako operátor pre spracovanie textov, aj operátor načítania z csv
dokumentov je dostupný v RapidMineri (viz. 4.1).
Obr. 4.1: Ukážka operátorov RapidMineru, ktoré sú využívané v aplikácii (a) Operátor
pre spracovanie vstupu v podobe textových dokumentov. (b) Operátor pre spracovanie
dokumentov z danou množinou príznakov.
Vstupné dáta z wikipédie
Nad rámec zadania bola implementovaná možnosť vybrať trénovacie dáta vo forme článkov
z wikipédie2. Jednou z hlavných požiadavok pri trénovaní klasifikátorov je mať dostatočne
veľkú množinu trénovacích dát. Momentálne, k 25. 6. 2014, je možné na anglickej wikipédii
nájsť približne 4,5 milióna článkov3 a ich počet každým dňom rastie ako môžeme vidieť
na obrázku 4.2. Pri procese trénovania funguje práca s wikipédiou podobne ako práca s
iným formátom vstupných dát. Takisto je nutné vytvoriť súbor, ktorý bude obsahovať dva
stĺpce. Prvý stĺpec bude v tomto prípade obsahovať názov kategórie z wikipédie, ktorá môže
byť zadaná aj pomocou regulárneho výrazu. Trieda do ktorej budú články danej kategórie
zaklasifikované bude v druhom stĺpci.
Články wikipédie môžu byť zakategorizované až do 1,7 milióna kategórii. Mnohé z nich
obsahuju iba malé množstvo článkov alebo sa týkajú rovnakých tém. Tu si ako príklad
môžeme uviesť kategóriu Animals described in 1919 a Animals described in 1920. Ak sa
snažíme získať články o zvieratách obidve tieto kategórie sú relevantné. Ak by sme teda
chceli všetky články, ktoré patria do kategórie, ktorá obsahuje slovo animal, použili by sme
regulárny výraz .*animal.*, ktorý by sa zadal do prvého stĺpca vstupného súboru.
4.3.2 Funkcie aplikácie
Trénovanie
Hlavnou úlohou, ktorú aplikácia musí poskytovať je trénovanie a klasifikácia dokumentov.
Po fáze načítania súborov sú dáta privedené na vstup jednému zo šiestich podporovaných
2Domovská stránka wikipédie: http://www.wikipedia.org
3Zdroj informácií o množstve dát: http://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
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Obr. 4.2: Na obrázku môžeme vidieť priebeh vývoja počtu článkov na anglickej wikipédii
od roku 2001 až do súčastnosti.
operátorov. Pomocou nich je možné vytvoriť klasifikačný model. Po jeho vytvorení exis-
tujú tri rôzne prístupy ako s ním ďalej pracovať. Prvou možnosťou je zahájiť klasifikáciu
ihneď po vytvorení modelu, druhou je model uložiť a použiť neskôr. Poslednou možnosťou
je uložiť model ako samostatný spustiteľný program, ktorý môžeme použiť nezávisle bez
nutnosti dostupnosti implementovanej aplikácie. Posledná možnosť bude bližšie popísana v
kapitole 4.3.4. Každému operátoru, ktorý sa pri procese použije, je možné nastaviť rovnaké
parametre ako v RapidMineri a ich zoznam spolu s popisom je možné nájsť v prílohe.
Krížová validácia
Dôležitou súčasťou, ktorá zjednodušuje overovanie kvality natrénovaného modelu je proces
krížovej validácie, ktorý umožňuje vyhodnotenie kvality modelov. Je nutné mu dodať na
vstup dokumenty a klasifikačný model. Model môže byť vybraný z vopred uložených alebo
vytvorený priamo pred procesom krížovej validácie.
Samotná krížová validácia je štandardný postup overenia úspešnosti modelu. Spočíva v
rozdelení trénovacej sady na vopred zvolený počet rovnako veľkých častí, bežne 10. Následne
sa pre každú z nich vezme ostatok dát a s ich pomocou sa natrénuje nový model. Zvolenú
časť dát potom klasifikujeme novovytvoreným modelom a výsledok zaznamenáme.
4.3.3 Výstup aplikácie
Výstupy aplikácie sú v rovnakom formáte ako ich poskytuje knižnica RapidMiner. Ide o
prehľadný formát a takisto aj prechod medzi oboma programami je následne veľmi intu-
itívny.
4.3.4 Uloženie klasifikátora ako samostatný spustiteľný program
Jedným z požiadavkov implementovaných ako rozšírenie bola možnosť tvorby samostatne
spustiteľných klasifikátorov. Presne sa jedná o samostatne stojace aplikácie, ktoré majú v
sebe natrénovaný model ukrytý, spolu so všetkými nutnými okolnosťami ako je zoznam slov
a knižnica RapidMiner. Táto aplikácia by mala byť prenositeľná a nemať žiadne špecifické
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nároky na miesto jej spúšťania. Nebolo by ju takisto možné ani pretrénovať, ani iným
spôsobom zmeniť.
4.3.5 Grafické užívateľské rozhranie
Pôvodne mala byť aplikácia ovládateľná iba z príkazového riadku. Hlavným cieľom bolo
zjednodušiť ovládanie celej aplikácie ako aj možnosť vytvárať a spúšťať procesy po sieti.
Avšak v prípade, že chceme prenastaviť mnoho parametrov operátora môže byť ovládanie
z príkazovej riadky niekedy zdĺhave. Rozhodla som sa teda implementovať jednoduché gra-
fické užívateľské rozhranie, ktorého úlohou je zjednodušiť nastavovanie parametrov. Ukážka
nastavovania parametrov je znázornená na obrázkoch 4.3 a 4.4. Takisto je proces tréno-
vania, klasifikácie a krížovej validácie možné nastaviť iba v 4 krokoch. Ak užívateľ chce
natrénovať model alebo spustiť proces krížovej validácie aplikácia ho prevedie rovnakými
oknami. Najskôr si musí vybrať typ modelu a zvoliť či chce natrénovaný model aj uložiť.
Následne je možné upraviť nastavenia predspracovania textu a v poslednom kroku nastaviť
parametre operátorov pomocou, ktorých sa model natrénuje. V poslednom okne je možné
spustiť trénovanie modelu, krížovú validáciu (viz. 4.6), uložiť nastavenia procesu a vytvoriť
samostatný program s natrénovaným modelom. Nastavenia procesu, ktorý sme vytvorili je
následne možné použiť ako nastavenia, ktoré budú použité pri spustení programu z príka-
zovej riadky.
Druhou možnosťou, ktorú aplikácia ponúka je proces klasifikácie. V tomto režime si
užívateľ vyberie jeden z natrénovaných modelov a cestu k vstupným dátam. Následne uvidí
výsledky klasifikácie 4.5. Jednou z dobrých vlastností tohto režimu je možnosť jednodu-
chého prepínania medzi modelmi a tak v priebehu krátkej chvíle je možné prepínať medzi
výsledkami jednotlivých modelov.
Obr. 4.3: Nastavenie parametrov predspracovania textu.
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Obr. 4.4: Okno s nastaveniami zvoleného klasifikačného algoritmu.
Obr. 4.5: Výsledky klasifikácie.
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Obr. 4.6: Výsledky krížovej validácie.
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Kapitola 5
Implementácia
Aplikácia je rozdelená do troch funkčných celkov, kde každý z týchto celkov pokrýva jeden
balíček. Prvý z nich tvorí jadro celej aplikácie a pokrýva funkcionalitu bez komplikovanejších
rozšírení 5.1. Druhý sa stará o spracovanie a poskytovanie dát z wikipédie 5.2. Posledný z
trojice je popísaný v časti 5.3 a pokrýva implementáciu grafického užívateľského rozhrania.
5.1 Jadro aplikácie
Základným balíčkom, ktorý obsahuje implementáciu požiadavkov, ktoré boli definované
v zadaní je balíček ClassificationFramework. K interpretácii jeho zdrojových kódov je
potrebná knižnica programu RapidMiner 5.01 a dve doplnkové knižnice tohto programu.
Jedna pre spracovanie textových dokumentov2 a jedna obsahujúca paralelné implementácie
algoritmov.3
Balíček sa skladá zo 4 balíčkov. V prvom z nich ClassificationFramework.operators
je implementované vytváranie operátorov. Aplikácia pracuje s 13 operátormi pričom 6 z
nich tvoria operátory, ktoré sa starajú o aplikáciu klasifikačných algoritmov. Každému z
týchto operátorov je možné nastaviť veľké množstvo parametrov ako z príkazovej riadky
tak aj z grafického užívateľského rozhrania. O nastavenie parametrov aplikácie z príka-
zovej riadky sa stará trieda ArgumentParser. Pre prácu s nimi som využila štandardnú
knižnicu java.util.Properties, ktorá je pre toto použitie veľmi vhodná. Vďaka nej je
teda možné nastavenia uložiť, načítať či modifikovať za behu. O nastavenie parametrov sa
stará balíček ClassificationFramework.settings, ktorý pokrýva vytvorenie základného
konfiguračného súboru pre aplikáciu a nastavanie parametrov jednotlivých operátorov pri
ich vytvárani. Po vytvorení operátorov a nastavení ich parametrov je potrebné ich medzi
sebou prepojiť. Implementácia prepojenia jednotlivých operátorov sa nachádza v balíčku
ClassificationFramework.connection. Po vytvorení operátorov a ich prepojení je nutné
samotný proces invokovať a spracovať jeho výsledky. Implementácia tejto časti sa nachádza
v balíčku ClassificationFramework.main.
1Knižnica RapidMiner dostupná na www.rapidminer.com
2Doplnková knižnica RapidMineru pre spracovanie textov http://sourceforge.net/projects/
Rapidminer/files/2.%20Extensions/Text%20Processing/5.0/
3Doplnková knižnica RapidMineru pre paralelne pracujúce operátory http://sourceforge.net/
projects/Rapidminer/files/2.%20Extensions/Parallel%20Processing/
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5.2 Spracovanie dát z wikipédie
Ďalším z trojice balíčkov, ktorý si bližšie popíšeme, je balíček XML. Implementácia pokrýva
stiahnutie dát z wikipédie, ich predspracovanie a ich následnu dostupnosť pri trénovaní.
5.2.1 Predspracovanie dát
Ako sme si spomenuli v časti 4.3.1, môžeme považovať wikipédiu za jeden z najväčších
zdrojov dát.4 Na jej stránke je možné nájsť zálohu všetkých článkov vo formáte XML.5 Tieto
dáta sú aktualizované raz mesačne a ich veľkosť je približne 40GB. Trieda XML.XMLManager
pokrýva implementáciu operácii nad týmito dátami.
Na začiatku celého procesu je potrebné stiahnuť približne 10GB dát, ktoré sú skom-
primované ako archív typu bz2. Po stiahnutí je nutné archív rozbaliť. K tomuto je využítá
knižnica org.apache.commons.compress.compressors.bzip2. Po rozbalení súboru je k
dispozícii XML súbor s dumpom, ktorý je potrebné pre časovo efektívnejšiu prácu s dátami
predspracovať. Pri návrhu tejto časti som sa rozhodovala medzi použitím dvoch knižníc.
Konkrétne medzi org.xml.sax a org.w3c.dom. Každá z týchto dvoch knižníc ma svojé vý-
hody a nevýhody. Na koľko si nepotrebujem pamätať štruktúru XML súboru je výhodnejšie
použiť knižnicu org.xml.sax. Jej výhodou je, že spracuváva elementy sekvenčne. Takéto
spracovanie je omnoho rýchlejšie, nakoľko si nepotrebujeme pamätať štruktúru celého XML
súboru, čo je pri 40GB súbore veľmi náročné.
Každý článok je reprezentovaný objektom triedy XML.WikipediaArticle a je uložený
jeho nadpis, text a kategórie do ktorých patrí. Pri spracovaní článku sú pomocou knižnice
info.bliki.wiki odstránené formátovacie značky, ktoré wikipédia používa k formátovaniu
textu. Po ich odstránení je potrebné vyfiltrovať z dát šablóny.6 Tie sú z textu odstránené
použitim regulárneho výrazu. Po všetkých spomínaných úpravách sa uložia do výsledných
dát len články, ktorých dĺžka je viac ako 200 znakov. Priebeh sťahovania dát, rozbaľovania
a ich spracovania je možné spustiť prepínačom -wikipreprocess. Počas behu jednotlivých
častí je možné vidieť odhadovaný čas do konca ako aj množstvo spracovaných dát.
5.2.2 Získavanie článkov pri procese trénovania
Pri získavaní článkov počas trénovania je nutné tento proces čo najviac zefektívniť. Spôsob
podania vstupných dát aplikácii som popísala v časti 4.3.1. Snahou bolo implementovať
aplikáciu tak aby jej časti boli znovu použiteľné. Štruktúra dát z wikipédie pred trénovaním
je teda rovnaká ako pri iných druhoch vstupných dát. Jednotlivé články sa ukladajú do
adresárov. Ten je vybraný na základe toho do ktorej kategórie daný článok patrí. Tu je
možné kategóriu definovať pomocou regulárneho výrazu. Následne články z kategórii, ktoré
spĺňajú pravidla regulárneho výrazu sú zaradené do rovnakého adresára. O tento proces sa
stará trieda ClassificationFramework.XMLManager.
5.3 Grafické užívateľské rozhranie
Grafické užívateľské rozhranie je implementované pomocou knižnice Swing a jeho imple-
mentácia sa nachádza v balíčku gui. Tento balíček obsahuje dva ďalšie balíčky. Konkrétne
4Rozbor množstva dát na wikipédií http://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
5Najnovší dump wikipédie http://dumps.wikimedia.org/enwiki/latest
6Popis Wikipedia šablón http://en.wikipedia.org/wiki/Help:Template
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balíček gui.settings v ktorom sú implementované nastavenia parametrov jednotlivých
operátorov a balíček gui.ui obsahujúci implementáciu sprievodných okien aplikácie. Sprie-
vodné okná aplikácie zjednodušujú na prvý pohľad zložité grafické uživateľské rozhranie
RapidMineru. Pomocou tohto rozhrania môžeme jednoducho nastaviť iba podmnožinu ope-
rátorov, ktoré nám RapidMiner ponúka. Užívateľ sa takisto nemusí starať o prepojenie
jednotlivých vstupov a výstupov.
5.4 Samostatne spustiteľný klasifikátor
Ďalším z riešených požiadavkov na aplikáciu bola implementácia tvorby prenositeľných,
samostatne spustiteľných aplikácií, ktoré by fungovali ako jednoúčelové klasifikátory. V
tomto odseku si popíšeme jeho návrh a základ jeho implementácie. Z technického hľadiska sa
jedná o 2 relatívne samostatné procesy. Na jednej strane ide o proces tvorby tejto aplikácie,
na strane druhej o jej samotný beh.
Výsledkom tvorby samostatného klasifikátora má teda byť spustiteľný archív. Proces
starajúci sa o jeho tvorbu na tento účel používa podporu poskytovanú priamo JDK. Špe-
cificky sa jedná o triedu JarOutputStream. S jej pomocou je vytvorený archív obsahujúci
všetky aktuálne používané triedy a knižnice, ako aj súbory obsahujúce natrénovaný model.
Spustenie takto vytvoreného modelu je zabezpečované samostatnou triedou obsahujúcou
metódu main, ktorá je v aplikácií priložená špecificky pre tento účel. Jedná sa o rozšírenie
pôvodnej hlavnej triedy o funkcionalitu zabezpečujúcu extrakciu súborov obsahujúcich ulo-
žený model z archívu do samostatného adresára. Následne je spustený pôvodný program s
vhodnou sadou parametrov.
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Kapitola 6
Testovanie
V rámci testovania mojej aplikácie som sa zamerala na viaceré aspekty práce s ňou. Nako-
ľko sa jedná o použitie externej knižnice bolo nutné overiť, či sa jej výkon v porovnaní s
výkonom RapidMineru nezhoršil. Ďalej som sa zamerala na aplikáciu všetkých implemento-
vaných postupov na realistickú sadu dát. Tu ma zaujímalo ako algoritmy obstáli v rôznych
mierkach. Jednou takouto mierkou bol čas potrebný pre úplné natrénovanie modelu. Tento
je dôležitý v situáciách, keď je našou prioritou snaha o získanie nejakej rýchlej predstavy o
skúmaných dátach a hlavne vo chvíli, keď sa snažíme optimalizovať používané parametre
modelov. Druhou mierkou bola úspešnosť klasifikácie jednotlivých algoritmov. Pre jej ove-
renie sa použila jednoduchá metóda krížovej validácie. Algoritmus rozdelil trénovacie dáta
do 10 skupín a následne vždy natrénoval zvolený model s použitím deviatich z nich a na
desiatej, vždy inej, overil úspešnosť klasifikácie. Nakoľko parametre jednotlivých operátorov
výrazným spôsobom ovplyvňujú efektivitu modelu, vyskúšala som viaceré varianty jednot-
livých nastavení. Hľadanie správnych hodnôt parametrov mi výrazne uľahčila podpora pre
túto operáciu implementovaná priamo v RapidMineri.
6.1 Voľba testovacích dát
Pre relevantnosť testov bolo nutné zvoliť relatívne veľkú vzorku obsahujúcu realistické,
ľuďmi vygenerované texty. Prvou variantou ktorú som testovala bolo použitie článkov z wi-
kipédie. Jedná sa o ľuďmi vytvorené textové dáta a ako také sú dobrým príkladom textov.
Bohužiaľ priame klasifikovanie s použitím kategórií sa ukázala byť pre algoritmy jednodu-
chou úlohou a s ľahkosťou dosahovali výsledky blízke 100%. Z tohto dôvodú som na test
úspešnosti zvolila jednu z voľne dostupných dátových sád. Finálna voľba padla na sadu
”farm ads”dostupnú na stránkach University of California.1 Jedná sa o súbor cca. 4000 re-
klám so zameraním na farmársku tématiku. Vopred sú rozdelené do 2 tried na základe toho,
či reklama vyhovovala majiteľovi stránky. Z týchto dát boli oddelené sady obsahujúce 500,
resp. 200, náhodne zvolených textov v každej triede a tieto boli použité pre optimalizáciu
parametrov. Pre otestovanie rýchlostí klasifikátorov som pre nutnosť väčšieho množstva dát
zvolila dáta pochádzajúce z wikipédie. Z týchto som vytvorila sady rozdelené podľa veľkosti:
1MB, 2MB, 4MB, 8MB, 10MB, 15MB, 20MB, 25MB.
1Sada dát dostupná na stránkach UCI http://archive.ics.uci.edu/ml/datasets/Farm+Ads
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6.2 Porovnanie rýchlosti trénovania
Ná dátových sadách rozdelených podľa veľkosti, popísaných v predošlej časti som spustila
trénovanie jednotlivých klasifikátorov. Všetky boli spustené so základnými nastaveniami,
tak ako ich poskytuje RapidMiner. V prípade algoritmov ID3, logistickej regresie a neuró-
novej siete bolo nutné zapojiť do procesu aj predspracovanie dát s pomocou PCA. Bez
neho neboli algoritmy schopné dobehnúť tak z časových ako aj z pamäťových nárokov. Je
nutné poznamenať, že časy trvania jednotlivých procesov závisia na hodnotách nastavených
parametrov a preto je nutné namerané hodnoty chápať ako orientačné. Napríklad nasta-
venie počtu učiacich cyklov neurónovej siete, alebo minimálnej veľkosti listu ID3 stromu
môžu priebeh výrazne ovplyvniť. Časy behov v závislosti na veľkosti trénovacej sady sú
znázornené na obrázku 6.1. Ako je na logaritmickej mierke možné vidieť, čas na natréno-
vanie neurónovej siete rádovo zaostáva za ostatnými algoritmami. Takisto algoritmy ID3 a
logistická regresia zaberú pre väčšie sady dát významné množstvo času.
Obr. 6.1: Porovnanie rýchlosti trénovania klasifikátorov.
Porovnanie týchto rýchlostí s priamym spustením v RapidMineri je priložené na obráz-
koch B.1, B.2, B.3, B.4 a B.5. V žiadnom z modelov aplikácia za RapidMinerom výrazne
nezaostáva a s pribúdajúcim množstvom dát je možné tieto časy považovať za totožné.
Významnou časťou behu programu je aj proces predspracovania dát. Podľa očakávaní
najväčšie množstvo času zaberie transformácia dát pomocou PCA. Z ostatných častí procesu
zaberie najviac času tokenizácia textu. Kompletné podiely jednotlivých zložiek na čase
predspracovania sú na grafe 6.2.
6.3 Výsledky testovania
V tejto sekcií sa nachádzajú výsledky krížových validácií, tak ako bola popísaná v úvode
kapitoly. V priložených tabuľkách (6.1, 6.2, 6.3, 6.4, 6.5 a 6.6) sú zaznačené najúspešnejšie
hodnoty parametrov, ktoré som s pomocou optimalizácie našla. Každá tabuľka obsahuje
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Obr. 6.2: Porovnanie dĺžok trvania jednotlivých častí spracovania textu.
Naive Bayes
Úspešnosť 85.20%
Tabuľka 6.1: Úspešnosť klasifikátora Naive Bayes.
hodnoty nastavených parametrov a úspešnosť ktorú s nimi model pri danej sade dosiahol.
V prípade algoritmov SVM, k-NN, naive bayes a logistická regresia bola pre hľadanie pa-
rametrov použitá sada obsahujúca 500 textov v každej triede. Pre optimalizáciu nastavení
neurónovej siete a modelu ID3 bola použitá menšia sada obsahujúca v každej triede len
200 textov, z dôvodu časovej náročnosti jej behu. Takisto bol pri týchto dvoch modeloch
zapojený prvok PCA, nakoľko majú oba problémy s veľkým množstvom atribútov vstupu.
V poslednej tabuľke 6.7 je zaznamenaná úspešnosť klasifikátorov na plnej dátovej sade
s cca. 4000 textami. Zaznačená je úspešnosť, keď boli parametre nastavené ručne podľa
výsledkov optimalizačného operátora a úspešnosť pre základné nastavenia parametrov.
Ako môžeme vidieť všetky klasifikátory dosahujú v praxi použiteľné výsledky a žiadny z
Support Vector Machines
type C-SVC
kernel sigmoid
Úspešnosť 89.30%
Tabuľka 6.2: Úspešnosť klasifikátora SVM s nastavenými parametrami.
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k-NN
k 1
measure types NumericalMeasures
numerical measure EuclideanDistance
Úspešnosť 86.20%
Tabuľka 6.3: Úspešnosť klasifikátora k-NN s nastavenými parametrami.
Logistická regresia
kernel type dot
C 1
Úspešnosť 86.60%
Tabuľka 6.4: Úspešnosť klasifikátora Logistickej regresie s nastavenými parametrami.
Neurónová sieť
learning rate 0.001
momentum 0.4
Úspešnosť 82.75%
Tabuľka 6.5: Úspešnosť klasifikátora neurónová sieť s nastavenými parametrami.
ID3
criterion information gain
minimal size for split 100
minimal leaf size 1
Úspešnosť 82.25%
Tabuľka 6.6: Úspešnosť klasifikátora ID3 s nastavenými parametrami.
Typ klasifikátora Úspešnosť 1 Úspešnosť 2
Naive Bayes 85.98% 85.98%
SVM 89.04% 53.34%
k-NN 87.33% 87.33%
Logistic Regression 82.91% 82.91%
Neural Net 88.22% 88.37%
ID3 83.59% 83.54%
Tabuľka 6.7: Úspešnosť klasifikátorov s ručne nastavenými parametrami na základe vý-
sledku viacnásobnej krížovej validácie. Stĺpček Úspešnosť 1 značí úspešnosť klasifikátorov
s ručne nastavenými parametrami na základe optimalizácie parametrov. Stĺpček Úspešnosť
2 vyjadruje úspešnosť klasifikátorov so základnými nastaveniami parametrov.
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nich výrazne nezaostáva za ostatnými. Pri trénovaní klasifikátora neurónová sieť je potrebné
neopomenúť zapnutie parametra PCA. Bez zapnutia tohto parametru program skončí ne-
dostatkom pamäte nakoľko sa klasifikátoru podá veľký vstupný vektor dát. Aj po zapnutí
PCA je neurónová sieť najdlhšie trénujúci sa algoritmus a takisto aj proces krížovej validácie
trvá najdlhšiu dobu.
Pri klasifikátore SVM, ktorý je zvolený ako základný klasifikátor aplikácie je potrebné
si uvedomiť, že jadro rbf nie je pre textové dáta veľmi vhodné a s týmto jadrom je kla-
sifikátor úspešný približne iba na 51%. Z tohto dôvodu som pôvodne rbf jadro nastavené
RapidMinerom zmenila na jadro sigmoid. Pre testovacie dáta vyšlo ako najlepšie vhodné
práve toto jadro. Dobré výsledky vykazuje aj polynomiálne a lineárne jadro.
6.4 Zhrnutie výsledkov a poznatkov
Testovanie aplikácie overilo jej použiteľnosť v praxi. Na jednej strane sa jej výkon ukázal byť
zrovnateľný s výkonom knižnice na ktorej je aplikácia postavená. Na strane druhej sa použité
metódy a algoritmy ukázali byť v praxi použiteľnými pre rozličné úlohy pri klasifikácií
textových dát. Niektoré z algoritmov, ako napríklad naive bayes, alebo k-NN, sa ukázali byť
praktické pre jednoduchšie pokusy so sadami dát. Možnosť rýchlo, v ráde sekúnd až minút,
natrénovať nový model zjednodušuje iterácie pri príprave dát a pomáha odhaliť chyby v
ich úprave alebo ich výrazné vlastnosti. Pre praktické používanie zvyšných algoritmov je v
prípade veľkých sád dát nutné tieto predpripraviť. Obidva spôsoby ktoré aplikácia ponúka
tento problém často riešia. Jednou možnosťou je zapojenie predspracovania PCA. Redukcia
množstva príznakov výrazne zrýchľuje beh samotných algoritmov. Druhou variantou je
redukcia počtu príznakov už pri spracovaní textov, ignorujúc pričasté alebo príliš zriedkavé
slová. Spustenie oboch možností je popísané v priloženom manuáli.
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Kapitola 7
Záver
Hlavným zadaním tejto bakalárskej práce bolo naimplementovať aplikáciu sprístupňujúcu
možnosti programu RapidMiner zamerané na prácu s textovými dátami. Nad rámec mo-
žností RapidMineru bola požadovaná možnosť vytvárať dielčie, samostatne spustiteľné ap-
likácie, ktoré by umožnovali s pomocou v nich uložených modelov klasifikovať. Ďalším
rozšírením nenachádzajúcim sa v RapidMineri a nad rámcom zadania, bola podpora práce
s článkami z wikipédie. Aplikácia by teda mala byť schopná stiahnuť a predpripraviť tzv.
dump celej wikipédie a následne umožniť voliť dáta na základe ich kategórií.
Výsledný program tieto požidavky spĺňa a jeho výkon je porovnateľný s výkonom origi-
nálneho grafického rozhrania RapidMineru. Aplikácia poskytuje 2 možnosti použitia. Prvou
je možnosť ovládania z príkazovej riadky. Táto je prínosom najmä z perspektívy automa-
tizácie, nakoľko je toto rozhranie možné použiť ako súčasť ďalších skriptov. Je možné s
ním pohodlne pracovať v prostrediach, kde je práve príkazová riadka základným (a často
jediným) ovládacím prvkom. Okrem neho je dostupé aj ovládanie s pomocou grafického
rozhrania. Toto si nekladie za cieľ byť konkurenciou rozhraniu aplikácie RapidMiner, ale
jedná sa o priamočiare prevedenie možností príkazovej riadky do podoby štandardných
grafických formulárov. Toto rozhranie v porovnaní s predošlým neponúka zlepšenie v ob-
lasti automatizácie, ale výrazne spríjemňuje pokusy s aplikáciou a dáva možnosť rýchlo
opakovane testovať jednotlivé nastavenia modelov ako aj zdroje dát.
Za samostatnú zmienku stojí rozšírenie umožňujúce prácu s wikipédiou. Nakoľko sa
jedná o najväčší voľne dostupný zdroj kategorizovaných textových dát, je dostupnosť jedno-
duchého zapojenia dát z nej výrazným prínosom pri pokusoch na takýchto dátach. Aplikácia
plne automatizuje stiahnutie a prípravu dát z wikipédie. Tieto dáta je následne schopná
použiť ako vstup, keď na základe regulárnych výrazov vybuduje z vyhovujúcich kategórií
sady článkov s ktorými vie ďalej pracovať. Táto funkcionalita je dostupná tak z príkazovej
riadky, ako aj z grafického rozhrania.
Aplikáciu je v budúcnosti možné rozširovať do viacerých smerov. Bolo by možné pri-
dať možnosti týkajúce sa automatickej detekcie nastavení v závislosti na dátach. Ďalšími
možnosťami sú napríklad rozšírenie predspracovania textov o postupy nad rámec Rapid-
Mineru, prípadne zapojenie ďalších, existujúcich prvkov v RapidMineri existujúcich. Iným
smerom by bolo zlepšovanie grafického rozhrania, jeho možností a pohodlnosti práce s ním.
Pred ďalším rozvojom aplikácie by ale bolo vhodné otestovať program v reálnom nasadení a
prakticky overiť na aké druhy úloh je najpoužiteľnejší a v čom sú jeho skutočné nedostatky.
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Dodatok A
Obsah CD
Súčasťou práce je priložené DVD, obsahujúce všetky dokumenty týkajúce sa práce. Celý
text práce je možné nájsť v hlavnom adresári na DVD vo formáte pdf. Adresárová štruktúra
priloženého DVD je nasledujúca:
• dist - distribučná verzia programu
• build - adresár s preloženými triedami projektu
• examples - súbory potrebné pre vzorové spustenie aplikácie, ktoré je popísané v
README
• doc - Javadoc dokumentácia k projektu
• src - zdrojové súbory programu
• lib - knižnice potrebné pre preklad programu
• plugins - knižnice potrebné pre beh programu
• config - konfiguračné súbory potrebné pre beh aplikácie
• profiles - súbory, ktoré sa využívajú pri rozpoznávaní anglických textov z wikipédie
• Models - adresár predstavujúci lokálny repozitár RapidMineru
• build.xml - konfiguračný súbor knižnice ant potrebný pre preloženie aplikácie
• README - popis základných funkcií aplikácie a možností ako ich spustiť
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Dodatok B
Grafy
Obr. B.1: Dĺžka učenia algoritmu SVM v mojej aplikácií a v RapidMineri pre rôzne veľkosti
sád dát.
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Obr. B.2: Dĺžka učenia algoritmu ID3 v mojej aplikácií a v RapidMineri pre rôzne veľkosti
sád dát.
Obr. B.3: Dĺžka učenia algoritmu k-NN v mojej aplikácií a v RapidMineri pre rôzne veľkosti
sád dát.
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Obr. B.4: Dĺžka učenia algoritmu logistická regresia v mojej aplikácií a v RapidMineri pre
rôzne veľkosti sád dát.
Obr. B.5: Dĺžka učenia algoritmu Naive Bayes v mojej aplikácií a v RapidMineri pre rôzne
veľkosti sád dát.
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Dodatok C
Manuál
C.1 Popis aplikácie
Tento text slúži ako manuál popisujúci možnosti použitia klasifikačného nástroja vyvinu-
tého ako súčasť bakalárskej práce. Jedná sa o aplikáciu postavenú na platforme Java a
ovládateľnú z príkazovej riadky, ako aj z jednoduchého grafického užívateľského prostre-
dia. Aplikácia je nadstavbou nad štandardnú knižnicu RapidMiner. Jej výstupy a možnosti
logovania sú prevzaté práve z nej. Jej hlavným cieľom je zjednodušiť prácu s klasifiká-
tormi textových dát. Napriek tomu je možné vytvoriť klasifikátor, ktorý dostane na vstup
dáta s množinou príznakov. Aktuálne existuje podpora nasledovných klasifikačných algorit-
mov: k-najbližších susedov, ID3 (rozhodovací strom), naive bayes, SVM, lineárna regresia
a neurónová sieť. Každému algoritmu je možné nastaviť parametre rovnako ako v aplikácii
RapidMiner. Možnosti predspracovania textov sú v rozsahu bežne používaných postupov,
menovite tokenizácia, stemming, filtrácia bežných slov, filtrácia krátkych slov a prevedenie
na jednotnú kapitalizáciu. Konkrétne možnosti jednotlivých častí a ďalšie nastavenia sú
hlbšie rozpísané v príslušných častiach manuálu.
C.2 Inštalácia a prerekvizity
Pre beh aplikácie nie je nutné žiadne špecifické behové prostredie s výnimkou JRE [1] vo
verzií 6 a vyššej. Aplikácia potrebuje mať právo na tvorbu adresárov a súborov v rámci
adresára v ktorom je spustená. Toto platí aj pre samostatne spustiteľné archívy s modelmi
ktoré je s použitím aplikácie možné vytvoriť. Pre úspešné spustenie aplikácie je nutné mať v
adresári so spustititeľným archívom adresár plugins obsahujúci potrebné rozšírenia aplikácie
RapidMiner, používané pre beh programu. Tieto sú súčasťou distribúcie aplikácie.
C.3 Základné módy spustenia aplikácie
Táto časť manuálu sa venuje jednotlivým režimom v ktorých je aplikáciu možné spustiť.
Jej súčasťou sú ukážky nastavenia procesov avšak nie je však chápaná ako úplný zoznam
konfiguračných možností. Tieto sú dostupné v závere manuálu.
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C.3.1 Tréning modelu
Najzákladnejšou činnosťou, ktorú je aplikácia schopná vykonávať je tréning klasifikačného
modelu. Na nasledujúcom príklade si ukážeme jednotlivé varianty.
$java -jar bp.jar -SVM -storeModel=model -data=inputs
Ide o najjednoduchšiu z variant spustenia aplikácie. Jej parametre majú nasledovný vý-
znam
• -SVM: prepínač označujúci použitý klasifikačný algoritmus.
• -storeModel=model: meno modelu s ktorým bude vytvorený model uložený, v
tomto prípade bude model uložený pod názvom model.
• -data=inputs: meno adresára v ktorom sú umiestnené podadresáre s dokumentami
patriacimi do tried (jeden podadresár zodpovedá jednej triede).
Alternatívne varianty parametra -SVM sú -kNN, -logisticRegression, -ID3, -neuralNet
a -naiveBayes. Tieto reprezentujú jednotlivé algoritmy použitelné ako základ modelu. Čo
sa týka vstupu dát, taktiež je možné použiť viaceré varianty. Špecificky prepínač -csv spô-
sobí, že aplikácia nebude na dokumenty nahliadať ako na textové, ale bude očakávať riadky
obsahujúce dvojice s názvom atribútu a jeho hodnotou. Ďalšou variantou zadávania vstupu
je atribút -dataMapping=fileName, kde fileName je súbor obsahujúci dva stĺpce odde-
lené oddeľovačom (základným oddelovačom je tabulátor, ale tento symbol je možné zmeniť).
Na každom riadku tento súbor môže obsahovať dvojicu, cesta k adresáru a názov triedy do
ktorej obsah daného adresáru patrí. Príklad obsahu takéhoto súboru:
./inputs/Animals Animals
./inputs/Plants Plants
Za zmienku stojí tiež parameter -run, ktorý spustí beh modelu okamžite po skončení
trénovania.
C.3.2 Spustenie klasifikácie s vopred vytvoreným modelom
V predošlej časti bola popísaná tvorba klasifikačného modelu. Súbory reprezentujúce tieto
modely sú ukladané do adresára Models/data v domovskom adresári aplikácie. V ňom sa
po uložení modelu nachádzajú .ioo súbory obsahujúce dáta potrebné pre použitie modelu.
Nasledovný príkaz aplikuje model s menom ”model1”na súbory obsiahnuté v adresároch
nachádzajúcich sa v adresári ”tests/inputs”.
$java -jar bp.jar -classify -storeModel=model1 -data=tests/inputs/Animals
Možnosti zadávania vstupov sú analogické k možnostiam v predošlom prípade. Beh
klasifikácie nie je hlbšie možné špecifikovať.
C.3.3 Spustenie krížovej validácie
Spustenie krížovej validácie je čo sa možností nastavenia týka obdobné so spustením tvorby
modelu. Na nasledujúcom príklade môžme vidieť jednoduchý príkaz, ktorý spustí krížovú
validáciu s modelom SVM.
40
$java -jar bp.jar -crossValidation -SVM -data=tests/inputs
Výstupom sú výsledky behu krížovej validácie vo formáte zhodnom s formátom aplikácie
RapidMiner.
C.3.4 Vytvorenie samostatne spustiteľného klasifikátora
Nasledovným príkazom je možné vytvoriť spustiteľný jar archív, ktorý je prenositeľný a
môže slúžiť pre klasifikáciu textov ako súčasť iných systémov:
$java -jar bp.jar -standalone=model1
Prerekvizitou úspešného spustenia je existencia vopred vytvoreného modelu s názvom ”mo-
del1”. Tento príkaz nie je ďalej parametrizovateľný. Po jeho skončení vznikne v domovskom
adresári súbor model1.jar. Následne je možné tento model použiť pre klasifikáciu a to na-
sledovným príkazom:
$java -jar model1.jar tests/inputs
Tento príkaz by mal skončiť identicky s príkazom C.3.2.
C.3.5 Predspracovanie textov
Možnosti predspracovania textu poskytované aplikáciou sú v nasledovnom rozsahu: toke-
nizácia, tj. rozdelenie textu na tokeny reprezentujúce jednotivé slová jazyka; stemming,
úprava slova na jeho koreň; zjednotenie kapitalizácie textu; filtrácia bežných slov podľa an-
glického slovníka a filtrácia príliš krátkych slov. Tieto úpravy tvoria rozumný základ úpravy
bežných textov. Ak je však žiadúce ktorúkoľvek z nich vynechať, je to možné s použitím
nasledovných prepínačov:
• -noTokenize: vypne tokenizáciu textu (celý text bude chápaný ako jeden token).
• -noTransformCase: vypne jednotnú kapitalizáciu textov.
• -noFilterStopwords: vypne odstraňovanie bežných anglických slov.
• -noFilterTokensLength: vypne odstraňovanie krátkych tokenov.
• -noStem: vypne úpravu na koreň slov.
C.3.6 Práca s wikipédiou
Aplikácia poskytuje tiež možnosti práce s wikipédiou, ako so zdrojom textových dát. Všetky
jej články sú zatriedené do kategórii. Aplikácia ponúka špecifický mód, ktorý je schopný
dáta z wikipédie stiahnuť a predspracovať na ďalšie použitie. Tento príkaz je takisto nutné
spustiť pred prvou prácou s dátami s wikipédie.
$java -jar bp.jar -wikipreprocess
Tento príkaz ma očakávaný beh v rámci niekoľkých hodín a vyžaduje niekoľko desiatok GB
(cca 60 GB počas sťahovania a 22 GB vo výsledku) miesta na disku. Po ukončení behu by
mal ostať v adresári projektu prítomný adresár wikipedia, obsahujúci potrebné dáta. Toto
sprístupní ďalšiu variantu zadávania vstupu a to vo formáte
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-wikiIn=tests/wikiIn.csv: Parameter označuje cestu k súboru, v ktorom sú na každom
riadku separátorom (tabulátor s možnosťou zmeny) oddelené dvojice, ”regulérny vý-
raz popisujúci kategóruä ”názov triedy”.
Príklad obsahu súboru:
canadian agronomists\ttrieda-1
moroccan architecture\ttrieda-2
Tréning s pomocou kategórií wikipédie trvá dlhšiu dobu z dôvodu nutnosti dohľadania
potrebných článkov. Táto doba môže narastať so zložitosťou regulárnych výrazov
C.3.7 Ďalšie zaujímavé parametre
Za zvýraznenie stoja ďalšie 2 praktické prepínače v aplikácií dostupné
• -PCA: tento prepínač pripojí medzi dátovú sadu a model algoritmus pre analýzu
hlavných komponent (PCA). Tento prepínač je nutnou prerekvizitou pri spustení tré-
ningu neurónovej siete, nakoľko jej implementácia škáluje extrémne zle s veľkosťou
vektoru vlastností.
• -xml=nazovSuboru: jedná sa o prepínač úplne inej povahy ako prepínače doteraz
popisované. Konkrétne ide o uloženie XML popisu procesu RapidMineru, ktorý je v
rámci daného spustenia aplikácie spustený. XML súbor s názvom ”nazovSuboru”je
uložený do adresára projektu. Tento súbor môže byť vhodné pre analýzu konkrétneho
správania aplikácie alebo pre ďalšiu, hlbšiu prácu s procesom.
C.3.8 Zoznam nastaviteľných parametrov
V tejto časti je zoznam všetkých parametrov. Pokiaľ nie je uvedené inak je možné na-
staviť iba parametre ktoré sú uvedené v príklade. V ukážkových príkladoch bude použitý
klasifkátor SVM, teda parameter -SVM, ktorý je možné nahradiť parametrami -kNN,
-neuralNet, naiveBayes, -ID3 alebo -logisticRegression. Ak bude proces vyžadovať
vstup, bude zadaný pomocou parametra -input=hodnota, kde hodnota predstavuje cestu
k adresáru, v ktorom sa nachádzajú vstupné dáta. V tomto adresári je pre každú kategóriu
vytvorený práve jeden adresár s dátami. -wikipreprocess: Stiahnutie a predspracovanie
wikipédie. Tento proces môže trvať niekoľko hodín. Parameter nie je možné kombinovať s
inými parametrami. Príklad použitia:
$java -jar bp.jar -wikipreprocess
-classify: Spustí klasifikáciu pomocou uloženého modelu model4.
$java -jar bp.jar -classify -storeModel=model4 -data=inputs
-crossValidation: Spustí proces crossvalidácie na danom vstupe a modele
$java -jar bp.jar -crossValidation -SVM -data=inputs
Vstupy a výstupy
-dataMapping=file.csv: Parameter definuje súbor file.csv, ktorý sa nachádza v ad-
resári projektu. Ten obsahuje dva stĺpce oddelené znakom tabulátora. V prvom stĺpci sa
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nachádza cesta k adresáru v ktorom sa nachádzajú dáta a v druhom trieda do ktorej majú
byť tieto dáta zakategorizované. Je možné pre viac adresárov zadať rovnakú triedu.
-storeModel=name: parameter špecifikuje názov modelu, ktorý aplikácia uloží pri
trénovaní, alebo načíta pri trénovní.
-csv: pri zapnutí tohto parametra sú na vstup podané nie textové dáta ale súbory
obsahujúce vektory vlastností. Na každom riadku sa nachádza dvojica hodnôt oddelená
separátorom, kde základny separátor je tabulátor. Tento separátor je možné zmeniť v na-
staveniach aplikácie. Prvá z dvojice hodnôt je slovo a druhá jeho tf-idf hodnota.
V nasledujúcom príklade môžme vidieť použitie týchto parametrov. Trénovanie pre-
behne na dátach s danou množinou príznakov. Cestu k adresárom v ktorých sa dáta nachá-
dzajú spolu s triedou do ktorej majú byť klasifikované sa nachádzajú v súbore mapping.txt.
Model bude uložený pod názvom modelMAPPING a trénovať sa bude SVM model.
$java -jar bp.jar -SVM -storeModel=modelMAPPING -dataMapping=mapping.txt
-csv
-wikiIn=categories.csv: Súbor categories.csv obsahuje na každom riadku dve hod-
noty. Tieto hodnoty sú oddelené separátorom, konkrétne tabulátorom. Prvá hodnota defi-
nuje kategóriu z wikipédie, ktorá môže byť zadaná regulárnym výrazom a hodnota v dru-
hom stĺpci definuje do akej kategórie budú zatriedené dáta vyhovujúce tomuto regulárnemu
výrazu.
-xml=wikipedia.xml: Do súboru wikipedia.xml, ktorý sa uloží do adresára XML v
adresári projektu, sa uloží XML popis procesu RapidMineru. Tento popis je potom možné
otvoriť v RapidMineri. Je možné ho použiť pre rozšírenie procesu v tomto programe či na
skontrolovanie validity procesu.
$java -jar bp.jar -SVM -wikiIn=categories.csv -storeModel=wikiSVM
-xml=wikipedia.xml
-standalone=name: Pri zapnutí tohto parametra sa vytvorí samostatne spustiteľný
program z uloženého modelu s názvom name. Parameter nie je možné kombinovať s inými
parametrami.
$java -jar bp.jar -standalone=model1
Špecifikácia predspracovania textu Nasledujúce parametre je možné zapnúť pri
klasifikácii, trénovaní a krížovej validácii.
• -noTokenize: Vypne tokenizáciu textu.
• -noTransformCase: Vypne zjednotenie kapitalizácie.
• -noFilterStopwords: Vypne filtrovanie bežných anglických slov.
• -noFilterTokensLength: Vypne filtrovanie krátkych slov.
• -noStem: Vypne odstraňovanie koncoviek slov.
• -PCA: Pridanie predspracovania analýzi hlavných komponent. Tento parameter je
nutné zapnúť pri trénovaní neurónových sieti.
Parametre modelu SVM
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• -svm.svm type=value: pomocou tohto parametra je možné nastaviť typ SVM.
Typy SVM ako nu-SVC, one-class, epsilon-SVR, nu-SVR, C-SVC a nu-SVC sa použí-
vajú na klasifikačné úlohy a epsilon-SVR spolu s nu-SVR na regresné úlohy. Posledná
možnosť je one-class, ktorá sa používa pre distribučné odhady. S pomocou nastavenia
one-class je možné natrénovať model iba s pomocou jednej triedy.
Default: C-SVC.
Rozsah: nu-SVC, one-class, epsilon-SVR, nu-SVR. C-SVC, nu-SVC.
• -svm.kernel type=value: nastavenie typu jadra funkcie. Vo všeobecnosti je rbf ker-
nel rozumná prvá možnosť. Typt jadier a ich funkcie:
– rbf kernel nelineárne mapuje vzorky do viacdimenzionálneho priestoru. Na-
rozdiel od lineárneho jadra, zvládne prípad keď vzťah medzi označením tried a
atributmi je nelineárny
– linear kernel je špeciálny prípad rbf kernel
– sigmoid kernel sa správa ako rbf kernel pri určitých nastaveniach parametrov
Existuje pár situácii keď rbf kernel nie je vhodné použiť. Jedným z prípadov je keď je
počet prkov veľmi veľký. V tomto prípade je lepšie použiť lineárne jadro.
Default: rbf kernel.
Rozsah: linear, poly, sigmoid, precomputed.
• -svm.degree=value: tento parameter je možné nastaviť iba v prípade, že je typ
jadra nastavený na poly, určuje uhol pre polynomiálnu funkciu jadra.
Default: 3
Rozsah: reálne čísla
• -svm.gamma=value: tento parameter je možné nastaviť iba v prípade, že typ jadra
je nastavený na poly, rbf, alebo sigmoid, určuje potom gamma hodnotu pre tieto
funkcie jadra. Jeho nastavenia môžu zohrať významnu rolu v modele, konkrétne môže
zmeniť presnosť modelu. Preto je dobrým zvykom overiť jeho nastavenie pomocou
krížovej validácie.
Default: 0.0
Rozsah: reálne čísla
• -svm.coef0=value: tento parameter je možné nastaviť iba v prípade, že typ jadra
je nastavený na poly alebo precomputed. Špecifikuje hodnotu coef0 pre tieto funkcie
jadra.
Default: 0.0
Rozsah: reálne čísla.
• -svm.nu=value: tento parameter je možné nastaviť iba v prípade, že typ SVM je
nastavený na nu-SVC, one-class alebo nu-SVR. Špecifikuje hodnotu nu, ktorá môže
byť v rozsahu 0.0 až 0.5.
Default: 0.5
Rozsah: reálne čísla.
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• -svm.cache size=value: špecifikuje veľkosť vyrovnávacej pamäte v MB.
Default: 80
Rozsah: reálne čísla
• -svm.epsilon=value: špecifikuje toleranciu ukončovacieho kritéria.
Default: 0.001
Rozsah: reálne čísla
• -svm.shrinking=value: určuje či má byť použitá zmršťovacia heuristika.
Default: true
Rozsah: boolean
• -svm.calculate confidences=value: indikuje či má byť spočítaná hodnota viero-
hodnosti.
Default: true
Rozsah: boolean
• -svm.C=value: je možné nastaviť iba v prípade, že je typ SVM nastavený na c-SVC,
epsilon-SVR, nu-SVR. Špecifikuje hodnotový parameter C.
Default: 0.0
Rozsah: reálne čísla
• -svm.p=value: parameter je možné nastaviť iba v prípade, že je typ SVM nastavený
na epsilon-SVR. Špecifikuje toleranciu stratovej funkcie epsilon-SVR.
Default: 0.1
Rozsah: reálne čísla
Parametre modelu Logistická Regresia
• -logistic regression.kernel type=value: typy jadier:
– dot: jadro je definované funkciou k(x, y) = x ∗ y. Výsledkom je skalárny súčin x
a y.
– radial: jadro je definované funkciou exp(−g||x− y||2), kde g je gamma a je špe-
cifikovaná parametrom -logistic regression.kernel gamma a hrá najväčšiu
rolu vo výkone jadra.
– polynomial: jadro je definované funkciou k(x, y) = (x ∗ y + 1)d, kde d je špe-
cifikované parametrom -logistic regression.kernel degree. tento typ jadra je
veľmi vhodný použiť keď všetky trénovacie dáta sú normalizované.
– neural: jadro je definované dvoma vrstvami neurónových sieti tanh(αx ∗ y+ b),
kde alpha a b sú konštanty. tento parameter môže byť nastavený pri použití
kernel a a kernel b. Bežná hodnota pre parameter α je 1/N , kde N je rozmer
dát.
– anova: jadro anova je definované ako exp(−g(x−y))d kde g je parameter gamma
a d je parameter degree.
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– epachnenikov: funkcia epachnenikov je definovaná ako (3/4)(1 − u2), pre u ∈
[−1, 1] a 0, pre u, ktoré nepatrí do tohto intervalu. Pre toto jadro je možné
nastaviť parametre
∗ -logistic regression.kernel sigma1
∗ -logistic regression.kernel degree
– gaussian combination: Pre toto jadro je možné nastaviť parametre
∗ -logistic regression.kernel sigma1
∗ -logistic regression.kernel sigma2
∗ -logistic regression.kernel sigma3
– multiquadric: jadro je definované druhou odmocninou z ||x−y||2 +c2 a je preň
možné nastaviť parametre
∗ -logistic regression.kernel sigma1
∗ -logistic regression.kernel shift
Default: dot
Rozsah: dot, radial, polynomial, neural, anova, epachnenikov, gaussian combination
a multiquadric.
• -logistic regression.kernel gamma=value: ide o parameter SVM jadra. Tento
parameter je možné nastaviť iba ak typ jadra je nastavený na radial alebo anova.
Default: 1.0
Rozsah: reálne čísla
• -logistic regression.kernel sigma1=value: ide o parameter SVM jadra sigma1.
Tento parameter je možné nastaviť iba ak typ jadra je nastavený na epachnenikov,
gaussian combination alebo multiquadric.
Default: 1.0
Rozsah: reálne čísla
• -logistic regression.kernel sigma2=value: ide o parameter SVM jadra sigma2.
Tento parameter je možné nastaviť iba ak typ jadra je nastavený na gaussian combi-
nation.
Default: 0.0
Rozsah: reálne čísla
• -logistic regression.kernel sigma3=value: ide o parameter SVM jadra sigma3.
Tento parameter je možné nastaviť iba ak typ jadra je nastavený na gaussian combi-
nation.
Default: 2.0
Rozsah: reálne čísla
• -logistic regression.kernel shift=value: ide o parameter SVM jadra shift. Tento
parameter je možné nastaviť iba ak typ jadra je nastavený na multiquadric.
Default: 1.0
Rozsah: reálne čísla
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• -logistic regression.kernel degree=value: ide o parameter SVM jadra degree.
Tento parameter je možné nastaviť iba ak typ jadra je nastavený na polynomial,
anova alebo epachnenikov.
Default: 2.0
Rozsah: reálne čísla
• -logistic regression.kernel a=value: ide o parameter SVM jadra a. Tento para-
meter je možné nastaviť iba ak typ jadra je nastavený na neural.
Default: 1.0
Rozsah: reálne čísla
• -logistic regression.kernel b=value: ide o parameter SVM jadra b. Tento para-
meter je možné nastaviť iba ak typ jadra je nastavený na neural.
Default: 0.0
Rozsah: reálne čísla
• -logistic regression.kernel cache=value: parameter špecifikuje veľkosť cache pre
vyhodnocovanie jadra v MB.
Default: 200
Rozsah: reálne čísla
• textbf-logistic regression.C=value: tento parameter nastavuje jemnosť, tj. toleranciu
k zlým zaradeniam. Jeho vyššie hodnoty dovoľujú existenciu jemnejších hrán medzi
triedami a nižšie hodnoty tvoria ostrejšie hrany. Príliš veľká hodnota môže viesť k
pretrénovaniu, príliš malá môže vyústiť v príliš všeobecný klasifikátor.
Default: 1.0
Rozsah: reálne čísla
• -logistic regression.convergence epsilon=e: optimalizačný parameter, ktorý špe-
cifikuje presnosť v KKT podmienkach.
Default: 0.001
Rozsah: reálne čísla
• -logistic regression.max iterations=value: optimalizačný parameter, ktorý špe-
cifikuje počet iterácii po ktorom iterácie skončia.
Default: 100000
Rozsah: celé čísla
• -logistic regression.scale=value: ide o globálny parameter. Keď je zvolený, tréno-
vacie dáta sú vyškálované a parametre škálovania sú uložené pre testovaciu sadu.
Default: true
Rozsah: boolean
Parametre modelu k-najbližších susedov
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• -kNN.k=value: nájdenie k trénovacích vzorkov, ktoré sú najbližšie k testovanému
vzorku a ide o prvý krok k-NN algoritmu. Pre k = 1 je trieda určená na základe
najbližšieho suseda. k je zvyčajne zvolené ako malé, nepárne, prirodzené číslo.
Default: 1
Rozsah: celé čísla
• -kNN.weighted vote=value: ak je tento parameter zvolený, váha susedov sa pri
porovnávaní berie v úvahu. Môže byť užitočné prikladať väčší význam bližším vzor-
kom.
Default: false
Rozsah: boolean
• -kNN.measure types=value: tento parameter určuje, akým spôsobom sa meria
vzdialenosť použítá na nájdenie najbližších susedov.
Default: NumericalMeasures
Rozsah: MixedMeasures, NominalMeasures, NumericalMeasures a BregmanDivergen-
ces
• -kNN.nominal measure=value: tento parameter je This parameter is used for
selecting the type of measure to be used for finding the nearest neighbors.The following
options are available: mixed measures, nominal measures, numerical measures and
Bregman divergences.
Default: NominalMeasures
Rozsah: DiceSimilarity, NominalDistance, JaccardSimilarity, KulczynskiSimilarity,
RogersTanimotoSimilarity a SimpleMatchingSimilarity
• -kNN.numerical measure=value: tento parameter je možné nastaviť, len keď je -
kNN.measure types nastavený na numerical measures. Ak má vstupný ExampleSet
nominálne atributy, nemôže byť tento parameter nastavený.
Default: EuclideanDistance
Rozsah: EuclideanDistance, CamberraDistance, ChebychevDistance, CorrelationSi-
milarity, CosineSimilarity, DiceSimilarity, DynamicTimeWarpingDistance a Inner-
ProductSimilarity
• -kNN.divergence=value: tento parameter je možné nastaviť keď je parameter -
kNN.measure types nastavený na BregmanDivergences
Default: GeneralizedIDivergence
Rozsah: GeneralizedDivergence, ItakuraSaitoDistance, KLDivergence, Logarithmic-
Loss, LogisticLoss, MahalanobisDistance, SquaredEuclideanDistance a SquaredLoss
• textbf-kNN.kernel type=value: tento parameter je možné nastaviť keď je parameter
-kNN.measure types nastavený na KernelEuclideanDistance.Typ tohoto jadra je
možné zvoliť práve týmto parametrom. K dispozícií sú nasledovné jadrá
– dot: jadro je definované funkciou k(x, y) = x ∗ y. Výsledkom je skalárny súčin x
a y.
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– radial: toto jadro je definované funkciou exp(−g||x − y||2), kde g je gamma. g
je špecifikované parametrom -logistic regression.kernel gamma a hrá naj-
väčšiu rolu vo výkone jadra.
– polynomial: jadro je definované funkciou k(x, y) = (x ∗ y + 1)d, kde d je špeci-
fikované parametrom -logistic regression.kernel degree. Tento typ jadra je
veľmi vhodný použiť keď všetky trénovacie dáta sú normalizované.
– neural: jadro je definované dvoma vrstvami neurónových sieti tanh(αx ∗ y+ b),
kde alpha a b sú konštanty. tento parameter môže byť nastavený pri použití
kernel a a kernel b. Bežná hodnota pre parameter α je 1/N , kde N je rozmer
dát.
– anova: jadro anova je definované ako hodnota exp(−g(x−y))d, kde g je gamma a
d je stupeň. Parameter gamma je nastavený hodnotou parametru kernel gamma
a parameter stupeň je nastavený hodnotou parametru kernel degree.
– epachnenikov: funkcia epachnenikov je definovaná ako (3/4)(1 − u2), pre u ∈
[−1, 1] a 0, pre u, ktoré nepatrí do tohto intervalu. Pre toto jadro je možné
nastaviť parametre -kNN.kernel sigma1 a -kNN.kernel degree
– gaussian combination: pre toto jadro je možné nastaviť parametre
∗ -kNN.kernel sigma1
∗ -kNN.kernel sigma2
∗ -kNN.kernel sigma3
– multiquadric: jadro je definované druhou odmocninou z ||x−y||2 +c2 a je preň
možné nastaviť parametre
∗ -kNN.kernel sigma1
∗ -kNN.kernel shift
Default: radial
Rozsah: dot, radial, polynomial, neural, anova, epachnenikov, gaussian combination
a multiquadric
• -kNN.kernel sigma1=value: ide o parameter jadra sigma1. Tento parameter je
možné nastaviť iba ak typ jadra je nastavený na epachnenikov, gaussian combination
alebo multiquadric.
Default: 1.0
Rozsah: reálne čísla
• -kNN.kernel sigma2=value: ide o parameter jadra sigma2. Tento parameter je
možné nastaviť iba ak typ jadra je nastavený na gaussian combination.
Default: 0.0
Rozsah: reálne čísla
• -kNN.kernel sigma3=value: ide o parameter jadra sigma3. Tento parameter je
možné nastaviť iba ak typ jadra je nastavený na gaussian combination.
Default: 2.0
Rozsah: reálne čísla
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• -kNN.kernel gamma=value: ide o parameter jadra. Tento parameter je možné
nastaviť iba ak typ jadra je nastavený na radial alebo anova. Default: 1.0
Rozsah: reálne čísla
• -kNN.kernel degree=value: ide o parameter jadra. Tento parameter je možné na-
staviť iba ak je nastavený parameter -kNN.numerical measure na hodnotu KernelE-
uclideanDistance a parameter -kNN.kernel type na hodnotu polynomial, anova alebo
epachnenikov
Default: 3.0
Rozsah: reálne čísla
• -kNN.kernel shift=value: ide o parameter jadra shift. Tento parameter je možné
nastaviť iba ak typ jadra je nastavený na multiquadric
Default: 1.0
Rozsah: reálne čísla
• -kNN.kernel a=value: ide o parameter jadra a. Tento parameter je možné nastaviť
iba ak typ jadra je nastavený na neural.
Default: 1.0
Rozsah: reálne čísla
• -kNN.kernel b=value: ide o parameter jadra b. Tento parameter je možné nastaviť
iba ak typ jadra je nastavený na neural.
Default: 0.0
Rozsah: reálne čísla
Paramertre modelu ID3
• -id3.criterion=value: špecifikuje kritérium použité pre voľbu atribútov poďla kto-
rých sa delí.
Default: information gain
Rozsah: gain ratio, information gain, gini index, accuracy
• -id3.minimal size for split=value: minimálna veľkosť uzla, pri ktorej sa môže roz-
deliť.
Default: 100
Rozsah: celé čísla
• -id3.minimal leaf size=value: minimálna veľkosť listu.
Default: 1
Rozsah: celé čísla
• -id3.minimal gain=value: minimálny informačný zisk aby mohlo prebehnúť roz-
delenie.
Default: 0.1
Rozsah: reálne čísla
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• -id3.number of threads=value: počet vlákien použitý počas trénovania
Default: 2
Rozsah: celé čísla
Parametre klasifikátora naive bayes
• -naiveBayes.laplace correction=value: Ide o pokročilé nastavenie. Tento parame-
ter indikuje, že má byť Laplaceho úprava použitá aby sa zabránilo vplyvu nulových
pravdepodobností. Existuje jednoduchý trik ako sa vyhnúť nulovým pravdepodobnos-
tiam. Môžme predpoklať, že trénovacia sada je dostatočne veľka a pridanie jedného
kusu z každej triedy nespôsobý merateľný rozdiel v pravdepodobnostiach a a zabráni
nulovým pravdepodobnostiam.
Default: false
Rozsah: boolean
Parametre neurónovej siete
• -neural net.training cycles=value: tento parameter špecifikuje počet trénovacích
cyklov pri učení sa neurónovej siete. Pri spätnej propagácií sú spočítané výsledky
porovnané s očakávanými a v prípade chyby sa spätným priehodom upravia váhy jed-
notlivých neurónov. Tento proces sa opakuje n-krát, kde n nastavuje tento parameter.
Default: 500
Rozsah: celé čísla
• -neural net.learning rate=value: tento parameter určuje ako veľmi sa zmenia
váhy pri každom priechode. Nemal by mať hodnotu 0.
Default: 0.001
Rozsah: reálne čísla
• -neural net.momentum=value: momentum je miera ako sa zmena predošlej váhy
prejaví na zmene aktuálnej váhy. Toto umožňuje vyhnúť sa lokálnym maximám a
vyhladzuje smer optimalizácie.
Default: 0.4
Rozsah: reálne čísla
• -neural net.decay=value: toto je pokročilé nastavenie. Indikuje, či sa má počas
učenia zmenšovať miera akou sa menia váhy.
Default: false
Rozsah: boolean
• -neural net.shuﬄe=value: toto je pokročilé nastavenie. Indukuje, či majú byť dáta
pred trénovaním ”zamiešané”. Toto nastavenie zvyšuje pamäťové nároky, ale odporúča
sa použiť v prípade že sú dáta utriedené.
Default: true
Rozsah: boolean
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• -neural net.normalize=value: toto je pokročilý parameter. Neurónová sieť používa
bežne funkciu sigmoidu ako aktivačnú funkciu. Preto by rozsah výsledných hodnôt
mal byť vyškálovaný medzi -1 a +1. Toto zabezpečí tento parameter. Normalizácia
sa deje pred procesom učenia. Toto predĺži dobu učenia ale je pre väčšinu prípadov
nutné.
Default: true
Rozsah: boolean
• -neural net.error epsilon=value: optimalizácia sa zastaví, keď sa trénovacia chyba
dostane pod hodnotu epsilon.
Default: 0.00001
Rozsah: reálne čísla
• -neural net.use local random seed=value: indikuje, či má byť použitý lokálny
základ pre generovanie náhody.
Default: false
Rozsah: boolean
• -neural net.local random seed=value: tento parameter špecifikuje hodnotu lo-
kálneho základu pre náhodu. Je použiteľný len keď je predošlý parameter nastavený
na true.
Default: 1992
Rozsah: celé čísla
Parametre krížovej validácie:
• -validation.average performances only=val: toto je pokročilý parameter a indi-
kuje, či sa majú priemerovať vektory s výkonom pre všetky typy výsledkov.
Default: true
Rozsah: boolean
-validation.leave one out=value: toto nastavenie spôsobí, že krížová validácia po-
užije na trénovanie všetky vzorky okrem jednej. Toto je opakované pre každú vzorku z
trénovacej sady. Toto výrazne predĺži beh validácie. Ak je tento parameter nastavený
na true, ďalší parameter je ignorovný.
Default: false
Rozsah: boolean
• -validation.number of validations=value: tento parameter špecifikuje počet pod-
sád na ktoré sa trénovacia sada rozdelí. Toto je zároveň počet iterácií krížovej validá-
cie. Každá iterácia spočíva v úplnom natrénovaní a použití modelu.
Default: 10
Rozsah: celé čísla
• -validation.sampling type=value: krížová validácia môže použiť viaceré varianty
vzorkovania na vybudovanie testovacích sád. Nasledovné sú k dispozícií:
52
– linear sampling: lineárne samplovanie rozdelí trénovaciu sadu na jednotlivé
podsady jednoduchov poradí v akom sú
– shuﬄed sampling: operátor jednotlivé sady zvolí náhodne
– stratified sampling: toto nastavenie tvorí náhodné sady tak, aby sa zachovala
distribúcia tried v nich
Default: stratified sampling
Rozsah: voľba
• -validation.use local random seed=value: indikuje, či má byť použitý lokálny
základ pre generovanie náhody.
Default: false
Rozsah: boolean
• -validation.local random seed=value: tento parameter špecifikuje hodnotu lokál-
neho základu pre náhodu. Je použiteľný len keď je parameter neural net.use local random seed
nastavený na true.
Default: 1992
Rozsah: celé čísla
• -validation.parallelize training=value: spustí trénovanie paralelne
Default: false
Rozsah: boolean
Parametre spracovania textových dokumentov
• -file pattern=value: výraz ktorý vyberá súbory ktoré sa spracujú. Tento parameter
podporuje bežné špeciálne symboly ako * alebo ?.
Default: false
Rozsah: boolean
• -file pattern=value: výraz ktorý vyberá súbory ktoré sa spracujú. Tento parameter
podporuje bežné špeciálne symboly ako * alebo ?.
Default: *
Rozsah: text
• -extract text only=value: ak je zvolený, tento parameter ignorujú sa v texte xml
alebo html tagy.
Default: true
Rozsah: boolean
• -use file extension as type=value: ak je zvolený, tento parameter zapne určovanie
typu obsahu súboru podľa jeho prípony. Neznáme prípony sú chápané ako čisto textové
súbory.
Default: true
Rozsah: boolean
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• -encoding=value: kódovanie použité pre čítanie obsahu súborov.
Default: SYSTEM
Rozsah: SYSTEM, Big5, Big5-HKSCS, EUC-JP, EUC-KR, GB18030, GB2312, GBK,
IBM-Thai, IBM00858, IBM01140, IBM01141, IBM01142, IBM01143, IBM01144,
IBM01145, IBM01146, IBM01147, IBM01148, IBM01149, IBM037, IBM1026, IBM1047,
IBM273, IBM277, IBM278, IBM280, IBM284, IBM285, IBM297, IBM420, IBM424,
IBM437, IBM500, IBM775, IBM850, IBM852, IBM855, IBM857, IBM860, IBM861,
IBM862, IBM863, IBM864, IBM865, IBM866, IBM868, IBM869, IBM870, IBM871,
IBM918, ISO-2022-CN, ISO-2022-JP, ISO-2022-JP-2, ISO-2022-KR, ISO-8859-1, ISO-
8859-13, ISO-8859-15, ISO-8859-2, ISO-8859-3, ISO-8859-4, ISO-8859-5, ISO-8859-
6, ISO-8859-7, ISO-8859-8, ISO-8859-9, JIS X0201, JIS X0212-1990, KOI8-R, KOI8-
U, Shift JIS, TIS-620, US-ASCII, UTF-16, UTF-16BE, UTF-16LE, UTF-32, UTF-
32BE, UTF-32LE, UTF-8, windows-1250, windows-1251, windows-1252, windows-
1253, windows-1254, windows-1255, windows-1256, windows-1257, windows-1258,
windows-31j, x-Big5-Solaris, x-euc-jp-linux, x-EUC-TW, x-eucJP-Open, x-IBM1006,
x-IBM1025, x-IBM1046, x-IBM1097, x-IBM1098, x-IBM1112, x-IBM1122, x-IBM1123,
x-IBM1124, x-IBM1381, x-IBM1383, x-IBM33722, x-IBM737, x-IBM834, x-IBM856,
x-IBM874, x-IBM875, x-IBM921, x-IBM922, x-IBM930, x-IBM933, x-IBM935, x-
IBM937, x-IBM939, x-IBM942, x-IBM942C, x-IBM943, x-IBM943C, x-IBM948, x-
IBM949, x-IBM949C, x-IBM950, x-IBM964, x-IBM970, x-ISCII91, x-ISO-2022-CN-
CNS, x-ISO-2022-CN-GB, x-iso-8859-11, x-JIS0208, x-JISAutoDetect, x-Johab, x-
MacArabic, x-MacCentralEurope, x-MacCroatian, x-MacCyrillic, x-MacDingbat, x-
MacGreek, x-MacHebrew, x-MacIceland, x-MacRoman, x-MacRomania, x-MacSymbol,
x-MacThai, x-MacTurkish, x-MacUkraine, x-MS932 0213, x-MS950-HKSCS, x-mswin-
936, x-PCK, x-SJIS 0213, x-UTF-16LE-BOM, X-UTF-32BE-BOM, X-UTF-32LE-
BOM, x-windows-50220, x-windows-50221, x-windows-874, x-windows-949, x-windows-
950, x-windows-iso2022jp
• -vector creation=value: tento parameter zvolí spôsob akým sa budú budovať vek-
tory vlastností.
Default: TF-IDF
Rozsah: TF-IDF, Term Frequency, Term Occurrences, Binary Term Occurrences
• -prune method=value: špecifikuje, či a ako majú byť odstránené slová s malým
množstvom výskytov.
Default: none
Rozsah: none, percentual, absolute, by ranking
• -datamanagment=value: určuje ako sú dáta ukladané vnútorne
Default: double sparse array
Rozsah: double array, float array, long array, int array, short array, byte array, bo-
olean array, double sparse array, float sparse array, long sparse array, int sparse array,
short sparse array, byte sparse array, boolean sparse array, sparse map
• -parallelize vector creation=value: Spustí tvorbu vektorov paralelne.
Default: false
Rozsah: boolean
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• -content type=value: typ obsahu súborov.
Default: txt
Rozsah: txt, pdf, xml, html
• -prune below percent=value: ignoruje slová vyskytujúce sa v menej než n% sú-
borov.
Default: 3
Rozsah: reálne čísla
• -prune above percent=value: ignoruje slová vyskytujúce sa vo viac ako n% súbo-
rov.
Default: 30
Rozsah: reálne čísla
• -prune below absolute=value: ignoruje slová vyskytujúce sa v menej ako n súbo-
roch.
Default:
Rozsah: reálne čísla
• -prune above absolute=value: ignoruje slová vyskytujúce sa vo viac ako n súbo-
roch.
Default:
Rozsah: reálne čísla
• -prune below rank=value: špecifikuje koľko percent najpoužívanejších slov sa ig-
noruje.
Default: 0.05
Rozsah: reálne čísla
• -prune above rank=value: špecifikuje koľko percent najmenej používaných slov sa
ignoruje.
Default: 0.95
Rozsah: reálne čísla
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