Abstract. A two-dimensional circular quantum billiard with unusual boundary conditions introduced by Berry and Dennis (J Phys A 41 (2008) 135203, Ref. [2]) is considered in detail. It is demonstrated that most of its eigenfunctions are strongly localized and the corresponding eigenvalues are close to eigenvalues of the circular billiard with Neumann boundary conditions. Deviations from strong localization are also discussed. These results agree well with numerical calculations.
Introduction
It is common to consider a quantum problem as integrable (but not necessarily separable) or chaotic, depending solely on the properties of its classical counterpart. For example, the quantum circular billiard is integrable because classical mechanics inside a circle is integrable. In such an approach one does not even specify the exact form of boundary conditions, which are indispensable for the existence of discrete spectrum in quantum billiards. Often this approach is correct; for example a circular billiard remains integrable for both Dirichlet and Neumann boundary conditions. Nevertheless, it is known that this is not always the case. A notable example is a rectangular billiard with Dirichlet conditions imposed on part of the boundary, and Neumann conditions on the complimentary part (e.g. [1] and references therein). Though the rectangular billiard is classically integrable, this version of the quantum problem is neither integrable nor chaotic and, in fact, has many features in common with classically pseudointegrable systems. In particular, in [1] it was shown that the eigenfunctions of such systems have a strong resemblance with integrable eigenfunctions whose quantization gives the positions of the energy levels with reasonably good precision.
Recently, a different system with similar properties was introduced in [2] . The problem consists in finding eigenfunctions and eigenvalues for the Helmholtz equation in polar coordinates [2] (∆ + k 2 )Ψ(r, φ) = 0 (1.1)
with Robin boundary conditions (mixed boundary conditions) on the circle of radius R: ∂ ∂r Ψ(r, φ)| r=R = Af (φ)Ψ(R, φ) .
(
1.2)
When the boundary function f (φ) is a constant, the problem remains integrable (e.g. [3] ). New phenomena appear when
• f (φ) is a smooth function of the polar angle φ, and
• the prefactor A is not a constant but is proportional to the momentum k.
In [2] the case f (φ) = cos φ (1. 3) and A = k was briefly considered. Fig. 7 of that paper shows an eigenfunction with energy E = 97.206986712 which looks like the (slightly shifted) standard Bessel function with azimuthal quantum number 8 and radial quantum number 6. The 6 th zero of J ′ 8 (x) is x 0 = 27.8892694, corresponding to energy E 0 ≡ x 2 0 /8 = 97.226418653. Compared with the unit mean distance between levels, the difference between these is rather small: E − E 0 = −0.01943.
The purpose of this paper is to show that this not a coincidence. We argue that almost all energy levels of the problem (1.1), (1.2) , and (1. The corresponding wavefunctions look, roughly speaking, like the usual Bessel function solutions of (1.1) but slightly shifted with respect to the circle centre.
The main reason for such behaviour is the strong localization of wave functions. Namely, the recurrence relation determining the eigenfunction coefficients (see equation (2. 2) below), is equivalent to the one-dimensional discrete Schrödinger equation with a pseudo-random distribution of on-site energies. If these energies were truly random, this problem would correspond to Anderson localization in one dimension [5, 6, 7] for which all states are localized. Though the energy distribution is deterministic in our problem, it has strong pseudo-random properties, and many of the predictions of localization theory remain valid.
The plan of the paper is the following. In Section 2 the formal solution of the problem in terms of recurrent relations derived in [2] is discussed. Properties of the pseudo-random energy distribution and its relation with the Lloyd model of the product of random matrices are investigated, and the localization length is discussed. Properties of strongly localized states and the construction of a local perturbation theory are treated in Section 3. States which are localized close to the boundaries of the allowed region differ from strongly localized states. In Section 4, states with large azimuthal number are shown to be adequately described by a continuous semiclassical approximation, whose approximate quantization condition is derived in Section 5. As for any dynamical model, the construction of the semiclassical trace formula is of interest, and this is done for our model in Section 6. We conclude in Section 7. Details of longer calculations are given in the Appendices.
Localization
The solution of the above problem may be written as the following formal series [2] 
where x = kR and cos mφ (resp. sin mφ) are chosen for states symmetric (resp. antisymmetric) with respect to the symmetry transformation φ → −φ. The boundary conditions (1.2) and (1.3) are fulfilled provided the coefficients a m obey the recurrence relations [2] 
where
for all m = 0, 1, 2, . . .. The initial values may be chosen as follows [2] 
for symmetric functions and
for antisymmetric ones.
For integrable models such as the circular billiard with Neumann boundary conditions, only one term in the series (2.1) is non-zero. For chaotic problems like the stadium billiard, all coefficients are non-zero, and in the mean the numbers a m /J m (x) can be considered as independent Gaussian random variables [4] . Below we demonstrate that for our problem, almost all states are localized. This means that one coefficient a m is much larger than all the others which, roughly speaking, decrease exponentially from the centre of localization.
It is evident that the recursion relations (2.2) define the discrete Schrödinger equation, and can be rewritten in the form of the transfer matrix
In the semiclassical approximation x → ∞ and m < x, ρ m can be approximated by using the standard asymptotics of the Bessel functions [8] 
If, for all m, Φ m (x) are independent random variables distributed uniformly between 0 and π, the variables ρ m (x) are independent random variables with the Cauchy distribution
with
In such a case, Eq. (2.6) determines the soluble Lloyd model [9] of the product of random matrices, for which it is known that for almost all initial conditions the Lyapunov exponent of the product, defined
is non-zero, and for the distribution (2.10) its value is given by [10] 
In parallel with the Lloyd model we also consider a closely related deterministic model (sometimes called the Maryland model [14] ) defined by the same recursion relations (2.2), but with the function ρ m = sin(θ) tan(mθ) (2.14)
with a certain constant θ. When θ is a 'good' irrational multiple of π, this model should have properties close to the Lloyd model. In particular, the Lyapunov exponent is given by (2.13). These two models are compared in Fig. 1a ). On the other hand, when θ/π is rational (or irrational but with a good rational approximation), the situation differs considerably from a random model (see e.g. [12] ). The Lyapunov exponent (2.12) is a self-averaged quantity only in the limit m → ∞. For a finite sample length (i.e. large but finite m ≤ L), it is a random variable with a certain distribution. In [11] it was shown that this distribution in the Lloyd model is Gaussian with meanλ and variance approximately given by
In Fig. 1b the distribution of the Lyapunov exponents for the Lloyd model with L = 100 is shown. For a given realization of a random sequence, the Lyapunov exponent with finite L has a certain value, but the mean value and variance over many realizations agree well with (2.13) and (2.15) . When boundary conditions for the Schrödinger equation are imposed at large distances, almost all eigenstates, are localized and for one-dimensional systems the localization length l equals the inverse of the Lyapunov exponent [15] For the Cauchy distribution with the width defined by (2.11), the local localization length is
with t = m/x where m is the center of localization and x is the eigen-momentum. For a large range of m/x, the localization length is close to 1 (e.g. for m = .5x,l = 1.28) but near m = x it diverges. Of course, this statement is valid only for the pure random Lloyd model with the width as in (2.11). In our case, the phases Φ m (x) in (2.8) are not random, but rather quickly varying functions of m. First of all, the oscillatory asymptotics of the Bessel functions (2.7) are valid only when
Therefore, wave functions with eigen-momentum x (if any exist) can be localized only in the interval
Secondly, within this interval, the best one can expect is that the phases (2.8) are pseudo-random, provided that their derivative over m is not a rational multiple of π, nor too close to one. This means that in regions where
one cannot expect good localization of eigenfunctions. Nevertheless, for most values of m, the phases (2.8) are pseudo-random when considered modulo π (cf. [13] ), and it is natural to assume that wave functions obeying (2.2) are localized (at least in a certain interval of m).
In Fig. 2 , the absolute values of the coefficients a m corresponding to an eigenvalue are presented on the logarithmic scale. It is clear that they correspond to an eigenstate localized at m = 9 and decaying exponentially from this point with the localization length close to the one given by Eq. (2.17). When the momentum is even slightly different from a true eigenvalue, the coefficients grow exponentially from this point.
Strongly localized states
We will call states localized at a certain point m * , not too close to the boundary 0 and x, strongly localized states. As the localization length l is of order 1, in general, these states consist of one large component a m * and all other components have to be small:
Therefore it is natural to develop a perturbation series on the number of amplitudes in the vicinity of m * . We assume that all coefficients except the one with m = m * are zero, and a m * = 1. Then from the recurrence relations (2.2), it follows that the eigenvalue x * has to be a zero of the derivative of the Bessel function with m = m * ,
The next approximation consists of taking into account terms with m = m * ± 1, which leads to the 3 × 3 equation
Of course, this and the following equations can be solved numerically, but it is more convenient to perform some calculations beforehand. We shall see that solutions of any of these equations lead to x close to x * from (3.2). Therefore, one has to know the values of J m * +k (x * ) and J ′ m * +k (x * ). From standard recursion relations for the Bessel functions [8] ,
it follows that the Bessel functions can be written in the form
where R k,n (z) represents a certain polynomial of degree k in 1/z called Lommel's polynomial [8] . In particular, when x is a zero of
and
Using the properties of Lommel's polynomials or directly applying asymptotic formulas for the Bessel functions (as in Appendix C), one finds that the first terms of semiclassical expansion of J p+k , calculated at a zero x of J ′ p , are the following
where u = p/x and T k (u) and U k (u) are the Chebyshev polynomials of the first and the second kind respectively,
From these formulas it follows that
with cos θ = m * /x * , and the last expression is an odd function of k: ρ m * +k (x * ) = −ρ m * −k (x * ). In Appendix A it is shown this property implies that all (2p + 1) × (2p + 1) determinants as in (3.3) vanish in the semiclassical limit, implying that their zeros are always close to the zero of the central element.
For determinants of small size, the first order correction
can be calculated analytically. For 3 × 3 determinant in (3.3) one obtains that
and for the 5 × 5 determinant
For example, for the eigenvalue x = 32.50302694 represented in Fig. 2 , one has the following chain of approximations:
• For the determinant 1 × 1, i.e. for the zero of J ′ 9 (x 1 ) = 0 one has x − x 1 ≈ −0.0022 .
(3.16)
• For the solutions of 3 × 3, 5 × 5, and 7 × 7 determinants one finds numerically the following approximations
Such perturbation expansions cannot converge uniformly for two different reasons. First, although it is reasonable to expect that eigenvalues obtained from such small determinants give a good approximation to the true eigenvalue (cf. (3.17)) for strongly localized states, the parameter of such an expansion is a pure number of the order of e −λ where λ is the inverse of the localization length. Due to considerable fluctuations of the latter, it is difficult to give a precise a priori bound of the accuracy of such series. Second, starting from the center of the localization, the correct boundary conditions -as in (2.4) and (2.5) -are not taken into consideration. Nevertheless, boundary corrections have to be of the order of e −λδN where δN is the distance of the center of the localization to the boundary and can often be ignored for strongly localized states. In particular, this leads to the almost degeneracy of even and odd states, which differ only by the boundary values (2.4) and (2.5), which is well-confirmed by numerics. For example, the odd state corresponding to even state in Fig. 2 has the momentum x = 32.50302689 and the difference between even and odd states equals 5.34 10 −8 . The above perturbation approach also gives information about the corresponding wave functions. Although for strongly localized states, the coefficients a m decay exponentially from the localization center, numerically this decrease is not so quick, and the influence of the first corrections are noticeable.
We now estimate these corrections from the 3 × 3 matrix of (3.3). Simple calculations reveal that, in the semiclassical limit, the wave function has the form (in this approximation)
where m * is the position of localization center and the correction α is given by
The fact that the coefficient in front of the J m * −1 term is the opposite of that of the J m * +1 term is not related to the approximation used. From Appendix A, it follows that in the semiclassical limit, when (3.11) is fulfilled, this will always be the case. To see better the main effect of this correction, we consider the familiar Bessel function addition theorem [8] . According to this theorem, the Bessel function shifted by a vector ǫ can be expanded as follows:
where (r, φ) and (w, ψ) are the polar coordinates of a point with respect to the axis defined by the direction of the shift ǫ (see Fig. 3 ). Taking into account only the smallest of ǫ terms, and using J −n (x) = (−1) n J n (x), one concludes that Comparing this equation with (3.18) we conclude that the most noticeable effect of corrections is a small shift to the left of the state with m = m * , the value of this shift being of the order of 1/k. For illustration we present in Fig. 4 the numerically-computed wave function corresponding to the eigenstate shown in Fig. 2. 
Continuous approximation
As the localization length grows when the localization centre m * is close to x, the structure of the wave functions in this region differs considerably from the that discussed in the preceding Sections. An example is shown in Fig. 5 . The absence of a sharp localized peak together with the existence of a flat part between two vertical lines are a characteristic feature of such a state, clearly differing from the strongly localized state of Fig. 2 . Nevertheless, its eigen-momentum x = 28.40353635 is still close to the lowest zero of J ′ 26 (x 0 ), at x 0 = 28.4181, the difference being x − x 0 = −0.0145. To explain such behaviour, we use a semiclassical-type approximation based on the fact that, in the region m ≈ x, the effective 'potential' in the discrete Schrödinger equation (2.2), V (m) = 2ρ m (x), is a smooth function of m (see Fig. 6 ). When m > x and x → ∞, the Bessel function J m (x) can be approximated by an asymptotic expression [8] similar to (2.7): from which it follows that
This formula agrees well with the exact ρ m (x) for large m, except in a region close to m = x, where the following uniform approximation is useful (see e.g. [8] ): 
where η is the modulus of the first zero of the Airy function, η ≈ 2.338. We thus have the discrete Schrödinger equation
with smooth 'potential' V (m) = 2ρ m (x). It is therefore natural to look for its particular solution a m in a semiclassical form (see e.g. 
with certain smooth functions Φ(m) and A(m).
From the considerations below it follows that Φ(m) → ∞ when x → ∞, and a m+1 and a m−1 may be approximated as the Taylor series One then gets the Schrödinger equation
with 'wave function' ψ(m) ≡ a m (x). The solutions (4.8) are exact analogues of the usual semiclassical solutions of this Schrödinger equation, and the matching formulas connecting the decaying solution with the oscillating one may be obtained in the same way as in the standard semiclassical case (see e.g. [18] ).
We denote 16) and let m 2 be the right turning point i.e. the solution of the equation
In the semiclassical limit, m 2 can be well-estimated from the approximation (4.3)
When m > m 2 , the semiclassical solution which tends to zero when m → ∞ has the form 19) and when m < m 2 , it can be approximated as 
and for x < m < √ 2x
where u = m/x. As expected, the momentum x plays the role of 1/ . The left turning point, m 1 , is defined by the largest solution of
As this point is close to the pole (4.6), it follows that as x → ∞,
where m p is given by (4.6). To compare them with semiclassical formulas, we normalize the a m coefficients so that their asymptotics agrees with (4.19) . To achieve this we multiply all a m by a factor such that a 42 equals the value predicted by (4.19) . The agreement is good , confirming the applicability of the continuous approximation to describe states localized close to m = x.
Though for the states we describe, many coefficients a m are non-zero, the corresponding wave functions are quite simple (cf. Fig. 7b) ). The point is that almost all of these coefficients correspond to the Bessel functions J m (x) with m > x, which decay exponentially inside the circle.
The behaviour of a m for large m described in this Section is not, of course, specific to states localized with m close to x. Rather, it is evidently generic, and all states have a similar form for very large m. For example, the state in Fig. 2 shows clear exponential localization, but only in the finite interval m < x. In Fig. 8a) , the same state is plotted over a larger interval. Starting from m = x, it deviates from pure exponential localization. From Fig. 8b ) it follows that its large-m behaviour is well described by the continuous approximation discussed above. 
Approximate quantization condition
If our problem were a problem of a particle in a potential well, the semiclassical quantization condition determining the energy levels inside the well would take the form
where δ 1 is the phase shift associated with the left turning point and p is an integer. For the discrete equation (4.7), there are two main differences from the standard case. First, there are no true local bound states. The exact position of the energy levels depends on the precise behaviour of ρ m (x) far from the left turning point. Secondly, in the usual continuous Schrödinger equation, the integral of the momentum over the forbidden zone is real, but in our case, between 0 and m 1 it also has an imaginary part equal to π.
Taking into account this additional phase, in this case the approximate quantization condition has the form
where m p is the position of the pole (4.6), {f } denotes the fractional part of f , and δ denotes the sum of all phases, which we assume to be a slowly-varying function of the momentum.
As the fractional part of a number differs from that number only by an integer, we can rewrite the above expression as
with integer P . The main term of this approximate quantization condition, when x → ∞, takes the form
where I is the elliptic integral (B.16)
is a function which increases more slowly than x. A few of its low order terms can be read from (B.19) in Appendix B,
The states localized in the region close to x are analogues of extreme whispering gallery states. For billiards with, say, Neumann boundary conditions, such states are quantized as x ≈ P for integer P . The above discussion demonstrates that for the problem under consideration these states are strongly perturbed, and in the strong semiclassical limit they have momentum
with integer P . Here the factor
A physical picture of these states follows. Consider the value of the wave function along the boundary of the circle. According to (2.1) ,
Estimating coefficients a m from (4.22), one finds
Calculating the sum in the saddle point approximation, we obtain that the saddle point, m sp , obeys the equation
Therefore the saddle point exists if
When this condition is satisfied, the saddle point is the following
and a simple calculation shows that when −π/2 < φ < π/2,
This wave function corresponds to a local evanescent mode propagating along the boundary
In general, such waves exist when the boundary function A f (φ) entering the boundary conditions (1.2) is positive [2] . Taking into account that at points ±π/2, when cos φ = 0, the angular momentum of wave (5.14) equals x, from continuity one concludes that when cos φ is negative the wave function along the boundary should have the form
As the wave function has to be univalued, the quantization condition of such a state is
with a certain integer P . From (B.16) and (B.18), it follows that this condition coincides with (5.4).
Trace formula
Usual semiclassical arguments lead to the trace formula
whered(E) is the smooth part of the level density, and d osc (E) is its fluctuating part. From [3] and [2] , it follows thatd(E) is given by the following Weyl law (for a circle of radius R and A = k in (1.2) ):
Due to the dependence of A on k, the mean part of level counting function,N(E), is not just the integral ofd(E) as usual, but is slightly different :
The fluctuating part of the level density, d osc (E), is given to leading order by the sum over all periodic orbits (see e.g. [16] ):
where l p is the periodic orbit length, A p is the area swept by the periodic orbit family, µ p is the phase accumulated due to the caustics, R p is the total reflection coefficient for a given periodic orbit equal the product of reflection coefficients in all points of reflection, and R p is its average value over all initial points. Periodic orbits for the circle are regular polygons characterized by two integers N and M. The integer N gives the number of reflections with the boundary, and the integer M determines the number of full rotations around the origin. For co-prime N and M, the periodic orbit is primitive. Otherwise, it corresponds to the r th repetition of a primitive periodic orbit where r = (M, N) is the largest common factor of M and N.
For the circle,
For the problem under consideration, each reflection with the boundary corresponds to the following reflection coefficient [2] :
where φ is the polar angle of the collision point and θ is the angle between the trajectory and the tangent at the point of incidence (see Fig. 9 ). For a periodic orbit determined by integers M, N, the total reflection coefficient is the product of the reflection coefficients for all points of the collisions 
where R p (φ) is the reflection coefficient for the primitive orbit determined by M 0 and N 0 .
To calculate the mean reflection coefficient it is necessary to integrate the above formulas over all initial incidence angles φ:
This integral can be calculated analytically for all r:
where P 2r−1 (x) is a polynomial of degree 2r − 1 of the variable x = 1/ cosh ΛN. In particular, for r = 1, 2, 3, 4,
For large odd N and fixed r, the average reflection coefficient is exponentially close to the Neumann value 1, (6.15) For the triangular periodic orbit with N = 3 and M = 1, the average reflection coefficient is also very close to 1: R 3 ≈ .96391, but for its repetitions it starts to deviate from it. For example, for the second, third, and fourth repetition, it has the following values: .85972, .69842, and .49720. Each term in the oscillating part of the trace formula (6.4) is of the order of k −1/2 , which is the dominant contribution when k → ∞. In general, there exist terms decreasing as higher power of k. Usually, these are just small corrections to the existing periodic orbit amplitudes and are rarely taken into account. For example, trace formulas for odd and even states are slightly different due to mainly the existence of rogue states [2] . These eigenfunctions exist only for even states and are described by
where k 0 is determined from the condition J 1 (k 0 R) = 0. Since J ′ 0 (x) = −J 1 (x), these states are the exact analogues of m = 0 states for pure Neumann boundary conditions and, as it is easy to check, give corrections proportional to k −1 to the diameter orbit and its repetitions corresponding to l p = 2Rj with integer j. Notice that peaks with odd j are absent in the usual trace formula (6.4) which is typical for desymmetrized systems.
In the problem we consider here the situation is different. The shift of the whispering gallery mode (5.4) produces unusual peaks in the trace formula. According to (5.4) , the level density of the new levels are given by the formula
Using the Poisson summation formula we conclude that
Therefore in the limit x → ∞ these states correspond to a new periodic orbit with the length equal to
At finite x, the peak associated with this orbit is slightly smaller due to the x 1/3 correction which dies slowly. The numerically-computed length density of orbits is shown in Fig. 10 . For comparison, the length density for the Neumann boundary conditions is also represented in the same figure but, for clarity, with the opposite sign. All the peaks coincide with those of the circle except the additional one associated with the orbit (6.21) indicated by the arrow. The analysis of the amplitudes of the peaks (e.g. for the triangular orbit and its repetitions) confirms (6.12).
Conclusion
In this paper, we studied properties of a circular quantum billiard with specific boundary conditions introduced in [2] . Due to the explicit dependence of the boundary conditions on momentum, the semiclassical limit of this model is unusual and is neither integrable nor chaotic. Following [2] , we denote such systems as near integrable. Their characteristic property is the strong localization of wave functions in the space of azimuthal quantum numbers. The main reason of such behaviour in this system is the formal analogy between the recurrence relations for coefficients of the eigenfunction expansion, and the one-dimensional Anderson model. In a sense, our system is similar to kicked systems where the localization has been established in [13] , the role of kicks being played by collisions with the boundary.
The eigenfunction with momentum k can be localized with azimuthal quantum number m between 0 and kR. States localized far from the boundaries of this interval decay (in the mean) exponentially from the point of localization with localization length of the order of 1. Eigen-momenta of these states are close to zeros of the derivative of the Bessel function J ′ m (x) with m equal the localization center. States localized close to the boundaries may deviate from pure exponential localization. In particular, states having large components with m near kR exponentially decrease only for smaller m. The large-m behaviour of these states is described by a continuous approximation, and they have oscillations for m in between kR and √ 2kR, decreasing quickly only for m > √ 2kR. The possibility of formation of fractal states similar to those investigated in [19] requires additional study.
Among other consequences of strong localization it is worth mentioning the almostdegeneracy of states with different symmetries, and the Poissonian character of spectral statistics for energy eigenvalues with the same symmetry.
As for usual quantum dynamical systems, it is possible to write down a semiclassical trace formula relating the quantum spectrum with the sum over periodic orbits. For the problem considered, all periodic orbits but one are the same as the integrable case of the circular billiard with Neumann boundary conditions, but their amplitudes are different due to a different coefficient of reflection with the boundary. The exceptional orbit is related to a partially evanescent mode and its length is unusual (see (6.21).
Though throughout the paper we focus only on a particular example of boundary conditions (with f (φ) = cos(φ)), our discussion is general and the generalization for other boundary functions should be straightforward. 
