Abstract-Many resource allocation schemes have been proposed based on different criteria such as system throughput, fairness, transmission power, user priority and others. According to the 3GPP specifications, however, as long as a GBR (guaranteed bit rate) bearer is admitted, eNB has to allocate resource blocks (RBs) for this bearer to ensure its transmission right. At the same time, eNB also must distribute the remaining RBs to non-GBR bearers so as to achieve high radio resource utilization. However, 3GPP
I. INTRODUCTION
Dynamic resource allocation (DRA) for LTE uplink bearers is an important task of radio resource management (RRM). The schemes for allocating resource blocks (RBs) to user equip ment (UE) have been extensively studied. The schemes pro posed in the early articles usually emphasize maximizing the system throughput of an eNB. For example, the Recursive Maximum Expansion (RME) and relevant schemes allocate free RBs to a UE which has best channel quality [1, 2] .
Many researchers felt that fairness is also a very important criterion. As a result, some paradigms have emerged. A re source chunk (Re) paradigm algorithm treat RC, which is a fixed num ber of RBs, as a basic unit of allocation to UEs. Any UE that is not scheduled in a transmission time interval (TTl) will have higher priority in subsequent TTIs [3] [4] [5] . One simple scheduling scheme of this paradigm is frequency domain round robin (RR), which allows RCs to be assigned to multiple UEs within one TTl in a cyclic manner [6] . The proportional fair (PF) paradigm allocates resources to users based on the ratio of their channel condition over their lifelong service rate [7, 8] . As a result, users with poor channel conditions will get some re sources but fewer than those with better channel conditions. However, both of these paradigms do not take UE QoS re quirements into account when forming the allocation matrix and still suffer problems related to fairness in tenns of through put. Some resource allocation schemes are concerned with the transmission power of UEs [9, 10] . Authors in [11] proposed a QoS-aware resource allocation paradigm for L TE uplink scheduling that gives greater advantage to UEs with high priority data, while not starving other users. However, bearers in L TE are classified into GBR and non-GBR ones, rather than priorities among UEs.
The above-mentioned dynamic resource allocation (DRA) schemes are designed based on different criteria. We would like to briefly review some concepts pertaining to DRA in 3GPP specifications [12, 13] before presenting our scheme.
• The task of radio admission control (RAe) is to admit or reject the establishment requests for new radio bear ers. The goal of RAC is to ensure high radio resource utilization and at the same time maintain proper QoS for in-progress sessions.
• DRA typically takes into account the QoS require ments associated with radio bearers, the channel quali ty information for UEs, interference situation, buffer status, etc.
• Each GBR (guaranteed bit rate) bearer is associated with throughput requirements expressed in terms of (a) GBR, which is the bit rate that can be expected to be provided, and (b) maximum bit rate (MBR), which is the maximum bit rate that can be expected to be pro vided.
• The throughput of non-GBR bearers in a UE is denoted in group by aggregate maximum bit rate (AMBR). Based on these key concepts, we come up the following ob servations, which are often neglected in previous research:
• As long as a GBR bearer is admitted, eNB has to allo cate sufficient RBs to meet the guaranteed data rate ir respective of the channel quality. However, 3GPP has not specified how to measure GBR, MBR and AMBR.
• Apart from allocating RBs for GBR bearers to ensure their QoS, eNB also must distribute the remaining RBs to non-GBR bearers in order to achieve high radio re source utilization.
• Buffer status report (BSR) also provides important in formation for DRA. In this paper, we present an algorithm that uses exponen tially weighted moving average (EWMA) to define the meas urement of GBR and facilitate the operation of DRA. We also present a scheduling scheme, AAG-2 (Allocate As Granted, version 2), which employs BSR to prevent the waste of RBs. AAG-2 aims at ensuring QoS for all in-progress GBR sessions, while at the same time efficiently distributing RBs to non-GBR sessions so as to improve resource utilization.
In the following, we describe the use of EWMA for data rate measuring in Section II. Section III briefly describes the operation of AAG scheme, which is used as a module in our proposed scheme AAG-2 that is presented in Section IV. The performance evaluation of AAG-2 is presented in Section V. We list the benefits of using EWMA in section VI and draw conclusions in section VII.
II. EWMA: METHOD TO MEASURE D ATA RATE
In order to facilitate DRA in L TE, we adopt EWMA to de fine the data rate of a bearer.
Let R!r��11 be the GBR that is granted by the RAC for the m-th UE (UEm). Because the time granularity for allocating RBs is a TTl, which is one millisecond, the data rate can be alternatively expressed as the number of bits transmitted per (
For example, the data rate R!j;�II =IM bps translates to B!���I I
=IK bit/TTL In average, eNB should allocate RBs to UEm such that B!��II bits can be transmitted during one TTl so as to meet the guaranteed data rate R!���I I '
Let Em (n) denote the average number of bits that has been sent after the n-th TTL Then, according to the definition of EWMA, we have
where Bm (n) denotes the number of bits transmitted during the n-th TTl and a E (0,1) is the weighting factor. By combin ing (1) and (2), we can obtain the EWMA data rate that UEm has achieved up to the n-th TTL Em (n) should not be smaller than B! "Z';II if eNB wishes to keep the EWMA data rate of UEm no' less than R!��II' As a result, in the n-th TTl, the min imum number of bits that UEm is entitled to transmit is ex pressed as
Eq. (3) means that eNB should allocate RBs to support the transmission of this num ber of bits to ensure the QoS ofUEm .
III.
PR EVIOUS WORK -AAG SCHEDULING SCHEME In section IV we will present a novel scheme AAG-2 that not only ensures QoS for GBR bearers but also offers a certain level of service for non-GBR bearers at the same time. AAG-2 builds on AAG which was presented in [14, 15] . For sake of completeness, we briefly describe the operation of AAG in the follows.
The key idea of AAG is to allocate RBs to UEs according to priority metrics and the guaranteed bit rates that are granted by RAe. AAG uses EWMA to calculate the average number of bits that have been sent in a TTL Based on EWMA, (3) describes the number of bits that UEm is allowed to transmit. For our purpose, it is refined as
The superscript "plan" means that eNB should plan to allocate RBs for the transmission of the number of bits. The newly in troduced term Lm (n -1) represents the total queue length of UEm• This term, which is obtained through BSR, can prevent the waste of RBs if there are not so many bits pending in the buffer. Although a UE will not update BSR in every TTl, eNB can guess the up-to-date value by subtracting the number of bits that has been scheduled for transmission. The parameter is then updated with the actual value whenever eNB receives a new BSR In order to ensure the throughput of every UE, AAG allo cates RBs to UEs according to the descending order of the pri ority metric defined as
The metric reflects the ratio of the shortage of transmitted data rate relative to the granted data rate, AAG updates (4) and (5) for every UE in each TTL When allocating RBs for a UE, AAG first selects a free RB with highest channel quality, If this RB alone cannot satisfy the re quirement indicated by (4), AAG searches for and includes free adjacent RBs on both sides. AAG scheme takes into account the constraints that RBs allocated to a UE must be contiguous and use the lowest modulation-coding scheme (MCS) available. The latter constraint is also known as robust MCS constraint. Simulation results showed that AAG can obtain better packet delay, system throughput, and UE satisfaction in comparison with RME and RR schemes in simulated scenarios [15] .
IV,
PROPOSED SCHEME: AAG-2
A. Motivation
Apart from GBR bearers, a UE can also establish non-GBR bearers, Although the quality of non-GBR traffic is not guaran teed, eNB will allocate RBs for the UE as long as the QoS of GBR traffic is satisfied, However, AAG was devised to sched ule for GBR traffic only, Thus, it is necessary to design a scheme capable of scheduling for both GBR and non-GBR bearers, Consider the general scenario where some UEs establish both uplink GBR and non-GBR bearers, To allocate RBs in a TTl, one possibility is that eNB allocates RBs to UEs to meet the QoS requirement of all the GBR bearers and then distrib utes the rest of RBs to UEs which need to transmit non-GBR traffic. With this procedure, however, it is quite possible that the RBs allocated to a UE are not contiguous. This is not al lowed for L TE uplink transmission.
To tackle this issue, we present a modified dual-stage AAG scheme, called AAG-2, which is capable of (1) satisfying the requirement of GBR bearers, (2) making efficient use of re maining RBs to transmit non-GBR traffic, and (3) meeting the contiguous constraint on RB allocation.
B. Operation of AAG-2
For UEm, we defme the total granted bit rate of all the ad mitted GBR bearers as
where R!�� �b BII ' in bps, is the granted bit rate of the j-th GBR bearer and the superscript "grant" means that the data rate is granted by RAe. Besides, we denote the total data rate that is requested by both GBR and AMBR bearers as (7) where R!r":vtBII corresponds to the demand of all the non-GBR bearers ofUEm .
Similar to the manipulation in (1), each data rate is convert ed to the number of bits to be sent in a TTl as follows:
B gran l -Rgranl *10-3 m,GBII -m,GBII B!';/Jx = R!';/Jx*1O-3.
(8) (9) Recall that eNB has to ensure the QoS of GBR bearers while making good use of the remaining RBs so as to achieve high resource utilization. As a result, if the system is lightly loaded, eNB tries to allocate B!r'!:l;x bits in average for every UEm so as to meet all of the data rate expectations. On the contrary, if the system is heavily loaded, eNB should firstly satisfy the B!r��11 for GBR bearers and then try to transmit non-GBR traf fic. ' The operating principle of AAG-2 is trying to allocate RBs to meet B!,rc;:;;x for the UEs whose priority metrics are in the top x % of all UEs, and then allocate the remaining RBs to meet the requirement of B!,"Z' ;II for the other UEs. The method for allocating RBs in each 'TTl is based on the AAG scheme described in section III.
It is not easy to determine a suitable value for x . If it is too small, RBs cannot be efficiently used and less non-GBR traffic is served. On the contrary, with too large x, some UEs may not get enough RBs to guarantee the QoS of GBR bearers. As a result, AAG-2 dynamically adjusts the value of x as described in the following.
Define
as the average satisfaction ratio associated with the GBR traf fic of all K UEs when eNB is scheduling for the n-th TTL The Sm(n-l) is the GBR queue length of UEm that is predict ed by eNB. Initially x is set to zero and then dynamically adjusted as follows:
where Sfh denotes the threshold of average satisfaction ratio and & is the step size for adjustment.
The flowchart of AAG-2 is illustrated in Figure 1 . As we can see, the first stage tries to meet the requirements of both GBR and non-GBR traffic for the UEs ranked in the top x % of priority values, which corresponds to I K· x% l UEs. The sec ond stage tries to ensure the GBR requirement for the remain ing UEs.
Because AAG-2 embeds AAG as a module for allocating RBs, it inherits the characteristics of AAG such as:
• UE with the highest shortage ratio is served first, rather than the one with best channel quality. As long as a GBR bearer of a UE is admitted, it will be granted proper right to transmit, even if its channel quality is poor. Of course, the system can drop a connection if the channel efficiency is not satisfied.
• BSR is taken into consideration to avoid wasting RBs.
v.
PERFORMANCE EVALUATION

A. Simulation Setup
We evaluate the performance as a function of load by varying the number of UEs admitted by eNB. Table I rizes the simulation parameters. Truncated Pareto distribution is assumed for the Near Real Time Video (NRTV) [16] with a long term mean rate of 1.663 Mbps, as shown in Table II . However, if the data rate is averaged by EWMA, the value would fluctuate over time. For example, when there is a large burst of data during the transmission, the EWMA value at that moment would be higher than the long term mean rate. If we set the R!r��11 in (6) as the long term mean rate, part of the burst would suffer long delay. As a protective measure, we set R!r��11 as l.993 Mbps, which is about 20% higher than the long term mean rate. Accordingly we obtain R !rc;:;;x =3.5 Mbps
The functionality of AAG in an environment with random channel quality has been verified in [14, 15] , In order to focus our attention on how the system capacity is shared among GBR and non-GBR traffic in AAG-2, the channel quality of all REs is chosen to be uniform, with an MCS index of 28. This corre sponds to a transport block size (TBS) index of 26, which in turn means that 712 bits can be transmitted by a single RE, As indicated in the TBS table [17] which shows TBS as a function of MCS and number of REs, each RE can transmit slightly more bits in average when several REs are combined, B. Numerical R esults Figure 2 shows the respective total throughput of GBR bearers and non-GBR bearers corresponding to different sys tem loads and Llx . Figure 3 shows the average throughput of each bearer. The utilization rate of REs corresponding to vari ous system loads is shown in Figure 4 . If there are 50 UEs, the system would be overloaded with GBR traffic. This is not al lowed if RAC works properly. Consequently, we set the heavi est load at 40 UEs. Figure 2 and Figure 3 reveal that the throughput of the GBR traffic is always the same as the GBR input traffic. That is to say, the throughput of GBR traffic is guaranteed. Besides, when eNB is burdened with more GBR traffic, it always allo cates sufficient REs for the GBR traffic whereas fewer REs are devoted to non-GBR traffic.
A packet waiting in the MAC buffer may be divided into several frames for transmission. As a result, the delay of a packet is usually defined as the duration from the time it arrives at the buffer until it is completely sent out. Figure 5 shows that the average packet delay of GBR packets is no more than 9.5 ms even when eNB is very heavily loaded with 40 UEs. As we can see in Figure 2 , when the system is loaded with 30 or 40 UEs, the summ ation of the GBR and non-GBR throughputs saturates at about 70 Mbps, which is less than the traffic from both GBR and non-GBR bearers. As a result, only the through put of GBR bearers can be ensured at the expense of non-GBR traffic as shown in Figure 3 . Therefore, the packet delay of non-GBR traffic increases dramatically as shown in Figure 6 . Indeed, the delay of non-GBR traffic would continue to in crease if we extend the simulation time because a greater num ber of non-GBR packets would be cumulated in the buffer.
With regard to Llx , Figure 2 and Figure 3 reveal that it has number of UEs Figure 5 Average delay of GBR packets vs. number of UEs no impact on the throughput of non-GBR traffic when eNB is very lightly loaded with only 10 UEs because all of the traffic can be easily scheduled. It also has no impact when eNB is very heavily loaded with 40 UEs because in that case eNB sel dom allocates REs for non-GBR traffic. However, when the load is moderate, e.g., with 20 or 30 UEs in the system, by us ing larger values of fu: , eNB can improve RE utilization and serve more non-GBR traffic.
For a real system, in order for the RAC to decide whether to accept a new bearer or to upgrade service for existing bearers, real time observation of system performance is very important.
VI.
B ENEFITS FROM U SING EWMA
Based on EWMA, we express in (3) the number of bits that a UE is allowed to transmit GBR traffic. The corresponding priority metric is expressed in (5) . As a result, the longer dura tion a UE keeps silent, the larger burst it can transmit with higher priority. In view of this, there are at least two merits to adopting EWMA for data rate measuring.
• It can flexibly accommodate both variable bit rate (VBR) and constant bit rate (CBR) traffic: For a VBR bearer, such as video or voice bearer when there is no traffic pending for transmission, it can a�cumu late the transmission right and then transmit in a burst at a later moment. If a UE always has some data to transmit, it can transmit in a style similar to a CBR session.
• It can improve the utilization and capacity of eNB: The examples of GBR traffic listed in QCI table are con versational voice, video, real time gaming and non- number of UEs Figure 6 Average delay of non-GBR packets v.s. number of UEs conversational video. All of them are YBR in nature. It is not economical to allocate resources throughout an entire session in accordance with the peak data rate because a lot of REs would be wasted. Take downlink transmission as examples, some schemes are proposed to statistically mul tiplex H.264/ A VC video traffic so that more sessions can be accommodated [18] [19] [20] [21] [22] . The performance is usually measured in statistical multiplexing gain (SMG), which is defined as (I-AlB), where A is the aggregate bandwidth required to satisfY a given QoS requirement for all YBR streams and B is the sum of peak rates of all individual streams. In our view, it is also important to improve SMG for uplink transmission. With the help of EWMA, we don't need to set GBR as high as the peak data rate of a VBR traffic. It is more reasonable to set it as a value be tween the peak data rate and the long term mean rate. For example, we set it as 20 % higher than the long term mean rate for the simulation. As we can see in Figure 2 , when 40 UEs are present, the GBR NRTV bearers result in a throughput of about 66.5 Mbps with average packet delay as short as 9.4 ms. Besides, it still offers 4.1 Mbps throughput for non-GBR traffic. The total throughput is about 70.6 Mbps. We did not measure the peak data rate of the NRTV traffic because there is no commonly accepted definition. However, if the peak data rate of the NRTV traffic is 2.5 Mbps and eNB wants to provide each GBR bearer with 2.5 Mbps, then only about 28 (i.e., 70.6/2.5) bearers can be accommodated. It is quite inefficiency as compared with accommodating 40 UEs. This is the reason we claim that the utilization and capacity of eNB can be improved by employing EWMA. How to set proper values of GBR for a VBR session and how to evaluate the SMG of uplink scheduling will be explored in future studies.
VII.
C ONCLUSION AND D ISCUSSION
In this paper, we use EWMA to define the measurement of GBR to facilitate the operation of DRA . Then, in order to sim ultaneously schedule both GBR and non-GBR bearers, we pre sent the AAG-2 scheme, which employs AAG as the schedul ing module that aims at ensuring the throughput of GBR ses sions regardless of channel quality. Simulation results show that the proposed scheme can always provide GBR sessions with sufficient throughput and short delay, while at the same �ime achieving high resource utilization by efficiently provid mg REs to non-GBR sessions.
Apart from GBR, another data rate constraint associated with a GBR bearer is MBR as mentioned in section I. Any traf fic exceeding the specified MBR will be discarded through rate policing. In the future we would like to defme MBR based on EWMA to facilitate rate policing.
