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Introdução 
I Esta monografia trata principalmente o problema ~bstrato de Cauchy associado à 
eruação de evolução quase linear 
I 
{ 
Ôtu(t) = A(t,u)u(t) + f(t,u) 
u(O) = uo E Y, 
para 
(Q) 
op.de X e Y são espaços de Banach, u representa uma função a encontrar com valores em 
X, A(t, y) é um operador linear em X que depende de tE [0, T] e y E vV (um subconjunto 
d~ X) e f: [0, T] xX ------+X é uma função dada. Assumimos que {A(t, y)}(t,y)E[O,T]xW é uma 
! 
família de geradores de semigrupos de classe Co que não são necessariamente analíticos, é 
por este motivo que seguindo a T. Kato, chamamos o problema (Q) de tipo "hiperbólico". 
O objetivo da monografia é estudar e aplicar dois teoremas devidos a Kato [K4], 
que com algumas hipóteses mecanicamente verificáveis, garantem que o problema (Q) é 
localmente bem posto. Lembramos que o problema (Q) é dito localmente bem posto se 
e~istem soluções locais (i.e. existe T0 E [0, T] eu E C([O, T], Y) tal que (Q) é satisfeito), 
4o únicas as soluções em alguma vizinhança da origem, e a solução depende continua-
mente do valor inicial u0 . 
No Capítulo 1 enunciamos, sem demonstração, os resultados necessários para a me-
lhor compreensão dos Teoremas de Kato. As referências principais para este capítulo são 
[BB], [Hi], [M] e [P]. 
Como os Teoremas de Kato para o problema (Q) apresentados no Capítulo 3, baseiam 
s a demonstração na teoria para o problema de evolução linear, consideramos conveniente 
escrever no Capítulo 2 os resultados necessários para nossos fins. 
Finalmente, no Capítulo 4 aplicamos os Teoremas de Kato, para provar que o pro-
lema associado à equação de Korteweg-de Vries generalizada é localmente bem posto, 
uando o dado inicial pertence ao espaço de Sobolev H 8 (1R), onde s ~ 3. 
Neste trabalho a notação empregada é a usual em equações diferenciais parciais. 
i} referência a um teorema com três números significa que o primeiro dígito refere-se ao 
c~pítulo e os outros dois a numeração corrente do teorema dentro do capítulo considerado. 
A mesma observação vale para proposições, definições e comentários. 
I 
j 
i 
i 
I Gostaria de agradecer à Profa. Dra. N!árcia A. G. Scialom pela constante orientação 
~urante a elaboração deste trabalho. 
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Capítulo 1 
Preliminares 
O objetivo deste capítulo é apenas recopilar notações, definições e resultados utili-
z~dos nos capítulos posteriores. No que se segue, não apresentaremos as demonstrações 
I 
dps resultados que podem ser encontradas nas referências dadas no texto. 
]+.1 Cálculo em Espaços de Banach. 
Nesta seção X e Y rerpresentam dois espaços de Banach e X' o dual topológico de 
X. Daremos algumas definições e propriedades das funções definidas num conjunto dos 
n~meros reais com valores em X ou em L(X, Y). 
I Seja u uma aplicação definida no conjunto I Ç IR com valores em X. Como em X 
t~mos duas topologias, forte e fraca, daremos para cada uma delas uma noção de conti-
nbidade. 
Definição 1.1. Dizemos que u é fracamente contínua em soE I se 
limlu'(u(s)]- u'[u(so)]i =O 
S->SQ 
V u' E X' 
e é dita fortemente contínua em s0 se 
limllu(s)]- u(so)llx =O. 
s->so 
1 
Se I é um intervalo fechado em IR eu: I--+ X é fracamente contínua no intervalo I, 
é claro que u' ou é contínua e portanto limitada em I para cada u' E X'. Segue do teorema 
d limitação uniforme que llu(t)llx é limitada em I. Além disso, u(I) está contido no 
s bespaço fechado e separável gerado por { u(t) :tE~ n I}. 
Seja T uma aplicação do conjunto I Ç IR com valores em .C( X, Y), vamos ter três 
d finições de continuidade, pois em .C( X, Y) temos três topologias: a uniforme, a forte e 
efinição 1.2. Dizemos que T é fracamente contínua em s0 E I se 
lim lu'[T(s)u]- u'[T(s0 )u]l =O V u E X, V u' E X' 
S-+So 
e T é fortemente contínua se 
lim IIT(s)u- T(so)uilx =O 
s-+so 
Vu EX. 
~lém disso, T chama-se uniformemente contínua em s0 E I se 
1 
}i_.~IIT(s)- T(so)li.qx,Y) =O. 
Da mesma forma que com a aplicação u, se T : I Ç IR --+ .C(X, Y) é fracamente 
c~mtínua no intervalo fechado I, temos que IIT(s)ll.qx,Y) é limitado, mas T(I) não está 
nbcessariamente contido num subespaço separável de .C(X, Y). 
I i Vejamos agora as distintas noções de diferenciabilidade. Sejam u e T como antes. 
I 
Definição 1.3. A aplicação u chama-se fracamente (fortemente) diferenciável em to E I 
se existe u(t0 ) E X tal que r 1 [u(t 0 + t)- u(t0 )] tende fracamente (fortemente) para u(to) 
quando t --+ o, neste caso escrevemos atu(to) por u(to)· 
Da mesma forma temos três noções de diferenciabilidade para a aplicação T. 
Qefinição 1.4. A aplicação T é dita fracamente (fortemente ou uniformemente) di-
f~renciável em t0 E I se existe T(t 0 ) E .C(X, Y) tal que t- 1 [T(to + t) - T(to)] tende 
2 
j 
I 
I 
i -ftaca:nente {fortemente ou uniformemente) para T(t0 ) quando t-+ O, escrevemos ÔtT(t0 ) 
~or T{t0 ). 
I 
J
( Um resultado que foi encontrado em [Kr,4] e será utilizado no capítulo 2 é o seguinte: 
s u : [0, T] -+X é contínua e a derivada pela direita âiu deu é contínua em [0, T], então 
é continuamente diferenciável no intervalo [0, T] e Ôtu = âiu. 
I Seja {I,B,m) um espaço mensurável, onde m é urna medida completa e m(I) < oo. 
iejarnos a noção de rnensurabilidade para as aplicações u :I-+ X e T: I-+ .C(X, Y) em 
rflação à medida m. 
Jefinição 1.5. A aplicação ué dita de imagem separável se u(I) é separável, e de imagem 
q~ase separável se existe um conjunto J Ç I de medida nula tal que u(I- J) é separável. 
i 
lfefinição 1.6. A aplicação u chama-se simples se existem constantes não nulas ci e 
cbnjuntos mensuráveis disjuntos Ei tais que para cada i= 1, ... , n temos m(Ei) < oo e 
n 
u(x) = L:ciXEi(x) 
i=l 
opde XE é a função característica de E. 
Neste caso a função u tem um número finito de valores e a medida do conjunto 
{tE I: llu(t)llx >O} é finita. 
J1efinição 1. 7. A função u : I -+ X é fortemente mensurável se existe uma seqüência 
I 
{~n}neN de funções simples tal que 
llun(x)- u(x)llx-+ O 
para quase todo x E I quando n -+ oo. Dizemos que u é fracamente mensurável em I se 
u' o u é mensurável para todo u' E X. 
É claro que o conjunto das funções fortemente mensuráveis é um espaço vetorial, 
e que toda função contínua é fortemente mensurável. Se u é uma função mensurável a 
v~lores reais e v é fortemente mensurável então uv é fortemente mensurável. Além disso, 
3 
limite forte de seqüências { un}neN de funções fortemente mensuráveis é fortemente 
ensurável. 
As duas noções de mensurabilidade estão relacionadas pelo teorema de Pettis o qual 
arante que uma aplicação é fortemente mensurável se e somente se é fracamente men-
urável e de imagem quase separável. Em conseqüência, se X é separável então a mensu-
abilidade forte e fraca são conceitos equivalentes. 
Mais ainda, se I Ç IR é um intervalo fechado e u é fracamente contínua, então u é 
~rtemente mensurável. De fato, é claro que u é fracamente mensurável, e sabemos que 
4(1) está contido no subespaço separável gerado por { u(t) : t E CU n/}, logo u é também 
ie imagem separável e portanto fortemente mensurável. 
: 
JDefinição 1.8. Dizemos que T é fortemente mensurável se T( · )x é fortemente mensurável 
~ara todo x E X, no sentido da definição 1.7, em relação à topologia de Y. 
Suponhamos que X, Y e Z são três espaços de Banach, então temos a seguinte pro-
nosição devida a Kato (K3,665]. 
I 
Jtroposição 1.9. Se S : (0, T] ~ C( X, Y) e T : (0, T] ~ C(Y, Z) são fortemente men-
s~ráveis, então TS: (0, T] ~ C(X, Z) é fortemente mensurável. 
IDefinição 1.10. A integral de Bochner da função simples u é definida por 
para todo E E B. 
Il>efinição 1.11. A integral de Bochner de uma função fortemente mensurável u é o 
limite forte (se existe) das integrais de Bochner de uma seqüência aproximada { un}neN 
de funções simples, isto é 
r udm = lim r Undm }E n-+oo }E 
onde { un}neN satisfaz 
lim llun(t)- u(t)iix =O 
n-+oo 
4 
i 
rara quase todo t E I. 
I 
I 
t 
Notemos que se X= F então a integral de Bochner é a integral de Lebesgue. Pode 
er mostrado que a definição da integral de Bochner independe da seqüência {un}neN, e 
ue seu é fortemente mensurável então ué Bochner integrável se e somente se llu(·)llx é 
~ntegrável. 
1 Para a integral de Bochner temos as seguintes propriedades. A prova pode ser en-
1ontrada em [Hi]. 
\ 
I 
l>roposição 1.12. Seu é Bochner integrável então 
i, 
li i udmll ~i llulldm. 
Proposição 1.13. Teorema da Convergência Dominada. Se { un}neN é uma seqüência de 
funções Bochner integráveis que converge fortemente em quase toda parte para a função 
'4, e existe a função f a valores reais integrável segundo Lebesgue tal que llun(t)ll ~ IJ(t)l 
J1ara quase todo t e todo n E IN, então u é Bochner integrável e 
r udm = lim r Undm. }E n--+oo }E 
1.2 Semigrupos de Classe C0• Geração e Represen-
tação. 
Nesta seção X representa um espaço de Banach e {T(t)}t>o uma família a um 
parâmetro em L:(X), a álgebra ele Banach elos operadores lineares limitados em X. As 
demonstrações dos resultados podem ser encontradas em [P]. 
Definição 2.1. A família {T(t)}t~o é um semigrupo de operadores lineares em X se 
1. T(O) = I, e 
2~ T(r + s) = T(r)T(s) para todo r, s E IRó. 
5 
Na próxima definição consideramos a topologia forte em C(X). 
efinic;ão 2.2. Um semigrupo {T(t)}t~o de operadores lineares é um semigrupo de classe 
0 em X se para todo x E X 
lim IIT(t)x- xllx =O 
t-+O+ 
u equivalentemente lim T(t)x = x. 
t ...... o+ 
I Os semigrupos de classe Co são ditos também C0-semigrupos. 
I 
Proposição 2.3. Seja {T(t)}t~0 um C0-semigrupo em X. Então existem w 2: O eM 2: 1 
tais que 
IIT(t)ll.c(X) ~ M ewt (2.1) 
~ara todo t 2: O. 
Para os números reais M 2: 1 e w 2: O, denotamos o conjunto dos semigrupos de 
<jlasse C0 que satisfazem (2.1) por C0 (NI,w). Os elementos de C0 (M, O) chama-se semigru-
pos uniformemente limitados e se pertencem a C0(1, O) são ditos semigrupos e contração. 
Os seguintes corolários são conseqüências imediatas da proposição anterior. 
Corolário 2.4. Todo semigrupo de classe C0 é uniformemente limitado em subintervalos 
finitos de IRó. 
Corolário 2.5. Se {T(t)}t~o é um semigrupo de classe C0 , então para todo x E X a 
função T(·)x é contínua. 
O corolário 2.5 afirma que os semigrupos de classe C0 têm a propriedade de conti-
nuidade forte, e assim são ditos também semigrupos fortemente contínuos. 
oo tk Ak 
Se A é um operador limitado em X, não é difícil provar que a série L -k1 con-
k=O • 
verge em C( X) para um operador que denotamos por e tA e que a família {e tA }t~0 é um 
semigrupo fortemente contínuo, os detalhes podem ser encontrados em [M). 
6 
i 
I 
pefinição 2.6. O gerador (infinitesima0 do semigrupo {T(t)}t~0 de classe Co em X é a 
rplicação A : 'D( A) Ç X ~ X definida por 
I A 1. T(t)x- x X = Im --:.-'----
t-o+ t 
tnde 'D(A) = {x E X: lim T(t)x- x existe}. t-o+ t 
j Segue-se imediatamente da definição que 'D(A) é um subespaço vetorial de X e A é 
~m operador linear não limitado. Vejamos a seguir algumas propriedades dos geradores. 
Proposição 2.7. Seja A o gerador de {T(t)}t~O· Se x E 'D(A) temos que T(t)x E 'D(A) 
para todo t ~ O e 
d 
dtT(t)x = AT(t)x = T(t)Ax. (2.2) 
Mais ainda, 
T( t )x - x = fot T( s )Axds = fot AT( s )xds 
onde t ~ O ex E 'D(A). 
A seguinte proposição diz que o gerador de um C0-semigrupo tem duas propriedades 
desejáveis nos operadores ilimitados. 
Proposição 2.8. Se A é o gerador de {T(t)}t~o, então V(A) é um conjunto denso em X 
e A é um operador linear fechado. 
Lembremos que um operador linear A: 'D(A) Ç X~ Y é fechado se o seu gráfico é 
fechado em X X Y, isto é, para toda seqüência { xn}neN em 'D( A) convergente em X tal 
que lim T(xn) existe em Y, verifica-se que lim Xn E V( A) e A( lim xn) = lim A(xn)· 
n-= n-= n-= n-oo 
A seguinte propriedade dá a unicidade do gerador de um semigrupo de classe C0 . 
Proposição 2.9. Sejam {T(t)}t~o e {S(t)}t~o semigrupos de classe Co em X, com o 
mesmo gerador A. Então T(t) = S(t) para todo t ~ O. 
7 
I 
i 
I Suponhamos agora que A E .C(X) com norma IIAII e consideremos o C0-semigrupo 
I 1 f etA }t~0 , então t[etA -I] converge para A pois 
I 
i III[etA- I]- All.c(x) 5 I[etiiAII- I] -IIAII--+ O quando t--+ o+. 
~ssim a condição da definição 2.6, que é mais fraca, é satisfeita, daí que A é o gerador do 
I 
~emigrupo. 
I 
i Pode-se mostrar agora que se {T(t)}t>o é um semigrupo de classe Co com gerador 
I -
...ji, então T(t) = etA para todo t 2:: O. De fato, como vimos depois do corolário 2.5, 
~S(t) = etA }t~0 é um C0-semigrupo com gerador A, e da suposição junto com a proposição 
2.9, temos T(t) = S(t) = efA para todo t;::: O. 
Consideremos agora o problema abstrato de Cauchy (ou problema de valor iniciaQ. 
$ej a X um espaço de Banach e 
{ 
Ôtu(t) = Au(t) + f(t), 
u(s) = uo 
para t > s (2.3) 
qnde u: [O,oo)--+ X é a função a encontrar, o operador linear A: V(A) Ç X--+ X, a 
f~nção f : ( s, oo) --+ X, e u0 E X são dados. 
Nosso primeiro passo no estudo do problema (2.3) é determinar o que entenderemos 
por uma solução. 
Definição 2.10. A função tt E C([s,oo),X) n C1((s,oo),X) é uma solução (clássica) de 
(2.3) se 
1. u(t) E V(A) para todo t > s, e 
2. (2.3) é satisfeita. 
Consideremos inicialmente o problema homogêneo 
{ 
Ôtu(t) = Au(t) para t > s 
u(s)=uo. (2.4) 
Fazendo uma analogia com o caso escalar, (2.4) tem a solução formal u(t) = e<t-s)Au0, 
mas para isto algumas restrições no operador A e no dado inicial u0 têm que ser feitas. 
Por exemplo, da discussão que segue à proposição 2.9, A tem que gerar um semigrupo 
p~ra que e(t-s)A faça sentido. Além disso, a definição 2.10 conduz a uma restrição. De 
8 
tato, como u(s) = lim u(t) E V( A), se u0 fi V( A) =f; X não é possível que u seja uma 1 t-s+ 
i ----
*olução no sentido da definição 2.10. Mesmo no caso V(A) =X temos dificuldades pois 
frecisa-se que u0 E V(A). Portanto assume-se que A gera um semigrupo de classe C0 e 
yo E V(A), com o que obtemos. 
I 
'feorema 2.11. Seja A o gerador do semigrupo {T(t)}t>o de classe Co e u0 E V(A). 
*ntão o problema abstrato de Cauchy (2.4) tem uma única solução. Neste caso a solução 
4 dada por 
u(t) = T(t- s)u0 • 
As condições impostas sob A e u0 são suficientes para garantir a existência e unici-
dade, embora não sejam necessárias. Para uma discussão mais detalhada ver [P, 100-103]. 
Estudando formalmente o problema (2.3) a procura de uma solução, encontramos 
l..lm candidato 
u(t) = T(t- s)u0 + 1t T(t- r)f(r)dr 
onde {T(t)}t~o é como no teorema 2.11. Mas, como no caso homogêneo, temos que impor 
algumas condições ao dado inicial u0 e à função J, assim temos, 
'teorema 2.12. Sejam A o gerador do semigrupo {T(t)}t~o de classe C0 • Se u0 E V(A) 
e f: [s, oo)-+ X é continuamente diferenciável, então (2.3) tem uma única solução u e 
u(t) = T(t- s)u0 + 1t T(t- r)J(r)dr. 
Nos teoremas 2.11 e 2.12 percebe-se a importância de poder determinar quando um 
operador linear gera um semigrupo. Vamos ver que existem condições necessárias e sufi-
cientes para isto. 
Definição 2.13. Sejam X um espaço de Banach complexo e A : V(A) Ç X -+ X um 
operador linear. O conjunto resolvente de T, denotado p(A), é o conjunto dos números 
À E (]! tais que 
().J- A)- 1 : V().J- A)- 1 Ç X-+ V(A) Ç X 
existe, é limitado e V().J- At1 é denso em X. 
9 
O complementar de p(A) é chamado espectro de A e representado por O'(A). 
i 
pefinic;ão 2.14. Para À E p(A) escrevemos 
I R(.\: l1) =(.\I- At1 E .C(X) 
I f chama-se de resolvente de A em À. 
Se A é um operador fechado e À E p(A), o resolvente R(.\ :A) é um operador fechado 
~ limitado com domínio denso em X. Segue-se que 
V(R(.\ : A))= R(.\I- A) =X 
assim R(.\ :A) :X-+ V(A) é bijetor, isto é 
{ 
(.\I- A)R(.\ : A)x = x 
R(.\: A)(.\I- A)x = x 
Vx EX 
v X E V(A). 
O seguinte teorema fornece uma caracterização para o resolvente do gerador de um 
semigrupo de classe C0 em termos do semigrupo. 
Teorema 2.15. Seja {T(t)}t>o um semigrupo de classe C0 (M,w) em X com gerador A. 
SeRe(.\) > w então À E p(A) e 
R(.\ : A)x = fooo e->-tT(t)xdt 
para todo x E X. 
Assim, o resolvente de A é a transformada de Laplace de T(t). Em particular, para 
o Co-semigrupo {etA}t~0 temos que R(.\: A) existe se e só se l.\1 > IIAILc(X)· Em conse-
qüência, 
para todo Re(.\) > IIAII.c(X)· 
O seguinte teorema caracteriza os geradores dos C0-semigrupos. Ele é conhecido 
como o teorema de Hille, Yosida e Phillips. 
10 
I 
rreorema 2.16. Seja X um espaço de Banach. Uma condição necessária e suficiente 
~ara que um operador linear A : 'D( A) Ç X --+ X densamente definido e fechado gere um 
~emigrupo {T(t)}t~o de classe C0 em X, é que existam números reais M;::: 1 e w;::: O tais 
~ue (w, oo) Ç p(A) e 
\ !IR(..\: Atll.c(X) ~ M(..\ :..._ wtn 
I 
para todo À > w e n E JN+. Nesse caso 
IIT(t)ll.c(X) ~ Mewt 
para todo t ;::: O. 
Quando M = 1 e w = O temos condições necessárias e suficientes para que um ope-
rador gere um semigrupo de classe C0 de contrações. Este caso particular é o Teorema de 
Hille- Yosida. 
O seguinte corolário é conseqüência imediata da prova do teorema 2.16. Ver [BB]. 
Corolário 2.17. Seja {T(t)}t~o um semigrupo de classe C0 em X com gerador A. Então 
para todo x E X e t ;::: O 
T(t)x = lim exp(tAA)x 
À->oo 
onde A" = ..\2 R(;\: A)- À]= ..\R(..\: A) E .C( X) chama-se aproximação de Yosida de A. 
Um dos problemas fundamentais na teoria dos semigrupos de operadores é a relação 
entre o semigrupo e seu gerador. Dado um semigrupo obtém-se seu gerador pela definição 
2.6. Uma maneira diferente de obter o gerador, ou melhor seu resolvente, é pelo teorema 
2.15. Nas aplicações às equações diferenciais parciais é mais interessante obter o semigrupo 
a partir de seu gerador, e a razão para isto está, por exemplo, no teorema 2.11. 
O corolário 2.17 afirma que um semigrupo de classe C0 com gerador A é o limite da 
seqüência de semigrupos { exp(tAA)}t~o gerados pelas aproximações de Yosida A" de A. 
Assim, podemos utilizar a notação 
T(t) = etA (2.5) 
para os C0-semigrupos, onde deve ser entendido que se A E .C(X) a igualdade (2.5) 
acontece como foi visto no comentário após a proposição 2.9, mas no caso em que A seja 
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rm operador linear ilimitado deve-se entender (2.5) no seguinte sentido 
I 
I e•A X=}!..~ exp(tA,)X para x E X, t 2: o. 
I Concluímos esta seção com generalizações das definições 2.2 e 2.6 também com o 
\eorema 2.16. 
pefinição 2.18. Uma familia a um parâmetro {T(t)heR Ç .C(X) é um grupo de classe 
Co em X se 
1. T(O) =I, 
2. T(r + s) = T(r)T(s) para todo r,s E IR, e 
3. limi!T(t)x- xllx =O para todo x E X. t-o 
O gerador de um grupo de classe C0 define-se da mesma forma que para os Co-
semigrupos, substituindo t--+ o+ por t--+ o. A família {etAheR onde A E .C(X), é um 
exemplo de um C0-grupo com gerador A. 
Se {T(t)}teJR é um grupo de classe Co em X com gerador A é claro que {T(t)}t~o 
6 um C0-semigrupo e seu gerador é A, além disso {T( -t)}t~0 é um C0-semigrupo com 
gerador -A. Reciprocamente se A e -A geram os C0-semigrupos {R(t)}t~o e {S(t)}t~o, 
então A gera o C0-grupo {T(t)}teR dado por 
se t 2: O T(t) = { R(t) 
S( -t) se t ~o. 
O seguinte teorema dá condições necessárias e suficientes para que um operador li-
near gere um grupo de classe C0 • 
Teorema 2.19. Um operador linear A: V(A) Ç X--+ X gera um grupo {T(t)}teR de 
classe Co que satisfaz IIT(t)li.c(x) ~ M ewltl para todo t E IR se e só se 
1. A é fechado e densamente definido, e 
2. todo ). tal que j>.j > w está no conjunto resolvente p(A) de A e para tal >. 
para todo n E N. 
I 
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1.3 Subespaços Invariantes e Admissíveis. 
Os resultados desta seção constituem os preliminares para o Capítulo 2. Segue-se de 
perto [P] e [K2]. 
Lembremos que se X é um espaço vetorial e Y um subespaço de X, Y é um su-
bespaço invariante do operador linear A: V(A) Ç X~ X se A[V(A) n Y] Ç Y. Para os 
semigrupos de classe C0 temos 
Definição 3.1. Sejam X um espaço de Banach e Y um subespaço de X. Dizemos que 
Y é um subespaço invariante do semigrupo {T(t)}t~o de classe C0 em X se T(t)Y Ç Y 
para todo t ~ O. 
No que segue consideramos subespaços Y que não são fechados em X. 
Definição 3.2. Seja A : V(A) Ç X ~X um operador linear e seja Y um subespaço de 
X. A parte de A em Y é o operador Ã: V(Ã) Ç Y ~ Y onde 
V(Ã) = {x E V(A) n Y: Ax E Y} 
e 
Ãx = Ax para x E V(A). 
É claro que Ã C Ajy, mas em geral Ã =1- Alv pois se YnV(A) = {O} então Ã =O. No 
entanto, se Y é um subespaço invariante de A, como V(Ã) = V(A) n Y, então Ã = Ajy. 
Definição 3.3. Sejam (X, ll·llx) e (Y, ll·llv) dois espaços de Banach. Dizemos que Y 
está continuamente contido em X se Y Ç X e existe C> O tal que IIYIIx ~ CIIYIIv para 
todo y E Y. 
Na definição anterior a segunda condição estabelece que ll·llv é mais forte que ll·llx. 
No restante da seção, X e Y são dois espaços de Banach tais que Y está continuamente 
contido em X. 
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Definic;ão 3.4. Seja {T(t)}t~0 um semigrupo de classe C0 em X com gerador A. Dizemos 
que Y é A-admissível se 
11. Y é um subespaço invariante de {T(t)}t~o, e 
~· {T(t)IY h>o é um semigrupo de classe C0 em Y. 
I -
~eorema 3.5. Se {T(t)}t~o é um C0-semigrupo em X com gerador A, então Y é A-
~dmissível se, e só se 
~. existe w E IR tal que R(>.. : A)Y Ç Y para>.. > w, 
2. Ã gera um C0-semigrupo {T(t)}t~0 em Y. 
Mais ainda, quando Y é A-admissível T(t) = T(t)IY para todo t ~ O. 
1.4. Famílias Estáveis de Geradores. 
Nesta seção continuamos apresentando alguns resultados a serem utilizados no 
próximo capítulo para a construção dos sistemas de evolução. Vamos supor que X e 
Y são dois espaços de Banach com Y continuamente contido em X, e T é um número 
positivo fixo. 
Definição 4.1. Seja {A(t)}te[o,T] uma família de geradores de semigrupos de classe Co 
em X. Dizemos que {A(t)he[o,T] é umafamz'lia estável de geradores se existem constantes 
.A1 ~ O e w E IR, chamadas constantes de estabilidade, tais que 
k IIIT R(>.. : A(ti))ll.c(X) ::; M(>..- wtk 
i=l 
para todo .>.. > w, toda { ti}f=1 com O :S t1 :S ... :S tk :S T e k E JN+. 
Na partição {ti }7=1 um ponto qualquer ti pode-se repetir. Aqui e no que se se-
gue os produtos que contém { ti}f=1 serão ordenados no tempo, isto é, se ti :S ti o fator 
R(>.. : A(tj)) está a direita do fator R(>.. : A(ti)). Notemos também que a noção de esta-
bilidade é independente da norma do espaço, embora as constantes de estabilidade de-
~endam. 
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Suponhamos que para cada t E (0, T] o operador A(t) gera um semigrupo de clase 
ro(1, w) em X, então a farm1ia { A(t)}te[o,TJ é estável com constantes de estabilidade (1, w ). 
~e fato, se { ti}7=1 com O $ t1 $ ... $ tk $ T e consideramos ..\ > w então 
I k k k IIIT R(..\: A(ti))ll.c(X) $TI I IR(..\: A(ti))ll.c(X) $ IJ(..\- w)-1 = (..\- w)-k. 
i=l i=l i=l 
I 
~rn particular, toda família de geradores de semigrupos de contração é estável com cons-
tantes de estabilidade (1, 0). 
! 
Se {A(t)}te[o,T] é urna família de geradores de C0-sernigrupos em X, no que segue 
do trabalho, representamos por {Tt(s)}s>o o semigrupo de classe C0(Mt,Wt) gerado por 
A(t), para cada tE (0, T]. 
Proposição 4.2. As seguintes afirmações são equivalentes 
1. {A(t)}te[o,T] é urna família estável com constantes (M,w). 
2. Para qualquer { ti}f=1 com O $ t 1 $ ... $ tk $ T e k E JN+ 
k k 
IIIJ Tt;(s;)llqx) $ M exp(w l)d 
i=l i=l 
para todo s; ~ O. 
3. Para toda {t;}7=1 com O$ t 1 $ ... $ tk $Te k E JN+ 
k k 
IIIJ R(..\; : A(t;))ll.c(X) $ NI Il(..\;- w)-1 
i=l i=l 
para qualquer ..\; > w. 
Não é fácil determinar quando urna família de geradores é estável. O seguinte teo-
rema de perturbação é um critério útil para este fim. 
Teorema 4.3. Seja {A( t) he(o,T] urna família estável de geradores com constantes de 
estabilidade (NI,w) e seja {B(t)}te[o,T] urna família de operadores lineares limitados em 
X. Se IIB(t)ll.c(Y,X) $C para tE [O,T], então {A(t) + B(t)}te[o,T] é urna família estável 
de geradores com constantes de estabilidade (M, w +C M). 
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i 
1
1 Seja {A(t)}te[o,T] uma família estável de geradores em X. Nosso resultado seguinte jé uma condição suficiente para que a família de partes de A(t) em Y, seja estável em Y. 
I 
!Teorema 4.4. Seja {S(t)he(o,T] uma família de isomorfismos de Y em X que satisfaz as 
jcondições seguintes: 
111. Existe c> o tal que IIS(t)ii.c(Y,X) :::; c e s-1 (t)ii.c(X,Y) :::; c. 
2. A aplicação t E [0, T] ~---? S(t) E .C(Y, X) é de variação limitada, na norma de .C(Y, X). 
I 13. A família {B(t)}te[o,T], onde B(t) = S(t)A(t)S-1(t), é uma família estável de geradores 
de semigrupos de classe C0 em X. 
Então Y é A(t)-admissível para cada tE [O,T], e {Ã(t)}te[o,T] é uma família estável de 
geradores em Y. 
A prova destes teoremas pode ser vista em [P]. 
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Capítulo 2 
jEquações de Evolução Lineares do Tipo Hiperbólico 
Seja X um espaço de Banach, e seja {A(t)}te(o,1J uma farru1ia de geradores de se-
migrupos de classe C0 em X, isto é, para t E [0, T] o operador A(t) : V( A) Ç X -+ X 
satisfaz as condições do teorema 1.2.16. Consideremos o problema abstrato de Cauchy 
associado à equação de evolução linear do tipo hiperbólico 
{ 
Otu(t) = A(t,u)u(t) + f(t) para 
u(s) = y 
onde T ?:: O, f: [s, T] -+X eu E Y são dados. 
05:s<t5:T 
Iniciamos com a definição de solução para o problema (L). 
(L) 
Definição 0.1. A função u E C([s, T], X) é uma solução clássica de (L) se u E 
C1 ((s,T],X), u(t) E V(A(t)) paras< t 5: Te (L) é sati,f,·ib 0m X. 
Desafortunadamente não se conhecem condições siml_,i. - qne garantam a existência 
de soluções clássicas para (L). É por isso que nós vamos usar uma noção mais restrita de 
solução. Para isto consideramos um espaço de Banach Y densa e continuamente contido 
em X. Desta forma 
Definição 0.2. A função u E C([s, T], Y) é uma solução a valores em Y do problema 
(L) seu E C1((s,T],X) e (L) é satisfeita em X. 
I 
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As soluções a valores em Y são diferentes das soluções clássicas pois para t E [ s, T] 
satisfazem a condição u(t) E Y Ç :V(A(t)) e não somente u(t) E :V(A(t)), além disso são 
contínuas na norma de Y que é mais forte que a norma de X. Notemos que da definição 
0.2 o dado inicial y pertence ao espaço Y. 
I Nosso objetivo neste capítulo é garantir, sob condições apropriadas, que as soluções 
a valores em Y de (L) existem, são únicas e dependem continuamente do dado inicial. 
Este resultado será a base para nosso estudo das equações de evolução quase lineares do 
!tipo hiperbólico, a ser feito no capítulo 3. 
2.1. A Equação Homogênea. Sistemas de Evolução. 
Nesta seção consideramos o problema de evolução linear homogêneo correspondente 
a (L), isto é 
{ 
Otu(t) = A(t)u(t) 
u(s)=yEY 
para O ~ s < t ~ T 
No que segue denotamos por~ o conjunto 
{ ( t, s) E JR2 : O ~ s ~ t ~ T} 
(H) 
e lembremos que X e Y são dois espaços de Banach com Y densa e continuamente contido 
em X. 
Definição 1.1. Uma família a dois parâmetros { U(t, s )}(t,s)Et. de operadores lineares em 
X, chama-se um sistema de evolução em X se 
1. U(t,t) =I e U(t,s) = U(t,r)U(r,s) para O~ s ~r~ t ~ T 
2. A aplicação (t, s) E~ H U(t,s) é fortemente contínua na norma de X, isto é, para todo 
x E X temos que 
IIU(t,s)x- U(to,so)xllx-+ O quando (t,s)-+ (to,so). 
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Neste caso cada operador U(t,s) é dito um operador de evolução. 
Suponhamos que é possível mostrar que existe um único sistema de evolução 
{U(t, s)}(t,.,)E.:l associado com (H). Comparando com o caso escalar podemos esperar que 
u(t) = U(t, s)y seja uma solução de (H), isto é 
l u(s) = U(s,s)y = ly = y (1.1) 
8tU(t, s )y = 8tu(t) = A(t)u(t) = A(t)U(t, s )y (1.2) 
e a aplicação tE [O,T] ~--+ U(t,s)y é contínua na norma de Y. 
Como (1.1) se cumpre da definição 1.1, nosso objetivo é provar que existe um único 
~istema de evolução {U(t,s)}(t,s)E.:l em X tal que a aplicação U(·, s)y é contínua na norma 
~e Y, e a igualdade (1.2) é satisfeita. É neste sentido que temos o seguinte teorema devido 
~ Kato [K2]. 
Teorema 1.2. Sejam X e Y dois espaços de Banach com Y densa e continuamente 
contido em X, e para cada O ::; t ::; T seja A(t) o gerador do semigrupo {Tt(s)}s>o de 
classe C0 em X. Suponhamos que 
H 1 : {A(t)}te[o,T] é uma família estável em X com constantes (M,w). 
H2: Y é A(t)-admissível para tE [O,T] e a família {Ã(t)}te[o,T] de partes de A(t) em 
Y, é uma família estável em Y com constantes de estabilidade ( M, w). 
H3 : Y Ç V(A(t)) para todo t E [0, 1 ,· I (t) E .C(Y, X) e t E [0, T] ~--+ A(t) é uma 
aplicação contínua na norma de .C(Y, X). 
Então existe um único sistema de evolução {U(t,s)}(t,s)E.:l em X e 
E1: IIU(t,s)II.C(x)::; Mew(t-s) para todo (t,s) E~. 
E2: BtU(t,s)Yit=s = A(s)y para todo y E Y e todos E [O,T]. 
E3: 8sU(t,s)y = -U(t,s)A(s)y para todo y E Y e (t,s) E~-
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No que segue at denota a derivada à direita e âs representa a derivada usual, ambas 
calculadas na norma de X. Antes de provar o teorema vejamos algumas proposições 
preliminares. 
Inicialmente, vamos aproximar a famHia {A(t)he[o,T) por uma seqüência de farrúlias 
seccionalmente constantes {An(t)}te[o,T) definida da seguinte forma: dado n ;::: 1 escolhe-
mos a partição 
O = t~ < t~ < ... < t~_ 1 < t~ = T 
do intervalo [0, T], onde ií: = ~T; então 
n 
{ 
An(t) = A(tk-1) 
An(T) = A(T) 
se tí:_1 < t < tí:, k = 1, ... , n 
Proposição 1.3. As famílias {An(t)}te[o,T) com n E IN satisfazem 
J!_.~IIAn(t)- A(t)llc(Y.x) =O (1.3) 
uniformemente em [O,T]. Além disso, para cada n E IN a família {An(t)}te[o,T] é estável 
em X com constantes (M,w) e a família {Ãn(i)}te[o,T] das partes de An(t) em Y, é estável 
em Y com constantes (M,w). 
Prova. 
k-1 T 
Se t E [tí:_1, ií:] então li - tk_1l = lt - --TI ~ - ---+ O quando n ---+ oo. A aplicação n n 
tE [O,T] ~ A(t) E ..C(Y,X) é contínua na norma ll·ll.c(Y,X) por H3, logo 
J!_.~ IIAn(t)- A(t)llc(Y,X) = Ji_.~IIA(tk_ 1 )- A(t)llc(Y,X) =O 
uniformemente em [O, T]. 
Seja O ~ t 1 ~ t 2 ~ ••• ~ tm ~ T, então para j = 1, ... , m, existe kj = 1, ... , m tal que 
tj E [tk1-b tkJ Assim por H1 
m m 
!1(-\J- An(tj))-1 llc(x) = 11 !1(-\J- An(tkj-I))-1 IIc(X) ~ M(-\- w)-m 
j=l j=1 
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tara todo À > w. A segunda parte segue-se pois Y é 
fÃ(t)}te[o,T] é estável em Y com constantes (M,w). 
A(t)-admissível e a família 
• 
I Para cada n E JN+ definimos a farru1ia {Un(t,s)}(t,s)Eó. de operadores lineares em X 
o r 
{ 
Un(t,s)=Tt" (t-s) se tí:_1 $s$t$tí:, k=1, ... ,n 
U.(t, s) = U:;:, r)U.(r, s) se tk-1 :::; s :::; t• :::; r :::; lt-1 :::; t :::; t,, k < i 
(1.4) 
~nde para cada tE [0, T], {Tt(s)}s>o é o semigrupo gerado por A(t). Temos que Un(t, s) 
' 
'stá bem definida em ~. 
froposição 1.4. A família {Un(t,s)}(t,s)E6. é um sistema de evolução em X tal que 
IIUn(t,s)ii.c(X) $ Mew(t-s). 
Além disso Un(t, s )Y Ç Y e 
para todo (t,s) E~ e n E JN+. 
Prova. 
Suponhamos que (t, s) E~ é fixo e tal que para algum j = 1, ... , n temos 
então 
logo 
m-1 
Un(i, S) = Tt'J-tm (i- i.f+m-l) II Tt'Jtk (tj+k+l - ij+k)Ttj(tj+l - S ). 
k=l 
Assim Un(t, s) tem a representação 
m 
Un(t,s) = ITTu~c(ak+l- ak) (1.5) 
k=O 
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I 
pnde O"o = s, O'm+l = t e O'k = t]+k· 
pomo {A(t)}te[o,T] é estável, da proposição 1.4.2 temos 
• ~onde 
m m 
IIUn(t,s)ll.c(X) = IIIT TuJuj+k+I- O'k)ll.c(X) ~ Mexp[w L(uk+I- O'k)] 
k=O k=O 
'I 
IIUn(t, s)ll.c(X) ~ .Nf ew(t-.s). 
~lém disso, é claro que {Un(t,s)}(t,s)EÃ é um sistema de evolução, 
Un(t,t) =I, Un(t,s) = Un(t,r)Un(r,s) para O~ s ~r~ t ~Te 
(t,s) E~~---+ Un(t,s) E C(X) é fortemente contínua em ~. 
(1.6) 
isto é 
(1.7) 
ba hipótese H2 e o teorema 1.3.5, para cada t E [0, T] a família {Tt( s) IY }t~o é um 
$emigrupo de classe Co em Y gerado por Ã(t), e { Ã(t)}te[o,T] é estável em Y com constantes 
de estabilidade (M, w). Assim dado y E y temos por (1.5) 
m 
Un(t, s)y = ITTuk(uk+I- O'k)Y E Y 
k=O 
isto é Un(t,s)Y Ç Y e 
m 
IIUn(t,s)ylly ~ IIITTuk(o-k+l- O'k)II.C(Y)IIYIIY ~ Mé'(t-s)iiYiiY· 
k=O 
Como última proposição antes da prova do teorema 1.2 temos 
Proposição 1.5. Para cada y E Y 
ÔtUn(t,s)y 
ÔsUn(t, S )y 
An(t)Un(t,s)y se t=f;tj, j=O, ... ,n 
-Un(t,s)An(s)y se s#tj, j=O, ... ,n 
• 
(1.8) 
(1.9) 
Mais ainda, para cada x E X a seqüência {Un(t, s )x }neN converge em X uniformemente 
emD.. 
Prova. 
Seja k = 1, ... , n fixo e suponhamos que fí:_ 1 < t < tk. Se tk-l < s < tk então 
U n ( t, s) = Tt'J:_
1 
( t - S) e 
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a proposição 1.2.7 pois y E Y Ç V(A(tn)). Se s < fí!_ 1 < t então 
Un(t,s)y = Un(t,tk'_1) Un(tk'_1,s)y = Tt~_1 (t- tk'_1)Un(tk'_1,s)y (1.10) 
as já sabemos que Un(tk_ps)y E Y Ç V(A(t)), então pela proposição 1.2.7 em (1.10) 
tbtemos 
An(tk-1)Un (t, tk-1)Un(tk-1, S )y 
- An(t)Un(t, S )y. 
lsto prova (1.8), a prova de (1.9) é similar. 
$eja y E Y e m,n ~ 1 fixos, se O~ s ~r~ t ~Te r ft {tk}k=0 U {tr}r=o' de (1.8) e 
(1.9) segue-se que a aplicação r f-+ Un(t, r)Um(r, s )y é diferenciável em r, e 
i 
ÔrUn(t, r)Um(r, S )y = Un(t, r)Am(r)Um(r, S )y- Un(t, r)An(r)Um(r, S )y 
Un( t, r)[Am( r) - An(r)]Um (r, S )y. 
Integrando em [s, t] e usando continuidade 
Um(t, s )y- Un(t, S )y = 1t Un(t, r)[Am(r)- An(r )]Um( r, s )ydr. 
Assim 
IJUm(t,s)y Un(t,s)yilx 
< lt IJUn(t,r)lic(x)IIAm(r)- An(r)lic(Y,X)IJUm(r,s)yiiYdr 
< MNfew(t-r)+w(r-s)IIYIIY lt IIAm(r)- An(r)ll.c(Y,X)dr 
se 1 = max{w,w} obtemos 
IIUm(t, S )y Un(t,s)yilx 
< NI MTew-yTIIYiiY sup{IIAm(r)- An(r)ii.c(Y,x): r E [0, T]}. 
Logo por (1.3) 
IJUm(t,s)y- Un(t,s)yilx-+ O quando m,n-+ oo. 
Portanto, a seqüência {Un(t, s )y }neN converge em X, uniformemente em ~- Como Y é 
denso em X e IIUn(t,s)yll.c(Y) é uniformemente limitado, {Un(t,s)x}neN converge em X 
9niformemente em~' para cada x E X. 
• 
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' 
~rova do Teorema 1.2. 
I 
! Definimos U(t,s) em X por 
U(t, s )x = lim Un(t, s)x para x E X, (t, s) E ~. 
n-oo 
(l.ll) 
claro que U(t, t) =I, U(t,s) = U(t, r)U(r,s) se O 5 s 5 r 5 t 5 T, e da convergência 
niforme temos a convergência forte da aplicação (t,s) E~~ U(t,s) na forma 11 ·llx; 
ortanto {U(t,s)}(t,s)E.ó. é um sistema de evolução em X. 
De outro lado, para (t,s) E~ temos por (1.6) 
IIU(t,s)xllx - 11 lim Un(t, s)xllx = lim IIUn(t, s)xllx 
n~oo n-+oo 
< Ji_.~IIUn(t,s)xll.c(x)llxllx 5 Mew(t-s)llxllx 
então IIU(t,s)ll.c(X) 5 JV:few{t-s), o que prova El. 
Mostremos que E2 é válida, isto é, para cada y E Y 
1. U(s+h,s)y-y A() Im h = s y h-o+ (1.12) 
em X para todo s E [0, t]. 
De fato, fixando r E [0, T] seja O 5 s 5 r 5 t 5 T. Como na proposição 1.5, se 
r =f. tk, k = O, ... ,n então podemos derivar r~ Un(t,r)Tr(r- s)y, e assim de (1.9) 
ÔtUn(t,r)Tr(r- s)y = Un(t,r)[A(r)- An(r)]Tr(r- s)y, 
integrando em [s, t] obtemos 
Portanto 
onde 1 = max{w, w }. Passando ao limite quando n --+ oo, de (1.3) temos 
IITr(t- s)y- U(t,s)yllx 5 MMe"~(t-s)IIYIIY lt IIA(r)- A(r)II.C(Y,x)dr. (1.13) 
Escolhendo r= s e t = s +h em (1.13), e dividindo por h > O temos 
1 lvf M e"~h ls+h 
hiiTs(h)y-U(s+h,s)yllx 5 h IIYIIY 
8 
IIA(s)-A(r)ll.c(Y,X)dr, 
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'isim por H3 
I ~IIT,(h)y-U(s+h,s)yllx--tO quando h-tO+. (1.14) 
pbservando que se O~ s < s +h~ T, então 
i, 
i ~ [u(s +h, s)y- y] =X [u(s +h, s)y- T,(h)y] +X [r,(h)y- y] 
r
i e conclui de (1.14) que 
li U(s + hh, s)y- y - T,(h)hy- y llx~ O ----'----'-~__.:.... ~ quando h --to+. (1.15) 
' T(h)y-y 
f.omo lim " h = &tTs(t- s)Yit=s = A(s)y segue-se de (1.15) que o mesmo h-.o+ contece com âiU(t,s)it=s e 
âiU(t,s)it=s = A(s)y 
b que prova E2. 
Vejamos agora que para cada y E Y 
ÔsU(t,s)y = -U(t,s)A(s)y para (t,s) E L).. 
Observamos primeiro que se h < O então O ~ t + h < t ~ T e 
* [ U ( t, t + h) Y - Y] = * [ U ( t, t + h) y - Ts (-h) Y] + * [ Ts (-h) Y - Y] . 
Escolhendo T = t e s = t +h em (1.13), e dividindo por lhl > O temos 
11
1[ Jll Jv!Me--yh lt h U(t,t+h)y-Tt(-h)y X~ lhl IIYIIY t+hiiA(t)-A(r)li.qY,x)dr 
ass1m 
Portanto 
l. U(t,t+h)y-y _ 1. Tt(-h)y-y _ A() lm - lm -- t y. 
h-+o- h h-o- h 
(1.16) 
Assim supondo que O ~ s < s + h ~ T então para y E Y 
U(t,s + h)y- U(t,s)y _ U( h)[y- U(s + h,s)y] 
h - t,s + h . 
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iComo IIU(t,s + h)ll ::;; Me"T, de (1.16) consegue-se 
I 
lim U(t, s +h)~- U(t, s)y = -U(t, s )A(s )y. 
h-o-
il 
~Agora, supondo que O :::; s + h < s :::; T, então para y E Y 
I U(t,s +h)~- U(t,s)y = U(t,s)[U(s + h~s)y- y] 
~ssim por (1.16) 
! 
I 
I 
1. U(t,s+h)y-U(t,s)y _ -U( )A() 1m h - t,s s y h-o-
b que prova E3. 
Para provar a unicidade, suponhamos {V(t, s)}(t,s)Etl é outra família de operadores 
lineares limitados em X que satisfaz as mesmas propriedades de { U( t, s )}(t,s)Etl· Sejam 
n ~ 1 e O:::; s:::; t:::; T dados, então para y E Y a aplicação r E [s,t] ~---+ V(t,r)Un(r,s)y é 
diferenciável se r =f tj onde j = O, ... , n, pela proposição 1.5. Assim 
8tV(t, r)Um (r, s)y = V(t, r)An(r)Un(r, s )y- V(t, r)A(r )Un(r, s )y. 
Integrando em [s, t] e pela continuidade 
Un(t,s)y- V(t,s)y = 1t V(t,r)[An(r)- A(r)]Un(r,s)ydr. 
Assim 
IIUn(t,s)y- V(t,s)yllx 
< 1t IJV ( t, T') I i.c(X) IIAn( T') - A( T') ll.c(Y,X) 11 U n ( T', S )YIIY dr 
< M é't SIIYIIY 1t IIAn(r) - A( r) ll.c(Y,x)dr 
onde S = sup{IIV(t,r)li.c(X): (t,r) E 21}, donde 
IIUn(t,s)y- V(t,s)yllx-+ O quando n-+ oo, 
logo lim Un(t,s)y = V(t,s)y, portanto U(t,s)y = V(t, s)y para y E Y. Mas Y é denso 
n-+oo 
em X, então U(t,s) = V(t,s) para cada (t,s) E 21. • 
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'1 
Notemos que não obtemos uma solução a valores em Y para o problema (H), isto 
lé, não provamos a igualdade (1.2). A razão para isto, é que as hipóteses não garantem 
que A(t)U(t, s )y faça sentido para todo y E Y. Levando em conta isto, para obter uma 
olução a valores em Y precisamos que U(t,s)Y Ç Y para todo tE [O,T]; que em relação 
à norma de Y a aplicação t E [0, T]t-t U( t, s )y seja uma aplicação contínua, e a igualdade 
(1.2) seja satisfeita. 
! 
A seguinte proposição mostra que a existência e unicidade do sistema de evolução 
~ssociado ao problema (H), junto com duas das condições acima, garantem a existência e 
~micidade de soluções a valores em Y. 
! 
froposição 1.6. Suponhamos que {A(t)Jte[o,T] satisfaça as hipóteses do teorema 1.2, e 
~eja {U(t,s)}(t,s)EA seu sistema de evolução associado. Se 
E4 : U(t,s)Y Ç Y para todo (t,s) E .6., e 
E5 : Para cada y E Y a aplicação (t,s) t-t U(t,s)y é contínua. 
Então para cada y E Y a função u(t) = U(t,s)y com s ~ t ~ T, é a única solução a 
valores em Y do problema (H). 
Prova. 
Temos que u(s) = U(s,s)y = y e a aplicação tE [s,T]t-t U(t,s)y E Y é contínua por E5 , 
assim u E C([s, T], Y). Agora sejas ~ t < t +h~ T, então 
U(t + h,s)y- U(t,s)y 
De E3 no teorema 1.2 obtemos 
U(t +h, t)U(t, s )y- U(t, s )y 
[U(t + h,t)- I]U(t,s)y. 
a: u ( t) lim u ( t + h' s) y - u ( t' s) y 
h-.o- h 
_ h~~[U(t+\s)y-y]u(t,s)y=A(t)U(t,s)y. (1.17) 
Como u E C([s, T], Y) e A E C([O, T], C(Y, X)) então ôiu E C([s, T], X). Portanto 
u E C1((s,T],X), e de (1.17) pela proposição 1.1. temos Ôtu(t) = A(t)U(t,s)y, isto é 
{)tu(t) = A(t)u(t). • 
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i O problema é agora impô r condições à família {A( t) he(o,T] para que o único sistema 
I 
~e evolução associado satisfaça as hipóteses da proposição 1.6. Kato em [K2] substitui 
lf/2 por 
I H:;: Existe uma farm1ia {S(t)}tE[O.T] de isomorfismos de Y em X tal que S(t): Y-+ X 
é fortemente continuamente diferenciável e 
S(t)A(t)S(t)- 1 = A(t) + B(t) 
onde B(t) é fortemente contínua. 
~ntão Kato mostra que H1 e H:; implicam H 2 • Logo do teorema 1.2, existe um único 
bistema de evolução em X que satisfaz E1 , E2 e E3 • Finalmente prova que as hipóteses I !H1 , Hi e H3 também implicam as hipóteses na proposição 1.6. Esse resultado é fortalecido 
~m [K3] substituindo estabilidade por quase estabilidade em H 1 , e continuidade forte por 
mensurabilidade forte em H:;. 
Neste trabalho, visando a aplicação que faremos no capítulo 3, vamos substituir 
simplesmente H:;, como em [K4], e logo segue-se o caminho acima descrito. 
Consideramos então 
Hi: Existe um isomorfismo linear S : Y -+ X tal que 
SA(t)S-1 = A(t) + B(t) (1.18) 
onde B : [0, T] -+ .C(X) é fortemente mensurável e limitada de [0, T] em .C( X). 
A relação (1.18) deve ser interpretada da maneira seguinte, se y E Y então 
S-1y E Y Ç V(A(t)), A(t)S-1y E Y e vale a igualdade. 
Nosso objetivo agora é mostrar que com as hipóteses H 1 , Hi e H3 , satisfazem as 
hipóteses da proposição 1.6. Como foi dito, primeiro provamos a seguinte proposição. 
Proposição 1.7. As condições H1 e Hi implicam H2 • 
Prova. 
É claro que o isomorfismo S satisfaz as condições (1) e (2) do teorema 1.4.4. Além disso, 
de H1 a família {A(t)}te[o,T] é estável em X, e de Hi existe C >O tal que IIB(t)ll.c(X) :::; C 
para todo t E [0, T]. Logo, pelo teorema 1.4.3, 
{ A(t) + B(t) = SA(t)S-1 he[o,T] 
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é uma família estável de geradores com constantes de estabilidade (ivf,w + ClVI); assim 
a condição (3) do teorema 1.4.4 é satisfeita. Portanto, Y é A( t)-admissível para cada 
tE [0, T], e {Ã(t)}te[o,T] é uma faou1ia estável de geradores em Y. • 
Proposição 1.8. Seja {U(t,s)}(t,s)eo. um sistema. de evolução em X tal que 
IIU(t,s) ll.qx) :::; M para. todo (t,s) E t.. Se {H(t)he[O,TJ Ç .C(X) é uma. família for-
temente mensurável e limitada, então existe uma única {W(t,s)}(<.•)EO. Ç .C(X) tal que 
W(t,s)x = U(t, s)x + ],' W(t, r)H(r)U(r, s)xdr (1.19) 
para cada x E X, e W(t,s)x é contínua em (t,s) E t.. 
Prova. 
Seja x E X e definamos {W.(t,s)}(t,s)eo. por 
1 
Wo(t,s)x = U(t,s)x 
W."+1(t,s)x = [wn(t,!·)H(r)U(r,s)xdr·. 
Para cada ( t, s) E t. fixo, o integrando em Wn+! é fortemente mensurável pela. pro-
posição 1.1.9. Como {H(t)}1e[o.T] é limitada de [O,T] em .C(X), existe N E JR+ tal que 
IIH(t)l l.c(X):::; N para todo i E [0, Tj. 
Afirmação. Para todo n E EV temos que Wn(t,s ) E .C(X) e 
M"+IN• 
IIWn(t,s):rllx:::; 1 (t- srJ ixl lx n. 
De fato. 
Por indução, como IJWo(t,s):rJJx = IIU(t,s)xllx:::; J!U(t,s)JI.c(X):::; M, temos que, 
11 wl (t , s )xllx < [ IIWo(t, r)J I.qx) IJH(r)JJ.qx)I IU(r·, s) llc(X)ilx llxdl' 
:::; lVtN(t - s)JJxJJx. 
Supondo (1.20) temos 
IIWn+l (t, s )xJJx :::; [ IIWn(t, r)J J.qx)J JH(r )llc(X) IJU(r, s )llqx) llxllxdr 
M•+2 ,yn+l l' 
:::; · ; ilxlix (t - 1·)"dr 
n. ' 
= Jl!•+2JVn+l( - )"+111 IJ (n+l)! t s x x 
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( 1. 20) 
que prova (1.20). É claro que Wn(t,s) é linear e de 
emos que Wn(t, s) E .C(X). o 
firmação. Para cada n E IN, Wn(t, s) é fortemente contínua de [O, T] em .C( X). 
1 
De fato. 
~stendemos Wn(t, s) e U(t,s) a [0, T] 2 fazendo vV1 = O e U = O fora de ~' então para 
i 
fada x E X 
IIWn(tn,sn)X- vVn(t,s)xllx < laT llvVn(tn,r)H(r)[U(r,sn)- U(r,s)]xllxdr 
+ foT ii[vVn(tn, r) - vVn(t, r )]H(r )U(r, s )xiixdr. 
Assim 
pois o segundo membro converge para zero pelo teorema da convergência dominada. Por-
tanto, vVn(·, ·)x : ~ -+ X é contínua, logo vVn(t, s) é fortemente contínua de [0, T] em 
.C(X). o 
Definimos 
00 
vV(t,s)x = I)Vn(t,s)x (1.21) 
n=O 
que converge uniformemente em~ na norma de X, pelo critério de vVeirstrass. Então 
W(t,s)x é contínua de~ em X, i.e. W(t,s) é fortemente contínua. 
É óbvio que vV ( t' s) é linear e para todo X E X temos que 
lllV(t, s )xllx 
oo oo Nn 
< L llvVn(t,s)ilc(x)llxllx::::; l:Mn+I_' (t- stllxllx 
n=O n=O n. 
lvf eMN(t-s) llx llx · 
Assim 
sup{llvV(t, s )xllx : llxllx = 1} :=:; Af eMN(t-s) 
donde vV(t, s) E .C( X). Além disso, vV(t, s) é solução da equação integral (1.19). De fato, 
4a convergência uniforme em (1.21) temos 
I 
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U(t,s)x + 1t W(t,r)H(r)U(r,s)xdr 
- U(t,s)x +f: it Wn(t,r)H(r)U(r,s)xdr 
n=O 8 
00 
- U(t, s )x + l:Wn+I(t, s )x 
n=O 
~ois pela definição W0 (t,s)x = U(t,s)x. 
I 
Para a unicidade, suponhamos que V(t,s) satisfaz as condições do teorema, então 
logo 
portanto 
V(t, s)x = U(t, s)x + 1t V(t, r)H(r)U(r,s)xdr 
W(t,s)x- V(t,s)x = 1t[vV(t,r)- V(t,r)]H(r)U(r,s)xdr 
IIW(t,s)x- V(t,s)xllx < 1t ii[vV(t,r)- V(t,r)]H(r)U(r,s)xllxdr 
< MN 1t llvV(t,r)- V(t,r)llqx)llxllxdr 
pelo lema de Gronwall resulta que 
llvV(t,s)x- V(t,s)xilx =O 
então W(t,s)x = V(t,s)x para todo X E X, assim vV(t,s) = V(t,s). 
• 
Portanto, se a família {A(t)}te[o,TJ satisfaz as condições H1 , H:} e H3 , pela proposição 
anterior, podemos aplicar o teorema 1.2. Finalmente o seguinte teorema mostra que com 
as mesmas hipóteses também se verificam E4 e E5 , isto é, pela proposição 1.6, existe uma 
única solução a valores em Y do problema de evolução (H). 
Teorema 1.9. Se {A(t)}te[o,T] verifica H1 , H:} e H3 , então para todo y E Y existe uma 
única solução a valores em Y 
u(t) = U(t,s)y 
de (H), onde {U(t,s)}(t,s)EI.\ é o único sistema de evolução associado com {A(t)}te[o,T] pelo 
teorema 1.2. 
1. 
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Prova. pa proposição 1.7 e o teorema 1.2, existe um único sistema de evolução {U(t, s)}(t,.t)E.ó. 
~ue verifica E1 , E2 e E3. 
~eja x E X, da hipótese Hi e da proposição 1.8 temos uma única fami1ia fortemente 
tontínua {W(t,s)}(t,s)E.ó. de operadores lineares limitados em X satisfazendo 
1. 
l-V(t, s)x = U(t, s)x + lt W(t, r)B(r)U(r, s )xdr 
~ntão 
i 
i 
s-1 H-'(t,s)x = s-1U(t,s)x + 1t s-1W(t,r)B(r)U(r,s)xdr. 
)'ejamos que U( t, s )S-1 é a solução única de 
V(t,s)x = s-1U(t,s)x + 1t V(t,r)B(r)U(r,s)xdr. 
De fato, se X E X então s-1x E y e 
mas de Hi temos 
A(r)S-1 = s-1 [A(r) + B(r)] 
para r E [0, T], se y E Y Ç V(A(t)), assim 
éJrU(t,r)S-1x = -U(t,r)S-1 [A(r) + B(r)]x. 
Do teorema 1.2, 
OrUn(r, s )x = An(r )Un(r, S ). 
Logo de (1.24) e (1.25) obtemos 
(1.22) 
(1.23) 
(1.24) 
(1.25) 
ârU(t, r )S-1Un(r, s )y - -U(t, r)S-1 [A(r) + B(r )]Un(r, s )y + U(t, r )S-1 An(r)Un(r, s )y 
= U(t,r)S- 1 [An(r)- A(r)- B(r)]Un(r,s)y 
integrando em [s, t] 
s- 1Un(t,s)y- U(t,s)s- 1y = lt U(t,r)S- 1 [An(r)- A(r)- B(r)]Un(r,s)ydr. (1.26) 
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\Como 
I li J.' U( t, r)S-' [A.(r) - A(r)]U.(r, s )ydrllc(YJ 
j ~ 1t IIU(t, r)JI.c(X)IIS-1ll.c(Y.X)IIAn(r)- A(r)ll.c(x)IJUn(r,8)Jl.c(X)IIYIIYdr 
I :<> MMew(t-•Jcllvllv [liA.( r)- A(r)llc<xJdr--+ O 
\quando n ---+ oo, passando ao limite quando n ---+ oo em (1.26) obtemos 
. U(t, 8)S-1y- s-1U(t, 8)y = 1t U(t, r)S-1 B(r)U(r, 8 )ydr. 
Como os operadores nesta igualdade são limitados e Y = X temos 
U(t, 8)S-1x = s-1U(t, s)x + 1t U(t, r )S-1 B(r)U(r, s )xdr (1.27) 
para todo x E X. 
Portanto de (1.23), (1.27) e pela unicidade, concluímos que existe uma única família 
{vV(t,8)}(t,s)Et. Ç .C(X) fortemente contínua tal que 
s-1 vV(t,s) = U(t,8)S- 1 • (1.28) 
Seja y E Y então Sy E X e 
U(t,s)y = s-1W(t,s)Sy E Y 
isto é U(t, 8 )Y Ç Y o que prova E4 . Além disso, U(t, 8 )y é a composição das aplicações 
contínuas 
o que prova E5 • Portanto, pela proposição 1.6, para todo y E Y a função u(t) = U(t, s )y 
é a única solução a valores em Y de (H). 
• 
Antes de concluir a seção, provamos algumas estimativas para 
IIUIIoo,.C(X) = Sup{ljU(t,8)1l.c(X): (t,s) E Ll}, 
e para 
IIUIIoo,.c(Y) = Sup{IIU(t,8)1l.c(Y): (t,8) E Ll}, 
33 
I 
fm termos das constantes primitivas de {A( t) he(o,TJ, isto é, suas constantes de estabilidade 
tM,w), IISII.c(Y,x), IIS-1 II.ccx,Y) e 
I I IIBIIoo,.C(X) = Sup{IIB(t)ll.c(X): tE (O,T]} 
troposição 1.10. Suponhamos que {A(t)}te[o,T] cumpre as condições H11 Hi e H3, então sistema de evolução associado {U(t,s)}(t,s)E6. satisfaz 
I 
l, IIUIIco,.C(X) ~ NfewT (1.29) 
I 
t 
I 
I (1.30) 
Prova. 
Notemos que de E1, IIU(t,s)ll.c(X) ~ Me(t-s) para todo (t,s) E .6., logo 
IIUIIco,.C(X) = Sup{IIU(t,s)ll.c(X): (t,s) E .6.} ~ lvfewT, 
o que mostra (1.29). 
Agora, de (1.28) temos que U(t, s) = s-1 W(t, s )S, logo 
li u( t, s) ll.c(Y) ~ IISII.c(v,x) IIS-1 II.c(x.n li vV(t, s) ll.c(x)· (1.31) 
Mas de (1.22), 
llvV(t, s)ll.c(X) ~ IIU(t,s)ll.c(X) + lt llvV(t,r)ll.c(x)IIB(r)ll.c(x)IIU(r,s)ILc(x)dr. 
Então, por (1.29) 
Agora usando a desigualdade de Gronwall e multiplicando por e-ws obtemos 
li vV( t, 8 ) ll.c(X) ~ !v! ew(t-s)+M f IIB(r)llc<x>dr. 
Logo, substituindo em (1.31) 
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i 
I 
i Portanto, 
I 
IIUIIoo,.C(Y) - Sup{IIU(t,s)ll.c(Y): (t,s) E~} 
I jo que prova (1.30). • 
I Antes de encerrar a seção, mencionamos que a prova do teorema 1.9, é devida a J.R. 
I jDorroch (D], e é mais simples que as apresentadas por Kato em (K2] e (K3]. 
I 
, Também, é importante destacar entre as generalizações do teorema 1.9, a de Ko-
' ~ayasi. Em [K2] e [K3] se assume na hipótese H3 que t E [0, T] 1-+ A(t) é uma aplicação 
bontínua na norma de L(Y,X). Em (Ko] o teorema é fortalecido substituindo a continui-
1 
~ade pela continuidade forte [veja a definição 1.1.2]. 
2.2. A Equação Não Homogênea. Soluções Amenas 
(Mild). 
Nesta seção {A(t)}te(o,T) é uma família de geradores de semigrupos de classe C0 em 
X satisfazendo as condições H1 ,H:f e H3 , e {U(t,s)}(t,s)E6 é o sistema de evolução asso-
ciado, conforme o teorema 1.9. 
Teorema 2.1. Seja f E C((s, T], X). Seu é uma solução a valores em Y de (L) então 
u(t) = U(t,s)y + lt U(t,r)f(r)dr. 
Prova. 
Das propriedades de {U(t,s)}(t,s)EÃ e da definição deu segue que a função 
r E (s,T]~-+ U(t,r)u(r) 
é continuamente diferenciável em X e 
ôrU(t, r)u(r) - -U(t, r)A(r )u(r) + U(t, r)[A(r)u(r) +f( r)] 
- U(t, r)f(r). 
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(2.1) 
! 
i 
~Integrando de s até t encontra-se (2.1). 
• 
I O h serve-se que ( 2.1) faz sentido se f E L 1 ( [ s, T], X), e assim temos a seguinte 
I Definição 2.2. Se f E L1((s, T], X) e y E Y, a função contínua 
I t 
I u(t) = U(t, s)y + f U(t, r)f(r)dr \ Js 
lé chamada solução amena ( mild) do problema (L). 
! 
Assim, o teorema 2.1 garante que se f E L1((s, T], X), toda solução a valores em 
iy de (L) é urna solução amena. No entanto, a função definida em 2.1 pode não ser 
diferenciável em relação a t, logo para garantir a recíproca precisamos impôr condições 
adicionais sobre y e f. Em primeiro lugar temos a seguinte proposição. 
Proposição 2.3. Sejam y E X e f E Ll([s,T],X). Se 
u(t) = U(t,s)y + lt U(t,r)f(r)dr 
para t E (s, T], então u E C([s, T], X) e 
llulloo,X ~ IIUIIoo,C(X)(IIYIIx + llflh.x) 
onde llulloo,X = Sup{llu(t)llx: tE (s,T]} e llflh.x = 1tllf(r)llxdr. 
Prova. 
Supondo f E C([s, T]X) então é claro que u E C([s, T], X) e 
logo 
llu(t)llx < IIU(t,s)llc(x)IIYIIx + 1t IIU(t,r)llc(x)llf(r)llxdr 
< IIUIIoo,C(X)(IIYIIx + lt llf(r)llxdr 
llulloo,X ~ IIUIIoo,C(X)(IIYIIx + llflh.x). 
(2.2) 
Suponhamos f E L1((s, t],X), como C([s,T],X) é denso em L1 ([s,t],X), existe uma 
seqüência {fn}neN em C([s, T],X) tal que fn~f, isto é llfn- fllt.x -----+ O quando 
n -+ oo. Para cada n E IN definimos 
un(t) = U(t,s)x + 1t U(t,r)fn(r)dr para tE (s,T]. 
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Pelo já visto Un E C([s, T], X) para cada n E N, e Un -+ u uniformemente em [s, T] pois 
llun(t)- u(t)ilx - 111t U(t,r)[fn(r)- f(r)]drllx 
< 111t IIU(t, r)llc(x)llfn(r)- f(r)ilxdr 
llun(t)- u(t)ilx $IIUIIoo,C(X)IIfn- fllt,x-+ O quando n-+ oo. 
Logo u E C([s, T], X) e a prova da desigualdade (2.2) é imediata. • 
De modo análogo se prova. 
Proposição 2.4. Sejam y E Y e f E L1([s, T], Y). Se 
u(t) = U(t, s )y + 1t U(t, r )f(r)dr 
para t E [s, T], então u E C([s, T], Y) e 
Podemos agora provar 
Teorema 2.5. Seja 
u(t) = U(t, s )y + 1t U(t, r)f(r)dr. 
(2.3) 
Se y E Y e f E C([s, T],X) n V ([s, T], Y), então ué uma solução a valores em Y de (L). 
Além disso, 
ll8tulloo,X $ IIAIIoo,C(Y,X)IIulloo,Y + llflloo,X 
onde IIAIIoo,C(Y,X) = Sup{IIA(t)llc(Y,X): tE [s,T]}. 
Prova. 
Se consideramos o problema de evolução linear homogêneo 
{ 
Btv(t) = A(t)v(t) 
v(s) = y 
(2.4) 
(2.5) 
sabemos da seção anterior que v(t) = U(t,s)y é sua solução a valores em Y, isto é 
v E C ( [ s, T], Y) n 0 1 ( ( s, T], X) e satisfaz (L). Mostremos a seguinte afirmação 
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i 
I 
!Afirmação. A função 
I 
w(t) = it U(t,r)f(r)dr 
é solução do problema 
I 
i De fato. 
{ 
Ôtu(t) = A(t)u(t) + f(t) 
u(s) =O. 
(2.6) 
(2.7) 
! js I,Como w(s) = s U(t, r)f(r)dr =O, resta calcular Ôtu. Supondo h > O temos que s ~ t < 
~+h~Te 
I 
w(t+h)-w(t) 1[ft+h jt ] h =h ls U(t +h, r)J(r)dr-
3 
U(t, r)f(r)dr 
1 [jt rt+h ] 
=h 
8 
[U(t + h,r)- U(t,r)]f(r)dr + lt U(t + h,r)f(r)dr 
[T U(t+h r)-U(t r) 1 ft+h 
=lo X[s,tJ(r) ' h ' f(r)dr +h lt U(t + h,r)f(r)dr. 
Pelo teorema da convergência dominada 
foT X[s,tJ(r) U(t +h, r~- U(t, r) f(r)dr---+ A(t)w(t) quando h---+ o+ 
enquanto 
1 rt+h 
h lt U(t +h, r)f(r)dr---+ f(t) quando h---+ o+ 
pois é o valor médio no intervalo [t, t +h] de uma função contínua. Assim 
âiw(t) = A(t)w(t) + f(t). 
No caso h < O o argumento é análogo, portanto 
Ôtw(t) = A(t)w(t) + f(t) (2.8) 
e a afirmação está provada. o 
Logo a função u(t) = v(t) + w(t) têm as seguintes propriedades: 
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1. u E C[s,T],Y) da proposição 2.4, pois y E Y e f E L1([s,t],Y). 
u. u E C1((s,T],X) pois v E C1 ((s,T],X) e f E C([s,T],X) implica, de (2.8), que 
w E C1((s, T.X). 
m. u satisfaz (L), pois u(s) = v(s) + w(s) = y e 
8tu(t) - 8tv(t) + 8tw(t) = A(t)v(t) + A(t)w(t) + f(t) 
- A(t)[v(t) + w(t)] + f(t) = A(t)u(t) + f(t). 
paí obtemos que u é urna solução a valores em Y de (L) e 
logo 
118tu(t)llx < IIA(t)u(t)llx + llf(t)llx 
< IIA(t)ll.c(Y,X)IIu(t)IIY + llf(t)llx 
< IIAIIoo,.C(Y,X)IIulloo,Y + llflloo,X 
Para concluir a seção observamos que de (2.3) e (2.4) ternos a desigualdade 
2.3. Teoremas de Perturbação e Convergência. 
• 
Nas aplicações às equações não lineares, é importante conhecer a dependência da 
solução de (L) quando A(t),J(t) e y são submetidos a pequenas perturbações. Conside-
remos outro problema do mesmo tipo 
{ 
O,v(t) ~ A(t)v(t) + l(t) 
v(s) = y. 
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(L) 
l
iSuponhamos que as hipóteses do teorema 1.9 são satisfeitas pela família {A(t)}te(o,T] com 
os mesmos Y e S, e seja {~V(t, s)}(t,s)EA o sistema de evolução associado. 
I Um dos objetivos desta seção é estimar v- u uniformemente nas normas 11 · llx e 
111 · IIY, onde u e v são as soluções amenas de (L) e (L) respectivamente. Os principais 
resultados nesse sentido são os teoremas 3.2 e 3.4. 
\Proposição 3.1. Sejam y E Y e f E Ll([s, T], Y). Se definimos 
I 
w(t) = [W(t,s)- U(t,s)]y + lt[W(t,r)- U(t,r)]f(r)dr (3.1) 
então 
llw(t)llx ~ II~VIIoo,.C(X)II(A- A)ulh,x. (3.2) 
Prova.(I) 
Çonsideremos y E Y e h(r) = ~V(t, r )U(r,s )y. Então 
Ôrh(r) = - W(t, r)A(r)U(r, s )y + ~V(t, r)A(r)U(r, s )y 
logo 
h(t)- h(s) = -1\v(t,Ç)[A(Ç,)- A(Ç)]U(Ç,,s)ydÇ, 
assim 
~V(t,s)y- U(t,s)y = 1t ~V(t,Ç,)[A(Ç)- A(Ç)]U(Ç,,s)ydÇ,. (3.3) 
Substituindo (3.3) em (3.1) 
w(t) = lt ~V(t,Ç)[A(Ç)- A(Ç)]U(Ç,s)ydÇ, 
+ lt lt ~V(t,Ç)[A(Ç)- A(Ç)]U(Ç,,r)f(r)dÇ,dr 
- 1t ~V(t, Ç)[A(Ç)- A(Ç)]U(Ç, s )ydÇ, 
+ 1t 1f. ~V(t, Ç)[A(Ç)- A(Ç)]U(Ç, r)J(r )drdÇ, 
- 1\v(t,Ç,)[A(Ç)- A(Ç)J[U(Ç,s)y + lt U(Ç,,r)f(r)dr]dç 
- 1t ~V(t,Ç,)[A(Ç)- A(Ç)]u(Ç,)dÇ. 
1 (l) Como u E C([s, T], Y), então do teorema 2.5 (A(t)- A(t))u(t) E X. 
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rortanto 
I llw(t)llx :S IIWIIoo.C(XJII(A- A)ulh.x· • 
~eorema 3.2. Sejam y E Y, f E L 1([s, T], Y), y E X e f E L 1 ([s, T], X). Seu e v são 
ts soluções amenas correspondentes a (L) e (L) então 
I 
llv- ulloo,X :::; II~VIIoo,.C(X)[IIY"- Yllx + 117- fllt.x +li( A- A)ullt,x]. (3.4) 
Prova. 
temos que 
Logo 
u ( t) = U ( t, s) y + 1t U ( t, r) f (r) d r e 
v(t) = ~V(t, s )y + 1t W(t, r)f(r)dr. 
v(t)- u(t) = ~V(t,s)y- U(t,s)y + 1t[vV(t, r)f(r)- U(t,r)f(r)]dr 
somando e subtraindo termos, depois de agrupar convenientemente obtemos 
v(t)- u(t) = w 1 (t) + w 2 (t) 
onde 
w1(t) = ~V(t,s)(y- y) + 1t ~V(t,r)[f(r)- f(r)]dr 
e 
(3.5) 
w 2(t) = [vV(t,s)- U(t,s)]y + 1t[~V(t,r)- U(t,r)]f(r)dr. (3.6) 
Se t E [s, T], de (3.5) obtemos 
llwt(i)llx < llvV(t, s)ll.qx)IIY"- Yllx + 1t II~V(t, r)ll.c(x)llf(r)- f(r)iixdr 
< llvVIIoo,.cuq[IIY"- Yllx + 117- fllt.x] 
e comparando (3.6) com (3.1), aplicando a proposição 3.1 temos 
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~ortanto 
I 
I 
\ llv(t)- u(t)llx ~ IIWIIoo,C(X)[IIY- Yllx + 117- flh.x + II(A- A)ulh,x] 
I para todo t E [s, T], o que prova (3.4). • 
I Se no teorema anterior tomamos y = fj, f= 7 e A= A obtemos 
I 
porolário 3.3. Sejam y E Y e f E L1([s, T], X). Então (L) têm no máximo uma solução. 
! 
Do teorema 2.5 e o corolário 3.3 temos garantida a existência e unicidade das soluções 
a valores em Y para o problema (L). 
O seguinte resultado será utilizado no próximo capítulo para estabelecer a de-
pendência contínua no dado inicial para as equações quase lineares. Denotamos por B(t) 
<;>operador correspondente a B(t) da hipótese Ht. 
Teorema 3.4. Sejam y, y E Y e f, 7 E L1([s, T], Y). Se u e v são as soluções correspon-
dentes a (L) e (L), então 
llv- ulloo,Y ~ K[IIY"- Yllv + 117- flh.v + II(B- B)Sulh,x + llhlloo,x] (3.7) 
onde f{ depende apenas de II~VIIoo,C(X) e IIBIIoo,x, e 
Prova. 
É claro que 
{ 
h(t) = [~V(t,s)- U(t,s)]Sy + lt[~V(t,r)- U(t,r)]g(r)dr 
g(r) = Sf(r)- B(r)Su(r) 
llv(t)- u(t)llv ~ IIS- 1 IIc(Y,x)IISv(t)- Su(t)llx· 
Como Su(t) é solução de 
{ 
Ôtw(t) = A(t)w(t) + (Sf(t)- B(t)Su(t)) 
w(s) = Sy 
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(3.8) 
lsegue que 
I 
Su(t) = U(t,s)Sy + 1t U(t,r)[Sf(r)- B(r)Su(r)]dr. 
', 
Analogamente Sv(t) é solução de 
~ortanto 
I 
{ 
Ôtw(t) = A(t)w(t) + [(Sf(t)- B(t)Sw(t)] 
w(s) = Sy 
Sv(t) = lV(t, s )Sy + 1\v(t, r)[S](r) - B(r)Sw(r )]dr. 
~ssim de (3. 7) e (3.8) 
I 
(3.9) 
(3.10) 
~ISv(t)- Su(t)llx ~ IIWIIoo,C(X)[IIy- Yllv + 117- flh.v + II(B- B)Sulh,x + llhlloo,x] 
+llvVIIoo,c(x>IIBIIoo,x lt[Sv(r)- Su(r)]dr. 
Então o resultado segue pela desigualdade de Gronwall. 
• 
Antes de provar alguns teoremas de convergência para as soluções das equações de 
evolução, vejamos as seguintes proposições. 
Proposição 3.5. Seja {Tn}neN Ç .C(Y, X) tal que lim Tny existe para todo y E Y. Se 
n->oo 
denotamos o limite por Ty, então 
1. ExisteM E (0, oo) tal que IITnllc(Y,X) ~ lvf, 
2. TE .C{Y,X) e IITIIc(Y,X) ~ AJ, e 
3. Tny -+ Ty uniformemente em compactos. 
A primeira parte da proposição anterior é uma conseqüência do Princípio da Li-
mitação Uniforme, a segunda se obtem do Teorema de Banach-Steinhaus, e para a terceira 
temos que lembrar que todo conjunto compacto em Y é totalmente limitado. 
Proposição 3.6. Sejam T, Tn E .C(Y, X), n E IN, tais que SupneNIITnllc(Y,X) < oo e 
IJTnY- Tyllx -+ O quando n -+ oo para todo y num subconjunto denso D de Y. Então 
Tn -+ T fortemente. 
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Para a prova pode-se consultar (K5]. 
Consideremos a seqüência de problemas de Cauchy em X 
I { Ôtun(t) = An(t)un(t) + Jn(t) 
I un(s)=yn. 
O~s<t~T 
fuponhamos que para cada n E IN, a família {An(t)}te[o,T] satisfaz as condições 
I 
I Hl: 
! 
{An(t)}te[o,T] é uma família de geradores estável, com constantes de estabilidade 
(M,w). 
H"{: Existe um espaço de Banach Y, densa e continuamente contido em X, e um iso-
morfismo linear S : Y --+- X tal que 
onde Bn : [0, T] --+-C( X) é fortemente mensurável e limitada de [0, T] em C( X). 
H3: Y Ç 'D(An(t)) para todo t E (0, T], An(t) E C(Y, X) e t E [0, T] r---+ A n(t) é contínua 
na norma de C(Y, X). 
Além disso, suponhamos que {IIBnlkx }neN é limitada. Segue que os sistemas de evolução 
{Un(t,s)}(t,s)Et. associados a {An(t)}te[o,T] existem e são uniformemente limitados tanto 
em C(X) como em C(Y). Assim a solução amena de (Ln) é 
(3.11) 
Os seguintes teoremas garantem a convergência de un para a solução amena do pro-
blema (L). 
Teorema 3.7. Além das hipóteses acima, suponhamos que 
e que 
An(t)--+- A(t) fortemente em C(Y, X) q.t.p. tE (0, T] 
lim r IIAn(t)ii.c(Y,X)dt =o uniformemente em n, 
m(E)-o }E 
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(3.12) 
(3.13) 
!onde m( ·) denota a medida de Lebesgue. Então 
I U"(t,s)-> U(t,s) fortemente em C(X) (3.14) 
!uniformemente em relação a ( t, s) E ~-
1 Prova. 
Devido à limitação uniforme da fanu1ia {Un(t, s )}neN e pela proposição 3.6 basta provar 
que 
Un(t,s)y ~ U(t,s)y com y E Y (3.15) 
!em relação à topologia de X uniformemente em (s, t) E~. Derivando Un(t, r)U(r, s)y em 
i jrelação a r, utilizando (L) e (Ln) temos 
1 
orUn(t, r)U(r, s )y un(t, r)A(r )U(r, s )y- un(t, r)An(r)U(r, s )y 
- un(t, r)[A(r) - An(r)]U(r, s )y 
e integrando em relação a r E [s, t] obtém-se 
U(t,s)y- Un(t,s)y = lt un(t,r)[A(r)- An(r)]U(r,s)ydr. 
Como {Un(t,s)}neN é uniformemente limitada temos 
IIU(t,s)y- un(t,s)ylix:::; c 1t II(A(r)- An(r))U(r,s)ylixdr (3.16) 
mas U ( ·, · )y : ~ ~ X é contínua, então 
f(= {U(r,s)y: (r,s) E~} 
é um conjunto compacto. 
Afirmação. lim fT SupyeKII(An- A)(r)ylixdr = O. 
n-oo Jo 
De fato. 
Pela hipótese An(t)~A(t) em .C(Y, X) para t E [O, T] \ N onde m(N) = O, temos pela 
proposição 3.5 que (An- A)(t)y ~ O uniformemente para y E f( para cada t E [0, T] \ N 
fixo. Em conseqüência 
tE (O,T] N . (3.17) 
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Seja fn(t) = SupyeKII(A"- A)(t)yllx, então {fn}neN é uma seqüência em L1([0,T],m). 
Como a convergência q.t.p. implica convergência em medida em espaços de medida finita, 
,de (3.17) obtemos que {fn}neN converge na medida para zero. Além disso 
I 
I 
l lfn(t)j 
I 
SupyeKII(An- A)(t)yllx 
< SupyeKII(A"- A)(t)llc(Y,X) IIYIIx 
< M(IIAn(t)llc(Y,X) + IIA(t)llc(Y,X)) 
!onde M = SupyeKIIYIIx. Pela proposição 3.5, existe N0 E (0, oo) tal que 
assim lfn(t)l ~ 2M N0 . Logo pelo teorema da convergência de Vitali(2), {fn} converge 
para O em L1 , isto é 
lim {T SupyeKII(An- A)(r)yl!xdr =O. 
n-+oo Jo o 
Portanto em (3.20) 
quando n ---+ oo, e assim obtem-se (3.15). 
• 
Uma conseqüência imediata do teorema anterior e de (3.3) é 
Teorema 3.8. Além das hipóteses do teorema anterior, se yn ---+ y em X e fn ---+ f em 
L1([s,T],Y), então un---+ u em C([s,T],X). 
(2) Seja {/n}neN uma seqüência em LP, 1 ~ p < oo. Se fn -+f na medida, g E LP e lfn I ~ g, então 
LP {n--+f. [B, 76-78). 
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I 
I 
I Capítulo 3 
I 
!Equações de Evolução Lineares do Tipo Hiperbólico 
Neste capítulo discutimos o problema abstrato de Cauchy associado à equação de 
evolução quase linear do tipo hiperbólico 
{ 
Ôtu(t) = A(t,u)u(t) + f(t,u) 
u(O) = uo 
para O~ t ~ T 
(Q) 
num espaço de Banach X. Assumimos que para cada teu, A(t,u) é um operador linear 
em X que gera um C0-sernigrupo (não necessariamente analítico), f : [0, T] x X --+ X é 
urna função dada e u : [0, T] --+ X. 
Nós apresentaremos dois teoremas devidos a Kato [K4], para (Q), um deles de 
existência e unicidade, e o outro sobre dependência contínua da solução no dado ini-
cial. Estes resultados são locais. Em geral a continuação de soluções para t > T é um 
problema difícil, e não o consideraremos neste trabalho. 
3.1. Teorema de Existência e Unicidade. 
O problema (Q) é diferente do problema (L), considerado no capítulo anterior, pelo 
fato de que A e f dependem explicitamente da solução u do problema. No entanto, a 
I 
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prova do teorema 1.3 está baseada na teoria para (L). 
A idéia é simples. Consideramos um certo espaço métrico E de funções definidas em 
[0, T] com valores em X, então para cada v E E consideramos o problema linear 
{ 
8tu(t) = A(t,v(t))u(t) + f(t,v(t)) 
u(O) = uo 
para 
(LV) 
Da teoria linear obtemos uma única solução uv de (Lv), e assim temos definida a função 
~ : E ~ E tal que ~(v) = uv. Provaremos então que E pode ser escolhido como um 
espaço métrico completo e ~ é uma contração. Logo, pelo princípio da contração, existe 
uma única u E E tal que ~(u) =ué a solução procurada para (Q). 
Para seguir o programa acima descrito, temos que formular a seguinte hipótese para 
o espaço X. 
X: Sejam X e Y dois espaços de Banach reflexivos tais que Y está densa e continua-
mente contido em X. Além disso, existe um isomorfismo S: Y-+ X e a norma de 
Y é escolhida de forma que S seja uma isometria. 
Provamos agora a seguinte proposição. 
Proposição 1.1. Se a função g : [0, T] -+ Y é limitada na norma de Y e contínua na 
norma de X, então g é fracamente contínua (e fortemente mensurável) como uma função 
com valores em Y. 
Prova. 
Seja tn ~to em [0, T], então g(tn)-+ g(t0 ) em X e llg(t,)!'~ /C para todo n ~ 1. Assim 
existe uma subseqüência tnk -+ t0 e um y E Y tal que g(tnJ -+ y fracamente em Y. Mas 
X' Ç Y', então g(tnk) ~ y fracamente em X. Portanto y = g(t0 ). Agora se g(tn) não 
converge fracamente em Y, então existe y' E Y e uma subseqüência tnk -+ t0 tal que 
I< y',g(tnk) >- < y',g(to) >I~ Eo >O. 
Assim temos uma contradição, pois uma subseqüência da subseqüência {g(tnk)} tem que 
convergir fracamente a g(t0). Portanto g é fracamente contínua em Y. Da discussão que 
$egue à definição 1.1.7, temos que g é fortemente mensurável como função com valores 
~m Y. • 
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Para o operador linear A e a função f temos as seguintes hipóteses. 
Al: Para cada (t,w) E (O,T] X vV temos que A(t,w) gera um semigrupo de classe 
C0(1,w) em X, onde W = Br(Yo) é uma bola aberta em Y e w é um número real, 
isto é 
ll esA(t,w)ll < ews .C(X) - ' s;::: o, (t,w) E (O,T) x W (1.1) 
A2: Para cada (t, w) E (0, T] X vV temos 
SA(t, w)S-1 = A(t, w) + B(t, w) (1.2) 
onde 
B(t,w) E .C(X) e IIB(t,w)ll.c(X):::; À1 (1.3) 
com >. 1 > O uma constante. 
A3 : Para cada (t, w) E (0, T] x vV temos A(t, w) E .C(Y, X). Além disso, para cada 
w E vV a aplicação t E [0, T] ~ A(t, w) é contínua na norma de .C(Y, X), e para 
t E (0, T] a aplicação w E vV ~ A(t, vV) é Lipschitz contínua, isto é 
(1.4) 
onde Jll é uma constante. 
A4 : Para todo (t,w) E [O,T] x W temos que A(t,w)y0 E Y e 
t E (0, T], w E W. (1.5) 
f 1 : A função f : [0, T] x W --4 X é limitada, 
llf(t, w)llx :::; Jlt, t E (0, T], w E vV. (1.6) 
Para cada w E vV, t E [0, T] ~ f(t, w) é contínua de [0, T] em X e para cada 
tE (O,T] a aplicação w E vV ~ f(t,w) é Lipschitz em X, isto é 
(1.7) 
onde J11 é uma constante. 
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I 
Temos então o teorema de existência e unicidade 
Teorema 1.2. Suponhamos as hipóteses X, A1 - A4 e / 1 são satisfeitas. Se uo E ~V 
então existem T0 E (0, T] e uma única 
lsolução do problema (Q). 
I! 
u E C((O, T0 ], Y) n C1((0, T0 ], X) 
Prova. 
!Como W é uma bola aberta em Y, escolhemos R> O tal que u0 E BR(Yo) e BR[Yo] Ç ~V. 
Consideramos o conjunto 
E= {v: [O,T] ~ Y / llv(t)- Yollv ~R e v E C([O,To],X)} (1.8) 
onde T0 E [0, T] será determinado adiante. Se v E E definimos 
Av(t) = A(t, v(t)). (1.9) 
Devido à hipótese A1 , Av(t) gera em X o semigrupo {esAv(t)}s>o de classe C0 (1,w). Por-
tanto, da discussão que segue à definição 1.4.1, a família {Av(t)}tE[O,T] é estável com 
constantes de estabilidade (1,w), isto é 
para toda seqüência finita {ti}f=I com O~ t 1 ~ ... ~ tn ~Te Sj ~O. 
Afirmação 1. A função tE [O, T] ~----+ Av(t) é contínua na norma de .C(Y, X). 
De fato. 
Temos que Av(t) = A(t, v(t)) E .C(Y, X) e se t0 E [0, T0] 
IIAv(t)- Av(to)ll.c(Y,X) IIA(t,v(t))- A(to,v(to))ll.c(Y,X) 
< IIA(t,v(t))- A(t,v(to))li.c(Y,X) 
+I!A(t, v( to))- A( to, v(to))ll.c(Y,X) 
< J.liiiv(t)- v(to)llx 
+IIA(t, v( to))- A( to, v(to))ii.c(Y,x) 
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(1.10) 
pois da hipótese A 3 a aplicação A( t, ·) é de Lipschitz para cada t E (O, T0]. Além disso, a 
função A(·,v(to)) é contínua. Logo, quando t-+ t0 temos 
I IIAv(t)- Av(to)ILc(Y,X) -+ O 
listo encerra a demonstração. 
I Notemos que por A2 temos 
SAv(t)S-1 = Av(t) + Bv(t) 
:onde Bv(t) = B(t, w) E C(X) e IIBv(t)ll.c(X) ~ .-\1. 
o 
(1.11) 
Afirmação 2. A função tE (0, T]~-+ Bv(t) é fracamente contínua (e portanto fortemente 
mensurável). 
De fato. 
Seja y E Y. Então de (1.11) 
Av(t)S-1 y = s-1 Av(t)y + s-1 Bv(t)y 
como S- 1y E Y segue da afirmação 1 que o lado direito de 
é contínuo na norma de X. Portanto t ~---+ s-1 Bv(t)y é contínua na norma de X. Mais 
ainda 
Como y é denso em X segue que tE (O,To]~-+ s-1BV(t)x é contínua para todo X E X. 
Além disso esta função é uniformemente limitada em Y. De fato, 
A proposição 1.1 implica então que 
t E (0, To] ~---+ s-1 Bv(t)x E Y 
é fracamente contínua. Em conseqüência t E (0, T0] ~---+ B(t) E L:( X) é fracamente 
contínua. O 
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I 
I 
jAs afirmações 1 e 2 mostram que as hipóteses H1 , H:J e H3 do teorema 2.1.9 são satisfei-
tas. Existe portanto um único sistema de evolução { uv( t, s )}(t,s)E~ com as propriedades 
E1 - E5 dos teoremas 2.1.2 e 2.1.6. 
Afirmação 3. Seja r(t) = f(t, v(t)). Então llr(t)IIY ~ p, 1 para todo t E [0, T] e 
t ~ f(t, v(t)) é contínua na norma de X e fracamente contínua (logo fortemente men-
urável) como função a valores em Y. 
De fato. 
!A desigualdade segue trivialmente de / 1 . Além disso, 
I 
llr(t)- r(to)llx ~ llf(t, v(t))- f(t, v(to))llx 
+llf(t,v(to))- f(to,v(to))llx 
< Jl2llv(t)- v(to)llx 
+IIJ(t, v( to))- f( to, v(to))llx 
e a continuidade segue imediatamente. A última parte da afirmação é conseqüência das 
duas primeiras e da proposição 1.1. D 
:Devido à afirmação 3, podemos aplicar o teorema 2.2.5 para obter a única solução uv(t) 
do problema 
Ela é dada por 
e 
{ 
OtUV(t) = AV(t)uv(t) + r(t) 
uv(Q) = Uo. 
para O~ t ~ T 
uv E C([O, T0 ], Y) n C1 ([0, T0 ], X) 
uma vez que u0 E Y e r E C([O, T0], X) n L00 ([0, T0 ], Y). 
(V) 
(1.12) 
(1.13) 
Afirmação 4. Existe T0 E [0, T] tal que a aplicação v E E ~ <I>( v) = uv transforma 
e em E. 
De fato. 
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1
Devido a (1.13) ternos que uv E C([O, T0], X) para todo T0 E (0, T]. Resta provar que 
existe T0 tal que uv(t) E BR[Yo] qualquer que seja tE [0, T0]. Observemos que 
I u•(t) - Yo - UV(t, O)uo + J.' UV(t, r)J'(r )dr- Yo 
I - U"(t, O)( uo - Yo) + UV( t, O)yo - y0 
I + fot uv(t, r)r(r)dr. 
~as {Uv(t,s)}(t,s)E6. satisfaz E3 do teorema 2.1.2, logo 
i 
, Uv(t,O)yo- Yo - Uv(t,O)yo- Uv(t,t)yo = -fot ÔrUv(t,r)yodr 
- fot uv(t,r)Av(r)y0 dr. 
Portanto 
uv(t)- Yo = Uv(t,O)(uo- Yo) + fot Uv(t,r)[r(r) + Av(r)yo]dr. 
Corno IISII.C(Y,X) = IIS-1 II.c(Y,X) = 1, da proposição 2.1.10, ternos 
Além disso 11Av(s)y0 llv ~ À2 por A4 e llr(s)IIY ~ p1 pela afirmação 3, portanto 
lluv(t)- Yollv ~ IIUv(t,O)(uo- Yo)llv 
+ fot IIUv(t,r)[r(r) + Av(r)yo]llvdr 
< IIUv(t,O)II.c(Y)IIuo- Yollv 
+ fot IIUv(t, r)ll.c(Y)[IIr(r)ll + IIAv(r)yollv]dr 
< e(w+>.!)To lluo - Yollv + fot e(w+>.!)To [f.tl + À2]dr 
< e(w+>.1 )To [lluo- Yollv +(f-ti+ À2)To] · (1.14) 
Corno 11 u 0 - y0 li y < R é possível escolher T0 > O tal que o lado direi to de ( 1.14) seja 
menor que R, o que prova a afirmação. o 
Agora se v, w E ê consideramos a métrica 
d(v,w) = Sup09~Tollv(t)- w(t)llx· 
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' 
jAfirmação 5. (E, d) é um espaço métrico completo. 
I De fato. 
buponhamos que { vn}nEN é uma seqüência de Cauchy em E: então existe v E C([O: ToL X) 
~al que llvn(t)- v(t)llx -+O uniformemente em [0, T0]. Além disso 
', 
I li v.( I)IIY S llvn( t) - YoiiY + IIYo IIY S R + IIYoiiY 
~ara todo n E IN e t E [0, T0]. Fixando t E [0, T0], da refiexividade de y(I) existe y E Y e 
~ma subseqüência {vn~c(t)} tal que 
I 
Vn~c ( t) ___. y fracamente em Y. 
Mas X' Ç Y', assim 
Vn~c(t) ___. y fracamente em X. 
Portanto y = v(t) e Vn~c(t) ___.v fracamente em Y. Como BR[Yo] é um conjunto convexo 
e fechado em Y, é fracamente fechado. Portanto v(t) E BR[Yo]. Como t E (0, To] foi 
arbitrário, temos v E E. Assim E é completo. o 
Afirmação 6. Existe T0 E [0, T] tal que <I> :E-+ E é uma contração. 
De fato. 
Utilizando as equações 
e 
temos que 
[uv(t,O)- Uw(t,o)]uo + fot Uv(t,r)[r(r)- fw(r)]dr 
+ fot[Uv(t,r)- uw(t,r)]fw(r)dr. (1.1-5) 
(l) Seja E um espaço de Banach reflexivo e {xn} uma seqüência limitada em E. Então existe uma 
~ubseqüência de {xn} que converge na topologia u(E, E'). [Brézis, pág. 50]. 
! 
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então integrando de s até t 
I 
ILogo 
I 
iPor outro lado, 
fot [Uv(t, s )uo- uw(t, s )uo]fw( s )ds 
- fot lt Uv(t,r)[Av(r)- Aw(r)]Uw(r,s)fw(s)drds 
= fot las uv(t,s)[Av(s)- Aw(s)]Uw(s,r)fw(r)drds. 
Substituindo (1.16) e (1.17) em (1.15) temos 
uv(t)- uw(t) = fot uv(t,s)[(Av(s)- Aw(s))uw(s) + r(s)- fw(s)]ds. 
Como IIUu(t,s)ll.c(X) ~ ewTo segue de (1.16) que 
(1.16) 
(1.17) 
d( uv, uw) ~ ewTo [11r- fwllt,X + II(Av- Aw)uwllt,x] · (1.18) 
Mas por ft temos que llr(t)- fw(t)ilx ~ P2llv(t)- w(t)llx e assim 
Além disso 
portanto, 
II(Av(t)- Aw(t))uw(t)ilx < IIAv(t)- Aw(t)ll.c(Y,X)iiuw(t)IIY 
< lltd(v,w)To(lluoiiY +R), 
II(Au- Aw)uwlh,x ~ fltd(v, w)To(lluoiiY +R). 
Substituindo em (1.18), 
d(uv,uw) ~ ToewTo [ll2 + PtiiYoiiY + PtR]d(v,w) 
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(1.19) 
e a afirmação está provada. o 
Aplicando o Princípio da Contração (ver [KF]) a <P : & --+ & obtemos que existe uma 
única u tal que <P( u) = u, isto é, 
u(t) = <P(u)(t) - uu(t,O)u0 + fot uu(t,r)Ju(r)dr 
- uu(t,O)u0 + fot Uu(t,r)f(r,u(r))dr 
que é a solução procurada. • 
3.2. Dependência Contínua. 
Para demonstrar a dependência contínua da solução u do problema (Q), no dado 
inicial u0 , vamos considerar a seqüência de problemas 
onde n E IN. 
{ 
ÔtUn(t) = An(t, Un)un(t) + fn(t, Un) 
Un(O) = u~ 
para O ::; t ::; T 
Além das hipóteses AI- A4 e fi, com os mesmos X, Y, Se ltV assumimos também: 
A5 : Existe J.l3 > O tal que 
para todo t E (0, T] e wi, w2 E W. 
h: Existe J.l 4 > O tal que 
para todo tE (0, T] e WI, W2 E vV. 
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Assim temos, 
Teorema 2.1. Suponhamos que (Qn) satisfaz as hipóteses X, A1 - A5 , / 1 e / 2 
uniformemente<2> em n E IN. Suponhamos também que para cada (t, w) E (0, T] x W 
An(t, w) ~ A(t, w) em C(Y, X) 
Bn(t, w) ~ B(t, w) em C( X) 
fn(t,w) ~ f(t,w) em Y 
(2.1) 
(2.2) 
(2.3) 
,quando n --+ oo. Então se u0 , u~ E vV e u~ --+ u0 em Y quando n --+ oo, existe T1 E (0, T] 
tal que existem soluções únicas 
{ 
Un E C([O, TI], Y) n C 1([0, TI], X) 
Un(O) = u~ 
para (Qn), e uma única solução u E C([O, TI], Y) n C 1((0, TI], X) para (Q) e 
un(t) --+ u(t) em Y, uniformemente em t E (0, TI] 
Prova. 
Çomo na prova do teorema 1.3 consideramos o conjunto 
E= {v: (0, T] --+ Y / llv(t) - YoliY ~R e v E C([O, To], X)}. 
Para cada v E E consideramos a seqüência de problemas lineares 
{ 
Ôtun(t) = A~(t)un(t) + f~(t), 
Un(O) = u~ 
onde A~(t) = An(t,v(t)) e f~(t) = fn(t,v(t)). 
para O~ t ~ T0 
(2.4) 
(2.5) 
(L~) 
Para cada n E IN existe<3> uma única solução un do problema (L~) definida em [0, T0] e 
Un E E se T0 é bastante pequeno. Assim, a função <Pn : E --+ E definida por <Pn( v) = Un é 
uma contração, e o ponto fixo correspondente é a solução de (Qn). 
( 2) Isto quer dizer que todas as constantes w, A1 , .•• , 1-'4 independem de n E IN. 
(a) Para cada n E IN procedemos como na prova do teorema 1.3. 
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1Da uniformidade das hipóteses e as relações (1.14) e (1.19), é fácil verificar que a escolha 
de T0 e o fator de contração 1 < 1 de ~n independem de n, e portanto serão considerados 
iguais. Além disso, sem perda de generalidade, vamos supor que o tempo de existência 
da solução e o fator de contração para ( Q) são também T0 e I· 
Afirmação 1. llun(t)- u(t)llx--+ O uniformemente para tE [0, To]. 
. De fato. 
lcomo q>n(un) =Une ~(u) = u temos 
e 
Então 
isto é 
d(~n(un), ~(u)) 
< d(~n(un),~(u)) + d(~n(u),~(u)) 
< ld(un,u)+d(~n(u),~(u)). 
(2.6) 
Mostremos que limd(<Pn(v),<Pn(v)) =O para todo v E E. De fato, consideramos o pro-
n-= 
blema linear 
{ 
Ôtuv(t) = AV(t)uv(t) + r(t) 
Uv(O) = Uo 
para O~ t ~To 
das hipóteses u~ --+ u0 em X, 
A~(t)- Av(t) = An(t,v(t))- A(t,v(t)) ~ O em .C(Y,X) 
e 
f~(t)- r(t) = fn(t,v(t))- J(t,v(t))-+ O em Y. 
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(V) 
I 
I, 
~lém disso, como IIAn(T,w)ll.c(Y,X) é fortemente limtiada em t,w e n, temos 
1
1' lim r IIA~(t)ll.c(Y,X)dt =o 
m(E)-o}E 
~miformemente em n. Então aplicando o teorema 2.3.7 temos que a solução Vn de (L~), é 
ral que v. --+v em C([O, T0], X) quando n--+ oo. Assim em (2.6) 
\ Jl.~ Sup09$Tollun(t)- u(t)ilx =O. 
j 
Como Un é a solução de 
{ 
81un(t) = A~"(t)un(t) + J;:"(t) 
Un(O) = u~ 
temos pelo teorema 2.3.4 
para O~ t ~ T0 
o 
llun- ulloo,Y ~ K'[llu~- uoiiY + llfn- flh.Y + II(Bn- B)Sulh,x + llhlloo,x] (2.7) 
onde 
e 
fn(t) = fn(t,ttn(t)), 
j(t) = J(t,un(t)), 
Bn(t) = Bn(t,un(t)), 
B(t) = B(t,u(t)), 
{ 
hn(t) = [UvVn(t,s)- U(t,O)]Su0 + fot[Un(t,s)- U(t,s)]g(s)ds 
g(t) = Sj(t)- B(t)Su(t) 
(2.8) 
onde Un e U são os operadores de evolução para (Ln) e (Lv) respectivamente, e K' uma 
constante que depende de R e To mas não de n. Da hipótese h temos que 
llfn- Jlh.Y - foTo llfn(t,un(t))- J(t,u(t))IIYdt 
< Jl4Tollun- ulloo,Y +foTo ll(fn- J)(t,u(t))IIYdt. (2.9) 
Além disso de h, As e IISu(t)llx ~ llu(t)ll ~ IIYoiiY +R, temos 
II(Bn- B)Sullt,x ~ foT II[Bn(t, un(t))- B(t, u(t))]Su(t)ilxdt 
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I 
kssim de (2.9) e (2.10) 
< f.l3 foTo llun(t)- u(t)IIYIISu(t)llxdt 
+foTo II(Bn- B)(t,u(t))Su(t)llxdt 
< f.l3Tollun- ulloo,Y(IIYoiiY +R) 
+foTo II(Bn- B)(t,u(t))Su(t)llxdt. 
I llfn- fii1,Y + II(Bn- B)Sulh,x < [f.l4 + f.l3(11YoiiY + R)]Tollun- ulloo,Y 
+foTo IIUn- f)(t, u(t))llydt 
+ foToii(Bn- B)(t,u(t))Su(t)ilxdt. 
Escolhendo T1 suficientemente pequeno tal que 
I<'a = I<'[f.l4 + f.l3(11YoiiY + R)]T1 < 1, 
temos em (2.7), 
O~ (1- I<'a)llun- ulloo,Y < I<'[llu~- uoiiY + foT1 ll(fn- f)(t,u(t))IIYdt 
+ foT1 II(Bn- B)(t, u(t))Su(t)ilxdt 
(2.10) 
+llhlloo,x]. (2.11) 
Mas quando n--+ oo temos llu~- uoiiY --+O por hipótese, e por (2.3) 
{Tt Ji..~Jo IIUn- J)(t,u(t))IIYdt =o. 
Além disso, de (2.2) e o teorema de convergência dominada 
{Tt Ji..~ lo II(Bn- B)(t, u(t))Su(t)ilxdt =O. 
Afirmação 2. llhlloo,X --+O quando n--+ oo. 
De fato. 
Por (2.4) é suficiente mostrar que se n --+ oo, então 
Un(t,s)- U(t,s) ~ O em C(X) (2.12) 
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uniformemente em ( t, s) E 6. 
Notemos que g E L00 ([0,T],X). Como 
An( t, Un( t)) - A( t, u( t)) = [An( t, Un( t)) - An( t, u( t))] + [An( t, u( t)) - A( t, u(t) )] 
temos que 
An(t, un(t))- A(t, u(t)) O em .C(X) 
pois da hipótese A3 e da afirmação 1 
uniformemente para t E [0, T1], e de (2.1) temos 
An(t, u(t))- A(t, u(t))~O em .C(Y, X). 
Então pelo teorema 2.3.7 obtemos (2.12). 
Portanto em (2.11) 
lim llun- ulloo Y =O 
n--+oo ' 
.o que completa a prova. 
o 
• 
Na verdade o teorema 2.1 é muito mais geral pois engloba tanto o dado inicial quanto 
os coeficientes da equação. 
3.3. Comentários. 
1. Na hipótese (X), o fato que os espaços X e Y sejam reflexivos é muito restritivo. 
Mas esta propriedade dos espaços X e Y é fundamental na prova de que o espaço 
de funções E é completo. 
Em [KS] e [S3], Kobayasi e Sanekata eliminaram a condição de refl.exidade imposta 
aos espaços X e Y. No entanto eles ainda utilizam o operador S. 
Em [K9] Kato, não somente elimina a refl.exidade, também consegue relaxar as 
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condições impostas a S. Em lugar do isomorfismo de Y em X, ele usa um operador 
linear fechado U de X a um terceiro espaço de Banach Z tal que 'D(U) = Y, e 
substitui 
UA.(t,y)U-1 = A.(t,y) + B(t,y), B(t, y) E .C( X) 
por outro tipo de condição. 
2. Nos teoremas 1.2 e 2.1 as hipóteses são mecanicamente verificáveis, exceto a 
condição .4.1. Ela impõe que {A.(t,y)}(t,y)E[O,T]xW seja uma família de geradores 
de semigrupos de classe C0 (1,w), com a finalidade de tornar a condição de estabili-
dade da família mais trivial (veja o cometário após da definição 1.4.1). Lembremos 
que em geral não é fácil mostrar que uma família dada é estável. 
3. Para verificar a condição .4.1 nós podemos utilizar, por exemplo, as propos1çoes 
4.0.2 ou 4.0.3, ou também o Teorema de Lumer-Phillips que enunciamos a seguir. 
Teorema de Lumer-Phillips. Seja A. um operador linear com domínio 'D(A) 
denso no espaço de Hilbert X. Se A é dissipativo (veja a definição 4.0.1) e existe 
.\0 > O tal que R(.\0!- A) = X, então A é o gerador de um Co-semigrupo de 
contrações. 
O teorema anterior é também válido (com o mesmo enunciado) se X é um espaço 
de Banach, mas nesse caso temos que mudar a definição 4.0.1. 
4. A hipótese A4 é trivialmente satisfeita se Yo = O. 
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Capítulo 4 
Aplicação à Equação Generalizada de 
Korteweg-de Vries 
Neste capítulo vamos a considerar o problema de Cauchy para a equaçao de 
Korteweg-de Vries generalizada, e provaremos que é um problema localmente bem posto 
po espaço de Sobolev Hs(IR) com s ~ 3, supondo que o dado inicial pertence ao mesmo 
iespaço. 
Vejamos antes algumas definições e proposições a serem utilizadas no capítulo (as 
:demonstrações podem ser vistas em (P]). Vamos supor que X é um espaço de Hilbert com 
1produto interno(·,·). 
Definição 0.1. O operador linear A V(A) C X ~ X é dissipativo se para cada 
x E V(A) temos que Re(Ax,x):::; O. 
Proposição 0.2. Seja A o gerador de um C0-semigrupo clP constrações em X. Se B é 
dissipativo e satisfaz V(A) Ç V(B) e 
IIBxll:::; ai!Axll + ,BIIxll para x E V(A) (0.1) 
onde O < a < 1 e ,B ~ O. Então A+ B gera um C0-semigrupo de contrações. 
A condição (0.1) diz que o operador B é A-limitado. 
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! 
froposição 0.3. Se iA é um operador auto-adjunto, então A gera um C0-semigrupo de 
~ontrações. 
I 
I Finalmente lembremos as seguintes propriedades para os espaços de Sobolev Hs. 
I 
fProposição 0.4. 
~· Paras=:::; t, Ht(JR) C H 8 (1R) e llulls =:::; llullt para u E Ht(IR). 
p. Se s > 1/2 então H8 (1R) C C(IR) e para u E H 8 (IR) 
1 
onde llulloo = SupxeRiu(x)l. 
Denotaremos por j a integral sobre todo IR, e o produto interno e a norma em 
H 8 (IR) por(·, ·)se ll·lls respectivamente. 
~.1. Equação Generalizada de Korteweg-de Vries em 
H8 (1R), s > 3. 
Nesta seção consideramos o problema de Cauchy para a equação de Korteweg-de 
Vries generalizada 
{ 
Ut + Uxxx + a(u)ux = 0 
u(O,x) = u0 (x) 
para t ~O, X E IR 
na qual a E C00 (JR, IR). Todas as funções são assumidas com valorPs nos reais. 
(G) 
Como foi dito, vamos mostrar que o problema (G) é localmente Lcm posto em H 3 (1R) 
onde s ~ 3 é um número real fixo. Para isto é suficiente verificar as hipóteses dos teoremas 
3.1.2 e 3.2.1. 
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~ipótese X. 
i 
Sejam X= L 2 (IR) com produto interno(·,·) e norma 11·11, e seja Y = H 8 (lR), onde 
2: 3 é um número real fixo. Sabemos que Y está densa e continuamente contido em X. 
Definimos S em Y por 
Su(x) = [(1 + eyf2u(Ç)]v(x), para u E Y. 
Proposição 1.1. S E .C(Y, X) é um isomorfismo isométrico. 
Prova. 
Para cada u E Y temos que (1 + Ç2) 812u(Ç) E X, e como a transformada de Fourier é um 
operador unitário de X em X, temos que 
assim 'R( S) ç X. Além disso, por Plancherel 
Logo SE .C(Y, X) é uma isometria (em conseqüência injetivo), com imagem 'R(S) fechada. 
!Vejamos que Sé sobrejetivo. Com este fim notemos que se v E C0 (JR) então 
Também j(l + e)slu(eWae = j lv(OI 2dç = llvW = llvW. 
Assim u E H 8 (lR) e Su =v. Portanto Cü(JR) ç n(S). Logo tomando o fecho em X 
X= C0 (1R) Ç 'R(S) Ç X =X 
temos que 'R(S) = 'R(S) =X. 
• 
Isto prova a hipótese X. 
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' 
! 
I 
~ipótese A1 • 
i 
Escolhido u0 E H8 (1R), seja R> lluolls um número real fixo e consideremos a bola 
Definimos o operador A0 por 
{ 
D(Ao) = H3 (1R) 
A0u = -éf1:u para u E 'D(Ao). 
Temos então a seguinte proposição. 
Proposição 1.2. A0 é o gerador de um C0-semigrupo de contrações em X. 
Prova. 
Temos que (Aou,u) =O para todo u E V(Ao) pois 
(A0u, u) =-f ff;u.udx =f u.ff;udx =-f u( -fi;u)dx = -(A0u, u). 
pa proposição 0.3, obtemos que A0 gera um C0-semigrupo de contrações em X. • 
Antes de continuar com a verificação da hipótese A1, observemos que Bxa(y)(x) é 
~ontínua pois a E C00 (JR, IR), e limitada se y E l-V. De fato, notemos primeiro que 
8xY E ns-l(JR) pois y E Y, e como s ~ 3 segue da proposição 0.4. que axY E L00 (1R) e 
po1s 
IIBxYII;-1 f(l + çzy-1 1(8xy)"(012 dÇ = f(l + çzy-1ÇZ!y(Ç)I 2dÇ 
< f (1 + eYIY(OI 2aç = IIYII;. 
Assim 
I!Bxai!Loo SupxeRIBxa(y)(x)l = SupxeRI8xa(y(x))8xy(x)l 
< IIBxYIIooSupxeRIBxa(y(x))i ~ aKR 
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I 
Jnde a= SupxeRlôxa(y(x))l < oo. 
I Para cada y E Y, definimos o operador linear A1(y) por 
I 
I { 'D(At(Y)) = H1(IR) 
I At(y)u = -a(y)Ôxu para u E 'D(A1(y)). 
i 
Vamos provar as seguintes proposições. 
i 
I 1 
Proposição 1.3. Para cada y E W, A1(y) - wl é dissipativo para todo w ~ 2aK R, 
onde K é uma constante que não depende de y E Y. 
Prova. 
Para todo u E H 1(JR) temos 
(At(y)u, u) = -f a(y)ôxu.udx =-~f a(y)ôxu2dx 
- ~f Ôxa(y).u2dx ~ ~llôxallLoo f u2dx 
< ~aKRlluW. 
~lém disso, se w ~ ~aK R temos 
((A1(y) -wl)u,u) = (A1(y)u,u) -wlluW ~ (~aKR-w)lluW ~O. 
Portanto A1(y)- wl é dissipativo para todo w ~ ~aKR. 
Proposição 1.4. Se w ~ ~aK R, então A1(y)- wl é Ao limitado. 
Prova. 
Para todo u E Y temos 
ll(At(Y)- wl)ull < lla(y)ôxull + llwull 
< lla(y)lloollôxull + wllull· 
Da desigualdade de Gagliardo-Nirenberg obtemos 
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• 
(1.1) 
' 
I 
ILogo da desigualdade de Young, para todo e > O 
! 
~Tomamos e= 2 lla(~)lloo e substituímos em (1.1), logo 
I 
1 II(At(Y)- wl)uil :5 211Aoull + Cllull para todo u E V(Ao) 
I 
lo que prova a proposição. 
i 
Definimos o operador A por 
{ 
V(A) = Y 
A(y) =Ao+ A1(y) para y E V(A). 
Notemos que para cada y E Y, V(A(y)) = H3 (1R) e A(y)u = -EJ;u- a(y)8xu. 
Temos a seguinte proposição, a qual prova a hipótese A 1. 
• 
!Proposição 1.5. {A(y)}yEW é uma família de operadores lineares em X que geram se-
!migrupos de classe C0 (1,w), onde w ~ ~a/( R. 
Prova. 
Das proposições 1.4, 1.5, e pela proposição 0.2, temos que o operador A(y) - wl gera 
um semigrupo de classe Co de contrações para todo w ~ ~a/( R. Assim(l) A(y) gera um 
C0 (1,w)-semigrupo em X. • 
Hipótese A2. 
Seja S(IR) o espaço se Schwartz das funções em IR rapidamente decrescentes no 
infinito. 
Notemos que seu E S(IR) então SuE S(IR) e 
o!Su = So!u para u E S(IR) e k E IN (1.2) 
(l) Se {S(t)}1?;o é um C0(M,O)-semigrupo em X com gerador A- /3!, então {T(t) = ei3 1S(t)}t?;O é 
jum C0 {M, /])-semigrupo em X com gerador A. A recíproca também vale. 
! 
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I 
I 
I Agora seja Ma o operador de multiplicação por a, isto é 
\ M.u(x); a(y(x))u(x) 
pnde y E l-V é arbitrário. Temos que Ma E C(Y), a prova pode ser encontrada em [H]. 
I Usando Ma podemos escrever 
I 
I 
A(y) = -fi;- MaÔx· 
~ogo seu E S(R) temos por (1.2) que 
[SA(y)- A(y)S]u = [SMa- MaS]( -ôxu). 
Provamos a seguinte estimativa 
Proposição 1.6. Para todo u E S(IR) 
Prova. 
peja u E S(IR) e denotemos a(x) = a(y(x)). Então 
[(SMa- MaS)u]"(Ç) = (1 + ey/2 (A1au)"(Ç)- [(MaS)u]"(Ç). 
lvlas (Ma<p )"(Ç) = (â * cp)(Ç) para toda <p E S(IR), logo 
[(SMa- JViaS)u]"(Ç) - (1 + e)sl2(â * cp)(Ç)- [â * (Su)"](Ç) 
(1.3) 
- jl(l + e)s/2- (1 + 7J2)sf2]â(Ç -ry)u(ry)dry. (1.4) 
Pelo teorema do valor médio temos 
onde () pertence ao intervalo de extremos Ç e ry. Assim 
donde 
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iortanto de (1.4) e (1.5) obtemos 
i l[(SMa- MaS)u]"(e)l ~ 
I 
I 
) 
s j(l + e)(&-l)/2le -qllâ(ç -q)llíi(q)ldq 
+ S j(l + 7] 2)(s-l)/2IÇ -qllâ(Ç -q)llíi(q)ldq. 
~eja g tal que g(Ç) = IÇIIâ(Ç)I, então 
i[(SMa- MaS)u]"(Ç)I $ s j(l + e)(s-t)f2g(Ç -q)!íi(q)!dq 
+ S j(l + 7]2)(s-l)/2g(Ç -q)!íi(q)!dq 
- s/1(Ç) + sl2(Ç). (1.6) 
Seja /1 tal que ft(O = líi(Ç)I, então 
lt(O - (1 + e)(s-1)/2 j g(Ç -q)j1(Ç)dq 
~ogo 
i 
i 
~ois s - 1 ~ 2. Mas, 
e também 
Portanto, 
- (1 + e)(s-l)/2(9 *h)= (1 + e)(&-l)/2(gft)"(Ç). 
III111 ~ Cllallsllulls-1· 
Agora seja !2 tal que h(O = (1 + Ç2)(s-l)/2 líi(Ç)I, então 
Assim, da desigualdade de Young 
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(1.7) 
I 
I 
tnde 
I 
j 
' I 
I 
Logo 
ll9llv<R) - f I9(Ç)IdÇ =f lellâ(Ç)IdÇ =f lei~~:~:~:~: lâ(Ç)IdÇ 
< (f e(l + e)lâ(012dÇ r'2 (f 1 ~ Ç2 dÇ r'2 5 7l"llalb· 
III2II 5 7rllall2llulls-1 5 7l"llallsllulls-1· 
De (1.6), (1.7) e (1.8) obtemos 
II(SMa- MaS)ull = II((SMa- MaS)u]"ll 5 sCIIallsllulls-1· 
Portanto de (1.3) e a proposição 1.6, obtemos 
II[SA(y)- A(y)S]ull - II[SMa- MaS]( -Ôxu)ll 
< sCIIallsllôxulls-1 5 sCIIallsllulls 
(1.8) 
• 
para todo u E S(IR). Agora, para cada y E vV, definimos o operador linear B(y) por 
! 
{ 
V(B(y) = S(IR) 
B(y)u = (SA(y)- A(y)S)S-1u para u E S(IR). 
(1.9) 
Então para todo u E S(IR) temos que 
(1.10) 
Assim B(y) é um operador linear limitado. Como S(IR) é denso em X, extendemos 
B(y) a X por continuidade e obtemos o operador linear B(y) tal que 
B(y) E L:(X) e IIB(y)ll.c(X) 5 sCIIalls = .-\1 para y E vV. (1.11) 
Vejamos agora a seguinte proposição 
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! 
~roposição 1.7. Para cada y E W temos que V(SA(y)S- 1) = V(A(y)) e 
I 
I 
! SA(y)S-1 = A(y) + B(y) 
Prova. 
~eja y E l-V, u E V(A(y)) = H 3(IR) e { un}neN uma seqüência em S(IR) tal que Un --+ u 
~m H3 (IR). Então por (1.9) 
1 
e como B(y)u = lim B(y)un obtemos que 
n ..... oo 
A(y)S-1un ~ s-1 [A(y)u + B(y)u] quando n --+ oo. 
Por outro lado lim s-1un = s-1u em X, e como A(y) é um operador fechado temos que 
n ..... oo 
s-1u E V(A(y)) e 
Logo 
! A(y)S-1u = s-1 [A(y)u + B(y)u] E H 8 (1R). 
l>ortanto u E V(SA(y)S- 1 ) e 
I 
... 
SA(y)S-1u = A(y)u + B(y)u 
isto prova que SA(y)S-1 é uma extensão de A(y) + B(y). Além disso, se ). > w então 
). E p(A(y)) e 
S[A(y) - ).J]S-1u = A(y)u + B(y )u- Àu para u E H 3(JR). 
Portanto<2) 
S[A(y)- >.J]S-1 = A(y) + B(y) -).f 
isto é, S A(y )S-1 = A(y) + B(y ). 
• 
(2) Sejam A1 e A2 dois operadores lineares fechados em X tais que A1 é uma extensão de A2, A1 é 
~njetivo e A2 é inversível. Então A1 = A2. [H]. 
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De (1.10) e a proposição 1.7 temos verificada a hipótese A2. 
I 
~ipótese A3. 
I 
i Vamos mostrar a seguinte proposição. 
lroposição 1.8. Para cada y E W, 'D{A(y)) 2 Y, A(y) é um operador linear limitado 
re Y em X, e existe p.1 > O tal que 
para todo Y1, Y2 E W. 
Prova. 
Como s 2:: 3 temos que V(A(y)) = H 3 (1R) 2 Y para cada y E vV. Além disso, para u E Y 
temos que 
IIA(y)ull = 11a;u11 + iia(y)Ôxuii :::;; 11a;u11 + llalloollôxull :::;; (1 + llalloo)llulls 
fois IIIJ!ull e llô,ull não são maiores que llull•· Logo 
I Sup{IIA(y)ull: llull = 1}:::;; 1 + llalloo 
' 
I 
~portanto A(y) é um operador linear limitado de Y em X. Agora, se y1, Y2 E vV então 
I 
para u E Y 
assim 
IIA(yt)u- A(y2)ull < lla(y2)- a(yi)IIIIôxulls-1 
< Supxewlôxa(x)IIIYi- Y21111ulls· 
Portanto 
e a prova está completa. 
• 
Assim temos verificada a hipótese A3 . 
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I 
ripótese A4 • 
I 
( É trivialmente satisfeita pois W = BR[O] é uma bola centrada na origem. 
ripótese A5• 
Provemos que existe J.L3 > O tal que 
para cada Y1, Y2 E W. 
De fato, é fácil ver que 
onde a = a(y). Então 
1 
pomo Ma2 - Ma 1 = Ma2 -a1 , temos que 
!Portanto 
' 
isto completa a prova. 
• 
Isto prova a hipótese A5 • 
Hipótese fi e / 2 • 
São trivialmente satisfeitas pois f = O. 
Tendo verificadas as hipóteses dos teoremas 3.1.2 e 3.2.1, podemos enunciar o se-
:guinte teorema. 
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i 
'fl'eorema 1.9. Para todo fio E H 11 (1R), onde s ~ 3, existe T0 E JR+ e uma única função 
i 
tal que ué solução de (G), eu depende continuamente de u0 • 
! 
I 
I 
4.2. Comentários. 
1. O argumento dado anteriormente mostra que a forma do termo &; em (G) não 
tem significado especial. Este termo pode ser substituído por P(D)u com qualquer 
polinômio P, de gran m ~ 2, com a seguinte condição: se m é um número par, 
o sinal do coeficiente do termo principal tem que ser ( -1)m12• Neste caso pode-se 
escolher Y = H11 (1R) com s ~ m. 
2. Em [K6] Kato prova a existência, unicidade e dependência contínua do dado inicial 
para a solução local quando u0 E H 11 (1R) com s > ~ (s = oo é incluído). Além 
disso, a solução permanece no mesmo espaço do dado inicial. Para aplicar o teorema 
3.1.2, neste caso, fazemos uma transformação preliminar da incógnita por 
u(t) = T(t)v(t) (2.1) 
onde {T(t)}t;::o é o C0-grupo unitário em H 11 (1R) gerado pelo operador "skew-
adjoint" &; em cada H11 (1R). Substituindo (2.1) em (G) obtemos a equação de 
evolução quase linear para v 
8tv + A(t, v)v = O, 
onde A(t,y) = T(-t)a(T(t)y)8tT(t) é um operador linear que depende de t e 
y E H 11 (1R). Ao verificar as hipóteses correspondentes ao teorema 3.1.2, o trabalho 
é análogo, exceto pela hipótese A3 • Em lugar de A3 , pode-se provar que 
t E [0, T] ~---+ A( t, y) E .C(Y, X) 
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é fortemente contínua, e não contínua na norma de .C(Y, X) corno requer A3 • 
É importante notar aqui que o resultado de Kobayasi (Ko] para as equações de 
evolução lineares, mencionado no final da seção 2.1 do capítulo 2, permite mostrar 
que é suficiente a continuidade forte de 
tE (O,T] ~ A(t,y) E .C(Y,X) 
no caso quase-linear. Assim o teorema 3.1.2 pode ser aplicado. 
3. Kato também considera em (K6] o problema de Cauchy para a própria KdV, isto é 
{ 
Ut + Uxxx + UUx = O para t ~ O, 
u(O, x) = u0 • 
X E IR 
Prova-se neste artigo que o problema é globalmente bem posto se u0 E Hs(IR) com 
s ~ 2, e a solução permanece no mesmo espaço. 
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