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Resumen 
La cantidad y variedad de informacio´n disponi- ble 
online    impone    constantes    desaf´ıos   en    cuanto    a 
te´cnicas  eficientes  para  su  almacenamiento  y  acce- 
so.  Muchos  procesos  en  mu´ltiples  dominios  requie- 
ren que este acceso se realice bajo restricciones de 
tiempo  (eficiencia)  y  con  para´metros  de  alta  calidad 
(eficacia). En este escenario existen por un lado, ne- 
cesidades puntuales de los servicios que recolectan y 
utilizan  informacio´n  de  la  ma´s  diversa  y  comple- ja 
naturaleza y por el otro, aparecen oportunidades 
u´nicas  para  avances  cient´ıfico/tecnolo´gicos  en  ´areas 
como algoritmos, estructuras de datos, sistemas dis- 
tribuidos y procesamiento de datos a gran escala. 
Ejemplos   concretos  son  las  ma´quinas  de  bu´squeda 
para la web, las redes sociales y los sistemas que ge- 
neran  grandes  cantidades  de  datos  como  la  telefon´ıa 
mo´vil, entre otros. 
Esta    problema´tica    abre    nuevos   interrogantes 
constantemente y, mientras se intentan resolver, 
aparecen  nuevos  desaf´ıos.  Algunas  de  estas  pregun- 
tas tienen que ver con nuevas   estructuras de datos   y 
algoritmos altamente eficientes. 
En este proyecto se estudian, proponen, disen˜an  y 
evalu´an  estructuras  de  datos  y  algoritmos  efi- 
cientes  junto  con  el  ana´lisis  de  grandes  datos  que 
permitan mejorar las prestaciones de los sistemas, 
tanto en eficiencia y escalabilidad como en  eficacia. 
 
Palabras clave: algoritmos eficientes, motores 
de bu´squeda, estructuras de datos, grandes datos. 
 
Contexto 
Esta  presentacio´n  se  encuentra  enmarcada  en  los 
proyectos de investigacio´n “Algoritmos  Eficientes y 
Miner´ıa   Web  para   Recuperacio´n   de   Informacio´n  a 
Gran  Escala”  del  Departamento  de  Ciencias  Ba´si- 
cas  (UNLu)  y  ”Modelos  y  herramientas  algor´ıtmicas 
avanzadas para redes y datos masivos”del Departa- 
mento  de  Computacio´n  de  la  Facultad  de  Ciencias 
Exactas  y  Naturales (UBA). 
 
Introduccio´n 
En  las  u´ltimas  de´cadas  diferentes  manifestacio- 
nes  de  los  conceptos  de  redes,  datos  e  informacio´n 
esta´n  impactando  en  la  sociedad,  tomando  diferen- 
tes  formas  y  con  implicancias  au´n  no  conocidas  en 
su totalidad. Aplicaciones en Internet (en particu- lar, en  
la  web),  tele´fonos  con  capacidades  de  co´mpu-  to 
considerables, hardware de bajo costo y las redes 
sociales [12, 11], entre otras conforman un ecosiste- ma 
en el cual se desarrollan nuevas actividades que ofrecen, 
adema´s, nuevos desaf´ıos. 
En este espacio, dos feno´menos se complementan  y 
retroalimentan. Por un lado, el incremento expo- nencial  
de  la  cantidad  de  datos  accesibles a trave´s de las  
distintas  redes  y,  por  el  otro,  el  nu´mero  de  usua- rios  
y   aplicaciones   que   acceden  a  ´estos.  Por   esto, existe 
una necesidad permanente de nuevas ideas al- 
gor´ıtmicas  y  herramientas  computacionales  que  per- 
mitan resolver de forma eficiente los problemas que se 
plantean.   Uno  de   los  ejemplos  ma´s   notables   es la 
web,  que  ha  experimentado  en  los  u´ltimos  an˜os un 
crecimiento   en   taman˜o   y   complejidad   sin   prece- 
dentes,  convirtie´ndola  en  el  mayor  repositorio  de  in- 
formacio´n  en  el  mundo,  creando  nuevas  necesidades 
de  almacenamiento,  procesamiento  y  bu´squedas,  ex- 
pandiendo  los  l´ımites  del trabajo  en  una  sola  ma´qui- 
na y unos pocos algoritmos al trabajo distribuido, 
paralelo y altamente  eficiente. 
En este escenario existen por un lado,  necesida- 
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des puntuales de los servicios que recolectan y utili- 
zan  informacio´n  de  la  ma´s  diversa  y  compleja  natu- 
raleza  y  por  el  otro,  aparecen  oportunidades  u´nicas 
para   avances   cient´ıfico/tecnolo´gicos   en  a´reas   como 
algoritmos, estructuras de datos, sistemas distribui- 
dos y procesamiento de datos a gran escala. 
El  enfoque  ma´s  general  para  acceder  a  la  infor- 
macio´n en la web es el uso de motores de bu´squeda,  a 
partir de consultas basadas en las necesidades de 
informacio´n   de   los  usuarios.   De  forma   simple,   los 
motores  de  bu´squeda  intentan  satisfacer  la  consulta 
de  los  usuarios  realizando  procesos  de  recuperacio´n 
sobre  una  porcio´n  del  espacio  web  que  “conocen”,  es 
decir, que han recorrido, recopilado y procesado [4]. 
Este  proceso  cuenta  con  dos  caracter´ısticas  funda- 
mentales: operan con estrictas restricciones de tiem- po, 
es decir, las consultas deben ser respondidas en 
pequen˜as  fracciones  de  tiempo  (milisegundos)  y  de- 
ben ofrecer resultados relevantes a la consulta de los 
usuarios  sobre  un  escenario  altamente  heteroge´neo. 
Adema´s,  los  usuarios  no  solo  buscan  en  la  web  para 
satisfacer  sus  necesidades  de  informacio´n  sino  que, 
adema´s,  realizan  tareas  cotidianas  (por  ejemplo,  or- 
ganizar un viaje, comprar cosas, etc.). Los motores de 
bu´squeda   se   han   convertido   en   herramientas   in- 
dispensables y las cuestiones relacionadas con su efi- 
ciencia (escalabilidad) y eficacia son temas de muy 
activa investigacio´n [8]. 
Esta  proliferacio´n  de  grandes  volu´menes  de  da- 
tos y de usuarios en casi todos los a´mbitos de la acti- 
vidad humana ha creado una gran demanda  de nue-  vas 
y poderosas herramientas para convertir datos en 
informacio´n   u´til.   Surgieron   as´ı   diferentes  apor- tes 
desde  el  ´area  de  machine learning  como  patro- nes 
de    reconocimiento,    ana´lisis   estad´ıstico    de   datos, 
visualizacio´n,   agrupamientos,   redes   neuronales,   en- 
tre  otros.  Estos  conceptos  y  te´cnicas,  aplicados  al 
a´mbito  de  la  web  se  los  conoce  como  Miner´ıa  Web 
(Web Mining) [5], e incluye el estudio de los da- tos 
(miner´ıa  de  contenido),  el  grafo  web  (miner´ıa  de   la 
estructura) y el comportamiento de los usuarios (miner´ıa  
de  uso).  En  algunos  a´mbitos,   algunas  de estas  
aplicaciones  son  llamadas  tambie´n  ana´lisis  de Big 
Data [35] (Datos Masivos o Grandes Datos) ya que en  
sus  procesos  ingestan  grandes  volu´menes  de datos de 
fuentes diversas [24]. En general, ayudan a resolver 
problemas que demandan  soluciones ma´s complejas  y 
que  involucran  co´mputo  paralelo,  al- macenamiento 
distribuido y necesitan arquitecturas que puedan  escalar 
de manera flexible [29], tanto  en 
co´mputo  como  almacenamiento.  Como  las  te´cnicas 
para descubrimiento de conocimiento son transver- sales  
a  cualquier  disciplina  cient´ıfica,  existe  un  am- plio  
abanico  de  soluciones  de  optimizacio´n  au´n  no 
exploradas  para  el a´mbito  de  los  motores  de  bu´sque- 
da a gran escala que pueden ser tratadas siguiendo la 
metodolog´ıa  y  las  te´cnicas  propias  de  la  miner´ıa de 
datos. Incluso, algunas soluciones son significa- 
tivamente  ma´s  complejas  ya  que  los  volu´menes  de 
informacio´n  son  muy  grandes,  llegan  de  manera  con- 
tinua y requieren respuestas en tiempo real [26,  27]. 
 
L´ıneas de investigacio´n y desarrollo 
En   este   proyecto   se   continu´an   l´ıneas   de   I+D 
del   grupo  que   incorporan   ana´lisis   de   grandes   da- 
tos en aplicaciones de escala web (como un motor de 
bu´squeda   web)   que   permitan   aumentar   sus   pres- 
taciones.  Existen  oportunidades  de  investigacio´n  en 
temas  poco  explorados  por  la  comunidad  cient´ıfica 
que  permiten  mejorar  y/o  redisen˜ar  los  algoritmos 
internos y las estructuras de datos usadas para recu- 
peracio´n  de  informacio´n  de  gran  escala.  En  especial, 
las l´ıneas de I+D principales son: 
 
a. Estructuras de Datos 
1. Distribuidas:  Los  sistemas  de  bu´squeda  en  tex- 
to  utilizan  como estructura  de datos  ba´sica  un ı´ndice 
invertido, formado por un vocabulario (V ) con to- dos 
los  posibles  te´rminos  y  un  conjunto  de  posting lists 
(L)  con  informacio´n  acerca  de  los  documentos donde 
aparece  cada  te´rmino  junto   con  informacio´n  usada 
para  el  ranking.  Como  los  sistemas  de  bu´sque-  da  a 
gran escala se ejecutan en clusters de compu- tadoras, 
es necesario distribuir los documentos entre los nodos, 
ya   sea,   por   documentos   [4],   por  te´rmi-  nos  [4]  o 
h´ıbridas  (2D  [14]  y  3D  [13]).  En  todos  los  casos,  el 
particionado   y  la   asignacio´n   de  particiones     a  los 
nodos   de   bu´squeda   impacta   en   la   performance. 
Resultados experimentales muestran que es posible 
obtener mejoras si se incorpora la arquitectura del 
cluster  (cantidad  de  nodos,  procesadores  y  nu´cleos) 
en  la  optimizacio´n.  Adema´s,  los  nodos  de  un  mo- 
tor  de  bu´squeda  almacenan  su  porcio´n  del ı´ndice  en 
memoria (total o parcialmente), lo que modifica los 
modelos de costos. Esto ofrece oportunidades para 
aprovechar  de  mejor  manera  el  espacio  a  trave´s  del 
uso  eficiente  de  te´cnicas  de  compresio´n,  de  reorde- 
namiento y de representacio´n de las listas. 
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2. Escalables: Para poder mantener la eficiencia 
conforme  se  incrementa  la  cantidad  de  informacio´n 
que generan algunos servicios (por ejemplo, los si-  tios 
de microblogging) son necesarios algoritmos y 
estructuras de datos escalables. Los aspectos princi- 
pales a tener en cuenta en este escenario son la tasa de 
ingestio´n de documentos, la disponibilidad inme- diata 
del contenido y el predominio del factor tem- poral [7, 
3]. Para satisfacer estas demandas, resulta indispensable  
mantener  el ı´ndice  invertido  en  memo- ria principal. 
Dado que este es un recurso limitado, se trata  de  
mantener  solamente  aquella  informacio´n que permita 
alcanzar prestaciones de efectividad ra- zonables (o 
aceptables)  [9]. Por ejemplo, el control  del crecimiento 
de las estructuras de datos es un en- foque  va´lido  para  
abordar  el  problema  [27].  Siguien- do  esta  l´ınea,  se  
propone  el  desarrollo  de  una  familia de  algoritmos  de  
invalidacio´n  y  poda  selectiva  [22] de las estructuras de 
datos a partir del monitoreo online de la evolucio´n y 
dina´mica del vocabulario. 
3. Algoritmos  Eftcientes:   Una  de  la te´cnicas  ma´s 
utilizadas para mejorar la performance en motores de 
bu´squeda a gran escala es el caching, que se basa en la 
idea fundamental de almacenar en una me- moria de 
ra´pido  acceso  los ı´tems  que  van  a  volver  a  aparecer 
en  un  futuro  cercano.  Existen  mu´ltiples  niveles   de 
caching   en   una   ma´quina   bu´squeda,   por  ejemplo: 
resultados [23], posting lists [37], intersec- ciones [21] 
y documentos [31]. Nuestro grupo se en- foca en el 
problema de las intersecciones para la cual se proponen   
pol´ıticas   de   admisio´n   y   reemplazo   que consideren 
el costo de ejecutar una consulta [15]. Por otro lado, 
integrar diferentes caches permite optimi- zar el uso de  
espacio,  lo  que  impacta  positivamete en las 
prestaciones [32]. 
Una  direccio´n  muy  interesante  es  tratar  de  op- 
timizar la estrategia de caching incorporando infor- 
macio´n   proveniente   de   redes   sociales.  En  trabajos 
previos del grupo se ha mostrado que los temas que son  
tendencia  en  redes  sociales  guardan  relacio´n  con el 
aumento de la popularidad de una consulta rela- cionada 
al mismo [25] y permiten mejorar la perfor- mance  del  
cache.  Esta  l´ınea  de  trabajo  es  promete- dora  ya  que  
el  uso  de  esta  clase  de  informacio´n  ha mostrado  
resultados  positivos  en  otros a´mbitos  (por ejemplo, 
para mejorar el rendimiento de   CDNs). 
b. Grandes Datos en Aplicaciones  Web 
Los   motores   de   bu´squeda   son   probablemente 
uno de los primeros ejemplo del uso de Grandes Datos. 
Las    demandas    de   recoleccio´n    de    documen-  tos, 
almacenamiento,     analisis,     gestio´n     y     bu´squeda 
requieren de sofisticados algoritmos que operan so- bre 
arquitecturas   paralelas   y   distribuidas.   Adema´s,   la 
informacio´n    generada   por    las   bu´squedas    de    los 
usuarios (consultas, clics, etc.) se convierte en in- 
formacio´n  muy  valiosa  a  partir   de  la   cual   es  po- 
sible encontrar patrones de comportamiento y ob- tener  
estad´ısticas  acerca  de  co´mo  los  usuarios  inter- actu´an  
con  los  buscadores.  Algunos  trabajos  [16,  18] ya 
mostraron la potencialidad de estas te´cnicas. 
Esta propuesta global propone optimizar  proce- sos 
internos de un buscador por lo que se conside- ra que    
existen    oportunidades    de    optimizacio´n    que abren 
nuevos problemas y temas de investigacio´n. 
 
c. Plataforma de Procesamiento Distri- 
buida para Grandes Datos 
El  los  u´ltimos  an˜os  han  aparecido  plataformas 
para procesamiento distribuido en clusters con in- 
terfaces de alto nivel que facilitan el procesamiento 
distribuido con el costo de montar capas de softwa- re 
que  ofrecen un  nivel de  abstraccio´n  considerable.  Los 
ejemplos   cla´sicos   son   el   sistema   de   archivos   dis- 
tribuido HDFS [30] y las plataformas Hadoop [34] y 
Spark  [36].  El  grupo  investiga  co´mo  utilizarlas  efi- 
cientemente en los problemas antes mencionados. 
En el   caso se   las ma´quinas   de bu´squeda, un   re- 
querimiento  es  la  indexacio´n  distribuida.  Los  docu- 
mentos son procesados de forma distribuida y el re- 
sultado final debe ser un ı´ndice invertido particio- nado  
por  algu´n  criterio  (como  se  menciono´  anterior- mente) 
que pueda ser implementado en un cluster. En los 
u´ltimos an˜os, adema´s, se han propuesto nue- vas 
estructuras de datos avanzadas que ofrecen un mejor 
rendimiento     en     la     recuperacio´n     (en     algunos 
contextos),  como Block-Max [10]  y  Treaps [19]. 
Esta   l´ınea   de   investigacio´n   se   centra   en   estu- 
diar, disen˜ar y evaluar algoritmos de construccio´n de 
ı´ndices   sofisticados   como   los  mencionados  utilizan- 
do  estrategias  comunmente  utilizadas  en  el  ´ambito 
de Grandes Datos (por ej., sobre Hadoop) y tratar de 
determinar  co´mo  influyen  algunos  para´metros  co- mo 
el   taman˜o   de   la   coleccio´n   y   la   arquitectura   del 
cluster a  utilizar. 
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Otro ejemplo, es el procesamiento de flujos de 
streams, por ejemplo, datos provenientes de redes 
sociales  o  ima´genes  de  ca´maras  en  tiempo real,  entre 
otros.   En este caso, se estudia e intenta determinar   las 
condiciones para ejecutar el procesamiento men- 
cionado en clusters utilizando la plataforma Spark para 
el  procesamiento  de  ima´genes  mediante  algo- ritmos 
de machine learning. La idea es determinar la mejor 
manera de particionar y distribuir el pro- blema para una 
arquitectura dada cuyos resultados deben cumplir con 
restricciones  temporales. 
 
d. Algoritmos para Redes Sociales 
Las redes sociales online se han convertido sin 
dudas  en  una  de  las  aplicaciones  ma´s  populares  de 
Internet, y han modificado la forma en que los usua- 
rios  interactu´an   e  intercambian   informacio´n.   Estas 
redes atraen a millones de usuarios [6, 17, 20] que, de 
forma  impl´ıcita,  generan   estructuras   con  propieda- 
des emergentes [1] que surgen del comportamiento 
global. En general, este tipo de redes tienen a nivel 
estructural  una  topolog´ıa  libre  de  escala  (muy  sesga- 
da y autosimilar), lo que permite estudiar porciones 
de la red y extraer propiedades generales. Esto posi- 
bilita  disen˜ar  algoritmos  eficientes  para  compartir  y 
distribuir  la  informacio´n  generada.  Esto  es  especial- 
mente interesante si se tiene en cuenta que la red es 
un  ambiente  altamente  dina´mico  y  de  gran  escala. 
En este caso, si se considera que estos servicios son 
procesos  humanos   (y   no   meramente   tecnolo´gicos), 
su  mejor  comprensio´n  posibilitara´  aprovechar  la  in- 
teligencia colectiva para mejorar servicios como las 
bu´squedas web y aplicar a nuevos escenarios. 
 
e. Comunidades 
Otra   direccio´n   interesante   es  en   el  estudio   de 
algoritmos  eficientes  para  la  conformacio´n  de  comu- 
nidades o grupos [33]. Esta es una tarea desafiante a 
gran  escala  en aspectos  que  van desde el taman˜o y el 
tipo  de  interaccio´n  hasta  las  similitudes  por  conteni- 
do.  Si  bien  existen  diversos  me´todos  para  analizar  y 
modelar este tipos de redes, la necesidad de algorit- mos  
que  combinen  informacio´n  estructural  con  las 
propiedades de los nodos  es  un  requerimiento  para un 
amplio espectro de potenciales aplicaciones con- cretas.  
Algunos  de  estos  problemas  tienen  aplicacio´n 
potencial  en  proyectos  de  colaboracio´n  abierta,  en  la 
salud (grupos de personas con patologias similares) o en 
el caso de cata´strofes [28, 2]. 
Resultados y objetivos 
El objetivo principal del proyecto es estudiar, 
desarrollar, aplicar, validar y transferir modelos, al- 
goritmos   y  te´cnicas   que  permitan   construir   herra- 
mientas y/o arquitecturas para abordar algunas de las 
problema´ticas  relacionadas  con  las  bu´squedas  a gran 
escala y el procesamiento de grandes  datos.  Se 
pretende estudiar los problemas mencionados rela- 
cionados  con  te´cnicas  de  optimizacio´n  para  aplica- 
ciones  de  bu´squeda  y  proponer  mejoras  arquitectu- 
rales que permitan mejorar la eficiencia de un sis- tema. 
Se propone  profundizar  sobre  el  estado  del arte y 
definir, analizar y evaluar nuevos enfoques 
incorporando  las te´cnicas  de  miner´ıa  de  la  web  a  los 
procesos internos en aplicaciones de escala web. En 
particular  se  estudiara´n  las  siguientes  l´ıneas  princi- 
pales: 
Estructuras de datos eficientes, en especial 
aquellas propuestas recientemente a  los  efec- tos 
de evaluar posibles mejoras orientadas a 
problemas de datos masivos. 
Te´cnicas  de  caching,  enfocando  el  problema  no 
solamente  en  las  pol´ıticas  de  reemplazo,  sino 
tambie´n   en   pol´ıticas   de   admisio´n,   tema   que 
no  ha  tenido  suficiente  desarrollo  au´n.  Aqu´ı  se 
propone  un  enfoque  mediante  el  uso  de te´cni- 
cas de Web Mining para establecer y aprove- char 
propiedades de las  consultas. 
Arquitecturas    para    aplicaciones    espec´ıficas, 
disen˜ando    aplicaciones   de   bu´squeda   ad-hoc 
para problemas concretos, donde una solucio´n de 
propo´sito  general  no  es  la  ma´s  eficiente. Aqu´ı 
se   deben   estudiar   co´mo   las   estructuras  de 
datos   y  los  algoritmos   de  bu´squeda   se  com- 
plementan de mejor manera para aumentar la 
eficiencia del sistema. 
Algoritmos para el tratamiento de datos pro- 
venientes  de  redes  sociales  de  intere´s,  interac- 
tuando con los motores de bu´squeda. 
Espec´ıficamente, 
 
Disen˜ar  y  evaluar  nuevas  te´cnicas  que  optimi- 
cen  procesos  internos  de  un  motor  de  bu´sque- 
da,  utilizando  informacio´n  proveniente  de  pro- 
cesos  de  miner´ıa  web,  aumentando  la  eficiencia 
del  sistema.  En  especial,  pol´ıticas  de  reempla- 
zo/admisio´n para diferentes niveles de cache´. 
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Disen˜ar  y  evaluar  estructuras  de  datos  ad-hoc 
(centralizadas y/o distribuidas) para proble- 
mas concretos y siguiendo el mismo criterio 
que en el caso previo (mejorar la eficiencia). 
Determinar,    mediante    procesos    de    miner´ıa 
web, relaciones entre los objetos del sistema 
(documento y consultas) y los usuarios  exter- nos 
que permitan establecer mecanismos de 
resolucio´n  de  las  consultas  que  aporten  mejo- 
ras  de  eficacia  (mayor  precisio´n)  en  la  obten- 
cio´n de los resultados. 
Estudiar las potencialidades  de  las  platafor- mas 
para procesamiento de datos masivos aplicadas   a   
problemas   de   bu´squedas,   princi- palmente  para  
indexacio´n  distribuida   y  opti- mizar su 
rendimiento a partir de utilizar dife- rentes 
estrategias y configuraciones. 
Estudiar  los  flujos  de  informacio´n  en  redes  so- 
ciales  y  su  interaccio´n  con  otros  sistemas  pa- 
ra  el  armado  automa´tico  de  comunidades  de 
intere´s,  por  ejemplo,  grupos  de  personas  con 
intereses me´dicos (patolog´ıas) afines. 
 
Formacio´n de  Recursos  Humanos 
Este proyecto brinda un marco  para  que  algu-  nos 
docentes auxiliares y estudiantes lleven a cabo tareas  de  
investigacio´n  y  se  desarrollen  en  el a´mbito acade´mico. 
En el mismo, hay en finalizacio´n una te- sis de   la   
maestr´ıa   en   “Exploracio´n   de   Datos   y   Des- 
cubrimiento de Conocimiento”, DC, FCEyN, Uni- 
versidad de Buenos Aires. 
Actualmente,   se   esta´n   dirigiendo  cuatro  traba- 
jos finales correspondientes a la Lic. en Sistemas de 
Informacio´n   de   la   Universidad   Nacional   de   Luja´n 
en  temas  relacionados  con  el  proyecto.  Adema´s,  hay 
dos pasantes alumnos y un becario CIN (Beca de 
Est´ımulo  a  las  Vocaciones  Cient´ıficas).  Se  espera  di- 
rigir  al  menos  dos  estudiantes  ma´s  por  an˜o  y  pre- 
sentar dos candidatos a becas de investigacio´n. 
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