In this work, we investigate the statistical computation of the Boltzmann entropy of statistical samples. For this purpose, we use both histogram and kernel function to estimate the probability density function of statistical samples. We find that, due to coarse-graining, the entropy is a monotonic increasing function of the bin width for histogram or bandwidth for kernel estimation, which seems to be difficult to select an optimal bin width/bandwidth for computing the entropy. Fortunately, we notice that there exists a minimum of the first derivative of entropy for both histogram and kernel estimation, and this minimum point of the first derivative asymptotically points to the optimal bin width or bandwidth. We have verified these findings by large amounts of numerical experiments. Hence, we suggest that the minimum of the first derivative of entropy be used as a selector for the optimal bin width or bandwidth of density estimation. Moreover, the optimal bandwidth selected by the minimum of the first derivative of entropy is purely data-based, independent of the unknown underlying probability density distribution, which is obviously superior to the existing estimators. Our results are not restricted to one-dimensional, but can also be extended to multivariate cases. It should be emphasized, however, that we do not provide a robust mathematical proof of these findings, and we leave these issues with those who are interested in them.
INTRODUCTION
Entropy is very important in thermodynamics and statistical mechanics. In fact, it is the key concept, upon which the equilibrium statistical mechanics is formulated (Landau & Lifshitz 1996; Huang 1987) , and from which all the other thermodynamical quantities can be derived. Also, the increasing of entropy shows the time-evolutionary direction of a thermodynamical system. The concept of entropy can even be applied to non-thermodynamical systems such as information theory, in which entropy is a measure of the uncertainty in a random variable (Shannon 1948; Shunsuke 1993) , and to non-ordinary thermodynamical systems such as self-gravitating systems, in which the dominating microscopic interaction between particles is long-ranged (Lynden-Bell 1967; Campa et al. 2009 ). The latter is relevant to our studies, in which we formulated a framework of equilibrium statistical mechanics for self-gravitating systems (He & Kang 2010  ⋆ E-mail: hep@itp.ac.cn He 2012a,b) . In these works, we demonstrated that the Boltzmann entropy
is also valid for self-gravitating systems, in which F (v) is the system's probability density function (PDF, hereafter). Hence, the PDF is necessary for computing the systems' entropy, but often, instead of giving an analytic form of PDF, we have to deal with a thermodynamical system that is in data-form. For instance, Helmi & White (1999) performed numerical simulations to study satellite galaxy disruption in a potential resembling that of the Milky Way. In their work, the coarse-grained Boltzmann entropy is used as a measure of the phase-mixing to indicate how mixing of disrupted satellites can be quantified. The analytic PDF is unavailable, and hence they derived the coarse-grained PDF from the simulation data by histogram, that is, by taking a partition in the 6D phase-space and counting how many particles fall in each 6D cell.
So, with analytic PDF unavailable, it is indispensable to compute the system's entropy from the data-based samples. This seemingly easy computation, however, is plagued with some unexpected c 0000 RAS Figure 1. Illustration of the monotonic behaviour of S(∆v). The underlying distribution is the univariate standard normal distribution, from which the data set is randomly drawn, with the sample size N = 10 5 . ∆v is the bin width of the one-dimensional histogram, and S is evaluated by equation (1), but withF ∆v (v) instead of F (v). S(h), computed by kernel estimation, exhibits the similar behaviour with respect to the bandwidth h. S th , shown with the dashed line, is directly computed by using the analytical univariate standard normal PDF of equation (4).
troubles. As we have seen in equation (1), the evaluation of entropy is actually related to the estimation of probability density, which is one of the most important techniques in exploratory data analysis (EDA). Usually,F∆v(v) , the estimation of the underlying unknown PDF F (v) of a statistical sample, is derived by data binning, i.e. histogram (Gentle 2009 ), just as Helmi & White (1999) . However, in the real practice, we find the following interesting phenomenon. See Figure 1 , the resulting entropy S depends on the bin width ∆v, monotonically increasing with the bin width, and thus it is troublesome to select an appropriate bin width of histogram for computing the entropy.
Prior to our study, there have been many investigations on how to make the optimal probability density estimation of statistical samples (Scott 1992; Gentle 2009 ). Histogram is the mostly used method, in which the bin width is its characteristic parameter. A larger bin width produces over-smooth estimation and the PDF looks smoother and featureless, while a smaller bin width produces under-smooth estimation so that the resulting PDF has large fluctuations and spurious bumps. Hence, the selection of an optimal bin width is indeed an important task in EDA, and such an effort can be dated back to Sturges (1926) , but the famous selector for optimal bin width is given by Scott (1979) . Usually, the optimal bin width is obtained by minimizing the asymptotic mean integrated squared error (AMISE), which is a tradeoff between the squared bias and variance. Contrary to the conventional treatment, however, Knuth (2013) proposed a straightforward data-based method of determining the optimal number of bins in a uniform bin-width histogram using Bayesian probability theory.
Another commonly used density estimation method is kernel estimation method, which was first introduced by Parzen (1962) and Rosenblatt (1956) and is considered to be much superior to the histogram method (Jones et al. 1996) . With kernel density estimation, we arrive at the similar results as with histogram that the entropy increases as a monotonic function of the kernel bandwidth h. The origin of the monotonicity of S(∆v) versus ∆v is caused by coarse-graining of the PDF. The step solid line and the dotted line indicate the fine-grained and coarse-grained PDF, respectively. The entropy evaluated with coarse-grained PDF is larger than that with fine-grained PDF. See Section 2.1 for detail. This explanation is also applicable to S(h) versus h.
Besides the two main methods, there are also other methods of density estimation, such as average shifted histogram, orthogonal series estimators (Gentle 2009; Scott 1992 Scott , 2004 . We just focus on histogram and kernel methods in this work.
Investigations on histogram and kernel estimation have indeed provided us with useful criteria for optimal bin width of histogram or bandwidth of kernel function (Silverman 1986; Jones et al. 1996; Wand 1997 ), yet all these criteria need to take into account the functional form of the true PDF, which is usually unavailable. So it is a difficulty on how to select an optimal bin width or bandwidth for computing the entropy. Fortunately, by large amounts of numerical experiments, we find that the first derivatives of S(∆v) with respect to ∆v for histogram estimation, or of S(h) with respect to h for kernel estimation, correspond to the optimal bin width and bandwidth in all the cases we considered in this work.
In this paper, we describe our numerical experiments and demonstrate this finding in detail. Although we do not provide a robust mathematical proof of this finding, we suggest that the first derivative of entropy be regarded as an alternative selector other than the usual AMISE to pick out an optimal bin width of histogram and bandwidth of kernel estimation. The paper is organized as follows. In Section 2, we introduce our methods and describe the working procedure. In Section 3, we present the results. Finally, we give our conclusions and discussions in Section 4.
METHODS AND PROCEDURE

Origin of the monotonicity of S(∆v) and S(h)
We demonstrate the origin of the monotonicity of S(∆v) verse ∆v. See Figure 2 , we design a simple one-dimensional normalized experimental PDF, as:
with which the entropy evaluated by equation (1) is S1 = ln 3 − val 0 < v < 2 can be easily derived and normalized as:
So, the entropy evaluated with this coarse-grained PDF f2 is, S2 = ln 2, and we can immediately see that S2 > S1. Hence, the monotonicity of S(∆v) verse ∆v is caused by the coarse-graining of PDF. The same explanation is also applicable to the monotonicity of S(h) versus h. Beyond the monotonicity of S(∆v), however, there should be another important feature hiding in the S(∆v) curve. By scrutinizing S(∆v) of Figure 1 , we speculate that the first derivative of S(∆v) with respect to ∆v, might take its local minimum around the cross point of S th and S(∆v). If this is the case, then we can use this property to construct a selector of optimal bin width of histogram, so that we can compute the entropy to the best extent. We will verify this speculation below.
Three experimental PDFs
Our strategy is briefly described as follows. First, choose some analytical PDFs, and with Monte Carlo technique, we draw N random data from these analytical PDFs. With these statistical samples, we can construct the estimatorsF∆v(v) orF h (v) of the true PDFs, depending on whether using histogram or kernel estimation. Secondly, we can compute the entropy by equation (1), withF∆v(v) orF h (v) replacing the true PDFs. In this way, we derive the curves of S(∆v) or S(h).
Meanwhile, the entropy can be exactly evaluated with these analytical PDFs, denoted as S th . These exact results can be used to calibrate our empirical results of S(∆v) or S(h), and to help select the optimal bin width or bandwidth.
For this purpose, we choose three analytical PDFs for the experiments. The first is the one-dimensional standard normal distribution:
whose S th = 1.419. The second experimental PDF is the one-dimensional powerlaw function:
whose S th = 0.2804. Unlike the first one, this power-law distribution is non-extended for its random variable v. The third one is the three-dimensional isotropic standard normal distribution PDF:
in which v ≡ (v1, v2, v3) and S th = 4.257. This PDF can be further reduced to a one-dimensional distribution, whose PDF is:
This reduced one-dimensional distribution, unlike the previous two distributions, is asymmetric in the random variable v. 
RESULTS
Histogram estimation
As described above, PDF of statistical samples can be estimated mainly by histogram and kernel methods. We first present the results by histogram estimation. Figure 3 shows the experiments with the one-dimensional standard normal distribution of equation (4). We do the experiments of the sample size N ranging from 10 3 to 10 8 , and in every case, we compute S(∆v) with different sets of random numbers to give, say 50, instances. With these 50 instances, we can derive both the meanS and the variance σ of the entropy as a function of ∆v. These results are shown in panels from (a) to (f), respectively, and we can see that the variances of all cases are very small. The first derivative ofS(∆v) with respect to ∆v, dS(∆v)/d ln(∆v), is also numerically evaluated and shown in the corresponding panels. From this figure, we find that: (1) in all cases, the derivative has a minimum around the cross point of the curvē S(∆v) and the straight line S th , (2) the minimum of the derivative goes to zero with increasing sample size N , and (3) ∆v dm , at which the derivative takes its minimum, approaches the abscissa of the cross point ofS(∆v) and S th , such thatS(∆v dm ) asymptotically approaches S th .
With exactly the same procedures, we do experiments with another two analytical PDFs, i.e. the one-dimensional power-law and three-dimensional isotropic standard normal distribution, of equations (5) and (6), respectively. The above findings are also applied to these two cases. In Table 1 , we give the relevant means and variances at ∆v dm for all the cases above mentioned.
Note that in Figure 3 , we show the first derivative in the form of dS/d ln(∆v), rather than dS/d∆v. We can see from the figure, that at ∆v dm ,S(∆v) are nearly flat, that is, dS/d∆v ∼ 0. Hence,
So the minima of dS/d ln(∆v) and dS/d∆v are nearly at the same places.
Kernel estimation
A non-negative real-valued function K(u) is called a kernel function, if satisfying the following two conditions:
The PDF of a statistical sample, xi, with i running from 1 to the sample size N , can be estimated by using the kernel function:
in which h is the bandwidth of the kernel. If the kernel is a derivable function, thenF h (x) is also derivable. For this reason, kernel estimation is believed to be superior to histogram method. The kernel function we used here is Epanechnikov (1969) function Ke(u):
who has the highest efficiency, in contrast to other kernel functions, to yield the optimal rate of convergence of the mean integrated squared error (Silverman 1986; Gentle 2009 ). We give the results from kernel estimation for onedimensional normal distribution in Figure 4 and the relevant means and variances for all cases at ∆v dm in Table 2 . These results are all parallel to the previous results from histograms. Again, we can see that the minimum of the first derivative of S(h) can be regarded as a selector for the optimal bandwidth h dm . Compared with the histogram estimation, the advantages of kernel estimation are obvious, in that all the curves, S(h) and dS/dh are smooth and should be derivable.
We also considered other kernel functions, such as uniform and Gaussian (Silverman 1986 ). The results are the same as with Epanechnikov (not shown).
Comparison with previous estimators
Prior to our results, there are some well-known estimators for the optimal bin width of histogram or bandwidth of kernel estimation. The Scott (1979) optimal bin width is one of them, Table 2 . Results derived from kernel estimation. All are parallel to those of histogram estimation. For details see Table 1 . in which f ′ is the first derivative of f , and the functional R[g] is defined for the roughness of g as
Another one is the optimal bandwidth for kernel estimation (Silverman 1986; Jones et al. 1996) :
Note that hAMISE scales with the sample size as N −1/5 , while ∆v * scales as N −1/3 . The kernel estimation is believed to be superior to the histogram method, and indeed, we notice thatS(h) as well as dS/dh are much smoother than their counterparts of histogram estimation. So we just concentrate on the kernel estimation below. Figure 5 shows the relations of h dm with the sample size N . We see that in all the three cases, differences between h dm and hAMISE are significant, and h dm well scales as N −1/3 , in contrast to hAMISE ∝ N −1/5 . It is interesting to note that this N −1/3 -scaling is similar to that of Scott's formula of equation (10) for optimal bin width of histogram estimation.
Entropies evaluated at h dm and hAMISE of the three cases are shown in Figure 6 . It can be seen thatS(h dm ) is much closer to entropy's true value S th than S(hAMISE), but the difference between the two vanishes asymptotically with increasing sample size. Nonetheless, as far as the statistical computation of entropy is concerned, hAMISE, selected by minimizing AMISE, is less than the optimal bandwidth h dm . (4), (5) and (6). The bandwidth h AMISE that is derived by minimizing AMISE is also shown for comparison.
The first derivative of entropy as bandwidth selector
From previous results, we have seen that the first derivative of S(∆v) or S(h) can be used as a selector for the optimal bin width or bandwidth. We just concentrate on the kernel method here, and present some analytical results. With the estimated PDFF h , the first derivative of the entropy is
in which we use the normalization F h dv = 1, and the fact that the partial derivative w.r.t. h can be taken out from the integral. (4), (5) and (6). Entropies of h AMISE are also shown for comparison.
The second derivative of S(h) is
In deriving the last line of the above relation, we again use the normalization F h dv = 1. Hence, the minimum of the first derivative of S(h) should be picked out by d 2 S/dh 2 = 0, and from the above equation, we have
We can make use of this relation to pick out the optimal bandwidth h dm . Note that both ∆v * of equation (10) and hAMISE of equation (11) depend on the unknown true PDF f , which is usually difficult or even impossible to acquire. On the contrary, the selector of optimal bandwidth based on the first derivative of entropy is purely data-based, and hence, our approach is much superior to the existing methods.
However, we do not provide a proof on the existence of the minimum of the first derivative of entropy, and do not explain why such a minimum can help pick out the optimal bandwidth, either. These issues are surely of great importance and deserve further investigations.
SUMMARY AND DISCUSSIONS
Entropy is a very important concept, and in statistical mechanics, it is computed with the probability distribution function of the system under consideration. In our statistical-mechanical investigations of self-gravitating systems, however, we have to do statistical computation of entropy directly from statistical samples, without knowing the underlying analytic PDF. Thus, the evaluation of entropy is actually related to the estimation of the PDF from statistical samples in data-form.
Usually, there are two approaches to estimate a PDF from a statistical sample. The first density estimation method is histogram. Another way is kernel estimation, which is considered to be superior to the histogram. We use both the methods to evaluate the entropy, and we find that the entropy thus computed depends on the bin width of the histogram, or bandwidth of kernel method. Concretely, the entropy is a monotonic increasing function of the bin width or bandwidth. We attribute this monotonicity to the PDF coarse-graining.
Thus, it is a difficulty on how to select an optimal bin width/bandwidth for computing the entropy. Fortunately, we notice that there may exist a minimum of the first derivatives of entropy for both histogram and kernel estimation, and this minimum may correspond to the optimal bin width and bandwidth.
We perform a large amount of numerical experiments to verify this finding. First, we select three analytical PDFs, onedimensional standard normal, one-dimensional power-law, and three-dimensional standard normal distribution, and with Monte Carlo technique, we draw N random data from these analytical PDFs, respectively. With these statistical samples, we construct the estimator of the true PDFs of both histogram and kernel estimation. Secondly, we compute the entropy with the estimated PDFs, so in this way, we derive the curves of S(∆v) or S(h), in which ∆v or h are the bin width of histogram or bandwidth of kernel, respectively. Meanwhile, the entropy can be exactly evaluated with these analytical PDFs. These exact results can be used to calibrate our empirical results, and to help select the optimal bin width or bandwidth.
We do the same experiments for the three PDFs with the sample size ranging from 10 3 to 10 8 . In all cases, whatever using histogram or kernel estimation, we find that:
• The first derivative of entropy indeed has a minimum around the cross-point of the entropy curve S(∆v) or S(h) and the theoretical straight line S th .
• The minimum of the derivative goes to zero with increasing sample size.
• ∆v dm or h dm , at which the derivative takes its minimum, asymptotically approaches the abscissa of the above-mentioned cross-point with increasing sample size, such that the entropy at ∆v dm or h dm asymptotically approaches the theoretical value S th .
• h dm scales with the sample size as N −1/3 , in contrast to hAMISE, the bandwidth selected by minimizing AMISE, whose scaling is ∝ N −1/5 .
• The entropy evaluated at h dm is much closer to the true value S th than at hAMISE, but the difference between the two vanishes asymptotically with increasing sample size.
Hence, we see that the minimum of the first derivative of S(∆v) or S(h) can be used as a selector for the optimal bin-width or bandwidth of density estimation, and hAMISE is less the optimal bandwidth than h dm for computing entropy.
Note that both Scott's optimal bin width ∆v * and hAMISE depend on the unknown underlying PDF of the system, which is usually difficult or even impossible to acquire. On the contrary, the estimator of optimal bandwidth selected from the minimum of the first derivative of entropy is purely data-based, and hence, our method is clearly superior to the existing methods.
We emphasize that our results are by no means restricted to one-dimensional, but can also be extended to multivariate cases. Finally, we acknowledge that we do not provide a robust mathematical proof of the existence of the minimum of the first derivative of entropy, nor theoretically explain why such a minimum can help pick out the optimal bandwidth. These issues are surely of great importance and deserve further investigations. We leave these issues with those specialists who are interested in them.
