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Engineering of atomically thin membranes for hydrogen isotope separation is an actual challenge
which has a broad range of applications. Recent experiments [M. Lozada-Hidalgo et al., Science
351, 68 (2016)] unambiguously demonstrate an order-of-magnitude difference in permeabilities of
graphene-based membranes to protons and deuterons at ambient conditions, making such materials
promising for novel separation technologies. Here we demonstrate that the permeability mecha-
nism in such systems changes from quantum tunneling for protons to quasi-classical transport for
heavier isotopes. Quantum nuclear effects exhibit large temperature and mass dependence, mod-
ifying the Arrhenius activation energy and Arrhenius prefactor for protons by more than 0.5 eV
and by seven orders of magnitude correspondingly. Our findings not only shed light on the sep-
aration process for hydrogen isotope ions passing through pristine graphene but also offer new
insights for controlling ion transport mechanisms in nanostructured separation membranes by manip-
ulating the shape of the barrier and transport process conditions. Published by AIP Publishing.
https://doi.org/10.1063/1.5024317
I. INTRODUCTION
Atomically thin two-dimensional materials are increas-
ingly being explored as a possible platform for developing
novel separation technologies such as water desalination or
proton-exchange membranes in fuel cells.1–16 Particular atten-
tion is given to the utilization of layered 2D materials for
selective sieving of molecules, atoms, and ions. Recent exper-
iments conducted by Geim’s group have demonstrated that
thermal protons (and deuterons) show appreciable conduc-
tance through a pristine graphene sheet (PGS) at ambient
conditions.3,4 Remarkably, the experimentally deduced pro-
ton transport barrier of 0.78 eV is at least 0.65 eV lower
than those predicted by electronic structure calculations17,18
for pristine graphene. Moreover, the difference in PGS areal
conductivity for protons and deuterons cannot be explained
by such calculations because the nuclear mass does not appear
in the electronic Hamiltonian.19 In Ref. 20 it was shown that
the hydrogenation of graphene, neglected in previous first-
principles calculations, can lead to a substantial decrease in
the barrier to less than 1 eV, which partially explains the
experimental observations. However, the explanation of the
substantial isotope effect was restricted up to now to the con-
sideration of zero-point energy (ZPE) contributions to the
height of the barrier20 and the energy of the initial state,4 while
the nuclear quantum effects (NQE) beyond ZPE have been
neglected.
In general, nuclear quantum effects strongly depend
on the anharmonicity of realistic interatomic potentials and
can qualitatively change the transport mechanism lead-
ing to various striking effects. Examples are a substantial
deviation of the temperature dependence of the transmis-
sion rate from the classical Arrhenius-like behavior or even
temperature-independent membrane permeability.21 In con-
trast to ZPE correction, where only the potential-energy profile
near the classical transition state is relevant, the NQE beyond
ZPE are dependent upon the entire shape of the potential-
energy surface (PES). Hence, to describe ionic transport, one
must consider the ion-graphene interaction on ab initio level of
accuracy as well as account for the thermal and quantum fluc-
tuations of all atoms in the system. Existing methods for com-
puting reaction rates22 are not yet practically applicable for
such complex multidimensional quantum-mechanical prob-
lems. The development of new complementary approaches
is required to unambiguously reveal the mechanism of pro-
ton/deuteron transport through PGS as well as other complex
transport phenomena.
In this work, we develop a hierarchical quantum-
mechanical methodology for directly computing membrane
permeabilities. Using this framework, we demonstrate the
qualitative difference in the transport mechanisms for protons
and heavier hydrogen isotopes. First, we consider an optimal
one-dimensional transport pathway when ions follow a linear
trajectory perpendicular to the PGS through the center of a
carbon ring [see Fig. 1(a)]. This pathway corresponds to the
minimal potential energy barrier and yields the largest contri-
bution to graphene permeability. We find that protons tunnel
through PGS, while heavier isotopes follow quasi-classical
transport pathways. As a result, the average energy of pro-
tons contributing to the transmission process is considerably
lower than the height of the potential energy barrier. This
leads to a large reduction (more than 0.5 eV) of the Arrhe-
nius activation energy for protons3 as compared to the results
of electronic structure calculations with classical nuclei. The
difference in transport mechanisms is also responsible for the
large proton-deuteron separation ratio.4
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FIG. 1. Proton and deuteron transport through pristine graphene. Color bars show the value of the Arrhenius activation energy obtained with different approaches
that are schematically explained in sub-figures (a)–(c). (a) The one-dimensional potential-energy barrier used for the transport model based on the Wentzel-
Kramers-Brillouin (WKB) approximation. (b) Examples of three-dimensional PES at different ion-graphene distances (0.0, 0.2, 0.4, 0.6 Å) used for the free
energy thermodynamic integration (FETI) approach. (c) System geometry used in AI-PIMD simulations within centroid-density quantum transition state theory
(cd-QTST) method.
In the second step, we account for the transport path-
ways beyond a single linear trajectory by performing free
energy thermodynamic integration (FETI) using full density-
functional theory (DFT) Born-Oppenheimer (BO) potential-
energy surface (PES) with fixed membrane geometry [see
Fig. 1(b)]. We have found that the presence of chemisorption
sites, which can bind ions, leads to negligibly small average
transmission coefficients, making bare PGS impenetrable for
hydrogen ions.16 At the same time, blocking the chemisorp-
tion of H ions, for instance, by assuming pre-hydrogenation
of graphene, leads to more than 1020 increase in transmission
coefficients. Thus, the pre-hydrogenation of graphene or cov-
ering it with some material (such as Nafion3,4) plays a vital role
in the transport process of H ions, defining not only the energy
of an initial transition state3 but also affecting the permeabil-
ity of graphene20—an effect which is attributed to specific
experimental conditions.
In the final step, our full-dimensional ab initio imaginary-
time Feynman-Kac path integral molecular dynamics
(AI-PIMD) simulations23–26 demonstrate that the motion of
carbon atoms in graphene is important for the transport pro-
cess, concomitantly decreasing the proton activation energy
[Fig. 1(c)].
All in all, our hierarchical quantum model (see Fig. 2)
provides novel interpretations for recent key experimental
observations,3,4 including (i) the quantum tunneling mecha-
nism of proton transport, (ii) strong temperature dependence
of the prefactor in the Arrhenius equation, (iii) the impact of
chemisorption sites and covering material, and (iv) the role
of mobile carbon atoms in hydrogen ion transport through
PGS.
II. ARRHENIUS EQUATION AND QUANTUM
PROCESSES
Transport experiments are often interpreted with the aid
of the Arrhenius equation, which connects the rate constant
(k) to the inverse absolute temperature (β),
k = A exp(−βΛ). (1)
Here A is the pre-exponential factor and Λ is the so-called
Arrhenius activation energy—the minimal energy required for
reactants to transform into products.
However, this equation is valid only for classical pro-
cesses. Whenever quantum effects play a considerable role,
a single energy cannot describe the corresponding reaction.
In the case of transport, trajectories with different energies
will contribute to the observed rates. Moreover, these contri-
butions strongly depend upon temperature. This will result in
a curvature in the Arrhenius plots and non-trivial temperature
dependence of both A and Λ.21
Below we will show that the thermal transport of protons
through PGS at ambient conditions is strongly affected by tun-
neling, whereas heavier hydrogen ion isotopes follow nearly
classical trajectories. Therefore, the pre-exponential factor A
FIG. 2. The hierarchy of methods employed in this work. Density func-
tional theory (DFT) and classical ab initio molecular dynamics (AI-MD)
treat nuclei classically and cannot explain the experimental observations. The
Wentzel-Kramers-Brillouin (WKB) model and free energy thermodynamic
integration (FETI) include NQE and describe the isotope effect but still overes-
timate the activation energy. Ab initio imaginary-time path integrals molecular
dynamic (AI-PIMD) simulations allow us to explain both the activation energy
reduction and isotope effect by consistent inclusion of NQE, PGS geometry
relaxation, and thermal fluctuations of carbon atoms.
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and the activation energy Λ in the Arrhenius equation (1) are
temperature dependent for protons and different from those for
deuterons or tritons. The value of Λ obtained by using Eq. (1)
for protons is not the minimal energy required for the transport
process to occur. To emphasize this fact, we will use hereafter
the term “Arrhenius activation energy” instead of activation
energy.
The following terminology is used below in this arti-
cle: (i) Arrhenius activation energy—the slope of a loga-
rithm of a transport rate versus the inverse temperature. Its
value coincides with a commonly used activation energy
only in the case of classical processes. (ii) Quasi-classical
transport process—the mean energy of the particles partic-
ipating in such a transport process is close to the height
of the barrier. (iii) Quantum transport process—the energy
distribution of the particles participating in such a trans-
port process is considerably affected by tunneling and sub-
stantially extends into the classically forbidden low-energy
region.
III. TRANSPORT ALONG AN OPTIMAL PATHWAY
The possible permeability of PGS is an open controversial
question. In some experiments16 protons are found to transfer
only through rare, naturally occurring atomic defects. At the
same time, experiments conducted by Geim’s group3,4 clearly
demonstrate appreciable thermal proton transport through a
PGS at ambient conditions. An essential common part of both
sets of experiments is the graphene layer. Thus, to reveal the
potential permeability of pristine graphene-based membranes,
the conditions when both experimentally observed situations
may happen, and the transmission mechanisms, we focus
on the thermal flux of hydrogen isotope ions through PGS
in vacuum. We compute the direct observable—membrane
permeability—which allows us to extract Arrhenius activation
energies without invoking any additional assumptions about
the value of pre-exponential coefficients.3,4,27
As a first step, we study the presumably most favor-
able transport pathway for a hydrogen isotope ion that fol-
lows a linear trajectory perpendicular to the PGS through the
center of a carbon ring [see Fig. 1(a)]. This scenario corre-
sponds to the lowest possible potential energy barrier U(z)
and yields an upper bound to the permeability of PGS with
fixed geometry. Henceforth in this work, we obtain U(z) from
DFT calculations by employing the non-empirical exchange-
correlation functional of Perdew-Burke-Ernzerhof28 (PBE)
and the Tkatchenko-Scheffler method29 to account for van der
Waals interactions as implemented in the FHI-aims code.30
An optimized free-standing graphene geometry is used for
all ion-graphene distances. The unit cell consists of 32 car-
bon atoms, and periodic boundary conditions are applied.
Further details of the calculations are presented in Sec.
S1 of the supplementary material. Note that the particular
choice of the PBE functional does not lead to any specific
functional dependent conclusions and allows us to employ
both analytical and numerical methods. For instance, the
employment of the computationally more expensive PBE0
functional leads to the increase of the height of the bar-
rier by 0.1 eV compared to PBE and modifies the isotope
separation ratio by only 10%. The obtained barrier height
is also in good agreement with the barrier computed with
optB88-vdW potential in Ref. 20 for the transition from the
physisorbed state.
The transport process in this approximation is simplified
to an effective one-dimensional (1D) problem of a transport
along a reaction coordinate, which is defined by the distance
between the ion and the graphene plane. An average transmis-
sion probability k can be found as a ratio of passed and incident
ion fluxes.
The flux of particles through the barrier can be found by
employing a 1D transition-state model proposed in Ref. 21,
j =
∫ ∞
0
v(p)f (p)T (p)dp , (2)
where v(p) = p/m, m is the particle mass, p is its momen-
tum, T (p) is the transmission coefficient of the barrier, and
f (p) is the momentum probability distribution of the incoming
flux of particles. Here we consider a thermal flux of particles,
whose momentum distribution obeys the Maxwell-Boltzmann
statistics (ions move freely from an infinite distance to the
graphene plane interacting only with the potential barrier of
the membrane),
f (p) =
√
β
2pim
exp
(
− βp
2
2m
)
. (3)
The influence of the momentum distribution of ions in the
incident flux on the transparency of the barrier and the isotope
separation ratio will be discussed below.
The transmission coefficient T of a single 1D barrier when
the energy E of a particle is smaller than the maximum height of
the barrier Umax can be obtained using the Wentzel-Kramers-
Brillouin (WKB) approximation,31
T (E) = exp
{
−2
~
√
2m
∫ z2(E)
z1(E)
√
U(z) − E dz
}
. (4)
Here zi(E) are the distances where U(zi) = E. Since we are
interested in temperatures which are much smaller than Umax,
we can neglect the over-barrier reflection, setting T (E) = 1 for
E > Umax. Combining Eqs. (2)–(4), we obtain
j qpass(β) = j cpass(β) +
√
β
2pim
∫ 0
∞
T (U(z))e−βU(z) ∂U
∂z
dz , (5)
where j qpass and j cpass are the fluxes of particles passing the
barrier computed within classical and quantum-mechanical
approaches, respectively,
j cpass(β) =
e−βUmax√
2pimβ
. (6)
Finally, for the average transmission probability k, we
have
kα =
√
2pimβ jαpass , α = c, q. (7)
Figure 3 shows the Arrhenius plot for protons, deuterons,
and tritons in the temperature range 200–800 K. One can see a
pronounced deviation of the inverse temperature dependence
of the transmission coefficient for a proton from the classi-
cal linear behavior for temperatures below 350 K. With a
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FIG. 3. Transmission coefficient as a function of inverse temperature for pro-
ton, deuteron, and triton transport through a pristine graphene layer for the
temperature range 200–800 K. Symbols are the results of the one-dimensional
tunneling model (see the text), while solid lines of the same color are the best
linear fitting in the experimentally relevant temperature range 270–330 K (see
the inset).
further decrease in temperature, k becomes weakly temper-
ature dependent indicating the increasing role of tunneling
transport mechanism, which is characterized by a complete
independence of the transmission coefficient upon tempera-
ture. A similar nonclassical behavior for deuterons is observed
for considerably smaller temperatures (below 250 K) due to the
larger mass of this isotope. In the experimentally relevant tem-
perature range 270–330 K3 all three curves in the inset of Fig. 3
exhibit nearly linear behavior. For deuterons and tritons, this is
caused by a quasi-classical nature of the transport process. In
contrast, for protons, the linear shape of the Arrhenius plot is a
result of a large compensation of the temperature dependentΛ
and A in Eq. (1) and a small width of the temperature window
employed in the experiment. At higher and lower temperatures,
the linear extrapolation obtained from the temperature range
270–330 K (red solid line in Fig. 3) considerably deviates from
the actual transmission coefficient (red symbols in Fig. 3) for
protons.
The analytical expression for the transmission coeffi-
cient (see Sec. S1 of the supplementary material) allows us
to compute separately the Arrhenius activation energy and
the prefactor as a function of temperature literally repeat-
ing the experimental procedure.3 The results for 270–330 K
are shown in Fig. 4 (wider temperature range of 200–800 K
is presented in Sec. S2 of the supplementary material). One
can see that within the considered temperature range the
prefactor, A, for protons changes by seven orders of mag-
nitude, while the Arrhenius activation energy increases by
more than 0.4 eV. In contrast, for heavier isotopes, both A
and Λ are much less temperature dependent. This indicates
a qualitative difference in the leading mechanisms of proton
and deuteron/triton transport. From Fig. 4 it also follows that
accounting for prefactors is crucial to obtain the correct value
of the isotope effect. The difference in the Arrhenius activa-
tion energies for protons and deuterons at 300 K would lead to
a separation ratio of exp{β(Λproton  Λdeuteron)} ∼ 5 × 106.
Quantum prefactors yield a separation ratio (Aproton/Adeuteron)
× exp{β(Λproton  Λdeuteron)} ∼ 16 in excellent agreement
with experiment.4
FIG. 4. Activation energies (a) and prefactors (b) extracted from the classi-
cal form of Arrhenius equation when it is applied for proton, deuteron, and
triton tunneling through a pristine graphene layer along the optimal transport
pathway.
To clarify the nature of transport mechanisms for dif-
ferent ions, we plot the contribution of ions to the transport
process [f ()T () from Eq. (2)] as a function of their ini-
tial energy  . The results for thermal flow through PGS at
room temperature are shown in Fig. 5. Clearly, the energy
windows for permeation of protons and deuterons/tritons are
quite different. The main contribution to the heavy hydro-
gen isotope transport process is due to ions whose energies
are comparable to the height of the barrier EDFT. This hints
on the quasi-classical nature of the transport process for
deuterons and tritons. In this case, the reduction of the acti-
vation energy is mainly caused by ZPE effects.32 Indeed, the
obtained value of the Arrhenius activation energy for deuterons
of 1.36 eV is in a good agreement with the results of ZPE cal-
culations in Ref. 27. The value of the activation energy for
tritons is found to be of 1.39 eV. The small difference in the
FIG. 5. Relative contribution to the tunneling process through PGS, in
arbitrary units (a.u.), from ions with different initial energies (eV) at
300 K.
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activation energy shows that both isotopes obey a similar
transport mechanism.
For protons, we observe a qualitatively different behavior.
The energies of transmitting particles are considerably lower
than the height of the potential energy barrier which corre-
sponds to the so-called tunneling regime. The obtained value
of Arrhenius activation energy of 0.94 eV is caused by the
quantum tunneling of protons through the graphene layer. This
conclusion is also supported by the fact that the crossover
temperature between shallow and deep tunneling regimes33
for protons within the considered one-dimensional potential
profile is 320 K. The fact that the crossover temperature falls
within the range of the temperatures of practical interest makes
the description of proton transport through PGS an especially
challenging problem. All the existing methods for computing
transmission rates demonstrate the largest errors within this
regime. In Secs. IV and V, we will employ two more indepen-
dent approaches to verify the conclusions obtained within our
1D model.
An important consequence of the quantum tunneling
nature of proton transport is the critical influence of the shape
of the potential energy barrier on the permeability of the sys-
tem. The transmission coefficient can be varied by modifying
the shape of the barrier without changing its height,34 that
is, without introducing defects in graphene. This explains the
increase in permeability observed in experiments3 upon deco-
rating the PGS by nano-particles. A similar behavior should be
obtained in the presence of electric fields. Evidently, the field
which drives the ion flow through the graphene layer distorts
the symmetry of the barrier suppressing the backscattering
process.
IV. THREE-DIMENSIONAL TRANSPORT PROBLEM
The 1D transport model described in Sec. III has provided
insights into the ion transport mechanisms, but it does not
account for several important factors. First and foremost, the
degrees of freedom transverse to the reaction coordinate, which
may play a nontrivial role, have been neglected until now.32 To
address this issue, we compute the transport rate constant, k, by
performing a free energy thermodynamic integration (FETI)
using a three-dimensional (3D) Born-Oppenheimer DFT PES
[for details of the calculations see Fig. 1(b) and Secs. S3 and
S4 of the supplementary material],
k = e−β∆F . (8)
Here∆F is the free energy change during the transport process,
∆F = −
∫ 0
∞
〈
~f
〉
z
d~z, (9)
where
〈
~f
〉
is the average force acting on the ion displaced from
the graphene plane and ~z is the displacement vector point-
ing out of the graphene plane. The origin of the coordinates,
z = 0, is assumed to be inside PGS. The averaging 〈. . . 〉z
has been done by fixing the z coordinate of the centroid of
the ion and performing imaginary-time path integral simula-
tions using the precomputed PES. In contrast to the model
described in Sec. III, the other two coordinates of the ion are
not constrained, and the trajectories of ions can cross the car-
bon ring at any point. Similar to Sec. III, we determine k as a
transport probability rather than the transport frequency, which
explains the absence of a prefactor in Eq. (8). Note that in this
section the geometry of the graphene layer is also fixed and
does not depend upon the position of the ion. The role of the
carbon atoms’ motion and PGS geometry optimization will be
considered in Sec. VI.
By performing FETI we account for all possible transmis-
sion trajectories, also taking into consideration the chemisorp-
tion of ions on carbon atoms at a distance of 1.1 Å from the
graphene plane. The chemisorption sites demonstrate large
binding energy of 1.7 eV and have large cross-sectional area
perpendicular to the graphene plane. The ions, trapped inside
such sites, cannot participate in the transport process. As a
result, PGS will behave as an impenetrable membrane for pro-
tons at the initial stage of the transport process. This is fully
supported by the results of our simulations presented in Table I,
where it can be seen that chemisorption leads to negligibly
small average transmission coefficients.
However, effective blocking (saturation) of chemisorption
sites in a given experiment may lead to qualitatively different
observations. Such blocking can arise due to several factors,
including the hydrogenation of graphene20 or the presence
of covering materials (Nafion, etc.) inhibiting chemical bond
formation. To mimic the blocking of chemisorption sites and
to avoid unnecessary speculations about the particular block-
ing mechanisms and the nature of the initial transport state,
we introduce the following approximation. We assume that
for any ion-graphene distance z [see Figs. 1(a) and 1(b)] the
minimum of the interaction energy Umin(z) lies on a straight
line passing through the center of a carbon ring. Hence, when-
ever at a given point (x, y, z) the value of the interaction energy
is lower than Umin(z), we set U(x, y, z) = Umin(z), otherwise
we leave it unchanged. This allows us to retain the repulsion
of an ion from carbon atoms at small ion–graphene distances
≤0.8 Å and to avoid the attraction to chemisorption sites at
larger z. As a result, we observe an increase of average trans-
mission coefficients by more than 25 orders of magnitude
(see Table I) and the values becoming comparable to the pre-
dictions of the 1D model. A small reduction of the transmission
coefficient is caused by less favorable pathways than the lin-
ear trajectory passing through the centers of carbon hexagons.
Remarkably, the isotope effect does not change qualitatively
within the 3D model as compared to the 1D case and both cal-
culations yield the same results for the Arrhenius activation
energy (within 20 meV). Namely, FETI yieldsΛ = 0.92 eV for
protons and 1.34 eV for deuterons.
TABLE I. Proton and deuteron reaction rate constants and their ratio at 300 K.
WKB denotes the 1D transport model described above, while FETI implies the
free energy thermodynamic integration approach with and without blocking
the chemisorption sites.
FETI FETI (blocked chem.) WKB
Proton 3.1× 1050 1.9× 1024 7.1× 1023
Deuteron 2.0× 1052 7.8× 1026 4.3× 1024
Ratio 155 24.4 16.5
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FIG. 6. Probability distributions in arbitrary units (a.u.) to find a pro-
ton/deuteron contributing to the transition state at a given distance from the
graphene plane. The simulations have been preformed at the temperature of
300 K.
To understand why the transmission coefficients obtained
within WKB and FETI methods are in such a good agreement,
we plot the probability of locating a proton and a deuteron
contributing to the transition state as a function of the dis-
tance from the graphene surface (see Fig. 6). The inclusion
of NQE leads to a substantial delocalization of protons with
the probability maximum located around 0.5 Å away from
the graphene layer. This suggests that the in-plane ionic quan-
tum fluctuations, which can considerably affect ionic trans-
port in nanoporous materials,32 are of minor importance for
proton tunneling through graphene. In contrast, the deuteron
wavefunction is much less delocalized in the direction per-
pendicular to the graphene plane. Deuterons come closer to
the graphene plane than protons during the transport process.
The effective repulsion caused by in-plane ionic quantum fluc-
tuations becomes essential. This leads to a more significant
difference in the deuteron reaction rate constant predicted
within the one-dimensional WKB model and the three-
dimensional FETI approach comparing to the case of proton
transport.
Figure 6 also demonstrates that protons and deuterons, ini-
tially located at a distance larger than∼0.8 Å from the graphene
plane, do not contribute appreciably to the transport process.
This provides further evidence in favor of the conclusion that
the hydrogen ions trapped at chemisorption sites at a distance
of ∼1.1 Å from the graphene layer cannot penetrate through a
PGS.
V. CALCULATING THE TRANSPORT BARRIER
WITH MOLECULAR DYNAMICS
To further asses the role of thermal and quantum fluc-
tuations of the carbon atoms constituting the PGS in pro-
ton/deuteron transport process, we have performed classical
and quantum ab initio (AI) molecular dynamics (MD) simu-
lations. The barrier Λ is computed within the centroid-density
quantum transition state theory (cd-QTST) as
Λ = 〈Ereacting complexes〉 − 〈Ereactants〉 . (10)
Here 〈Ereacting complexes〉 is the average energy of a reacting
complex and 〈Ereactants〉 is the average energy of reactants,
i.e., free ion and free-standing PGS. We define the reacting
complex by constraining the vertical positions of the hydro-
gen isotope and two carbon atoms in the surrounding graphene
hexagon. Other degrees of freedom were allowed to fluctuate
freely. Trajectory snapshots of AI-MD and AI-PIMD simula-
tions for deuteron and proton in the transition state are shown
in Fig. 7 (Multimedia view). These snapshots clearly demon-
strate a qualitative difference in the delocalization of protons
and deuterons in the transition state which leads to different
transport mechanisms. Details of the simulations are presented
in Sec. S5 of the supplementary material.
In full agreement with previous calculations,17,18
where only the electronic subsystem has been considered
on a quantum-mechanical level, our AI-MD equilibrium
proton transport barrier is 1.6 eV. The value of the classical
AI-MD barrier is by 0.2 eV larger than that predicted by
DFT calculations. This well-known effect is a result of ion-
membrane repulsion inside the graphene plane caused by
atomic motions.
In our imaginary-time Feynman-Kac path integral molec-
ular dynamics (PIMD) simulations, we define the transmission
state by fixing the out-of-plane coordinate of centroids for
the hydrogen ion and two carbon atoms in the surround-
ing graphene hexagon. All the other simulation details are
similar to classical AI-MD simulations. To compute the aver-
age energies entering Eq. (10), we utilize a recently devel-
oped perturbed path integral (PPI) approach.35 This method
is a combination of conventional ab initio imaginary-time
path integral molecular dynamics simulations with a poste-
riori corrections for thermodynamic observables using per-
turbation theory. The PPI method enables a convergence
of ∼10 meV for the total energy of the considered sys-
tem with respect to the number of beads at ambient condi-
tions using AI-PIMD trajectories with only 10 beads. Such
convergence is an order of magnitude more accurate com-
pared to the conventional second-order PIMD method and
is required for a quantitative description of the tunneling
process.
By allowing graphene atoms to move and fluctuate freely,
we obtain the values of Λ for protons and deuterons of 0.4
and 1.4 eV correspondingly. Comparing the FETI activation
energy for protons and the current result, one can see that
strong interaction between protons and graphene at charac-
teristic tunneling distances of ∼0.5 Å makes the separation
of graphene and ions into two subsystems rather inaccurate.
FIG. 7. Trajectory snapshots of (a) AI-MD and AI-PIMD simulations for (b) deuteron and (c) proton in the transition state. Multimedia views:
https://doi.org/10.1063/1.5024317.1; https://doi.org/10.1063/1.5024317.2; https://doi.org/10.1063/1.5024317.3
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Importantly, the reduction of Λ for protons is not a result of
graphene geometry relaxation ignored in FETI calculations.
The same relaxation is present in AI-PIMD simulations for
deuterons where, due to quasi-classical nature of the transport
process, the difference between Λ obtained within these two
methods is only 60 meV.
We remark that the value of Λ for protons computed by
employing Eq. (10) is not exactly the Arrhenius activation
energy. Indeed, cd-QTST may be inaccurate due to strong
quantum fluctuations of protons and the anisotropy of the bar-
rier caused by the motion of carbon atoms.21 Unfortunately,
the fact that the crossover temperature is within the temper-
ature range of interest makes the thermal protons transport
through PGS a challenging problem for any existing method
for computing reaction rates.22 Another complication prevent-
ing direct ab initio calculations of reaction rates by employing
more sophisticated methods than cd-QTST is the undefined
mechanism of blocking of the chemisorption sites. Even the
hydrogenation can happen in many different ways.20 Nev-
ertheless, more than the twofold reduction of the Arrhenius
activation energy obtained within cd-QTST compared to quan-
tum calculations with fixed carbon atoms or classical AI-MD
simulations unambiguously indicates the strong mutual influ-
ence of ion and carbon quantum fluctuations. These fluctua-
tions should considerably affect the transmission rates and can
further decrease the activation energy.
VI. DISCUSSION
Table II summarizes the results for the Arrhenius activa-
tion energy Λ obtained within different methods employed in
this paper.
Accounting for the quantum nature of an ion within WKB
and FETI approaches leads to more than 0.5 eV decrease
of the Arrhenius activation energy. Note that the results of
our one- and three-dimensional calculations are in very good
mutual agreement when the chemisorption sites are assumed
to be blocked. Importantly, the shape of the BO PES for
ion-graphene distances smaller than 0.8 Å, which defines the
transmission state (see Fig. 6), is determined by ion-graphene
repulsion and cannot be substantially affected by a particular
mechanism for blocking of the chemisorption sites. Hence,
the obtained qualitative difference in proton and deuteron
transport processes and the large decrease of the Arrhenius
activation energy for protons is independent of particular
experimental conditions (the presence of water and Nafion
and hydrogenation of graphene). Obviously, in the experi-
ment, the interaction of ions with the surrounding atoms and
molecules leads to the change of the energy of the initial state.
The ions can be held tightly by either Nafion or another water
TABLE II. Proton and deuteron Arrhenius activation energies (in eV)
obtained within different approaches used in this article. The FETI results cor-
respond to PES where the chemisorption sites are blocked. The DFT barrier
values correspond to the transport from a physisorbed state.
DFT AI-MD AI-PIMD WKB FETI Exp.
Proton 1.43 1.6 0.4 0.94 0.92 0.78
Deuteron 1.43 1.6 1.4 1.36 1.34 . . .
molecule, which could potentially stabilize the initial state and,
therefore, yield a higher overall barrier. On the other hand, the
experimental observation of the proton transport at small bias
fields suggests the presence of the mechanisms to overcome
the binding of the ions to their carriers, while the nature of
such mechanisms remains unclear. Hence, in principle, the
energy of the initial state can be larger or smaller compared to
the energy of a free proton. This may explain the overestima-
tion of the activation energy obtained within our FETI method
(0.92 eV), where the initial state is considered to be a vacuum,
as compared to the experimental value of 0.78 eV. Another rea-
son may be the change of the height of the barrier, for instance,
caused by the hydrogenation of the graphene surface.
From Fig. 5, it follows that one can modify the pro-
ton/deuteron separation ratio by changing the energy distribu-
tion of ions in the incident flux. For instance, the protons with
energies below ∼0.4 eV are reflected by the membrane. Thus,
different behavior of the proton transport may be observed
for bias voltages below and above ∼0.4 eV. For instance, for
voltage biases above≥0.4 eV or due to the acquiring of an addi-
tional energy by the ion during the dissociation of an initial
state, possible proton transport pathways with energies below
the bias threshold will be excluded from the transmission pro-
cess. This will reduce the proton-deuteron separation ratio.
In contrast, cutting out the ions with energies above ∼1 eV
will make the membrane impenetrable for deuterons without
noticeable changes in the transmission rate for protons. This
can be used to increase the proton/deuteron separation ratio
to, theoretically, any desired value. In practice, the efficiency
of such a mechanism will be a limiting factor.
VII. SUMMARY
Our first-principles quantum-mechanical approach has
revealed the pronounced quantum nature of thermal proton
transport through pristine graphene. We predict a substan-
tial difference of 0.5 eV in the Arrhenius activation energies
for protons and deuterons and rationalize the experimen-
tally measured isotope effect, which is strongly influenced by
the mass-dependent prefactor in the Arrhenius equation. We
found that in order to observe non-negligible ion transport,
chemisorption on the graphene surface has to be blocked. The
motion of carbon atoms in graphene is also an important fac-
tor, yielding considerable reduction in the Arrhenius activation
energy for protons, compared to a fixed membrane approxi-
mation. Further theoretical developments are needed to obtain
accurate ionic transmission coefficients from full-dimensional
ab initio calculations with an explicit mechanism of blocking
chemisorption, an account for thermal and quantum fluctua-
tions of membrane atoms, the presence of electric fields in the
system, and ion-ion interaction. The incorporation of exper-
imental conditions in simulations should reveal more subtle
but potentially very important features of the transport process
and control mechanisms for practical applications of hydrogen
isotope ion tunneling.
SUPPLEMENTARY MATERIAL
See supplementary material for all the technical details
of calculations employed in this work. Video files S1.mp4,
204707-8 Poltavsky et al. J. Chem. Phys. 148, 204707 (2018)
S2.mp4, and S3.mp4 visualize AI-MD and AI-PIMD trajec-
tories for deuterons and protons in the transition state (ion
centroid is fixed in the plane of the graphene sheet), respec-
tively. The PES.zip archive contains the PES code employed
in Sec. IV.
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