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Abstract Web service compositions need to adapt to
changes in their constituent web services, in order to maintain
functionality and performance. Therefore, service compo-
sitions must be able to detect web service failure and
performance degradation resulting in the violation of service-
level agreements. Automated diagnosis and repair are equally
important. However, existing standards and languages for
service compositions, such as BPEL, lack constructs for web
service monitoring and runtime adaptability, which are pre-
requisites for diagnosis and repair. We present a solution for
transparent runtime monitoring, as well as automated per-
formance degradation detection, diagnosis, and repair for
service compositions expressed as BPEL processes. Our
solution uses lightweight monitoring techniques, supports
customizable diagnosis and repair strategies, and is compat-
ible with any standards-compliant BPEL engine.
Keywords Dynamic adaptability · SLA violation
detection · Statistical tests · BPEL processes ·
Performance monitoring
1 Introduction
Service compositions, often expressed as BPEL [8] pro-
cesses,1 allow reusing existing functionalities to build new
applications. The quality-of-service (QoS) parameters of the
process depend on the QoS provided by the composing web
services. In this article, we focus on the performance-related
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QoS, such as maximum response time for the execution of
a composition [29]. The web is a dynamic environment in
which services change and service performance can alter.
This dynamic environment makes the tasks of adaptive
maintenance [18,37] very difficult for service compositions,
because, in the absence of runtime adaptability, the devel-
oper has to continuously be aware of the changes and take
corrective actions, such as replacing some of the constitu-
ent services. Indeed, the degradation of service performance
might render the service composition temporarily unavail-
able, requiring modification of the composition in order to
“keep the software product usable in a changed or chang-
ing environment” [37]. To overcome this problem, the tasks
of composition maintenance need to be automated.2 Thus,
in order to fulfill its service-level agreement (SLA [30,35]),
a process must be able to notice and dynamically adapt to
changes [32]. BPEL does not provide any means to survey
the processes’ SLA fulfillment or the performance of its con-
stituent web services. Monitoring of bound services is not
supported by the BPEL specification, being left to the BPEL
engine implementor which may or may not provide monitor-
ing functionality in a proprietary way. Moreover, BPEL offers
limited runtime adaptability, such that in order to replace a
service used in a process, the developer needs to manually
update the process and redeploy it.
We address these issues in our framework for auto-
mated dynamic update of BPEL processes, which we name
ADULA. ADULA ensures maintenance of process per-
formance through automated detection of service failures
and SLA violations, diagnosis, and repair. Our framework
1 In this article we refer to a web service composition as a process.
2 By automated maintenance we refer strictly to the tasks of noticing
changes and replacing constituent services without requiring modifica-
tion of the service composition code.
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allows for monitoring of process and service performance
using lightweight sampling techniques. The failure and per-
formance degradation detection and repair strategies are
customizable, leveraging statistic methods and our monitor-
ing mechanism. ADULA supports transparent dynamic bind-
ing of services, failure recovery, and is compatible with any
BPEL engine.
A BPEL process is deployed to and executed in a BPEL
engine, which creates a process instance when one of the
receive activities (a start activity) in the process is triggered,
and ends the instance after completion of the corresponding
reply activity. Our solution binds services used in a process
instance at runtime, selecting the services to use from a group
of alternative, substitutable services.
When updating a process by changing the service bind-
ings, one issue to take into consideration is the motivation
behind the choice of services. Besides technical aspects, the
choice of services a developer makes is based on business
rules and personal knowledge, which are criteria usually not
known to an automated binding system. Therefore, we con-
sider that the best approach is either to use a service matcher
that takes business rules into consideration, or to preserve the
choice of services made by the developer and to change the
process bindings only when a service performs badly and
the process does not meet its SLA. Moreover, for service
management purposes [31], the information about the ser-
vices used in the process must be available and the process
evolution3 must be traceable and visible. ADULA preserves
the developer’s choice of services favoring the binding of
the services used initially at the process development time,
and keeps a full history of the process evolution. Based on
the statistics provided by ADULA, the developer can later
change the choice of services.
Let us consider a loan-approval process, which is offered
as a bank service through which the bank customers can
request a sum of money as a loan. Usually, the customer has
to pay a fee for the processing of a loan request, and he is given
certain guarantees, such as the maximum time to answer the
loan request. If the loan request is not processed in the guar-
anteed time, the bank not only looses credibility and thus
customers, but might also be liable for breach of contract.
Thus, it is necessary to notice a performance degradation
as soon as possible and remedy it. ADULA automatically
detects process performance degradation and takes corrective
actions to recover from such a situation. The loan-approval
process uses two services: one to assess the risk of the loan,
and one to approve the loan based on the risk assessment.
The bank can have a contract with a risk assessor service
3 We consider that the process evolves when composing services are
replaced, and thus the process uses different service bindings. We refer
to the usage of different service bindings in the process as process evo-
lution.
which it trusts and which charges a special price. Therefore,
the developer chooses the risk assessor service according to
the bank’s business rules. If the risk assessor service suffers
a downtime, ADULA replaces it ensuring the bank’s service
to its customers is not affected. As soon as the risk assessor
service is repaired, ADULA switches to the default choice
of services, thus assuring the bank profits from its contract
with the risk assessor service.
This article addresses the following three issues. First, we
introduce a framework for automated dynamic update of pro-
cess service bindings through performance degradation (SLA
violation) detection, diagnosis, and repair. The framework
leverages a lightweight runtime process monitoring mecha-
nism and allows for customizable detection and repair strat-
egies. Second, we present an approach to automated process
evolution that allows for traceability and visibility, providing
process and service statistics. Third, we evaluate the frame-
work in different settings, showing the benefits of automated
process binding update as well as the cost in terms of over-
head.
This article extends the authors’ prior work presented in
[26] with the following original contributions: (1) it explores
the effectiveness of null-hypothesis statistical significance
tests [34] for detecting SLA violations, (2) it refines the selec-
tion strategy for replacing services that have caused SLA
violations, and, (3) it extends the maintenance capabilities
of the framework by providing the developer with compar-
ative information on the performance of different process
bindings.
This article is structured as follows. Section 2 introduces
the concepts used in this article and presents the architecture
of our infrastructure. In Sect. 3, we describe the functional-
ities through which automated maintenance of processes is
achieved. We evaluate our approach in Sect. 4 and discuss
related work in Sect. 5. Section 6 concludes this article.
2 System description
This section describes the overall architecture of our frame-
work and details the components that play an important part
in the automated process maintenance.
2.1 Terminology
The following terminology will be used throughout the
article:
– Process Name : Unique identifier of a process in the sys-
tem.
– Partner Link : Unique identifier of a service binding in a
process (represents the partner link name in a process).
– Endpoint Reference (ER): Unique identifier of a service
in the system (service endpoint reference [40]).
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Fig. 1 ADULA architecture
– Bindings: A set of 〈Partner Link, ER〉 pairs, specifying
the services bound in a process instance. Bindings must
not include multiple pairs with the same partner link.
2.2 Process transformation and failure recovery
The ADULA framework is based on our former system intro-
duced in [25], which transparently supports dynamic binding
of services and failure recovery for BPEL processes. In this
section, we briefly summarize the features of our former sys-
tem that are used by ADULA, as well as the improvements
of these features in ADULA. This section presents important
background for understanding ADULA.
Dynamic binding in ADULA is achieved by automatically
(and transparently for the developer) transforming processes
before deployment in the BPEL engine. Upon transforma-
tion, the new process is registered in the ADULA system,
which assigns a unique process name. Every partner link used
in the original process is changed into a dynamic partner link
and it is assigned the endpoint reference selected by ADULA
at runtime. In contrast to our former system, ADULA pre-
serves the original process bindings; we call them the default
bindings. The default bindings are used for each new process
instance, unless some services are excluded from selection.
The transformed process interacts with ADULA in several
ways. Upon process instance start, the transformed process
requests bindings from ADULA.4 The transformed process
also notifies ADULA on completion of a process instance.
Upon failure of a stateless service, ADULA is notified and
an alternative binding is returned in order to retry the invo-
cation with a different service. Upon failure of a stateful
service, ADULA is notified and the whole process instance
is restarted, acquiring new bindings in the beginning. Process
4 While in our prior work [25] bindings were requested before each
service invocation, ADULA obtains the bindings for all partner links
occurring in the process at once. Hence, ADULA reduces the number of
messages exchanged with the transformed process, reducing overhead.
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Fig. 2 Dynamic binding in ADULA
restart is achieved by a wrapping technique. For details, we
refer to [25].
2.3 ADULA
Figure 1 presents the overall architecture of the ADULA
framework. We will describe only the components that are
important for automated process maintenance.
The Bind Manager (BM) constitutes ADULA’s interface
to the process. The Service Manager is responsible for select-
ing the services to bind for every process instance and man-
aging the service quarantine. All services that fail or perform
badly are put in quarantine. All services that are in quarantine
are excluded from selection until the quarantining period has
elapsed. The quarantining period is a configurable parameter.
The Diagnoser detects SLA violations and takes correc-
tive actions. The main responsibility of the Diagnoser is to
manage Violation Detectors and Repair Policies. A Violation
Detector performs tests to detect if a certain constraint has
been violated. The constraint can be a guarantee specified
in the process SLA. A Repair Policy specifies the actions to
be taken in case of violation. Violation Detectors and Repair
Policies are further explained in Sect. 3.2.
The Monitor provides statistics on service performance
and intervenes in case of a service timeout (the service
exceeds a given response time limit). It has the following
responsibilities:
– Creation of Dynamic Proxies. A Dynamic Proxy can mea-
sure the response time of any service, if the service is
invoked through the Dynamic Proxy.
– Collection of measurements from the Dynamic Proxies.
– Aggregation of measurements and provision of service
response time statistics to other parts of the system.
– Management of timeout constraints.
– Request of service quarantine in case of service timeout.
The Process Evolution Web Interface constitutes the user
interface. It provides statistics on the process evolution as
well as on service performance.
In case of normal execution, the process instance has two
interactions with ADULA: first, when a process instance is
created, it requests the service bindings from the Bind Man-
ager. Second, on completion, the process instance notifies
the Bind Manager, triggering the start of the tests imple-
mented by the corresponding Violation Detector and storing
information on process instance execution.
3 Automated maintenance
There are five important functionalities through which
ADULA achieves automated process maintenance: service
selection, violation detection, diagnosis, repair, and moni-
toring.
3.1 Service selection
Figure 2 shows the selection of service bindings on request
from the process instance. The Default Bindings are the
bindings created at transformation time which bind the
services used in the original process; we call them the
default services. The Alternative Services are all available
replacement services, and the Quarantine are the quarantined
services. The Alternative Services provide a group of replace-
ment services for every service, by using a substitutability
relation. The substitutability relation is reflexive and tran-
sitive, but not necessarily symmetric. Thus, every default
service can be substituted by the services provided by the
Alternative Services, but it is not mandatory that the services
are functionally exactly equivalent. For instance, a new, back-
ward-compatible version of a service can offer an extended
interface, but it can still be used as a replacement for the
old service. The old service, on the other hand, can only be
replaced by the new one, but it cannot be a replacement ser-
vice for the new service.
The pseudo-code in Fig. 3 shows the service selection
logic. SelectedServices is the set of 〈Partner Link,
ER〉 pairs representing the selected services to be bound by
the process instance.
The Service Selector favors the selection of the default
services used in the original process. To this end, the Service
Selector reads the process default bindings that were stored
at process transformation time. Default services that are in
quarantine are replaced and new bindings are created for the
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Fig. 3 Service selection: creating the set of service bindings for new
instances of process processName
process. The replacement service is selected from the avail-
able replacement services which are not in quarantine. If no
replacement service is available, the default service is used
and taken out of the quarantine.
When selecting a replacement service, the Service Selec-
tor takes into consideration monitoring statistics and favors
the service with the best performance. Let’s consider there
are n replacement services for a service. The Service Selector
ranks the services according to the formula:
rankingi = 1/avg(rti ), 1 ≤ i ≤ n.
The function avg(rti ) represents the average monitored
response time of the service i . If there are no statistics for the
service, i.e., the service has never been monitored, and the
SLA of the service is provided, the response time specified
in the service SLA is used. The Service Selector chooses the
service i with rankingi ≥ ranking j ,∀i, j, 1 ≤ i, j ≤ n.
3.2 Violation detection, diagnosis, and repair
The labeled arrows in Fig. 1 illustrate the interactions
between the components of the ADULA framework when
the violation detection action is triggered.
The process instance notifies the Bind Manager on com-
pletion (finish). The Bind Manager stores the execution
time of the process instance and triggers the violation detec-
tion action (validateProcess). The violation detection
performed for a process instance is an asynchronous action,
and the process instance does not wait for the violation detec-
tion to finish. The Diagnoser uses the Violation Detector cor-
responding to the process name. If a violation is detected, the
Repair Policy corresponding to the process name first reaches
a diagnosis based on available information, such as monitor-
ing statistics, and then dictates the action to be taken (re-
pairAction). Depending on the repair action, the Moni-
tor can be requested to perform violation detection actions
on individual services (validateService).
Determining if a violation which has occurred is done
through tests implemented by Violation Detectors. Typically,
Violation Detectors test the fulfillment of SLA guarantees
using statistic methods, such as statistical hypothesis testing
[34], or Bayesian inference [7].
Below we give two examples of possible Violation Detec-
tors.
For SLAs that require a process response time below a
given threshold, a simple Violation Detector reports an SLA
violation whenever the process response time exceeds the
given threshold. This Violation Detector does not depend on
any measurements of previous process instances.
As another example, for SLAs that require the average
(arithmetic mean) process response time not to exceed a
given threshold, we can apply a null-hypothesis statistical
significance test [34]. The null-hypothesis is that the SLA
is not violated, i.e., we assume that the average process
response time is smaller or equal to the threshold specified
in the SLA. The statistical test tells us whether the sam-
ples, i.e., the measured response times for a given process
using specific bindings, are unlikely to have occurred by
chance given the truth of the null-hypothesis. In that case, the
null-hypothesis is rejected and an SLA violation is reported.
The Violation Detector chooses the significance level α, the
probability of committing a type-I error, i.e., the probabil-
ity of rejecting the null-hypothesis when it is true. Since the
impact of wrongly quarantining well-behaving services is
limited in time (until the quarantining period expires), Vio-
lation Detectors may choose unusually high α values (e.g.,
α = 0.25). In this example, the well-known one-sample Stu-
dent t test can be applied. Violation Detectors using null-
hypothesis statistical significance tests need access to some
history of previous samples (i.e., process response times for
process service bindings); ADULA provides that informa-
tion. As a drawback of this technique, a rather high number
of samples is needed; e.g., for the one-sample Student t test
and unknown distribution and variance of the samples, more
than 30 samples are required. Consequently, at the startup
of the system, SLA violations may be detected with some
delay.
We verify that the response times (the samples) follow a
normal distribution using the Anderson–Darling normality
test [2]. For the Anderson–Darling normality test, the null-
hypothesis is that the samples follow a normal distribution.
We choose the same α value that we use for the t-test. The
Anderson–Darling test rejects the null-hypothesis if the com-
puted test statistic is greater than the critical value computed
for the normal distribution and the chosen α value. If the
Anderson–Darling test is positive, i.e., the distribution is nor-
mal, we use the Student t test to determine if a violation has
occurred. In case the Anderson–Darling test is negative, i.e.,
the distribution is not normal, we use the Wilcoxon signed-
rank test [39] for one sample.
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Fig. 4 Repair Policy example pseudo-code. violatingBindings repre-
sents the bindings used by the process instance causing the violation
The Wilcoxon signed-rank test is a non-parametric test
that can be used as an alternative to the Student t test when
the distribution cannot be assumed to be normal. The Wilco-
xon test computes the difference between the response time
value for each sample and the average response time guaran-
teed by the process SLA. It then ranks the differences taking
into consideration the sign (positive or negative) giving to
each difference a value according to its rank. The test sta-
tistic is represented by the minimum value between the sum
of positive values and the sum of negative values. The test
statistic is verified against the critical value for the chosen α
and the null-hypothesis is rejected if the test statistic value is
less than the critical value.
When a violation is detected, the Diagnoser instantiates
the Repair Policy mapped to the process name. The respon-
sibility of the Repair Policy is to diagnose the cause of the
violation and dictate repair actions. Typically, a repair action
affects the service selection by quarantining one or more
services and thus enforcing the services’ replacement in sub-
sequent process instances. A Repair Policy can combine diag-
nosis and repair actions of different complexity. For e.g., a
simple Repair Policy can diagnose all services in the violat-
ing bindings as causing the violation and quarantine all of
them.
Figure 4 shows the pseudo-code of a more complex
Repair Policy which leverages the monitoring capabilities of
ADULA. The policy narrows the set of services that are most
likely to have caused the violation (suspectServices),
taking into account the process instances that have recently
used the services and that have good performance. Function
getValidatedServices makes use of the process sta-
tistics stored by ADULA to check if any of the services used
in the violating bindings have been recently used in other
bindings which have completed with good performance. The
bindings taken into consideration must belong to different
processes than the process causing the violation (identified
by processName). The function returns the set of found
services, validatedServices.
The Repair Policy puts all suspectServices which
have not been validated, and thus are more likely to have
caused the violation, in quarantine (quarantine). Then,
the policy marks for monitoring the services that were used
in the process instance, but have been validated, and dictates
the following repair actions for these services:
1. Services are monitored and put in quarantine if they cause
timeout (setTimeout).
2. If there is an SLA for each individual service, services
are checked for SLA violations using the serviceVD,
which is a detector chosen by the Repair Policy from
existing detectors (setViolationDetector). The
services causing a violation are put in quarantine.
Figure 5 shows the dynamics of the system for service
selection. We consider an example process using a loan ser-
vice and an approver service. In the first step, the Bind Man-
ager returns the default bindings for the process instance
to use. In the second step, the Violation Detector detects
a violation of the process response time (violation
(processName)), and the Repair Policy quarantines the
services used by the current bindings. When a subsequent
request for bindings arrives, in the third step, the Bind Man-
ager asks the Service Selector to provide alternative services
for the services in quarantine.
3.3 Monitoring
The Monitor plays two roles: (1) it provides service perfor-
mance statistics and (2) it interrupts a service on timeout.
To gather data for service performance statistics, we use
sampling-based monitoring that allows for effective moni-
toring, while reducing the cost in terms of overhead. Every
service is monitored with a given configurable probability.
The monitoring probability for services marked for monitor-
ing by a Repair Policy is 100%. Dynamic Proxies inside the
monitor measure service response time. For every service
invoked through a Dynamic Proxy, the Monitor computes
an average response time value. This value can be used to
detect performance degradation in a service, in case the ser-
vice SLA is not available or does not specify the normal
service response time.
Monitoring can be used as repair action in two ways. First,
using the timeout mechanism through which a service that
takes too long to respond is interrupted (setTimeout in
Fig. 4), causing a service invocation failure in the process
instance. Subsequently, the process instance will request a
replacement service using ADULA’s failure recovery fea-
ture [25]. Second, the Repair Policy can dictate a Violation
Detector to be used to validate the service response time
(setViolationDetector in Fig. 4). In order to deter-
mine a service timeout, the Monitor makes use of the service
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Fig. 5 System dynamics for service selection
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Fig. 6 Monitored and unmonitored service invocation
statistics. A service that has been interrupted because of time-
out or has violated the constraint tested by the Violation
Detector is put in quarantine.
Figure 6 shows the monitored and unmonitored service
invocations from a process instance. In case of a monitored
invocation, the service binding returned by the Bind Manager
to the process instance upon process instance start refers to a
Dynamic Proxy, while in case of an unmonitored invocation,
the service binding refers to a service. The service binding
represents a service endpoint reference. If a selected service
is to be monitored, the Bind Manager embeds the endpoint
reference of the selected service within the endpoint refer-
ence of the Dynamic Proxy as ReferenceParameters [40].
The Bind Manager then returns the endpoint reference of
that Dynamic Proxy to the process instance.
When a Dynamic Proxy receives a request, it first inspects
the header of the SOAP [36] message, building the endpoint
reference of the service to invoke from the ReferenceParam-
eters. Then the Dynamic Proxy invokes the service while
measuring its response time.
3.4 History of process evolution
There are two important issues concerning process mainte-
nance when dynamically replacing service bindings: first,
process performance, which is the main reason driving the
replacement; and second, traceability of replacements, and
thus of process evolution. The knowledge gained during the
execution of process instances, respectively, through moni-
toring, is useful for the future development of processes, as
well as for business metrics (e.g., computing process rent-
ability, service reliability). It is important that information is
stored and provided on request. ADULA preserves process
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and service statistics that are available through the Process
Evolution Web Interface to users.
The process statistics represent the history of the pro-
cess evolution determined by SLA violations and obtained
through automated process maintenance. Service statistics
are obtained through monitoring and represent information
on service performance.
The statistics preserved in the system are:
– All bindings that have been used for a process. The default
bindings and the bindings that are currently in use are
highlighted. The history of the process is presented as a
list of bindings and the timestamps when the updates took
place.
– For each bindings, the total number of process instances
that have used the bindings.
– For each bindings, the minimum, maximum, average exe-
cution time of instances using the bindings, as well as the
standard deviation.
– Violations that have occurred. For each violation, the
bindings that have caused the violation and the time when
the violation occurred are shown, as well as the repair
actions taken.
– Quarantine: services in quarantine and for each service
the time left until exiting the quarantine.
– For each service: the number of process instances that
have used the service; the violations in which the service
has been part of the diagnosis; the number of times the
service was put in quarantine and total time of quaran-
tining; the number of timeouts the service has caused;
service performance statistics.
The statistics provide an overview on service performance
and reliability, and on process usage. Thus, the statistics allow
the developer to track the evolution of the process, as well as
help selecting the services to use in future processes.
ADULA provides a performance comparison test that can
be used to determine if there are bindings that perform on
average better than the default bindings. The developer can
tune the process performance by changing the default bind-
ings using the performance comparison test provided by
ADULA.
The comparison test makes use of the Mann–Whitney non-
parametrical statistical test [21] to determine the chances of
obtaining better performance using the default bindings ver-
sus alternative bindings. The Mann–Whitney test is the Wil-
coxon signed-rank test variant for two independent samples.
The null-hypothesis is that the performance of the process
instances using the default bindings is not worse than the per-
formance of the process instances using the alternative bind-
ings. The alternative hypothesis is that the performance of
the process instances using the alternative bindings exceeds
the performance of the process instances using the default
bindings. As samples, the test uses the monitored response
times of the process instances. The alternative bindings are
the ones used as replacement when one of the default services
has been put in quarantine.
4 Evaluation
In this section, we evaluate the ADULA framework. First,
we explore the response time of processes using ADULA
compared to processes that statically bind services when the
performance of composing services degrades. We consider
two different kinds of SLA guarantees, which are validated
with different techniques, and explore the effectiveness of
using statistical tests to detect violations. Second, we mea-
sure the overhead introduced by ADULA for different service
response times when no SLA is violated.
We present the common settings we use in our evalua-
tion, the implementation details, and the evaluation results
for violation detection and overhead.
4.1 Common settings
Our evaluation is based on two processes, one of them extend-
ing the loan-approval sample process (included in the BPEL
specification [8]) and interacting with three different ser-
vices. The other process is interacting with only one service.
The loan-approval process takes as input a sum of money and
a currency and outputs the response on approving the loan.
It interacts with three services: the convertor (to convert the
sum of money from the given currency in euro), the loan
assessor (to assess the risk of the loan), and the loan approver
(to decide if the loan is approved or not). The second process
just invokes a loan assessor service. Both processes use the
same default loan assessor service, which we will call asses-
sor1. There are three different available substituting services
for each service functionality.
We developed a testbed which models web service perfor-
mance with discrete time Markov chains [23]. The testbed
includes web services, client workload generators, as well as
performance measurement tools.
For measuring response time, we use two different set-
tings in which the assessor1 service follows a service model
with five states, as depicted in Fig. 7. All other services are in
the fast state (500 ms) and do not change state. In the first set-
ting, the assessor1 service changes state on every time slot5
until it reaches the slowest state (2,500 ms) and then remains
in the same state; in the second setting the assessor1 service
changes state on every time slot.
5 A time slot is the moment in time when a decision is made randomly
based on the current state and the transition probability to change or to
keep state.
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Fig. 7 Service performance model: discrete Markov chains with 5
states
Our implementation uses Java 5, Apache Axis 1.4, and
BPEL 2.0; as BPEL engine we use ActiveBPEL 4 [1].
Both ADULA and the BPEL engine are deployed in an
Apache Tomcat 4.1.24 installation. The violation detectors
using statistical tests are implemented with the Apache Com-
mons Mathematics 2.0 library. Our measurement machine
is an Intel Core 2 Duo (2.4 GHz, 2GB RAM) running
Mac OS X v10.4. All measurements were repeated 15 times
and we report the median of these measurements.
4.2 Violation detection
4.2.1 SLA limits the maximum process response time
In the following evaluation (Figs. 8, 9), we assume the loan-
approval process SLA guarantees that the response time does
not exceed 3,000 ms, and the simple assessor process SLA
guarantees that the response time does not exceed 2,000 ms.
For Figs. 8 and 9 we use a simple ViolationDetector that tests
whether the response time of the process is below a given
threshold. If a violation occurs, all services in the violating
process instance are quarantined. The quarantining period is
30 s. The time slot for our service model is 30 s.
Figure 8 shows the response time of the transformed6 loan-
approval process compared to the original loan-approval pro-
cess when the performance of the assessor1 service degrades
and remains poor (setting 1). Once ADULA detects an SLA
violation, it replaces the assessor1 service allowing the trans-
formed process to recover, while the original process con-
tinues violating the SLA because of the degradation of the
6 We refer to the process that uses ADULA as the transformed process.
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tively ≤2,000 ms for the simple assessor process. assessor1 repeatedly
changes state between 500 and 2,500 ms (setting 2 in Fig. 7). Time slot:
30 s
assessor1 service. The peaks in the transformed process
response time correspond to the elapsing of quarantining
time for service assessor1. Because assessor1 is the default
service, ADULA tries to use it as soon as it exits the quaran-
tine. As the performance of assessor1 is still causing a pro-
cess SLA violation, the service is quarantined again. Thus,
ADULA ensures that the process will return to the default
service bindings after the service causing the violation has
been repaired, ensuring the control over the process evolution
and the preservation of the developer’s original choices.
Figure 9 shows the response time of the transformed
processes compared to the original processes when the per-
formance of assessor1 fluctuates (setting 2). Although the
performance degradation of assessor1 does not yet cause an
SLA violation for the simple assessor process, when asses-
sor1 is put into quarantine (because it causes the violation
of the loan-approval process’ SLA), it is replaced in all
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Fig. 10 Average response time (calculated for each 25 process
instances) of the original and the transformed loan-approval processes.
SLA guaranteeing an average process response time ≤2,000 ms. Vio-
lation detector with Student t test, α = 0.0005. assessor1 repeatedly
changes state between 500 and 2,500 ms (setting 2 in Fig. 7). Time slot:
60 s
Fig. 11 Response time of the original and the transformed loan-
approval processes. SLA guaranteeing an average process response
time ≤2,000 ms. Violation detector with Student t test, α = 0.0005
and α = 0.25. assessor1 repeatedly changes state between 500 and
2,500 ms (setting 2 in Fig. 7). Time slot: 60 s
processes that use it, hence also in the instances of the simple
assessor process. Thus, ADULA prevents an SLA violation
in other processes, the simple assessor process in our case,
which would be caused by the service performance degra-
dation. When service performance is constant, the increase
in response time of the transformed process compared to the
original process is caused by the overhead introduced by the
interactions with ADULA and monitoring.
4.2.2 SLA guarantees an average process response time
In the following evaluation (Figs. 10, 11), we assume the
loan-approval process SLA guarantees that the average pro-
cess response time does not exceed 2,000 ms. The Violation-
Detector relies on the Student t test; we consider both a very
low α-value (alpha = 0.0005) and a very high α-value
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Fig. 12 Overhead for processes with one and three service invocations
for service response time between 500 and 1,500 ms
(alpha = 0.25).7 If an SLA violation is detected, all ser-
vices in the violating process instance are quarantined. The
quarantining period is always 30 s. In the service performance
model the time slot is 60 s.
Figure 10 shows the average response time for the original
and the transformed loan-approval processes when using the
Student t test for SLA violation detection with α = 0.0005;
the average response time is computed after each 25 pro-
cess instances. In this scenario, we use a service performance
model according to setting 2 in Fig. 7. The overall average
response time is 2,461 ms for the original process, respec-
tively, 1,952 ms for the transformed process. Despite the very
low α-value, the transformed process reacts to SLA viola-
tions in a timely way, avoiding any long-term performance
degradation.
Figure 11 illustrates the effectiveness of the ViolationDe-
tector using the Student t test in terms of how quickly vio-
lations are detected. As expected, with α = 0.0005, a larger
number of samples with long response time are needed until
a violation is detected (i.e., until the null-hypothesis can be
rejected), whereas with α = 0.25 violations are detected
very quickly. However, a high α-value increases the risk of
false positives, that is, spurious violations may be detected,
resulting in unnecessarily frequent quarantining of services.
Nonetheless, if we assume that there is a sufficient number of
replacement services, the negative impact of false positives
is mitigated. Hence, for this particular use of the Student t
test, we consider a relatively high α-value appropriate.
4.3 Overhead
We present the overhead of the transformed processes rela-
tive to the execution time of the original processes. We con-
sider the relative overhead for varying service response time
between 500 ms and 1,500 ms. Figure 12 shows the overhead
7 The α-value is the probability of committing a type-I error; for details,
see Sect. 3.2.
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introduced by ADULA. The overhead is mainly caused by
the two interactions with the Bind Manager: requesting the
service bindings at process instance start, respectively, noti-
fying process instance completion. The percentage of over-
head decreases with the increase of process complexity and
process response time; for a process with three service invo-
cations and service response time of more than 600 ms, the
overhead introduced by ADULA is below 10%.
In summary, our evaluation confirms that ADULA effec-
tively and efficiently detects, diagnoses, and repairs pro-
cesses, keeping the process evolution traceable and visible.
The cost in terms of overhead introduced when there is no
SLA violation is moderate, and is compensated by the gain
obtained through service replacement in case of performance
degradation. Moreover, ADULA prevents subsequent SLA
violations and improves performance of processes once the
service causing the performance degradation is detected.
5 Related work
There is a number of approaches that deal with QoS aware-
ness of service compositions. Some of these solutions
analyze and compose the QoS of individual services to obtain
the QoS of the process statically at design time [22,41]. In
contrast, our solution is dynamic and we consider failures and
changes in the environment. Other solutions continuously
recompute the estimated QoS [9,10,42]. The re-computa-
tions can be expensive and thus affect process performance.
Our solution reduces overhead by using sampling-based
monitoring and asynchronous violation detection. Solutions
that use regression models and machine learning techniques
to compute and predict SLO values [11,12,20,38] may yield
higher accuracy of prediction in the presence of unknown
factors that affect the QoS parameters of the composition,
but often incur higher runtime overhead. Our solution relies
on statistical tests that offer sufficient accuracy with less
resource usage when monitoring information is available.
Our approach to automated process update is based on
dynamic binding of services. Different solutions deal with
dynamic binding of services in BPEL processes [4–6,15,16,
24]. Some of these solutions also use monitoring to replace
a failing service [15,16,24], others [6] use different analysis
techniques to detect SLA violations, but none of them take
into consideration the original services used in the process,
and the history of process evolution. Most of these solutions
rely on a modified BPEL engine [4–6,24]. Our approach
is transparent to the user and to the BPEL engine, ensures
the process fulfills its SLA, provides process statistics, and
controls the process evolution in such a way to preserve the
choices done at development time.
An interesting solution close to our approach is presented
by Canfora et al. in [9,10]. The solution introduces a tool to
define new domain specific QoS parameters, a language, and
an interpreter to define QoS aggregation formulae to compute
the QoS of a composition based on the QoS of the compos-
ing services. The system integrator has to specify aggrega-
tion formulae for QoS and define an abstract composition.
Our approach does not require defining a special composi-
tion, but automatically transforms existing processes. In the
framework presented by Canfora et al., all service invocations
used in the abstract composition are linked to proxies which
bind services at runtime. For every abstract composition, the
system determines the optimal service composition comput-
ing different genomes by making use of genetic algorithms.
The estimation of the composition’s QoS is re-computed at
every step of the composition execution and different ser-
vices can be re-bound if the estimated QoS does not meet
the required one. In our approach, information about service
status is shared between processes allowing to prevent SLA
violations without adding the cost of QoS re-computation.
AgFlow [42] is a middleware platform that enables the
quality-driven composition of web services. AgFlow com-
putes optimal plans for the execution of the composition
using integer programming. The middleware makes use
of two service selection approaches, one based on local
optimization that does not take into account the overall QoS,
and one based on global planning that considers the com-
position QoS constraints rather then the QoS of individual
tasks. The cost of continuously re-computing QoS can be
high and cause a penalty on the process performance. While
our solution does not support complex QoS constraints and
the composition may not always be the optimal, we ensure
low penalty on process performance.
Xiao et al. [41] present a framework for verifying SLA
compliance of composition models at design time. The solu-
tion integrates a simulator engine in a composition envi-
ronment and checks all execution paths of the composition.
While the approach ensures that SLA requirements are met at
design time, it does not take into consideration the dynamics
of the services and QoS changes at runtime. Our focus is to
ensure SLA fulfillment also in exceptional situations, taking
into account dynamic service performance fluctuations.
Mei et al. [22] propose a solution that selects services
based on their failure rates and popularity (how often they
are used in compositions). The popularity of services is
computed by applying link analysis on WSDL information
extracted from public registries. The developer can select the
highly ranked services for the compositions. The aim of the
proposed solution is to reduce the number of service failures
experienced by the consumers, while our aim is to ensure the
process’ SLA fulfillment.
A flexible approach allowing for integration of user pref-
erences in the computation of QoS parameters that affect
service selection is the LCP-nets framework [11,12]. When
computing the QoS of the process the framework takes
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into consideration user preferences, relative importance, and
tradeoffs between QoS parameters, which are expressed in
linguistic terms using LCP-nets. It then compares the candi-
date services upon several different QoS dimensions, apply-
ing the expressed preferences to the currently measured QoS
values. Our approach is targeted at individual QoS parame-
ters, which allow for lightweight computational techniques,
such as statistic tests.
Another solution using machine-learning techniques is
presented in [20,38]. The solution proposes the use of regres-
sion models to predict the SLO values in the presence of
unknown factors that affect the QoS parameters of the pro-
cess. The QoS parameter values are recomputed at different
points during the process execution, specified initially by the
process developer. The solution allows for high accuracy of
prediction and can react to changes that occur between the
defined checkpoints, but it has to pay the price in computa-
tional expense and to rely on the developer’s ability of instru-
menting the process. In contrast, our solution offers complete
transparency to the developer.
A different direction is taken by the Planning as Model
Checking [33] approach, which allows to monitor the exe-
cution of the composition and take corrective actions in case
some of the conditions are not met. The approach uses plan-
ning techniques as well as the EaGLe goal language [19], a
language that allows expressing system goals such as non-
functional requirements, i.e., QoS parameter requirements.
A different approach to deal with unsatisfactory QoS pro-
vided by services is SLA negotiation [13,14,27,28]. The
negotiation can be manual, requiring human intervention,
or automatic in which case software agents are used. Nego-
tiation of SLA is done on a client basis, which means that
a service can have a different SLA for each of its consum-
ers. These solutions are based on agents that carry out nego-
tiation, i.e., explore possible solutions that eventually lead
to an agreement, using different algorithms and negotiation
strategy models. While some approaches use optimization
algorithms to speed up the negotiation process [28], finding
an agreement may be a long-lasting process. In our solution,
we deal with fixed SLAs that are not negotiable.
[3] takes a new view on contract (SLA) negotiation, con-
sidering the evolution of the contract based on the possible
evolution of the parties involved in the contract. The solu-
tion provides a way of defining constraints on the contract,
defining boundaries in which the provided service QoS can
vary and what is acceptable both to provider and consumer.
Therefore, a contract violation is more strictly defined in an
evolving context and the need of re-negotiation is reduced.
There are different solutions that handle failure recovery
of processes with the aid of dynamic binding of services. Vie-
DAME [24] is a service monitoring and selection system that
uses aspects to intercept SOAP messages and to dynamically
replace services used in the BPEL process. Another aspect-
based system is the Dynamo system [4,5]. Dynamo provides
self-healing capabilities to the process with the aid of com-
plex recovery strategies specified using two domain-specific
languages (WSCoL, the Web Service Constraint Language
and WSReL, the Web Service Recovery Language). Another
approach to failure recovery is RobustBPEL2 [15,16] which
makes use of a dynamic proxy to discover alternative services
upon failure of services that have previously been marked for
monitoring.
6 Conclusion
In this article, we described ADULA, a framework for auto-
mated maintenance of BPEL processes. ADULA automati-
cally detects and repairs SLA violations caused by service
performance degradation in a way transparent to the user
and to the BPEL engine. Violation detection, diagnosis, and
repair leverage a lightweight sampling monitoring technique
and allow for customizable violation detection strategies and
repair policies. ADULA ensures that the process evolution
obtained through service replacement is traceable, providing
the user with process and service statistics that can be used
for further development. Our evaluation shows that ADULA
maintains process performance ensuring SLA compliance
with moderate cost in terms of overhead. Furthermore, the
framework allows sharing of information about service per-
formance between processes so that ADULA prevents SLA
violations caused by degradation of service performance.
Our current implementation takes only service perfor-
mance into account. Our future research activities include
work on extending the monitoring and detection capabilities
to domain-specific and functional QoS. When no replace-
ment service with good performance is available, ADULA
can detect and diagnose SLA violations, but it cannot prevent
subsequent violations. To address this limitation, the frame-
work capabilities need to be extended so as to include also
repair actions at the service level, such as those presented in
[17].
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