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a b s t r a c t
We consider a scheduling problem where jobs have to be carried out by parallel identical
machines. The attributes of a job j are: a fixed start time sj, a fixed finish time fj, and a
resource requirement rj. Every machine owns R units of a renewable resource necessary to
carry out jobs. A machine can process more than one job at a time, provided the resource
consumption does not exceed R. The jobs must be processed in a non-preemptive way.
Within this setting, the problem is to decide whether a feasible schedule for all jobs exists
or not.
We discuss such a decision problem and prove that it is strongly NP-complete even
when the number of resources are fixed to any value R ≥ 2. Moreover, we suggest an
implicit enumeration algorithm which has O(n log n) time complexity in the number n of
jobswhen the numberm ofmachines and the number R of resources permachine are fixed.
The role of storage layout and preemption are also discussed.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We consider a set of n jobs and a set ofm identical machines, where everymachine owns R units of a renewable resource,
necessary to carry out jobs. The attributes of a job j are: a fixed start time sj, a fixed finish time fj, a resource requirement
rj ∈ {1, . . . , R} and, possibly, a value vj representing the job priority. A machine can process more than one job at a time
provided the resource consumption does not exceed R. The jobs must be processed in a non-preemptive way.
In such an environment we may be interested in at least three types of problems.
• Does a feasible schedule exist for all jobs?
• Which is a subset of jobs that can be scheduled with the maximum total value?
• Which is the minimum number of machines required to schedule all jobs?
These problems are simplified versions of some challenges that may arise in different real world situations, exemplified in
the following.
• Consider a set of aircraft to be parked in an airport for land side operations. Usually, the parking must take place during a
fixed interval of time, from the arrival of a flight to the departure of the next one carried by the same aircraft. Sometimes,
the parking space layout is such that a same parking lot may be occupied by either one large aircraft, or two (or more)
smaller ones, or even different combinations (a situation like this happens, for instance, at Milano Malpensa airport,
Italy). We may look at aircraft as jobs and parking lots as machines, where each parking lot is formed by a given number
of parking places that can operate independently or not.Wemay askwhether it is possible to schedule all planned flights
and, if not, which ones to refuse.
∗ Corresponding author. Tel.: +39 0302988583; fax: +39 0302400925.
E-mail addresses: angele@eco.unibs.it (E. Angelelli), filippi@eco.unibs.it (C. Filippi).
1 Tel.: +39 0302988576; fax: +39 0302400925.
0304-3975/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2011.03.025
E. Angelelli, C. Filippi / Theoretical Computer Science 412 (2011) 3650–3657 3651
• Consider a computing center, as one processing data coming from satellites or particle accelerators. In this center, huge
data files arrive at planned release dates and have to be processed within planned deadlines. Meanwhile, the files must
be stored on given memory devices, working in parallel. For convenience, files cannot be split among different memory
devices. We may look at files as jobs and memory devices as machines, and ask whether it is possible to respect the
scheduled work and, if not, which is the minimum number of additional memory devices that must be added.
The above described problems (both in the decision and optimization versions) can be considered at the same time the
generalization of, and the link between, two well known and widely studied classes of problems. The first class, known
as interval scheduling problems, includes problems where typically each job claims for the exclusive assignment of one
machine (rj = R,m > 1). The second class includes problems where jobs compete for the resources of a single machine
(rj ≤ R,m = 1).
In this paper, we focus on the feasibility question, that we define explicitly as follows.
Feasible Interval Scheduling with a Resource Constraint (FISRC)
INSTANCE:mmachines, each one owning R units of a renewable resource; n jobs, requiring processing in time interval [sj, fj)
and using rj units of resource during their processing, j = 1, . . . , n.
QUESTION: Can each job be processed by a machine such that no two jobs processed by a same machine overlap and the
resource availability of each machine is respected?
We discuss the connections of FISRC with interval scheduling and resource allocation. Our contribution is to show that
FISRC is strongly NP-complete even with a fixed number R ≥ 2 of resources per machine, and that FISRC can be solved in
O(n log n) time when the machine environment is fixed, i.e., when both R and m are not part of the input. We also discuss
variants related to a particular storage layout and to preemption.
2. Related literature
2.1. Interval scheduling
There is a sizable amount of literature on interval scheduling problems, but research on this subject has often been
tailored to the particular application. Here wemention only the more relevant studies with respect to the present work. We
refer to [16,17] for an extensive treatment of the literature on interval scheduling.
Dantzig and Fulkerson [6], Gertsbakh and Stern [11] and Gupta et al. [12], among others study the Fixed Job Scheduling
Problem (FJS), where n interval jobs andm identicalmachines are given, and the question concerns the existence of a feasible
schedule for all jobs. This feasibility question turns out to be equivalent to the following, called Basic Interval Scheduling
Problem in [16]: What is the minimum number of machines necessary to schedule all jobs? These basic problems has been
generalized in various ways: Bathia et al. [3] and Kolen et al. [16] consider different availability intervals for the machines
and different costs for every machine; Dondeti and Emmons [8], Huang and Lloyd [13], Bathia et al. [3], Kolen et al. [16]
consider a hierarchy of machines; Kolen and Kroon [15] formalize compatibility classes between jobs and machines. Arkin
and Silverberg [1], Bouzina and Emmons [4], Bathia et al. [3] Kroon et al. [18] among others consider settings where a value
is associated with each job and the problem is to maximize the value of processed jobs.
2.2. Scheduling with a resource constraint
Problems in this class have been proposed in the literature under different names. They differ each other in the sense
that they can be seen as restrictions of more general problems.
Resource Allocation Problem (RAP), also called Bandwidth Allocation Problem (BAP), is an optimization problem. Here, n
interval jobs, each one with a resource requirement rj and a priority value vj, are given. The problem asks for a job subset of
maximumtotal value that can be feasibly scheduled on a singlemachinewith a given resource availability. StorageAllocation
Problem (SAP) is the restriction of BAP to the case of storage layout. The Dynamic Storage Allocation (DSA) is a decision
version of SAP where the question is whether all jobs can be feasibly scheduled (see [9]).
Chen et al. [5] show that BAP and SAP are NP-hard even in the very restricted case of sj = 0, fj = 1, vj = rj for all j.
Moreover, they show that SAP is strongly NP-hard even when the request sizes are bounded. They derive this property from
the fact that DSA is stronglyNP-complete [9] and it remains so evenwhen the required resources rj are either 1 or 2 (see [19]).
RAP can be seen as a flow problem with side constraints. Consider the Unsplittable Flow Problem (UFP), where an
undirected graph G = (V , E) is given, whose edges e ∈ E have capacity ce. A set of n pairs (sj, tj) of vertices have a value vj
and a demand rj each. The problem asks for a set of paths connecting pairs (sj, tj) such that for every edge e ∈ E the total
demand of the paths traversing e does not exceeds ce and the total value of the selected paths (vertex pairs) is maximized.
When the graph is a simple path then we have an UFP on a line graph, whereas when all edges have the same capacity we
have an UFP with uniform capacities. RAP is the restriction of UFP to line graphs with uniform capacities (see, e.g., [2]).
3. Complexity analysis of FISRC
An instance of FISRC is described by: two integersm and R, defining the number of machines and the resource units per
machine respectively; n triples of positive integers sj, fj, rj (j = 1, . . . , n), defining the start time, the finish time, and the
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Fig. 1. Connection of FISRC with known problems (solid arrows) and complexity results (dashed arrows).
resource requirement for each job respectively. Thus, the input size of an instance of FISRC is O(n(log F + log R) + logm),
where F = maxj{fj}.
In this section,we introduce somepreliminary results on special cases of the problem. Thenwe show that FISRC is strongly
NP-complete even in the special case where R ≥ 2 is fixed, but can be solved in polynomial time if bothm and R are fixed.
When R = 1, or rj = R for all j, or even rj > R/2 for all j, FISRC boils down to Fixed Job Scheduling problem. Indeed,
in these cases every job require a whole machine to be processed, and the resource constraint becomes redundant. As a
consequence, FISRC can be solved in O(n log n) time, as FJS (see [12]).
Whenm = 1, FISRC can be considered as a Resource Allocation Problemwhere all jobs have the same unitary value, and
the question is if a feasible schedule of value n does exist. It has been proved recently in [7] that RAP with unitary values
is already NP-hard, which implies that FISRC with m = 1 is NP-complete. Anyway, a pseudopolynomial algorithm can be
obtained as follows. We split every job j into rj identical jobs, each one requiring one unit of resource on the same time
interval [sj, fj), and consider the unique machine as R parallel machines, each one owning one resource unit. In this way we
get an equivalent FJS instance, with Rmachines and
∑
j rj jobs, which can be solved in O(
∑
j rj log(
∑
j rj)) time [12].
When [sj, fj) = [0, 1) for all j, FISRC reduces to the decision version of Bin Packing (BP). Thus, in general, FISRC is at least
as hard as BP, which is strongly NP-complete [9].
Besides the above straightforward reductions, we will prove the following result.
Theorem 1. Problem FISRC is strongly NP-complete for every fixed R ≥ 2.
We remark that R plays the role of bin capacity in reducing from FISRC to BP; nevertheless BP is polynomially solvable for
any fixed capacity (see [9]).
Despite the strong NP-completeness of FISRC, we can state also the following theorem.
Theorem 2. Problem FISRC is solvable in O(n log n) time when both the number of machines m and the number of resources R
per machine are fixed.
In other words, when the machine environment is completely fixed, FISRC can be solved in polynomial time though, as can
be easily understood, the slope of the bounding function increases exponentially withm and R.
The connections of FISRC with known problems and our complexity results are summarized in Fig. 1. In the remaining
part of this section, we prove the theorems.
3.1. Proof of Theorem 1
We make use of the Interval Scheduling with Machine Availabilities problem (ISMA), which has been proven to be NP-
Complete (see [16]). In particular, we will show that an instance of ISMA can be reduced in polynomial time to an instance
of FISRC. Here we briefly recall the definition of the former problem.
Interval scheduling with machine availabilities (ISMA)
INSTANCE: m machines, continuously available in time interval [ai, bi), i = 1, . . . ,m; n jobs, requiring processing in time
interval [sj, fj), j = 1, . . . , n.
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QUESTION: Can each job be processed by a machine such that no two jobs processed by a same machine overlap while
respecting the availability of each machine?
Let an instance of ISMA be given, as described above. Build up an instance of FISRC in the following way. Consider m
machines, each one owning R ≥ 2 units of resource. Each job j in the ISMA instance correspond to a job in the FISRC instance
with associated time interval [sj, fj) and requiring rj = 1 unit of resource on any one of the availablemachines. Consider next
m triples of dummy jobs. The ith triple contains jobs d(i)+ 1, d(i)+ 2, d(i)+ 3, where d(i) = n+ 3(i− 1), i = 1, 2, . . . ,m.
Define:
[sd(i)+1, fd(i)+1) = [0, ai),
[sd(i)+2, fd(i)+2) = [ai, bi),
[sd(i)+3, fd(i)+3) = [bi, T ),
where T = maxi{bi} + 1. Moreover, assume that, for any i = 1, 2, . . . ,m, dummy jobs d(i) + 1 and d(i) + 3 require R
units of resource, whereas dummy job d(i) + 2 needs just R − 1 units of resource to be processed. Note that the proposed
transformation is polynomial.
If the ISMA instance has a yes answer, then we can build up a feasible schedule for the corresponding FISRC instance as
follows. For all i = 1, 2, . . . ,m, assign the ith triple of dummy jobs to machine i. Take the jobs that in the ISMA instance are
assigned to machine i and assign them to machine i in the FISRC instance.
On the other hand, if the FISRC instance has a yes answer, then we can extract a feasible schedule for the corresponding
ISMA instance as follows. Assume without loss of generality that the ith triple d(i) + 1, d(i) + 2, d(i) + 3 of dummy jobs
is processed by a unique machine k, for some k = 1, 2, . . . ,m. Indeed, if this is not the case, then we have some machine
availability intervals with identical start or finish times, so that we can renumber the jobs in the triples in order to get
the required condition. Hence, the jobs processed by machine k in the FISRC solution can be assigned to machine i in the
corresponding ISMA instance, obtaining a feasible schedule.
Thus the ISMA instance has a yes answer if and only if the special FISRC instance has a yes answer, and so the FISRC
problem is at least as hard as the ISMA problem.
Concerning strong NP-completeness, Kolen et al. [16] show that ISMA is polynomially equivalent to Circular Arc Coloring.
The latter is proved to beNP-complete in Garey et al. [10] by a reduction from a specialmulticommodity flowproblem called
Directed Disjoint Connecting Paths. Karp [14] reports a construction, originally due to Knuth, that reduces Satisfiability into
a special case of this multicommodity flow problem. From this chain we conclude that our problem is at least as hard as
Satisfiability, and thus it is NP-complete in the strong sense.
3.2. Proof of Theorem 2
We prove the theorem by adapting an argument by Kolen et al. [16] proving a similar result for ISMA. We need to
introduce a little of notation, state the algorithm and provide its complexity. We proceed by steps.
Some notation. Let the jobs be sorted by nondecreasing start time,
s1 ≤ s2 ≤ · · · ≤ sn,
and let a partial schedule Sj−1 be a feasible assignment of the first j−1 jobs to themachines,with j = 1, 2, . . . , n (in particular,
we set S0 = ∅).Wewant to investigatewhether the schedule Sj−1 can be feasibly extended by job j to a new feasible schedule
Sj and how this process can be exploited to solve the problem. If such an extension is possible we can generate one or more
new feasible schedules Sj depending on which particular machine and which particular resources the job is assigned to. In
principle, wemay start with the empty schedule S0 and take account of all possible feasible schedules S(1) = {S1|S1 obtained
by extension of S0}, then for every feasible schedule S1 we may iteratively generate all possible feasible schedules:
S(j) = {Sj|Sj obtained by extension of some S ∈ S(j−1)} for all j = 2, . . . , n.
If S(n) ≠ ∅ the answer is YES, otherwise the answer is NO.
It is easy to see that the number of potential feasible schedules is O((mR)n) because each job could be assigned in up to
mR possible ways. Thus, we are interested to find a way to keep control of the number of potential feasible schedules to be
generated.
Suppose a feasible schedule Sj−1 is given for the first j − 1 jobs. Note that if job k ∈ {1, . . . , j − 1} has been assigned
to machine i then at time fk exactly rk units of resource are released on machine i. Thus, after the resource units owned by
every machine have been arbitrarily numbered, for all i = 1, . . . ,m and q = 1, . . . , R, we may define cj−1(i, q) as the time
instant when the qth resource owned by machine i is released by the last job among 1, . . . , j − 1 that used it. If no job has
yet used the qth resource of machine i then we set cj−1(i, q) = 0.
The key observation is the following. It is possible to extend a feasible schedule Sj−1 by adding job j if and only if there
is at least one machine i with rj completion times cj−1(i, q1), . . . , cj−1(i, qrj) such that cj−1(i, qt) ≤ sj for all t = 1, . . . , rj.
Thus, in order to decide with respect to j, we do not need a detailed description of Sj−1, but just its corresponding matrix
Cj−1 = [cj−1(i, q)] of completion times.
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In general, we call matrix Cj a state matrix at stage j. Accordingly, we call the ith row cj(i, ·) = [cj(i, 1), . . . , cj(i, R)] of a
state matrix Cj the ith machine state array at stage j
Based on the notation used above,we generate a new feasible schedule Sj whose corresponding statematrix Cj is obtained
directly from Cj−1 by duplicating the array itself and setting cj(i, qt) = fj for all t = 1, . . . , rj. The process that generates S(j)
for j = 1, . . . , n, can thus be substituted by the generation of the corresponding sequence C(j) where C(0) = {C0} = {0} and
C(j) = {Cj|Cj obtained by extension of some C ∈ C(j−1)}.
The answer to the problem question is now YES if and only if C(n) ≠ ∅.
The cardinality of C(j). A crucial point in this type of approach is the cardinality of C(j). In this paragraph we discuss the
maximum numberK of state matrices that are needed to be stored in C(j) (j = 1, . . . , n):
K = max
j=1,...,n
{|C(j)|}.
First of all, we note that two distinct feasible schedules Sj−1 and S ′j−1 might give rise to two identical state matrices Cj and
C ′j , that is cj(i, k) = c ′j (i, k) for i = 1, . . . ,m and k = 1, . . . , R. Obviously, we do not need to store multiple copies of the
same array Cj (thus saving time in generating duplicated arrays at the next stage). We argue that a weaker definition of
equivalence can be useful to control the cardinality of C(j). The idea is that lifting the completion time of resources that are
released before sj up to sj does not change the opportunity to assign the remaining jobs j+1, . . . , n. Thus, we need to store in
C(j) only those state matrices that are distinct regardless the completion times less than sj. A formal definition and a lemma
providing the upper bound follow.
Definition of d-equivalence [ d≡]. Two state matrices Cj and C ′j are d-equivalent (Cj d≡ C ′j ) if and only if the condition
max{cj(i, k), sj} = max{c ′j (i, k), sj}
holds for all i = 1, . . . ,m and k = 1, . . . , R .
Lemma 1. According to d-equivalence,K is at most (mR)!
Proof. For any fixed job j, let us consider the job set J ′ = {j′ < j|sj < fj′}. Each job in J ′ must be assigned to a different set
of resources because they overlap on time sj (j′ < j implies sj′ ≤ sj). Thus, for any state matrix Cj ∈ C(j), all coordinates
greater than sj are provided by finish times of jobs in J ′ counted with their multiplicity (i.e., value fj′ is repeated rj′ times
for all j′ ∈ J ′). On the other side, according to the equivalence test, the remaining coordinates are considered equal to sj. As
a consequence, the mR coordinates of any state matrix consist of a permutation of the same set of values along with their
multiplicity, and set C(j) cannot contain more than (mR)! distinct state matrices. 
Acceptance test. In order to recognize a pair of state matrices as d-equivalent, we need to run a test in O(mR) time. The
number of tests to be performed in order to decide whether a state matrix should be accepted and, if this is the case,
inserted in C(j) is at most logK provided we store state matrices in an appropriate data structure and we define a total
ordering between state matrices. Such an ordering can be obtained by any reasonable lexicographic ordering.
We are ready to formulate the algorithm. Square brackets include comments.
Algorithm Enumerate
1. Initialization
order the jobs by nondecreasing starting time;
set C(0) = {0} and C(j) = ∅ for all j = 1, 2, . . . , n;
2. Branching
for all j = 1, 2, . . . , n:
for all C ∈ C(j−1):
for all i = 1, 2, . . . ,m:
(a) determine Q ⊂ {1, . . . , R} such that
|Q | = rj and c(i, q) ≤ sj for all q ∈ Q ;
(b) if Q exists:
(c) set Cj = C; set cj(i, q) = fj for all q ∈ Q ;
[generate Cj by extending C on resources Q in machine i]
(d) add Cj to Cj, if not duplicated according to d-equivalence;
3. Evaluation
if C(n) ≠ ∅ then return YES else return NO
Now, we evaluate the algorithm complexity.
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Lemma 2. Algorithm Enumerate solves FISRC in time
O

n log n+ n m2R[(mR)!] log[(mR)!] .
Proof. By construction, the final set Cn is not empty if and only if there is at least one feasible schedule, so the algorithm is
correct.
Concerning the complexity, let us follow the algorithm step by step.
• sorting of jobs requires O(n log n) time;
• initialization of C0 and Cj requires O(nmR) time;• nested loops imply a multiplying factor O(n · |Cj| ·m);• computing Q requires O(R) time;
• existence test requires O(1) time;
• generation of Cj includes:
– duplicate C , that requires O(mR) time;
– update copy of C to Cj, that requires O(R) time;
• adding non-duplicated state matrices requires O(mR log |C(j)|) time.
Summing all up, the algorithm runs in time (recall thatK = maxj=1,...,n{|Cj|})
O(n log n+ nmR+ nmK · (R+ 1+mR+ R+mR logK)) = O(n log n+ nmR+ nmK · (mR logK))
= O(n log n+ nm2RK logK)),
and the total time bound follows from Lemma 1. 
Theorem 2 is an immediate consequence of Lemma 2.
3.3. Improving efficiency
Theorem 2 shows that when m and R are fixed, the computational complexity of FISRC is O(n log n); from Lemma 2
we know that, besides the O(n log n) time to initially sort the jobs, the rest of the algorithm runs in O(n) time, where the
coefficient of the polynomial can be huge. In this section we suggest how such coefficient can be significantly reduced,
though it remains exponential with respect tom and R. Our aim is reducing the cardinality of C(j).
Lemma 1 showed the effectiveness of an equivalence relationship in controlling the cardinality of C(j). We now define a
new equivalence relationship allowing to enlarge the classes of equivalence and thus reduce the cardinality of C(j).
Definition of π-equivalence [ π≡]. Two state matrices Cj and C ′j are π-equivalent (Cj π≡ C ′j ) if and only if there exist m
permutations π (i) defined on {1, . . . , R}, for i = 1, . . . ,m, and a permutation πˆ defined on {1, . . . ,m} such that
cj(i, q)+max{0, sj − cj(i, q)} = c ′j (πˆ(i), π (i)(q))+max{0, sj − c ′j (πˆ(i), π (i)(q))}
for all i = 1, . . . ,m and q = 1, . . . , R.
Lemma 3. According to π-equivalence,K is at most (mR)!
(m!)(R!)m .
Proof. It is easy to see that Cj
d≡ C ′j implies Cj π≡ C ′j whereas the vice versa is not true. Thus, the equivalence classes
generated byπ-equivalence are larger than those generated by d-equivalence.We recall from Lemma1 thatC(j)may contain
up to (mR)! distinct elements that differ each other in at least one entry. However, according to π-equivalence, the specific
ordering inside each row of R elements and the relative positions of the rows are irrelevant. Thus, we first consider the
multinomial coefficient giving the number of distinct ways to partitionmR coordinates inm groups of R items
(mR)!
R! · R! · . . . · R! =
(mR)!
(R!)m ,
then we divide it for the possible permutations ofm rows obtaining
K = max
j=1,...,n
{|C(j)|} ≤ (mR)!
(m!)(R!)m . 
We say that a vector is lexicographically nonnegative if its first nonzero entry, if any, is positive. Given two vectors u and
v, we write u≽lex v to denote the fact that u− v is lexicographically nonnegative.
Now, we are ready to formulate a variant of algorithm Enumerate. This algorithm variant is based on a reduction of the
cardinality ofC(j). We could check explicitly for π-equivalence at step (d) in a naive way by sorting each time the arrays, but
we would spend much more time than necessary. Thus, we may adopt a less straightforward implementation that store in
C(j) only the sorted versions of Cj and check for acceptance only the sorted equivalent of each newly generated state matrix.
More precisely, we maintain the entries of every state matrix Cj = [cj(i, q)] ordered so that:
• cj(i, 1) ≥ cj(i, 2) ≥ · · · ≥ cj(i, R) for all i = 1, 2, . . . ,m, and• cj(i, ·) ≽lex cj(i+ 1, ·) for all i = 1, 2, . . . ,m− 1.
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Being the sorting operated at generation time, it can be accomplished in a very efficient way by exploiting ordering in
the originating state matrix (note that the only state array C0 = {0} in C(0) is sorted by construction). As a consequence, for
acceptance of Cj, it suffices to perform a cheap d-equivalence test.
Algorithm V-Enumerate
In algorithm Enumerate, substitute instructions (a), (b), (c) respectively, with the following instructions:
(a′) let k = min{h : c(i, h) ≤ sj}; [index of the first resource unit available for j]
(b′) if R− (k+ rj)+ 1 ≥ 0 then [it is possible to assign job j to machine i]
(c′) generate Cj by extending C in machine i:
set Cj = C; [it requires O(mR) time]
for h = k, . . . , k+ rj − 1: set cj(i, h) = fj; [it requires O(R) time]
sort machine state array cj(i, ·); [it requires O(R) time, due to C ’s ordering]
sort machine state arrays; [it requires O(mR) time, due to C ’s ordering]
Lemma 4. Algorithm V-Enumerate solves FISRC in time
O

n log n+ n

m2R
[
(mR)!
(m)! (R!)m
]
log
[
(mR)!
(m)! (R!)m
]
.
Proof. Note that none of the newly introduced instructions modify the complexity of the substituted ones. Thus the time
bound follows from the same reasoning of Lemma 2 where the upper bound forK is given by Lemma 3. 
4. Problem variants
4.1. Storage layout
In our definition of FISRC, the resource units owned by a machine are indistinguishable, and thus only the number of
allocated resource units is relevant for feasibility. An interesting variant of FISRC assumes that the resources of eachmachine
are arranged in a linear layout, and that the resources to be assigned to a jobmust be consecutive. This requirement is usually
called storage layout, and may occur for instance when machines are memory devices, resource units are memory blocks,
and jobs are files to be stored without fragmentation.
Notice that if R = 2 then storage layout is irrelevant. In general, Theorem1 can be trivially extended to FISRCwith storage
layout. Moreover, FISRC with storage layout can be solved by the following variant of algorithm Enumerate.
Algorithm C-Enumerate
Apply Enumerate by substituting instructions (a) and (b) respectively with:
(a′′) let L = {Q = h, h+ 1, . . . , h+ rj − 1 |h ∈ {1, . . . , R},∀q ∈ Q : c(i, q) ≤ sj};
(b′′) for all Q ∈ L.
Instruction (a′′) produces the set of all possible assignments of job j to machine i. Instruction (b′′) allows the algorithm
to take into account each one of these possible assignments. The complexity of algorithm C-Enumerate is provided by the
following lemma.
Lemma 5. In case of storage layout, FISRC can be solved in time
O

n log n+ n m2R2[(mR)!] log [(mR)!] .
Proof. In algorithm C-Enumerate, the cost of (a′′) is O(R2) and the cardinality of L is at most R − rj + 1; thus, instruction
(b′′) introduces a multiplicative factor of R. Accordingly, the new algorithm runs in time
O

n log n+ nmR+ nmK · R2 + R · (mR+ R+mR logK) = O(n log n+ nmR+ nmK · (mR2 logK))
= O(n log n+ nm2R2K logK)).
The total time bound follows. 
Note that a somehow better result could be obtained by a similar modification of algorithm V-Enumerate. In that case we
need a third equivalence relationship because, even though we can still exploit machine permutations, we can hardly find
resource permutations inside a machine that ensure consistency with adjacency of previously assigned jobs. In any case we
cannot improve the exponential complexity of the algorithm with respect tom and R.
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4.2. Preemption
There are two reasonable ways to consider preemption in FISRC:
• interrupt a job and reassign it to a different set of resources on the same machine (intra-machine preemption);
• interrupt a job and reassign it to any available machine (inter-machine preemption).
In both cases, a preemption makes sense only in points of time where a job either starts its processing or finishes it. These
points are at most 2(n− 1); for convenience, we call them event points.
In FISRC the resource units owned by a machine are indistinguishable, hence intra-machine preemption is not relevant.
However, any solution to a FISRC instance can be transformed into a solution with storage layout and intra-machine
preemption by simply grouping the resource required by each job in each interval between two consecutive event points.
This operation requires O(nmR) time.
Inter-machine preemption corresponds to splitting jobs with respect to time in order to reduce FISRC to a sequence of
independent Bin Packing problems. More precisely, assume that the event points are numbered from the smallest to the
greatest:
e1 < e2 < · · · .
Suppose for instance that job j, requiring rj resource units, starts in eh and ends in eh+k, for some h, k ≥ 1. Then j can be split
into k jobs, each one requiring rj resource units, and these jobs have to be processed in intervals
[eh, eh+1), . . . , [eh+k−1, eh+k).
This splitting process reduces any FISRC instance into a sequence of independent subinstances. All split jobs in a subinstance
have the same interval, and hence each subinstance corresponds to a BP. Thus, FISRC with inter-machine preemption is, in
general, still strongly NP-complete. However, since BP is polynomially solvable for any fixed bin capacity [9], FISRC with
inter-machine preemption is polynomially solvable for any fixedR. Furthermore, since BP canbe solved in pseudopolynomial
time for any fixed number of available bins [9], the same holds true for FISRC with inter-machine preemption and a fixed
numberm of machines. By comparing the above observations with the results of Section 3, we conclude that inter-machine
preemption significantly reduces the complexity of FISRC.
Finally, due to the reduction to BP, under inter-machine preemption storage layout is not relevant.
5. Conclusions
In this paper we have analyzed the complexity of a decision scheduling problem where jobs with fixed start and finish
time must be assigned to parallel machines that can process more than one job at a time, subject to a resource constraint.
The question is if it is possible to schedule all jobs with the available machines. The problem naturally generalizes and unify
some interval scheduling problems and some resource allocation problems considered in the literature. We show that our
problem is NP-complete even when every machine owns just two resource units, and that the problem is polynomially
solvable in the number of jobs when the machine environment is fixed.
Different optimization questions may arise. For instance, given that not all jobs can be processed, we may associate with
every job a priority value, and ask for a subset of jobswithmaximum total value that can be scheduled. Alternatively, wemay
ask for the minimum number of machines necessary to schedule all jobs. These optimization problems will be the subject
of a forthcoming paper.
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