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In this work we study the stability properties of the ground states of a spin-1 Bose gas in presence of a trapping
potential in one spatial dimension. To set the stage we first map out the phase diagram for the trapped system by
making use of a, so-called, continuous-time Nesterov method. We present an extension of the method, which
has been previously applied to one-component systems, to our multi-component system. We show that it is a
powerful and robust tool for finding the ground states of a physical system without the need of an accurate initial
guess. We subsequently solve numerically the Bogoliubov de-Gennes equations in order to analyze the stability
of the ground states of the trapped spin-1 system. We find that the trapping potential retains the overall structure
of the stability diagram, while affecting the spectral details of each of the possible ground state waveforms.
It is also found that the peak density of the trapped system is the characteristic quantity describing dynamical
instabilities in the system. Therefore replacing the homogeneous density with the peak density of the trapped
system leads to good agreement of the homogeneous Bogoliubov predictions with the numerically observed
maximal growth rates of dynamically unstable modes. The stability conclusions in the one-dimensional trapped
system are independent of the spin coupling strength and the normalized trap strength over several orders of
magnitude of their variation.
I. INTRODUCTION
The study of coherent waveforms in the context of atomic
physics has proved exceptionally productive over the past two
decades, especially so in the realm of Bose-Einstein conden-
sates (BECs) [1, 2]. Initially, the relevant effort focused on
single-component condensates whereby in addition to the fun-
damental (ground) states, more exotic structures such as bright
and dark solitons, as well as vortices and vortex rings/lines in
higher dimensions were identified [2–5]. Very early on, a di-
rection that emerged as being of interest in its own right due to
its potential for phase transitions, pattern formation and non-
linear wave structures was that of multi-component conden-
sates. Binary mixtures (typically of the same atomic species)
in so-called pseudo-spinor BECs [6, 7] led to a remarkable
array of developments, some of which have now been sum-
marized in reviews in their own right [8].
Aside from such pseudo-spinor BECs, a more recent devel-
opment of even higher complexity has been the study of gen-
uinely spinorial BECs [9]. In addition to more traditional top-
ics, such as the ground states and their stability analysis (the
so-called Bogoliubov-de Gennes spectrum), the many body as
well as excited states of such spinors have been identified [10].
Here, the topological excitations have been found to present
unprecedented possibilities including not only fractional, but
also non-Abelian vortices [10]. In addition the study of spin-
textures and transitions between them, phenomena including
magnetic-dipole interactions and spin mixing have been of
interest [11]. While these features have been summarized
in some definitive reviews [10, 11], spinor BECs remain a
topic of active investigation including, e.g., the role of differ-
ent types of coherent waveforms and solitonic structures, such
as the recently experimentally identified dark-dark-bright and
dark-bright-bright solitary waves [12].
The ground states of this spinorial system have been
mapped out in the absence of a trap [10], and as a function of
some prototypical parameters such as the spinorial (i.e., spin-
dependent part of the) interaction strength or the so-called
quadratic Zeeman energy shift (see below). Nevertheless, far
less is known about what happens in the presence, e.g., of an
external trap, as is commonly the case in experiments [1, 2].
Moreover, while much effort has been devoted to numerical
methods aimed at identifying the ground (and excited) states
of the single component setting [13], this is far less so the case
in the context of multi-component systems. It is the tackling
of these types of questions that the present study is devoted to.
We revisit the complex bifurcation diagram of the spin-1
Bose gas, proposing a very recently developed method (in the
context of one-component BECs in [14]). We find that the
method performs exceptionally well towards the task of identi-
fying ground states, even in the absence of a good initial guess
for such a state. Moreover, we study these states in the pres-
ence of a parabolic trap, varying not only the trap strength, but
also the spin coupling strength. We extend the homogeneous
(no trap) case results to the case where the trap is present, il-
lustrating that the stability properties of the one-dimensional
system do not qualitatively change and presenting a quantita-
tive connection between the two. These results are useful as
a benchmarking and extension of the standard homogeneous
case results [10]. At the same time, we feel that they offer use-
ful tools for further computational exploration of the system,
including, e.g., excited states.
Our presentation is structured as follows. In Sect. II, we in-
troduce the model, and its associated parameters. In Sect. III,
we discuss the ground states and phase diagram. In Sect. IV,
we explore the stability analysis of the different states, while
in Sect. V, we summarize our results and present our conclu-
sions including the discussion of relevant directions for future
study.
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2II. THE MODEL
We consider a one-dimensional (1D) spin-1 Bose-gas in a
highly anisotropic trap with longitudinal and transverse trap-
ping frequencies chosen such that ω‖  ω⊥. In that case the
wave functions can be separated into a longitudinal and trans-
verse part. The transverse wave function is the ground state of
the respective harmonic oscillator and can be integrated out to
obtain the following system of coupled 1D equations for the
longitudinal part of the wave function
i~∂tψ±1 = H0ψ±1 + q˜ψ±1 + c(1D)1
(
|ψ±1|2+|ψ0|2−|ψ∓1|2
)
ψ±1
+ c(1D)1 ψ
2
0ψ
∗
∓1, (1)
i~∂tψ0 = H0ψ0 +c(1D)1
(
|ψ1|2+|ψ−1|2
)
ψ0 +2c
(1D)
1 ψ−1ψ
∗
0ψ1. (2)
Here, ψ±1 and ψ0 are the bosonic fields which account for the
magnetic sublevels mF = ±1, 0 of the F = 1 hyperfine mani-
fold. The asterisk denotes the complex conjugate of the cor-
responding field. The spin-independent part of the Hamilto-
nian is given by H0 = −[~2/(2M)]∂2x + (1/2) Mω2‖ x2 + c0n˜tot,
where n˜tot = |ψ1|2+|ψ0|2+|ψ−1|2 is the total density and M de-
notes the mass of the atoms. q˜ is the quadratic Zeeman en-
ergy shift which is proportional to an external magnetic field
along the z-direction. It leads to an effective detuning of the
mF = ±1 components with respect to the mF = 0 component.
We are working in a frame where a possible homogeneous
linear Zeeman shift has been absorbed into the definition of
the fields. c(1D)0 = c0/(2pia
2⊥) and c
(1D)
1 = c1/(2pia
2⊥) with
a⊥ =
√
~/(Mω⊥) being the transverse harmonic oscillator
length characterize the effectively one-dimensional density-
density and spin-spin coupling. The coupling constants c0 and
c1 are given by
c0 =
4pi~2 (a0 + 2a2)
3M
, c1 =
4pi~2 (a2 − a0)
3M
, (3)
with the s-wave scattering lengths a0 and a2. For c1 < 0 the
interaction is ferromagnetic whereas for c1 > 0 it is antiferro-
magnetic.
Measuring time, length and density in units of ~/(c(1D)0 np),
[~2/(Mc(1D)0 np)]
1/2 and np respectively with np being the peak
density of the system, we can write Eqs. (1) and (2) in dimen-
sionless form as
i∂tψ±1 = H0ψ±1 + qψ±1 + δ
(
|ψ±1|2+|ψ0|2−|ψ∓1|2
)
ψ±1
+ δ ψ20ψ
∗
∓1, (4)
i∂tψ0 = H0ψ0 + δ
(
|ψ1|2+|ψ−1|2
)
ψ0 + 2δ ψ−1ψ∗0ψ1, (5)
where H0 = − (1/2) ∂2x + (1/2) Ω2x2 + ntot with ntot = n˜tot/np
and q = q˜/(c(1D)0 np). The normalized trap strength is
Ω =
3
2 (a0 + 2a2) np
(
ω‖
ω⊥
)
(6)
and we define
δ =
c(1D)1
c(1D)0
=
a2 − a0
a0 + 2a2
. (7)
Typical values of δ ≈ −5 · 10−3 and δ ≈ 3 · 10−2 can be found
in 87Rb and 23Na respectively; see, e.g., [15, 16].
III. GROUND STATES AND PHASE DIAGRAM
In this section we introduce the ground states and the cor-
responding mean-field phase diagram of the spin-1 Bose gas.
We start by discussing those properties in absence of a trap-
ping potential. To map out the phase diagram in presence of
the trap we make use of a continuous-time Nesterov (CTN)
scheme. We present an extension of the scheme, previously
applied to one-component systems, to our multi-component
system in the third part of the section. In the final part of this
section we show numerical results obtained with this method
for the one-dimensional trapped spin-1 Bose gas.
A. Mean-field phase diagram for a homogeneous system
In the following we give a brief review of the mean-field
phase diagram of the spin-1 Bose gas in a homogeneous sys-
tem (Ω = 0) which has been discussed in detail in [10]. A
schematic plot of the phase diagram is shown in Fig. 1.
(i) polar phase – For δ > 0 the spin interaction is antifer-
romagnetic. If q > 0 additionally, the system is in the polar
phase. The ground state is unmagnetized and it is given by the
state vector
ψP = eiθ
√
nh
01
0
 . (8)
Here, nh is the homogeneous total density of the system and
θ is a global phase distinguishing different realizations of the
spontaneous symmetry breaking.
(ii) antiferromagnetic phase – If q < 0, but δ > 0, the
system is in the antiferromagnetic phase. The ground state is
again unmagnetized and its state vector reads
ψAF =
√
nh
 e
iθ1
0
eiθ−1
 . (9)
Here, θ±1 are arbitrary phases of the mF = ±1 components.
The first-order phase transition separating the antiferromag-
netic and polar phase occurs at q = 0.
3δ
q
0
q =
2n
h |δ|
antiferromagnetic
ψAF ∼ (1, 0, 1)T
polar
ψP ∼ (0, 1, 0)T
easy-axis
ψF ∼ (1, 0, 0)T
or
ψF ∼ (0, 0, 1)T
easy-plane
ψEP ∼
(√
1− q¯,√2(1 + q¯),√1− q¯)T
FIG. 1. Mean-field phase diagram of the spin-1 Bose gas in absence
of a trapping potential (Ω = 0). For δ > 0 we obtain two different
phases. For q > 0 the system is in the polar phase whereas for q < 0
the system is in the antiferromagnetic phase. The phase transition
occurs at q = 0. For δ < 0 three phases exist. In case of q > 2nh|δ|
the system is in the polar phase, for 0 < q < 2nh|δ| it is in the easy-
plane phase and for q < 0 it is in the easy-axis phase. A quantum
phase transition (QPT) occurs at q = 2nh|δ|. The phase transition
between the easy-plane and easy-axis phase is at q = 0. All phase
transitions are marked by black solid lines. Note that q¯ = q/(2nh|δ|)
and nh is the homogeneous total density. For details on the ground
states see main text.
(iii) easy-axis phase – For δ < 0, the spin interaction is
ferromagnetic. If q < 0 additionally, the system is in the easy-
axis ferromagnetic phase. The two degenerate ground states
emerge by an explicit symmetry breaking in the mF = ±1
components. This leads to a state which is either fully magne-
tized in +z or −z direction, i.e. fz = (n1 − n−1) /nh = ±1. The
corresponding state vectors are given by
ψF = eiθ
√
nh
10
0
 or ψF = eiθ √nh
00
1
 . (10)
At q = 0 a first-order phase transition occurs in the system.
(iv) easy-plane phase – For δ < 0 and 0 < q < q0 with q0 =
2nh|δ| the system is in the easy-plane ferromagnetic phase in
which the mean-field ground state reads
ψEP =
√
nh
eiθ
2

e−iφ
√
1 − q/q0√
2(1 + q/q0)
eiφ
√
1 − q/q0
 , (11)
where φ denotes the angle with respect to the spin-x-axis.
The complex order parameter in the easy-plane phase is the
transversal spin F⊥ = Fx + iFy =
√
2
(
ψ∗0ψ1 + ψ
∗
−1ψ0
)
. The
ground state gives rise to the mean spin vector lying in the
transversal spin plane, with magnetization | f⊥| = |F⊥|/nh =
[1 − (q/q0)2]1/2. At q = q0 the system exhibits a quantum
phase transition (QPT) that breaks the full spin symmetry of
the ground state. For q > q0 the system is again in the polar
phase with the unmagnetized ground state given by Eq. (8).
B. Time-independent equations of motion
In the remainder of this section we want to determine the
ground states of the system in presence of a trapping poten-
tial, i.e., we aim to identify the stationary states of the trapped
system with the lowest eigenenergy. By choosing the general
ansatz ψm(x, t) = ψm(x)e−iµmt with m = 0,±1 and µm being the
chemical potential of each spinor component, Eqs. (4) and (5)
turn into
µ±1ψ±1 = H0ψ±1 + qψ±1 + δ
(
|ψ±1|2+|ψ0|2−|ψ∓1|2
)
ψ±1
+ δ ψ20ψ
∗
∓1e
−i(2µ0−µ1−µ−1)t, (12)
µ0ψ0 = H0ψ0 + δ
(
|ψ1|2+|ψ−1|2
)
ψ0
+ 2δ ψ−1ψ∗0ψ1e
−i(µ1+µ−1−2µ0)t. (13)
A stationary state resulting from Eqs. (12) and (13) has to ful-
fill the phase matching condition 2µ0 − µ1 − µ−1 = 0. As a
population imbalance between the mF = ±1 components is
not favored, independent of the choice of the couplings in
the equations of motion, we assume that µ1 = µ−1 for all
stationary states considered in this work. This implies that
µ0 = µ1 = µ−1 ≡ µ. The time-independent equations of mo-
tion thus read:
F±1(ψ1, ψ0, ψ−1, ψ∗1, ψ∗0, ψ∗−1) ≡ − µψ±1 + H0ψ±1 + qψ±1
+ δ
(
|ψ±1|2+|ψ0|2−|ψ∓1|2
)
ψ±1
+ δ ψ20ψ
∗
∓1
= 0, (14)
F0(ψ1, ψ0, ψ−1, ψ∗1, ψ∗0, ψ∗−1) ≡ − µψ0 + H0ψ0
+ δ
(
|ψ1|2+|ψ−1|2
)
ψ0
+ 2δ ψ−1ψ∗0ψ1
= 0. (15)
Here, we introduced functions F0,±1 as abbreviations for the
time-independent equations of motion which will be of prac-
tical use in Sect. IV C.
Various first- and second-order methods can be applied to
find solutions to the above stated equations of motion. A com-
monly used method for such a problem is an exact Newton
scheme. It is a second-order method which involves the ex-
plicit calculation of the Jacobian. A major advantage of the
Newton scheme is that it is not restricted to finding ground
states (i.e. the global energy minimum) of a physical sys-
tem. On the other hand, a disadvantage of this scheme is
that an adequate(ly proximal to the true solution) initial guess
for the wave functions is needed to ensure convergence. For
the trapped spin-1 system, however, a priori, we do not know
where the quantum phase transition (QPT) between the easy-
plane and polar phase is located. Moreover, our initial guesses
4in the trapped case may not be sufficiently accurate. Thus, the
Newton method might fail to converge to the true ground state.
In that light, in what follows, we first focus on a method which
is able to map out the spin-1 phase diagram independently of
the specifics of the initial guess. Nonetheless, we will make
use of the Newton method later on in order to find a specific
state of interest also within a phase where it is not the ground
state anymore. This is required to perform the stability anal-
ysis for a given state throughout the whole (δ, q)-plane of the
spin-1 phase diagram. The Newton scheme for the spin-1 sys-
tem will be discussed in detail in Sect. IV B.
C. Continuous-time Nesterov scheme
For simplicity we assume that we are interested in the vari-
ational problem of minimizing the function G(x). Follow-
ing the classical discrete-time Nesterov (mirror descent) al-
gorithm [17], it has been shown in the work of [18] that one
can formulate a continuous-time analogue. This involves a
second-order ordinary differential equation (ODE), which in
some sense generalizes standard gradient descent schemes.
The ODE is given by
x¨ +
3
t
x˙ +
d
dx
G(x) = 0, (16)
where the dots denote derivatives with respect to the continu-
ous time variable t. We refer to this scheme as the continuous-
time Nesterov (CTN) method. In general, Eq. (16) can be
viewed as describing the damped motion of a particle in a po-
tential G(x). In contrast to standard gradient descent schemes
we are dealing with a second-order differential equation re-
sulting in the “acceleration vector” pointing into the direction
of the steepest descent. The strength of the damping ∼ t−1
explicitly depends on the evolution time, i.e. the damping is
large at small times when the particle is, comparatively, fur-
ther away from the fixed point solution and decreases as the
fixed point solution is approached, which is ensured by choos-
ing an appropriate time step as well as a proper preconditioner
when solving Eq. (16) numerically. The preconditioner is an
operator (or upon discretization, a matrix) that helps solving
the linear system at hand by reducing its condition number.
The CTN method can be optimized by introducing a so-
called gradient restarting scheme [14, 18]. Following that
scheme in two or three spatial dimensions, the time t is reset
to 1 when the angle between the negative gradient −∇G(x) of
the function G that we are trying to extremize and x˙ is larger
than 90 degrees and a pre-specified amount of time tres has
elapsed. In one spatial dimension this geometrical condition
boils down to the product of −dG(x)/dx and x˙ being smaller
than 0. Gradient restarting ensures that the CTN is sufficiently
damped in all stages of the evolution. This can be intuitively
understood when thinking again of the motion of a particle in
a potential. The inner product of −dG/dx and x˙ being smaller
than 0 means that our particle is moving in the direction of the
fixed point solution. To avoid possible oscillations of the solu-
tion in the vicinity of the fixed point in case of weak damping
we then reset the time which results in a large damping of the
motion. Note that gradient restarting is only useful when the
specific geometrical condition stated above is fulfilled. We
refer to the optimized scheme as accelerated continuous-time
Nesterov (ACTN) method.
In Ref. [14], it has recently been shown that the CTN
method and its accelerated version can also be applied to
functionals and can be used for finding stationary states of
partial differential equations (PDEs). In particular, the CTN
method was utilized for analyzing stationary states in a one-
component Bose gas in one and two spatial dimensions. Here,
we extend the CTN method to a multi-component system, il-
lustrating its ability to capture ground states in a wide range of
parametric regimes and rather independently of the specifics
of the initial guess. Following the steps of [14], which are
based on the replacements x → ψ(x) and dG/dx → F (ψ(x)),
i.e., replacing derivatives with respect to the spatial coordi-
nate x by functional derivatives with respect to the field ψ(x),
we obtain a PDE for the evolution (towards equilibrium) of
the field ψ in space and time. Generalizing the replacements
for all hyperfine components, the CTN scheme for the spin-1
system assumes the form:
0 = ψ¨±1 +
3
t
ψ˙±1 − [−H0ψ±1 − qψ±1
− δ
(
|ψ±1|2+|ψ0|2−|ψ∓1|2
)
ψ±1 − δ ψ20ψ∗∓1 + µψ±1
]
, (17)
0 = ψ¨0 +
3
t
ψ˙0 −
[
−H0ψ0 − δ
(
|ψ1|2+|ψ−1|2
)
ψ0
− 2δ ψ−1ψ∗0ψ1 + µψ0
]
. (18)
Note that the overdot denotes a partial derivative with re-
spect to time, as we are performing a distributed minimiza-
tion by solving the partial differential equations of the above
system. We use a second-order center difference scheme for
approximating the second derivative and a first-order back-
ward difference scheme for approximating the first derivative
with respect to time. This leads to the following evolution
equations
ψn+1±1 =
(
2 − 3
n
)
ψn±1 + (∆t)
2
[
−H0ψn±1 − qψn±1
− δ
(
|ψn±1|2+|ψn0|2−|ψn∓1|2
)
ψn±1 − δ ψ20
(
ψn∓1
)∗
+ µψn±1
]
−
(
1 − 3
n
)
ψn−1±1 , (19)
ψn+10 =
(
2 − 3
n
)
ψn0 + (∆t)
2
[
−H0ψn0 − δ
(
|ψn1|2+|ψn−1|2
)
ψn0
− 2δ ψn−1
(
ψn0
)∗
ψn1 + µψ
n
0
]
−
(
1 − 3
n
)
ψn−10 , (20)
where t = n∆t with time step ∆t and n being the number of
iterations made. Naturally, by the superscript we mean that
ψni = ψi(n∆t) = ψi(t).
5Making use of gradient restarting, the ACTN scheme for
the spin-1 system is given by
ψn+1±1 =
(
2 − 3
n˜
)
ψn±1 + (∆t)
2
[
−H0ψn±1 − qψn±1
− δ
(
|ψn±1|2+|ψn0|2−|ψn∓1|2
)
ψn±1 − δ ψ20
(
ψn∓1
)∗
+ µψn±1
]
−
(
1 − 3
n˜
)
ψn−1±1 , (21)
ψn+10 =
(
2 − 3
n˜
)
ψn0 + (∆t)
2
[
−H0ψn0 − δ
(
|ψn1|2+|ψn−1|2
)
ψn0
− 2δ ψn−1
(
ψn0
)∗
ψn1 + µψ
n
0
]
−
(
1 − 3
n˜
)
ψn−10 . (22)
Here, n˜ starts at 1 and is increased by 1 in each iteration step.
n˜ is then reset to 1 when the multicomponent generalization
of the gradient restarting condition for functionals
0 <
〈
−H0ψn1 − qψn1 − δ
(
|ψn1|2+|ψn0|2−|ψn−1|2
)
ψn1
− δ ψ20
(
ψn−1
)∗
+ µψn1 , ψ
n+1
1 − ψn1
〉
+
〈
−H0ψn0 − δ
(
|ψn1|2+|ψn−1|2
)
ψn0
− 2δ ψn−1
(
ψn0
)∗
ψn1 + µψ
n
0 , ψ
n+1
0 − ψn0
〉
+
〈
−H0ψn−1 − qψn−1 − δ
(
|ψn−1|2+|ψn0|2−|ψn1|2
)
ψn−1
− δ ψ20
(
ψn1
)∗
+ µψn−1 , ψ
n+1
−1 − ψn−1
〉
(23)
is satisfied and n > nres holds. Here, 〈a , b〉 = ∑i a∗i bi denotes
the complex inner product.
To successfully apply the ACTN method a preconditioner
has to be included. We choose the preconditioner to be
P = c − d2/dx2, with the variable x being the argument of the
fields ψm(x) and the constant c being a real number. Due to
the damping term in the ACTN scheme we additionally need
to normalize the wave functions to the total particle number
N after each iteration step. The chemical potential µ is treated
as a Lagrange multiplier and can be calculated from either
Eqs. (14) or (15). The full ACTN scheme with µ being calcu-
lated from Eq. (15) can be written as
µn =
〈
−H0ψn0 − δ
(
|ψn1|2+|ψn−1|2
)
ψn0 − 2 δψn−1
(
ψn0
)∗
ψn1 , P
−1ψn0
〉〈
ψn0 , P
−1ψn0
〉 ,
(24)
ψ˜n+1±1 =
(
2 − 3
n˜
)
ψn±1 + (∆t)
2 P−1
[
−H0ψn±1 − qψn±1
− δ
(
|ψn±1|2+|ψn0|2−|ψn∓1|2
)
ψn±1 − δ ψ20
(
ψn∓1
)∗
+µnψ
n
±1
]
−
(
1 − 3
n˜
)
ψn−1±1 , (25)
ψ˜n+10 =
(
2 − 3
n˜
)
ψn0 + (∆t)
2 P−1
[
−H0ψn0 − δ
(
|ψn1|2+|ψn−1|2
)
ψn0
− 2δ ψn−1
(
ψn0
)∗
ψn1 + µnψ
n
0
]
−
(
1 − 3
n˜
)
ψn−10 , (26)
ψn+10,±1 =
ψ˜n+10,±1
√
N[〈
ψ˜n+11 , ψ˜
n+1
1
〉
+
〈
ψ˜n+10 , ψ˜
n+1
0
〉
+
〈
ψ˜n+1−1 , ψ˜
n+1
−1
〉]1/2 .
(27)
The convergence of the method depends on the choice of the
constant c in the preconditioner P, the time step ∆t as well
as the minimum number of iterations that have to be per-
formed before applying the gradient restarting nres. Note that
the ACTN scheme can also be carried out in Fourier space
which allows for a straightforward computation of the ac-
tion of the inverse of the preconditioner on Fourier modes
P−1eikx = [1/(c + k2)]eikx.
D. Numerical results
In this subsection we apply the ACTN method to map out
the phase diagram for our trapped spin-1 Bose gas. Motivated
by considerations of experimentally accessible regimes [15,
16], we choose |δ| = 5 · 10−3, Ω = 10−2 and N = 20000.
The numerics is performed on a one-dimensional grid with
512 grid points and the error tolerance of the ACTN is set
to 10−10. The choice of parameters can correspond to a 1D
condensate with peak density np ≈ 93 · 106m−1 confined in a
trap with ω⊥ = 100ω‖ = 2pi · 200 Hz.
To provide a specific example, we now discuss the numeri-
cally obtained ground states for a quadratic Zeeman energy of
|q| = 0.1 (using the dimensionless units introduced in Sect. II).
Our initial guess of the wave function is a Gaussian, centered
around the middle of the trap, with width σ = 500/
√
2 in each
of the mF components. To converge to the ground state in the
easy-axis phase we need to explicitly break the symmetry be-
tween the mF = ±1 components. As the equations of motion
are symmetric in the mF = ±1 components we have to impose
a slight imbalance between them in the initial wave function.
We find that an imbalance of 0.2% is sufficient to let the sys-
tem converge to either one or the other degenerate easy-axis
ground state. Note that this does not affect the generality of
the method to find ground states of the system without the
need of an accurate initial guess.
The absolute value squared of the ground state wave func-
tions and the corresponding spin configurations are depicted
in Fig. 2. We start by discussing the results for antiferro-
magnetic spin interactions which in our study corresponds to
δ = 5 · 10−3.
(i) polar phase – Convergence to the ground state at q = 0.1
within our preset tolerance is reached after ' 700 iterations.
The corresponding absolute value squared of the wave func-
tions only being non-zero for the mF = 0 component as well
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FIG. 2. Absolute value squared of the ground state wave functions, |ψm(x)|2, with m = 0,±1 and the corresponding spin configurations, |Fν(x)|,
with ν = z,⊥ as a function of the spatial position x obtained by means of the ACTN method for a trapped spin-1 Bose gas. The four panels
correspond to values of (δ, q) of (a) (5 · 10−3,−0.1), (b) (5 · 10−3, 0.1), (c) (−5 · 10−3,−0.1) and (d) (−5 · 10−3, 0.1). The wave function of the
mF = 0 component is depicted by a dash-dotted orange line. The mF = ±1 components are shown with blue dots and red dashes respectively.
The total density
∑
m|ψm(x)|2 is illustrated by the grey solid line. The amplitude of the transversal spin |F⊥| is given by the solid black line
and the amplitude of the Fz-magnetization by the green dashes. The analysis is performed for parameters Ω = 10−2 and N = 20000 to mimic
experimental settings. The associated phases of the spin-1 system are shown in the titles of the subplots. Note the scale of the amplitude of the
spin in panels (a) and (b), which illustrates the numerical error arising from the error tolerance used for the ACTN scheme.
as the vanishing spin (see Fig. 2(b)) clearly shows that the sys-
tem is in the polar phase. The chemical potential of the ground
state is µ = 22.4. This value corresponds to µ = npc0 obtained
within the Thomas-Fermi approximation.
(ii) antiferromagnetic phase – In case of q = −0.1 the
ACTN method needs ' 600 iterations to converge to the
ground state. The data in Fig. 2(a), showing an equal non-zero
absolute value squared of the wave functions of the mF = ±1
components and a vanishing spin, confirms that the system is
in the antiferromagnetic phase. The chemical potential here is
µ = 22.3.
For both settings (i) and (ii) we find that taking the parame-
ters ∆t = 0.5, c = 7 and nres = 50 leads to an efficient conver-
gence of the numerical scheme.
In the following we present the results obtained for ferro-
magnetic spin interactions which in our case is represented by
δ = −5 · 10−3.
(iii) easy-axis phase – At q = −0.1 we find two degen-
erate ground states after ' 10000 iterations. The system is
in the easy-axis phase which is validated by the non-zero
Fz-magnetization (see Fig. 2(c)). The chemical potential is
µ = 22.23. Efficient convergence of the ACTN is reached for
parameters ∆t = 0.5, c = 15 and nres = 100.
(iv) easy-plane phase – At q = 0.1 it takes ' 2000 iterations
to converge to the ground state. The transversal spin depicted
in Fig. 2(d) clearly shows that the system is in the easy-plane
phase. The chemical potential is found to be µ = 22.38. Tak-
ing the ACTN parameters to be ∆t = 0.5, c = 7 and nres = 200
leads to an efficient convergence of the scheme in this case.
The zero-temperature phase transition between the easy-
plane and the polar phase occurs at q = q0. In a homoge-
neous system described on the level of mean-field equations
the transition is determined by q0 = 2nh|δ|, where nh is the
homogeneous total density of the system. In a trapped system
it is a priori not clear which density, if any, might enter this
type of critical-point relation.
Using the ACTN method we are able to numerically de-
termine the position of the phase transition within our mean-
field approximation. To do so we continuously increase the
quadratic Zeeman energy starting at q = 0 and let the ACTN
converge to the corresponding ground state. We then calculate
the amplitude of the transverse spin |F⊥(x)| for the ground-
state configuration. Crossing the phase transition the trans-
verse spin should drop to zero as the system enters the un-
magnetized polar phase. We define the phase transition to
occur when |F⊥(x)|∞ < 10−2, where | · |∞ denotes the L∞
norm. We find that q0 = 0.2236 marks the phase transition
in the trapped system. This value is in good agreement with
qp0 = 2np|δ| = 0.224 corresponding to the peak density. The
position of the phase transition is thus determined by the peak
density of the trapped system. Note that the ACTN method
needs ' 4 · 105 iterations to converge to the ground state in
7the vicinity of the phase transition. We hence observe that the
number of iterations needed to converge to the ground state
increases significantly close to the phase transition. Neverthe-
less, the method is still able to converge to the relevant ground
state.
Choosing a value of q > q0, i.e., being again in the po-
lar phase, the same parameters ∆t, c and nres as for the polar
phase with antiferromagnetic spin interactions can be used to
achieve an efficient convergence of the ACTN scheme, i.e.,
the convergence of the numerical scheme is independent of
the sign of δ as this term vanishes for an unmagnetized state.
IV. STABILITY ANALYSIS
In this section we perform the stability analysis for the spin-
1 ground states throughout the (δ, q)-plane of the spin-1 phase
diagram. The stability properties are extracted by numerically
solving the Bogoliubov de-Gennes (BdG) equations in pres-
ence of a trapping potential. The BdG equations are obtained
by considering small perturbations about a possible stationary
state of the system to linear order.
We first review Bogoliubov theory in a homogeneous spin-
1 system for later comparison with the numerical results for
the trapped setup. Solving the BdG equations describing the
linear excitations about a particular stationary state requires
to first determine the wave functions of this state. To find
the desired stationary state for any parameter set (δ, q) we em-
ploy a highly accurate Newton scheme, which we introduce in
the second part of this section. We then derive the BdG equa-
tions for the one-dimensional trapped spin-1 Bose gas. Finally
we discuss the numerically obtained stability properties of the
spin-1 ground states.
A. Bogoliubov excitations in a homogeneous system
In the following we give a brief summary of the Bogoli-
ubov theory for the spin-1 ground states in absence of a trap-
ping potential (Ω = 0). The results are summarized in Table I.
The Bogoliubov excitation spectra enable us to determine the
dynamical stability of the ground states in different phases.
Whenever the mode energies become imaginary a dynamical
instability occurs as relevant momentum modes will grow ex-
ponentially in time. In that case the growth rates of the unsta-
ble modes can be calculated from the excitation spectra (i.e.,
from the imaginary parts of the corresponding eigenfrequen-
cies). We will use the Bogoliubov predictions made for the
homogeneous system for later comparison to numerical re-
sults obtained for the trapped system with Ω , 0. A detailed
analysis of the homogeneous theory can be found in [10].
1. Excitations about the polar state
Diagonalizing the Bogoliubov Hamiltonian for a small per-
turbation about the polar state ψ ∼ (0, 1, 0)T in a homogeneous
spin-1 system one obtains one phonon mode and two modes
corresponding to excitations in the transverse spin direction.
The spectrum of the phonon mode is given by
EPph(k) =
√
k(k + 2nhc0), (28)
with k = k2/2. This mode is stable irrespective of the param-
eters q and δ. The spectrum of the transverse spin excitations
reads
Es(k) =
√
(k + q) (k + q + 2nhδ). (29)
This mode is dynamically unstable whenever the parame-
ters q and δ are chosen in a way that the expression under the
square root becomes negative.
(i) antiferromagnetic phase – In case of q < 0 and δ > 0,
i.e., in the antiferromagnetic phase, three different instability
regimes exist. For 0 < −q < nhδ momentum modes up to an
ultra-violet (UV) cutoff kUV =
√−2q are unstable. The most
unstable mode is k˜ = 0 with growth rate
γs
(
k˜
)
=
∣∣∣= (Es(0))∣∣∣ = ∣∣∣∣= ( √q (q + 2nhδ))∣∣∣∣ , (30)
where the symbol = denotes the imaginary part of a com-
plex number. For nhδ ≤ −q the most unstable mode is
k˜ =
√−2(q + nhδ) with growth rate
γs
(
k˜
)
= nh |δ| . (31)
In case of 2nhδ < −q an additional infra-red (IR) cutoff of the
instability region occurs at kIR =
√−(q + 2nhδ).
The same scenario is present for δ < 0.
(ii) easy-plane phase – For 0 < q < −2nhδ, i.e, in the
easy-plane phase, the first two of the above stated instability
regimes can be found. In case of −nhδ < q < −2nhδ the most
unstable mode is k˜ = 0 with growth rate given by Eq. (30).
For parameters 0 ≤ q ≤ −nhδ the most unstable mode occurs
at k˜ =
√−2(q + nhδ). The corresponding growth rate is stated
in Eq. (31).
(iii) easy-axis phase – Moving to q < 0, i.e., entering the
easy-axis phase, the additional IR cutoff of the instability re-
gion occurs as mentioned above. The most unstable mode is
k˜ =
√−2(q + nhδ) with growth rate given by Eq. (31).
2. Excitations about the antiferromagnetic state
Diagonalizing the Bogoliubov Hamiltonian for a small per-
turbation about the antiferromagnetic state ψ ∼ (1, 0, 1)T in a
homogeneous spin-1 system one obtains one stable uncoupled
phonon mode, given by
EAFph (k) =
√
k(k + 2nhc0). (32)
In addition, an uncoupled magnon mode with spectrum
Em(k) =
√
k(k + 2nhδ) (33)
8TABLE I. Stability properties of the spin-1 ground states derived within homogeneous Bogoliubov theory. The abbreviations P, AF, EP,
EA stand for polar, antiferromagnetic, easy-plane, and easy-axis. Stable regimes of the listed excitation spectra are marked with S, unstable
regimes with U. In case of an instability, the maximal growth rate γ(k˜), with k˜ being the respective most unstable momentum mode, is stated.
State Energy spectrum Stability properties in . . . phase
AF P EA EP
P EPph(k) =
√
k(k + 2nhc0) S S S S
Es(k) =
√
(k + q) (k + q + 2nhδ) U S U U
γs(k˜) =
∣∣∣∣= ( √q (q + 2nhδ))∣∣∣∣ γs(k˜) = nh |δ| γs(k˜) = ∣∣∣∣= ( √q (q + 2nhδ))∣∣∣∣
for 0 < −q < nhδ for −nhδ < q < −2nhδ
γs(k˜) = nh |δ| for nhδ ≤ −q γs(k˜) = nh |δ| for 0 ≤ q ≤ −nhδ
AF EAFph (k) =
√
k(k + 2nhc0) S S S S
Em(k) =
√
k(k + 2nhδ) S S (δ > 0), U (δ < 0) U U
γm(k˜) = nh |δ| γm(k˜) = nh |δ| γm(k˜) = nh |δ|
Eg(k) =
√
(k − q)2 + 2nhδ (k − q) S U S (q < 2nhδ) , U (q > 2nhδ) U
γg(k˜) =
∣∣∣∣= ( √q (q − 2nhδ))∣∣∣∣ γg(k˜) = nh |δ| γg(k˜) = nh |δ|
for q < nhδ and δ > 0 for nhδ < q < 0
γg(k˜) = nh |δ| γg(k˜) =
∣∣∣∣= ( √q (q − 2nhδ))∣∣∣∣
for q ≥ nhδ and δ > 0 for 2nhδ < q ≤ nhδ
EP E0 =
√
k (k + q) U S U S
γ0(k˜) = |q|/2 γ0(k˜) = |q|/2
EA EEAph =
√
k [k + 2 (1 + δ) nh] S S S (δ ≥ −1) , U (δ < −1) S (δ ≥ −1) , U (δ < −1)
γEAph (k˜) =
√
3 |(1 + δ)| nh γEAph (k˜) =
√
3 |(1 + δ)| nh
exists. The magnon mode exhibits unstable momentum modes
up to a UV cutoff of kUV =
√−4nhδ in case of δ < 0. Irrespec-
tive of the parameter q, the most unstable mode is k˜ =
√−2nhδ
with corresponding growth rate
γm
(
k˜
)
= nh |δ| . (34)
Hence one finds unstable modes showing the same maximal
growth rate within the polar, easy-plane and easy-axis phase
associated with ferromagnetic spin interactions.
Furthermore, a quadratic mode described by
Eg(k) =
√
(k − q)2 + 2nhδ (k − q) (35)
is present in the system.
(i) polar phase – For δ > 0 and q > 0, i.e., in the polar phase
for antiferromagnetic spin interactions, we find two different
instability regimes. In case of q < nhδ the most unstable mode
occurs at k˜ = 0. Its growth rate reads
γg
(
k˜
)
=
∣∣∣∣= ( √q (q − 2nhδ))∣∣∣∣ . (36)
The second regime emerges for q ≥ nhδwhere the most unsta-
ble mode becomes k˜ =
√
2(q − nhδ). The growth rate is given
by
γg
(
k˜
)
= nh |δ| . (37)
For δ < 0 and q > −2nhδ, i.e., in the polar phase for ferromag-
netic spin interactions, the quadratic mode is stable.
(ii) easy-plane and easy-axis phase – For δ < 0 and nhδ <
q < −2nhδ, i.e. in the easy-plane phase and parts of the easy-
axis phase, the most unstable mode is k˜ =
√
2(q − nhδ) with
growth rate according to Eq. (37). A second instability regime
occurs within the easy-axis phase for 2nhδ < q ≤ nhδ. Here,
k˜ = 0 is the most unstable mode with growth rate given by
Eq. (36). For values q < 2nhδ the quadratic mode is dynami-
cally stable.
3. Excitations about the easy-plane state
Diagonalizing the Bogoliubov Hamiltonian for
a small perturbation about the easy-plane state
ψ ∼
( √
1 − q/q0,
√
2(1 + q/q0),
√
1 − q/q0
)T
in a homo-
geneous spin-1 system one obtains one gapless mode given
by
E0 =
√
k (k + q). (38)
This mode is dynamically unstable for q < 0 irrespective of
the spin interaction δ. The most unstable mode is k˜ =
√−q
with growth rate
γ0
(
k˜
)
=
|q|
2
. (39)
Note that there are two further modes that will not be dis-
cussed here.
4. Excitations about the easy-axis state
Diagonalizing the Bogoliubov Hamiltonian for a small per-
turbation about the easy-axis state ψ ∼ (1, 0, 0)T or ψ ∼
9(0, 0, 1)T respectively in a homogeneous spin-1 system one
obtains two single-particle like modes which are stable. The
system exhibits an additional phonon mode with spectrum
EEAph =
√
k [k + 2 (1 + δ) nh]. (40)
This mode is dynamically unstable for δ < −1. The most
unstable mode is k˜ =
√−2(1 + δ)nh with growth rate given by
γEAph
(
k˜
)
=
√
3 |(1 + δ)| nh. (41)
As we are studying experimentally realistic parametric
regimes, the spin coupling |δ| is on the order of ∼ 10−2 so we
expect to find no dynamically unstable modes for the easy-
axis state irrespective of the parameter q and the sign of δ.
B. Determining the wave functions of stationary states within
the (δ, q)-plane using an exact Newton method
Performing the stability analysis of the different states dis-
cussed above within the (δ, q)-plane of the spin-1 phase dia-
gram, i.e., especially in regions where they are not the ground
state anymore, requires to first numerically determine their
wave functions for any given set of parameters (δ, q). To
achieve this goal, we employ an exact Newton method which
is also capable of converging to excited states of the system.
However, as highlighted above, this requires an initial guess
for the wave function which is close to the desired state. The
Newton scheme for the spin-1 system can be cast into the form
of a six-dimensional matrix equation:
J∆ψ = F , (42)
where F = (F1,F0,F−1,F ∗1 ,F ∗0 ,F ∗−1)T is a vector that
contains the time-independent equations of motion (see
Eqs. (14) and (15)) as well as their complex conjugated
versions and ∆ψ gives the correction to the wave function
of the previous iteration of the Newton scheme with ψ =
(ψ1, ψ0, ψ−1, ψ∗1, ψ
∗
0, ψ
∗
−1)
T being a vector of all spinor fields.
The Jacobian J is given by the matrix
Ji j =
∂Fi
∂ψ j
, (43)
where i, j  {0, . . . , 5} and the partial derivative is evaluated at
the current wave function ψ. Note that we end up with a 6Ng ×
6Ng matrix when taking Ng grid points to discretize the wave
functions.
As we wish to converge to a state with fixed particle num-
ber we introduce a Lagrange multiplier λ for the chemical po-
tential µ. This adds the following constraint to our Newton
scheme
Fλ ≡
∫ (
|ψ1|2 + |ψ0|2 + |ψ−1|2
)
dx − N = 0. (44)
Consequently, we get an additional row and column in the
Jacobian such that we are dealing with 6Ng + 1 equations in
the Newton scheme. The modified scheme can be written as
J˜∆ψ˜ = F˜ , (45)
with ψ˜ = (ψ1, ψ0, ψ−1, ψ∗1, ψ
∗
0, ψ
∗
−1, λ)
T . Note that all ψ(∗)m are
vectors containing the wave function at grid points 1, . . . ,Ng.
In each iteration step we calculate F˜ and evaluate the Jaco-
bian J˜ of the system. The second derivative occurring in the
equations of motion is obtained by means of a second-order
center difference scheme. By solving the eigenvalue equation
(45) we obtain the correction to the wave function ∆ψ˜. The
Newton scheme terminates if the correction is smaller than a
preset tolerance.
C. Bogoliubov de-Gennes equations
The stability properties of a specific stationary state are de-
duced from numerically solving the corresponding Bogoli-
ubov de-Gennes (BdG) equations. In this subsection we
present the derivation of the BdG equations for the trapped
spin-1 system and elaborate on how to subsequently solve
them.
As a first step we have to linearize the equations of motion
about the stationary state of interest. Thus we take the ansatz
ψm(x, t) =
[
Φm(x) + δψm(x, t)
]
e−iµt, (46)
with m = 0,±1 labeling the three hyperfine components and
Φm(x) being the wave function of each component at the sta-
tionary state; µ is the corresponding chemical potential;  is
a (formal) small parameter with   1 and δψm is the per-
turbation about the stationary state. Plugging this ansatz into
Eqs. (4) and (5) we obtain
i∂tδψm = Fm (Φ1 + δψ1,Φ0 + δψ0,Φ−1 + δψ−1,
Φ∗1 + δψ
∗
1,Φ
∗
0 + δψ
∗
0,Φ
∗
−1 + δψ
∗
−1
)
. (47)
Here, the Fm are the functions introduced in Eqs. (14) and
(15).
Linearization of the equations of motion (47) boils down to
a Taylor expansion of Fm to first order in . The expansion for
Fm reads
Fm (. . . ) = Fm (Φ) + 
(∂Fm∂Φ1
)
|Φ
δψ1 +
(
∂Fm
∂Φ0
)
|Φ
δψ0
+
(
∂Fm
∂Φ−1
)
|Φ
δψ−1 +
(
∂Fm
∂Φ∗1
)
|Φ
δψ∗1 +
(
∂Fm
∂Φ∗0
)
|Φ
δψ∗0
+
(
∂Fm
∂Φ∗−1
)
|Φ
δψ∗−1
 + O (2) . (48)
Here, Φ = (Φ1,Φ0,Φ−1,Φ∗1,Φ
∗
0,Φ
∗
−1) is a vector containing
the wave functions at the stationary state. Note that Fm (Φ) =
0 for all components as Φ is a stationary state of the system.
The partial derivatives of Fm are taken with respect to the sta-
tionary fields and are then evaluated at Φ. To order  we thus
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i∂tδψm =
(
∂Fm
∂Φ1
)
|Φ
δψ1 +
(
∂Fm
∂Φ0
)
|Φ
δψ0 +
(
∂Fm
∂Φ−1
)
|Φ
δψ−1
+
(
∂Fm
∂Φ∗1
)
|Φ
δψ∗1 +
(
∂Fm
∂Φ∗0
)
|Φ
δψ∗0 +
(
∂Fm
∂Φ∗−1
)
|Φ
δψ∗−1.
(49)
To solve the BdG equations we make use of the ansatz
δψm(x, t) =
(
um(x)e−iωt + v∗m(x)e
iω∗t
)
, (50)
with mode functions um, vm and mode frequency ω. Inserting
the ansatz into Eq. (49) and matching the phase factors to ob-
tain a time-independent description, we end up with a system
of six coupled equations. We can write the BdG equations as
an eigenvalue problem of the form
J¯M = −ωM. (51)
Here, M = (u1, u0, u−1, v1, v0, v−1)T is a vector that contains
all eigenmodes of the system. Note again that the vector
has 6Ng entries after the discretization on a grid with Ng grid
points. The matrix J¯ turns out to be the Jacobian introduced in
Eq. (43) whose lower half of entries is multiplied by a factor
of −1. We can formally write it as
J¯i j = [1 − 2Θ(i − 3)]
(
Ji j
)
|Φ , (52)
where i, j  {0, . . . , 5} and the Heaviside theta function Θ is
defined as Θ(z) = 1 for z ≥ 0.
The mode frequencies ω correspond to the eigenvalues of
J¯ and the mode functions um, vm are given by the eigenvec-
tors. We numerically solve the eigenvalue problem in Eq. (51)
using the standard −geev LAPACK solver in python. Eigen-
modes corresponding to mode frequencies with a non-zero
imaginary part are dynamically unstable as they grow in time.
Their growth rate is given by the magnitude of the imaginary
part.
D. Numerical results
In the following we discuss the stability properties of the
spin-1 ground states in presence of a trapping potential. In
Sects. IV D 1-IV D 4, we investigate those properties for the
polar, antiferromagnetic, easy-plane and easy-axis state, re-
spectively. The numerical settings are taken to be the same as
in Sect. III D, i.e., we take parameters |δ| = 5 · 10−3 for the
spin coupling and Ω = 10−2 for the normalized trap strength.
We finally study the dependence of the stability properties
on the strength of the spin coupling δ and the normalized
trap strength Ω for the example case of the polar state in
Sects. IV D 5 and IV D 6.
1. Excitations about the polar state
We investigate the dynamical stability of the polar state
ψ ∼ (0, 1, 0)T throughout the different phases of our trapped
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FIG. 3. Real (<) and imaginary (=) parts of the mode frequencies
ω resulting from the BdG analysis of the polar state ψ ∼ (0, 1, 0)T
within the (a) antiferromagnetic (δ, q) = (5 · 10−3,−0.1), (b) po-
lar (5 · 10−3, 0.1), (c) easy-axis (−5 · 10−3,−0.1) and (d) easy-plane
(−5 · 10−3, 0.1) phase. In panels (a), (c) and (d) we see a continuum
band of mode frequencies along the real and the imaginary axis indi-
cating that the frequencies are either purely real or purely imaginary.
The red crosses mark the predicted mode frequency with the largest
imaginary part within the given parameter regime derived from ho-
mogeneous Bogoliubov theory by replacing the homogeneous den-
sity by the peak density of the trapped system. The prediction is in
good agreement with the largest imaginary part of the numerically
obtained mode frequencies. In panel (b) we only show the neutral
and the dipolar mode of the system. Their appearance as the lowest
eigenmodes confirms that our BdG method is working properly.
spin-1 system. To get an overview of the stability properties
of the polar state we discuss results of the BdG analysis ob-
tained for the case example of |q| = 0.1. The initial guess for
the wave functions used in the Newton scheme is taken to be a
Gaussian, centered around the middle of the trap, with width
σ = 500/
√
2 in the mF = 0 component and 0 in the mF = ±1
components. The Newton method converges to the polar state
in any of the phases within 10 iterations when setting the er-
ror tolerance to 10−10. Due to a finite accuracy of the eigen-
value solver we only consider eigenmodes with imaginary part
larger than 10−4 as modes with non-zero imaginary part.
(i) polar phase – To check whether our numerical BdG
analysis is working properly we first study the stability of the
polar state inside the polar phase, i.e., at the parameter pair
(δ, q) = (5 · 10−3, 0.1). As the polar state is the ground state
in this phase it has to be stable. This corresponds to all mode
frequencies ω being real. Performing the BdG analysis we
find the imaginary parts of all obtained eigenmodes to be zero
within our tolerance. This confirms the expected stability of
the polar state within the polar phase. Fig. 3(b) shows the
imaginary (=(ω)) and real (<(ω)) part of the two energeti-
cally lowest eigenmodes. The mode with eigenvalue ω = 0 is
the neutral mode. In addition we observe that the first mode
on the real axis is located at |ω| = 0.01. This mode is called
the dipolar mode with mode frequency given by the normal-
ized trap strength Ω (c.f. Eq. (6)). Both characteristics are
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FIG. 4. Squared mode frequencies ω2 as a function of the mode
number n for the trapped system (colored dots) as compared to the
homogeneous setting (black diamonds). The depicted data points for
the trapped case are obtained by means of the BdG analysis of the
polar state using the parameters −0.35 ≤ q/npδ ≤ 0, δ = 5 · 10−3 and
Ω = 10−2. Data points for the homogeneous case result from Eq. (29)
using momenta kn = pin/Lb associated with the n-th eigenmode in a
one-dimensional box of length Lb = 2RTF, where RTF is the Thomas-
Fermi radius of the corresponding trapped system. The presence of
the trap leads to a reduction of the growth rates for all unstable modes
except the most unstable one. However, it appears to have no effect
on the crossing point to the stable regime. The mode frequencies
are given in units of npδ. The grey dashed line marks the transition
between the unstable (ω2 < 0) and the stable (ω2 > 0) regime of
modes.
expected for the ground state within the polar phase and thus
corroborate the accuracy of our numerical BdG analysis.
(ii) antiferromagnetic phase – The real and imaginary parts
of all mode frequencies for the polar state in the antiferro-
magnetic phase, i.e., at parameters (δ, q) = (5 ·10−3,−0.1), are
depicted in Fig. 3(a). We find that the polar state is dynami-
cally unstable in this parameter regime as a continuum band
of modes exhibits |=(ω)| > 10−4. The most unstable mode has
a growth rate of γmax = 0.1112 which equals 0.995np|δ|. Note
that we use np|δ| = 0.1118 extracted by means of the ACTN
method in Sect. III D for comparison. We find that this growth
rate coincides with the growth rate for the homogeneous sys-
tem resulting from Eq. (30) when replacing the homogeneous
density nh by the peak density np of the trapped system. This
indicates that the peak density plays a crucial role in charac-
terizing the stability properties of the trapped spin-1 system.
We will investigate this key observation in more detail below.
The above stated property might suggest that the trap has no
influence at all on the stability properties of the ground states.
Nevertheless, we observe that the trap introduces new features
in the system. To give an illustrative example we perform the
BdG analysis of the polar state within the antiferromagnetic
phase for parameters −0.35 ≤ q/npδ ≤ 0. For each value of
q we extract the squared mode frequencies ω2 of the lowest n
eigenmodes of the trapped system. To compare the numeri-
cally obtained results with the homogeneous setting we calcu-
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FIG. 5. Maximal growth rate γmax = max |=(ω)| of the eigenmodes
obtained by means of the BdG analysis of the polar state as a function
of q and the sign of δ. The investigated parameter regime is indicated
by the blue and orange solid lines in the schematic representation of
the spin-1 phase diagram (c.f. Fig. 1). The analysis is performed for
parameters Ω = 10−2 and |δ| = 5 · 10−3. The growth rate as well as
the quadratic Zeeman energy are given in units of np|δ|. For δ > 0
the growth rate follows the homogeneous prediction (dashed line)
for the whole parameter range. The same feature is found in case of
δ < 0 where the data agrees with the dotted lines. The inset shows
the residuals |γmax,h − γmax|/γmax,h, with γmax,h being the growth rate
calculated from the homogeneous prediction. The deviation of the
numerically extracted growth rates from the homogeneous prediction
is less than 0.2% for all parameters considered. The color coding is
as in the main frame.
late the squared mode frequencies by means of Eq. (29) using
momenta kn = pin/Lb, with n ≥ 1, associated with the n-th
eigenmode in a one-dimensional box of length Lb = 2RTF,
where RTF is the Thomas-Fermi radius of the corresponding
trapped system. Fig. 4 shows the squared frequencies for both
settings in units of npδ as a function of the mode number n.
Except for the most unstable momentum mode, we observe
strong deviations when the trap is present. Most strikingly
the growth rates of unstable modes are smaller than in the ho-
mogeneous case. However, the crossing point to the stable
regime is not altered by the trap. We remark that our findings
are in agreement with recent results obtained for the squared
mode frequencies in a one-dimensional trapped spin-1 system
using parameters q/(npδ) ∈ {−0.05, 0, 0.05} [19].
As the goal of this work is to mainly investigate the overall
structure of the stability of the spin-1 ground states we will
in the following focus on discussing the maximal growth rates
allowing to distinguish between stable and unstable regimes as
well as to determine the dominant contribution to the growth
of mode occupations in case of an instability.
(iii) easy-plane phase – Fig. 3(d) shows the results of the
BdG analysis for the polar state in the easy-plane phase, i.e.,
at parameters (δ, q) = (−5·10−3, 0.1). We observe once again a
band of unstable modes fulfilling the criterion |=(ω)| > 10−4.
In this case the most unstable mode has a growth rate of
γmax = 0.1118 = np|δ|. The trapped system exhibits exactly
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the growth rate expected in a homogeneous system given by
Eq. (31) when replacing the homogeneous density with the
peak density of the trapped system.
(iv) easy-axis phase – The real and imaginary parts of the
mode frequencies for the polar state in the easy-axis phase,
i.e., at parameters (δ, q) = (−5 · 10−3,−0.1), are presented in
Fig. 3(c). Once again, in agreement with theory, we find the
polar state to be dynamically unstable due to a band of modes
with |=(ω)| > 10−4. As in the case above the most unsta-
ble mode has a growth rate of γmax = np|δ|. Furthermore, in
the easy-axis phase, as well, the growth rate corresponds to
the homogeneous case (see Eq. (31)) with the peak density
replacing the homogeneous density.
Hence, we find that the stability properties of the most un-
stable mode, characterized by the maximal growth rate γmax,
coincide with the homogeneous prediction in the above shown
example. To show that this property is indeed valid over vari-
ations of parameters, we carry out the BdG analysis of the
polar state at various quadratic Zeeman energies. We perform
the relevant continuations for fixed spin coupling δ, but for
both types of spin interactions.
The maximal growth rate γmax = max |=(ω)| as a function
of q and different signs of δ is shown in Fig. 5. To allow
for a direct comparison to the homogeneous predictions the
growth rates and the quadratic Zeeman energies are given in
units of np|δ|. For δ > 0 the growth rate follows the homo-
geneous prediction for the whole parameter range. The same
feature is found in case of δ < 0. The observed behavior for
δ > 0 coincides with the one for δ < 0 when shifting the
quadratic Zeeman energy by two units. This is in exact agree-
ment with the shift of the phase transition from q/(np|δ|) = 0
to q/(np|δ|) = 2 which shows that the exact same properties
are found irrespective of the sign of δ.
2. Excitations about the antiferromagnetic state
We continue by investigating the dynamical stability of the
antiferromagnetic state ψ ∼ (1, 0, 1)T throughout the phases
of our trapped spin-1 system. The initial state for the wave
functions used in the Newton scheme is taken to be a Gaus-
sian, centered around the middle of the trap, with width σ =
500/
√
2 in the mF = ±1 components and 0 in the mF = 0 com-
ponent. The Newton method converges to the antiferromag-
netic state in all phases within 9 iterations. The error tolerance
is set to 10−10 as before.
(i) antiferromagnetic phase – Fig. 6(a) shows the real and
imaginary parts of the mode frequencies obtained by means
of the BdG analysis in the antiferromagnetic phase. We find
no dynamically unstable modes. As before, this is the consis-
tency check of the method as the antiferromagnetic state is the
ground state in this phase and thus has to be stable.
(ii) polar phase – Within the polar phase (see real and imag-
inary parts of the mode frequencies depicted in Fig. 6(b)) the
antiferromagnetic state is dynamically unstable as we observe
a band of eigenfrequencies with |=(ω)| > 10−4. The growth
rate of the most unstable mode is γmax = 0.995np|δ|, once
again coinciding with the growth rate for the homogeneous
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FIG. 6. Real (<) and imaginary (=) parts of the mode frequen-
cies ω resulting from the BdG analysis of the antiferromagnetic state
ψ ∼ (1, 0, 1)T within the (a) antiferromagnetic (δ, q) = (5·10−3,−0.1),
(b) polar (5 · 10−3, 0.1), (c) easy-axis (−5 · 10−3,−0.1) and (d) easy-
plane (−5 · 10−3, 0.1) phase. In panels (b), (c) and (d) we see a
continuum band of mode frequencies along the real and the imag-
inary axis indicating that the frequencies are either purely real or
purely imaginary. The red crosses mark the predicted mode fre-
quency with the largest imaginary part within the given parameter
regime derived from homogeneous Bogoliubov theory by replacing
the homogeneous density by the peak density of the trapped system.
The prediction is in good agreement with the largest imaginary part
of the numerically obtained mode frequencies.
system obtained through Eq. (36) by replacing the homoge-
neous density nh with the peak density np of the trapped sys-
tem.
(iii) easy-axis phase – Fig. 6(c) shows the real and imag-
inary parts of the mode frequencies resulting from the BdG
analysis of the antiferromagnetic state in the easy-axis phase,
where again a band of unstable eigenmodes arises. The most
unstable one exhibits a growth rate of γmax = np|δ|. In this pa-
rameter regime the growth rate equals the homogeneous pre-
diction given in Eq. (34) when exchanging the homogeneous
density with the trapped problem peak density.
(iv) easy-plane phase – Last, we present the real and imag-
inary parts of the mode frequencies for the antiferromagnetic
state in the easy-plane phase in Fig. 6(d). The instability here
is found to possess a maximal growth rate of γmax = np|δ|, in
line with Eq. (34).
To look for further agreement with the homogeneous set-
ting we investigate the stability properties of the antiferromag-
netic state for various quadratic Zeeman energies and different
signs of δ. The maximal growth rate γmax = max |=(ω)| as a
function of q and both signs of δ is shown in Fig. 7. To allow
for a direct comparison to the homogeneous predictions the
growth rates and the quadratic Zeeman energies are given in
units of np|δ|. For δ > 0 the growth rate follows the homo-
geneous prediction for the whole parameter range. In case of
δ < 0 we observe a constant growth rate of 1 throughout the
whole parameter range. This coincides with the homogeneous
setting where the maximal growth rate is always 1 in the units
13
−3 −2 −1 0 1 2 3
q/(np|δ|)
0.0
0.2
0.4
0.6
0.8
1.0
γ
m
a
x
/
(n
p
|δ|
)
δ > 0
δ < 0
−2 0 2
0.000
0.001
0.002
0.003
R
es
id
u
a
ls
δ
q
Ω = 10−2
|δ| = 5 · 10−3
FIG. 7. Maximal growth rate γmax = max |=(ω)| of the eigenmodes
obtained by means of the BdG analysis of the antiferromagnetic state
as a function of q and the sign of δ. The investigated parameter
regime is indicated by the blue and orange solid lines in the schematic
representation of the spin-1 phase diagram (c.f. Fig. 1). The analy-
sis is performed for parameters Ω = 10−2 and |δ| = 5 · 10−3. The
growth rate as well as the quadratic Zeeman energy are given in units
of np|δ|. For δ > 0 the growth rate follows the homogeneous predic-
tion (dashed line) for the whole parameter range. In case of δ < 0
we observe a constant growth rate of 1 irrespective of q. The growth
rate coincides with the homogeneous setting (dotted line). The an-
tiferromagnetic state is always dynamically unstable for δ < 0. The
inset shows the residuals |γmax,h − γmax|/γmax,h, with γmax,h being the
growth rate calculated from the homogeneous prediction. The devia-
tion of the numerically extracted growth rates from the homogeneous
prediction is less than 0.2% for all parameters considered. The color
coding is as in the main frame.
used here for δ < 0 (c.f. Eqs. (34) and (37)). Our BdG analysis
shows furthermore that the antiferromagnetic state is always
dynamically unstable for δ < 0.
3. Excitations about the easy-plane state
We proceed by investigating the dynamical stability of the
easy-plane state ψ ∼
( √
1 − q/q0,
√
2(1 + q/q0),
√
1 − q/q0
)T
within the easy-plane and the easy-axis phase of our trapped
spin-1 system. The BdG analysis for δ > 0 is not shown
here as we were not able to converge to the easy-plane state in
the antiferromagnetic and polar phase by means of a standard
Newton method. The initial state for the wave functions used
in the Newton scheme within the easy-axis phase is taken to
be a Gaussian, centered around the middle of the trap, with
width σ = 500/
√
2 where the amplitude in the mF = 0 com-
ponent is a factor of 1/
√
2 smaller than in the mF = ±1 com-
ponents. Within the easy-plane phase the initial Gaussian also
has a width of σ = 500/
√
2, however the amplitudes in the
mF = ±1 components are a factor of two smaller than in the
mF = 0 component. The Newton method converges to the
easy-plane state in both phases within 18 iterations. The er-
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FIG. 8. Real (<) and imaginary (=) parts of the mode fre-
quencies ω resulting from the BdG analysis of the easy-plane state
ψ ∼
( √
1 − q/q0,
√
2(1 + q/q0),
√
1 − q/q0
)T
within the (a) easy-axis
(δ, q) = (−5 · 10−3,−0.1) and (b) easy-plane (−5 · 10−3, 0.1) phase.
In panel (a) we see a continuum band of mode frequencies along
the real and the imaginary axis indicating that the frequencies are
either purely real or purely imaginary. The red crosses mark the
predicted mode frequency with the largest imaginary part within the
given parameter regime derived from homogeneous Bogoliubov the-
ory. The numerically obtained largest imaginary part of the mode en-
ergies is in good agreement with the homogeneous prediction given
by |q|/2 = 0.05.
ror tolerance is again set to 10−10. It is relevant to mention
here that this easy-plane state is the only one for which we are
not able to converge to it, throughout the parametric variations
that we considered (due to the absence of convergence in the
δ > 0 regime).
(i) easy-plane phase – The real and imaginary parts of the
mode frequencies of the easy-plane state in the easy-plane
phase are depicted in Fig. 8(b). The state is dynamically sta-
ble in this parameter regime, as expected from its ground state
nature in this regime.
(ii) easy-axis phase – Fig. 8(a) shows the real and imaginary
parts of the mode frequencies resulting from the BdG analysis
of the easy-plane state in the easy-axis phase. In this case,
a band of dynamically unstable modes with |=(ω)| > 10−4
arises. The growth rate of the most unstable mode is given by
γmax = 0.05 = |q|/2. This coincides with the prediction for the
homogeneous system stated in Eq. (39).
To confirm that the maximal growth rate indeed follows a
linear function in |q| we perform the BdG analysis for various
negative quadratic Zeeman energies. We present the results
obtained for −np|δ| ≤ q ≤ −0.1np|δ|. The initial guess for
the Newton method has to be adjusted to reflect the final pop-
ulation of the three components. The maximal growth rate
γmax = max |=(ω)| agrees exactly with |q|/2 (see dashed line
in Fig. 9). The growth rates and the quadratic Zeeman ener-
gies are again given in units of np|δ|.
4. Excitations about the easy-axis state
We finally study the stability properties of the easy-axis
state ψ ∼ (1, 0, 0)T throughout the different phases of our
trapped spin-1 system. The initial state of the wave function
of the mF = 1 component used in the Newton scheme is taken
to be a Gaussian, centered around the middle of the trap, with
width σ = 500/
√
2. In addition we start with a vanishing
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FIG. 9. Maximal growth rate γmax = max |=(ω)| of the eigenmodes
obtained by means of the BdG analysis of the easy-plane state as
a function of q and δ < 0. The investigated parameter regime is
indicated by the orange solid line in the schematic representation of
the spin-1 phase diagram (c.f. Fig. 1). The analysis is performed
for parameters Ω = 10−2 and |δ| = 5 · 10−3. The growth rate as
well as the quadratic Zeeman energy are given in units of np|δ|. The
growth rate follows the homogeneous prediction (dashed line) given
by γmax = |q|/2 over the whole parameter range. The inset shows
the residuals |γmax,h − γmax|/γmax,h, with γmax,h being the growth rate
calculated from the homogeneous prediction. The deviation of the
numerically extracted growth rates from the homogeneous prediction
is less than 0.1% for all parameters considered. The color coding is
as in the main frame.
wave function in the mF = 0,−1 components. The Newton
method converges to the easy-axis state in all phases within 9
iterations. The error tolerance is again set to 10−10.
Fig. 10 shows the real and the imaginary parts of the mode
frequencies obtained by means of the BdG analysis of the
easy-axis state in the different phases. We find that the easy-
axis state is stable in all phases. This agrees with the predic-
tion for the homogeneous system in the case of |δ| = 5 · 10−3.
5. Role of spin coupling strength δ
As we observe the stability properties of the ground states
in the trapped system to match the homogeneous setting we
wish to investigate the dependence of those properties on the
strength of the spin coupling δ. This is of particular interest
as different magnitudes of the spin coupling are realized in ex-
periments. We therefore increase the spin coupling by a factor
of 4 such that |δ| = 2 · 10−2 which is close to the experimen-
tal coupling for sodium. To resolve all unstable momentum
modes on our numerical grid properly we have to increase the
number of grid points to Ng = 1024. All other parameters
remain unchanged. As a prototypical example, we investigate
the maximal growth rates obtained by means of the BdG anal-
ysis of the polar state as a function of the quadratic Zeeman
energy q and different signs of δ.
Fig. 11 shows the maximal growth rate γmax = max |=(ω)|
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FIG. 10. Real (<) and imaginary (=) parts of the mode frequencies
ω resulting from the BdG analysis of the easy-axis state ψ ∼ (1, 0, 0)T
within the (a) antiferromagnetic (δ, q) = (5 · 10−3,−0.1), (b) polar
(5 · 10−3, 0.1), (c) easy-axis (−5 · 10−3,−0.1) and (d) easy-plane (−5 ·
10−3, 0.1) phase. The easy-axis state is stable in all phases. This
result agrees with the prediction for the homogeneous system in case
of |δ| = 5 · 10−3.
for |δ| = 2 · 10−2. The growth rate as well as the quadratic
Zeeman energy are given in units of np|δ|. The growth rate
follows the homogeneous prediction for the whole parameter
range, both for the positive and for the negative value of δ (see
dashed and dotted line respectively).
Our analysis indicates that the stability properties of the
ground states do not change when increasing the spin cou-
pling strength. Thus we expect to observe the same dynami-
cal instabilities in systems with different spin couplings when
choosing the quadratic Zeeman energy q in the corresponding
units of np|δ|.
6. Role of normalized trap strength Ω
In the following we want to study the role of the nor-
malized trap strength Ω on the stability properties. All re-
sults discussed in this part are obtained for a spin coupling
of |δ| = 5 · 10−3. The homogeneous setting is recovered as
Ω → 0. On the other hand, when Ω is increased, we progres-
sively depart from the 1D regime as the condition ω⊥  ω‖
is not fulfilled anymore. When the transverse and longitudinal
trapping frequencies become comparable in magnitude we ex-
pect deviations of the stability properties from the previously
shown ones as we have to include additional transversal de-
grees of freedom. We therefore choose the parameter Ω to
be sufficiently far away from unity, so as to remain within a
quasi-1D realm. Here, too, we use Ng = 1024.
We start by increasing Ω by a factor of 10 such that
Ω = 10−1. Fig. 12 shows the maximal growth rate γmax =
max |=(ω)| of the eigenmodes as a function of q and the sign
of δ. The growth rate as well as the quadratic Zeeman energy
are given in units of np|δ|. For δ > 0 the growth rate follows
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FIG. 11. Maximal growth rate γmax = max |=(ω)| of the eigenmodes
obtained by means of the BdG analysis of the polar state as a function
of q and the sign of δ. The investigated parameter regime is indicated
by the blue and orange solid lines in the schematic representation of
the spin-1 phase diagram (c.f. Fig. 1). The analysis is performed
for parameters Ω = 10−2 and |δ| = 2 · 10−2, i.e., the strength of the
spin coupling is increased by a factor of 4 as compared to Fig. 5.
The growth rate as well as the quadratic Zeeman energy are given in
units of np|δ|. For δ > 0 the growth rate follows the homogeneous
prediction (dashed line) for the whole parameter range. The same
characteristics appear in case of δ < 0 where the data is matched
by the dotted lines showing the homogeneous case. The inset shows
the residuals |γmax,h − γmax|/γmax,h, with γmax,h being the growth rate
calculated from the homogeneous prediction. The deviation of the
numerically extracted growth rates from the homogeneous prediction
is less than 0.3% for all parameters considered. The color coding is
as in the main frame.
the homogeneous prediction (dashed line) for q > −1. For
q < −1 the growth rate is slightly smaller than in the homo-
geneous case (dashed line) with a maximal deviation of about
1%. The same feature appears in case of δ < 0. Here the
growth rate agrees with the homogeneous prediction (dotted
line) for q > 1. The rate also shows a maximal deviation of
about 1% from the homogeneous case (dotted line) for q < 1.
We continue with analyzing the stability properties of the
polar state when decreasing the normalized trap strength by a
factor of 10 such that Ω = 10−3. The maximal growth rate
γmax = max |=(ω)| of the eigenmodes obtained by means of
the BdG analysis as a function of q and the sign of δ is de-
picted in Fig. 13. The growth rate as well as the quadratic Zee-
man energy are given in units of np|δ|. For δ > 0 the growth
rate follows the homogeneous prediction (dashed line) for the
whole parameter range. The same characteristics appear in
case of δ < 0 (see dotted line).
We conclude that increasing the normalized trap strength
by an order of magnitude leads to small deviations from the
homogeneous predictions when q < −1 for δ > 0 and q < 1
for δ < 0. The results show that we are about to leave the
one-dimensional regime as the transversal trapping frequency
becomes comparable to the longitudinal one. We find no devi-
ations of the stability properties from the previously discussed
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FIG. 12. Maximal growth rate γmax = max |=(ω)| of the eigen-
modes obtained by means of the BdG analysis of the polar state as
a function of q and the sign of δ. The investigated parameter regime
is indicated by the blue and orange solid lines in the schematic rep-
resentation of the spin-1 phase diagram (c.f. Fig. 1). The analysis is
performed for parameters Ω = 10−1 and |δ| = 5·10−3 ,i.e., the normal-
ized trap strength is increased by a factor of 10 as compared to Fig. 5.
The growth rate as well as the quadratic Zeeman energy are given in
units of np|δ|. For δ > 0 the growth rate follows the homogeneous
prediction (dashed line) for q > −1. For q < −1 the growth rate tends
to attain smaller values than in the homogeneous case (dashed line)
showing a maximal deviation of about 1%. The same phenomenon
appears in case of δ < 0 where the data is matched by the dotted
lines for q > 1. The growth rate again shows a maximal deviation of
about 1% from the homogeneous case (dotted line) for q < 1. The
deviations are more clearly visible in the inset which shows the resid-
uals |γmax,h−γmax|/γmax,h, with γmax,h being the growth rate calculated
from the homogeneous prediction. The color coding is as in the main
frame. Increasing the normalized trap strength by an order of mag-
nitude only causes minor changes of the stability properties. This
is however expected as we are about to leave the one-dimensional
regime as the transversal trapping frequency becomes comparable to
the longitudinal trapping frequency.
setting where Ω = 10−2 when decreasing the normalized trap
strength by an order of magnitude. This is expected as we are
approaching the homogeneous setting even further by lower-
ing the normalized trap strength.
Our analysis shows that the principal stability properties of
the ground states agree with the homogeneous setting over
several orders of magnitude of the normalized trap strength
Ω. Thus we expect the characteristics of dynamical instabili-
ties to agree in various one-dimensional trapping geometries.
The trapping potential is found to not alter the overall stabil-
ity properties calculated for homogeneous settings. It solely
introduces the peak density of the trapped system which ap-
pears in the equations for the maximal growth rates instead
of the homogeneous density. Deviations will, naturally, ap-
pear progressively as the trapping strength increases towards
values closer to Ω→ 1.
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FIG. 13. Maximal growth rate γmax = max |=(ω)| of the eigen-
modes obtained by means of the BdG analysis of the polar state as
a function of q and the sign of δ. The investigated parameter regime
is indicated by the blue and orange solid lines in the schematic rep-
resentation of the spin-1 phase diagram (c.f. Fig. 1). The analysis is
performed for parameters Ω = 10−3 and |δ| = 5 · 10−3 ,i.e., the nor-
malized trap strength is decreased by a factor of 10 as compared to
Fig. 5. The growth rate as well as the quadratic Zeeman energy are
given in units of np|δ|. For δ > 0 the growth rate follows the homo-
geneous prediction (dashed line) for the whole parameter range. The
same phenomenon appears in case of δ < 0 where the data is matched
by the dotted line. Decreasing the normalized trap strength by an or-
der of magnitude does not change the stability properties (c.f. Fig. 5).
The observed behavior is expected as we are further approaching the
homogeneous setting when lowering Ω. The inset shows the residu-
als |γmax,h − γmax|/γmax,h, with γmax,h being the growth rate calculated
from the homogeneous prediction. The deviation of the numerically
extracted growth rates from the homogeneous prediction is less than
0.3% for all parameters considered. Color coding as in the main
frame.
V. CONCLUSION AND OUTLOOK
In this work we studied the stability properties of the
ground states of a trapped one-dimensional spin-1 Bose gas.
We started by mapping out the ground state phase diagram
of the trapped system. Therefore we made use of the accel-
erated continuous-time Nesterov (ACTN) method which we
extended to our multi-component system. We showed that
the ACTN method is a robust and powerful tool for finding
the ground states of a physical system as it does not require a
highly accurate initial guess for the wave function of the dif-
ferent components. This makes the method extremely useful
to explore systems with unknown phase diagrams in the fu-
ture.
We numerically performed a stability analysis of the spin-
1 ground states by solving the BdG equations for the trapped
system. We found that the principal stability conclusions for
the ground states coincide with the predictions made in ab-
sence of a trapping potential, although as shown in Fig. 4, the
spectrum is not identical and the growth rates of modes other
than the most unstable one are indeed altered. The maximal
growth rates obtained in the trapped system match the homo-
geneous predictions when replacing the homogeneous density
with the peak density of the trapped system in the correspond-
ing equations. The near-independence of the stability con-
clusions is valid within the regime of quasi-1D values of the
normalized trap strength (representing the ratio of longitudi-
nal to transverse trapping frequencies). It should be noted that
we explored each of the possible states (polar, antiferromag-
netic, easy-plane and easy-axis) in almost each of the possible
regimes, identifying the states in the regimes where they are
no longer the ground state via Newton iterations. In the latter
cases, potential instabilities of the states were elucidated.
Naturally, this work paves the way for numerous additional
investigations of interest for the near future. For instance, the
question was raised through our studies of whether the easy-
plane state can be found to exist in the half-plane with δ > 0.
Moreover, for the 1D setting, we tackled the ground states of
the system and their stability over the (q, δ) space. Neverthe-
less, there are numerous intriguing excited states, including
ones involving solitary waves that are experimentally accessi-
ble [12]. It would be particularly relevant to extend our tech-
niques to the latter context. Finally, while here we focused
on the quasi-1D setting, naturally, adapting such techniques
to 2D and 3D spinorial states would be of interest in its own
right. Some of these directions are currently under examina-
tion and will be reported on in future publications.
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