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Abstract: The demographic force, energy, and potential compose a set of basic concepts of spatial 
interaction in social physics, regional economics, and quantitative geography. The formulae of 
potential and mutual energy based on gravity models are still useful in current spatial analysis of 
geographical systems. However, a systematic method of spatial modeling based on the energy 
and potential measurements has not yet been developed. This paper is devoted to constructing a 
new analytical process by using the potential and mutual energy formulae for urban systems. A 
series of measurements of spatial correlation, including global mutual energy, local mutual energy, 
global potential energy, and local potential energy, are defined or reconstructed. Potential and 
energy scatterplots are advanced for visual geographical analysis of spatial correlation. A finding 
is that the indexes of the potential and mutual energy for spatial interaction are mathematically 
associated with spatial autocorrelation. The spatial interaction and the spatial autocorrelation 
represent the two different sides of the same coin of spatial analysis. The potential-energy analysis 
and the spatial autocorrelation analysis can be integrated into a general framework of spatial 
correlation analysis for future urban studies.  
Key words: Gravity model; Mutual energy; Potential formula; Spatial autocorrelation; Spatial 
interaction; Urban system 
 
1 Introduction 
The gravity model of urban and regional systems by analogy with Newton’s gravitation is one of 
the traditional tools in geographical spatial analysis. The model describes the human force of 
2 
 
attraction between any two places, which is directly proportional to the product of their sizes and 
inversely proportional to the square of the distance between them. Based on the gravity model 
indicating attraction force, the mutual energy and potential concepts were originally derived for 
social physics by Stewart (1948; 1950a; 1950b), a Princeton University astrophysicist. In the period 
of quantitative revolution of geography (1953-1976), the measurements of demographic force, 
energy, and potential were introduced into human geography (James and Martin, 1981; Martin, 
2005). The distance decay effect of geographical actions and distributions was verified by 
observational data (Stewart, 1942; Haggett et al, 1977; Chen, 2015; Chen and Huang, 2018), and 
the gravity model is empirically effective. Because of ubiquitous distance decay phenomena, Tobler 
(1970; 2004) presented the first law of geography which reads “everything is related to everything 
else but near things are more related than distant things.” The distance decay function is originally 
an inverse power function, which suggests proportional relations and dimensional consistency. 
However, the observed values of the distance exponent cannot be interpreted with the dimension 
concept from Euclidean geometry (Chen, 2009; Haynes, 1975). This caused a dimension puzzle of 
the gravity model (Chen, 2015). As an alternative of the inverse power law, the negative exponential 
was employed to serve for the distance decay function (Haggett et al, 1977; Wilson, 2010). However, 
the exponential distance decay suggests spatial localization rather than action at a distance and thus 
defies the first law of geography (Chen, 2008; Chen, 2015). As a result, the gravity model and 
potential formula fell in a theoretical dilemma. 
A new finding is that the potential analysis can be associated with spatial autocorrelation analysis. 
Both the potential model and the spatial autocorrelation model belong to the system of spatial 
correlation models. In urban studies, the urban potential is based on urban mutual energy, and there 
is an analogy between the Moran’s index and the sum of the mutual energy of an urban system. The 
theory and methods of spatial autocorrelation analysis have been welled developed (Anselin, 1995; 
Anselin, 1996; Bivand et al, 2009; Chen, 2012; Chen, 2013; Cliff and Ord, 1973; Cliff and Ord, 
1981; Fischer and Wang, 2011; Getis, 2009; Getis and Ord, 1992; Griffith, 2003; Haining, 2009; 
Odland, 1988; Sokal and Oden, 1978; Sokal and Thomson, 1987; Wang, 2012). In contrast, the 
mutual energy and potential analysis have not evolved into a logic system. The reason for this is 
that the relation between spatial autocorrelation model and the dimension conundrum is indecisive, 
while there is a decisive relation between gravity model and the dimension puzzle. Fortunately, the 
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power-law distance decay function has gone out of its dimension dilemma because of fractal 
geometry. The distance exponent can be efficiently interpreted with the idea from fractal dimension 
(Chen, 2015). Today, it is time to improve the gravity models. The mutual energy and potential 
analysis can be reconstructed and further advanced by analogy with spatial autocorrelation theory. 
This paper is devoted to developing a new framework of spatial correlation analysis based on the 
classical models such as the gravity model, mutual energy formula, and potential formulae. Thus 
the spatial interaction and spatial interaction analysis can be integrated into a general framework. 
The rest of this paper is organized as follows. In Section 2, the traditional models of potential and 
mutual energy are extended to form a systematic analytical process, which comprises global 
measurements, local measurements, and scatterplots. The underlying rationale is demonstrated by 
mathematical derivation and reasoning. In Section 3, the main measurements are put in order, a 
comparison between the new spatial correlation models and the spatial autocorrelation models is 
drawn, and two types of distance decay functions are compared with each other. The novelty of this 
study rests with three aspects: First, a set of new measurements and two types of scatterplots are 
presented; second, the gravity and potential models are associated with spatial autocorrelation model; 
third, matrix multiplication is introduced into the correlation model to simplify the mathematical 
expressions. 
2 Theoretical Results 
2.1 Global potential and local mutual energy 
The potential model is frequently applied to the spatial analysis of urban systems, thus this study 
is empirically based on the concept of cities. The final results can be generalized to the related fields 
such as demography, regional geography, and spatial economics. Suppose that there is a system of 
n cities in a geographical region. The size of each city can be measured with urban population. By 
analogy with Newton’s law of universal gravitation, the gravity between any two cities can be 
expressed as (Haggett, 2001; Rybski et al, 2013; Taylor, 1983; Wilson, 2000) 
i j
ij b
ij
Q O
I G
r
 ,                                 (1) 
where Iij denotes the “attraction” between the ith city and the jth city (i, j=1, 2,…, n), rij is the 
distance between cities i and j, Qi and Qj are the “masses” (sizes) of the two cities, G refers to the 
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gravity coefficient, and b, which comes between 0 and 3, to the distance exponent indicating friction 
of distance (Haggett et al, 1977). The model states that the gravity between two cities is proportional 
to the product of the two cities’ sizes and inversely proportional to the bth power of the distance 
between the two cities. In theory, equation (1) can be derived from the revised spatial interaction 
model based on entropy-maximization (Chen, 2015; Wilson, 1968; Wilson, 2010). 
The gravity model describes the human force of attraction between any two urban places, but it 
cannot be used to reflect the attractive effect between the n cities. By analogy with the concept of 
mutual energy in Newtonian physics, Stewart (1950) proposed a potential formula to measure the 
attractive strength between a city and the other n-1 cities. The mutual energy of city i and city j can 
be defined by 
1
i j
ij ij ij b
ij
Q Q
E I r G
r 
  .                               (2) 
For simplicity, let G=1 and b=2. The result is just the model proposed by Zipf (1946). The sum of 
mutual energy of city i relative to all the other n-1 cities is 
1 1
1 1
n n
j
i ij i
j j ij
Q
E E Q
r
 
 
   ,                             (3) 
which indicates a kind of local mutual energy (LME), as will be illuminated in next subsection (i≠j). 
Thus the urban potential energy can be expressed with 
1
1
n
ji
i
ji ij
QE
U
Q r


  ,                               (4) 
where Ui refers to the potential of city i relative to all the other cities in the systems of cities. A high 
value of Ui suggests a good accessibility of a city in its geographical region (Zhou, 1995). 
The concept of mutual energy is useful in spatial analysis of geographical systems. However, its 
function has limitation. A new measure of urban mutual energy can be defined to develop the 
potential model for urban studies. Based on the LPE formula, we can define a global mutual energy 
(GME) a system of n cities, that is 
1 1 1
1 1 1
n n n
i j
i
i i j ij
Q Q
E E
r
  
  
   ,                             (6) 
where E suggests a global mutual energy (GPE) of the n cities (i≠j). Equation (6) leaves out the 
relationship between a city and itself because rii=rjj=0. In fact, we can define that Eii=Ejj=0, and thus, 
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equation (6) can be expressed by matrixes: 
1 1
n n
i j
i j ij
Q Q
E
r 
  TQ VQ ,                            (7) 
where QT=[Q1, Q2, …, Qn] refers to the transpose of a city size vector Q, and V to the spatial 
contiguity matrix (SCM), that is 
11 12 1
21 22 2
1 2
n
n
ij n n
n n nn
v v v
v v v
v
v v v

 
 
      
 
 
V .                        (8) 
According to equation (7), the entries of SCM can be generated by the following contiguity function 
1/ ,    
0,          
ij
ij
r i j
v
i j

 

.                              (9) 
Apparently, the GPE is similar to the quadratic form of Moran’s index on spatial autocorrelation 
which was proposed by Chen (2013). Of course, E is not an actually equal to a quadratic form 
because V is not a positive definite matrix. The LME can be re-expressed as 
1
n
i i ij j
j
E Q v Q

  ,                               (10) 
which is mathematically similar to the local indicators of spatial association (LISA) associated with 
Moran’s index in spatial autocorrelation analysis (Anselin, 1995). 
Similarly, the potential can be divided into global potential and local potentials. The local 
potential has been defined by equation (4). Corresponding to equation (7), a potential vector based 
on equation (4) can be expressed as below 
 
T
1 2 nU U U U VQ ,                        (11) 
which yields a set of local potentials of the n cities. The global potential is 
1 1 1
n n n
j
i
i i j ij
Q
S U
r  
   ,                             (12) 
in which Ui=0 for i=j. If the city population size variable is unitized, the LPE proved to be equivalent 
to Getis-Ord’s indexes (Getis and Ord, 1992).  
2.2 Matrix scaling and two correlation matrixes 
The vector of city sizes has an inner product and an outer product, based on which two spatial 
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correlation matrixes can be constructed. The inner product is a scalar: 
 
1
2 2
1 2
1
2
n
n i
i
Q
Q
Λ Q Q Q Q
Q

 
 
   
 
 
 
TQ Q ,                   (13) 
which is also termed dot product or scalar product. The outer product is a matrix: 
 
1 1 1 1 2 1
2 2 1 2 2 2
1 2
1 1
n
n
n
n n n n n
Q Q Q Q Q Q Q
Q Q Q Q Q Q Q
Ω Q Q Q
Q Q Q Q Q Q Q
   
   
     
   
   
   
T
QQ .         (14) 
It is easy to prove that the inter product Λ is just the eigenvalue of the outer product Ω corresponding 
to the eigenvector Q. The proof is as below: 
Λ TΩQ QQ Q Q ,                              (15) 
from which it follows a symmetric relation as follows 
( )Λ Λ  T TQQ Q Q Q Q Q Q .                         (16) 
This relation is important for the spatial analysis based on the concepts of mutual energy. 
Developing equation (15) yields 
 
2
1
1
1 1 1
2
2 2 2 2
11 2
2
1
n
i
i
n
i
in
n n nn
n i
i
Q Q
Q Q Q
Q Q Q Q Q
Q Q Q Λ
Q Q Q
Q Q



 
 
      
      
       
      
      
      
 
  



.               (17) 
For example, for n=2, the extended form of equation (15) is 
 
2 2
1 1 1 1 1 2 1 11 1 2
1 2 2 2
2 2 2 1 2 2 2 22 1 2
( )
( )
Q Q Q Q Q Q Q QQ Q Q
Q Q Λ
Q Q Q Q Q Q Q QQ Q Q
          
            
          
,       (18) 
where Λ=Q12+Q22. Further, it can be shown that Λ is the maximum eigenvalue of Ω. For a square 
matrix, the trace of Ω is 
2 2 2
r 1 2 1 2T ( ) n nΩ Q Q Q Λ           ,                  (19) 
where Tr refers to “finding the trace (of Ω)”. Given λ1=λmax=Λ, it follows that 
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max
max
,   
0,   
Λ  

 

 

.                                (20) 
According to the Cayley-Hamilton theorem, the eigenvalues of any n-by-n square matrix are 
identical to the roots of its corresponding polynomial equation. For example, for n=2, the 
characteristic polynomial of the matrix Ω is 
1 1 1 2 2 2 2 2
1 2
1 2 2 2
( ) 0
Q Q Q Q
Q Q Λ
Q Q Q Q

    

 
       
 
I Ω ,        (21) 
where I denotes the identity/unit matrix. Thus we have 
2
2
1
1
i
i
Q Λ

  , 2 0  .                            (22) 
This indicates that the maximum eigenvalue of the outer product matrix Ω is the corresponding inter 
product Λ. 
In general scientific research, mathematical modeling and quantitative analysis are in fact based 
on characteristic scales. If and only if we can find some types of characteristic lengths or 
characteristic parameters, we can make effective spatial analysis. It can be proved that the GME 
index is actually a characteristic value of spatial correlation matrix. In terms of equation (7), using 
the outer product Ω to multiply equation (11) left yields 
E TΩVQ QQ VQ Q .                              (23) 
This suggests that the GME index is the eigenvalue of ΩV corresponding to the eigenvector Q. In 
terms of equation (13), the left multiplication of equation (11) by the inner product Λ yields 
Λ  T TVQ Q QU Q QVQ ,                             (24) 
which indicates the precondition of equation (7), that is 
Λ E TVQ Q QVQ Q .                              (25) 
Apparently, multiplying equation (25) left with the transpose of Q yields 
Λ V E E  T T T TQ VQ Q QQ Q Q Q Λ ,                      (26) 
from which it follows equation (7) and gives the GME value. According to equation (16), if the 
SCM is replaced with an identity matrix, equation (23) and equation (25) will be the same with each 
other.  
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A pair of important matrixes can be obtained from the above mathematical processes and results. 
Then two useful variables can be defined for systematic potential analysis. The first matrix is based 
on the outer product: 
* TA QQ V ,                                (27) 
which can be termed ideal spatial correlation matrix (ISCM). The second matrix is based on the 
inner product: 
 TA Q QV ,                                (28) 
which can be termed real spatial correlation matrix (RSCM). Based on equation (27), a strict matrix 
scaling relation can be given as 
E*A Q Q ,                                (29) 
which is equivalent to equation (23). Based on equation (27), a possible matrix scaling relation can 
be given as 
EAQ Q ,                                (30) 
which is equivalent to equation (25). Using equation (29) and equation (30), we can estimate the 
GPE index. 
The ISCM is significant for mutual energy calculation. Both the GPE and LPEs can be computed 
with equation (29), which can be developed as 
1 1 1 2 1
, 1 , 1 , 1
2 1 2 2 2
, 1 , 1 , 1
1 2
, 1 , 1 , 1
n n n
i j i j in j
i j i j i j
n n n
i j i j in j
i j i j i j
n n n
n i j n i j n in j
i j i j i j
Q v Q Q v Q Q v Q
Q v Q Q v Q Q v Q
Q v Q Q v Q Q v Q
  
  
  
 
 
 
 
 
   
 
 
 
 
 
  
  
  
* T
A QQ V .            (31) 
The diagonal elements of the final matrix in equation (31) proved to be the LME of the n cities, 
which can be expressed as equation (10). The sum of the diagonal entries gives GME. The members 
of the matrix are as below 
, 1
n
ij i ij j
i j
E Q v Q

  .                               (32) 
The row’s sums by columns is 
9 
 
1 1 1 1
( )
n n n n
i ij i ij j i i i
j i j i
J E Q v Q Q SQ
   
      VQ ,                (33) 
where S denotes the GLE. The column’s sums by rows is 
1 1 1 1
( ) ( )
n n n n
j ij i ij j j i j
i i j i
H E Q v Q Q TU
   
      VQ ,              (34) 
where T=∑Qi represents the sum of Qi. The former can be associated with QQTVQ, while the latter 
can be associated with QTQVQ. The relation between Ji and Qi gives the global potential S, which 
is formulated as equation (12). 
2.3 Potential and mutual energy scatterplots 
Two graphs can be employed to make potential and mutual energy analyses for spatial correlation 
and spatial interaction. One of them is similar to the Moran’s scatterplot on spatial autocorrelation 
(Anselin, 1996). The set of scatterplots comprises mutual energy plot and potential plot. The mutual 
energy plot is useful for mutual energy analysis. In order to create the scatterplots for mutual energy, 
two vectors can be defined as follows 
E  * * Tf A Q QQ WQ Q ,                           (35) 
E  Tf AQ Q QWQ Q .                            (36) 
Using equations (35) and (36), we can make a normalized mutual energy plot consisting of n 
scattered points and a trend line. The relationship between Q and f* suggests the theoretical mutual 
energy distribution, i.e., the regression line through ordered points, and the dataset of Q and f, 
denotes the actual mutual energy pattern, i.e. the randomly distributed points on the scatterplot. The 
slope of the regression line gives the GME value. We have two ways of generating the regression 
line. One is to connect the ordered points of f* based on Q, and the other is to add a trend line by 
using the least squares regression of f* based on Q with the constant term being zero. This indicates 
that the trend line based on the ordered points and the trend line based on the scattered points overlap 
one another. In urban studies, the mutual energy plot can be used to reflect the absolute significance 
of a city within the urban systems visually. 
The potential scattered plot is used to make a potential analysis. This plot can be generated by 
equations (33) and (34). Using Q to represent the x-coordinate, and J and H to represent the y- 
coordinate, we can make a potential energy plot. The relationships between J and Q shows a set of 
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ordered data points, which yields a straight line, while the relationships between H and Q displays 
a set of randomly scattered data points. The slope of the regression line based on the ordered points 
gives the GPE, S. However, if we add a trend line to the scattered points by means of the least 
squares regression with the constant term being zero, the slope is not equal to the GPE value. In 
other words, the trend line based on the ordered points and the trend line based on the scattered 
points do not overlap each other. They form an angle greater than 0. In urban research, the potential 
energy plot can be employed to reveal visually the relative importance of a city in a system of cities. 
 
Figure 1 An integrated analytical framework of spatial correlation based on urban mutual 
energy 
Note: An flow chart for the analytical process based on gravity models, mutual energy model, potential model, 
potential-based spatial correlation models, and spatial autocorrelation models 
 
3 Discussion 
3.1 The principal measurements of spatial correlation analysis 
A new methodology of spatial correlation has been developed by means of concepts and formulae 
Potential and mutual 
energy models 
Global and 
local mutual 
energy indexes 
Global and 
local potential 
energy indexes 
Spatial correlation models 
based on potential and 
mutual energy 
Spatial autocorrelation models 
(Getis-Ord’s and Moran’s 
The gravity models 
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of potential and mutual energy in social physics and human geography. The potential and mutual 
energy models are derived from the gravity models, which can be derived from the spatial 
interaction models. In this sense, the spatial correlation analysis can be associated with spatial 
interaction analysis. On the other hand, the potential-based correlation models bear an analogy with 
the spatial autocorrelation models based on Getis-Ord’s indexes and Moran’s indexes, which will 
be discussed in this section and in a companion paper. Anyway, the potential-based correlation 
model and the spatial autocorrelation will be integrated into a general framework of spatial 
correlation analysis (Figure 1). Thus, spatial autocorrelation analysis and spatial interaction analysis 
reach the same goal by different routes in geographical spatial modeling. 
The analytical framework of the new methodology comprises two models: one is the mutual 
energy model, and the other, potential energy model. Each model comprises two basic 
measurements and a scatterplot (Table 1). The two measurements are the global index (global 
mutual energy index, global potential index) and local indexes (local mutual energy index, local 
potential index). The global index reflects the sum of the correlation strength between any two cities, 
while the local index reflects the sum of the correlation strength between a city and all other cities. 
Thus the global index is a correlation measurement of the whole system of cities, while local index 
is a correlation measurement of a city within the system of cities. Where the potential-based model 
is concerned, the contribution to the global correlation strength comes from two respects: one is city 
size distribution, and the other is network structure; the contribution to the local correlation strength 
also results from two aspects: one is the size of city, and the other, the geographical location of the 
city in the network of cities. The larger and the closer to the center of gravity a city is, the larger the 
local mutual energy index will be. 
 
Table 1 The components of the spatial correlation analysis based on mutual energy and the 
geographical meaning of the mutual energy and potential indexes 
Item Mutual energy model Potential model 
Global 
index 
Formula E=QTVQ S=∑(VQ)i 
Meaning 
Two-order size distribution 
and network structure 
One-order size distribution and 
network structure 
Local 
Formula Ei=diag (QQTV) Ui=(VQ)i 
Meaning Two-order size and One-order size and geographical 
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index geographical location location 
Scatterplot 
Scatterpoints f=QTQWQ v.s. Q H=TU=(VQ)∑Q v.s. Q 
Trendline f*=QQTWQ v.s. Q J=SQ=Q∑(VQ) v.s. Q 
Geographical meaning 
Absolute importance based on 
size and location 
Relative importance based on 
location in a network 
Note: The symbol “diag” denotes “take diagonal elements from a square matrix”. 
 
3.2 Return to spatial autocorrelation 
A comparison can be drawn between the potential-based spatial correlation model and the spatial 
autocorrelation models. The mutual energy index is to Moran’s index what covariance is to 
Pearson’s correlation coefficient in statistics. The simple correlation coefficient presented by 
Pearson can be treated a “standardized” covariance of two variables. Similarly, the spatial 
autocorrelation coefficient proposed by Moran (1948) can be regarded as a “standardized” potential 
index. In order to complement the function of Moran’s index, Getis and Ord (1992) proposed new 
indexes. From the potential and mutual energy indexes, we can derive Getis-Ord’s indexes and 
Moran’s indexes. The size vector Q can be unitized by the following formula 
T

Q
y ,                                   (37) 
in which T=∑Qi denotes the sum of Qi. On the other hand, the size vector can be standardized by 




Q
z ,                                (38) 
where μ refers to the average value of Q, and σ to the corresponding population standard deviation 
(PSD). The SCM can be a unitized and converted into a spatial weight matrix (SWM), that is 
11 12 1
21 22 2
0
1 2
n
n
n n nn
w w w
w w w
V
w w w
 
 
  
 
 
 
V
W ,                        (39) 
where 
0
1 1
n n
ij
i j
V v
 
 , 
0
ij
ij
v
w
V
 , 0ii jjw w  ,
1 1
1
n n
ij
i j
w
 
 .              (40) 
Replacing the size vector and SCM by the unitized vector and SWM in equation (7) yields the global 
Getis-Ord’s index, that is 
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0
( ) ( )G
T V T
 T T
Q V Q
y Wy .                           (41) 
Substituting unitized vector and SWM for the original size vector and SCM in equation (7) yields 
the global Moran’s index, which can be calculated by (Chen, 2013) 
0
( ) ( )I
V
 
 
 
 T T
Q V Q
z Wz .                       (42) 
The local Getis-Ord’s indexes can be computed by the formula as below 
G Wy .                                   (43) 
The normalized local Moran’s indexes can be given by the diagonal elements of the follows matrix 
* TM zz W .                                 (44) 
Thus the internal logical relations between potential-based interaction analysis and spatial 
autocorrelation analysis are brought to light. 
In light of the mathematical process of derivation of Getis-Ord’s indexes and Moran’s indexes 
from the potential-based spatial correlation index, we can find the similarities and differences 
between the new spatial correlation models advanced in this article and the well-known spatial 
autocorrelation models. The global mutual energy index is equivalent to Getis-Ord’s index and 
identical in form to Moran’s index (Table 2). The global Getis-Ord’s index is actually rescaled GME 
index. Differing from Moran’s index which is based on dimensionless variables, the potential-based 
indexes contain the information of size measurements and spatial distances. Thus Moran’s indexes 
can be used to reveal relative strength of spatial correlation, while the potential-based measurements 
and the mutual energy index can be employed to reflect the both absolute and relative strengths of 
spatial correlation and interaction. Where functions are concerned, Getis-Ord’s indexes come 
between Moran’s indexes and energy indexes. 
 
Table 2 The similarities and differences between the spatial correlation model based on mutual 
energy and spatial autocorrelation models 
Item Spatial correlation 
model 
Spatial autocorrelation model 
Getis-Ord’s G  Moran’s I 
Global index E=QTVQ G=yTWy I=zTWz 
Local index Ei=diag (QQTV) Gi= (Wy) i Ii=diag (zzTW) 
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Scatterplot 
Scatterpoints f=QTQWQ v.s. Q f=yTyWz v.s. y f=zTzWz v.s. z 
Trendline f*=QQTWQ v.s. Q f*=yyTWy v.s. y f*=zzTWz v.s. z 
Geographical meaning 
Absolute correlation 
strength 
Rescaled absolute 
correlation strength  
Relative correlation 
strength  
 
In empirical work, the spatial autocorrelation analysis and the potential-based spatial correlation 
analysis can complement each other. Each methodology has its own advantages and sphere of 
application. The spatial autocorrelation models can be employed to analyze the intra-sample 
correlation strength without taking into the absolute size of cities into count. The potential-based 
spatial correlation model can also be used to study intra-sample correlation strength, but the effect 
is different. By contrast with spatial autocorrelation, the new spatial correlation model takes into 
consideration the sizes of cities. The significant shortcoming of energy indexes lies in dependence 
on dimension of size variables and scales of distances. 
3.3 Alternative distance-decay function 
The spatial correlation models proposed in this paper is based on the concepts from potentials in 
urban geography and social physics. The potential models resulted from the gravity models, but the 
gravity models are varied in human sciences. In fact, there two types of basic gravity models. One 
is based on power-law distance decay, as shown by equation (1), and the other is an exponential-
based distance decay (Chen, 2015), which can be expressed as follows 
0/ijr r
ij i jI GQ Q e

 ,                               (45) 
where r0 is a scale parameter of spatial interaction, and the rest notation is the same as in equation 
(1). It can be proved that the scale parameter equals half average distance in a 2-dimensional space. 
In practice, the scale parameter can be estimated with the mean of the distances between the n cities, 
r , and we have 
0
1 1 1 1
1 1
ˆ
2 ( 1) 2 ( 1)
n i n n
ij ij
i j i j
r
r r r
n n n n   
  
 
  ,                  (46) 
where r  is the average distance, and 0ˆr is the estimated value of r0. If the spatial mutual energy 
model is based on the equation (41), the spatial contiguity function can be defined as below: 
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exp( 2 ),    
0,                    
ij
ij
r / r i j
v
i j
 
 

.                            (47) 
Using equation (47) we can generate a spatial contiguity matrix, which leads to a weight matrix. 
The original form of the distance-decay function of the gravity model is a power function. 
However, the power-law decay function was once replaced by the exponential decay function. The 
reason for this is that the dimension meaning of the distance exponent b could not be interpreted by 
using the ideas from Euclidean geometry, and especially, the model seemed to be not derivable from 
general principle. The advantages of the exponential-based gravity model are as follows: first, it is 
independent of dimension; second, its underlying rationale is clear because it is derivable from the 
principle of entropy maximization (Haggett et al, 1977; Haynes, 1975; Wilson, 1968; Wilson, 1970). 
However, the exponential-based gravity gave rise to new problems because that the exponential 
decay function suggests locality or localization rather than action at a distance, which is the 
necessary condition for the spatial interaction of large regions (Chen, 2008; Chen, 2012). On the 
other hand, the original gravity model based on power law decay can be derived from the principles 
of allometric scaling and fractal, and the distance exponent can be interpreted with the concept of 
fractal dimension (Chen, 2009; Chen, 2015). Despite this, the exponential-based gravity model can 
be employed to make an analysis of spatial interaction for smaller regions or simpler systems.  
5 Conclusions 
The mutual energy and potential concepts come from the gravity model indicative of the human 
force of attraction. The force, energy, and potential compose a set of basic measurements of spatial 
interaction for social physics. These concepts were once introduced into urban geography. However, 
urban systems differ from the physical systems. The theoretical framework cannot be constructed 
in light of classical physics. This paper is based on a new discovery: the global mutual energy index 
is identical in mathematical form to Moran’s index, and the local potential indexes are equivalent 
to Getis-Ord’s indexes given the spatial weight is based on reciprocal of distance. Thus, a new 
methodology of spatial correlation analysis is proposed by analogy with spatial interaction and 
spatial autocorrelation analysis. The main points can be summarized as follows.  
First, the concepts of human force, energy, and potential can be organized to form a new 
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framework of spatial correlation analysis. The basic measurements include the global mutual 
energy (GME) index, local mutual energy (LME) index, global potential energy (GPE) index, and 
local potential energy (LPE) index. GME index indicates the total strength of spatial interaction of 
all cities, LME index indicates the strength of interaction between a city and all other cities, GPE 
index indicates total accessibility of an urban system, and LPE index indicates the accessibility of a 
city in the urban system. The mutual energy scatterplot can be employed to analyze the local mutual 
energy distribution, and the potential energy scatterplot can be used to reflect the local potential 
distribution visually. Using the scatterplots, we can classify the cities in a geographical region 
according to spatial correlation and interaction. 
Second, the spatial correlation analysis based on the mutual energy concept bears an 
analogy with spatial autocorrelation analysis based on Moran’s index. Moran’s indices in 
spatial autocorrelation can be regarded as standardized mutual energy indices. The GME index 
corresponds to the global Moran’s index, while the LME indexes correspond to the local Moran’s 
index. Moran’s indices can reflect the strength of spatial correlation, but cannot reflect the strength 
of spatial interaction. In contrast, the mutual energy indices are measurements of spatial interaction 
of cities. On the other hand, the GME index corresponds to the unitized global Getis-Ord’s index, 
while the LPE indexes correspond to the local Getis-Ord’s indexes. There is no GPE index in the 
traditional spatial analysis. This suggests that the energy-based and potential-based correlation 
analyses can tell us more spatial information than pure spatial autocorrelation analysis. In practice, 
spatial autocorrelation analysis and the spatial interaction analysis based on mutual energy and 
potential can supplement each other. 
Third, the new spatial correlation model makes a bridge between the spatial autocorrelation 
analysis and spatial interaction analysis. The spatial autocorrelation and spatial interaction 
represent the most important methods of spatial analysis in human geography. However, the inherent 
logical relationships between them has been remaining to be revealed for a long time. The gravity 
model can be derived from the spatial interaction model by means of allometric scaling relations. 
The spatial correlation model based on the mutual energy was derived from the gravity model, and 
can be associated with the spatial autocorrelation model. Moran’s index is just the standardized 
GME index, and Getis-Ord’s index is the unitized GME index. Thus, the mathematical links 
between spatial autocorrelation analysis and spatial interaction modeling can be brought to light by 
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new spatial correlation models. 
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