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Abstract
In this article, we propose a novel ensemble technique with a multi-scheme weighting based on a technique
called coopetitive soft gating. This technique combines both, ensemble member competition and cooperation,
in order to maximize the overall forecasting accuracy of the ensemble. The proposed algorithm combines
the ideas of multiple ensemble paradigms (power forecasting model ensemble, weather forecasting model
ensemble, and lagged ensemble) in a hierarchical structure. The technique is designed to be used in a
flexible manner on single and multiple weather forecasting models, and for a variety of lead times. We
compare the technique to other power forecasting models and ensemble techniques with a flexible number
of weather forecasting models, which can have the same, or varying forecasting horizons. It is shown that
the model is able to outperform those models on a number of publicly available data sets. The article closes
with a discussion of properties of the proposed model which are relevant in its application.
Keywords: Ensemble techniques, Power forecasting, Multi model ensembles, Combining forecasts, Model
selection, Time series, Data mining
1. Introduction
During the past decade, there has been a tremen-
dous growth of the installed capacity of various
forms of renewable energy generation. Wind tur-
bines and photovoltaic powerplants contribute sub-
stantially to the new mix of energy, which consists
of both non-renewable and renewable energy power
plants. Most renewable energy sources have inter-
mittent generation characteristics, i.e., the amount
of generated power highly depends on the weather
situation and it cannot be regulated the way it is
possible with traditional power plants. In order to
guarantee grid stability, the power generation and
load in the grid have to be balanced, as the in-
termediate storage of electrical energy is both in-
efficient and expensive. Therefore, highly accurate
algorithms have to forecast the available energy on
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various time horizons. Depending on the forecast-
ing horizon, the forecast is of interest to different
actors in the field, e.g., network operators, power
plant operators, or electricity traders. Having an
accurate power forecast, the technical and finan-
cial risks for all market participants can be reduced.
The power forecasting process typically takes place
in two steps:
1. A meteorological forecast for the desired area
(the location of the renewable energy power
plant) is computed. This forecast is called nu-
merical weather prediction (NWP).
2. The NWP (and optionally other complementary
data) is used to forecast the corresponding power
generation of the renewable energy power plant
using a power forecasting model.
In this article, we focus on the second step of the
forecasting process, i.e., we assume the NWP as
given. Naturally, the quality of the forecast typi-
cally decreases over time. Depending on the target
application, the time horizons are categorized into
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Nomenclature
t Time point of evaluation or forecasting origin. D Dimensionality of predictor xt+k|t.
k Look-ahead / lead time or forecasting time step. ψ Idx. of weather forecast. model with ψ = 1, . . . ,Ψ.
xtk|t NWP for tk = t+ ∆k made at origin t. ϕ Idx. of power forecast. model with ϕ = 1, . . . ,Φ.
yˆtk|t Power forecast for tk = t+ ∆k made at origin t. j Idx. of ensemble members with j = 1, . . . , J.
otk True observed / measured power value at time tk. w
(ϕ|ψ) Weight for model ϕ computed on data of ψ.
(very) short-term forecasts in the range up to hours,
such as the intraday forecast, mid-term forecasts in
the range of a few days (including the day-ahead
forecast), and long-term forecasts in the range of
weeks.
Traditionally, the computation of the renewable
energy power generation from the NWP is per-
formed using a physical model, i.e., with wind tur-
bine / photovoltaic panel power curves. While
these models yield good performance when the pre-
cise parameters for the power plant can be de-
termined, they can easily exhibit systematic er-
rors. Therefore, machine learning (ML) or sta-
tistical approaches became more important in the
past decade. Machine learning models are “black
box” techniques which train a model based on the
historic power generation of the power plant and
the respective corresponding NWP forecast. These
trained ML models can then be used to perform a
power forecast for future points in time using the
NWP forecast for this point in time. There are
a wide variety of models which have exhaustively
been analyzed, e.g., in [10, 17, 43]. Typical mod-
els are neural networks, multi-linear regressions, or
support vector based methods.
Research has shown that the combination of sin-
gle forecasting models into a so-called forecast-
ing ensemble can improve the forecasting accuracy
(e.g., in [38]). Traditionally, ensemble techniques
are based on diversity principles, such as data di-
versity, parameter diversity, or structure diversity.
Furthermore, in the area of power forecasting, en-
sembles are also created using multiple weather
forecasting models or lagged ensembles. Ensemble
techniques typically aim at exploiting a particular
model principle, namely to
• aggregate multiple weather forecasts of an ensem-
ble prediction system (EPS), or
• aggregate multiple weather forecasting model
predictions in a multi-model ensemble (MME),
or
• aggregate the forecast for the same forecasting
time period from different forecast origins (time-
lagged ensemble).
In practice, all forecasts may benefit from a combi-
nation of those ensemble principles. As we will show
in the following section, the combination of multi-
ple ensemble principles is rarely applied. There-
fore, in this article we propose a novel ensemble
technique which combines all the above paradigms
using a combination technique which we call coopet-
itive soft-gating. Coopetition, see e.g., [26] is a term
originally emerging from economic research which
describes the concept of competitors achieving a
joint advantage by cooperating. We aim to include
multiple ensemble paradigms in the way of using the
strengths of the global quality of different weather
forecasting models and forecasting algorithms, ex-
ploiting weather-situation dependent strengths of
those models, and making use of the lead time-
dependent properties of each weather and forecast-
ing model. This enables the ensemble to be em-
ployed on a variety of forecasting time periods, i.e.,
day-ahead, or intraday forecasts.
The remainder of this article is structured as fol-
lows: In Section 2, we present the state of the art
in forecasting algorithms and ensemble techniques.
Section 3 highlights the way typical ensemble meth-
ods differ and how they are computed. In Section 4,
we introduce the coopetitive soft gating principle
and we show how to apply coopetitive soft gating
to create an ensemble. Section 5 demonstrates the
performance of the proposed approach in compar-
ison to other forecasting and ensemble techniques
for intraday and day-ahead forecasting, and using
a varying number of weather forecasting models.
Finally, our insights are summarized in Section 6.
The article closes by giving an outlook on future
research directions.
2. Related Work
This section details the state of the art in the area
of power forecasting, ensemble methods in general,
and ensemble methods for power forecasting. Some
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good write-ups on the area of power forecasting are,
e.g., given in [10, 24, 43]. As each application in
power forecasting typically is tied to a certain fore-
casting horizon, a categorization by the forecasting
horizon does make sense. A good categorization
is, e.g., laid out in [49]. Some articles deal with
forecasting for particular forecasting horizons, e.g.,
(very) short-term [5, 33, 17], mid-term [29], and
long-term [6, 22]. An alternative categorization is
by the methodical category of the power forecast-
ing model. Possible categories can be, e.g., physical
models, such as wind turbine / photovoltaic power
curves, statistical approaches, such as variants of
the ARMA model, and machine learning models,
such as artificial neural networks, all of which are
discussed in the articles mentioned above.
A category of models which are related to ma-
chine learning models are ensemble forecasting
models. Ensemble forecast is an umbrella term for
the aggregation of multiple forecasts to an over-
all prediction. Explanatory reasons why ensembles
work are founded in bias-variance decomposition
[23], further reasons for the popularity of ensemble
methods are also detailed in [8]. A recent survey
gives an overview of the most popular forms of en-
sembles in the area of classification and regression
[39]. Ensembles can be formed using a number of
principles, the most important ones are:
• Data Diversity : The ensemble is formed by train-
ing each ensemble member on a different subset
of the training data. Bagging [3], boosting [40],
or random forests [4] are ensembles of this type.
• Parameter Diversity : The ensemble is created us-
ing different model parameters of the same fore-
casting model. Multiple Kernel Learning meth-
ods [18] are part of this diversity technique.
• Structure Diversity : Different types of forecast-
ing models are used to create the ensemble.
These models, sometimes also called heteroge-
neous ensembles, are detailed, e.g., in [28].
An overview of ensemble methods for regression is
also given in [28].
A survey of ensemble techniques in the area
of power forecasting is detailed in [38]. The lit-
erature suggests that ensemble methods can not
only yield superior results to single models (e.g.,
[45, 44]), ensemble forecasts can also be used to
create probabilistic forecasts to assess uncertainty
(e.g., [35, 2, 42, 48]). This can, for instance, be
exploited to estimate the required reserve energy
[27, 21]. In the area of meteorological sciences, the
term ensemble typically is used to characterize the
form of aggregation of a number of NWPs in an
ensemble. We will highlight the state of the art for
the most popular ensemble forms in the following.
More details on the computation of each ensemble
type can be found in Section 3. All presented forms
of ensembles have in common that the combina-
tion of the ensemble member forecasts to an overall
point forecast is performed in the power domain,
i.e., after applying the power forecasting model.
Ensemble Prediction Systems (EPS), sometimes
also called single-model ensembles, are created us-
ing a systematic variation of the perturbation pa-
rameters of the weather forecasting model generat-
ing processes, yielding different NWP. The goal of
such an EPS is to assess the possible weather out-
comes by including an explicit model spread which
reflects the stochastic nature of the forecasting task.
It thereby in principle is a data diversity ensem-
ble, which is, however, created through varying the
parameters of the NWP generating process in the
sense of a parameter diversity ensemble. These
forms of ensemble forecasts are typically conducted
by a weather forecasting model provider. Each of
the weather forecasting models is then used for the
power generation forecast using a power forecast-
ing model. An EPS is employed by [44] to forecast
electrical load using neural networks with multiple
scenarios for the weather parameters. The study
is performed for a number of lead times up to ten
days. In [35], the ensemble forecast is used to pre-
dict the forecasting skill using by evaluating the
spread of the EPS, the EPS is also compared to
lagged ensembles (explanation see below). [1] con-
duct a comparative study between two ensemble
prediction systems regarding their forecasting ac-
curacy for wind power. In [46], an EPS is used to
create probabilistic forecasts to investigate extreme
weather situations and ramp events.
Multi-Model ensembles (MME), sometimes also
called “poor-man’s ensembles”, refers to the com-
bination of (typically deterministic) point forecasts
of different weather forecasting model providers. In
principle, each of the single forecasts is created in-
dependently. MMEs have characteristics different
from EPS, as each ensemble member yields the
most likely point forecast and does not try to explic-
itly include a model spread. MMEs thus have data
diversity characteristics. Furthermore, multi-model
ensemble members can differ in their structure (e.g.,
different number of NWP parameters, etc.). [32]
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use MME for photovoltaic forecasting, the creation
of prediction intervals for uncertainty assessment is
also investigated. An MME of four climate fore-
cast systems using coupled ocean-atmosphere mod-
els is investigated in [47] with particular focus on
forecast verification. The performance of MMEs is
compared to EPS forecasts in [50].
Power forecasting model ensembles (PME) make
the basic assumption that a single forecasting model
cannot be an optimal estimator for a given data set
due to a too simple model structure, varying in-
trinsic uncertainties depending on the data set, or
poor generalization characteristics of certain mod-
els. This form of ensemble then uses the predictions
of multiple (independently trained) power forecast-
ing algorithms, typically given a single weather fore-
cast, to combine to an overall forecast in the form of
a data, parameter, or structure diversity ensemble.
In [41], ensembles of neural networks are used for
load forecasting using a number of different com-
bination methods including principal component
based methods. Bayesian adaptive model combina-
tion investigating a number of different neural net-
work types is performed in [25] including a unified
approach for model selection. An ensemble fore-
casting technique with adaptive weighting of the
ensemble members using a locality assessment of
the weather situation is investigated on a variety of
models in [13], a variant for probabilistic forecasts is
presented in [14]. “Standard” ensemble techniques,
such as bagging [3] or boosting [40], also fall un-
der the category of PME. These techniques can also
easily be combined with other ensemble techniques.
Time-lagged ensembles (TLE) use a repetitive
forecast of the same absolute point in time com-
puted from different forecasting origins to aggre-
gate to an ensemble. TLE can be computed using
only a single power forecasting model and a single
weather forecasting model in the form of a data di-
versity ensemble. [30] uses lagged ensembles for the
aggregation of high-resolution forecasts to achieve
the effect of spatial averaging. Lagged ensembles
are also frequently used to assess the uncertainty
of a forecast, e.g., using risk-indices [34, 35]. Ta-
ble 1 summarizes the possible ensemble types by
the number of weather and power forecasting mod-
els involved.
So-called Analog Ensembles [7, 15] have a similar-
ity in naming, but do not fall into the same method-
ical category, as they are related to nearest neighbor
techniques. Ensemble forecasts can in many cases
be regarded as post-processing techniques, which
Table 1: Categorization of ensemble types by number of
weather and power forecasting model.
Ensemble Weather
Forecasting Models
Power
Forecasting ModelsModel Type
No Ens. 1 1
EPS > 1 ≥ 1
MME > 1 ≥ 1
PME 1 > 1
TLE 1 1
means that they aggregate single forecasts of en-
semble members to an overall forecast. In addi-
tion to a more precise determination of a forecast,
the assessment of the forecasting uncertainty is eas-
ier using ensemble techniques, e.g., using Bayesian
model averaging [9].
3. Ensemble Computation Methods for
Power Forecasting
A forecast is performed at forecasting time t
which is also called the forecasting origin. The fore-
cast is normally conducted for a number of fore-
casting time steps (or lead times) with fixed time
increment ∆ and
minimum lead time t + kmin · ∆,
currently considered lead time t + k · ∆,
maximum lead time t + kmax · ∆,
where the lead times k typically are a set with
k ∈ {kmin, . . . , kmax} ∈ N, where kmin, kmax ∈ N
and kmin ≤ kmax. We will abbreviate the cur-
rently considered lead time as tk = t + k ·∆. The
minimum lead time kmin and the forecasting hori-
zon kmax can be chosen depending on the appli-
cation. An overview of the most important vari-
ables used throughout this article is also given in
the nomenclature section at the beginning of the ar-
ticle. The process of creating a forecast is typically
conducted using a power forecasting model which
transforms the input data of a predictor xtk|t ∈ RD
(D-dimensional input data x for forecasting time
tk created at forecasting origin t) to a forecast of a
target predictand yˆtk|t in the form
yˆtk|t = f(xtk|t|Θ), (1)
where Θ describes the set of model parameters of
model f . In case the power forecasting model is
an ensemble, the deterministic forecast is in many
cases created using a weighted sum of single fore-
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casts in a post-processing step as
¯ˆytk|t =
J∑
j=1
w(j)yˆ
(j)
tk|t, (2)
where J is the number of ensemble members, w(j)
is the respective weighting coefficient of the power
forecasting model, and yˆ
(j)
tk|t is the forecast of the
j-th ensemble member. For all types of ensembles,
we require that the sum of weights has to fulfill
J∑
j=1
w(j) = 1, w(j) ∈ R+0 (3)
in order to not over- or underestimate the forecast
on average. Ensembles create the final prediction
by aggregating the forecasts using Eq. (2). There
are two basic approaches of setting weights:
• Cooperation / Weighting : One possibility to
create an ensemble forecast is by letting the
single ensemble members cooperate in creat-
ing the final point estimate. In the easiest case,
the weights w(j) ∈ [0, 1] can be chosen equally,
i.e., w(j) = 1J . Other possibilities are, e.g., to
set them proportional to their overall average
forecasting quality, if known. The weight val-
ues typically are static in this technique, they
do not change after being set.
• Competition / Gating : In this approach, in
each situation one model succeeds in compet-
ing against the other models, i.e., w(j) ∈ {0, 1}
and
∑J
j=1 w
(j) = 1. The challenge of this ap-
proach consequently is in deciding which power
forecasting model should win the competition
for a particular forecast. The weight values are
dynamic in this technique, they vary depend-
ing on some defined criterion.
In the area of power forecasting, the predictor
xtk|t typically is an NWP forecast, the predictand
is the expected power generation yˆtk|t. Typical ap-
plied ranges in the area of power forecasting are
the so-called day-ahead forecast (where kmin = 24,
kmax = 48, ∆ = 1h), or the intraday forecast (with
kmin = 1, kmax = 24, ∆ = 1h). For some oper-
ational day-ahead forecasts, this time period may
vary. The forecast yˆ
(j)
tk|t of each ensemble member
can be computed in a number of ways depending
on the form of the ensemble:
1. In case an ensemble prediction system (EPS) is
used, a single power forecast is created with
yˆ
(j)
tk|t = f(x
(j)
tk|t|Θ). (4)
For this type of ensemble, the input NWP
values are changing, however, the type and
parametrization of the power forecasting model
normally remains the same. As for many EPS
forecasts all NWP ensemble members are as-
sumed to have an equal probability of being cor-
rect, the values of w(j) are often chosen equally,
i.e., w(j) = 1J , if a deterministic forecast is de-
sired.
2. For Multi-Model Ensembles (MME), a single
power forecast is created using
yˆ
(j)
tk|t = fj(x
(j)
tk|t|Θ(j)). (5)
For MMEs, the NWPs may be of a different form
(and / or they may have different number of di-
mensions). The power forecasting models con-
sequently have a different structure, thus, dif-
ferent model parameters Θ(j) have to be chosen
for each ensemble member. This does not nec-
essarily have to be the case for an EPS. MME
members often have a varying overall quality due
to a varying weather forecasting model quality.
The corresponding weights w(j) therefore typi-
cally have different values which can be set ac-
cording to the expected quality of the models
(e.g., by testing the model on some historic time
period) in order to maximize the ensemble qual-
ity.
3. Forecasting model ensembles (PME) typically
operate on the same input data in the form
yˆ
(j)
tk|t = fj(x
(j)
tk|t|Θ(j)). (6)
This form of ensemble can be computed on a
single NWP (then, all x
(j)
tk|t are equal), or on
a subset of the NWP parameters (in subspace
methods [20], for instance). In this case, the di-
mensionality of the NWP is x
(j)
tk|t ∈ RD
′
with
D′ < D. The main differentiating factor of the
ensemble members is their form of data, param-
eter, or structure diversity (see Section 2).
4. Finally, (time-)lagged ensembles (TLE) typically
operate on the same NWP using the same power
forecasting model. They use forecasts for the
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Figure 1: Aggregation principle of time-lagged ensembles.
forecasting time tk from different forecasting ori-
gins t−∆ · υj in the form
yˆ
(j)
tk|t = f(xtk|t−∆·υj |Θ), (7)
such as shown in Fig. 1. The value of υj ∈ N+0
denotes the amount of lag of the j-th ensemble
member. Typically, the corresponding weights
w(j) are chosen in a form that smaller values of
υj have a higher weight (as the amount of time-
lag is smaller for those forecasts, which typically
correlates with an increased precision of the fore-
cast).
It is being shown that each type of ensemble aims
at exploiting a different aspect of the present data.
As can be seen, the two basic approaches weighting
and gating both have distinct advantages, however
they are either not dynamic (weighting), or do not
allow for cooperation (gating). In the following,
we present a weighting scheme which combines the
advantages of both cooperation and competition in
the form of a coopetitive soft gating technique. This
scheme is applied in an ensemble structure that
combines multiple of the ensemble principles laid
out above.
4. Coopetitive Soft Gating Ensemble
As outlined in Section 3, ensemble techniques
typically aim to exploit a single principle for en-
semble generation. The proposed technique aims
at using a multitude of weighting principles. The
principal structure of the proposed ensemble tech-
nique is visualized in Fig. 2. The weighting of the
ensemble remains the same as in Eq. (2). However,
we have a hierarchical ensemble structure: For each
weather forecasting model ψ = 1, . . . ,Ψ (which can
be an arbitrary NWP of an EPS, MME, or TLE,
e.g., of an intraday or day-ahead model, for a partic-
ular time step to be forecasted), a number of power
forecasting models ϕ = 1, . . . ,Φ are used to forecast
the target predictand for each weather forecasting
model. The power forecasting models do not neces-
sarily have to be the same for each weather forecast-
ing model, but, for the sake of easier understanding,
we will use the same type and number of power fore-
casting models for each weather forecasting model
here. The overall number of ensemble participants
J consequently is J = Ψ ·Φ. The individual predic-
tions of each power forecasting model are then ag-
gregated and fused to an overall forecast in a post-
processing step according to Eq. (2). The main in-
novation here is the way the single weights w(j) are
constructed. In order to clarify the origin of each
weighting term with respect to the weather fore-
casting model ψ and the power forecasting model
ϕ, we define the weight of an ensemble member as
w(j) = w(ψ,ϕ). The idea is as follows: For each
ensemble participant we construct the coopetitive
soft gating (explained in Section 4.1) considering
the following three aspects for both, power fore-
casting models and weather forecasting models, re-
spectively (leading to 6 aspects):
1. Global Weighting : The ensemble weights are de-
termined for the respective model regarding the
overall observed performance of a model dur-
ing ensemble training. This is a fixed weight-
ing term. Thereby, overall strong models have
more influence than weaker models. This form
of weighting is described in Section 4.2.
2. Local Soft Gating : The ensemble members are
weighted depending on the model input (the
NWP forecast) x
(j)
tk|t. This form of weighting
assesses the quality of a model considering the
current input, i.e., a local quality assessment is
performed. The idea is that a number of models
may have different strengths in a different set of
weather situations (e.g., due to ensemble diver-
sity effects). This form of weighting is described
in Section 4.3.
3. Lead time-dependent Soft Gating: Models may
have a lead time-dependent quality development.
The goal of this form of soft gating is to weigh
the model depending on the lead time k. In
the case of power forecasting models, methods
such as the persistence method perform very well
on short time horizons, while they quickly loose
their quality for longer time-horizons. Addition-
ally, weather forecasting models such as intraday
models typically perform very strong on short
time horizons due to very recent weather mea-
surements. This form of weighting is described
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Figure 2: Overview of the proposed ensemble model. As can
be seen from the figure, the ensemble has a hierarchical struc-
ture, where a number of predictors from Ψ weather forecasting
models (EPS, MME, or TLE) are used to forecast a common
target predictand. Therein, Φ power forecasting models each
create a power forecast for a particular weather forecast. The
total number of J = Ψ · Φ forecasts are combined in a post-
processing stage using coopetitive soft gating. The ensemble
member weights are computed as described in Section 4.
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Figure 3: Weighting example of the parameter η, which
is used in the coopetitive soft gating formula (Eq. (13)).
The graphs represent the values of the weighting formula
depending on the value of η. The different ensemble mem-
bers compete for influence in the ensemble. The higher
the value of η, the higher the weighting of well performing
models.
in Section 4.4.
The overall weighting term for each ensemble
member can be described as
w(j) = w(ψ,ϕ) =
w(ψ) · w(ϕ|ψ)∑Ψ
ψ∗=1
∑Φ
ϕ∗=1 w
(ψ∗) · w(ϕ∗|ψ∗)
,
(8)
where w(j) = w(ψ,ϕ) is the overall weight for en-
semble member j computed using power forecast-
ing model ϕ and weather forecasting model ψ. The
weights w(ψ) are the weather forecasting model de-
pendent weights, w(ϕ|ψ) are the power forecasting
model dependent weighting factors of power fore-
casting model ϕ computed on weather forecasting
model ψ. The denominator is a normalization term
which ensures
∑J
j=1 w
(j) = 1, see Eq. (3). The
weights of the weather forecasting model can be
decomposed into
w(ψ) = w(ψ)g · w(ψ)l · w(ψ)k , (9)
while the weights of the power forecasting model
are computed with
w(ϕ|ψ) = w(ϕ|ψ)g · w(ϕ|ψ)l · w(ϕ|ψ)k . (10)
The indices g, l, k denote the respective weighting
aspects global weighting g (Section 4.2), local soft
gating l (Section 4.3), or lead time-dependent soft
gating k (Section 4.4) for both, weather forecast-
ing model ψ and power forecasting model ϕ. Us-
ing multiple weather forecasting models and mul-
tiple power forecasting models, the overall num-
ber of weights per weather forecasting model and
power forecasting model combination consequently
adds up to six. The ensemble training process is
described in Section 4.5. In addition to the de-
scription of the weighting factors in the different
sections, Fig. 5 illustrates an example of the func-
tionality of the different weighting aspects and the
overall proposed technique. Fig. 5a shows the de-
velopment of the global weighting aspect, Fig. 5b
shows the development of the local soft gating, and
Fig. 5c illustrates the lead time-dependent weight-
ing aspects. Section 4.6 gives an overall application
example of the proposed coopetitive soft gating en-
semble (CSGE) technique.
4.1. Coopetitive Soft Gating Principle
The goal of coopetitive soft gating is to weigh en-
semble members according to their performance in
a way that combines the properties of both prin-
ciples, weighting and gating. The weighting tech-
nique should allow for a flexible application to all
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of the three weighting principles (global, local, and
lead time-dependent) proposed in the previous sec-
tion. The weights are built from a quality estimate
of the different ensemble members, which typically
is represented in the form of an error, e.g., the root
mean square error (RMSE). Having a quality es-
timate for each ensemble member, the proposed
weighting technique should fulfill the following re-
quirements:
1. It must return a score ordered from high weights
(low error) to low weights (high error), i.e., the
inverse of what the error score is initially repre-
sented in.
2. It must be able to weigh errors nonlinearly, as
the optimal weighting possibly can not be rep-
resented in a linear relationship. The amount
of nonlinear weighting should be controllable by
the user.
3. It must be insensitive to the value range of the
error scores, i.e., it should only factor in the rel-
ative quality differences of the contributing en-
semble members.
4. It must retain the value range of the ensemble
prediction, i.e., it has to fulfill Eq. (3).
We fulfill criteria 1. – 3. using the weighting func-
tion
ς ′η(Ω, ω) =
∑N
n=1 Ωn
ωη + 
, η ∈ R+0 , (11)
where Ω ∈ RN is a tuple of values containing all N
reference quality estimates, and ω is an arbitrarily
evaluated point of the function. Typically, ω can
be chosen to be an element of Ω. The real num-
ber η ≥ 0 represents the amount of exponential
weighting. The higher the value of η, the higher
the weight of models models with low errors.  is a
very small number that avoids division by 0 in the
unlikely case that ω is 0. Assuming that ω ∈ Ω and
that ς ′η(Ω, ω) is computed for each element in Ω, we
achieve criterion 4. by adjusting the weighting func-
tion by normalizing with the sum of the weights in
Ω, i.e.,
ςη(Ω, ω) =
ς ′η(Ω, ω)∑N
n=1 ς
′
η(Ω,Ωn)
. (12)
This form of the coopetitive soft gating formula can
further be simplified to
ςη(Ω, ω) =
1
(ωη + )
∑N
n=1((Ωn)
η + )−1
. (13)
An example of how Eq. (13) works depending on
the way η is set is shown in Fig. 3. The example
uses exemplary quality estimates in the range of
0.2 − 0.42 which represent the quality of different
ensemble members. As can be seen in Fig. 3, when
increasing η, the weights of the well-performing
ensemble members do increase. An advantage of
this form of weighting is that it only has a sin-
gle weighting parameter η for optimization (unlike
methods derived from exponential functions in the
form f(x) = eAx+B , e.g., in [36]). The following
sections use the coopetitive soft gating formula of
Eq. (13) to compute the ensemble weights w(j) for
each of the three weighting aspects (global, local,
and lead time-dependent).
4.2. Global Weighting
The global weights w
(ψ)
g , w
(ϕ|ψ)
g are fixed weights
which are determined during ensemble training.
The proposed weighting technique aims at weight-
ing the ensemble members according to their per-
formance using coopetitive soft gating. A simple
yet popular measure to assess the quality of an en-
semble member can, for instance, be the root mean
squared error (RMSE) computed by
R(ϕ|ψ) =
√√√√ 1
N
N∑
n=1
(e
(ϕ|ψ)
n )2, (14)
e(ϕ|ψ)n = yˆ
(ϕ|ψ)
n − on (15)
on a data set containing N samples. The on are ac-
tual power measurements corresponding to a fore-
cast yˆ
(ϕ|ψ)
n computed on weather forecasting model
ψ and power forecasting model ϕ.
The global weight w
(ϕ|ψ)
g can be computed from
the coopetitive soft gating formula
w(ϕ|ψ)g = ςη(g
(ψ), R(ϕ|ψ)), (16)
g(ψ) =
(
R(1|ψ), ... , R(ϕ|ψ), ... , R(Φ|ψ)
)
,(17)
where ςη is the coopetitive soft gating function of
Eq. (13) for a power forecasting model ϕ computed
on weather forecasting model ψ.
The global forecasting ability of a weather fore-
casting model ψ can be observed only indirectly
as actual weather measurements typically are not
available. As an estimate, the overall quality of a
weather forecasting model can be determined using
the average quality of all power forecasting models
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(a) Power forecasting model 1. (b) Power forecasting model 2. (c) Power forecasting model 3. (d) Ensemble model.
Figure 4: Figs. 4a–4c show the local error distribution of a number of power forecasting models. The NWPs are projected
onto the two most important principal components to better visualize the high-dimensional forecast. The local quality is
indicated by the colors, where green means low error, red indicates high error. Using the proposed local soft gating technique
(Section 4.3), a local soft gating for each algorithm is created. Using this form of weighting, the local quality can be increased,
as shown by example of the training set in Fig. 4d.
for the particular weather forecasting model, i.e.,
w(ψ)g = ςη(p, p
(ψ)), (18)
p(ψ) =
1
Φ
Φ∑
ϕ=1
R(ϕ|ψ), (19)
p =
(
p(1), ... , p(ψ), ... , p(Ψ)
)
. (20)
An example for the influence of the global weight-
ing term for a number of power forecasting models
is given in Section 4.6. This weighting term is com-
puted once during ensemble training and can then
be reused for every forecast.
4.3. Local Soft Gating
The second weighting term depends on the val-
ues of the current NWP, i.e., the weighting is real-
ized depending on the particular characteristics of
the weather situation. The NWP forecast can be
seen as a point in a feature space which character-
izes the weather situation. The basic assumption is
that both, weather and power forecasting models,
may have strengths and weaknesses in varying ar-
eas of the feature space. This is due to the fact that
different power forecasting algorithms yield differ-
ent errors in certain areas of the feature space due
to structure, data, or parameter diversity effects.
In particular for sparsely covered areas of the fea-
ture space (e.g., storms for wind turbines, or Sahara
dust for photovoltaic plants), this effect may be-
come more prominent. Different NWP forecasts of
certain weather forecasting models may also have a
different precision depending on the particular sit-
uation. Using coopetitive soft gating, we aim to
exploit the advantages of each model in particular
observed situations during model training.
In order to obtain local weights w
(ψ)
l and w
(ϕ|ψ)
l ,
the neighborhood of a weather forecast xtk|t has
to be assessed. Similar historic weather situations
are found with respect to a (historic) data set tuple
XH =
(
x1, . . . ,xN
)
with xn ∈ RD, which is used
during ensemble training. The proposed ensemble
algorithm is able to work with an arbitrary local
quality assessment technique. Here we demonstrate
the application with a simple nearest neighbor tech-
nique. Other techniques for assessing locality, such
as multi-linear interpolation, are investigated, e.g.,
in [13].
A simple yet effective technique for locality as-
sessment is a nearest neighbor algorithm. In order
to assess the local quality of a forecast x
(ψ)
tk|t, its C
nearest neighbors are searched in XH in the way
α(ψ) = knn(x
(ψ)
tk|t,XH, C) , α
(ψ) ∈ NC , (21)
where α(ψ) is a set containing the indices of the
C nearest neighbors. Here, we use the Euclidean
distance as distance metric on standardized input
dimensions, though the use of more advanced dis-
tance metrics may further improve the local qual-
ity assessment. The average local quality can be
assessed using
q(ϕ|ψ) =
1
c
∑
a∈α(ψ)
|e(ϕ|ψ)a |, (22)
where e
(ϕ|ψ)
a is the error computed using Eq. (15)
of the item at index a in the historic set using the
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forecast of ensemble member with power forecasting
model ϕ computed on weather forecasting model ψ.
From this local error score q(ϕ|ψ), the weight w(ϕ|ψ)l
is computed for each power forecasting model using
coopetitive soft gating of Eq. (13) in the form
w
(ϕ|ψ)
l = ςη(q
(ψ), q(ϕ|ψ)), (23)
q(ψ) =
(
q(1|ψ), ... , q(ϕ|ψ), ... , q(Φ|ψ)
)
, (24)
where each value of q(ϕ|ψ) is computed using
Eq. (22). In the same fashion as for the global
weighting (Eq. (18)), the relative quality for each
weather forecasting model ψ is estimated indirectly
using all available power forecasting models, i.e.,
w
(ψ)
l = ςη(q¯, q¯
(ψ)), where (25)
q¯(ψ) =
1
Φ
Φ∑
ϕ=1
q(ϕ|ψ), (26)
q¯ =
(
q¯(1), ... , q¯(ψ), ... , q¯(Ψ)
)
. (27)
Figs. 4a – 4c show the local quality of a number
of power forecasting models in Voronoi diagrams,
where green represents areas of low error and red
color indicates areas with high error. The axes are
given by the two most important principal compo-
nents in order to better visualize the D-dimensional
NWP feature space. Using the locality assessment
technique of Eq. (23), each model is weighted de-
pending on the position in the feature space in a
way that reduces the overall error in the ensemble.
Fig. 4d shows an example of the resulting ensem-
ble error. It should be kept in mind that in the
shown case, the improvement for the training data
set is displayed. An example for the development
of the local weights in a forecasting time period is
shown in Section 4.6. This weighting term has to
be computed during ensemble application for every
NWP.
An advantage of the knn technique is that no
model training is required (in the basic form if no
feature subspace is selected or feature weighting is
applied). However, as the data set XH serves as ba-
sis for the locality assessment, it has to be searched
in every iteration, which usually does not scale op-
timally if no search heuristics are being employed.
The knn approach is therefore particularly useful
for smaller data sets. In [13], a technique for local-
ity assessment based on multi-linear interpolation
is introduced which does require a training phase.
However, during model application it no longer re-
quires the data set XH. This technique is therefore
well-suited for larger data sets. Regarding ensem-
ble forecasting quality, both approaches turned out
to behave similar.
4.4. Lead Time-Dependent Soft Gating
The lead time-dependent weighting components
w
(ψ)
k , w
(ϕ|ψ)
k factor in the quality development of a
model for each lead time k. The idea is to weigh
models according to their lead time-dependent per-
formance. In the area of power forecasting, a promi-
nent example for approaches with time step depen-
dent performance is the persistence method, which
performs well on very short lead times only.
The idea is to create a weight per lead time k
by evaluating the quality differences of a number of
coopetitive models. For the creation of this form of
weighting a training data set for a particular lead
time k – for which a number of forecasts yˆ(k,ϕ|ψ) ∈
RN ′ are created using weather forecasting model ψ
and power forecasting model ϕ – can be denoted as
yˆ(k,ϕ|ψ) =
(
yˆ
(ϕ|ψ)
t1+∆k|t1 , yˆ
(ϕ|ψ)
t2+∆k|t2 , ... , yˆ
(ϕ|ψ)
tN′+∆k|tN′
)
,
(28)
where N ′ is the number of evaluated elements with
the currently evaluated lead time k. The estimated
quality for a particular lead time can then be cre-
ated using an error metric, e.g., based on the RMSE
R
(ϕ|ψ)
k =
√√√√ 1
N ′
N ′∑
n=1
(yˆ
(k,ϕ|ψ)
n − on)2. (29)
The quality of the particular forecasting time step
k in relation to other forecasting time steps of the
same model can then denoted as
r
(ϕ|ψ)
k =
R
(ϕ|ψ)
k
1
kmax−kmin+1
∑kmax
k∗=kmin R
(ϕ|ψ)
k∗
. (30)
Then, the weighting factor w
(ϕ|ψ)
k is computed for
each forecasting time step using the generalized
coopetitive soft gating formula of Eq. (13) in re-
lation to other members of the ensemble
w
(ϕ|ψ)
k = ςη(r
(ψ)
k , r
(ϕ|ψ)
k ), where (31)
r
(ψ)
k =
(
r
(1|ψ)
k , ... , r
(ϕ|ψ)
k , ... , r
(Φ|ψ)
k
)
. (32)
Again, the time-dependent weather forecasting
model qualities are estimated using the overall
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power forecasting models with
w
(ψ)
k = ςη(r¯k, r¯
(ψ)
k ), where (33)
r¯
(ψ)
k =
1
Φ
Φ∑
ϕ=1
r
(ϕ|ψ)
k , (34)
r¯k =
(
r¯
(1)
k , ... , r¯
(ψ)
k , ... , r¯
(Ψ)
k
)
. (35)
In case there is little data available for the training
process, a smoothing over weights in neighboring
lead times can be applied in order to avoid noisy
weights. An example of the effect of this form of
weighting is described in Section 4.6. This weight-
ing term is computed once during ensemble training
for every lead time and can then be reused for every
forecast.
4.5. Model Fusion and Ensemble Training
As stated previously, the overall weighting w(j) of
each ensemble member j is computed using Eq. (8).
The main parameter of the coopetitive soft gating
ensemble (CSGE) algorithm is the hyperparameter
η of the coopetitive soft gating formula. Depending
on the forecasting task and the data set, the ap-
propriate value of η may differ. Furthermore, the
value of η for each weighting aspect (global weight-
ing, local soft gating, time-dependent soft gating)
may vary. The value of η therefore should be chosen
independently for each weighting aspect.
In principle, the total number of η-parameters S
are the three aspects (global, local, temporal) for
each weather forecasting model. Additionally, for
each of the Ψ weather forecasting models, the three
weighting aspects for the corresponding power fore-
casting models have to be computed, which adds up
to
S = 3 ·Ψ︸︷︷︸
power
forecasting
models
+ 3︸︷︷︸
weather
forecasting
models
. (36)
Assuming the same number and types of power fore-
casting models for each weather forecasting model,
the weighting parameter can be treated identically
for each weather forecasting model. Therefore, the
number of optimization parameters can be reduced
to
S = 3︸︷︷︸
power
forecasting
models
+ 3︸︷︷︸
weather
forecasting
models
= 6 (37)
parameters. The tuple of coopetitive soft gating
parameters η = (η1, . . . , ηs, . . . , ηS) can then be op-
timized using an arbitrary optimization algorithm
solving the problem
minimize
η
1
N
N∑
n=1
[on − fCSGE(xn,η)]2 + ζ ·
S∑
s=1
ηs,
where fCSGE(xn,η) =
J∑
j=1
w(j)η · yˆ(j)n ,
subject to each ηs ≥ 0,
(38)
where fCSGE is the forecast of the overall CSGE
forecasting function, N are the overall evaluated
points of a validation data set, w
(j)
η are the weights
of a particular forecast computed using Eq. (8) us-
ing the hyperparameters η, and ζ ≥ 0 is a regular-
ization parameter. In this case, a squared error is
chosen for optimization, however, depending on the
application, also other forms of error functions can
be used.
An advantage of the proposed technique is that
it is a post-processing technique. Therefore, while
the single forecasts of each ensemble member j are
weighted differently using w
(j)
η , the forecasts yˆ
(j)
n of
each of the j ensemble members remains constant,
no matter what the value of η may be. The values of
yˆ
(j)
n therefore only have to be computed once for the
evaluated data set during ensemble training. Fur-
thermore, the single weights change gradually when
varying the parameters in η. Consequently, we end
up with a smooth (continuously differentiable) op-
timization function.
4.6. Application Examples of the CSGE Technique
This section describes two application examples
of the final CSGE algorithm. The first example
shows the application of the CSGE algorithm for
intraday forecasting (kmin = 1, kmax = 24, ∆ = 1h)
using a single weather forecasting model and an en-
semble of three forecasting algorithms, namely an
ANN, a linear regression, and a persistence fore-
cast. Fig. 5 shows the single weighting aspects
and the overall weights over time. As there ex-
ists just a single weather forecasting model, the
number of weighting aspects is reduced to three.
The global weights are shown in Fig. 5a. The
algorithm weighs the single algorithms according
to their expected quality (ANN best, persistence
worst). These weights remain constant over time.
The local weights are detailed in Fig. 5b. In this
particular case, all local weights are similar. The
lead time-dependent weights are shown in Fig. 5c.
Note the different horizontal axis, which is the lead
11
1 24 48 72
0
0.2
0.4
0.6
0.8
1
Persistence
ANN
Lin. Reg.
(a) Development of global weighting w
(ϕ|ψ)
g over time.
ANN performs best, followed by the linear regression.
The global weighting of the persistence method is small.
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(b) Development of local weighting w
(ϕ|ψ)
l over time. As
the particular weather situation is a fairly standard sit-
uation (and thus, it is relatively well represented in the
data set), there is little observable local weighting in this
particular case.
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(c) Development of lead time-dependent weighting
w
(ϕ|ψ)
k over time. Note the different time-scale (24 h).
Though the global performance w
(ϕ|ψ)
g of the persistence
method is low, it performs strongly on short time hori-
zons.
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(d) Combined w(ϕ|ψ), consisting of w(ϕ|ψ)g , w
(ϕ|ψ)
k , and
w
(ϕ|ψ)
l , over time. As can be seen in this example, though
the overall quality of the persistence method is low, it has
high impact in short time horizons.
1 24 48 72
-0.1
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(e) Forecasting example using combined weighting of the CSGE technique. On
delivery of a new NWP each 24 h, the weighting of the persistence method is
high in this example.
Figure 5: Example of the weight combination of the proposed CSGE ensemble technique. In the example, an intraday forecast
is performed using a single weather forecasting model and three power forecasting models. New weather data are incorporated
every 24 h. For the intraday forecast, a persistence method is combined with an artificial neural network and a linear regression
model. During ensemble training, the coopetitive soft-gating parameters are optimized so that the depicted weighting emerges
for an example weather situation over three days. The overall weight development w(ψ,ϕ) (Fig. 5d) is composed of the three
weighting terms w
(ϕ|ψ)
g (Fig. 5a), w
(ϕ|ψ)
l (Fig. 5b), and w
(ϕ|ψ)
k (Fig 5c). The overall forecast is shown in Fig. 5e.
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(a) Multi-model CSGE consisting of 3 weather forecasting mod-
els, each predicted with 2 power forecasting models.
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(b) Multi-model CSGE forecast with a total of J = 6 ensemble
members.
Figure 6: Example of weighting combination for a day-ahead forecast using three weather forecasting models (multi-model
ensemble) and the proposed CSGE technique. Each model has different forecasting quality (where it can be observed that
WM1 has the highest quality and WM3 performs worst). The overall weighting for each weather / power forecasting model
combination is shown in Fig. 6a. The result is in line with the expectation when performing the prediction using a single
weather and power forecasting model combination, as can be seen from the table in the figure. Values denote RMSE on
normalized power values. The overall forecast is shown in Fig. 6b. Depending on the particular situation, the ensemble adapts
the model weights.
time in this case. As is to be expected, the persis-
tence method works well on very short time hori-
zons, but quickly loses quality in comparison to the
other two approaches. The combination of the three
weighting aspects is visualized in Fig. 5d. As can be
seen, on delivery of new NWP forecasts every 24h,
the influence of the lead time-dependent persistence
technique is high. An overall forecast is shown in
Fig. 5e.
The second example shows a multi-model fore-
cast using three weather forecasting models for a
day-ahead forecast, each of which is predicted using
two power forecasting models. This example is vi-
sualized in Fig. 6. The overall weighting over time
is shown in Fig. 6a. Regarding the weather fore-
casting models, the first weather forecasting model
“WM1” (which is the ECMWF IFS model) has the
highest influence, while the other two weather fore-
casting models have lower weights. This, again,
meets the expectation, as can be seen from the ta-
ble in Fig. 6a, which shows the overall RMSE when
performing the forecast on a single weather / power
forecasting model combination. The model with the
lowest RMSE error gets the highest weight. Also,
the quality difference between the power forecast-
ing models is reflected in the weighting. As there
are no weather or power forecasting models which
are designed for a different forecasting time period
(unlike in the first example), the overall weighting
differences over time are not as drastic as in the
first example. The forecast which is created using
the weights determined by the CSGE is shown in
Fig. 6b.
5. Experimental Results
This section investigates the performance of the
proposed CSGE technique in comparison to a num-
ber of state of the art approaches. We evaluate the
algorithms on 45 data sets which are described in
Section 5.1. The experimental setup is described
in Section 5.2. We examine the proposed power
forecasting model using a single weather forecast-
ing model (Section 5.3), and using multiple weather
forecasting models for day-ahead forecasting (Sec-
tion 5.4), as well as for intraday forecasts (Sec-
tion 5.5). Finally, a detailed comparison of the per-
formance gains when using multiple weather fore-
casting models for both, day-ahead and intraday
forecasts, is detailed in Section 5.6. A discussion of
applicability is performed in Section 5.7.
5.1. Data Set Description
The data sets used for the evaluation are the pub-
licly available data sets of the EuropeWindFarm
collection [11] using multiple weather forecasting
models. The 45 data sets contain the weather fore-
casts and power measurements of two consecutive
years of both onshore and offshore wind farms. The
data sets contain the following items:
• Time Stamp of the forecast / power measure-
ment,
• Lead time from the forecasting origin,
• Wind Speed in 100 m height,
• Wind Speed in 10 m height,
• Wind Direction (zonal) in 100 m height,
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Figure 7: Locations of the wind farms of the EuropeWind-
Farm collection, see Section 5.1 for a data set description.
• Wind Direction (meridional) in 100 m height,
• Air Pressure forecast,
• Air Temperature forecast, and
• Power Generation of the wind farm.
The power generation time series are normalized
with respect to the nominal capacity of each power
plant to enable a scale-free comparison. All weather
input parameters are normalized to in the interval
[0, 1]. The data has been filtered to eliminate erro-
neous measurements.
5.2. Experimental Setup
In the experiments, we evaluate the power fore-
casting performance of the data sets (see Sec-
tion 5.1). As laid out in the CSGE algorithm de-
scription of Section 4, for each weather forecast-
ing model we perform the forecast using a number
of forecasting algorithms. As optimization for the
CSGE technique (see Section 4.5), a simplex algo-
rithm [31] is chosen. The parameter search is per-
formed in greedy fashion, where the global qualities
are optimized followed by the local and the tempo-
ral optimization for both, weather and power fore-
casting models. The regularization parameter ζ is
chosen in a way that avoids overfitting of the CSGE
algorithm to the validation data.
For the evaluation, each data set is split into a
training and a test subset. Afterwards, the train-
ing set is further split in a 5-fold cross-validation
into three data sets which are called parameter
set (3/5), optimization set (1/5) and validation set
(1/5) for the sake of clarity. The single power fore-
casting models for each weather forecasting model
are trained using the parameter set. The param-
eter optimization of the CSGE technique is then
performed on the optimization set and finally eval-
uated on the validation set. The parameter combi-
nation which performed best on the validation set
over all folds is chosen as final model parameter-
ization which is used to compute the final model
quality on the test set.
As pointed out, e.g., in [16], error scores beyond
the RMSE are of importance for investigating a
forecast. For our evaluation, we therefore include
the RMSE (computed using Eq. (14)), the coeffi-
cient of determination R2, and the skill score for
model comparison. The R2 ∈ [0, 1] score is the
squared correlation coefficient R computed by
R2 =
(∑N
n=1(yˆn − ¯ˆy)(on − o¯)
)2∑N
n=1(yˆn − ¯ˆy)2
∑N
n=1(on − o¯)2
. (39)
It describes the amount of linear correlation be-
tween a forecast and the measured values. The op-
timal value of R2 is 1 (perfect correlation), whereas
0 represents no correlation between the forecasts
and measurements. Note that ¯ˆy is the mean of all
issued forecasts in the data set in this case (not
an ensemble prediction). The skill score describes
the amount of improvement of an evaluated tech-
nique eeval in comparison to a baseline technique
ebase. The improvement of the forecasting skill can
be computed using the error scores (either RMSE
or R2):
Imp =
ebase − eeval
ebase
. (40)
Furthermore, the number of wins of a particular
algorithm is stated.
5.3. Day-Ahead Performance on Single Weather
Forecasting Model
This experiment aims at comparing the perfor-
mance of the CSGE technique to other techniques
using a single weather forecasting model in compar-
ison to other forecasting algorithms and ensembles
on the day-ahead forecasting horizon (kmin = 24,
kmax = 48, ∆ = 1h) on the data set of Section 5.1.
As there is only one weather forecasting model, the
number of weighting dimensions is reduced to the
3 power forecasting model based weighting factors
w(ϕ|ψ) = w(ϕ|ψ)g ·w(ϕ|ψ)l ·w(ϕ|ψ)k for each power fore-
casting model. As power forecasting techniques, we
include some state of the art model types, namely
feed-forward artificial neural networks (ANN), lin-
ear regression (Lin. Reg.), a boosting (LSBoost)
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Table 2: Performance comparison regarding RMSE and the R2 score of a number of power forecasting algorithms and ensembles
on the EuropeWindFarm data sets, using a single weather forecasting model for day-ahead forecasting. The color coding
indicates the quality of each wind farm and power forecasting algorithm from high quality (green) to low quality (red). Bold
text highlights the best achieved score for each evaluated data set.
RMSE R2
ANN Lin. Reg. LSBoost Bag. CE CSGE-K CSGE-I ANN Lin. Reg. LSBoost Bag. CE CSGE-K CSGE-I
wf1 0.111 0.118 0.112 0.109 0.108 0.108 0.108 0.714 0.683 0.707 0.724 0.725 0.728 0.727
wf2 0.172 0.174 0.169 0.168 0.168 0.167 0.167 0.635 0.628 0.644 0.648 0.647 0.651 0.651
wf3 0.090 0.101 0.090 0.088 0.086 0.083 0.085 0.713 0.648 0.713 0.724 0.740 0.755 0.747
wf4 0.107 0.114 0.107 0.104 0.102 0.104 0.104 0.764 0.733 0.761 0.774 0.784 0.774 0.773
wf5 0.173 0.167 0.170 0.166 0.171 0.178 0.174 0.397 0.413 0.407 0.434 0.399 0.379 0.394
wf6 0.236 0.231 0.233 0.228 0.232 0.230 0.229 0.189 0.199 0.188 0.213 0.190 0.212 0.213
wf7 0.178 0.188 0.176 0.176 0.171 0.174 0.174 0.730 0.709 0.734 0.735 0.749 0.741 0.742
wf8 0.155 0.162 0.153 0.149 0.150 0.149 0.149 0.732 0.712 0.737 0.752 0.749 0.753 0.753
wf9 0.069 0.077 0.070 0.069 0.068 0.069 0.068 0.551 0.424 0.524 0.541 0.550 0.541 0.550
wf10 0.127 0.127 0.127 0.125 0.134 0.122 0.122 0.736 0.745 0.742 0.749 0.709 0.763 0.762
wf11 0.162 0.182 0.172 0.162 0.161 0.160 0.157 0.685 0.600 0.639 0.681 0.686 0.690 0.700
wf12 0.135 0.146 0.134 0.133 0.130 0.132 0.132 0.736 0.700 0.740 0.744 0.755 0.750 0.750
wf13 0.085 0.089 0.087 0.083 0.084 0.084 0.083 0.708 0.679 0.697 0.720 0.718 0.717 0.721
wf14 0.113 0.117 0.115 0.108 0.110 0.114 0.113 0.618 0.591 0.609 0.651 0.643 0.618 0.622
wf15 0.115 0.130 0.125 0.114 0.116 0.116 0.113 0.746 0.676 0.698 0.750 0.741 0.741 0.754
wf16 0.106 0.116 0.110 0.103 0.101 0.105 0.102 0.701 0.660 0.683 0.720 0.730 0.709 0.724
wf17 0.140 0.144 0.139 0.136 0.137 0.136 0.136 0.640 0.624 0.646 0.661 0.657 0.664 0.663
wf18 0.118 0.118 0.113 0.107 0.108 0.107 0.107 0.675 0.687 0.699 0.732 0.727 0.732 0.734
wf19 0.117 0.142 0.128 0.121 0.120 0.118 0.119 0.809 0.733 0.775 0.799 0.800 0.806 0.804
wf20 0.199 0.201 0.193 0.186 0.195 0.184 0.181 0.642 0.657 0.672 0.689 0.658 0.695 0.703
wf21 0.161 0.167 0.161 0.160 0.161 0.159 0.159 0.607 0.582 0.610 0.611 0.609 0.618 0.620
wf22 0.096 0.108 0.099 0.097 0.093 0.093 0.093 0.696 0.635 0.674 0.687 0.717 0.717 0.718
wf23 0.155 0.156 0.155 0.154 0.153 0.151 0.152 0.607 0.599 0.603 0.611 0.611 0.619 0.616
wf24 0.122 0.120 0.117 0.115 0.125 0.117 0.118 0.633 0.651 0.666 0.676 0.620 0.666 0.662
wf25 0.136 0.131 0.129 0.129 0.126 0.129 0.129 0.515 0.515 0.541 0.548 0.563 0.546 0.546
wf26 0.163 0.163 0.150 0.154 0.151 0.152 0.153 0.608 0.609 0.661 0.640 0.658 0.654 0.650
wf27 0.148 0.149 0.144 0.143 0.142 0.142 0.142 0.612 0.604 0.625 0.632 0.635 0.636 0.633
wf28 0.172 0.176 0.172 0.160 0.159 0.163 0.166 0.648 0.626 0.642 0.690 0.695 0.673 0.662
wf29 0.095 0.106 0.099 0.096 0.096 0.093 0.094 0.699 0.638 0.671 0.694 0.694 0.712 0.705
wf30 0.179 0.180 0.180 0.180 0.176 0.175 0.175 0.686 0.679 0.678 0.682 0.692 0.696 0.697
wf31 0.206 0.218 0.215 0.203 0.207 0.203 0.204 0.591 0.541 0.553 0.602 0.586 0.601 0.598
wf32 0.163 0.158 0.147 0.147 0.150 0.148 0.148 0.676 0.703 0.734 0.734 0.724 0.732 0.733
wf33 0.114 0.125 0.113 0.113 0.113 0.112 0.112 0.700 0.660 0.709 0.709 0.710 0.721 0.720
wf34 0.153 0.161 0.155 0.153 0.156 0.151 0.149 0.721 0.695 0.715 0.723 0.714 0.731 0.737
wf35 0.139 0.148 0.145 0.140 0.139 0.140 0.140 0.768 0.742 0.751 0.765 0.768 0.766 0.766
wf36 0.141 0.145 0.140 0.134 0.132 0.138 0.137 0.636 0.623 0.656 0.671 0.679 0.670 0.673
wf37 0.133 0.139 0.127 0.124 0.126 0.125 0.124 0.698 0.679 0.724 0.737 0.730 0.737 0.739
wf38 0.117 0.137 0.125 0.119 0.115 0.122 0.119 0.730 0.638 0.691 0.718 0.739 0.708 0.718
wf39 0.152 0.179 0.153 0.151 0.153 0.149 0.150 0.775 0.706 0.772 0.777 0.773 0.784 0.784
wf40 0.133 0.155 0.136 0.133 0.133 0.131 0.134 0.788 0.733 0.777 0.788 0.792 0.793 0.790
wf41 0.107 0.100 0.094 0.099 0.097 0.092 0.093 0.517 0.578 0.614 0.582 0.601 0.630 0.624
wf42 0.203 0.206 0.204 0.197 0.195 0.198 0.196 0.579 0.562 0.573 0.599 0.609 0.598 0.606
wf43 0.113 0.115 0.108 0.105 0.107 0.104 0.104 0.793 0.786 0.809 0.821 0.815 0.824 0.824
wf44 0.161 0.161 0.154 0.160 0.178 0.158 0.159 0.708 0.703 0.729 0.707 0.642 0.714 0.712
wf45 0.177 0.209 0.193 0.184 0.182 0.186 0.184 0.793 0.728 0.760 0.778 0.783 0.774 0.781
Avg. 0.141 0.148 0.141 0.138 0.138 0.137 0.137 0.665 0.638 0.666 0.680 0.678 0.683 0.684
Std. 0.035 0.035 0.035 0.034 0.035 0.035 0.034 0.109 0.101 0.105 0.103 0.107 0.107 0.106
Skill 4.62% base 4.79% 7.01% 6.63% 7.29% 7.53% 4.14% base 4.31% 6.64% 6.26% 7.04% 7.25%
#Wins 2 0 2.5 5.5 12.5 12 10.5 2 1 1 5.5 11 12 12.5
[40] and a bagging (Bag.) [3] ensemble forecast-
ing technique (with decision trees), and the ensem-
ble technique proposed in [13] (CE), which uses a
rudimentary form of coopetitive soft-gating. We
state the RMSE, as well as the R2 score, the re-
spective forecasting skill factor (with linear regres-
sion as baseline), and the number of wins. We use
Matlab implementations for all algorithms.
As can be seen from Table 2, the wind farm data
sets have a varying error regarding the forecasting
accuracy. Some wind farms are well predictable
regarding the RMSE (e.g., wf3, wf9, wf13, wf41),
whereas the forecasting algorithms struggle with
other wind farms (e.g., wf6, wf20, wf31), as can
be derived from the respective scores and from the
color coding in the table. Regarding the overall per-
formance, all evaluated ensemble techniques per-
form better on average in comparison to the fore-
casting techniques based on a single forecasting al-
gorithm, as can be seen from the forecasting skill
(next to last row). The best ensemble techniques
on the data set are the CSGE variants, where the
suffixes in the table indicate locality assessment us-
ing either the nearest neighbor (CSGE-K), or inter-
polation technique CSGE-I from [13]. The CSGE
variants are closely followed by the CE and the
bagging technique. The boosting algorithm per-
forms weaker than the other ensemble algorithms.
The R2 score gives similar indication as the RMSE
score. While there are some differences regarding
single data sets, regarding the average R2 score, the
overall order of the best performing algorithms re-
mains the same. It must be mentioned that in this
scenario, the CSGE techniques are not exploited to
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Table 3: Performance comparison regarding RMSE and the R2 score of a number of multi-model day-ahead ensemble forecasts
(see Section 5.4). The color coding indicates the quality of each wind farm and power forecasting algorithm from high quality
(green) to low quality (red). Bold text highlights the best achieved score for each evaluated data set.
RMSE R2
No Ens. MME Eq. MME Fix. CSGE-S CSGE-M No. Ens. MME Eq. MME Fix. CSGE-S CSGE-M
wf1 0.138 0.142 0.139 0.136 0.135 0.716 0.703 0.714 0.729 0.734
wf3 0.103 0.082 0.081 0.082 0.084 0.681 0.811 0.812 0.801 0.806
wf4 0.115 0.112 0.110 0.110 0.109 0.758 0.778 0.787 0.786 0.792
wf5 0.207 0.190 0.189 0.173 0.169 0.363 0.454 0.456 0.546 0.570
wf6 0.088 0.074 0.074 0.073 0.073 0.165 0.273 0.271 0.284 0.281
wf7 0.163 0.160 0.158 0.153 0.153 0.730 0.742 0.747 0.766 0.767
wf8 0.130 0.130 0.130 0.125 0.124 0.778 0.777 0.779 0.796 0.798
wf9 0.078 0.078 0.077 0.082 0.060 0.552 0.569 0.576 0.528 0.310
wf10 0.136 0.123 0.122 0.126 0.124 0.625 0.695 0.699 0.679 0.695
wf11 0.113 0.099 0.099 0.100 0.097 0.715 0.772 0.772 0.768 0.779
wf12 0.135 0.142 0.140 0.132 0.131 0.709 0.695 0.700 0.731 0.737
wf13 0.088 0.087 0.087 0.088 0.087 0.665 0.671 0.674 0.667 0.671
wf14 0.100 0.097 0.096 0.095 0.094 0.677 0.695 0.702 0.708 0.711
wf15 0.100 0.100 0.099 0.097 0.097 0.765 0.762 0.767 0.778 0.780
wf16 0.119 0.123 0.121 0.121 0.115 0.681 0.672 0.680 0.692 0.716
wf18 0.101 0.097 0.096 0.092 0.092 0.700 0.719 0.727 0.749 0.752
wf19 0.127 0.108 0.107 0.106 0.110 0.767 0.833 0.838 0.841 0.834
wf20 0.144 0.137 0.136 0.134 0.133 0.719 0.741 0.743 0.737 0.748
wf21 0.164 0.163 0.162 0.159 0.156 0.618 0.619 0.620 0.637 0.650
wf22 0.104 0.093 0.093 0.092 0.092 0.636 0.705 0.708 0.717 0.720
wf23 0.159 0.150 0.149 0.148 0.147 0.590 0.642 0.642 0.650 0.663
wf24 0.104 0.099 0.100 0.099 0.099 0.665 0.692 0.600 0.696 0.700
wf25 0.123 0.118 0.118 0.113 0.115 0.673 0.695 0.695 0.701 0.714
wf26 0.137 0.131 0.131 0.126 0.125 0.682 0.699 0.701 0.725 0.726
wf27 0.119 0.114 0.114 0.113 0.115 0.701 0.718 0.721 0.741 0.737
wf29 0.092 0.087 0.086 0.084 0.081 0.627 0.671 0.675 0.697 0.717
wf30 0.160 0.154 0.154 0.151 0.151 0.735 0.750 0.751 0.760 0.760
wf32 0.131 0.122 0.122 0.119 0.120 0.752 0.787 0.789 0.805 0.808
wf33 0.126 0.114 0.113 0.110 0.111 0.574 0.658 0.661 0.684 0.681
wf34 0.153 0.145 0.143 0.145 0.147 0.658 0.694 0.701 0.691 0.686
wf36 0.140 0.135 0.134 0.133 0.132 0.687 0.707 0.712 0.718 0.722
wf37 0.145 0.120 0.118 0.112 0.115 0.502 0.676 0.683 0.690 0.691
wf38 0.136 0.124 0.122 0.121 0.120 0.723 0.771 0.778 0.780 0.788
wf40 0.119 0.110 0.109 0.111 0.109 0.788 0.816 0.822 0.814 0.822
wf41 0.085 0.079 0.079 0.083 0.083 0.440 0.514 0.515 0.477 0.472
wf43 0.130 0.118 0.117 0.114 0.111 0.725 0.772 0.775 0.787 0.798
Avg. 0.125 0.118 0.117 0.115 0.114 0.654 0.693 0.694 0.704 0.704
Std. 0.027 0.026 0.026 0.024 0.025 0.123 0.105 0.107 0.105 0.121
Skill base 5.64% 6.34% 7.86% 8.78% base 5.97% 6.18% 7.71% 7.62%
#Wins 0 1.16 4.33 8.33 22.16 0 0 6.5 4.5 25
their full extend, as there is only a single weather
forecasting model to make use of. Therefore, only
3 of the 6 weighting parameters are applied. In the
following experiment (Section 5.4), the performance
using multiple weather forecasting models is evalu-
ated, fully exploiting the advantages of the CSGE
technique.
5.4. Day-Ahead Performance on Multiple Weather
Forecasting Models
This experiment aims at comparing the perfor-
mance of the CSGE technique to other Multi-
Model-Ensemble (MME) techniques. In the experi-
ment, we use 3 day-ahead weather forecasting mod-
els. The three models are available for 36 windfarms
for a time-period of 22 months. The time periods
do not overlap entirely with the data used in Sec-
tion 5.3.
For this comparison, we choose the following
techniques:
1. No Ens.: The power forecasting model is
the overall best non-ensemble forecasting tech-
nique (i.e., an ANN model) with the single best
weather forecasting model (determined using
the table in Fig. 6a).
2. MME Eq.: The model is computed using the
best non-ensemble forecasting technique (ANN
model) with all weather forecasting models.
The model forecasts are averaged, i.e., w(j) =
1
J . This technique, is, e.g., utilized in [19].
3. MME Fix.: The model is computed using the
best non-ensemble forecasting technique (ANN
model) with all weather forecasting models.
The models are weighted with respect to their
global quality using Eq. (18) with η = 2, such
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Table 4: Performance comparison regarding RMSE and the R2 score of a number of multi-model intraday ensemble forecasts
(see Section 5.5). The color coding indicates the quality of each wind farm and power forecasting algorithm from high quality
(green) to low quality (red). Bold text highlights the best achieved score for each evaluated data set.
RMSE R2
Pers. No Ens. MME Fix. CSGE-M CSGE+P Pers. No. Ens. MME Fix. CSGE-M CSGE+P
wf1 0.218 0.122 0.129 0.118 0.112 0.404 0.773 0.756 0.797 0.816
wf3 0.166 0.079 0.079 0.074 0.074 0.318 0.806 0.819 0.854 0.852
wf4 0.215 0.108 0.103 0.101 0.099 0.326 0.790 0.818 0.835 0.835
wf5 0.233 0.167 0.168 0.165 0.158 0.275 0.584 0.586 0.607 0.622
wf6 0.085 0.075 0.072 0.072 0.068 0.221 0.242 0.295 0.296 0.376
wf7 0.283 0.150 0.145 0.140 0.140 0.307 0.766 0.793 0.806 0.804
wf8 0.238 0.131 0.122 0.118 0.119 0.364 0.774 0.807 0.818 0.817
wf9 0.121 0.081 0.079 0.075 0.073 0.266 0.518 0.572 0.618 0.638
wf10 0.213 0.129 0.122 0.119 0.118 0.223 0.661 0.704 0.721 0.724
wf11 0.180 0.101 0.097 0.091 0.090 0.386 0.769 0.783 0.808 0.809
wf12 0.273 0.117 0.126 0.117 0.114 0.249 0.780 0.763 0.808 0.802
wf13 0.152 0.085 0.083 0.080 0.078 0.205 0.688 0.707 0.729 0.739
wf14 0.160 0.096 0.094 0.091 0.086 0.289 0.703 0.718 0.753 0.766
wf15 0.191 0.093 0.097 0.091 0.087 0.323 0.794 0.788 0.829 0.830
wf16 0.209 0.121 0.112 0.106 0.105 0.291 0.676 0.743 0.764 0.766
wf18 0.181 0.082 0.086 0.078 0.079 0.158 0.798 0.784 0.823 0.818
wf19 0.199 0.094 0.099 0.089 0.091 0.486 0.872 0.866 0.893 0.893
wf20 0.246 0.146 0.140 0.126 0.123 0.352 0.699 0.726 0.783 0.789
wf21 0.242 0.160 0.153 0.151 0.146 0.295 0.631 0.670 0.677 0.694
wf22 0.134 0.091 0.090 0.086 0.086 0.418 0.721 0.738 0.760 0.761
wf23 0.218 0.142 0.143 0.138 0.131 0.340 0.671 0.681 0.708 0.738
wf24 0.174 0.098 0.094 0.097 0.096 0.253 0.699 0.732 0.710 0.718
wf25 0.204 0.111 0.106 0.106 0.108 0.273 0.732 0.768 0.764 0.753
wf26 0.208 0.125 0.124 0.120 0.117 0.386 0.727 0.739 0.753 0.763
wf27 0.203 0.107 0.105 0.102 0.103 0.294 0.754 0.777 0.796 0.789
wf29 0.141 0.082 0.079 0.075 0.071 0.298 0.702 0.739 0.782 0.785
wf30 0.289 0.143 0.142 0.132 0.131 0.296 0.785 0.795 0.817 0.822
wf32 0.244 0.114 0.110 0.107 0.107 0.277 0.811 0.840 0.850 0.849
wf33 0.206 0.104 0.103 0.097 0.098 0.181 0.708 0.745 0.766 0.758
wf34 0.278 0.147 0.144 0.131 0.130 0.209 0.686 0.700 0.752 0.756
wf36 0.246 0.133 0.129 0.128 0.121 0.231 0.717 0.742 0.781 0.766
wf37 0.211 0.106 0.106 0.105 0.105 0.284 0.730 0.746 0.757 0.755
wf38 0.225 0.125 0.116 0.114 0.111 0.419 0.768 0.810 0.824 0.825
wf40 0.240 0.104 0.105 0.092 0.091 0.261 0.837 0.835 0.873 0.876
wf41 0.120 0.071 0.075 0.073 0.071 0.189 0.609 0.581 0.592 0.615
wf43 0.193 0.106 0.104 0.096 0.096 0.447 0.815 0.822 0.854 0.852
Avg. 0.204 0.112 0.111 0.106 0.104 0.300 0.717 0.736 0.760 0.766
Std. 0.047 0.025 0.024 0.023 0.022 0.076 0.108 0.101 0.105 0.092
Skill base 44.83% 45.77% 48.24% 49.13% base 139.00% 145.42% 153.48% 155.48%
#Wins 0 0.5 1.5 9 25 0 0 2 12 22
that the best performing weather forecasting
models get the highest impact in the weight-
ing. This technique is employed, for instance,
in [37].
4. CSGE-S: The CSGE technique is applied using
a single power forecasting model for each of the
three weather forecasting models, the best non-
ensemble forecasting technique (ANN model).
The CSGE locality assessment is performed us-
ing the nearest neighbor technique.
5. CSGE-M: The CSGE technique using multi-
ple power forecasting models for each weather
forecasting model is applied. The CSGE local-
ity assessment is performed using the nearest
neighbor technique.
The results of the day-ahead MME are shown in
Table 3. As can be seen from this table, on av-
erage, all ensemble models perform better than a
model which only uses a single weather forecasting
model. Therein, the CSGE technique using multi-
ple power forecasting models (CSGE-M) performs
best regarding the RMSE score, followed by the
CSGE-S, the MME Fix., and the MME Eq. mod-
els. For R2, both CSGE variants perform compara-
bly well, followed by the other techniques. For the
data sets, the CSGE-M performs 8.78% better than
the best non-ensemble technique using the single
best weather forecasting model. The other multi-
model ensemble techniques also yield better results
than the baseline technique. While there are some
data sets with low RMSE (e.g., wf6, wf9), this error
is due to a low value of the target predictands in
these data sets, and not due to a good predictability
regarding correlation, as can be seen from the R2
score. Particular attention should be drawn to wf9,
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where the CSGE-M technique has a low R2 score.
This may be due to an overfitting of the ensemble
model, if the regularization parameter ζ is chosen
too low. Still, the CSGE-M technique exceeds the
performance of the other approaches regarding the
RMSE on this data set.
As can be seen from the performance of the
examined ensemble techniques, the use of multi-
ple weather forecasting models clearly improves the
performance, e.g., in MME Eq. The use of a global
weighting (such as conducted in MME Fix.) further
increases the performance. The use of local and
temporal weighting in addition to the global weight-
ing (as performed in CSGE-S) increases the perfor-
mance, even if just one power forecasting model is
used. The scores can further be improved when per-
forming the weighting for both, weather and power
forecasting models (as performed in CSGE-M).
5.5. Intraday Performance as Lagged Multi-Model
Ensemble
This experiment evaluates the ability of the pro-
posed method to work as a lagged multi-model en-
semble. Therefore, an intraday weather forecast-
ing model is added to the three existing weather
forecasting models, and an intraday forecast is
performed (kmin = 1, kmax = 24, ∆ = 1h).
The overall forecast therefore is created from one
intraday forecast and three day-ahead forecasts.
As comparison techniques, we include the pure
persistence method, the best non-ensemble tech-
nique (No Ens., which is an ANN), the best con-
ventional multi-model ensemble technique MME
Fix. from the previous section, and the proposed
algorithm, without (CSGE-K) and additionally in-
cluding the persistence method in the CSGE-K ap-
proach (CSGE+P).
The results of the experiment are shown in Ta-
ble 4. As expected, the persistence method per-
forms weakest. All models yield better forecast-
ing results due to the new intraday model which
is included in the forecast. Within the ensemble
techniques, the proposed CSGE-K technique ex-
ceeds the performance of the MME fixed technique,
whereas the inclusion of the persistence method as
ensemble member (CSGE+P) yields further quality
improvements regarding both, RMSE and R2 score.
The CSGE+P technique exceeds the persistence
models performance by 49.13% regarding RMSE,
followed by the CSGE-K technique (48.24%), and
the fixed ensemble. The R2 scores show very similar
results.
5.6. Performance Development Using Varying
Number of Weather Forecasting Models
This experiment gives insight into a practical
problem in power forecasting: Given a number
of weather forecasting models available, which of
those models should be included, and will the over-
all quality eventually even be lowered when worse
performing models or models with unknown perfor-
mance are added to the overall ensemble. This sec-
tion therefore describes the dependence of the per-
formance of the techniques in Sections 5.4 and 5.5
when adding additional weather forecasting models
to the forecast. In order to evaluate the perfor-
mance, the average RMSE of the algorithms used
in Sections 5.4 and 5.5 are computed with a varying
number of weather forecasting models. Figs. 8a and
8c show the dependence of the performance when
the weakest model is chosen as first model, and
increasingly good weather forecasting models are
added. The bounds indicate the model variance on
the data sets. Figs. 8b and 8d, on the other hand,
show the development of the performance when the
best weather forecasting model is chosen first and
worse models are added subsequently.
For the day-ahead variants of Figs 8a, and 8b, all
ensemble models benefit from increasing the num-
ber of weather forecasting models, even if the ad-
ditional models perform worse in comparison to
the first weather forecasting model. Fig. 8a shows
the RMSE error when including increasingly good
performing models. As can be expected, the per-
formance is clearly higher when adding additional
weather forecasting models. As can be seen from
Fig. 8b, the performance improvement drops when
including a third weather forecasting model and the
added model performs worse than the already in-
cluded models, in this case. The approaches for
comparison benefit more when including a second
model. However, the CSGE-K is able to benefit
more from the inclusion of a third weather forecast-
ing model. In particular the MME Eq. technique
is not able to regulate the model influence precisely
enough and therefore barely benefits from the in-
clusion of a third model.
For intraday forecasts, the behavior is similar to
the day-ahead forecast when adding increasingly
well performing models, as is indicated in Fig 8c.
When including an intraday model as fourth model
in addition to the three day-ahead forecasts, all
models benefit about equally from the inclusion
of the fourth model. An interesting phenomenon
is visible in Fig. 8d, i.e., when adding additional
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(a) Day-ahead forecast when
adding increasingly well per-
forming weather forecasting
models.
(b) Day-ahead forecast when
adding increasingly weak per-
forming weather forecasting
models.
(c) Intraday forecast when
adding increasingly well per-
forming weather forecasting
models.
(d) Intraday forecast when
adding increasingly weak per-
forming weather forecasting
models.
Figure 8: Average development of the RMSE quality of a number of ensemble techniques when including additional weather
forecasting models to the ensemble for both, day-ahead and intraday forecasts, using the EuropeWindFarm data set collection.
When adding increasingly well performing weather forecasting models, all ensemble algorithms benefit from the inclusion of
additional weather forecasting models (Figs. 8a and 8c). When adding increasingly weak performing models to the ensemble,
the CSGE-K technique is able to better use this additional information. The comparison techniques’ performance, on the other
hand, remains constant (see Fig. 8b), or even decreases (see Fig. 8d).
day-ahead weather forecasting models to an intra-
day weather forecasting model. All models benefit
from the inclusion of the best-performing day-ahead
weather forecasting model. The maximum bene-
fit of the inclusion of multiple weather forecasting
models seems to be reached at this point, as no
model is able to benefit from additional weather
forecasting models. However, when including fur-
ther weather forecasting models, the model perfor-
mance of the comparison approaches decreases, i.e.,
the inclusion of additional models irritates the en-
semble forecast. The CSGE-K technique, on the
other hand, is able to recognize the weak perform-
ing weather forecasting models and is able to reduce
the respective weights in a way that does not neg-
atively affect the overall model performance.
5.7. Discussion of Applicability
Beside the performance of the proposed ap-
proach, there are some other model properties
worth mentioning.
Failure Mode
The ensemble weights w(j) are computed dynam-
ically for each forecasting time step for which a fore-
cast is performed. The CSGE algorithm computes
the weights for the respective weighting categories
using all available forecasts at that particular time.
Thereby, the ensemble can create a forecast even
if some power forecasting models fail to create a
prediction, or if the NWP forecast for a particu-
lar weather forecasting model fails to be delivered.
The proposed technique is then able to retain the
optimal weighting performance given the circum-
stances.
Ensemble of Opportunity
Given this “failure mode” of the ensemble, an ap-
plied forecasting system can then also be designed
to work as an ensemble of opportunity. A number
of power forecasting models and weather forecast-
ing models can be prepared (pretrained) for appli-
cation, however, not all power forecasting models
(and/or not all weather forecasting models) have
to be evaluated every time a prediction is created.
The number of evaluated power forecasting mod-
els can be chosen dynamically. This number could
depend on one or more of the following aspects:
• Estimated difficulty of the current forecasting
task, e.g., derived from weather situation.
• Uncertainty of the current prediction in a prob-
abilistic forecast, e.g., from inner-ensemble dis-
agreement.
• Expected quality w(j) in the ensemble, i.e., elimi-
nation of models with low weight if too high costs
are present.
• Criticality / importance of a precise forecast to
the power grid operation.
• Necessity of fast delivery time.
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• Financial cost of a reported deviation from the
true power generation.
• Available computation capacity in a computing
cluster.
Cost/Reward Functions
Given the availability of (hybrid) cloud comput-
ing solutions and e.g., computing concepts such as
cheap preemptible virtual machines, the employ-
ment of using cost/reward functions for financial
optimizations can make sense, given the trade-off of
investment in computing costs and gain in quality.
The above-mentioned factors can have an impact
on the design of the cost/reward function.
Parameter Determination
The proposed ensemble technique has a low num-
ber of parameters only. Besides the power fore-
casting models to choose, the main parameter is
the regularization parameter ζ which regulates the
amount of coopetitive soft gating. While choosing
an improper value of ζ negatively affects the model
performance, it still will perform either as a static
model averaging (too much regularization) or pure
gating, possibly with overfitting (too little regular-
ization).
Variants of CSGE
In the article, a nearest neighbor technique to
assess the local (weather-dependent) quality is pro-
posed (in Section 4.3). However, one can imag-
ine other possibilities to assess the local quality,
such as a multi-linear interpolation (MLI) tech-
nique, which is presented in [13]. As shown in
the experiments in the referenced article, the two
techniques behave very similar regarding forecast-
ing performance. The respective technique should
therefore be chosen depending on the size of the
historic training data set. The MLI has a train-
ing phase, however, it does then no longer need the
training data in order to operate. This approach
is, therefore, well-suited for large data sets. The
CSGE-K technique is able to work without model
training, however, it does have to search the data
set on every query. The technique is, therefore, bet-
ter suited for smaller data sets.
Parameter Optimization
An advantage of the proposed CSGE technique
is that the ensemble training (the determination
of the weights η) is a post-processing step of the
training of the ensemble members. The ensemble
is trained by Eq. 38 which optimizes the weights
rather than the single ensemble member forecasts.
This, in turn, means that during ensemble train-
ing, the forecasts of the ensemble members do not
have to be recomputed when varying η. The eval-
uation of the model fitness therefore is swiftly pos-
sible. Furthermore, the weights gradually change
when varying the coopetitive soft gating strengths
η, thus the optimization problem is smooth. In this
article, the parameter optimization was performed
in a greedy fashion for the sake of simplicity and
speed. However, one can also think of overall opti-
mization using techniques such as simulated anneal-
ing, stochastic gradient descent, or particle swarms,
possibly leading to an even better optimization.
On-Line Weight Improvement
The proposed technique can be extended to up-
date the weighting methods consistently “on-line”
when observing novel model input data by perma-
nently learning on novel observations. The respec-
tive power measurements have to be included in this
setup in order to enable a meaningful feedback.
6. Conclusion and Outlook
In this article, we proposed a novel multi-scheme
ensemble based on a technique we call coopetitive
soft gating. The technique aims to adaptively ex-
ploit the strengths of various power forecasting and
weather forecasting models regarding their overall
global quality, their lead time dependent quality,
and their weather situation-dependent local qual-
ity. The technique is able to yield superior results
in comparison to other forecasting algorithms and
ensemble techniques as has been shown in a num-
ber of experiments on publicly available data sets.
The flexible structure of the ensemble technique en-
ables an employment of the proposed algorithm for
a number of lead times and using a flexible number
of power and weather forecasting models, respec-
tively.
In the future, we aim to implement some of the
schemes to enable the ensemble technique to work
as an ensemble of opportunity using some of the
influencing factors described in Section 5.7. We
also aim to develop a technique for assessing the
uncertainty of a forecast depending on the weights
computed using coopetitive soft gating. Therein,
our goal is to develop an adaptive model prun-
ing method depending on the particular situation
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to forecast when the expected quality of a power
forecasting model for a particular forecasting sit-
uation (e.g., weather situation or forecasting time
step) is low to avoid unnecessary computations with
marginal impact. Also, the inclusion of more so-
phisticated base predictors, such as (deep) neural
network structures (e.g., analyzed in [12]), in the
ensemble may be of interest.
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