The water-centric community has continuously made efforts to identify, assess and implement rigorous uncertainty analyses for routine hydrological measurements. This paper reviews some of the most relevant efforts and subsequently demonstrates that the Guide to the expression of uncertainty in measurement (GUM) is a good candidate for estimation of uncertainty intervals for hydrometry. The demonstration is made by implementing the GUM to typical hydrometric applications and comparing the analysis results with those obtained using the Monte Carlo method. The results show that hydrological measurements would benefit from the adoption of the GUM as the working standard, because of its soundness, the availability of software for practical implementation and potential for extending the GUM to hydrological/hydraulic numerical simulations.
INTRODUCTION
Reporting results of hydrological and hydraulic studies based on measurements obtained with various instruments or comparing hydrometric measurements among themselves requires a statement of the quality of the measurements involved. Usually the quality of the measurements is expressed quantitatively by the uncertainty of those measurements and oftentimes the terms "data quality" and "uncertainty" are used interchangeably. Hydrometric measurements are affected by the randomness of the observed physical phenomena and by errors occurring during the various phases of the measurement process. Since the randomness of a physical system and the measurement errors are unavoidable, the true value of a result cannot be obtained. The best way to characterize the "true" value of a measurement is to carefully conduct the measurement process and subsequently provide an estimate of the quality of a measurement through a sound uncertainty analysis (UA). Uncertainty analysis is a practical substitute for the variability and errors that cannot themselves be measured, so the estimation of UA should be made in a clear and transparent manner.
Uncertainty analysis estimates the interval about a variable or determined result, within which the true value is thought to lie, with a certain degree of confidence (Coleman and Steele 1995) . In addition to providing confidence in the reported measurement, UA provides information on the performance of the measurement systems and indicates where in the process there is need for improvement. UA is utilized in various forms from the initial planning to the design, debugging, testing and data analysis. The above-mentioned aspects emphasize the importance of establishing uniform approaches for conducting the UA within specialized professional areas, such as the hydrometric community.
In most situations, an experiment/study involves the measurement of a number of individual variables that are subsequently used in a functional relationship, also named the data reduction equation (DRE) . A rigorous UA estimates first the elemental sources of uncertainty associated with each of the variables in the DRE (whether they were induced from a direct measurement or not), and subsequently propagates those uncertainties into the final result. While the methods for estimation of the elemental sources of uncertainty are similar among various communities (statistical analysis, previous experience, expert opinion, or manufacturer specifications), the methods used to determine how those sources of uncertainty are accounted for in the final result have differed widely (TCHME 2003) . For several decades, scientists, engineers and practitioners argued about the appropriate procedure to conduct UA (Abernethy and Ringhiser 1985) . To date, there is still no wide consensus in this regard, but the discourse about the need for unified procedures is making considerable progress.
Early efforts in conceptualizing UA started in the 1950s, when the American Society of Mechanical Engineers (ASME) initiated an effort based on the hallmark paper by Kline and McClintock (1953) . After many years of disagreement, the ASME's efforts finally achieved consensus in 1986 with the adoption of ASME-PTC 19.1 (ASME 1986). In 1978, the world's highest authority in metrology, the Comité International des Poids et Mesures (CIPM) requested the Bureau International des Poids et Mesures (BIPM) to search for an international consensus on the expression of uncertainty in measurements. For this purpose, the BIPM and the International Standard Organization (SO) assembled a joint group of international experts to include another five organizations: the International Electrotechnical Commission (IEC), the International Federation of Clinical Chemistry (IFCC), the International Union of Pure and Applied Chemistry (IUPAC), the International Union of Pure and Applied Physics (IUPAP) and the International Organization of Legal Metrology (OIML). The result of this multi-agency collaboration is the "Guide to expression of uncertainty in measurement" (GUM 1993) . This standard was republished with minor modifications in 1995 to become the first internationally accepted guideline for the conduct of uncertainty analysis. More recently, the Joint Committee for Guides in Metrology (JCGM) was formed in 1997 to assume responsibility for the maintenance and revision of the GUM.
The GUM framework is based on the most recent advancements and principles in mathematical statistics for the propagation of the elemental sources of errors to the final results. GUM provides general rules for the evaluation and expression of uncertainty in measurement rather than providing detailed and specific instructions tailored to any specific field of study. The Guide differs from previous uncertainty assessment methodologies in terms of terminology, classification of errors and procedures (Herschy 2002) . Studies conducted to compare available UA methodologies (i.e. Steele et al. 1994, Coleman and Steele 1995) conclude that the GUM framework is more robust and mathematically firmer than alternative methods, such as ASME and American Institute of Aeronautics and Astronautics (AIAA) standards (Taylor and Kuyatt 1994, NF ENV 13005 1999) . Recently, ASME and AIAA standards have been harmonized with the GUM terminology and procedures through new versions-the ASME Standard PTC 19.1 (1998 and the AIAA Standard S-071 (1995, 1999) . The GUM terminology and procedures have been widely adopted by national and regional metrology and related organizations in Europe and the USA (Taylor and Kuyatt 1994, ANSI 1997) . Several scientific and engineering areas (e.g. NF ENV 13005 1999 , ISO 5168 2005 and UKAS 2007 have also embraced the guidelines in an attempt to use a uniform method of expressing measurement uncertainty.
The hydrometric community has been continuously seeking to improve procedures for the assessment of the measurement errors, but, until recently, has not agreed on one particular framework. Various hydrometric groups have tested methodologies developed by other communities, such as GUM (1993) or AIAA (1995) , and concluded that they can be successfully applied for assessment of the measurement uncertainty in laboratory and field hydrological/ hydraulics measurements (Muste and Stern 2000 , Bertrand-Krajewski and Bardin 2002 , Muste et al. 2004 , Kim et al. 2005 , Gonzalez-Castro and Muste 2007 , Fletcher and Deletic 2007 (Wahlin et al. 2005) . Similarly, in 2004, the Sixth International Hydrology Programme of UNESCO initiated an effort to compile guidelines for Integrated Urban Water Management, which also includes sections dedicated to UA (Fletcher and Deletic 2007) . The World Meteorological Organization's Committee on Hydrology is currently reviewing UA procedures in an effort to recommend uniform approaches for implementation in the national hydrological services (Pilon et al. 2007 ). These last initiatives indicate that adopting the GUM for conducting UA, rather than developing specific standards for hydrometry, might be a more practical option.
Selecting and implementing a standard for a professional community is a process that requires longterm commitment and effort. According to Thomas (2002) , the following steps are essential in the adoption of a standard: evaluation, prioritization, implementation, planning, accessing standards, getting the standards used and maintaining the drive. It is obvious that such a process is beyond the scope and means of this paper, which aims to provide the reader with an overview of judiciously selected standards, while demonstrating that the standards can be successfully applied for assessment of the measurement uncertainty in hydrometry. Specifically, consideration is given to practical implementation of the GUM and the Monte Carlo method (MCM) recently published as an alternative approach to the GUM (JCGM 101 2008). The paper is organized as follows: a review of the terminology and concepts utilized in the standards is first presented; uncertainty estimates obtained with the GUM and MCM for discharge measurements acquired in a sewer and open channel are estimated in a step-by-step description; and subsequently, a comparison of results obtained with the GUM, MCM and AIAA standards is presented. A discussion of the results includes references to similarities and differences among the compared methods, and, finally, implementation hints are discussed.
CONCEPTS AND TERMINOLOGY
In this section, we introduce basic principles and concepts pertinent to uncertainty analysis. It is assumed herein that the reader has basic knowledge of statistics concepts used in engineering standards, such as standard deviation, mean and probability distribution function. In this paper, we replicate the terminology and definitions from the original sources using a verbatim approach for rigour and consistency. The terminology associated with the GUM and MCM general frameworks is based on JCGM 200 (2007), while the engineering standard considered in the discussion by AIAA (1995) and ASME (1998) maintains some specific terms. Table 1 provides the terminology of the GUM frameworks and the AIAA and ASME engineering standard, respectively. A useful resource to complement the discussion in this section of the paper is JCGM 104 (2009). Most of the text will use the JCGM 200 (2007) terminology, if not otherwise specified.
Measurement and uncertainty analysis
The objective of a measurement is to determine the value of a measurand that is the value of the particular quantity to be measured. The term measurand in the GUM terminology is equivalent to the term true value used by the engineering standards. Measurements can be regarded as direct (such as the weighing) or, as is most often the case, a combination of several measured values of different quantities used in an analytical relationship to obtain the value of a measurand (e.g. discharge measurement). A measurement has imperfections such that even if the quantities were to be measured several times, in the same way and circumstances, a different indication value would be in general obtained (this is usually referred to as the repeatability uncertainty). Such indication values are regarded as instances of an indication quantity. The dispersion of the indication values would relate to how well the measurement is made. The dispersion and the number of indication values would provide information relating to the average value as an estimate or approximation of the true (but unknown) value of the measurand. Consequently, this estimate is complete only when accompanied by a statement of its uncertainty. In practice, the required specification or definition of the measurand is dictated by • random standard deviation (differently estimated for: single and multiple tests)
• sensitivity coefficients • sensitivity coefficients • sensitivity coefficients • combined standard uncertainty (accounts for correlated input quantities)
• combined standard uncertainty • uncertainty of the result (at a specified confidence level)
• expanded uncertainty (accounts for the level of confidence)
• uncertainty at specified confidence level (coverage factor) • coverage factor (degrees of freedom and t-distribution)
• coverage factor (degrees of freedom and t-distribution)
• coverage factor (degrees of freedom and t-distribution) the required accuracy of measurement. The accuracy of a measurement indicates the closeness of agreement between the result of a measurement and the true value of the measurand. Uncertainty analysis (UA) is a rigorous methodology for determining uncertainties in measurement results using statistical and engineering concepts. The measurement process for a specified measurand does not entail only the instrument(s) used to produce the final, but also the measurement methods and procedures, as well as the effect of the influence quantities (environmental factors). Collectively, these components form the measurement system. A measurement model that is associated with the measurement system is defined. In the GUM, the model is referred to as the functional relationship. The items required by a model to define a measurand are labelled as input quantities. The output quantity in a measurement model is the measurand. The input and output quantities are treated mathematically as random variables and are characterized by mean values, standard deviations and probability distributions. The probability distributions are determined from measurements or by using the best available knowledge. Correction terms should be included in the model when the conditions of the measurements are not exactly as stipulated. There will be an uncertainty associated with the estimate of a correction term, even if the estimate is zero, as is often the case. Data about the quantities representing physical constants involved in the functional relationship should also be considered in the model.
It is particularly important to note that in hydrometric applications, flow measurements vary widely in space and time when compared with other areas. Most notably, the time variation can span a wide range of scales. For example, the flow in a river is subjected to turbulent fluctuations (of the order of seconds or minutes), while during a flood event the discharge varies continuously during flood wave propagation (over hours or even days). In this paper, we make reference to measurements of the mean flow characteristics in steady flows. Measurement of the mean characteristics in unsteady flows requires special procedures (e.g. Joannis and Bertrand-Krajewski 2009) , and it is assumed herein that those procedures were duly implemented for the case studies presented in this paper. For unsteady flow situations, the measurement protocol and the uncertainty assessment have to account for additional considerations.
Errors and uncertainties
The measurement error is defined as the result of a measurement minus the true value of the measurand. Neither the true value of the measurand nor the result of the measurement can ever be known exactly because of the uncertainty arising from various effects. Distinction should be made between error and uncertainty: uncertainty is the estimate of the error. The uncertainty of the result of a measurement reflects the lack of exact knowledge of the value of the measurand. The uncertainty arises from both random effects and from imperfect correction of the results for systematic effects. Using the JCGM 200 (2007) definition, the uncertainty is the nonnegative parameter characterizing the dispersion of the quantity values being attributed to a measurand. In practice, there are many possible sources of uncertainty in a measurement, including incomplete definition of the measurand, imperfect realization of the definition of the measurand, non-representative sampling, inadequate knowledge of the effects of environmental conditions, imperfections in reading analogue instruments, finite instrument resolution or discrimination threshold, inexact values of measurement standards and reference materials, inexact values of constants and other parameters obtained from external sources and used in the functional relationship, approximations and assumptions incorporated in the measurement method and procedure and variations in repeated observations of the measurand under apparently identical conditions.
Traditionally, errors were classified as random and systematic. Random errors presumably arise from unpredictable or stochastic temporal and spatial variation of factors that influence the results of the measurement. These errors give rise to variations in repeated observations of the measurand. Although it is not possible to compensate for the random errors of a measurement result, they can usually be reduced by increasing the number of observations. Frequently in engineering practice, a number of measurements are used to establish a conventional true value (see Fig. 1 (left) ). The systematic error (also termed bias), unlike the random error, cannot be eliminated, but it can be estimated and then corrected through carefully designed experiments (calibrations). If a systematic error arises from a recognized effect of an influence quantity and its effect can be quantified, then a correction can be estimated and applied to the measurement to compensate for the effect. It is assumed that after such a correction has been applied, the expected value of the error arising from the particular effect is zero. The effect of systematic and random errors on repeated measurements is shown in Fig. 1 (right) . Detecting, identifying, estimating and correcting systematic errors may be extremely difficult in practice. Comparison with standards, certified reference material, calibration and verification of instruments and comparison with alternative measurement methods are some of the means to track systematic errors.
In contrast to the traditional approach of classifying errors and uncertainties in a measurement, the GUM provides a different perspective. In particular, GUM classifies errors based on the approach used to evaluate them, rather than their effect on the results expressed by the traditional engineering systematic (bias) and precision (random) errors. By defining uncertainties as the dispersion of the values that could reasonably be attributed to the measurand, the underlying concept of GUM is that there is no inherent difference between the uncertainty components arising from random and systematic effects. Both effects are assumed to exist as dispersions around the measured value. Consequently, uncertainties are always estimated using probability density functions or frequency distributions; hence their classification should be based on the method used to estimate their numerical values, i.e. Type A evaluated by statistical methods, Type B by other means. Uncertainties in category A are evaluated by statistical analysis of repeated observations to obtain statistical estimates. Uncertainties in category B are evaluated by other means, i.e. assumed probability distributions based on scientific judgement and consideration of a pool of comparatively reliable information that may include previous measurements, calibrations and experience or general knowledge of the behaviour and properties of relevant instruments and measurement procedures.
Another way of interpreting the GUM classification is that it distinguishes between information that comes from sources local to the measurement process (Type A) and information from other sources (Type B). For the final uncertainty, it makes no difference how the components are classified, because the GUM treats Type A and Type B evaluations in the same manner. Typically, Type A uncertainty captures the randomness of the measurement process generated by various sources when repeated measurements (more than once) are available, while Type B is necessary when one (single) measurement or no measurements are available. Consequently, previous knowledge or engineering judgement is required. As an example of Type A evaluation of a systematic uncertainty, consider the situation of a measuring instrument calibrated against a standard. The calibration process normally involves taking a number of readings. The elements of the uncertainty associated with the calibration that result from random effects will then be evaluated statistically (Type A). When the calibrated measuring instrument is used in a measurement process, the evaluation of the uncertainty has to include the uncertainty in the calibration. However, the errors obtained through the calibration will contribute to the new measurements in a systematic manner. The effect of random errors in the calibration process will have become "fossilized" into an effect that is systematic and they become Type B uncertainty. As another example of the use of Type B evaluation for a random uncertainty, consider a measurement made with an instrument that displays the reading to just three digits and is performed just once (UKAS 2007) . This will introduce an error defined by the limited resolution of the reading, which is random in nature. The true value of the measurand can lie anywhere in the range of ±0.5x (value of the least significant digit) with equal probability.
Propagation of uncertainties
The determination of the uncertainty of the output variable using the functional relationship connecting input and output variables is known as the law of propagation of uncertainties in the GUM approach (when applying the MCM approach, the probability distribution of the output variable is obtained by the propagation of the probability distributions of the input variables in the functional relationship). The standard uncertainty of the output quantity is obtained using the functional relationship of the measurement along with the standard uncertainties of the input quantities in a quadrature that includes the so-called sensitivity coefficients. The sensitivity coefficient for an input quantity is obtained as the partial derivative of the functional relationship with respect to that specific quantity. This equation is an approximate for the measurement model and is derived using the Taylor series expansion, neglecting terms higher than first order (AIAA 1995 , GUM 1993 . The sensitivity coefficients associated with each of the input quantities describe how the estimate of the output quantity will be influenced by small changes in the estimates of the input quantities. When the input quantities or their respective standard uncertainties contain dependencies, the above uncertainty propagation equation contains covariances (JCGM 200 2007) that may decrease or increase the combined total uncertainty of the output variable. Usually, the result of a measurement is expressed as the best estimate for the measurand and a confidence interval with a specified probability (level of confidence). This interval is expected to contain a large fraction of the distribution of values that can be reasonably attributed to the measurand. Such an interval is defined using a coverage factor that multiplies the combined standard uncertainty of the output quantity. The value of the coverage factor is chosen on the basis of the level of confidence required for the measurement to fall in a given (confidence) interval.
The standards make references to several alternatives for assessing uncertainties in final results and special measurement situations. For example, the AIAA (1995) standard discusses an "end-to-end" calibration alternative that is accepted in situations when the set of input quantities cannot be replicated directly within the same set of environmental conditions in a short period of time. The end-toend calibration is dubbed the "top-down approach" in NIST (2003) . That approach is simpler and more convenient compared to the effort needed to estimate uncertainty and sensitivity coefficients at the level of individual inputs, and makes use of the uncertainty propagation equation. While debate continues on whether or not the two approaches are equivalent, the propagation of uncertainty equation is assumed to be more rigorous. If all the variables involved in a quantity can be replicated simultaneously under fixed conditions (e.g. in the same lab at a fixed time), the uncertainty of the final results should be based on each measured quantity by using a propagation of error formula approach. The engineering standards also distinguish between single and multiple measurements (readings) depending on the number of sets of measurements available. If all the measurements associated with a test are performed only once (one set of test, a single test), even if one or more variables in the data reduction equation have more than one measurement (e.g. an instrument sampling with high frequency during that measurement), the test is considered a single test. If the multivariable test is conducted several times and all the measurements are recorded, the test is qualified as a multiple test.
An alternative approach to the widespread UA based on Taylor series expansion for propagation of the elemental errors to the final results (e.g. GUM 1993) is through the use of the Monte Carlo method (MCM). In this approach, the best estimate of each variable in the functional relationship is first input. Then the estimated uncertainty for each variable is set. A uniform random number generator is used to produce distributions (e.g. Gaussian, triangular, lognormal, etc.) of scaled uncertainties for individual running tests. Using the input values for all the variables, the calculation of the final result is made. This process is repeated M times (10 000 to 250 000 iterations, or even more, are needed). In the end, the mean, the standard deviation and the coverage interval for a given level of confidence of the distribution of the output values are calculated. MCM implementation is recommended in situations where linearization of the measurement model (the functional relationship) provides an inadequate representation. For linear or linearized models and input quantities for which the probability distribution functions (pdfs) are Gaussian, a MCM is known to yield results consistent with the GUM uncertainty framework (JCGM 101 2008) .
IMPLEMENTATION METHODOLOGY
The basic steps in conducting a rigorous uncertainty analysis are: (a) Define the measurement process The direct or multivariate measurement process through which the physical quantity value is estimated needs to be modelled through a functional relationship between the input and output of the measurement (usually a mathematical expression) and other factors involved in the measurement process. At this stage of the analysis, it is also useful to briefly describe the measurement set-up, environmental conditions and technical information about the instruments to help identify the measurement process errors, including errors not associated with the variable in the modelled measurement. (b) Identify the error sources and estimate the corresponding uncertainties Once the sources of errors in the measurement process are identified, the uncertainty estimates are developed using measured or assumed probability distributions. The uncertainty of the elemental error sources are described by the square root of the variance of the measurement error distribution.
(c) Propagate the uncertainties to the final result
This step is accomplished by using the variance addition rule (a direct method is used in the MCM). For one input variable, the addition to the variance of various sources of uncertainties of that variable is applied. For a multivariate measurement, in addition to considering the variance of the individual input variables, the possible correlations between the measurement process errors need to be considered. For multivariate analysis, it is also important that the input variable uncertainties are weighted by the appropriate sensitivity coefficients. The degrees of freedom for each uncertainty component, as well as that of the combined uncertainty obtained through the propagation of elemental uncertainties to the final result, are then determined. (d) Report the analysis result The reports for uncertainty estimates should present an uncertainty budget containing, at minimum, information such as the value of the quantity of interest and its combined total uncertainty probability distribution for each elemental sources of errors, the list of the measurement process uncertainties and associated degrees of freedom for each component and applicable cross-correlated uncertainties and sensitivity coefficients.
Provided next are the specific steps for implementing the GUM framework, the MCM and the AIAA standard. The procedures are presented to facilitate the understanding of calculations used in the practical examples subsequently described and to enable the comparison of the UA approaches. The terminology, notations and procedures used in this paper were maintained as they appear in the source references, i.e. GUM (1993 ), JCGM 101 (2008 , AIAA (1995) , for consistency, rigour and easy crossreference.
The GUM framework
The GUM implementation, graphically depicted in Fig. 3 
where
The variable X i is a random variable subjected to n independent observations (large number, i.e. more than 30), x ik obtained under the same measurement conditions. Based on the available data, several situations can be distinguished: small measurement sample and knowledge from one set of previous observations, small measurement sample and knowledge from several sets of previous observations and large measurement sample of current measurements (recommended). In Type A evaluations of measurement uncertainties, the assumption is often made that the distribution best describing the quantity is Gaussian. When uncertainties are determined from a small number of values, the corresponding distribution can be taken as a t-distribution. (ii) Type B evaluation Type B evaluations are those carried out by means other than the statistical analysis of a series of observations. This evaluation type is necessary when no current measurements or one (single) measurement are available. Consequently, previous knowledge is required. As Type B assessments have to ensure similar confidence levels as those obtained for Type A evaluations, they require a knowledge of the probability distribution associated with the uncertainty and the associated degree of freedom. Type B of standard uncertainty is based on the expected dispersion of measurements and the assumed probability distribution. The dispersion, a i , is the estimated semirange of a component of uncertainty associated with an input estimate, x i , as defined in Fig. 2 . The probability distribution can take a variety of forms, but is generally acceptable to assign well-defined symmetric geometric shapes (i.e. rectangular, Gaussian, triangular) for which the standard uncertainty can be obtained from a single calculation (see Fig. 2 ). Typical examples of rectangular probability distributions include (ISO 2005) : maximum instrument drift between calibrations; error due to limited resolution of an instrument's display or digitizer; and manufacturers' tolerance limits. A normal probability distribution can also be used in association with calibration certificates quoting a confidence level (or coverage factor) with the expanded uncertainty. The uniform (rectangular) probability distribution is used when the only information available about a quantity is the maximum bounds within which all values of the quantity are assumed to lie. For intermediate situations between normal and rectangular distributions, triangular distributions can be used. In some measurement situations, the upper and lower bounds for an input quantity are not symmetrical with respect to the best estimate due to, for example, a drift in the instrument. For such situations, the asymmetric distribution would be appropriate for estimating the standard uncertainty. The asymmetric distribution can be only applied using MCM. (c) Add uncertainty components for each input variable The various sources of uncertainties for a variable, irrespective of their provenance and type (A or B), are compounded using the rootsum-square (RSS) combination using:
where u(x i ) j is the jth elemental error associated with the variable x i .
(d) Determine the estimated results Use the functional relationship to calculate the measurand y in conjunction with the determined input quantities x i . (e) Determine the combined standard uncertainty, u c (y) The combined standard uncertainty is obtained using the following equation:
where f is the functional relationship and each u(x i ) is estimated using either the Type A or B evaluation, or both. x i and x j are estimates of X i and X j and u(x i , x j ) = u(x j , x i ) is the estimated covariance associated with x i and x j .
N is the number of input variables. The partial derivatives, called sensitivity coefficients, are evaluated at X i = x i using:
(f) Determine the expanded uncertainty, using:
where k is the coverage factor. Ideally, uncertainty estimates are based upon reliable Type B and Type A evaluations with a sufficient number of observations such that using a coverage factor of k = 2 will ensure a confidence level close to 95%. If any of these assumptions are not valid, the effective degrees of freedom, v eff , needs to be estimated using the Welch-Satterthwhaite formula:
and c i is the sensitivity coefficient. (g) Report the results together with the combined and expanded uncertainty The result of a measurement is expressed as Y = y ± U = y ± ku c (y), which is interpreted as the best estimate of the value attributable to the measurand Y and that y -U to y + U is an interval that may be expected to encompass a large fraction of the distribution of values that could reasonably be attributed to Y . The reports for uncertainty estimates should present an uncertainty budget containing, at minimum, information such as probability distribution type, standard uncertainty, sensitivity coefficient, degrees of freedom, etc.
Monte Carlo method (MCM)
The GUM uncertainty framework can be expected to work well in many circumstances. (a) Select the number of trials, M to be made (a value of M = 10 6 can often be expected to deliver approximately 95% coverage interval for the output quantity, such that this length is correct to one or two significant decimal digits).
As there is no guarantee that M = 10 6 or any specific pre-assigned number will suffice, an adaptive MCM (which selects M adaptively as the trials progress until various results of interest have stabilized in a statistical sense) can be used. 
Figure 4(a) and (b) graphically depicts use of MCM and GUM for N = 3 independent input quantities. In Fig. 4(a) -continuous over the interval for which this pdf is strictly positive, -unimodal (single-peaked) and -strictly increasing (or zero) to the left of the mode and strictly decreasing (or zero) to the right of the mode. (iv) a sufficiently large value for M is used.
Additional steps for the validation of MCM in GUM context are:
(f) Estimate numerical tolerance δ associated with a numerical value z The coverage intervals obtained by the GUM uncertainty framework should be compared to those obtained with MCM to determine whether the required number of decimal digits has been obtained. Let n dig denote the number of significant decimal digits regarded as meaningful in a numerical value z.
The numerical tolerance δ associated with z is obtained by: (i) expressing z in the form c × 10 , where c is a n dig decimal digit integer and an integer; and (ii) taking δ = 1/2 × 10 .
Example: Assume that the estimate of the mean for the output quantity is y = 100.02147 g. The standard uncertainty is u(y) = 35 × 10 -5 g and both significant digits are being regarded as meaningful. For n dig = 2, c = 35 and = −5 the resultant tolerance value is δ = 1/2 × 10 -5 g = 5 × 10 -6 g. (g) Estimate the absolute differences of the respective endpoints (d low and d high ) of the two coverage intervals. Specifically, determine:
where U is an expanded uncertainty as defined in GUM (for a given confidence level) and therefore y -U and y + U represent the upper and lower uncertainty intervals, while y low and y high are the endpoints obtained from MCM. (h) Compare d low and d high with δ to determine whether the GUM uncertainty framework is valid. If both d low and d high are less than δ, the comparison is favourable and the GUM uncertainty framework has been validated for this case.
The AIAA standard
The methodology of AIAA standard is similar to the ASME standard, except for minor terminology and procedural differences (see Table 1 ). Hence, only the AIAA standard is presented here.
(a) Determine the data-reduction equation: 
where θ i are the sensitivity coefficient defined as:
(d) Estimate precision limits There are two ways to estimate the precision limits, depending on whether a single or multiple test is available for analysis (Stern et al. 1999) . As the multiple test is the recommended approach, only this case is presented herein. The single test precision limit estimation can be found in Stern et al. (1999) .
Under the assumption that the precision limits are uncorrelated, the precision limit of the result can be estimated by:
where t is the coverage factor and Sr is the standard deviation of distribution for the sample of M results:
For M ≥ 10 it is assumed that t = 2 (large sample-size assumption); otherwise, the Welch-Satterthwhaite formula (see equation (8)) is used (95% confidence level = Student's t value with M -1 degrees of freedom).
(ii) Propagation of precision limits at the level of individual variables:
where θ i are the sensitivity coefficients defined by equation (14) and P¯i = tS¯i/ √ M are the precision limits in each variable X i . Similarly with equation (16), S i is calculated at the individual variable level as:
(18) (e) Estimate the total uncertainty The total uncertainty of the result is computed as the RSS of the bias and precision limits for the result:
(f) Report the result of a measurement with an estimate of the mean:
wherer represents an estimate of the mean.
IMPLEMENTATION EXAMPLES
The purpose of this section is to implement the reviewed uncertainty analysis approaches in practical measurement situations and compare their performance. The first hydrometric situation entails the measurement of discharge in a sewer pipe flowing with free surface, a common measurement for monitoring the urban environment. The second measurement situation is the estimation of discharge in a cross-section of an open-channel flow, perhaps the most often illustrated hydrometric measurement. Finally, results from a prior study conducted with the GUM, MCM and AIAA are presented to illustrate that the three UA methods provide similar results (Lee and Muste 2011).
Determination of the discharge in a circular sewer pipe
The uncertainty in the discharge measured in a circular sewer pipe is calculated using the GUM framework (GUM 1993) and MCM (JCGM 101 2008) . For the sake of brevity, only salient calculations are presented. 
Measurement situation Consider a sewer network circular pipe with a radius, R (m)
The radius, R is an input variable for which repeated measurements were acquired in situ. There are no repeated measurements available for the water level and the mean flow velocity in the sewer pipe. Described below are the procedures used to estimate the standard uncertainties in R, h and U, respectively u(R), u(h) and u(U) using the available information. A more rigorous uncertainty analysis would require calibration against certified primary or secondary standards using standardized protocols. This approach can be applied to instruments for distance measurement, but not for velocity as there is no standard for the velocity measurement. Consequently, in the present paper we used uncertainty estimates available from prior measurements against velocity measurement instruments of known/proven accuracy as surrogates for the more accurate calibration protocols.
Estimation of standard uncertainty in the pipe radius
The average pipe radius R was calculated using n = 4 measurements of the diameter D carried out randomly at various radial positions in the pipe crosssection. The measurements were respectively: 1.002, 1.000, 0.997 and 1.002 m.
The mean value of D ≈ 1000.3 mm and thus the mean radius R = D/2 = 0.5001 ≈ 0.500 m. The standard deviation s of the four values of D is equal to 0.0024 m. The 95% confidence interval for the mean value D is given by:
where t is the Student's t value for v = n -1 = 3 degrees of freedom: t = 3.18. Assuming that the above 95% confidence interval can be rewritten as:
the standard uncertainty u(D) is determined by:
Then u(R) = u(D)/2 ≈ 0.001 m.
Estimation of standard uncertainty in h
The in situ water-level measurements were measured with a piezoresistive sensor. The sensor was previously tested in laboratory conditions (Bertrand-Krajewski and Muste 2008). In essence, the tests used a Perspex column with a class II certified metallic meter as reference, with a standard uncertainty of 0.5 mm as specified by the manufacturer with an accredited calibration certificate. A total of 60 simultaneous measurements were acquired with the metallic meter and the piezoresistive sensor for water levels varying between 0 and 2 m. Using a least squares regression applied to the measurements collected at five measurement points, the functional relationship between the measurements with the two alternative instruments, with a residual variance s l 2 = 3.4×10 -7 m, was obtained as:
where x is the standard reference value and y is the value given by the piezoresistive sensor. Using equation (25) it was then possible to relate a piezoresistive sensor measurement y 0 to the corresponding most likely true value of the water level x 0 and also to evaluate its standard uncertainty u(x 0 ). For example, a reading of y 0 = 0.701 m would most likely correspond to:
The standard deviation s(x 0 ) of the piezoresistive sensor is the result of two independent contributions: (i) the uncertainty in the measured value y 0 and (ii) the uncertainty in the functional relationship expressed by the uncertainties in both coefficients s(a) and s(b). s(x 0 ) is calculated by: measurement points and the associated uncertainty intervals estimated at 95% confidence level. The above results are valid for the range of measurements and conditions tested in the well-controlled laboratory environment. For measurements taken in situ, the measurement standard uncertainty is larger than the laboratory estimation because the flow is affected by small free surface waviness produced by internal (turbulence) and other external perturbations (such as the air currents in the channel or floating material). In addition, there are also uncertainties in the exact position of the sensor in the sewer. An empirical estimate of these additional sources of uncertainty, based on visual observations made in various measurement locations in sewers, is evaluated to be about u r = 0.005 m.
The in situ measurement standard uncertainty u(h) for the piezoresistive sensor is then obtained from equation (4) by the root sum square of the two elemental uncertainties affecting the sensor readings: 
Estimation of standard uncertainty in U
The mean flow velocity U is determined by a Doppler sensor located on the pipe invert. Velocities are estimated using the Doppler shift developed in the acoustic signal returned to the sensor by suspended particles located in the volume ensonified by the sensor incident beam. The geometry of the beam, the velocity gradient in the column of water and over the pipe cross-section, the flow regime and the concentration of the suspended particles in the sewer are among the most important parameters involved in the velocity measurement process. A similar study focused on an acoustic Doppler instrument identified more than a dozen elemental error sources affecting the measurement of mean velocities (Kim et al. 2005) . This detailed estimation level is beyond the scope of the present paper, hence a more practical approach is taken to give a first-order assessment of the velocity measurement uncertainty. The simplified approach determines the mean velocity in the cross-section as U = kV , where k is a correction factor (ideally) accounting for all the above mentioned characteristics. Using this new relationship, the uncertainty u(U) can be evaluated using the standard uncertainties u(V ) and u(k) via the law of propagation of uncertainties. Even with this analytical simplification, the error estimation is a complex undertaking as: (a) manufacturers provide estimates for u(V ) with limited relevance for real conditions and (b) the estimates for u(k) are not readily available. Typically, uncertainty estimates for velocity measurements are determined by the manufacturers through laboratory tests by (i) moving the sensor with a known velocity in still water basin; or (ii) conducting measurements in pipe flows with clean water. The limitations of such estimates for practical implementation are described in Bertrand-Krajewski et al. (2000) .
For the present analysis, inferences on the uncertainty of the velocity measurements with the Doppler sensor are made using previously conducted tests specifically designed for this purpose. A first test consisted of concurrent measurements in a sewer with the Doppler sensor looking toward the pipe invert, making measurements along the vertical with a calibrated propeller velocity meter (Bertrand-Krajewski et al. 2000) and a calibrated OTT Nautilus C200 velocity meter. Following the acquisition and analysis of such concurrent tests over a range of flows, we concluded that a conservative first approximation for velocity standard uncertainty is u(U) = 0.05 m/s, for the range of depths between 0.15 and 0.5 m and an egg-shaped sewer pipe cross-section. In the following calculations, the values of the input variables are set as follows: R = 0. (5) and (7), the combined standard and expanded uncertainties can be written as equations (29) and (30), respectively.
GUM framework Using equations
The input variables are assumed to be uncorrelated. The effective degrees of freedom for the measurand is obtained using equation (8), using the corresponding degrees of freedom for each variable (i.e. v R =3, v h = 59, v U = ∞). The resulting effective degree of freedom for the measurand is 70 256, a large value that for practical purposes can be considered an infinite value. Finally, using equation (30), the expanded uncertainty based on t-distribution at the 95% level of confidence provides k = 2, which subsequently gives U(Q) = 0.06 m 3 /s, equivalent to ±12.6% of the total value.
The numerical values in equation (29) indicate that the first term is small compared to the other terms, indicating that the contribution of the uncertainty in the pipe radius R to the total uncertainty in Q is negligible. It can be also observed that the contribution of the uncertainty in depth is smaller than that of the uncertainty in velocity for this given set of values. Separate analyses need to be made for each particular set of values (R, h, U) to evaluate the relative contribution of the uncertainties of individual variables to the total measurand uncertainty. The results calculated above indicate that for the discharge value of Q= 0.47 m 3 /s, the 95% confidence interval uncertainty is [0.41, 0.53]. The calculated uncertainties are dependent on the mean values, where they are estimated as the sensitivity coefficients differ over the measurement range of the input variables. Similar estimation carried over the time series of actual measurements in the sewer will indicate that the total uncertainty of the discharge measurements varies during a multi-peak storm event as shown in Fig. 7 .
Monte Carlo method
Assuming that the values of the three input variables are normally distributed and by choosing M = 10 6 runs (see Section 3.2), the results are as follows: mean discharge Q = 0.47 m 3 /s and minimum 95% coverage interval [0.41, 0.53] . The expanded (k = 2) standard uncertainty U(Q) = 0.06 m 3 /s. These values are in good agreement with the GUM results (values differ only through the third digit). The MCM analysis was conducted with QMsys Enterprise software (Qualisyst Ltd). The authors evaluated this software and found it reliable for both analytical and MCM implementation within the GUM framework . The output uncertainty budget illustrates that uncertainties associated with the velocity measurements, u(U) have the largest contribution in Fig. 7 Measured hydrograph in a sewer system during a storm event and its 95% confidence interval uncertainty estimates. the total uncertainty (approximately 97%) and the sum of uncertainties associated with both radius and water level only contributes approximately 3% in the total uncertainty.
Determination of discharge using velocity area method in an open channel
The uncertainty in the discharge measured in a crosssection of an open-channel flow with a mechanical meter is calculated using the GUM framework (GUM 1993) and MCM (JCGM 101 2008) . For the sake of brevity, only salient calculations are presented.
Measurement situation
At the time of writing this paper, the authors do not have a set of measurements to support the illustration of uncertainty analysis implementation to this typical hydrometric application. As a surrogate, we will use information available in relevant literature (Boiten 2000 , Herschy 2009 , WMO 2010 . Use of previous information is not an uncommon situation for conducting uncertainty analyses, as the full-fledged UA requires specially designed experiments with appropriate replication levels (AIAA 1995) that are rarely covered in the budget of a conventional measurement. In such instances, one has to make use of the "best available information". The data for the example provided below follows the measurement situation described in Boiten (2000, p. 85) .
The discharge measurements used as background for our analysis were conducted using a Price AA current-propeller meter positioned successively at three depths in several verticals across the channel. While not many specifics are provided in the reference on the data acquisition, we will assume here a standard measurement scenario that allows us to associate uncertainty estimates for each of the elemental error sources using information available in the specialized literature. The positioning of the current meter at the desired location was made with an A-Pack reel connected to a depth indicator with the finest graduation of tenths of metre (WMO 2010). Velocity measurements were acquired from a bridge spanning the channel at seven verticals across the stream cross-section. The locations of the verticals were marked on the bridge and the distances between markers were subsequently measured with a conventional pocket measuring tape. The water depth in verticals was measured with a sounding reel fitted with a counter (WMO 2010) . In this example, it is assumed that conventional protocols for the measurements with different instruments were closely followed (Buchanan and Somers 1969) and that the measurement environment at the time of measurements had not been adversely affected (e.g. by wind or rain, or flow unsteadiness). The layout of measurements is illustrated in Fig. 8 .
The propeller current-meter estimates velocities by measuring the number of revolutions per second, n, for a given measuring time, t (Boiten 2000, p. 86) . The velocity at a point in the vertical is obtained by determining the rate of the revolutions (equation (31)) and calibration (equations (32)):
where n is the number of revolutions per s, n 1 is the total number of revolutions during a measuring time, t is the measuring time: 
Velocities acquired in three points located at 0.2d, 0.6d and 0.8d (where d is the depth of flow at the location of measurement) are used to obtain the depth-averaged velocity, v, at each vertical (WMO 2010). The three-point method is typically recommended when the flow is uniform and two-dimensional whereby the vertical distribution of the streamwise velocity can be assumed logarithmic. At least 0.75 m flow depth is required to use this method. The mean velocity in a vertical is given by:
In order to exemplify the estimation of Type A uncertainties, we consider a hypothetical scenario whereby the point measurements in vertical 4 were replicated ten times at each depth location (i.e. 0.2d, 0.6d and 0.8d) for a total duration of 50 s at each location. The acquisition of these velocities was made by changing the position of the current-meter reel after each measurement, so as to capture the error associated with the positioning of the probe. The results provide a minimum, but relevant, statistical sample that captures errors characterizing the measurement environment (flow conditions and operator-related effects).
Finally, the discharge of the stream is obtained using the mid-section method (Herschy 2009 ). In this method it is assumed that the velocity sampled at each vertical represents the mean velocity in a segment of the cross-section. The m = 7 verticals create seven segments plus two others at the beginning and end of the cross-section (as illustrated in Fig. 8) . The mean velocity in each vertical is obtained as described above using n = 3 point measurements at specified location on the vertical, as illustrated in Fig. 8 . The summary of the direct and calculated velocities used in the discharge estimation is provided in Table 2 . Using the notations in Fig. 8 , the DRE for the discharge measurement process is provided by equation (34):
where Q t is the total discharge in the cross-section, v n is the mean velocity at the nth vertical (and in the associated panel), d n is the depths measured at the nth vertical, b n = ( b n+1 -b n−1 )/2, is the half width between verticals n + 1 and n -1. In Fig. 8 , b n is associated with the panel width at the nth vertical (i.e. 4) and b 0 and b 8 represent b LB and b RB , respectively. The two discharge components at the edges of the water are obtained assuming a parabolic velocity distribution in the verticals toward the banks (Boiten 2000) . Equation (34) defines the discharge measurement process. In essence, the discharge measurement depends on the point velocity and depth measurements at verticals, the measurement the distances between verticals and the models assumed for the vertical velocity profile and the estimation of the discharge in the cross-section. Each of these variables and methods will produce uncertainties that require individual assessments for consideration of their impact on the total reported discharge uncertainty.
Estimation of standard uncertainties
Provided below are the estimates of the standard uncertainties in v n , d and b, respectively u(v n ), u(d) and u(b) using available information. In addition to the directly measured variables, other sources of errors are considered that are related to methods of calculation of the discharge and operational conditions (measurement environment and instruments' operations). Table 3 provides the summary of uncertainty components assessment as documented by previous experimental or knowledge expert evidence. The previous information about these elemental sources of errors lists different values for the same error so a critical selection was applied for conducting this example. (5) and (7), the combined standard and expanded uncertainties can be written as equations (35) and (36), respectively.
GUM framework Using equations
The first three terms in equation (35) are associated with the uncertainties in mean vertical velocity, depth and distance between verticals, u(v n ), u(d) and u(b), respectively. Each of these uncertainties entail other elemental uncertainty sources that are aggregated through the following relationships (see also 
Specifications for the uncertainties in equations (37a)-(37c) are provided in Table 3 . The next three terms in equation (35) represent correlated uncertainties for velocity, depth and distances, with r(x i , x i ) representing the correlation coefficient between the related variables. These additional terms are needed as the total discharge is based on a summation of sub-areas of the crosssections measured successively with the same instruments. The last five terms are directly related to the estimation of the total discharge, so their corresponding sensitivity coefficients are 1. It should be noted that the uncertainty due to the number of verticals, u(Q nv ), should include the effect of a limited number of verticals on both mean velocity field description as well as of the resolution of the cross-section estimation. The available literature, however, does not capture the double effect of these sources of error.
The propagation of the elemental uncertainties to the total discharges was conducted using the QMsys Entreprise (Qualisyst Ltd) using equation (35) as definition for the measurement process. The correlated terms were not accounted for as there is no information available for their estimates. The effective degrees of freedom for probability distributions associated with the elemental uncertainties and the final result were obtained using equation (8). Excepting uncertainty u(v op ), the elemental uncertainties were assumed to have infinite degrees of freedom, therefore the effective degrees of freedom for the measurand was also infinite, since the degrees of freedom induced by velocity variables does not affect the effective degrees of freedom estimation for the measurand.
The uncertainty budget for the discharge measurement is provided in Table 4 . The total (expanded) uncertainty for the discharge measurement at a 95% confidence level is U(Q t ) = ±21.44 m 3 /s, which corresponds to ±13.53% of the total discharge estimate. The uncertainty budget provided by the QMsys Enterprise software illustrates that uncertainties associated with the number of verticals and operational conditions for discharge estimation make the largest contribution to the total uncertainty, followed by those associated with the vertical velocity model. 
Monte Carlo method
The MCM uncertainty estimation was conducted using the same software, i.e. QMsys Enterprise. From the variety of options for the random number generator (RNG), we chose for this example the recently developed CMWC4096 generator (Qualisyst Ltd). This choice provided a long period (2 131086 ) for the cycle, enough to ensure that RNG does not cycle when it generates pseudo-random numbers. We assigned normal or rectangular distributions for Type B uncertainty components and t-distribution for the Type A uncertainty component (velocities measured at 0.2d, 0.6d and 13.53 * The divisor is the value by which the standard uncertainty is divided to obtain the standard deviation for the probability distribution assumed for the jth source of uncertainty. 0.8d in vertical 4). The best estimates of the X i (estimated mean) and associated standard uncertainties were calculated using samples generated with 10 6 trials and adaptive MCM.
The numerical simulation results are summarized in Table 5 , along with the results obtained from the analytical first-order second-moment GUM framework. The data in the table illustrates that the expanded standard uncertainty estimated by the three alternative approaches (analytic GUM and two types of MCM) is in good agreement. The MCM validation with respect to the GUM Uncertainty Framework (GUF) (see Section 3.2) was also verified by calculating the tolerance interval (see Table 5 ). In this validation, it was assumed that one significant decimal digit is meaningful. Given that the absolute difference between the endpoints of the two coverage intervals (d low and d high ) was less than the numerical tolerance (δ), we can conclude that GUF was validated for this case study.
GUM-MCM-AIAA method comparison
In order to complete the illustration of the practicality and efficiency of the standardized UA frameworks reviewed in the present paper, we have provided results (below) from a previous study that compares uncertainty estimates using GUM, MCM and AIAA standards . This comparison was made using a laboratory experiment for determination of the density and viscosity of glycerine. The experiment described in Stern et al. (1997) is based on the classical flow situation associated with the falling sphere in a column of fluid under the Stoke regime. The density of glycerine is determined using two different types of spheres (Teflon TM and steel), followed subsequently by the determination of viscosity. The well-controlled laboratory experiment facilitated accurate replication of the measurements and the conduct of simple timing and sphere diameter measurements. In addition, the experiment entailed a range of UA special situations (including correlated errors) and was simple enough computationally to avoid cluttering the analysis with complex calculations that would obscure the demonstrative purpose of the experiment. Table 6 summarizes the uncertainties obtained with the three methods. The results show that the estimated mean value and the combined total uncertainty values for the three methods are in good agreement. With respect to the expanded uncertainties, AIAA standard estimates provide the smallest uncertainty interval among the three tested methods. The differences are the result of the determination of the coverage factor, k, which is set at 2 in the AIAA standard. GUM also recommends to use k = 2 for 95% confidence level for most practical applications, but it reinforces the estimation of degrees of freedom, v eff , with the Welch-Satterthwhaite formula. MCM uses the same approach as GUM so the agreement between the two approaches is close. The last column in Table 6 indicates that GUM uncertainty framework (GUF) was not validated. The possible reason for this can be associated with the estimation of the numerical tolerance, as its determination is subjectively defined by the user. Other possible causes of the lack of validation are the numerical approximation error (i.e. neglecting the higher-order terms in the Taylor series expansion in GUM) or nonlinearity of the measurement model (as GUM is not valid in such cases).
DISCUSSION
The review of selected standards and their practical implementations described in this paper illustrates that despite their differences in terminology, the standards provide practically the same outputs when the same inputs and measurement conditions are used. The most distinct and important difference among these standards is the categorization of uncertainty. Arguments can be made for both sets of nomenclatures. Type A and Type B unambiguously define how an uncertainty estimate was evaluated. GUM terminology for uncertainty components is directly related to the use made of the corresponding quantity, that is, on how that quantity appears in the mathematical model that describes the measurement process. On the other hand, the systematic/random categorization is deeply rooted in the applied research and engineering vocabulary. The latter classification is particularly useful during the debugging phase of an experiment, if the expected dispersion of results for a particular experimental situation is wanted (Coleman and Steel 1995) . In principle, an uncertainty component arising from a systematic effect may in some cases be evaluated by method A, while in other cases by method B, as may be an uncertainty component arising from a random effect. There is no correspondence between the classification of uncertainty components into categories A and B and the commonly used classification of uncertainty components as "random" and "systematic." For example, a systematic calibration uncertainty can become a source of scatter (and thus a random uncertainty) if a new calibration is done before each reading of the sample. In fact, Taylor and Kuyatt (1994) recommend that the terms random uncertainty and systematic uncertainty be avoided, because the adjectives random and systematic-while appropriate modifiers for the word "error"-are not appropriate modifiers for the word "uncertainty."
GUM uncertainty classification is only made for convenience. In other words, any convention as to how uncertainties are classified does not affect the estimation of the total uncertainty. GUM typically assumes that all bias has been removed from the measurements before the analysis is applied. The propagation and final uncertainty are evaluated in the same way as in the engineering-based uncertainty standards. The slight difference is that GUM evaluates uncertainties based on a variable and thus the elemental sources of uncertainties in a variable, irrespective of their provenance and type (A or B), are compounded using the root-sumsquare combination. And then, the combined standard uncertainty is obtained using the law of propagation of uncertainties. However, the previous engineering standard estimates bias and precision errors separately when a propagation of error formula is applied and then the final uncertainty is estimated using root-sum-square combination of estimated uncertainties.
While the GUM uncertainty framework remains the primary approach to uncertainty evaluation in circumstances where it is demonstrably applicable, MCM is the best alternative. MCM can be also checked if it validates GUM by implementing the procedure described in Section 3.2.
According to JCGM 101 (2008) the MCM should be used when:
(a) Linearization of the model provides an inadequate representation of the measurement process. For linear or linearized models and input quantities for which the pdfs are Gaussian, MCM yields results consistent with the GUM Table 6 Comparison of the AIAA, GUM and MCM uncertainty estimates. uncertainty framework. However, in cases where the conditions for the GUM uncertainty framework to be applied do not hold, an MCM can generally be expected to lead to a valid uncertainty statement (see JCGM 101 Ch.5.4.2, p.10). (b) The probability density function (pdf) for the output quantity departs from a Gaussian distribution or a scaled and shifted t-distribution. In summary, the major differences between MCM and GUM are (JCGM 101 2008):
• pdfs are explicitly assigned to all input quantities X i (rather than associating standard uncertainties with estimates x i of X i ) based on information concerning these quantities. The classification into Type A and Type B evaluations of uncertainty is not needed. • Sensitivity coefficients are not an inherent part of the approach and hence the calculation or numerical approximation of the partial derivatives of the model with respect to the X i is not required. Approximations to sensitivity coefficients can, however, be provided that take into account all higher-order terms in the Taylor series expansion of the model. • A numerical representation of the distribution function for Y is obtained that is completely defined by the model and the pdfs for the X i and is not restricted to a Gaussian distribution or scaled and shifted t-distribution.
• Since the pdf for Y is not in general symmetric, a coverage interval for Y is not necessarily centred on the estimate of Y . Consideration therefore needs to be given to the choice of coverage interval corresponding to a specified coverage probability.
• MCM has provision of a coverage interval corresponding to a stipulated coverage probability when the pdf for Y cannot adequately be approximated by a Gaussian distribution or a scaled and shifted t-distribution, i.e. when the central limit theorem does not apply. Such an inadequate approximation can arise when: (i) the pdf assigned to a dominant X i is not a Gaussian distribution or a scaled and shifted t-distribution; (ii) the model is nonlinear; or (iii) the approximation error incurred in using the Welch-Satterthwaite formula for effective degrees of freedom is not negligible.
• A coverage factor is not required when determining a coverage interval.
CONCLUSIONS
The practical implementation of the analyses has shown that for most engineering applications, when 10 or more readings can be obtained for each variable in an experimental result and the uncertainties have degrees of freedom of 9 or more, the engineering standards (such as ASME 2005) and GUM (1993) are substantially the same (UKAS 2007, pp. 10-11) . For situations where the small degrees of freedom in the results exist, the GUM standard is recommended (Steele et al., 1994 ). An alternative approach to these standards is the use of Monte Carlo simulation method, which is the numerical method whereby the propagation of distributions is considered in parallel, rather than of the first and second moment of the uncertainty distributions. These examples of selected uncertainty analysis approaches illustrate that there are reliable frameworks to qualify and quantify the data acquired in hydrometry. While different approaches are reflective of the various schools of thoughts on the matter, it is currently commonly accepted that the uncertainty models presented in the GUM (1993) are more appropriate for the determination of uncertainty intervals than other existing models. Even the newest releases of the American engineering standards have harmonized their methodology with GUM specifications and procedures, while keeping the original terminology (AIAA 1999 , ASME 2005 . Given that several quasi-equivalent options exist to perform an uncertainty analysis, it is beneficial to recommend one method to help simplify the issues surrounding uncertainty analysis implementation in hydrometry. While aware of the tradition in engineering of the systematic/random uncertainty categorization and its usefulness in engineering experimentation, the authors deem the adoption of the GUM (1993) an optimum solution for the hydrological community. This standard is widely accepted and used and its adaptation for our community is herein recommended.
However, the GUM (1993) provides only general rules for evaluating and expressing uncertainty in measurement rather than providing detailed, scientific-or engineering-specific instructions. The general nature of GUM enables us to use the framework for different purposes, such as to draw conclusions about the compatibility of a result with other similar results, to establish tolerance limits in monitoring, or to decide if a certain course of action may be safely undertaken. Given its general formulation, GUM acknowledges that particular standards to deal with the problems specific to individual fields of measurement may be necessary.
