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ABSTRACT
Big data concerns large-volume, complex, growing data sets, and it provides us op-
portunities as well as challenges. This thesis focuses on statistical methods for several
specific large, complex data challenges - each involving representation of data with
complex format, utilization of complicated information, and/or intensive computa-
tional cost.
The first problem we work on is hypothesis testing for multilayer network data, mo-
tivated by an example in computational biology. We show how to represent the
complex structure of a multilayer network as a single data point within the space of
supra-Laplacians and then develop a central limit theorem and hypothesis testing the-
ories for multilayer networks in that space. We develop both global and local testing
strategies for mean comparison and investigate sample size requirements. The meth-
ods were applied to the motivating computational biology example and compared
with the classic Gene Set Enrichment Analysis(GSEA). More biological insights are
found in this comparison.
v
The second problem is the source detection problem in epidemiology, which is one
of the most important issues for control of epidemics. Ideally, we want to locate the
sources based on all history data. However, this is often infeasible, because the history
data is complex, high-dimensional and cannot be fully observed. Epidemiologists have
recognized the crucial role of human mobility as an important proxy to a complete
history, but little in the literature to date uses this information for source detection.
We recast the source detection problem as identifying a relevant mixture compo-
nent in a multivariate Gaussian mixture model. Human mobility within a stochastic
PDE model is used to calibrate the parameters. The capability of our method is
demonstrated in the context of the 2000-2002 cholera outbreak in the KwaZulu-Natal
province.
The third problem is about multivariate time series imputation, which is a classic
problem in statistics. To address the common problem of low signal-to-noise ratio
in high-dimensional multivariate time series, we propose models based on state-space
models which provide more precise inference of missing values by clustering multi-
variate time series components in a nonparametric way. The models are suitable for
large-scale time series due to their efficient parameter estimation.
vi
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1Chapter 1
Introduction
1.1 Scope of Big Data
It is hard to avoid mention of big data nowadays, which concerns large-volume, com-
plex, growing data sets with multiple, autonomous sources(Wu et al., 2014). Cases
where we encounter big data include social media networks, large macroeconomics
time series, complex individual-level information in healthcare, high throughput data
in genomics and complex brain connectivity networks in neuroscience.
Big data provides us with opportunities(Fan et al., 2014). It can help us explore
the hidden structure in each subpopulation of the data, which is traditionally not
feasible when the sample size is moderate or small. Analyzing big data is extremely
useful in extracting important common features across many subpopulations when
the individual variations are large. However, big data also comes with its challenges.
Useful information can be mistakenly filtered out when processing raw data. Complex
data in general can be hard to describe and summarize. Issues such as heavy compu-
tational cost and algorithmic instability can arise in high dimensional data with large
sample size.
2In this thesis, three different big data problems are studied, specifically in three
contexts: Firstly, for complicated individual objects in computational biology, we
purpose a proper structure to represent the objects. Statistical theories are also
developed to answer fundamental questions. Secondly, we develop a method that
extracts information from complex history data to locate an epidemic source. Lastly,
we introduce models suitable for large scale multivariate time series imputation. A
detailed description of the problems that we present in this thesis will be shown in
the next section in addition to a review of the relevant literature.
1.2 Challenges, Existing Strategies and Our Con-
tributions
For the first problem, we develop a hypothesis testing framework for multilayer net-
work data. As we step into the modern era of big data, data formats are becoming
more and more complex. There has been an increasing focus on using networks or
multilayer networks to represent data points. Multilayer networks are used to repre-
sent individual data points when data points are too complex for single-layer networks
to describe. In Chapter 2, our motivation is drawn from studies measuring multilayer
gene pathway networks for a sample of individuals along with their membership to
different types of groups..
To better understand the functions and relationships between gene pathways, it is of
paramount importance to develop statistical methods for testing of global and local
changes in the multilayer networks across groups. We develop both global and lo-
cal testing strategies for mean comparison and investigate sample size requirements.
The methods were applied to the motivating computational biology example and
compared with the classic gene set analysis. Multilayer network based methods are
3found to exhibit better performance than methods based on single layer networks or
edges.
The second problem is about detecting the source during infectious disease outbreaks.
Waterborne diseases, such as Amoebiasis, Shigellosis, Cholera, Cryptosporidiosis and
Giardia, have endangered people’s lives for years, especially for those living in devel-
oping countries. One of the most important factors in epidemic control is to trace
the epidemic sources (Zwingle, 2002; Fraser et al., 2009). Ideally, we want to locate
the source based on the entire data history. However, the epidemic history is com-
plex, high-dimensional and cannot be fully observed(Yusim et al., 2001; Paraskevis
et al., 2007). Mathematically, we can represent the problem as estimating a source
on complex networks. There has been a large number of recent contributions to this
area. We are in particular interested in sensor-based methods, that is, the methods
which only need observations from a few nodes, such as (Pinto et al., 2012a; Louni
and Subbalakshmi, 2014; Agaskar and Lu, 2013; Altarelli et al., 2014).
The accuracy of existing methods on source detection varies significantly with the
experimental environment(Jiang et al., 2014). Epidemiologists have recognized the
crucial role of human mobility as an important proxy to a complete history, but little
in the literature to date uses this information for source detection. Our work is to fill
this gap.
In Chapter 3, we recast the source detection problem as identifying a relevant mix-
ture component in a multivariate Gaussian mixture model. Human mobility within
a stochastic PDE model(Mari et al., 2012) is used to calibrate the parameters. Our
estimator only needs first-arrival times at a small proportion of nodes as input. It is
4also easy to incorporate prior knowledge into our estimator. Additionally, we quan-
tify the uncertainty associated with the source estimator. Our estimator overcomes
the limitations of that proposed by (Pinto et al., 2012a), and demostrates significant
improvement.
The third problem is a multivariate time series imputation problem. Multivariate
time series are used to describe several related time varying variables, examples in-
cluding consumers’ demands in different cities within a state, precipitation in several
cities near each other and stock prices of a few technology companies over a period
of time. However, missing values often appear in observed multivariate time series,
due to different reasons such as errors in recording or low instrument precision. In-
complete data makes direct analysis using complete-data methods impossible(Hopke
et al., 2001). Many statistical softwares also only accept complete data. Thus, mul-
tivariate time series imputation is necessary in many cases.
For univariate time series imputation, simple algorithms include mean imputation,
last observation carried forward (LOCF), next observation carried backward (NOCB),
and linear interpolation(Moritz et al., 2015). They do not have good performance in
many situations. There is a lot of literature on directly imputing multivariate time se-
ries. (Hopke et al., 2001; Yozgatligil et al., 2013; Junger and de Leon, 2015; Junninen
et al., 2004; Le et al., 2007) showed methods for environmental multivariate time se-
ries imputation while (Honaker and King, 2010; Denk and Weber, 2011) address how
to impute missing values in time-series cross-section data in political science. Among
them, (Yozgatligil et al., 2013) and (Junninen et al., 2004) reviewed and compared
multiple imputation methods for multivarite time series using meteorological data.
5The methods used in the literature above are all based on multivariate time series
models. Other similar methods include imputation based on vector autoregressive
models(Liu and Molenaar, 2014; Bashir and Wei, 2017), ARMA models(Park et al.,
2007), ARIMA models(Junger and Leon, 2012) and a multivariate hierarchical model
for longitudinal outcome variables(Liu et al., 2000). Recently, many imputation meth-
ods based on neural networks arised, such as (Brakel et al., 2013; Che et al., 2016;
Lipton et al., 2016; Moustris et al., 2012). Many methods in this category perform
well but are difficult to understand.
We are looking for algorithms which have good performance and are also inter-
pretable. In general, imputation methods based on time series models are easy to
interpret. Among them, a state space model is a good candidate due to its flexibility
and interpretability. Overcoming the limitations of current state-space model based
imputation methods and addressing the common problem of low signal-to-noise ratio
in high-dimensional multivariate time series, we propose two multivariate state space
time series models, both of which also belong to the Dirichlet process dynamic model
family: a Gaussian observation model and a Poisson observation model. Both models
are flexible and the parameters can be estimated efficiently through MCMC methods.
More importantly, algorithms for both models can cluster the dimensions into several
groups, based on the observed shapes of dimensions. The missing values on a single
dimension can borrow information from the other dimensions in a common cluster
and we get more precise estimations with narrower confidence intervals. Such an
improvement is crucial for imputing missing values in multivariate time series which
have low signal-to-noise ratio.
61.3 Organization of the Thesis
This thesis examines several big data problems. In Chapter 2, we study the prob-
lem of developing hypothesis testing theories for multilayer network data, motivated
by an example in computational biology. The multilayer network based hypothe-
sis testings provide more insights than the classic gene set analysis methods in that
computational biology application. In Chapter 3, we propose a Gaussian estimator
for infectious disease source detection. The estimator only needs simple input and
can incorporate prior information. Additionally, it uses the human mobility network
information, which has been shown to be important in the literature. The capability
of the proposed estimator is demonstrated in the context of the 2000-2002 cholera
outbreak in the KwaZulu-Natal province. In Chapter 4, efficient algorithms for mul-
tivariate time series imputation are developed, which can in particular address the
common problem of low signal-to-noise ratio in high-dimensional multivariate time
series. In Chapter 5, we summarize the main contributions of the thesis, and propose
opportunities for future research.
7Chapter 2
Hypothesis Testing For Multilayer
Network Data
2.1 Introduction
As we step into the modern era of big data, the amount of data we can get our
hands on is exploding. At the same time, data formats are also becoming more and
more complex. There has been an increasing focus on using networks or multilayer
networks to represent data points, especially in computational biology. (Wang and
Marron, 2007) and the references cited therein provide us with an overview of net-
works that represent a type of object data - a concept encompassing a broad class
of non-standard data types, ranging from functions to images and trees. Multilayer
networks are frequently used when data is too complex for single-layer networks to de-
scribe. (Kivela¨ et al., 2014) provides a comprehensive survey of multilayer networks.
Our motivation is drawn from a computational biology study measuring multilayer
gene pathway networks for a sample of individuals along with their membership to
different types of groups.
From the perspective of computational biology, what we are interested in is cancer
8patients’ molecular data. Specifically, novel techniques which extend the construc-
tion of networks in the method of (Pham et al., 2011) are used for the integration of
multiple molecular data types. Such techniques extract information at multiple lev-
els, starting with differential effect analysis of patients’ molecular data. Additionally,
going beyond earlier work, they directly incorporate functional knowledge, including
GeneOntology (GO) annotation as well as the KEGG database. Given the patient-
level multi-track molecular data, multilayer networks, rather than networks, are more
proper to be used to describe individual patients. Details about our multilayer net-
works can be found in Section 2.7.
To better understand the functions of the gene pathways and relationships be-
tween them, it is of paramount importance to develop statistical methods for testing
of global and local changes in the multilayer networks across groups. Current meth-
ods mainly focus on reducing each observed network to a vector of summary statis-
tics and then applying standard procedures such as multivariate analysis of variance
(MANOVA); see (Bullmore and Sporns, 2009; Stam, 2014). Summary statistics are
commonly chosen to represent global network characteristics of interest, such as the
number of connections, the average path length and the clustering coefficient (Ru-
binov and Sporns, 2010). Important information is discarded during such procedures.
To avoid discarding information, an approach is to apply edge-wise multiple test-
ing, as is done in (Desikan et al., 2006). However, frequent and massive univariate
approaches do not incorporate network connectivity, leading to low power(Fornito
et al., 2013). Note that a d-node network leads to
(
d
2
)
univariate tests. (Ginestet
et al., 2017) adopt a different approach to avoid discarding information: they assess
evidence of global changes in the brain structure by testing for group differences in
9the expected Laplacians, which does not solely rely on a group of summary statis-
tics. Similar articles include (Ghoshdastidar et al., 2017; Dubey and Mu¨ller, 2017;
Mukherjee et al., 2017). In particular, (Ghoshdastidar et al., 2017) show that their
proposed tests are uniformly consistent in both the “large graph, small sample” and
“small graph, large sample” regimes, but they do not show the sample size require-
ment explicitly.
In this chapter, we show how the complex structure of a multilayer network can be
represented as a single data point within the space of supra-Laplacians, and develop a
central limit theorem and hypothesis testing theories for multilayer networks in that
space. We develop both global and local testing strategies for mean comparison and
investigate sample size requirements. Our methods were applied to the motivating
computational biology example and compared with the classic gene set analysis. Mul-
tilayer network based methods are found to exhibit better performance.
The rest of the chapter is organized as follows. In Section 2.2, we state defini-
tions for a multilayer network and its associated concepts, including supra-graph and
supra-Laplacian. In Section 2.3, we characterize the spaces of multilayer networks
with different restrictions. In Section 2.4, we apply Frechet mean’s general central
limit theorem to the specified spaces of multilayer networks and get a corresponding
central limit theorem. We also develop one-sample, two-sample and k-sample tests
for multilayer network cases. In Section 2.5, we analyze minimum sample size re-
quirements for both the global testing and local testing versions of our problem. In
Section 2.6, we provide results of a simulation study, where we study how hypothesis
testing performance is affected by effect size and choice of different testing methods.
In Section 2.7, we return to the primary application of interest here, that is, the com-
10
putational biology motivating example. Comparing with classical gene set analysis
(GSEA) methods, we show that our method provides more biological insight. Finally,
some additional discussion and conclusions can be found in Chapter 5.
2.2 Definitions
Let us state the definitions for a multilayer network and its supra-Laplacian.
A graph (i.e. a single-layer network) is a tuple G = (V,E), where V is the set of
nodes and E ⊂ V × V is the set of links that connect pairs of nodes. To represent
systems that consist of networks at multiple levels or with multiple types of links (or
with other similar features), we consider structures that have layers in addition to
nodes and links.
Definition 1. An undirected multilayer network M is a tuple (V,E). V ⊂ D × L
is a Cartesian product of within-layer node labels D and layer labels L. E ⊂
{{v1, v2}|v1, v2 ∈ V } is the set of links. The set of intra-layer links is a subset of
the set {{(u, l), (v, l)}|u, v ∈ D, u 6= v, l ∈ L} and the set of inter-layer links is a
subset of the set {{(u, l), (v, l′)}|u, v ∈ D, l, l′ ∈ L, l 6= l′}.
A weighted undirected multilayer network is a tuple (M,W ), where M is an
undirected multilayer network and W = {w|E → R+, where E is the edge set of the
undirected multilayer network M}.
Simply clustering the nodes into different layers can convey rich information. Fig-
ure 2.1 provides two examples of multilayer network. From the graph on the left, we
can see how a multilayer network looks after assigning nodes into different layers. In
11
this example we use dotted lines to represent inter-layer links, and use solid lines to
represent intra-layer links.
Let us turn to the righthand graph to see how the other information is added
by introducing layers. Notice that labels “1”, “2” and “3” appear in multiple lay-
ers, which means nodes on different layers may have the same meaning or similar
meanings. A possible case which can be visualized using the righthand graph is: The
whole multilayer network consists of snapshots of a dynamic network at different time
points, while the inter-layer links show how the states of the nodes at current time
points are affected by the states of the nodes at eariler time points.
Figure 2·1: Multilayer Network examples
Given the definition for a multilayer network, the concepts of supra-graph and
supra-Laplacian are as follows:
Definition 2. For a given multilayer networkM = (V,E), relabel V into V ′ accord-
ing to the lexicographical order. Edge set E is also changed to E
′
with the change of
node labels. We call the single-layer network G = (V
′
, E
′
) the supra-graph associated
with the multilayer network M.
12
Definition 3. For a given multilayer network, its associated supra-graph’s Lapla-
cian matrix is its supra-Laplacian.
2.3 Characterization of Spaces of Multilayer Net-
works
Consider weighted undirected multilayer networks that are simple, that is, no self-
loops or multi-edges. As in the case of a statistical network, under the assumption that
M is simple, there is also one-to-one correspondence between a multilayer network
M and its supra-laplacian L. Thus, we can specify the space of supra-laplacians for
multilayer networks with different restrictions, generalizing on theorems in (Ginestet
et al., 2017).
Theorem 1. Consider multilayer network M of d nodes. Let L be the space of
supra-Laplacians for multilayer networks which are either:
(i) complete;
(ii) have only one connected component; or
(iii) have the same partition for l connected components
Then L forms a convex submanifold of Rd2 , respectively,
(i) of dimensions
(
d
2
)
; or
(ii) of dimensions
(
d
2
)
with corners; or
(iii) of dimensions
(
d
l
)
with corners.
Proof is analogous to those of Theorem 1 and Theorem 2 in Ginestet et al (Ginestet
et al., 2017). We are frequently interested in multilayer networks consisting of tem-
poral or spatial copies of a single layer network. In this case, the same nodes are
on each layer, and inter-layer links exist and only exist between the same nodes on
13
adjacent layers. The dimensionality of the submanifold is therefore reduced, which
is m copies of the dimensions of the manifold corresponding to a layer, adding the
dimensions of inter-layer links.
Corollary 1. Assume the number of nodes on each layer is d0 and there are m
layers; thus the total number of nodes in the multilayer network is d = md0. Suppose
that nodes on each layer have the same labels and inter-layer links exist and only
exist between the nodes with the same label on adjacent layers. Then the space L of
supra-laplacians for multilayer networks of this type which
(i) are complete;
(ii) have only one connected component; or
(iii) have the same partition for l connected components,
forms a convex submanifold of Rd2 , respectively,
(i) of dimensions m
(
d0
2
)
+ (m− 1)d0; or
(ii) of dimensions m
(
d0
2
)
+ (m− 1)d0 with corners; or
(iii) of dimensions m
(
d0
l
)
+ (m− 1)d0 with corners.
2.4 Statistical Inference on Samples of Multilayer
Networks
Having specified the geometry of the space of the multilayer networks, in this section
we establish a central limit theorem in that space. Based on the central limit theorem,
we will develop strategies for hypothesis testing on multilayer networks.
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2.4.1 Central Limit Theorem
Before we develop the central limit theorem, let us show the definition of Frechet
mean and corresponding general central limit theorem(Bhattacharya and Lin, 2017).
Definition 4. Let (S, ρ) be a metric space and Q a probability measure on its Borel
σ-field. Define the Frechet function of Q as
F (p) =
∫
ρ2(p, q)Q(dq), (p ∈ S)
Assume that F is finite on S and has a unique minimizer µ = argminp F (p). Then µ
is called the Frechet mean of Q (with respect to the distance ρ).
Under broad conditions, the Frechet sample mean µn of the empirical distribution
Qn =
1
n
n∑
j=1
δYj based on independent S-valued random variables Yj (j = 1, ..., n) with
common distribution Q is a consistent estimator of µ. That is, µn → µ almost surely,
as n → ∞. Here µn may be taken to be any measurable selection from the (ran-
dom) set of minimizers of the Frechet function of Qn, namely, Fn(p) =
1
n
n∑
j=1
ρ2(p, Yj)
(See (Ziezold, 1977; Bhattacharya et al., 2003; Bhattacharya and Patrangenaru, 2005;
Bhattacharya and Bhattacharya, 2012)).
We make the following assumptions.
(A1) (Uniqueness of µ) The Frechet mean µ of Q is unique.
(A2) µ ∈ G, where G is a measurable subset of S, and there is a homeomorphism
φ : G → U , where U is an open subset of Rs for some s ≥ 1 and G is given its
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relative topology on S. Also,
x→ h(x; q) := ρ2(φ−1(x), q)
is twice continuously differentiable on U , for every q outside a Q-null set.
(A3) P (µn ∈ G)→ 1 as n→∞.
(A4) Let Drh(x; q) = ∂h(x; q)/∂xr, Dr,r′ = DrDr′ , 1 ≤ r, r′ ≤ s. Then
E|Drh(φ(µ);Y1)|2 <∞, E|Dr,r′h(φ(µ);Y1)| <∞
for r, r
′
= 1, ..., s.
(A5) (Locally uniform L1-smoothness of the Hessian) Let ur,r′ (; q) = sup{|Dr,r′h(θ; q)−
Dr,r′h(φ(µ); q)| : |θ − φ(µ)| < }. Then
E|ur,r′ (;Y1)| → 0, as → 0, for all 1 ≤ r, r
′ ≤ s.
(A6) (Nonsingularity of the Hessian) The matrix Λ = [EDr,r′h(φ(µ);Y1)]r,r′=1,...,s is
nonsingular.
Observer that Eh(x, Y1) = F (φ
−1(x)) = EDrh(x, Y1) = DrF (φ−1(x)), 1 ≤ r ≤ s,
x ∈ U . Also, EDrh(φ(µ), Y1) = DrF (φ−1(x))|x=φ(µ) = 0, 1 ≤ r ≤ s, since F (φ−1(x))
attains a minimum at x = φ(µ).
Theorem 2. Under assumptions (A1) - (A6),
n1/2[φ(µn)− φ(µ)] L−→ N(0,Λ−1CΛ−1), as n→∞
where C is the covariance matrix of {Drh(φ(µ);Y1), r = 1, ..., s}.
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Applying Theorem 2 to the specified space for multilayer networks, we get:
Theorem 3. LetM1, ...,Mn denote n multilayer networks and let L1, ..., Ln be the
corresponding Supra-Laplacians. Lˆn is their empirical mean. The Li’s are assumed
to be independent and identically distributed according to a distribution Q. If the
expectation, Λ := E[L], does not lie on the boundary of Ld, and P[U ] > 0, where U
is an open subset of Ld with Λ ∈ U , and under the condition that each element of
Li, i = 1, ...n has finite variance; we obtain the following convergence in distribution,
n1/2(J(Lˆn)− J(Λ))→ N(0,Σ)
where Σ := Cov[J(L)] and J(·) denotes the vectorization of Supra-Laplacians.
2.4.2 One-sample, Two-sample and k-sample Tests
Classical one- and k-sample hypothesis tests for multilayer networks are immediate
consequences of the central limit theorem. The following theorems are multilayer
networks version of those in (Ginestet et al., 2017):
One-sample Test: Suppose we have a pre-specified value, for example, Λ = Λ0, for
the expectation Λ := E[L]. Assume the true covariance matrix, Σ, is non-singular:
Theorem 4. Under the assumptions of Theorem 3, and under the null hypothesis
H0 : E[L] = Λ0, the test statistic,
T1 := n(J(Lˆn)− J(Λ0))′Σˆ−1(J(Lˆn)− J(Λ0)) (2.1)
converges to a χ2-distribution with p degrees of freedom where Σˆ := 1
n−1
n∑
i=1
(J(Li)−
J(Lˆn))(J(Li)−J(Lˆn))′ denotes the sample covariance, and p is the dimensionality of
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J(Lˆn).
Two-sample Test: One can also construct a statistical test for two independent
samples using the same framework. Assume that we have two independent sets
of vectorized Supra-Laplacians of dimension p and consider the problem of testing
whether these sets are from the same population. The samples are denoted by Li,j’s,
where i = 1, ..., nj; for j = 1, 2 indicating which set it is in. Use L′ to indicate the
space where the vectorized supra-Laplacians. The population means are denoted as
Λj, while the sample means are denoted by Lˆj. Then we also have the following
asymptotic result:
Theorem 5. Assume that every Λj does not lie on the boundary of L′ , and that
P[U ] > 0, where U is an open subset of L′d,j, such that Aj ∈ U , for each j = 1, 2.
Moreover, also assume that nj/n → pj, for every sample, with n :=
∑
j
nj, and
0 < pj < 1. Then, under the null, H0 : Λ1 = Λ2, we have:
T2 :=
n1n2
n1 + n2
(J(Lˆ1)− J(Lˆ2))′Σˆ−1(J(Lˆ1)− J(Lˆ2))→ χ2p (2.2)
where p is the dimensionality of J(Lˆn), Lˆj denotes the j
th sample mean, and Σˆ :=
2∑
j=1
njΣˆj
n1+n2−2 is the pooled covariance estimate, with the Σˆj’s denoting the individual
covariance matrices of each subsample.
k-sample Test: Similarly, we can also derive a test statistic Tk to test H0 : Λ1 =
... = Λk is true through an analogue of Wilk’s statistic, by partitioning the variance
of interest.
18
2.5 Minimum Sample Size Requirements Analysis
In this section, for simplicity, we will illustrate our results in the context of two-sample
tests. Similar results follow in the context of one-sample tests and k-sample tests.
Assume that we have two groups of multilayer networks,M1,1, ...,M1,n andM2,1,
...,M2,n. Again for simplicity, let us assume both of the groups have n samples. Two
successive questions can be asked regarding the data: Are the mean connectivity
patterns for the two groups the same? If not, where are the differences? These two
questions correspond to two-sample global and local testing. Gathering data is diffi-
cult and expensive in many fields, especially in neuroscience and biomedicine. Thus,
an important question is: what are the minimum sample size requirements for this
two-step hierarchical test, given the size of multilayer networks?
Let us assume each multilayer network has m layers while each layer has d0 nodes.
Furthermore, assume each layer is a network with only one connected component and
inter-layer links exist and only exist between nodes with the same labels on adjacent
layers.
2.5.1 Sample Size Requirement for Global Testing
Since we have shown that the space of supra-Laplacians can be embedded into a lower
dimensional submanifold in Euclidean space, what we did in the global testing step is
to compare the means of two groups of vectors for {Xi1, ..., Xini} ∈ Rp for i = 1 and 2.
There have been a series of important studies on the high-dimensional testing
problem. Bai and Saranadasa (Bai and Saranadasa, 1996) propose using ‖X¯1 − X¯2‖
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to replace (X¯1−X¯2)TS−1n (X¯1−X¯2) in Hotelling’s T 2-statistic, where X¯1 and X¯2 are the
two sample means, Sn is the pooled sample covariance(by assuming Σ1 = Σ2 = Σ).
It has been shown by Bai and Saranadasa that this statistic achieves non-trivial
asymptotic power whenever the ratio p/n converges to a constant c ∈ (0,∞). This
requirement of p and n being of the same order is too restrictive to be used in the
“large p small n” situation. Chen and Qin (Chen et al., 2010) show that the same
asymptotic power can be achieved without imposing any explicit restriction on the
limit of p/n. However, the asymptotic power for this test is low. Srivastava and
Du(Srivastava and Du, 2008; Srivastava, 2009) considers another direction. They
propose a test statistic based on (X¯ − Y¯ )T Dˆ−1(X¯ − Y¯ ), where Dˆ is the diagonal
matrix associated with Σˆ, i.e. Dˆii = Σˆii. This choice ensures that Dˆ is invertible for
all dimensions p with probability 1. Srivastava and Du demonstrate that their test
has superior asymptotic power to the tests of Bai & Saranadasa and Chen & Qin
under a certain parameter setting and local alternative when n = O(p).
In this chapter, we use a more powerful two-sample test in high dimensions using
random projection(Lopes et al., 2011). This method needs a multivariate normality
assumption. Although p-dimensional data is poorly approximated by multivariate
distributions, it is well known that randomly projected data tends to be nearly Gaus-
sian, if most projected vectors have lengths near each other and they are nearly
orthogonal(Diaconis and Freedman, 1984). The capability of this method under non-
Gaussian cases is illustrated using high-dimensional gene expression data in that
paper. (Lopes et al., 2011) provide an optimal choice k = bn/2c when p ≥ bn/2c.
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2.5.2 Sample Size Requirement for Local Testing
If the global test is rejected, the next step is to detect local changes. If there are a
lot of local tests conducted simultaneously, the sample size should not be too small.
(Fan et al., 2007) provide a general answer to this question and we adapt it here to
the multilayer network context.
In general, we have two ways to do multiple testings: (i) do edgewise multiple
testings; or (ii) decompose multilayer networks into (multilayer) network pieces, and
then do multiple testings. We will see that by choosing proper sizes of the pieces, the
sample size requirement for the latter is much lower than the former.
Assume that we have n multilayer networks to test. Each multilayer network has
d nodes in each layer and m layers. Use N to indicate the total number of edgewise
multiple tests and Yij to represent each test statistic, 1 ≤ i ≤ N, 1 ≤ j ≤ n.
Also assume for each i, Yi1, ..., Yin are i.i.d random variables. Without loss of
generality, assume we are testing the problem if Yij weights 0 in expectation, j =
1, ..., n. Use Yi to represent one of the Yij’s in the following theorem.
Theorem 6. If we are using Z-Tests to reject Hypothesis, reject H0i if |Yi| > tα.
Here tα denotes the solution of equation
P (|Z| > tα) = 1− (1− α)1/N . (2.3)
If H0i is true, then the significance level of the test restricted to test i is given by
pi = P0i(|Yi| > tα). (2.4)
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If the skewness of the errors Yi’s(Yij’s are i.i.d) are finite as m → ∞ and/or d → ∞
(then N →∞) in such a manner that log(d) + log(m) = o(n1/3), then max1≤i≤Npi =
o(1) and
N∑
i=1
pi = β + o(1) holds with β = − log(1− α), which guarantees asymptotic
sonservatism of level as N →∞. In other words, the significant level of the simulta-
neous test, α(N) ≤
N∑
i=1
pi = β+o(1). If for different i, the edges are also independent,
then we have the asymptotic exactness of level α.
Theorem 6 pertain to testing at the resolution of edges. However, it is frequently
the case that n is too small such that log(d) + log(m) is much large than n1/3. In this
case, it is useful to decrease the resolution when detecting the differences. That is, do
not decompose the multilayer networks into edges, but rather into smaller multilayer
networks. This approach requires less sample. Assume each multi-net component has
m layers with dp nodes on each layer.
Let the Yij’s indicate multi-net-wise χ
2 test statistics. Use N to indicate the total
number of multi-net-wise multiple testings. 1 ≤ i ≤ N, 1 ≤ j ≤ n. Use Yi to represent
one of the Yij’s in the following theorem.
Theorem 7. Suppose we reject H0i if Yi > tα. Here tα denotes the corresponding
χ2 criterion. If H0i is true, then the significance level of the test restricted to test i is
given by
pi = P0i(Yi > tα) (2.5)
If the skewness of the errors Yi’s(Yij’s are i.i.d) are finite as m → ∞ and/or d → ∞
(then N →∞) in such a manner that log(d)− log(dp) = o(n1/3), then max1≤i≤Npi =
o(1) and
N∑
i=1
pi = β + o(1) holds with β = − log(1− α), which guarantees asymptotic
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sonservatism of level as N →∞. In other words, the significant level of the simulta-
neous test, α(N) ≤
N∑
i=1
pi = β+o(1). If for different i, the edges are also independent,
then we have the asymptotic exactness of level α.
Thus, to test local changes on multilayer networks with m layers and d nodes on
each layer, multi-net-wise local tests only needs log(d)− log(dp) to be o(n1/3), instead
of restricting log(d) + log(m) to be o(n1/3), if there are dp nodes on each layer of a
multi-net component.
2.6 Simulation Study
In this section, we present a simulation study to assess the performance of the meth-
ods we proposed in Section 2.4. We generated many pairs of sets. Every set in each
pair consists of multilayer networks. Focusing on a pair of sets, the multilayer net-
work mean connectivity patterns are either the same, or they are different at different
effect sizes. See the design section for details. For each pair of sets, we conducted
global and local tests, with the p-values adjusted by a hierarchical p-value adjust-
ment procedure(Meinshausen, 2008). We will compare different testing methods by
evaluating
(i) the global testing power,
(ii) the local testing power,
(iii) the true discovery rate at the local testing level,
(iv) the false discovery rate at the local testing level.
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2.6.1 Design
We describe here how we construct a pair of sets consisting of multilayer networks, to
which we can apply the proposed hypothesis testing methods, and how we replicate
the pairs of sets and get the summarized results. For each pair of sets, we designate
one of them the control group and the other one the treatment group. There are
n = 300 individual multilayer networks in each group. Each multilayer network has
m = 3 layers and d = 48 nodes on each layer.
Next, we will show that for each multilayer network in the control group, the three
layers have different topologies. We set up four different kinds of treatment group,
which form a 2 × 2 factorial design. For both control and treatment groups, we
generated signals using layer mean connectivity patterns as covariance matrices, then
built correlation networks from the generated signals as layers of individual multilayer
networks.
Network Topologies in each layer
We considered three types of network topology, which are specified through binary
matrices, A1, A2 and A3. All of them are adjacency matrices generated from degree-
corrected stochastic block models(Zhao et al., 2012). For each such block model,
there are 2 equal-sized communities, with within-community edge probability 16/d =
1/3 and between community edge probability 2/d = 1/24. ~θ is an d-length vector,
representing the individual effects of all the nodes. The baseline value of ~θ has all
entries equal to 0.5. For A1, the first node set has individual effect θ
(1)
1 = d/16 = 3,
while for A2, the last node set has individual effect θ
(2)
48 = d/16 = 3. For A3, both
the first node set and the last node set have individual effects θ
(3)
1 = θ
(3)
48 = d/16 =
3. Using these parameters, A1, A2 and A3 are generated and then fixed. These 3
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binary matrices correspond to the topologies of the first, second and third layer of
the multilayer networks in the control group. See Figure 2.2.
Figure 2·2: Network Topologies
Construct mean covariance matrices based on topology matrices
For multilayer networks in both the control and treatment groups, we generated
covariance matrices Slg for each of their layers, where l = 1, 2, 3 indicates the layer
labels and g = 1, 2 indicate the control group and the treatment group, respectively.
The Sl1’s are built based on Al, l = 1, 2, 3. The Sl2’s are expressed as a function of
the Sl1’s. For the diagonal elements of the Sl1’s,
Saa,l1
i.i.d.∼ exp(λ), a = 1, ..., d;
whereas the off-diagonal elements of the Sl1’s are constrained by the corresponding
off-diagonal elements in the adjacency matrices, Al’s, as follows,
Sab,l1|Aab,l ind∼ |Aab,lN (µ1, σ2) + (1− Aab,l)N (µ2, σ2)|; a, b = 1, ..., d;
for every a 6= b, and where the parameters of the mixture model are given the fol-
lowing values: λ = 4, µ1 = 1, µ2 = 0 and σ
2 = 0.2, for all simulation scenarios. The
result is a high signal-to-noise ratio, permitting us to distinguish between the differ-
ent types of entries in the matrices, Sl1’s. Note that none of the simulation scenarios
25
guarantees that the resulting Sl1’s are positive definite. Consequently, we projected
the resulting matrices to the nearest positive definite matrices with the restriction
that its singular value is larger or equal to 10−3, under the Frobenius norm(Higham,
1988). Once the Sl1’s were obtained, they were fixed for each scenario, and were used
to generate the covariance matrices in the treatment group, in the following 4 ways,
resulting in 4 different types of treatment group mean covariance matrices, which
form a 2× 2 factorial design.
In general, the relationship between corresponding mean covariance matrices in the
control and treatment groups is: Sl2 = C(η−1)B+Sl1, where B is a “bump matrix”.
η controlls the distance between the two population means, which is interpreted as
the effect size; and the constant C was set to a small value, C := 0.02, throughout
the simulations. The two factors are: (i) The “bump matrices” are added on one of
the layers (l = 2), or they are added on all of the layers (l = 1, 2, 3). (ii) There are
two different types of the “bump matrix” B. For one type of B, all the entries of it
are 1’s. For the other type of B, only the first and last 3-by-3 diagonal block are all
1’s, and all the other entries are 0’s. See Figure 2.3 for a visualization of this factorial
design.
Noise Models
Having two mean covariance matrices for both of the groups, for each layer in any
multilayer network, we constructed a set of d sequences of T realizations, where T
denotes the total number of time points. These sequences of realizations were drawn
from a multivariate Gaussian, such that for every subject, i = 1, ..., n, the random
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Figure 2·3: 2×2 Factorial Design for Treatment Group Mean Covari-
ance Matrices
vectors Xitlg ∈ Rd, were given by
Xitlg
i.i.d.∼ Nd(0, Slg),∀t = 1, ..., T ;
where g = 1, 2 denotes group affiliation, and l = 1, 2, 3 denotes the layer label.
The last step of our data generation procedure is to infer a weighted network by
computing an empirical correlation matrix based on the random vectors, for each
layer of an individual multilayer network in both of the groups.
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2.6.2 Results
In the simulated two-sample test scenario, we conducted both global and local tests.
Figure 2.4 shows global test results. We used two ways to do the hypothesis testing
in this step: use the hypothesis testing method developed in Section 2.4.2, which
is based on multilayer networks, or use the method described in (Ginestet et al.,
2017), based on single-layer networks. The latter method is to compute an averaged
network of all layers for each multilayer network. Labels “multi-net” and “mono-net”
are used to indicate the two methods. We chose 17 different effect sizes, η, from 0 to
4, equally spaced by 0.25. For each effect size, we ran 30 replicates and visualized the
mean power and its standard deviations. The standard deviations are 0’s where the
standard deviation bars vanished. Ideally, we should have power 0 when the effect
size is 0 and power 1 otherwise.
We got almost ideal patterns for methods “mono-net” and “multi-net”, when all
the entries of bump matrix are 1. See the subplots in the first row in Figure 2.4.
Comparing these two subplots, we can see that “mono-net” method has higher power
when adding bump matrix to all of the layers, while “multi-net” has higher power
when the bump matrix is only added to the second layer. This phenomenon is un-
derstandable because when all the layers are bumped in the alternative hypothesis,
the monoplex networks, which is created by collapsing multilayer networks, tend to
exhibit stronger signals. On the contrary, if only one layer is bumped in the alterna-
tive hypothesis, collapsing will weaken the signals. The subplots in the second row
show the same phenomenon although both of the methods have zero powers in the
lower-right subplot because of too weak signals.
In the local-level tests, we did edgewise tests besides the two kinds of network-
based tests. Let us call the three methods “multi-net”, “mono-net” and “edgewise”.
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Figure 2·4: Global Testing Results
For the multi-net based method, we decomposed each multilayer network into 3-layer
smaller multi-nets, each with 3 nodes on each layer. For the mono-net based method,
we collapsed the multi-net components in the last case. For the edgewise method,
each multilayer network was decomposed into m · (d
2
)
= 3 × (48
2
)
edges. For all of
these three methods, multiple testing was conducted simultaneously on the smaller
components.
Figure 2.5 shows the power comparison between the methods “multi-net”, “mono-
net” and “edgewise”. Here the power indicates the probability that at least one of the
local tests is rejected. “multi-net” method has obvious advantages when comparing
with the other two methods, especially in the lower-right subplot, where the signals
are weak and do not appear on all of the layers. Figure 2.6 shows the true discovery
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Figure 2·5: Local Testing Powers, Methods “multi-net”, “mono-net”
and “edgewise”
probabilities(TDP) for these three methods, which is similar to Figure 2.5 except
a large decrease in TDP for “edgewise” method in the lower-left subplot. Figure
2.7 shows this large decrease in TDP clearly by showing plots of false discovery
rates(FDR).
2.7 Applications
In this section, we return to the motivating example mentioned in Section 2.1. We
used data from the breast cancer METABRIC study (Meinert, 2012), which is one
of the largest cancer datasets with complementary matched molecular profiles. This
study comprises almost 2000 patients microarray data, copy number data and de-
tailed clinical information.
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Figure 2·6: Local Testing True Discovery Probabilities, Methods
“multi-net”, “mono-net” and “edgewise”
The METABRIC dataset includes Illumina Human HT-12 v3 microarray gene
expression (log intensity levels) data, Affymetrix SNP 6.0 copy-number alterations
data, and a clinical information file. Clinical information is provided for 1903 match-
ing gene expression and copy number samples. Thus we focused on the 2 × 1903
clinically-described samples. This dataset is provided on the gene level.
The microarray data was normalized with the quantile method (Bolstad et al.,
2003). Copy number data were simply scale-normalized in pre-analysis. We then
employed standard linear models to compute empirical Bayes regularized t-statistics
for each data type. Specifically, we employed the R package limma (Smyth, 2004)
31
Figure 2·7: Local Testing False Discovery Rates, Methods “multi-
net”, “mono-net” and “edgewise”
and used the lmFit, contrasts.fit, and eBayes functions for data processing. From the
obtained log-odds ratios (B values) for a differential signal between specific tumour
and control samples (the remaining cohort of tumour samples) we then calculated the
posterior probabilities of a differential effect occurring for a gene. These are further
used as inputs to develop the gene pathway-pathway networks.
Thus, each patient has two kinds of measured information: microarray and copy
number and can be represented by a two-layer multilayer pathway-pathway network.
Each layer of any multilayer network, i.e., the pathway-pathway network, contains
186 nodes. The gene pathways can be grouped hierarchically into 6 coarser groups
or 35 finer groups according to KEGG-BRITE criteria. See Figure 2.8 for the rela-
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tionships between these two kinds of nested groups. The relationships between gene
pathways and KEGG-BRITE groups are not shown here.
Figure 2·8: KEGG-BRITE Groups
1903 patients in the METABRIC dataset are grouped into five PAM50(Parker
et al., 2009) cohorts groups. The groups include 480, 286, 734, 236 and 167 patients,
respectively. These groups are labeled as breast cancer Cohort 1 to Cohort 5.
Gene Set Enrichment Analysis (GSEA)(Subramanian et al., 2005) is a computa-
tional method that determines whether an a priori defined set of genes shows sta-
tistically significant, concordant differences between two biological states (e.g. phe-
notypes). We will show that the presented multilayer network based method is an
approach complementary to and distinct from established algorithms. In a compar-
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ison with GSEA, in addition to some common results we could identify additional
pathways of interest.
We conducted pairwise comparisons among all PAM50 cohorts in the METABRIC
dataset, using the proposed multilayer network based hierarchical testing method.
Among all 10 pairwise comparisons, two pairs showed significant differences on at
least one of the six coarser-scale KEGG-BRITE subsets of pathways, which are breast
cancer Cohort 2 vs Cohort 3 and Cohort 2 vs Cohort 4. See Table 2.1 and 2.2 for the
significant finer and coarser groups and corresponding p-values. All the p-values are
adjusted by hierarchical p-value adjustment procedure(Meinshausen, 2008).
For the results corresponding to Cohort 2 vs 3, there are 2 out of 6 coarser KEGG-
BRITE groups are significant, which are:
“09100 Metabolism”
“09130 Environmental Information Processing”
There are 8 significant finer KEGG-BRITE groups.
“09107 Glycan biosynthesis and metabolism”
“09105 Amino acid metabolism”
“09101 Carbohydrate metabolism”
“09109 Metabolism of terpenoids and polyketides”
“09108 Metabolism of cofactors and vitamins”
“09104 Nucleotide metabolism”
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“09111 Xenobiotics biodegradation and metabolism”
“09132 Signal transduction”
For the differential effects between breast cancer Cohort 2 and Cohort 3 (grouping
specified in the clinical data provided by cBioPortal database), giving the most clear
biological signal, the top 5 KEGG-BRITE finer groups implicated by GSEA analysis
are:
“09157 Sensory System”
“09108 Metabolism of Cofactors and Vitamins”
“09163 Neurodegenerative Diseases”
“09109 Metabolism of Terpenoids and Polyketides”
“09106 Metabolism of Other Amino Acids”
All of these seem meaningful in the case of breast cancer patients. Specifically, pain
can accompany any disease and breast cancer is no exception(Bredal et al., 2014; An-
dersen et al., 2014; Forsythe et al., 2013). Moreover, however, cases are known where
breast cancer patients develop paraneoplastic sensory neuronopathy(Chalk et al.,
1992) which further supports that both “Sensory System” and “Neurodegenerative
Diseases” BRITE pathways can be associated with breast cancer. Considering the
“Metabolism of Cofactors and Vitamins” pathway, there indeed exists evidence that
intake of particular vitamins, e.g., vitamin A and retinol(Fulan et al., 2011), could
be associated with reduced breast cancer risk(Dorjgochoo et al., 2008). Evidence
shows that association exists between “Neurodegenerative Diseases” and breast can-
cer(Zhu et al., 2013; Spataro and La Bella, 2014). Moreover, radio and chemotherapy
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treatments, applied to patients investigated in our analysis, are known to cause brain
damage in some breast cancer patients(Koppelmans et al., 2015). With regard to
“Metabolism of Terpenoids and Polyketides” BRITE pathway: Terpenoids - a large
and diverse class of compounds occurring naturally in fruits and vegetables, are ap-
plied in treatment of hormone-related human cancers like breast cancer(Yang and
Ping Dou, 2010). Concentrations of specific amino acids (“Metabolism of Other
Amino Acids”) are predictive of cancer presence in a patient, among others for breast
cancer(Laviano et al., 2003), and amino acid profiles differ significantly in cancer
patients(Simin´ska and Koba, 2016). All of the identified “Metabolism” finer KEGG-
BRITE groups agree with the hierarchical testing results.
Since standard GSEA is conducted on the finer KEGG-BRITE groups, we also
applied the proposed method to the finer KEGG-BRITE groups directly for compari-
son purpose. See Table 2.3 and Table 2.4. A comparison between multilayer network
based results and GSEA results for Cohort 2 vs Cohort 3 gives good concordance of
0.65 (p < 0.0004), while also identifying the following complementary KEGG-BRITE
finer groups (See Table 2.3):
“09155 Excretory System”
“09122 Translation”
The multilayer network approach finds “Excretory System” pathway to be dysregu-
lated between the two compared cohorts - Cohort 2 and Cohort 3. These two cohorts
differ both in age (with average age of 55 and 62, respectively) and menopausal state
(67% and 80% women undergoing menopause, respectively). These cohort differences
alone will result in changes in the excretory system(Stachenfeld, 2014). Additionally,
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chemotherapy will be implicated in dysregulation of the “Excretory System” pathway
as well as drugs are processed in the body and chemicals excreted. “Translation” being
more generic of a pathway term hints possibly at enriched protein production in one
cohort compared to the other. This is interesting and detailed investigation of which
proteins exactly are being differentially produced would be necessary, possibly help-
ing in selecting effective treatments for each of the patient groups. We also see that
directly applying the multilayer network based testing method to the finer KEGG-
BRITE groups, we identifies “09109 Metabolism of Terpenoids and Polyketides”. It
agrees with the hierarchical testing results, where many finner groups belonging to
“Metabolism” are significant.
For the hierarchical testing results corresponding to Cohort 2 vs 4, there are 1 out
of 6 coarser KEGG-BRITE groups is significant, which is “09160 Human Disease”.
For significant finer KEGG-BRITE groups, there are:
“09162 Immune diseases”
“09163 Neurodegenerative diseases”
“09166 Endocrine and metabolic diseases”
The comparison between the proposed method with GSEA (Table 2.4) shows that
the multi-network-based approach yields highly significant results also where GSEA
barely finds any differential effect, hinting at the new method’s high sensitivity.
In general, the multi-net algorithm provides an interesting novel approach that can
identify potential pathways of interest complementary to existing analysis methods.
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KEGG-BRITE Coarser Groups adjusted p-values KEGG-BRITE Finer Groups adjusted p-values
09107 Glycan biosynthesis and metabolism 1.65× 10−10
09105 Amino acid metabolism 5.52× 10−7
09101 Carbohydrate metabolism 3.20× 10−5
09109 Metabolism of terpenoids and polyketides 3.22× 10−4
09100 1.77 09108 Metabolism of cofactors and vitamins 5.95× 10−4
Metabolism ×10−39 09104 Nucleotide metabolism 9.76× 10−4
09111 Xenobiotics biodegradation and metabolism 9.86× 10−4
09102 Energy metabolism 7.14× 10−2
09103 Lipid metabolism 1
09106 Metabolism of other amino acids 1
09132 Signal transduction 8.61× 10−3
09130 Environmental 7.42 09133 Signaling molecules and interaction 7.31× 10−1
Information Processing ×10−3 09131 Membrane transport 1
09121 Transcription 1
09120 Genetic 1 09122 Translation 1
Information Processing 09123 Folding, sorting and degradation 1
09124 Replication and repair 1
09141 Transport and catabolism 1
09140 1 09143 Cell growth and death 1
Cellular Processes 09144 Cellular community - eukaryotes 1
09142 Cell motility 1
09151 Immune system 1
09152 Endocrine system 1
09153 Circulatory system 1
09150 09155 Excretory system 1
Organismal Systems 1 09156 Nervous system 1
09157 Sensory system 1
09158 Development 1
09159 Environmental adaptation 1
09161 Cancers 1
09162 Immune diseases 1
09160 1 09163 Neurodegenerative diseases 1
Human Disease 09165 Cardiovascular diseases 1
09166 Endocrine and metabolic diseases 1
09167 Infectious diseases 1
Table 2.1: Cohort 2 vs 3, Multi-Net Based Hierarchical Testing Re-
sults
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KEGG-BRITE Coarser Groups adjusted p-values KEGG-BRITE Finer Groups adjusted p-values
09162 Immune diseases 2.83× 10−2
09163 Neurodegenerative diseases 2.83× 10−2
09160 2.83 09166 Endocrine and metabolic diseases 3.14× 10−2
Human Disease ×10−2 09167 Infectious diseases 2.69× 10−1
09161 Cancers 1
09165 Cardiovascular diseases 1
09101 Carbohydrate metabolism 1
09102 Energy metabolism 1
09103 Lipid metabolism 1
09104 Nucleotide metabolism 1
09100 1 09105 Amino acid metabolism 1
Metabolism 09106 Metabolism of other amino acids 1
09107 Glycan biosynthesis and metabolism 1
09108 Metabolism of cofactors and vitamins 1
09109 Metabolism of terpenoids and polyketides 1
09111 Xenobiotics biodegradation and metabolism 1
09121 Transcription 1
09120 Genetic 1 09122 Translation 1
Information Processing 09123 Folding, sorting and degradation 1
09124 Replication and repair 1
09131 Membrane transport 1
09130 Environmental 1 09132 Signal transduction 1
Information Processing 09133 Signaling molecules and interaction 1
09141 Transport and catabolism 1
09140 1 09143 Cell growth and death 1
Cellular Processes 09144 Cellular community - eukaryotes 1
09142 Cell motility 1
09151 Immune system 1
09152 Endocrine system 1
09153 Circulatory system 1
09150 09155 Excretory system 1
Organismal Systems 1 09156 Nervous system 1
09157 Sensory system 1
09158 Development 1
09159 Environmental adaptation 1
Table 2.2: Cohort 2 vs 4, Multi-Net Based Hierarchical Testing Re-
sults
Multi-Net Based Method p-values GSEA p-values
09155 Excretory system 1.08× 10−17 09157 Sensory system 0.00
09163 Neurodegenerative diseases 8.69× 10−7 09108 Metabolism of cofactors and vitamins 0.01
09109 Metabolism of terpenoids and polyketides 1.02× 10−6 09163 Neurodegenerative diseases 0.02
09122 Translation 1.20× 10−6 09109 Metabolism of terpenoids and polyketides 0.02
09157 Sensory system 1.23× 10−6 09106 Metabolism of other amino acids 0.02
09108 Metabolism of cofactors and vitamins 1.89× 10−6 09141 Transport and catabolism 0.07
09158 Development 2.09× 10−6 09166 Endocrine and metabolic diseases 0.07
09166 Endocrine and metabolic diseases 2.53× 10−6 09153 Circulatory system 0.07
09104 Nucleotide metabolism 3.10× 10−6 09121 Transcription 0.09
09111 Xenobiotics biodegradation and metabolism 3.13× 10−6 09104 Nucleotide metabolism 0.13
09153 Circulatory system 3.23× 10−6 09155 Excretory system 0.15
09141 Transport and catabolism 6.31× 10−6 09158 Development 0.18
09121 Transcription 8.10× 10−6 09122 Translation 0.22
09156 Nervous system 1.80× 10−4 09142 Cell motility 0.23
09162 Immune diseases 1.89× 10−4 09131 Membrane transport 0.25
09102 Energy metabolism 2.27× 10−4 09111 Xenobiotics biodegradation and metabolism 0.30
09144 Cellular community - eukaryotes 2.44× 10−4 09165 Cardiovascular diseases 0.30
09165 Cardiovascular diseases 3.25× 10−4 09143 Cell growth and death 0.31
09167 Infectious diseases 7.51× 10−4 09102 Energy metabolism 0.31
09133 Signaling molecules and interaction 3.13× 10−3 09162 Immune diseases 0.32
09106 Metabolism of other amino acids 3.92× 10−3 09156 Nervous system 0.36
09143 Cell growth and death 4.00× 10−3 09133 Signaling molecules and interaction 0.41
09124 Replication and repair 1.21× 10−2 09167 Infectious diseases 0.43
09131 Membrane transport 1 09124 Replication and repair 0.44
09142 Cell motility 1 09144 Cellular community - eukaryotes 0.45
09159 Environmental adaptation 1 09159 Environmental adaptation 0.46
Table 2.3: Cohort 2 vs 3, Comparison Multi-Net Based Testing Re-
sults with GSEA Results
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Multi-Net Based Method p-values GSEA p-values
09155 Excretory system 5.12× 10−19 09157 Sensory system 0.00
09108 Metabolism of cofactors and vitamins 7.42× 10−11 09143 Cell growth and death 0.04
09163 Neurodegenerative diseases 1.78× 10−8 09141 Transport and catabolism 0.05
09141 Transport and catabolism 8.37× 10−8 09159 Environmental adaptation 0.08
09158 Development 7.36× 10−6 09124 Replication and repair 0.09
09121 Transcription 1.20× 10−5 09104 Nucleotide metabolism 0.10
09109 Metabolism of terpenoids and polyketides 1.30× 10−5 09156 Nervous system 0.16
09122 Translation 1.53× 10−5 09155 Excretory system 0.17
09157 Sensory system 1.77× 10−5 09165 Cardiovascular diseases 0.17
09162 Immune diseases 2.28× 10−5 09108 Metabolism of cofactors and vitamins 0.17
09153 Circulatory system 3.24× 10−5 09167 Infectious diseases 0.20
09104 Nucleotide metabolism 6.06× 10−5 09153 Circulatory system 0.21
09166 Endocrine and metabolic diseases 1.08× 10−4 09162 Immune diseases 0.22
09111 Xenobiotics biodegradation and metabolism 5.37× 10−4 09109 Metabolism of terpenoids and polyketides 0.23
09156 Nervous system 5.58× 10−4 09158 Development 0.24
09102 Energy metabolism 6.71× 10−4 09102 Energy metabolism 0.26
09167 Infectious diseases 9.22× 10−4 09121 Transcription 0.28
09165 Cardiovascular diseases 5.21× 10−3 09106 Metabolism of other amino acids 0.28
09106 Metabolism of other amino acids 1.25× 10−2 09163 Neurodegenerative diseases 0.30
09124 Replication and repair 1.41× 10−2 09166 Endocrine and metabolic diseases 0.32
09143 Cell growth and death 1.94× 10−2 09131 Membrane transport 0.34
09131 Membrane transport 1 09122 Translation 0.43
09142 Cell motility 1 09111 Xenobiotics biodegradation and metabolism 0.49
09159 Environmental adaptation 1 09142 Cell motility 0.49
Table 2.4: Cohort 2 vs 4, Comparison Multi-Net Based Testing Re-
sults with GSEA Results
Chapter 3
Sensor-based Localization of
Epidemic Sources on Human
Mobility Networks
3.1 Introduction
Waterborne diseases, such as Amoebiasis, Shigellosis, Cholera, Cryptosporidiosis and
Giardia, have endangered people’s lives for years, especially for those living in devel-
oping countries. One of the most important factors in epidemic control is to trace
the epidemic source(Zwingle, 2002; Fraser et al., 2009).
Ideally, we want to locate the source based on the entire data history. However, the
epidemic history is complex, high-dimensional and cannot be fully observed(Yusim
et al., 2001; Paraskevis et al., 2007). Mathematically, we can represent the problem as
estimating a source on complex networks. There have been a large number of recent
contributions to this area. Most approaches use network-distance-based measures of
centrality to identify the source node in a complex network, such as the rumor cen-
trality (Shah and Zaman, 2010, 2012), Jordan centrality (Zhu and Ying, 2016; Luo
et al., 2017), and effective distance-based source detection (Brockmann and Helbing,
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2013; Manitz et al., 2016). These methods require complete or snapshot observations
of the epidemic, which are unrealistic in particular for large networks.
Sensor-based methods are more practical, such as (Pinto et al., 2012a; Louni and
Subbalakshmi, 2014; Agaskar and Lu, 2013; Altarelli et al., 2014). (Pinto et al.,
2012a) rely heavily on a tree-structured network, which has good performance when
over 20% of nodes are observers. By choosing the nodes between communities with
high betweenness values for sensors, (Louni and Subbalakshmi, 2014) reduces by 3%
the required number of sensors over the method in (Pinto et al., 2012a). (Agaskar
and Lu, 2013) introduces an extension using Monte Carlo approximation which over-
comes the Gaussian assumption in (Pinto et al., 2012a). (Altarelli et al., 2014) takes
advantage of the Bayesian belief propagation model to compute the probabilities of
each node being in any state. This method can work with different observations and
in different propagation scenarios, however guaranteed accuracy is only obtained in
tree-like networks. In general, these methods only perform well when the number of
observers is large or there are additional restrictions.
A comprehensive review has been conducted by (Jiang et al., 2014). It shows
that the accuracy of existing methods of source detection varies significantly with
the experimental environment. Appropriate integration of relevant prior information
would be advantages. Additionally, epidemiologists have recognized the crucial role
of human mobility as an important proxy to a complete history, but little in the
literature to date uses this information for source detection. Our work fills this gap.
In this chapter, we recast the source detection problem as one of identifying a rele-
vant mixture component in a multivariate Gaussian mixture model. Human mobility
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within a stochastic PDE model(Mari et al., 2012) is used to calibrate the parameters.
Our estimator only needs first-arrival times at a small proportion of nodes as input.
It is also easy to incorporate prior knowledge into our estimator. Adopting a Bayesian
perspective, we quantify the uncertainty associated with our source estimator. Our
estimator overcomes the limitations of that proposed by (Pinto et al., 2012a), and
demonstrates significant improvement.
The reminder of this chapter is organized as follows. In Section 3.2, we provide the
formal definition of the source detection problem and introduce our Gaussian estima-
tor, including techniques to incorporate prior information and perform uncertainty
assessment. We also present our parameter calibration step using human mobility
information. A simulation study is presented in Section 3.3 and Section 3.4 illus-
trates the performance of our estimator on the 2000-2002 cholera outbreak case in
the KwaZulu-Natal province, South Africa.
3.2 Methods
3.2.1 Statistical Formulation
We assume a network G = (V , E) to be given that is composed of a set of nodes v ∈ V
that are inter-connected by links (u, v) ∈ E . Furthermore, there is a spreading process
on this network, which originates in source node s? ∈ V . For the pre-defined sensors,
a small fraction of nodes, O = {ok}Kk=1, K ≤ |V|, we observe the first-arrival times of
the spreading process, i.e. t = (t1, . . . , tK)
>. Additionally, we quantify subjective be-
liefs or other sources of information about the origin of the spreading process through
the specification of a prior distribution pi = (pi1, . . . , piN)
> over network nodes v ∈ V
with
∑N
v=1 piv = 1, where N = |V| is the total number of nodes.
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In the epidemiology context and the cholera example motivating our work, the set
of nodes v ∈ V are the cities, and the first-arrival times are the time points at which
a given level of infection is attained in observer cities. Our aim is to develop a good
estimator for the source s∗ and to quantify the uncertainty in the estimator.
3.2.2 Gaussian Source Estimator with Prior Information
Let pis be the prior prior of node s ∈ V being the source and let t be the observed
first-arrival times. If t is multivariate Gaussian distributed, a source estimate can be
obtained by maximizing the posterior probability computed by Bayes theorem, i.e.
sˆ = arg max
s∈V
P (S = s|t) = arg max
s∈V
pisφ(t;µs,Λs)∑N
j=1 pijφ(t;µj,Λj)
We have recast the source detection problem as identifying a relevant mixture compo-
nent in a multivariate Gaussian mixture model. Such an estimator also incorporates
prior information. Here, φ(t;µs,Λs) is the density function of the Gaussian distribu-
tion if s is the true source, with µs and Λs the corresponding mean and covariance
parameters, which are calibrated using human mobility information. Details on cali-
bration can be found in Section 3.2.4. The formula above can be written as:
sˆ = arg max
s∈V
{
−1
2
(t− µs)>Λ−1s (t− µs) + log pis
}
, (3.1)
Note that this approach is equivalent to standard linear discriminant analysis for
K-dimensional classification with pre-defined class weights (Anderson, 2003). The
Gaussian source estimator by (Pinto et al., 2012b) is a special case assuming equal
weights/priors.
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3.2.3 Uncertainty Assessment via Posterior Probability
With our embedding of the Gaussian source estimator in the Bayesian context, the
posterior distribution of the source estimate sˆ is a well-defined statistical assessment
for its uncertainty, i.e.
P (sˆ|T = t) = pisˆ · φ(t;µsˆ,Λsˆ)∑N
j=1 pij · φ(t;µj,Λj)
. (3.2)
Specifically, for the discrete parameter space s ∈ VT , we can define the highest
posterior density (HPD) region by choosing a threshold ξ for fixed α so that
C = {s : P (s|T = t) < ξ}, so that
∑
s∈C
P (s|T = t) ≥ 1− α. (3.3)
The HPD region fullfills the condition P (s|T = t) > P (s˜|T = t) for all s ∈ C and s˜ 6∈
C, and consequently covers the minimal ‘area’ of the parameter space, i.e. arg min
C⊂VT
|C|
(Casella and Berger, 2002). Note that this definition does not consider the distance
with respect to the network connectivity. Furthermore the HPD region does not
necessarily result in a connected subgraph of the network.
3.2.4 Parameter Calibration using Human Mobility Network
and Stochastic PDE
The notation of a human mobility network in the context of epidemics has been il-
lustrated in (Finger et al., 2016), where its adjacency matrix is represented using a
matrix Q. Q is a Markov Chains transition matrix, where Qij is the probability that
a person living in node i travels to node j.
A stochastic PDE for distance spread which uses the information from the human
mobility network is introduced in (Bertuzzo et al., 2016). As with the deterministic
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PDE described in that paper, the authors show how the expected number of sus-
ceptibles (S), infected (I), recovered (R) and also the bacteria concentration (B)
change with respect to time. Specifically, in the stochastic model, all events involving
human individuals (births, deaths and changes of epidemiological status) are treated
as stochastic events that occur at rates that depend on the state of the system. The
possible events are shown in Table 3.1(Finger et al., 2016).
Table 3.1: Transitions and rates of occurrence of all possible events
in the node i
Event Transition Rate
Birth (Si, Ii,Ri)→ (Si + 1, Ii,Ri) ν1i = µHi
Death of a susceptible (Si, Ii,Ri)→ (Si − 1, Ii,Ri) ν2i = µSi
Symptomatic infection (Si, Ii,Ri)→ (Si − 1, Ii + 1,Ri) ν3i = σFiSi
Death of an infected (Si, Ii,Ri)→ (Si, Ii − 1,Ri) ν4i = µIi
Cholera-induced death (Si, Ii,Ri)→ (Si, Ii − 1,Ri) ν5i = αIi
Recovery of an infected (Si, Ii,Ri)→ (Si, Ii − 1,Ri + 1) ν6i = γIi
Asymptomatic infection (Si, Ii,Ri)→ (Si − 1, Ii,Ri + 1) ν7i = (1− σ)FiSi
Death of a recovered (Si, Ii,Ri)→ (Si, Ii,Ri − 1) ν8i = µRi
Immunity loss (Si, Ii,Ri)→ (Si + 1, Ii,Ri − 1) ν9i = ρRi
Table 3.1 also shows transitions and rates of occurrence of all possible events in
the node i. In the node i, the generic event k occurs at rate νki . Si, Ii and Ri are the
local number of susceptible, symptomatic infected and recovered individuals in each
node i of the network. Let Bi be the environmental concentration of the bacteria at
site i. The population of each node is asssumed to be at demographic equilibrium,
with µ being the human mortality rate, Hi the population size of the local community
and µHi a constant recruitment rate. The force of infection is defined as:
Fi = βi[(1−m) Bi
K + Bi +m
n∑
j=1
Qij
Bj
K + Bj ]
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The concentration of bacteria, Bi is updated by:
Bi − µBBi + p
Wi
[1 + φJi]Ii − l(Bi −
n∑
j=1
Pji
Wj
Wi
Bj)
In the equations above, the contamination of the environment is increased by local
rainfall Ji via parameter φ. Human mobility is accounted for by the force of infec-
tion. Pij is the probability of a propagule to be transported from node i to node j.
For the other parameters, K is the concentration of water borne bacteria that yields
50% chance of being infected with cholera; p is the rate of production by one person
infected of bacteria that reach the water body; Wi is the volume of water at node
i. For the values of the constant parameters reflecting environmental conditions, see
(Bertuzzo et al., 2008a).
For parameter calibration, using each node s as the source, we can generate mul-
tiple Monte Carlo realizations given the human mobility network and environment
related constant parameters through the stochastic PDE. Then the means and covari-
ance parameters for the first-arrival time at the observers associated with the source s
can be estimated from the multiple realizations generated when node s is the source.
For more details about the calibration step, see Section 3.3.
3.3 Simulation Study
We conducted our simulation study in the context of the 2000–2002 cholera outbreak
in the KwaZulu-Natal province, South Africa. Since the usefulness of the human
mobility network and the stochastic PDE has been shown in (Bertuzzo et al., 2016;
Finger et al., 2016), a collection of datasets was generated using this framework, which
is used to:
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(1) investigate the impact of changing the number of observers, different observer
placement strategies and incorporating prior knowledge or not, and
(2) Compare our method with the method from (Pinto et al., 2012a).
The number of nodes is N = 851. We simulated N data sets, where each node was
used as the source in turn. We defined “infected node” in the following way: if 0.1%
population in the node i were infected, then we called the node infected. The source
node was infected at Day 1. In each single data set, we generated 400 realizations
given the human mobility network and environment related constant parameters via
the stochastic PDE. 300 realizations are used for training - the means (µs) and the
covariance matrices (Λs) for the first-arrival times at the observers are learnt from it.
The covariance matrices are estimated using the method from (Scha¨fer and Strimmer,
2005). The remaining 100 realizations are used for testing, allowing us to compare
the source estimation and the underlying true source for each test realization.
In epidemiology, the basic reproduction number(R0) of an infection can be thought
of as the number of cases one case generates on average over the course of its infectious
period, in an otherwise uninfected population(Fraser et al., 2009). When R0 < 1, the
infection will die out in the long run. But if R0 > 1, the infection will be able to
spread in a population. In our case, we assume each city has its own basic R0, which
is affected by the city’s infrastructure. For a visualization for all the nodes, see Figure
3.1. In that plot, larger nodes have larger populations, and darker nodes have larger
R0’s.
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Figure 3·1: All of the cities in the KwaZulu-Natal Province
3.3.1 Performance of the Proposed Method Under Various
Conditions
We investigated the impact of different settings, including changing the number of
observers, using different observer placement strategies and incorporating prior knowl-
edge or not. Our method gives an estimation associated with a 0.95 credible sets.
The following four criteria are computed with respect to each node s, when it is used
as the source:
(1) the probability that the 0.95 credible set covered the true source;
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(2) the size of the 0.95 credible set;
(3) the probability that the posterior of the true source ranked among Top 10;
(4) the mean distance between the true source and the estimate source.
We classified the nodes into different groups according the scales of their R0 and
their populations, and made box plots for the above four criteria under different con-
ditions. See Figure 3.2 - 3.4.
Nodes with larger R0 are easier to be infected, so it is reasonable to let the prior
be proportional to the R0 vector, which consists of all the cities’ R0’s. In the plots,
“random” and “highdegree” represent two kinds of observer placement strategies, i.e.,
random placement and selecting nodes with highest degree as observers according to
the human mobility network (high-degree observer placement). We used either 9 or 18
observers. Here, 9 observers is 1% of total number of nodes while 18 is 2%. “R0prior”
means the prior is proportional to each node’s R0, and “uniform” means a uniform
prior. Figure 3.2 (A)(B) pertain to criteria (1) and (2). Figure 3.3 and Figure 3.4
pertain to criteria (3) and (4). Figure 3.5 shows different observer placement strate-
gies.
In each subplot, the x-axis represents the R0, which is divided into 6 categories:
“< 2.5”, “2.5 ∼ 5”, “5 ∼ 7.5”, “7.5 ∼ 10”, “10 ∼ 12.5” and “>= 12.5”. Log popula-
tion (base 10) is divided into three categories; see the legends in Figure 3.2 - 3.4.
Based on our simulations, we can conclude the following:
(1) The high-degree observer placement strategy outperforms the random placement
strategy.
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(2) Focusing on the random observer placement subplots, we can see that the fre-
quency that the posterior of the true source being ranked in the Top 10 increases
and the mean distance between the true source and the estimation decreases with
increasing number of observers. We can also see a small decrease for the coverage
probability of the 0.95 credible set and a much larger decrease for the size of the
0.95 credible set at the same time.
(3) Focusing on the high-degree observer placement, the performance corresponding
to 9 observers and that corresponding to 18 observers are comparable. A possible
explanation is that, following high-degree observer placement strategy, the first 9
observers capture most of required information. The addtional observers do not
help much.
(4) Comparing results with prior proportional to R0 and results with uniform prior,
we found the former ones had better results on nodes with large R0, as we ex-
pected.
We can also see that our method has good performance when the source node/city
has moderate or large R0 and population. The larger the R0 and population of the
source node, the easier the source node can be detected.
3.3.2 Comparison between the Proposed Method and Pinto
et al
The method proposed in (Pinto et al., 2012a) has been shown to be very competi-
tive in most practical scenarios with many other methods(Jiang et al., 2014). Since
we have stated the importance of human mobility network, here, we compared our
method with Pinto’s method based on the human mobility network. Note that Pinto’s
method relies on the tree structure of a network, so we applied Pinto’s method on
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the minimum spanning tree of the human mobility network.
Guided by the conclusions reached in Section 3.3.1, we used 9 observers with high-
degree placement for both method. We also used prior proportional to R0. By default,
the method of Pinto et al effectively uses a uniform prior. In Figure 3.6, the plots in
the left column show the performance of our method while those in the right column
show the performance of the method of Pinto et al. From Figure 3.6, we can see that
with such few observers, the method of Pinto et al cannot locate the source in almost
any case, while our method performs well on nodes with moderate R0 and population.
3.4 Application: Cholera Outbreak in South Africa
We applied our source estimation approach to the data from the 2000–2002 cholera
outbreak in the KwaZulu-Natal province, South Africa. The outbreak lasted for two
years and ultimately involved about 140, 000 recorded cases in two major waves in
the respective summers (Bertuzzo et al., 2008b). In this section, let us just focus on
the first wave, from Day 1 to Day 400. Figure 3.7 shows how daily cases changed
with respect to days. For observers, we used 9 observers according to high-degree
observer placement, but only 4 of them got infected during these 400 days. Using the
epidemic first-arrival times of the 4 observers, and prior proportional to the R0, our
estimation for the source is Node 189 with posterior probability over 0.95.
Node 189 remains uninfected during Day 1 to Day 400. There is little chance that
it is the true source. The reason why our method concluded that node might be that
the real epidemic spread pattern is similar to the epidemic spread pattern when Node
189 is the true source. Thus the true node might be some node which is near Node 189.
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Changing some settings of our method may help us get a better estimation of the
source. During the detection procedure above, we used the defintion of node infection
stated in Section 3.3, i.e., if 0.1% population of a node i were infected, then we called
the node is infected. However, under such a definition, there is only about one eighth
of nodes got infected in the first wave. Some smaller changes may be ignored under
this defintion.
Thus, we used a more sensitive definition for node infection instead, i.e., “if there
is one infected person in node i, then node i is infected”. According to this definition
of node infection, we applied our method to the real data again, and got a new source
estimation, Node 432, which is one of the first infected nodes during this definition.
It seems to be a better source estimation.
Although we do not know the true epidemic source in this epidemic, from Figure
3.8, we can see that the epidemic spreaded from the coast to the continent (Here we
used the better definition of node infection). Both of our estimated source nodes are
on the coast, which agrees with the epidemic spread pattern.
For discussions and future directions, see Chapter 5.
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Figure 3·2: The Performance of the Proposed Method, Empirical
Coverage Probability of the 0.95 Credible Set and the Size of the 0.95
Credible Set
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Figure 3·3: The Performance of the Proposed Method, the Probability
that the Posterior of the True Source is Ranked in the Top 10
Figure 3·4: The Performance of the Proposed Method, Distance Be-
tween the True Source and the Estimation
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Figure 3·5: Different Observer Placement Strategies
56
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
 the Proposed Method the Method of Pinto et al
Em
pirical Coverage 
 Probability of
 the 0.95 Credible Set
<2.5 2.5~5 5~7.5 7.5~10 10~12.5 >=12.5 <2.5 2.5~5 5~7.5 7.5~10 10~12.5 >=12.5
0.00
0.25
0.50
0.75
1.00
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
 the Proposed Method the Method of Pinto et al
the Size of 
 the 0.95 Credible Set
<2.5 2.5~5 5~7.5 7.5~10 10~12.5 >=12.5 <2.5 2.5~5 5~7.5 7.5~10 10~12.5 >=12.5
0
200
400
600
log 
population
<3.5
3.5~4.5
>=4.5
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
● ●
● ●
●
●
●
● ●
 the Proposed Method the Method of Pinto et al
the Probability that 
 the Posterior of 
 the True Source 
 is Ranked in the Top 10
<2.5 2.5~5 5~7.5 7.5~10 10~12.5 >=12.5 <2.5 2.5~5 5~7.5 7.5~10 10~12.5 >=12.5
0.00
0.25
0.50
0.75
1.00
●
●
●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
 the Proposed Method the Method of Pinto et al
Distance Between 
 the True Source 
 and the Estim
ation
<2.5 2.5~5 5~7.5 7.5~10 10~12.5 >=12.5 <2.5 2.5~5 5~7.5 7.5~10 10~12.5 >=12.5
0
100
200
300
400
500
R0
Figure 3·6: Comparison between the Proposed Method and Pinto et
al
Figure 3·7: Number of Cases by Day
57
Figure 3·8: the 2000-2002 Cholera Outbreak
Chapter 4
Inferring Missing Observations in
Multivariate Time Series through
Dirichlet Process Dynamic Models
4.1 Introduction
Multivariate time series are used to describe several related time varying variables
(e.g., consumers’ demands in different cities within a state, precipitation in cities
near each other, and stock prices of several technology companies). However, missing
values often appear in observed multivariate time series, due to reasons such as errors
in recording. Incomplete data makes direct analyses using complete-data methods
impossible(Hopke et al., 2001). Much statistical software also accepts complete data
only. Thus, multivariate time series imputation is necessary in many cases.
For univariate time series imputation, simple algorithms include mean imputa-
tion, last observation carried forward (LOCF), next observation carried backward
(NOCB), and linear interpolation(Moritz et al., 2015). For multivariate time series,
there is a lot of literature on directly imputing them. (Hopke et al., 2001; Yozgatligil
et al., 2013; Junger and de Leon, 2015; Junninen et al., 2004; Le et al., 2007) show
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methods for environmental multivariate time series imputation while (Honaker and
King, 2010; Denk and Weber, 2011) address how to impute missing values in time-
series cross-sectional data in political science. Among them, (Yozgatligil et al., 2013;
Junninen et al., 2004) review and compare multiple imputation methods for multi-
varite time series using meteorological data.
The methods used in the literature above are all based on multivariate time se-
ries models. In general, imputation methods based on time series models are easy
to interpret, but their performance highly relies on choosing a proper model. Other
similar methods include imputation based on vector autoregressive models(Liu and
Molenaar, 2014; Bashir and Wei, 2017), ARMA models(Park et al., 2007), ARIMA
models(Junger and Leon, 2012) and a multivariate hierarchical model for longitudinal
outcome variables(Liu et al., 2000). Recently, many imputation methods based on
neural networks arised, such as (Brakel et al., 2013; Che et al., 2016; Lipton et al.,
2016; Moustris et al., 2012). Many methods in this category perform well but are
difficult to understand.
To get the best of both worlds, in this project we are looking for algorithms that
have good performance and are also interpretable. Among the models which are used
for imputation, a state space model is a good candidate due to its flexibility and in-
terpretability. Examples for time series imputation based on state space models can
be found in (Palama and Chan, 1997; Liu et al., 2017). According to the range of ob-
servations, we are interested in Gaussian observation models (where the observations
are continuous variables) and Poisson observation models (where the observations
are counts). Various Gaussian and Poisson observation state space models for multi-
variate time series can be found in (West, 1996). In order for these models to have
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good performance - precise imputations with narrow credible intervals, they require
decent models on relationship between the time varying variables. However, without
a priori knowledge it is difficult to get these models right. Additionally, the Bayesian
algorithms for multivariate Poisson observation models described in (West, 1996) do
not have analytic posterior distributions for all the parameters when MCMC methods
are used for inference. Methods such as Metropolis-Hasting can help us complete the
inference, but they are more computationally intensive. In (Aktekin et al., 2017), an
algorithm for a multivariate Poisson observation model is proposed and all the param-
eters can be sampled directly during the inference step. Unfortunately, in that model,
all the dimensions of observations correspond to only one dimension of hidden states,
which is unsuitable for the problem we are considering. Moreover, multivariate time
series often have the problem of low signal-to-noise ratio (e.g. fMRI data(Welvaert
and Rosseel, 2013)), which leads to poor performance in prediction and imputation.
To the best of our knowledge, there has been little work on multivariate time-series
imputation that addresses this challenge.
In this chapter, we propose two multivariate state space time series models, both
of which belong to the Dirichlet process dynamic model family: a Gaussian obser-
vation model and a Poisson observation model. Both models are flexible and the
parameters can be estimated efficiently through MCMC methods. More importantly,
algorithms for both models can learn the dependence structure of the variables, based
on the observed shapes of dimensions. The imputation of missing values on a single
dimension can borrow information from the other dimensions in a common cluster
and we get more precise estimations with narrower credible intervals. Such an im-
provement is crucial for imputing missing values in multivariate time series which
have low signal-to-noise ratio.
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The remaining parts of this chapter are organized as follows. Motivation of the two
models is given in Section 2. In Sections 3 and 4, we present the Gaussian observation
model and the Poisson observation model as well as how to infer the parameters using
MCMC methods. The performance of these models is shown in Section 5. Section 6
provides conclusions, remarks and future directions.
4.2 Motivation
In this section, we will describe our state-space models and the motivation behind
them. Generally, an n-dimensional state-space model is described as follows, for each
i, i ∈ {1, ..., n},
Yi,t = fi(Xi,t, vi,t)
Xi,t = gi(Xi,t−1, wi,t)
(4.1)
where f(·) and g(·) are deterministic functions. vi,t and wi,t are random variables
representing noises. t ∈ {1, ..., T} is the time index. In this model, Yi,t’s are observed
data and Xi,t’s are hidden states. It generalizes the one dimensional state-space model
by having each observation dimension correspond to its own hidden state dimension.
In our problem, part of the observed data (Yit’s) is missing. We treat missing
observations as unknown parameters, which are the inference target. In the rest of
this chapter, we use MCMC methods to infer them as well as the model parameters.
Model (4.1) may be unnecessarily complicated. It assumes that each dimension of
observation has its unique hidden state. However, several observed dimensions may
share a common hidden state in practice. Thus we study the following reduction of
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model (4.1):
Yi,t = f(Xξi,t, vi,t)
Xl,t = g(Xl,t−1, wl,t)
(4.2)
i ∈ {1, ..., n}, l ∈ {1, ..., L}, t ∈ {1, ..., T}. f(·), g(·) are deterministic functions.
vi,t and wi,t are random noises. Here L is the number of clusters and L ≤ n. ξi,
i ∈ {1, ..., n} is cluster label indicator and ξi ∈ {1, ..., L}. In this model, different
observation dimensions can correspond to a common hidden state dimension, but one
observation dimension can not correspond to more than one hidden state dimension.
For each l ∈ {1, ..., L}, {Yi : ξi = l} can be correlated because they related to the
same hidden state variable Xξi .
Note that the cluster labels are often unknown and they are incorporated as
parameters here. In the Bayesian framework, a Dirichlet distribution is a reasonable
prior for the cluster labels. In the next two sections, we will build explicit models
with Gaussian and Poisson observations in the form of equation (4.2), and will present
how to estimate all the parameters using MCMC method.
4.3 Dirichlet Process Linear Gaussian Dynamic Model
(DPLGDM)
Real-valued multivariate time series are prevalent in areas such as biology and engi-
neering. Such time series are often modeled by Gaussian observation models. Here is
the Linear Gaussian Dynamic Model:
Yi,t = Xξi,t + vi,t, vi,t ∼ N (0, Vi)
Xl,t = dl,p(t) +Xl,t−1 + wl,t, wl,t ∼ N (0,Wl)
(4.3)
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i ∈ {1, ..., n}, l ∈ {1, ..., L}, p(t) ∈ {1, ..., p}. Suppose for a given data set describing
multivarite time-varying variables, we standardize each observation dimension, that
is, make each single observation dimension have mean 0 and variance 1 through linear
transformation, then we can use this model to describe it. In this model, note that
for each l, the hidden states form a random walk. The coefficients of hidden states
in both the equations are fixed to be 1. ξi’s are unknown cluster label indicators.
p(t) = (tmod p)+1,∈ {1, ..., p}, which shows all the time series have the same period.
dl,p(t) is the periodical parameter. Using the Dirichlet prior for labels mentioned below,
we call our model Dirichlet Process Linear Gaussian Dynamic Model (DPLGDM).
4.3.1 Prior Settings
In this Dirichlet Process Linear Gaussian Dynamic Model, the parameters we need
to estimate are:
(1) missing observations Yi,t’s, i ∈ {1, ..., n}, t ∈ {1, ..., T}
(2) number of clusters, L
(3) cluster label indicators, ~ξ = (ξ1, ..., ξn)
(4) hidden states status at time 0, ~X1:L,0 = (X1,0, ..., XL,0)
(5) periodical parameter, ~d1:p = (d1,1:p, ..., dL,1:p)
(6) system equation noise variance parameter, W1:L = (W1, ...,WL)
(7) observational equation noise variance parameter, V1:n = (V1, ..., Vn)
For prior settings, we set initial hidden states and periodical parameters to have
Gaussian prior. For observation dimension and hidden state dimension variances,
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we assume they have inverse gamma distribution. The full settings are specified as
follows:
Xl,0
i.i.d.∼ N (m0, c0), l = 1, ..., L (4.4)
dl,j
i.i.d.∼ N (0, Vd), l = 1, ..., L; j = 1, ..., p (4.5)
V −1i
i.i.d.∼ Γ(αv, λv), i = 1, ..., n (4.6)
W−1l
i.i.d.∼ Γ(αw, λw), l = 1, ..., L (4.7)
p(~ξ|α) = Γ(α)
Γ(α + n)
αL[
L∏
l=1
Γ(ml)]
1
L!
, where ml = (the number of ξi = l), i ∈ {1, ..., n}
(4.8)
where m0, c0, Vd, αv, λv, αw, λw are constants.
p(~ξ|α) is the Dirichlet Process prior. α is the concentration parameter. Large α
indicates that we believe that the true number of clusters is small. Missing observa-
tions are treated as parameters, which are initialized using Last Observation Carried
Forward (LOCF) method (Engels and Diehr, 2003) before running the algorithm.
4.3.2 Markov Chain Monte Carlo (MCMC) inference
In this section, we will show how we sample hidden states X, periodical parameter d,
hidden state equation noise variance W , observational equation noise variance V and
cluster label indicators ~ξ successively according to their posteriors in each MCMC
iteration. The full MCMC pseudo code is attached in the appendix.
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The hidden states: X
Xl,0:T , l = 1, ..., L are conditionally independent given all the observed data Y1:n,1:T
and all the other parameters. Thus these hidden state dimensions can be sampled
independently:
P (X1:L,0:T |d1:L,1:p, ~ξ,W1:L, V1:n, Y1:n,1:T )
=
L∏
l=1
P ( ~Xl,0:T |d1:L,1:p, ~ξ,W1:L, V1:n, Y1:n,1:T )
=
L∏
l=1
P ( ~Xl,0:T |dl,1:p,Wl, Vi, Yi,1:T ),where ξi = l
where we can also see that the posterior of each dimension hidden states only depends
on corresponding data and parameters specified by ~ξ.
Now fix l and follow Forward Filtering Backward Sampling method from (West
and Harrison, 1998). The general model we are working on is:
~Yt = ~Kt + ~FtXl,t + ~vt, ~vt ∼ N (0, V ) (4.9)
Xl,t = dl,p(t) +Gl,tXl,t−1 + wl,t, wl,t ∼ N (0,Wl) (4.10)
~Yt, ~Kt, ~Ft and ~vt are all length ml vectors, where ml is the number of entries in ~ξ which
are equal to l. These vectors consist of the entries corresponding to the l’s cluster.
V is a ml-by-ml diagonal matrix whose diagonals are {Vi}ξi=l. Xl,t is a scalar. In
the following paragraphs, when talking about quantities related to the l-th cluster,
all the scalars will have subindex l but vectors and matrices will not. In our model,
~Kt = ~0, ~Ft = ~1 and Gl,t = 1.
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Forward Filtering: For each l ∈ {1, ..., L},
Xl,0 ∼ N (m0, c0) (4.11)
By induction, if (Xl,t−1|Dt−1) ∼ N (ml,t−1, cl,t−1), then
(Xl,t|Dt−1) ∼ N (al,t, Rl,t) (4.12)
where al,t = dl,p(t) +Gl,tml,t−1 = dl,p(t) +ml,t−1, Rl,t = Gl,tcl,t−1Gl,t +Wl = cl,t−1 +Wl.
Combine it with the observation equation, we have
(~Yt|Dt−1) ∼ N (~ft, Qt) (4.13)
where ~ft = ~Kt + ~Ftal,t = ~1al,t, Qt = ~FtRl,t ~F
′
t + V = (~1~1
′
)Rl,t + V .
Thus,
p(Xl,t|Dt) = p(Xl,t,
~Yt|Dt−1)
p(~Yt|Dt−1)
=
p(~Yt|Xl,t)p(Xl,t|Dt−1)∫
Xl,t
p(~Yt|Xl,t)p(Xl,t|Dt−1)dXl,t
(Xl,t|Dt) ∼ N (ml,t, cl,t)
(4.14)
~et = ~Yt − ~ft
~A
′
t = Rl,t ~FtQ
−1
t = Rl,t~1Q
−1
t
ml,t = al,t + ~A
′
t~et
cl,t = Rl,t − ~A′tQt ~At
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Backward Sampling: What we want to get is
p(Xl,1, ..., Xl,T |DT ) = p(Xl,T |DT )p(Xl,T−1|Xl,T , DT−1) · ... · p(Xl,1|Xl,2, D1)p(Xl,0|Xl,1, D0)
so what we need are:
(1) (Xl,T |DT ) ∼ N (ml,T , cl,T ), which comes from Forward Filtering.
(2) (Xl,t|Xl,t+1, Dt) ∼ N (hl,t, Hl,t), where Bl,t = cl,tG′l,t+1Rl,t+1 = cl,tRl,t+1, hl,t =
ml,t +Bl,t(Xl,t+1 − al,t+1) and Hl,t = cl,t −BlRl,t+1B′l,t.
Following the Forward Filtering Backward Sampling steps, we are able to sample
hidden states given data and other parameters.
The periodical parameter: d
Similarly, the procedure of sampling the periodical parameters can also be done in-
dependently with respect to each dimension:
For each t such that p(t) = j, conditional on dl,j, we have:
Xl,t −Xl,t−1 = dl,j + wl,t ∼ N (dl,j,Wl)
For a particular such t,
p(Xl,t, Xl,t−1|dl,j) ∝ exp[− 1
2Wl
(Xl,t −Xl,t−1 − dl,j)2]
68
For all t1, ..., tR, s.t. for each i ∈ {1, ..., R}, p(ti) = j and ti ≤ T ,
p(Xl,t1 −Xl,t1−1, ..., Xl,tR −Xl,tR−1|dl,j) ∝ exp[−
1
2Wl
∑
p(t)=j
(Xl,t −Xl,t−1 − dl,j)2]
dl,j’s prior: p(dl,j) ∝ exp[− 12Vd (dl,j)2]
So,
p(dl,j|DT ,Wl, {Vi}ξi=l, X, ~ξ)
=p(dl,j|Wl, X, ~ξ)
∝p(Xl,t1 −Xl,t1−1, ..., Xl,tR −Xl,tR−1|dl,j) · p(dl,j)
∼N (de, dv)
(4.15)
where dv = (
1
Vd
+
nj
Wl
)−1, de = dv{
∑
p(t)=j
(Xl,t−Xl,t−1)
Wl
} and nj =
T∑
t=1
1p(t)=j.
Hidden State Equation Noise Variance: W
Independently sample entries of W and V , following the equations:
Prior density of W−1l is: p(W
−1
l ) ∝ (W−1l )αw−1 · e−λw·W
−1
l
Since Xl,t − dl,p(t) −Xl,t−1 = wl,t
p(Xl,t − dl,p(t) −Xl,t−1|Wl) ∝ (W−
1
2
l )exp[−
1
2
(W−1l )(Xl,t − dl,p(t) −Xl,t−1)2]
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For t = 1, ..., T , the joint distribution:
p(Xl,1 − dl,p(1) −Xl,0, ..., Xl,T − dl,p(T ) −Xl,T−1|Wl)
∝(W−
T
2
l )exp[−
1
2
(W−1l )
T∑
t=1
(Xl,t − dl,p(t) −Xl,t−1)2]
Thus,
p(W−1l |DT , V1:n, d1:L,1:p, ~ξ,X)
=p(W−1l |d1:L,1:p, X)
∼Γ[αw + T
2
, λw +
1
2
T∑
t=1
(Xl,t − dl,p(t) −Xl,t−1)2]
(4.16)
Observational Equation Noise Variance: V
Prior density of V −1i is: p(V
−1
i ) ∝ (V −1i )αv−1e−λvV
−1
i
p(Yi, X|V −1i ) ∝
T∏
t=1
exp[−1
2
Vi(Yi,t −
n∑
l=1
1ξi=lXl,t)
2] · (V −1i )
T
2
Then the posterior:
p(V −1i |DT ,W1:L, d1:L,1:p, ~ξ,X)
=p(V −1i |DT , ~ξ)
∼Γ[αv + 1
2
T, λv +
1
2
T∑
t=1
(Yi,t −
L∑
l=1
1ξi=lXl,t)
2)]
(4.17)
Indicators: ~ξ
Since for a given cluster indicator vector, there are only finite choices for the label at a
particular position, so a workable method is to compute the posteriors for possibilities
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of possible label outcomes and then do a multinomial sampling. Again, updating ξ1:n
is equivalent to updating each of its component independently:
(1) For l = 1, ..., L: let ξ˜1:n = ξ1:n and then let ξ˜i = l, compute pl = p(Y |X, ξ˜1:n).
(2) Probability of opening a new cluster:
(2.1) Let ξ˜1:n = ξ1:n and then let ξ˜i = L+ 1
(2.2) Fixing the indicator vector, Sample X,W, d, V parameters K times to compute
pL+1 = p(Y |X, ξ˜). K ≥ 1 is an integer.
If L = n or the original label of ξi is unique, we do not need to open a new cluster.
(3) Sample ξi ∼ Multinomial(1 : (L + 1)|p1, ..., pL+1) or ∼ Multinomial(1 : (L +
1)|p1, ..., pL), depending on if we open a new cluster.
4.4 Dirichlet Process Multivariate Poisson-Scaled
Beta (DPMPSB) Dynamic Model
In many other cases, we come across count variables (instead of continuous variables)
that are time-varying. For example, different household demands for some kind of
product, time series describing number of users, webpage clicks and so on. Poisson
observation models are suitable for such time series. It is not uncommon that some
time series have similar shapes but different scales, so each observation dimension is
allowed to have an independent parameter to tune its Poisson rate in our Poisson
observation model:
(Yi,t|λi, θl,t) ∼ Pois(λi · θl,t), i ∈ {1, ..., n}, ξi = l, t ∈ {1, ..., T} (4.18)
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Here l ∈ {1, ..., L}, L is the number of clusters and L ≤ n. ξi, i ∈ {1, ..., L} are
cluster label indicators. If L = 1, it is the Multivariate Poisson-Scaled Beta (MPSB)
Model described in (Aktekin et al., 2017). Using the Dirichlet prior introduced above,
our model is a Dirichlet Process Mixture Model. We call it Dirichlet Process Multi-
variate Poisson-Scaled Beta (DPMPSB) Model.
θl,t’s are hidden states, l ∈ {1, ..., L} and t ∈ {1, ..., T}. For each l:
θl,t = θl,t−1 · 1
γl
· l,t (4.19)
where the error term follows a Beta distribution given by
(l,t|Dt−1, λ1, ..., λn) ∼ Beta[γl · αl,t−1, (1− γl) · αl,t−1] (4.20)
αl,t−1 > 0, 0 < γl < 1. Dt−1 = {Dt−2, ~Yt−1} represents the sequential arrival of data.
For different l’s, the l,t’s are independent.
In this model, ~γ = (γ1, ..., γL) is important, which controls: (a) the hidden states
noise variances (b) the correlation between different time series in the same cluster.
To illustrate (a), for a particular l ∈ {1, ..., L},
E[
l,t
γl
|Dt−1, λ1, ..., λn] = 1 (4.21)
V ar[
l,t
γl
|Dt−1, λ1, ..., λn] =
1−γl
γl
αl,t−1 + 1
(4.22)
Thus the conditional expectation of
l,t
γl
is constant, 1, but the conditional variance
of it is proportional to inverse of γl’s odds ratio, fixing αl,t−1.
For (b), we can get similar result as [1] shows, for bivariate counts Yi,t, Yj,t in
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cluster l, the correlation is:
Cor(Yi,t, Yj,t|~λ, ~α, ~β,Dt−1) =
√
λiλj
(λi + γlβl,t−1)(λj + γlβl,t−1)
(4.23)
where βl,t−1 is a constant parameter. We will see it in the following sub sections.
Equation (4.23) shows that when γl approach 0 while λi, λj remain the same, this
positive correlation increases and goes to 1. Another remark is that the DPMPSB
Dynamic models only suits the cases where time series in the same cluster are posi-
tively correlated.
4.4.1 Prior Settings
Similarly, the parameters we need to infer are:
(1) missing observations Yi,t’s, i ∈ {1, ..., n}, t ∈ {1, ..., T}
(2) number of clusters, L
(3) cluster label indicators, ~ξ = (ξ1, ..., ξn)
(4) hidden states status at time 0, ~θ0 = (θ1,0, ..., θL,0)
(5) Poisson rate tuning parameters, ~λ = (λ1, ..., λn)
(6) hidden state noise variance and correlation tuning parameters, ~γ = (γ1, ..., γL)
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Prior settings:
(~θ0|D0) = (~θ0) ∼ Gamma(~α0, ~β0) (4.24)
(~λ|D0) = (~λ) ∼ Gamma(~a0,~b0) (4.25)
p(~ξ|α) = Γ(α)
Γ(α + n)
αL[
L∏
l=1
Γ(ml)]
1
L!
, where ml = (the number of ξi = l), i ∈ {1, ..., n}
(4.26)
p(γl) is a discrete uniform prior defined over (0.001, 0.999) with K categories
(4.27)
Here ~θ ∼ Gamma(~a,~b) means θi i.i.d.∼ Gamma(ai, bi), where i = 1, ..., n0 and n0 is
the length of ~θ, ~a and ~b. ~α0, ~β0, ~a0, ~b0, α and K are all constant vectors or constants.
4.4.2 Forward Filtering Backward Sampling (FFBS)
In this section, we assume that the cluster labels are known. This FFBS step is part
of each MCMC iteration and most of the parameters are updated during this step.
We will quote this step in the full MCMC algorithm. Both this FFBS step pseudo
code and the MCMC step pseudo code are in the appendix.
If there is only one cluster, the derivation equations are the same as those in [1].
For the multivariate case here, the parameters correspond to different clusters can
be updated independently. For simplicity, we only show the non-trivial dependency
below.
Let us begin our illustration, for Forward Filtering:
(θ0,l|D0, {λi}ξi=l) = (θ0,l) ∼ Gamma(α0,l, β0,l) (4.28)
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here ”=” means the distributions are the same. By induction,
(θt−1,l|Dt−1, {λi}ξi=l) ∼ Gamma(αt−1,l, βt−1,l) (4.29)
Since l,t is conditionally Beta distributed,
p(θl,t|θl,t−1, Dt−1, {λi}ξi=l)
=
Γ(αl,t−1)
Γ(γl · αl,t−1)Γ((1− γl) · αl,t−1)(
γl
θl,t−1
)γl·αl,t−1 · θγl·αl,t−1−1l,t · (1−
γl
θl,t−1
θl,t)
(1−γl)αl,t−1−1
(4.30)
Then,
p(θl,t|Dt−1, {λi}ξi=l) =
∞∫
γlθl,t
p(θl,t|θl,t−1, Dt−1, {λi}ξi=l)p(θl,t−1|Dt−1, {λi}ξi=l)dθl,t−1
(θl,t|Dt−1, {λi}ξi=l) ∼ Gamma(γl · αl,t−1, γl · βl,t−1)
(4.31)
Given all of above, we can get the distribution of (θl,t|Dt, {λi}ξi=l):
p(θl,t|Dt, {λi}ξi=l) ∝ p({Yi,t}ξi=l|θl,t, {λi}ξi=l) · p(θl,t|Dt−1, {λi}ξi=l)
(θl,t|Dt, ~λ) ∼ Gamma(αl,t, βl,t)
(4.32)
where αl,t = γl · αl,t−1 +
∑
ξi=l
Yi,t and βl,t = γl · βl,t−1 +
∑
ξi=l
λj.
For ~λ’s distribution:
p(λj|~θt, Dt) = p(Yj,1, ..., Yj,t|~θξj ,t, λj)p(λj)
(λj|~θj, Dt) ∼ Gamma(aj,t, bj,t)
(4.33)
where aj,t = aj + (Yj,1 + ... + Yj,t) and bj,t = bj + (θξj ,1 + ... + θξj ,t). Conditional on
the states ~θ and the data, λj’s are independent.
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For Backward Sampling: In order to get p(θl,1, ..., θl,t|~λ,Dt), note that we have:
p(θl,1, ..., θl,t|~λ,Dt) = p(θl,t|~λ,Dt)p(θl,t−1|θl,t, ~λ,Dt−1) · ... · p(θl,1|θl,2, ~λ,D1) (4.34)
Thus after the forward filtering, we only need to know (θl,t−1|θl,t, ~λ,Dt−1), t ∈
{2, ..., T}.
θl,t−1 − γθl,t > 0 can be sampled directly,
(θl,t−1 − γθl,t|θl,t, ~λ,Dt−1) ∼ Gamma((1− γ)αl,t−1, βl,t−1) (4.35)
When updating parameter γ, as pointed out in [1], the conditional posterior dis-
tribution of γ is not a known density which we can update recursively. Thus, we
discretize this parameter’s range, which only includes K categories between 0.001
and 0.999. Its posterior could be got by normalizing a list of following probabilities:
p(γl = k|{λi}ξi=l, DT ) ∝
T∏
τ=1
p({Yi,τ}ξi=l|{λi}ξi=l, Dτ−1, γl = k) · p(γl = k) (4.36)
k is one of (0.001, 0.999) K categories, in the equation above,
p({Yi,τ}ξi=l|{λi}ξi=l, Dτ−1, γl = k)
=
Γ(γlατ−1,l +
∑
ξi=l
Yi,τ )
Γ(γlατ−1,l)
∏
ξi=l
Γ(Yi,τ + 1)
∏
ξi=l
(
λi
γlβl,τ−1 +
∑
ξi=l
λi
)Yi,τ (
γlβl,τ−1
γlβl,τ−1 +
∑
ξi=l
λi
)γlατ−1
(4.37)
4.4.3 Updating Cluster Label Indicators ~ξ
This step doesn’t belong to the Forward Filtering Backward Sampling procedure and
it is important in our MCMC algorithm. For details, see the appendix.
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Updating all the entries of ~ξ in turn, independently:
(1) For l = 1, ..., L: let ξ˜1:n = ξ1:n and then let ξ˜i = l, compute pl = p(Y |X, ξ˜1:n).
Here, need to call Forward Filtering Backward Sampling to calculate other parame-
ters needed in this probability formula.
(2) Probability opening a new cluster:
(2.1) Let ξ˜1:n = ξ1:n and then let ξ˜i = L+ 1
(2.2) Fixing the indicator vector, call Forward Filtering Backward Sampling to cal-
culate other necessary parameters for pL+1 = p(Y |X, ξ˜1:n).
If L = n or the original label of ξi is unique, we shouldn’t open a new cluster.
(3) Sample ξi ∼ Multinomial(1 : (L + 1)|p1, ..., pL+1) or ∼ Multinomial(1 : (L +
1)|p1, ..., pL), depending on if we open a new cluster.
4.5 Simulation
In this section, we use simulations to illustrate the performance of our algorithms.
We generated two sets of multivariate time series, from Gaussian observation model
and Poisson observation model, respectively. Each set of multivariate time series
had 10 observation dimensions and 200 time points. We let the cluster labels to be
(1,2,3,1,2,3,1,2,3,1) for both generative models. That is, Units 1, 4, 7, 10 were in the
same cluster; Units 2, 5, 8 were in the same cluster and Units 3, 6, 9 were in the same
one.
We now describe the missingness mechanism. For each time point, we assumed it
has probability 0.03 to be missing: if the data is missing at one time point, it is also
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missing at the succeeding 4 time points. That is, the missing data form windows of
5 consecutive time points. Note that we allow the missing data windows to overlap
with each other. The selection mechanism for missing value time points were also the
same for both data sets.
We used model (4.3) to generate Gaussian observation time series, where the ob-
servation variance was set to be 0.1 and the hidden states variance was set to be 1.
For Poisson observation time series, we used model (4.18)-(4.20) to generate it, where
parameter vector ~γ for each hidden state dimension was (0.93, 0.95, 0.97) and pa-
rameter λ = (5, 6.11, 7.22, 8.33, 9.44, 10.56, 11.67, 12.78, 13.89, 15), which was chosen
to be equally spaced between 5 and 15.
We used the two algorithms described in Section 4.3 and 4.4 to impute the missing
values in the Gaussian and Poisson multivariate time series. For each data set, we
compared the performance of the following 4 cases:
(1) learning cluster labels from data;
(2) correctly specifying the cluster labels as (1, 2, 3, 1, 2, 3, 1, 2, 3, 1) for each data
set;
(3) incorrectly specifying the cluster labels as (1, 2, 3, 4, 5, 6, 7, 8 ,9, 10), that is,
each observational dimension has its own cluster. In this case, the time series don’t
borrow information from each other;
(4) incorrectly specifying the cluster labels as (1, 1, 1, 1, 1, 1, 1, 1, 1, 1), that is,
all the observational dimensions belong to the same cluster. The time series borrow
wrong information from each other.
For all of the cases, we used 200 MCMC iterations and burn-in the first 100 iter-
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ations. Case (1), (3) and (4) for the Gaussian multivariate time series are visualized
below, from Figure 4.1 to Figure 4.3:
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Figure 4·1: Gaussian multivariate time series, labels learnt from data
Each panel in a figure shows an observation dimension. For example, Unit 1 in-
dicates the first observation dimension and Unit 10 indicates the 10-th dimension.
The light blue regions represent the 0.95 credible interval for all time points. The
three blue lines from the top one to the bottom one are the upper bound of the 0.95
credible region, the estimated time series and the lower bound of the 0.95 credible
region. The black lines are the underlying true time series. We can see that the true
values almost always lie in the credible interval. The light grey vertical regions are
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Figure 4·2: Gaussian multivariate time series, each observation di-
mension has its own hidden state
the missing value regions.
By checking the output ~ξ’s, we found the labels are learnt correctly in Case 1.
Comparing the results from Case 1 and Case 3, we can see that Case 3’s credible
bands are much wider than those in Case 1. What’s more, comparing the Unit 5
subplots in Figure 4.1 and Figure 4.2, we can see the estimated values agree with the
true values in Figure 4.1, which is Case 1, but fail to follow the true trend in Figure
4.2, which is Case 3. This phenomenon shows clustering is useful for filling such
”gap”s. It is hard to impute such successive missing values only using information
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Figure 4·3: Gaussian multivariate time series, labels learnt from data
from single dimension they are on.
Figure 4.3 shows results for Case 4, where we assume all the observation dimen-
sions have a common hidden state dimension. The inference results are acceptable
for Unit 1, 4, 7, 10 but very far from the truth for the other dimensions. The reason
should be that the four-member cluster consisting of Unit 1, 4, 7, 10 dominates the
pattern of hidden states. We can see all the estimated time series had similar patterns.
We omit the inference results for Case 2 because it is very similar to those in
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Case 1. We will see all these conclusions more clearly in Figure 4.4 which contains
the information summary. Theoretically, Case 2 should have narrower credible bands
because we know the true cluster labels. For the Gaussian multivariate time series
case, the cluster labels are fixed after burn-in, so there is no performance difference
between Case 1 and Case 2.
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Figure 4·4: Gaussian multivariate time series, summary statistics
In Figure 4.4, the labels “datadrive”, “true cluster”, “n clusters” and “1 cluster”
mean Cases 1, 2, 3, 4. In each subplot, the x-axis is the units. The first column plots
show mean credible band width versus the units. The second column plots show
mean credible band coverage versus units. The last column shows mean absolute
error (MAE) and root of mean squared error (RMSE) versus units. Conclusions got
from Figure 4.4 agree with those made from Figure 4.1 - 4.3.
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For Poisson model based inference method’s performance on Poisson multivariate
time series, we have similar plots and conclusions. We also show Figure 4.5, the
summary plot. Here we can see Case 2 had narrower credible bands in this plot. By
checking the clustering labels learnt in Case 1, we find the labels ended up with 6
categories, which is larger than the actual number of clusters, but the relationship
shown in these 6 categories are correct, that is, the observation dimensions that belong
to a common cluster shown in the labels we inferred truly belong to the same cluster
according to the true labels. The dimension-wise visualizations can be found in the
appendix.
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Figure 4·5: Poisson multivariate time series, summary statistics
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4.6 Discussion
In this chapter, we propose two models for imputing missing values in multivariate
time series. Both models are flexible enough to describe multivariate time series with
various shapes. Parameters in both models can be learnt efficiently through MCMC
methods. Additionally, algorithms for both models can cluster the dimensions into
several groups, based on the observed shapes of dimensions. In this way, the missing
values on a single dimension can borrow information from the other dimensions in
the same cluster. As a result, we get more precise estimations with narrower credible
intervals, which is particularly important for multivariate time series with low signal-
to-noise ratio.
In the simulation study, we have shown that our imputation methods successfully
solve a problem with MCAR(Missing Completely at Random, see(Little and Rubin,
2014)). They are especially useful for multivariate time series which has successive
missing values. It is also very easy to do multiple imputation (Little and Rubin, 2014)
in our framework, which will benefit many follow-up analyses.
For future directions, both of my models are fundamentally dynamic factor mod-
els. While a classical Dynamic Factor Model assumes the observed time series are
linear combinations of the factors, these models only choose a single factor for each
time series. Although the Dirichlet process chooses the number of factors for us, we
are forcing a Dynamic Factor Model to have a coefficient of 1 in one dimension and 0
in all other dimensions. Allowing the coefficients to range from 0 to 1 might provide
us better models for imputation.
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This work was done during my internship at Google, 2017 summer. The real data
application is based on the data from Google. According to Google’s policy, it will
not be shown here.
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Chapter 5
Conclusions
5.1 Contributions of the thesis
This thesis has successfully addressed several big data problems.
In Chapter 2, we study the problem of developing hypothesis testing theories for
multilayer network data, motivated by an example in computational biology. We
show how to represent the complex structure of a multilayer network as a single data
point within the space of supra-Laplacians and then develop a central limit theorem
and hypothesis testing theories for multilayer networks in that space. For mean com-
parison, we develop both global and local testing strategies. Additionally, we note
that gathering data is difficult and expensive in many fields, such as neuroscience and
computational biology. We investigate the sample size requirements for the hierar-
chical testing procedure. The methods were applied to the motivating computational
biology example and multilayer network based methods are found to have better per-
formance. We also compare results from our methods and results from the classic
gene set analysis. More biological insights are found from this comparison.
In Chapter 3, we study the source detection problem in epidemiology. Water-
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borne diseases, such as Amoebiasis, Shigellosis, Cholera, Cryptosporidiosis and Giar-
dia, have endangered peoples lives for years, especially for those living in developing
countries. One of the most important issues for the epidemic control is to trace the
epidemic sources. Ideally, we want to locate the source based on all history data.
However, the epidemic history is complex, high-dimensional and cannot be fully ob-
served. Epidemiologists have recognized the crucial role of human mobility as an
important proxy to a complete history, but little in the literature to date uses this
information for source detection. We recast the source detection problem as identify-
ing a relevant mixture component in a multivariate Gaussian mixture model. Human
mobility within a stochastic PDE model is used to calibrate the parameters. Our
estimator only needs first-arrival times at a small proportion of nodes as observers as
input. It is also easy to incorporate prior knowledge into our estimator. Additionally,
we also quantify the uncertainty associated with the source estimator. Comparing
with a very competitive method from Pinto et alPinto et al. (2012b), Our estima-
tor overcomes its limitation and outperforms it. The capability of our method is
demonstrated in the context of the 2000-2002 cholera outbreak in the KwaZulu-Natal
province. We successfully located a coast node as the source which agrees the spread
of epidemic spread.
In Chapter 4, we consider a multivariate time series imputation problem. Mul-
tivariate time series are used to describe several related time varying variables (e.g.,
consumers demands in different cities within a state, precipitation in cities near each
other, and stock prices of several technology companies). However, missing values of-
ten appear in observed multivariate time series, due to reasons such as errors in record-
ing and low instrument precision. Multivariate time series imputation is necessary
in many cases because incomplete data makes direct analyses using complete-data
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methods impossible and many statistical softwares also accept complete data only.
To address the common problem of low signal-to-noise ratio in high-dimensional mul-
tivariate time series, we propose models based on state-space models which provide
more precise inference of missing values by clustering multivariate time series com-
ponents in a nonparametric way. The models are suitable for large-scale time series
due to their efficient parameter estimation.
5.2 Opportunities for Future Research
In Chapter 2 we showed how to use random projection Lopes et al. (2011) to over-
come the very restricted sample size requirements in the hypothesis testing when the
dimensionality of the vectors is high. Although random projection works well in prac-
tice, it is interesting to explore further its performance without Gaussian assumption
and to get rigorous conclusions.
One-sample, two-sample and k-sample tests are tests based on one-factor. It is
also very interesting to explore ANOVA, MANOVA and even regression which are
related to multiple factors, for network or multilayer network data. As data formats
are becoming more and more complex, the development of such methods will be more
and more important.
In Chapter 3, for the problem locating the source in the epidemic outbreak, an
interesting direction is locating multiple sources. It is totally possible that there are
multiple sources. In this circumstance, it might be unreasonable to assume the delay
times are multivariate Gaussian distributed. Gaussian mixture distribution seems to
be a reasonable assumption. We may need to use data to learn how many components
are in that Gaussian mixture distribution while learning the other parameters. The
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number of components may be a good estimator for the number of sources.
In Chapter 4, regarding the two models, both of them are fundamentally dynamic
factor models. However, while a classical dynamic factor model assumes the observed
time series are linear combinations of the factors, these models only choose a single
factor for each time series. Although Dirichlet process choose the number of factors
for us, we are forcing a Dynamic Factor Model to have a coefficient of 1 in one dimen-
sion and 0 in all other dimensions. It seems worthwhile to investigate a more flexible
model for imputation.
Another interesting direction is choosing a better model for small counts. Poisson
is an appropriate error distribution for small counts, but it is possible to use data
augmentation to convert a Poisson error distribution to a Gaussian. Using this trick
allows us to draw the latent factors using filtering and smoothing. In problems where
the serial correlation between observations is weak this makes little difference, but
when observed serial correlation is strong it is crucial to fast mixing during MCMC
steps.
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Appendix A
Pseudo code for DPLGDM
MCMC inference
Step 1: Preparations
1. Determine the number of burn-in iterations B and saved iterations N . The sum
of them, (B +N), is the total number of MCMC iterations.
2. Impute missing observations in the n × T matrix Y using Last Observation
Carried Forward method.
3. Allocate memory for an n×(T+1)×N array, Xsave,l,t,m, l ∈ {1, ..., L(t)}, L(t) ≤
n, t ∈ {0, ..., T}, m ∈ {1, ..., N}.
4. Allocate memory for an n×N array, Vsave,i,m, i ∈ {1, ..., n}, m ∈ {1, ..., N}. Its
columns are diagonals of V ’s in different MCMC iterations.
5. Allocate memory for an n × N matrix, Wsave,l,m, l ∈ {1, ..., L(t)}, L(t) ≤ n,
m ∈ {1, ..., N}. The saved elements in its columns are diagonals of W ’s in
different MCMC iterations.
6. Allocate memory for an n × p × N array, dsave,l,j,m, l ∈ {1, ..., L(t)}, L(t) ≤ n,
j ∈ {1, ..., p}, m ∈ {1, ..., N}. It stores the periodical parameters.
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7. Allocate memory for a length-N vector, ~C, storing number of clusters in each
MCMC iteration after burn-in.
8. Allocate memory for an n × N matrix, Ξi,m, i ∈ {1, ..., n}, m ∈ {1, ..., N}.
Each columns stores the cluster label indicators in each MCMC iteration after
burn-in.
9. Allocate memory for an n×T×N array, YSample,i,t,m, i ∈ {1, ..., n}, t ∈ {1, ..., T},
m ∈ {1, ..., N}.
Initialize ~ξ = (1, ..., n)
′
and L = n.
For j = 1, ..., (B +N), begin the MCMC loop:
Step 2: Update the hidden states, X
For l = 1, ..., L:
Step 2.1: Forward Filtering
For t = 1, ..., T :
al,t = dl,p(t) +ml,t−1, Rl,t = cl,t−1 +Wl
(If ~Yt is observerd): ~et = ~Yt − ~ft, ~A′t = Rl,t~1Q−1t , ml,t = al,t + ~A′t~et,
cl,t = Rl,t − ~A′tQt ~At
(Else if ~Yt is unobserved): ml,t = al,t, cl,t = Rl,t
(Else if ~Yt is partially observed): remove the unobserved dimensions and
following the same updating equations as that when ~Yt is observed.
End of t = 1, ..., T loop.
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Step 2.2: Backward Sampling
Sample (Xl,T |DT ) ∼ N (ml,T , cl,T ).
For t = T − 1, ..., 1:
Bl,t = cl,tG
′
l,t+1Rl,t+1 = cl,tRl,t+1, hl,t = ml,t + Bl,t(Xl,t+1 − al,t+1), Hl,t =
cl,t −BlRl,t+1B′l,t. Sample (Xl,t|Xl,t+1, Dt) ∼ N (hl,t, Hl,t).
End of t = T − 1, ..., 1 loop.
End of l = 1, ..., L loop.
Step 3: Update the periodical parameter, d
Sample dl,j
i.i.d.∼ N (de, dv),
where dv = (
1
Vd
+
nj
Wl
)−1, de = dv{
∑
p(t)=j
(Xl,t−Xl,t−1)
Wl
} and nj =
T∑
t=1
1p(t)=j.
l = 1, ..., L, j = 1, ..., p.
Step 4: Update hidden state equation noise variance, W
Sample Wl
i.i.d.∼ Γ[αw + T2 , λw + 12
T∑
t=1
(Xl,t − dl,p(t) −Xl,t−1)2].
l = 1, ..., L.
Step 5: Update observational equation noise variance, V
Sample V −1i
i.i.d.∼ Γ[αv + 12T, λv + 12
T∑
t=1
(Yi,t −
L∑
l=1
1ξi=lXl,t)
2)]
i = 1, ..., n.
Step 5.1: Save parameters after burn-in
If j > B:
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1. Store the L× (T + 1) matrix X into Xsave,1:L,1:(T+1),(j−B).
2. Store the n× (T + 1) matrix Ypred into YSample,1:n,1:T,(j−B).
3. Store the length-n vector diag(V ) into Vsave,1:n,(j−B).
4. Store the length-L vector diag(W ) into Wsave,1:L,(j−B).
5. Store the L-by-p matrix d1:L,1:p into dsave,1:L,1:p,(j−B)
6. Store the scalar L into C(j−B)
7. Store the length-n vector Ξ1:n,(j−B).
Step 6: Update cluster label indicators, ~ξ
For i = 1, ..., n:
Allocate memory for the following 3 vectors:
~p0 is a length-(L+ 1) vector. It will store the log scale of prior probabilities.
~p1 is a length-(L+1) vector. It will store the log scale of conditional probabilities
for the data.
~p2 is a length-(L+ 1) vector. It will store the log scale of posterior probabilities.
Step 6.1: Compute the prior and conditional probabilites
For l = 1, ..., (L+ 1):
~ξtemporal = ~ξ
Set ξtemporali to be l.
p0l =
Γ(α)
Γ(α+n)
αL
′
[
L
′∏
l=1
Γ(ml)]
1
L′
where ml = the number of ~ξtemporal’s l labels
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L
′
is the number of unique elements in ~ξtemporal.
End of l = 1, ..., (L+ 1) loop.
Assume cluster labels are ~ξtemporal and run the steps 2 ∼ 5 K ≥ 1 times.
Record the outputs and calculate P (Y |X, ~ξtemporal) in this case. Let p1l to
be P (Y ).
Step 6.2: Compute the posterior
p2 = p0 + p1
If ξi’s label appears more than once and currently L < n:
Choose ξi from 1, ..., (L+ 1) according to p2.
Else, that is, ξi’s label appears only once or currently L == n:
Choose ξi from 1, ..., L according to the first L elements of p2.
Step 6.3: Update L, ~ξ
Update Y = Yimpute, X, d, W , V only for the cluster which is selected in the last
step.
End of MCMC loop.
Step 4: Output Quantities
1. n × (T + 1) × N array, Xsave,l,t,m, l ∈ {1, ..., L(t)}, L(t) ≤ n, t ∈ {0, ..., T},
m ∈ {1, ..., N}.
2. n×N array, Vsave,i,m, i ∈ {1, ..., n}, m ∈ {1, ..., N}.
3. n×N matrix, Wsave,l,m, l ∈ {1, ..., L(t)}, L(t) ≤ n, m ∈ {1, ..., N}.
4. n × p × N array, dsave,l,j,m, l ∈ {1, ..., L(t)}, L(t) ≤ n, j ∈ {1, ..., p}, m ∈
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{1, ..., N}.
5. length-N vector, ~C, storing number of clusters in each MCMC iteration after
burn-in.
6. n × N matrix, Ξi,m, i ∈ {1, ..., n}, m ∈ {1, ..., N}. Each columns stores the
cluster label indicators in each MCMC iteration after burn-in.
7. n× T ×N array, YSample,i,t,m, i ∈ {1, ..., n}, t ∈ {1, ..., T}, m ∈ {1, ..., N}.
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Appendix B
Pseudo code for DPMPSB FFBS
step
Step 1: Preparations
1. Impute missing observations in the n × T matrix Y using Last Observation
Carried Forward method.
2. Allocate memory for two L × (T + 1) matrices, αl,t and βl,t, l ∈ {1, ..., L}, t ∈
{0, ..., T}. Initialize their first columns using ~α0 and ~β0.
3. Allocate memory for two n × (T + 1) matrices, ai,t and bi,t, i ∈ {1, ..., n}, t ∈
{0, ..., T}. Initialize their first columns using ~a0 and ~b0.
4. Allocate memory for a L × (T + 1) matrix, θl,t, l ∈ {1, ..., L}, t ∈ {0, ..., T}.
Initialize its first column: ~θ0 ∼ Gamma(~α0, ~β0). If we already have ~θ0 from last
MCMC step, use that ~θ0.
5. Allocate memory for a n × (T + 1) matrix, λi,t, i ∈ {1, ..., n}, t ∈ {0, ..., T}.
Initialize all of its columns: ~λt
i.i.d.∼ Gamma(~a0,~b0), t ∈ {0, ..., T + 1}. If we
already have ~λ from last MCMC step, use that to initialize each column.
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6. Allocate memory for a length-L vector, ~γ = (γ1, ..., γL). Initialize all the γl’s to
be 0.5, l ∈ {1, ..., L}.
Step 2: Forward Filtering
For t = 1, ..., T :
Step 2.1: Update αl,t, βl,t
For l = 1, ..., L:
αl,t = γlαl,t−1 +
∑
ξi=l
Yi,t βl,t = γlβl,t−1 +
∑
ξi=l
λi,t
End of l = 1, ..., L loop.
Step 2.2: Sample hidden states θ
θl,t ∼ Gamma(αl,t, βl,t)
l ∈ {1, ..., L}.
Step 2.3: Update ~λt
For i = 1, ..., n:
ai,t = ai,0 +
t∑
τ=1
Yi,τ
bi,t = bi,0 +
t∑
τ=1
θξi,τ
End of i = 1, ..., n loop.
~λt ∼ Gamma(~at,~bt)
End of t = 1, ..., T loop.
Step 3: Backward Sampling
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For τ = T, ..., 2:
(θl,τ−1 − γl · θl,τ ) ∼ Gamma((1− γl)αl,τ−1, βl,τ−1) (15)
End of τ = T, ..., 2 loop.
Step 4: Sample γl from (0.001, 0.999) withK categories according to p(γl = k|{λi,T}ξi=l, DT ),
l ∈ {1, ..., L}, k is one of the K categories.
Step 5: Impute Observations
1. Sample Yi,t according to observation equations. Store it in an n-by-T matrix,
Ypred.
2. Replace Ypred’s corresponding entries with observed data and store it in n-by-T
matrix Yimpute.
Step 6: Output Quantities
1. L× (T + 1) matrix, θl,t, l ∈ {1, ..., L}, t ∈ {0, ..., T}.
2. length-n vector, ~λT = (λ1,T , ..., λn,T ).
3. length-L vector, ~γ = (γ1, ..., γL).
4. n× T matrices, Ypred and Yimpute.
Remarks:
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1. γ1:L are only updated once in this FFBS algorithm for efficiency consideration.
They can be updated T times in Step 2.
2. ~λT = (λ1,T , ..., λn,T ) is the latest version of ~λ, which is used as an approximation
of it in Step 4.
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Appendix C
Pseudo code for DPMPSB MCMC
inference
Step 1: Preparations
1. Determine the number of burn-in iterations B and saved iterations N . The sum
of them, (B +N), is the total number of MCMC iterations.
2. Impute missing observations in the n × T matrix Y using Last Observation
Carried Forward method.
3. Allocate memory for an n × (T + 1) × N array, Θl,t,m, l ∈ {1, ..., L(t)}, L(t) ≤
n, t ∈ {0, ..., T}, m ∈ {1, ..., N}.
4. Allocate memory for an n×N array, Λi,m, i ∈ {1, ..., n}, m ∈ {1, ..., N}.
5. Allocate memory for an n × N matrix, Γl,m, l ∈ {1, ..., L(t)}, L(t) ≤ n, m ∈
{1, ..., N}.
6. Allocate memory for a length-N vector, ~C, storing number of clusters in each
MCMC iteration after burn-in.
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7. Allocate memory for an n × N matrix, Ξi,m, i ∈ {1, ..., n}, m ∈ {1, ..., N}.
Each columns stores the cluster label indicators in each MCMC iteration after
burn-in.
8. Allocate memory for an n×T×N array, YSample,i,t,m, i ∈ {1, ..., n}, t ∈ {1, ..., T},
m ∈ {1, ..., N}.
For j = 1, ..., (B +N), begin the MCMC loop:
Step 2: Update all the other parameters except cluster label indicators:
Initialize the cluster label indicators ~ξ = (ξ1, ..., ξn)
′
and the corresponding number of
clusters L in the first MCMC iteration. Often they are initialized as: ~ξ = (1, ..., n)
′
,
L = n. Call the FFBS function described in Section 2.2 and output the L×(T+1) ma-
trix θ, n×(T+1) matrices Ypred and Yimpute, length-n vector ~λT and length-L vector ~γ.
Step 2.1: Update Y = Yimpute, ~θ0, ~λ and ~γ
Step 2.2: Save parameters after burn-in
If j > B:
1. Store the L× (T + 1) matrix θ into Θ1:L,1:(T+1),(j−B).
2. Store the n× (T + 1) matrix Ypred into YSample,1:n,1:T,(j−B).
3. Store the length-n vector ~λT into Λ1:n,(j−B).
4. Store the length-L vector ~γ into Γ1:L,(j−B).
5. Store the scalar L into C(j−B)
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6. Store the length-n vector Ξ1:n,(j−B).
Step 3: Update cluster label indicators, ~ξ
For i = 1, ..., n:
Allocate memory for the following 3 vectors:
~p0 is a length-(L+ 1) vector. It will store the log scale of prior probabilities.
~p1 is a length-(L+1) vector. It will store the log scale of conditional probabilities
for the data.
~p2 is a length-(L+ 1) vector. It will store the log scale of posterior probabilities.
Step 3.1: Compute the prior and conditional probabilites
For l = 1, ..., (L+ 1):
~ξtemporal = ~ξ
Set ξtemporali to be l.
p0l =
Γ(α)
Γ(α+n)
αL
′
[
L
′∏
l=1
Γ(ml)]
1
L′
where ml = the number of ~ξtemporal’s l labels
L
′
is the number of unique elements in ~ξtemporal.
End of l = 1, ..., (L+ 1) loop.
Assume cluster labels are ~ξtemporal and call FFBS function.
Record the outputs and calculate P (Y ) in this case. Let p1l to be P (Y ).
Step 3.2: Compute the posterior
p2 = p0 + p1
If ξi’s label appears more than once and currently L < n:
Choose ξi from 1, ..., (L+ 1) according to p2.
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Else, that is, ξi’s label appears only once or currently L == n:
Choose ξi from 1, ..., L according to the first L elements of ~p2.
Step 3.3: Update L, ~ξ, Y = Yimpute, ~θ0, ~λ and ~γ
End of MCMC loop.
Step 4: Output Quantities
1. n × (T + 1) × N array, Θl,t,m, l ∈ {1, ..., L(t)}, L(t) ≤ n, t ∈ {0, ..., T}, m ∈
{1, ..., N}.
2. n×N array, Λi,m, i ∈ {1, ..., n}, m ∈ {1, ..., N}.
3. n×N matrix, Γl,m, l ∈ {1, ..., L(t)}, L(t) ≤ n, m ∈ {1, ..., N}.
4. length-N vector, ~C, storing number of clusters in each MCMC iteration after
burn-in.
5. n × N matrix, Ξi,m, i ∈ {1, ..., n}, m ∈ {1, ..., N}. Each columns stores the
cluster label indicators in each MCMC iteration after burn-in.
6. n× T ×N array, YSample,i,t,m, i ∈ {1, ..., n}, t ∈ {1, ..., T}, m ∈ {1, ..., N}.
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Appendix D
Additional Plots for Chapter 4
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Figure D·1: Gaussian multivariate time series, true labels
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Figure D·2: Poisson multivariate time series, labels learnt from data
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Figure D·3: Poisson multivariate time series, true labels
106
O
riginal
D
iffe
re
n
ce
0 50 100 150 200
−5
0
5
10
−5
0
5
10
Unit1
O
riginal
D
iffe
re
n
ce
0 50 100 150 200
−10
0
10
20
30
−10
0
10
20
30
Unit2
O
riginal
D
iffe
re
n
ce
0 50 100 150 200
−10
0
10
20
−10
0
10
20
Unit3
O
riginal
D
iffe
re
n
ce
0 50 100 150 200
−10
0
10
20
−10
0
10
20
Unit4
O
riginal
D
iffe
re
n
ce
0 50 100 150 200
−50
0
50
100
−50
0
50
100
Unit5
O
riginal
D
iffe
re
n
ce
0 50 100 150 200
−10
0
10
−10
0
10
Unit6
O
riginal
D
iffe
re
n
ce
0 50 100 150 200
−10
0
10
20
−10
0
10
20
Unit7
O
riginal
D
iffe
re
n
ce
0 50 100 150 200
−25
0
25
50
−25
0
25
50
Unit8
O
riginal
D
iffe
re
n
ce
0 50 100 150 200
−10
0
10
−10
0
10
Unit9
O
riginal
D
iffe
re
n
ce
0 50 100 150 200
−10
0
10
20
−10
0
10
20
Unit10
Figure D·4: Poisson multivariate time series, each observation dimen-
sion has its own hidden state
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Figure D·5: Poisson multivariate time series, labels learnt from data
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