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I. INTRODUCTION 
In this paper we present a new sorting technique that has emerged from application of formal 
program transformation to a high-level specification of the sorting problem. This algorithm and 
its derivation illustrate the transformational pproach to programming[l-4], which aims to 
develop efficient algorithms from higher-level algorithms or specifications via sequences of 
transformations. The benefits of this approach are: 
(a) Description: Algorithms are much easier to describe and communicate when expressed 
at an abstract level. Once presented at this level, they can be transformed systematically into 
efficient versions, a task which can hopefully be performed in a relatively routine manner. (See 
Refs. [5,6] for such an approach.) 
(b) Methodology: Once a comprehensive catalog of general program transformations i  
compiled, it can serve as a methodological tool for program construction. Programmers would 
then write their programs in an initial high-level form, and then apply judiciously selected 
transformations to obtain a more efficient version. (This would formalize the notion of 
“top-down refinement”.) 
(c) Correctness: It is usually much easier to verify the correctness of a high-level algorithm 
than of a low-level detail-ridden one. Once the high-level version is verified, and if all the 
transformations applied are correctness-preserving, the final efficient version must also be 
correct. (This approach is advocated, for example, in [7].) 
(d) Automation: The ultimate aim of transformational programming is to mechanize pro- 
gram transformations, eventually allowing an efficient algorithm to be developed from its 
specifications in an automatic or at least semi-automatic manner. 
(e) Invention: Catalogs of transformations can be expected to suggest new algorithms, since 
it is quite conceivable that many programming “tricks” can eventually be viewed as formal 
applications of sophisticated but systematically applicable transformations. 
In this paper we present a scenario in which goal (e) has been achieved. The paradigm used 
was first to apply a formal transformation principle in mechanical fashion, and then go on to use 
an informal and inventive approach. We emphasize that this is the actual way in which the 
algorithm described below emerged. 
2. SPECIFICATION AND FORMAL TRANSFORMATION OF 
THE SORTING PROBLEM 
The problem that we consider is that of sorting a given sequence of integers. Let 
A = (A,, AZ,. . . ,A,) be such a sequence. The task of sorting can be stated in the following way: 
find a sequence B of integers uch that 
B is a permutation of A and B is sorted 
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A common technique for transforming such a specification is to break it into a conjunction 
of two conditions, P 1 and P2; and then take one of them, say P 1, as an invariant property to 
be preserved throughout the search for a solution, using the other condition P2 as a search goal 
to which we aim to converge. In our example we will take the first conjunct “B is a permutation 
of A” as the invariant subpredicate of the specification, and take the second conjunct “B is 
sorted” as the program’s goal. Accordingly, we rewrite the task of sorting A as follows: 
B: = A; 
(while not sorted (B)) 
B: = f(B); 
end while; 
where f(B) is a function of B which preserves the invariant subpredicate, i.e. changes B so that 
it remains a permutation of A, but eventually causes “sorted (B)” to become true. 
Of course, the fateful preliminary step of splitting the predicate defining the data object to 
be generated into an “invariant” subpart and “goal” subpart, and of finding a family of 
invariance-preserving transformations on that object, is deep and deserves ubstantial study. 
However, in this paper this problem will simply be ignored. In our example we shall simply 
assume that we have arrived somehow at the decision to split the specification in the manner 
described above, and that we have also decided to build up B by successive swaps of two 
elements at a time. This initial step puts us in a situation similar to that considered in [4], in 
which a complicated predicate 
P(B) = not sorted (B) 
is repeatedly computed in a loop in which B changes only “slightly” between successive 
computations of K. This suggests application of formal differentiation and related techniques as 
described in [4], whose aim is to speed up the program by selecting the sequence of 
transformations in a more intelligent manner. Roughly speaking, the formal differentiation 
techniques of Earley, Paige and Schwartz ([7]; see especially [3], but also [&lo]) transform 
expensive repeated computations of such a K(B) into equivalent code which instead uses 
incremental updates at point(s) where B changes. The transformation that we wish to apply is 
based on formal differentiation, but can be described in a simple manner which does not make 
explicit use of the notion of formal differentiation. 
To apply this transformation, we first rewrite P(B) as 
(*) 
P(B)=exists (i, j): i, j in [l,..., n], i< j and Bi> Bi 
={(i,j):i,jin[l,...,n], i<jandBi>Bi}#O 
and let K(B) denote the set appearing in the line (*). As noted in [4], our goal is to reduce the 
set K(B) to the null set, and we will then want to select the small changes f of B in a manner 
that will help us to achieve that goal. An appropriate, though very liberal, criterion to advance 
to this goal might be: 
Select f so as to cause elements to be removed from K(B) 
(even though new elements may also be added to K(B)). In 
other words, select f so that 
K(B) - KU(B)) Z 0. 
It is shown in [4] that if B is a set, and if the changes it undergoes are insertions of new 
elements, then, under very mild conditions, application of this heuristic results in an equivalent 
(though more efficient) program, in the sense that if the specification admits a solution then, and 
only then, the transformed program will terminate and produce such a solution. No similar 
results are known if B is not a set. 
It is therefore possible that, in our case, application of the above rule will not produce such 
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an equivalent program. We can use this principle only as a heuristic guide, but will have to 
subject the resulting program to verification once it emerges. In accordance with our heuristic, 
we rewrite our program as follows: 
B: = A; 
(while K(B) f 0) 
B: = f(B), where f is any swap such that 
K(B) - JKRB)) f 0; 
endwhile; 
Then if we write K(B) in the form {x: Q(x, B)} we can note that 
K(B) - KW)) = b: Ok B) & not Qk f(B))) 
= {(i, j): i <j & Bi > Bj & f(B); < f(B)j}. 
Therefore, we must aim to perform a swap which will cause an inverted pair to become sorted. 
Now of course there is always a way to select a swap to satisfy the above selection criterion 
(K(B) - Ku(B)) # 0), namely we swap an inverted pair (i, j). However, there also exist other 
swap choices that satisfy the above condition. For example, suppose that there exists an 
inverted pair i < j such that Bi > BP We could then swap j with any k for which Bi 6 B,, or 
swap i with any k for which Bt d BP Although at first sight these swaps seem to be 
counter-productive it is nevertheless interesting to follow this lead and see what algorithms 
such a choice will yield. 
3. INFORMAL DEVELOPMENT OF THE ALGORITHM 
Taking this “hint” from direct application of our formal principle, we continue to develop 
our algorithm in a completely intuitive and informal manner. 
In order to push things to the extreme, let us agree to consider only swaps which will 
remove at least one inverted pair but which are not swaps of inverted pairs. (This is in some 
sense a necessary decision, because, as is easily seen, mixture of swaps of inverted pairs with 
swaps of sorted pairs can result in a diverging program. On the other hand, swaps of sorted 
pairs only will always result in a terminating program, as will be shown below.) It is not hard to 
see that there are exactly two possibilities for such a swap: 
(a) Swap j and k, where there exists i < j < k such that Bj < Bi c Bk. 
Bi t 
Bj + 
i j k 
Fig. 1. 
(b) Swap k and i, where there exists j > i > k such that Bk d Bj < Bi. 
Bi t 
Bj + 
& + 
k i j 
Fig. 2. 
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Note that swaps (a) push a conflict “to the right” whereas waps (b) push it to the left. Let 
us first show that a series of these swaps always converges, in the sense that they must reach a 
point at which no such swaps are possible. This follows from the simple observation that each 
swap of a sorted pair (whose elements are not equal) decreases the value of 
x [i * Bi: i in [l,. . . ,tl]] 
so that the process must converge. These observations lead in sum to the following algorithm 
fragment (in which indices have been renamed, and in which, for notational uniformity, we 
assume that the sequence in question does not contain equal elements): 
(* *) 
B: = A; 
(while exists p < q in [ 1, . . . ,n] ( 
exists r in [l,. . . ,n]l 
r<p or r>q and B,<B,<B,) 
[BP, &I: = LB,, B,l; 
end while; 
The value of B produced by this loop is in fact not sorted. Nevertheless it can easily be seen 
that it consists of concatenation of a series of ascending subsequences, each of which has the 
property that its minimum is greater than the maximum of the following sequence. (see Fig. 3) 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
Fig. 3. A possible output of (* *). 
Such a sequence can be sorted by a linear pass through its elements. This can be done, for 
example, by scanning the sequence from left to right and by copying each ascending sub- 
sequence to its final location. Better still, we can scan the sequence from left to right and 
reverse each ascending sequence in its place, thereby obtaining the sorted sequence in reverse. 
Hence if we were to use the inverse order in the program fragment given above, we would have 
obtained in the final pass the sequence sorted in the original order. 
For vividness, let us consider application of this general algorithm as applied to the 
following sequence. 
4 1 5 9 2 6 3 8 7. 
The following sequence of swaps can then be taken (the elements to be swapped are enclosed 
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in parenthesis, and the third, swap-inducing element is underlined): 
4 (1) (5) 9 2 6 3 8 7 
4 5 (1) (9) 2 6 3 8 7 - 
4 5 9 (1) 2 (6) 3 8 7 
4 5 9 6 (2) 1 3 (8) 7 
4 5 9 6 8 (1) 3 2 (7) 
4 5 9 (6) (8) 7 3 2 1 
4 (5) 9 (8) 6 1 3 2 1 
(4) 8 (9) 5 7 7 3 2 1 - 
9 8 4 5 6 7 3 2 1. 
This final sequence is a concatenation of the ascending subsequences 
9 
8 
4 5 6 7 
3 
2 
1 
from which a sorted sequence can be easily obtained. 
This general sorting technique might be called ANTI-SORTING. Though we have not 
studied it in all possible detail, we will nevertheless present an O(n log n) anti-sorting algorithm. 
which turns out to be a variant of QUICKSORT. 
The idea behind the algorithm is quite simple: Begin by focussing on the first element of B, 
and perform swaps of the form (b), in which the index 1 serves as the swap-inducing index. 
That is, we swap components i and j where 1 < i < j and where Bi < B, < Bh As is easily seen, 
these swaps can be performed in linear time. When no such swaps remain possible, the 
sequence is partitioned into three successive parts: B1, a sequence of elements greater than B1, 
and a sequence of elements maller than B,. This allows us to proceed recursively, precisely as 
in QUICKSORT, by anti-sorting the third subsequence, concatenating it with B and with the 
(anti-) sorted second subsequence. This gives an algorithm with the same performance as 
QUICKSORT, namely one having an average O(n log n) time complexity. 
The moral of the scenario described in this paper is that interaction between a formal 
program-development system and a programmer can be fruitful even if applied very informally, 
namely by using some of the formal rules of a program transformation system to suggest ideas, 
or “algorithm-fragments” which the system user can pick up and develop intuitively. As an 
example of this I note that the idea of using the anti-sorting swaps did not come to my mind 
(and would have probably never done so) except by application of the formal-differentiation- 
based transformations of [4]. 
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