We study a class of explicit or implicit multistep integration formulas for 
1. Introduction. This paper is concerned with a class of integration formulas for TV X N systems of ordinary differential equations proposed earlier by one of the authors [1] . These formulas are of linear multistep type, 0-0 È otj+k_.{Q)yn+¡-h ¿ ßi+k_,{Q)y'n+r0.
with Q = hD, provided <p{x, y{x)) is any polynomial in the independent variable x of degree < k -1 or < k, respectively. Each row Fk or Fk depends solely on q = hd, where d and q are the corresponding diagonal entries of D and Q, respectively. Systems of the form (1.2) arise naturally in applications, e.g., in nuclear reactor calculations [2] . The approach taken in this paper is related to those of Cohen and Flatt [3] and of Guderley and Hsu [4] . Any N x N system (1-3) y'=f{x,y)
takes, of course, the form (1.2) if we let <p = Dy + f. However, as one would expect, the formulas considered here lend themselves particularly well to problems in which <p is in some sense small compared to / or to Dy. Even so the present formulas remain meaningful and competitive with well-known conventional methods when parametrized by Q = hD, D =£ D, rather than by Q. In fact, for q = 0, Fk and Fk are simply the explicit and implicit &-step Adams formulas, respectively. Similarly, subject to appropriate scaling, Fk for q = + °° is the k-step backward differentiation formula (BDF). For arbitrary q, 0 < q < + °°, F* is exponentially fitted [5] at q = hd.
Nevertheless, a certain amount of caution is needed in fitting at locations Q ¥= Q, as explained in the second-to-last paragraph of Section 3.
The formulas Ffc are useful for integrating stiff [6] systems because, when fitted at large q 's, the Fk possess some of the strong fixed-ft stability properties required to control the corresponding "rapid transients". More specifically, F* is bistable [7] for any q, 0 < q < + °°. F* is A -stable for any q, 2 < q < + °°. F* is i4(a)-stable [8] and stiffly stable [9] for any q > 5. For arbitrary k, Fk is A"-stable [10] for any sufficiently large q. On the other hand, when fitted at sufficiently small values of \q\, Fk and Fk are stable [11] for arbitrary k and thus well suited for treating nonstiff components. More specifically, F* is stable for all q, 0 < q < + °°.
If the implicit formula Fk is applied to (1.2) or (1.3), a set of algebraic equations, in general nonlinear, must be solved at every time step. It has been found [12] that, in dealing with stiff problems, the Newton-Raphson (NR) method is useful for accomplishing this task. The iteration can be started, e.g., from a first guess obtained by polynomial extrapolation from previous solution values. * With a sufficiently accurate first guess, only one or two NR steps need to be carried out to make the stopping error of the iteration compatible with the local truncation error [13] . This is, of course, due to the explicit character of such finite PC methods [7] . However, as mentioned in the last section of this paper, exponentially fitted, finite PC methods are useful for solving nonstiff problems with relatively large integration steps.
A class of parametrized multistep methods similar to the one considered here is described in [14] . Those methods have step number k and order of accuracy p = 2k, and are said to be ^4-stable. For k > 1 this contradicts the well-known constraint p < 2 for ^4-stability [7] . The discrepancy stems from the fact that in [14] , as well as in [15] , the term ^-stability is, somewhat misleadingly, used to identify a much weaker stability property than in [7] . In its original spirit, this term was used relative to an integration formula with fixed coefficients, applied to the test equation (1.4) with arbitrary complex X, Re À < 0. Similarly, in the present paper, fíxed-h stability analysis is carried out for given fixed values of d or q, and thus fixed coefficients, but for an arbitrary complex X which varies independently of d. As opposed to this, the term ^-stability in [14] and [15] means fixed-/i stability for any X, ReX<0, of a parametrized formula whose coefficients, for each X, are exponentially fitted at X/z. In other words, the results of [14] and [15] are restricted to the special case d = X. The outline of the present paper is as follows: In Section 2 we give explicit expressions for the coefficients of Ffc and Ffc for arbitrary k. We discuss the relationship between these formulas and Adams methods, BDF, and exponentially fitted formulas in the sense of [5] . In Section 3 we study unconditional ñxed-h stability and stability of the formulas Fk. Section 4 is devoted to algorithmic aspects. We define a one-step Newton-Raphson implementation of F*. Then we analyze the local truncation error of the formulas Ffc and F*. The result of this analysis is used to define PC algorithms. Finally, in Section 5, we describe numerical results obtained for various test problems. The performance of the methods considered here compares favorably with that of other existing methods.
2. Derivation of Integration Formulas. A. The analysis of parts A and B of this section is presented in more detail in [16] ; it is similar to the one given in [17] . and G¡, respectively. The equations (2.11) and (2.12) thus remain valid between the "starred" quantities.
In the limit where a component q of Q tends to zero, the calculation by the closed expressions given in this section, of the components g¡{q) and gf{q) of G¡{Q) and G*{Q), respectively, is affected by roundoff errors. In this limit it is preferable to compute the quantities g¡ and gf by power series expansions as mentioned in Section 4 below.
C. The formulas considered in this paper are generalizations of conventional Adams formulas. More specifically, in the limit q -*■ 0, Fk or Fk tend to the explicit or implicit fc-step scalar Adams formula, respectively. In fact, it is shown in Section 4 that, if q is treated as an independent, constant parameter, the local truncation error of F* is qgt+lhk+1ynk+1) + 0{hk+2). Therefore, for q = 0, the order of accuracy [20] of F* is p = k + 1. Also, for q = 0, we have <p = y according to (1.2) and thus Fk is of Adams type; i.e., it involves the two leading terms only of y. Because of uniqueness [21] , this formula is, in fact, the well-known fc-step implicit Adams formula. A similar argument shows that, for q = 0, the formula Fk is the explicit fc-step Adams formula of order p = k.
Now consider the limit q -* + °°. Here, if we neglect exponentially small terms versus negative powers of q, we find that g% = \p0 0q~l = q~l and gf = i//*i<?~ + 0{q'3), i> 1. Therefore, if we let
and if by bkj we denote a generic diagonal component of Bk,, we have ¿fc.O^'T1 + d*k0q-2 + 0{q-3), b*k¡ = e*kfq-2 +0{q~\ Kj<k.
Thus, since h<pn+, _¡ = hy'n+, _f +qyn+l_,-, one finds K,ohK+x =yn+x +<o<7"Vn+1 +hq-ly'n+l + 0{q-2), "+1-/ = 9¡U~V"+1-/ + o(?-2), 1 <i<k, and, after multiplying the formula Fk through by q, this formula, in the limit q -*■ + °°, becomes
where the coefficients a¡, i = 0, ■••, k, depend of course on k. Formula (2.19) is of BDF type; i.e., it contains only one single y'-teim, the leading one. But for any q # 0 the truncation error of Fk given above is 0{hk+1), i.e., Fk* has order p = k. Again by uniqueness [21], the formula (2.19) is thus identical with the standard fc-step BDF, normalized to ßk = 1. Finally, by a similar argument as in the case q -*■ + °°, one concludes that for any q, 0■< q < + °°, the component formula F* is.identical with the general fc-step formula fitted exponentially at q in the sense of [5] .
3. Stability Analysis. In proving ^-stability [7] for linear multistep formulas we may, according to [22] is ^-stable for any q, 0 < q < + °°. In fact, as is shown in [12], the exponentially fitted, weighted Euler formula possesses this property and, according to the previous section, the latter and F* are equivalent.
In [5] it is stated without proof that, for 2 < q < + °°, the exponentially fitted two-step formula of order p = 2, which is equivalent to As stated above, y.{q) > 0 for q > 2. But y2iq) <-q2 + 3q -2 = («7 -2)(1 -q) <0, q >2; thus y{q) >0,q>2, and P(Ç, </) > 0 for all £, -1 < £ < 1,q > 2, which completes the proof of ^-stability.
The formula For <jf > 5, F3 possesses other properties of strong fíxed-h stability, as a numerical investigation of the relevant conditions showed. In particular it was found that F3 is v4(0!)-stable [8] for a < aQ{q). The maximum angle a0iq) increases from « 84.4° (1.4731 in radians) for q = 5 to « 86° for q -+ °°, the latter representing the three-step BDF [9] , [15] . Furthermore, F* is ^(a)-stable [10] (i.e., ñxed-h stable for Re q < -a) for any a > a0{q). We found that a0 = .22435 for <7 = 5, that a0iq) is monotone decreasing and, for q = + °°, a0 = 1/12 = .08333 [9] . Finally, for q-S and c = 30.708, F* is 4(r, c)-stable [10] (i.e., fixed-ä stable in \q -c\ >r) for any r > r0 = 31.14. The center c was chosen in such a way that, approximately, the circle \q -c\ = r is tangent to the image curve of I w | = 1 by the map <7'(w) = p(w)/a(w) at its intersection point with the imaginary axis (so as to reduce to a "minimum" the area cut out of the left half g'-plane by the circle). Again, as q increases from q = 5 the A{r, c)-stability constraint becomes weaker. For example, the BDF {q = + °°) is Air, c)-stable with c = 6 for any r>rQ = 6.31 [10] . In Figure 1 any given k must possess this property for any sufficiently large value of q. Similarly, for q = 0, the formulas Fk and Fk are Adams formulas which are stable [11] (in the limit q -* 0), and even fixed-/? stable for a bounded set of values of q . Fk and Fk must thus be stable for any sufficiently small, nonzero value of q.
Of course, Fkiq), which for a large value of c7 is A "-stable, may not simultaneously be stable for that value of q. A well-known example of this are the BDF for k > 7 [9] . Similarly, the stable "near-Adams" formulas Fkiq) and Fk{q) associated with small values of q are not ^"-stable. This lack of uniformity in the stability properties is, however, not a serious drawback for the following reason: In our matricial integration scheme, the stiff component solutions (corresponding to large values of q = hd) are treated by row-formulas fitted at large values of q. These formulas then possess precisely the unconditional fixed-ri stability properties needed to control the stiff components. On the other hand, the slowly varying (smooth, nonstiff) components corresponding to small values of q are treated by Adams-like formulas fitted at those small values of q. These latter formulas then possess precisely the stability-and limited fixed-/? stability-properties which are relevant for the smooth components.
As an exception to the lack of uniformity mentioned in the last paragraph, note that F* is stable for all q, 0 < q < + °°. To show this let p(w, q) be the cubic polynomial associated with the a-coefficients of F* and let *** p(yv, q) = p(w, q)/{w -1), a quadratic polynomial. Furthermore, let riz, q) = iz-l)2p((z + l)/(z -1)) = 2c0{q) + 3qc.{q)z + 3q2c2iq)z2.
*** By consistency, p(w, q) possesses the linear factor (w-1) for all q.
With appropriate normalization, c0{q) = (6 -9? + Sq ) + (-6 + 3q + q )e q, <?i{q) = (-2 + 3?) + (2 -t7)e-<7, and c2(c7) = 1 -e_<7. Now apply the Routh criterion to f(z, q): First c2iq) > 0 for 17 > 0. Next, for 0 < q < 3, c\{q) > q > 0, Cj(0) = 0, and thus c,(<jr)>0 for 0 < q < 3. For q > 3, c.{q) > 2q > 0; thus c.{q)>0 for all <?, 0 < q < + °°. Finally, for q > q. = (-3 + \/33)/2, we have -6 + 3q + q2 > 0 and c0(c7) > 6 -9q + 5q2 > 0. For 0 < q < <?,, c0(c?) > (6 -9c7 + 5g2) + (-6 + 3c? + q2) [I -q + iq2/2)} = iq3 + q4)/2 > 0 which completes the proof.
Algorithmic Implementation.
A. Newton-Raphson Algorithm. Algorithms useful for solving stiff systems are generated by applying the Newton-Raphson (NR) method to the nonlinear difference equations associated with the formulas Fk [12] . The derivation is along the lines of [24] and is given in detail in [16] . We give the result of this procedure for k = 3. In this case, if a starting guess for the NR method is obtained by quadratic extrapolation from preceding solution values, the NR iteration may be stopped after one step [13] . and reevaluate: <P+ = 0O + ), V0+ = 0+ -0, V20+ = Ví>+ -V0.
As a starting procedure in conjunction with this algorithm, one may use implicit RungeKutta methods (see e.g., [25] ).
B. Analysis of the Local Truncation Error. The error analysis given hereafter is similar to that of [17] . However, we recall that our aim is to derive formulas which are accurate for sufficiently small values of hep or of a derivative thereof but for arbitrarily large values of Q = hD. Therefore, in analyzing the local truncation error, it is unreasonable to make a complete expansion of this error in powers of h (including the coefficients of the formula via their dependence on 0. Instead we shall adopt the point of view that Q is an arbitrarily large parameter which we keep constant independently of h. We can, of course, think of this situation as describing a sequence of problems in which we simultaneously vary h and D in an appropriate way.
The formulas we derive hereafter are applicable to the smooth solutions encountered during the asymptotic phase but do not apply to the rapid transients.^ In fact, for constant q > 0 and h •* 0, we have d -*■ + °° and in this limit the transient solutions are not smooth. This is exemplified by the case where 0(x, y) = 0, y = -dy, and the solution y{x) = y0e~dx for d = + °° is a step function. The error analysis for F* is analogous to that of F +1. If (with k = p for given p)
is the operator associated with F , we find that l£v(jc) = hp+ lQG*p+ ,y{p+1\x) + 0{hp+2).
Thus, for ß ^ 0, F* has order of accuracy p. For Q = 0 we recover the wellknown result that the p-step closed Adams formula, with which F is identical in
•This remark relates to the footnote of Section 1.
this case, is of order p + 1. The coefficient of the principal error term of Lp is Cp+i = QGp+1.
We can now write down approximate expressions for the local truncation errors of F +1 and F* by the method of Milne [26] . We define a predicted value y°+1
by letting Lp+ly° = 0 where, at x"_p, xn_p+l, ••• ,*", Lp+, operates on the exact solution y{x). One finds that
where ~ denotes equality up to and including 0{hp+l). Similarly, we define a corrected value yn+l by L^y¿ = 0, where for y'n+l we substitute 0°+1 -Dy°+1, with 0°+1 =<t>{xn+1,yn'+lY Then We can eliminate y{xn+1) between (4.2) and (4.3) and solve for y^p+1\xn) :
(4.4) y^\xn)= *-*+I>(Ç^C;+1 -«r^r'G'U, ~^+i) + 0(Ä).
Obviously, a +1 is the identity matrix, whereas From (4.2) and (4.4), we deduce an estimate for the local truncation error of Fp+1, In a very similar manner as for the formula Fp +, we obtain an estimate for the local truncation error of F* : (4) (5) (6) yln+x -:K*"+1)~G;+1 [G*p+1-<x;Gp+.rliyn+.
-y°n+l).
The error estimates (4.5) and (4.6) can be used for step size control or, as in the next subsection, for defining modifier formulas associated with the predictor and corrector formulas considered above.
C. Predictor-Corrector Algorithms. The relations (4.5) and (4.6) can be used to define modified predicted and corrected values. This is done by letting these modified values play the role of y{xn+l) in (4.5) and (4.6), by replacing the «5 sign of these relations by the strict equality sign and, in the modifier of the predictor, by shifting the abscissa of (y ° -yl) back by h. In this sense we arrive at the following one-step predictor-modifier-corrector-modifier (PMCM) algorithm:
where 0 = 0(x, 7), Gp+, = (/ + Q)Gp+., and G*p+. = (/ + ß)G^+ ,. In the limit ß -* 0, the component relations of (4.7) through (4.10) become identical with Adams PMCM algorithms (see e.g., [27] for the cases p = 2, 3).
In lieu of the PMCM procedure, it may be advantageous in some cases to use an algorithm in which the formulas (4.7) and (4.8) are combined with a number of applications of the corrector formula, , , J'«+lss«"ßJ'«+*fe.o*W+i + Z ß*p_1_/0"+i_/l> It is preferable in this case to compute such components of G¡ or G* by power series expansions [16] . It was found by numerical experimentation on an APL system using 56-bit hexadecimal arithmetic, that in computing the quantities g* 0 < i < 3, a natural separation value qs, between the range 0 < q < q in which the series evaluation should be used and the range qs < ¿7 in which the closed expressions seem more accurate, is qs = 0.0085. , is plotted as curve BDF3. We find that, for this linear problem with constant coefficients, the algorithm S3 is considerably more accurate than either BDF3 or A3, despite the fact that the off-diagonal terms are not small compared to the diagonal ones. It should be remembered, however, that A3 was designed to be ^[-stable whereas S3 is not yl-stable. The order of accuracy reflects itself in the slope of the approximately straight-line curves. The theory predicts that the accumulated truncation error is 0{hp), p = 3. In accordance with this the three curves have a slope of -p « -3 in this manner of plotting. As a second test problem we solved the nonlinear system [24] y\ =0.01-[l+OOOO+^Kl+j/,)] (0.01 +y. + y2), P2 results generally showed a low sensitivity to reasonable changes of D within the stability constraints given in Section 3.
The third-order PMCM and PMIC procedures were tested on five stiff or diagonally dominant, nonstiff problems [16] . In summary, the following observations were made in these tests: As far as stiff problems are concerned, the PMIC procedure yielded useful, though somewhat erratic results even with relatively large integration steps. Instead, as expected, open methods such as PMCM, Adams, and explicit Runge-Kutta procedures broke down for all but the smallest step sizes used. With small integration steps, PMCM appeared to be more accurate than the corresponding third-order Adams procedure (which is the special case of PMCM fitted at Q = 0), or the standard fourth-order Runge-Kutta method. Similarly, for nonstiff problems and for intermediate step sizes
at which Adams and Runge-Kutta are still stable, the exponentially fitted algorithms PMCM and PMIC proved to be more accurate than the former methods. As one might expect, the gain was greater in linear than in nonlinear problems.
