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We propose to interpret Levinson’s theorem as an index theorem. This exhibits its topological
nature. It furthermore leads to a more coherent explanation of the corrections due to resonances at
thresholds.
PACS numbers:
I. INTRODUCTION
Levinson’s theorem is a relation between the number
of bound states of a system and an expression related to
the scattering part of that system. The latter expression
can be written either in terms of an integral over the time
delay, or as an evaluation of the spectral shift function
(see the review papers [1, 2]). In the simplest situations,
the relation is an equality, but that is not always the case.
Depending on the space dimension and on the existence
of resonances at thresholds, also called half-bound states,
corrections to the former equality have to be taken into
account.
We propose here a topological approach to this theo-
rem by interpreting it as an index theorem. This does
not only shed new light on it, but it provides also a more
coherent and natural way to take the corrections into
account. It is inspired by Bellissard’s approach to topo-
logical phenomena in solid states physics [3] and was first
proposed for simpler models in [4]. The proof relies on
the use of boundary maps between the topological invari-
ants of the bound part and of the continuous part of the
system. It puts emphasis on the wave operators.
The content of this Letter is the following: First we
recall a common form of Levinson’s theorem written in
terms of the time delay. In Sections III and IV, we expose
our topological approach and introduce the framework
suitable for Schro¨dinger operators on Rn. In the last
section, we illustrate our ideas with systems on R.
II. A COMMON FORM OF LEVINSON’S
THEOREM
We consider a quantum mechanical system described
by a Hamiltonian H in a Hilbert space H. The spectrum
σ(H) ofH is composed of eigenvalues and of a continuous
part. The eigenfunctions of H span a subspace Hp of H,
and the projection onto Hp is denoted by Pp.
The continuous part of the system can generally be
described by scattering theory, that is, by comparison of
the dynamics generated by H with the dynamics gener-
ated by a simpler Hamiltonian H0. The latter operator
is assumed to be absolutely continuous. We also assume
that the following strong limits exist:
Ω± = s− lim
t→±∞
eitHe−itH0 ,
and that the so-defined wave operators are asymptoti-
cally complete. It follows that the scattering operator
S = Ω∗+Ω− is unitary and that the isometry Ω := Ω−
has support and range projections
Ω∗Ω = 1, ΩΩ∗ = 1− Pp . (1)
Furthermore, since S commutes with H0, it is unitarily
equivalent to an operator-valued function σ(H0) ∋ λ 7→
S(λ) ∈ B(Hλ) resulting from the direct integral decom-
position of H =
∫
σ(H0)
Hλdλ with respect to H0. The
operator S(λ) is referred to as the S-matrix at energy λ,
and iS∗(λ)S′(λ) as the time delay operator at energy λ.
Then, a common form of Levinson’s theorem is:
1
2π
∫
σ(H0)
(
trλ[iS
∗(λ)S′(λ)]−c(λ)
)
dλ = Tr(Pp)+ν . (2)
Here trλ is the operator trace on Hλ and Tr is the oper-
ator trace on H. In particular Tr(Pp) counts the number
of bound states. The regularizing term c(λ) is necessary
if the map λ 7→ trλ[iS
∗(λ)S′(λ)] is not integrable. The
correction term ν arises from the existence of resonances
at thresholds in the spectrum of H . The explanation for
the presence of ν in (2) is sometimes quite ad hoc.
For example, for Schro¨dinger operators on Rn, the cor-
rection depends on the existence of 0-energy resonances
and on the dimension n. 0-energy resonances are solu-
tions of the equation HΨ = 0 with Ψ not in L2(Rn) but
in some suitable larger space. If n = 3 and if such a 0-
energy resonance exists, the correction ν is equal to 1/2.
In other dimensions the picture is different.
III. TOPOLOGICAL APPROACH
In this section, we show how to rewrite (2) as an index
theorem. Our approach is based on the following con-
struction: Let E be a closed unital subalgebra of B(H)
2containing an ideal J . Let us assume that (i) Ω be-
longs to E , (ii) the image of Ω through the quotient map
q : E → E/J is a unitary operator incorporating S.
We shall see that in the simplest situation, q(Ω) = S,
but that in the general case, q(Ω) incorporates besides
S other components which account for the correction in
(2).
Before explaining how to construct E we demonstrate
how these assumptions lead to a topological version of
Levinson’s theorem. We think of J as the algebra re-
lated to the bound states system, and of E/J as the one
corresponding to the scattering system. By the general
machinery of K-theory of C∗-algebras the map q gives
rise to a topological boundary map, called the index map,
ind : K1(E/J ) → K0(J ) which can be described as fol-
lows: If u ∈ E/J is a unitary representing an element
[u]1 in K1(E/J ) and having a preimage ω ∈ E under q
which is an isometry, then ind([u]1) = [ωω
∗]0 − [ω∗ω]0,
the difference of the classes in K0(J ) of the range and
the support projections of ω. Thus if Ω belongs to E , the
relation (1) yields
ind([q(Ω)]1) = −[Pp]0 . (3)
This result is our abstract Levinson’s theorem. In the
simplest situation, this relation reads ind([S]1) = −[Pp]0,
but in the general case the corrections arise from the
difference between [q(Ω)]1 and [S]1. Concrete Levinson
theorems like (2) arise if we apply functionals to the K-
groups to obtain numbers.
For a large class of scattering systems including poten-
tial scattering we expect that J = K(H), where K(H)
is the algebra of compact operators on H, and that E/J
is isomorphic to C(S1,K(Hλ)), the continuous functions
on the circle with values in K(Hλ). In that case K0(J )
and K1(E/J ) are both isomorphic to Z so that, up to a
normalization, the only functional on K0(J ) is given by
the trace Tr : [p]0 7→ Tr(p), and the only functional on
K1(E/J ) is given by w : [u]1 7→ w(u), the winding num-
ber of t 7→ det
(
u(t)
)
, the determinant possibly needing
regularization. In particular (3) reduces to the index the-
orem of Krein-Gohberg
w(q(Ω)) = index(Ω) = −Tr(Pp) . (4)
This is our formulation of the concrete Levinson’s theo-
rem (2). Note that there is room for further, potentially
unknown, identities of Levinson type by choosing other
functionals in cases in which theK-groups are richer than
those considered above.
IV. CONSTRUCTING THE ALGEBRAS
We do not expect that there is a universal construction
of the algebra E and its ideal J , rather to the contrary,
we believe that part of the richness of the theory lies in
the flexibility of their choice. But for simple scattering
systems, i.e. when H0 is the free Laplacian −∆ on R
n,
we construct E with the help of the conjugate operator
to H0, namely the generator A of dilations. In H =
L2(Rn), the operatorsH0 and A have a purely absolutely
continuous spectrum equal to R+ and R, respectively.
Let E ′ be the closure in B(H) of the algebra generated
by elements of the form η(A)ψ(H0), where η is a con-
tinuous function on R which converges at ±∞, and ψ is
a continuous function R+ which converges at 0 and at
+∞. Stated differently, η ∈ C(R), where R = [−∞,+∞]
is the two point compactification of R, and by analogy
ψ ∈ C(R+). Let J
′ be the norm closed algebra generated
by η(A)ψ(H0) with η ∈ C0(R) and ψ ∈ C0(R+) i.e. all
limits vanish. J ′ is an ideal of E ′.
To describe the quotient E ′/J ′ we consider the square
 := R+ × R whose boundary ∂() is the union of
four parts: ∂() = B1 ∪ B2 ∪ B3 ∪ B4, with B1 =
{0} × R, B2 = R+ × {+∞}, B3 = {+∞} × R and
B4 = R+ × {−∞}. We can also identify C(∂()) with
the subalgebra of C(R)⊕ C(R+)⊕ C(R)⊕ C(R+) given
by elements (Γ1,Γ2,Γ3,Γ4) which coincide at the corre-
sponding end points, that is, for instance, Γ1(+∞) =
Γ2(0). Then, the quotient map q
′ : E ′ → E ′/J ′ ∼=
C(∂()), evaluated on elements generating E ′, is given
by q′
(
η(A)ψ(H0)
)
=
(
Γ1(A),Γ2(H0),Γ3(A),Γ4(H0)
)
,
where Γ1(A) = η(A)ψ(0), Γ2(H0) = η(+∞)ψ(H0),
Γ3(A) = η(A)ψ(+∞) and Γ4(B) = η(−∞)ψ(H0). Ob-
serve that s− limt→±∞ eitBη(A)ψ(H0)e−itB, with B =
1
2 ln(H0), are equal to Γ2(H0) and Γ4(H0), respectively.
Finally, E and J are obtained by adding to the gen-
erators of E ′ and J ′ all compact operators in angular
momentum. The unit 1 is also added to E . Since H0
and A are rotation invariant, such modifications do not
perturb the above picture. In particular, J = K(H) and
E/J ∼= C
(
∂(),C+K[L2(Sn−1)]
)
.
Our basic assumption is that Ω belongs to E . From
the above observation, the intertwining relation and the
invariance principle, it follows that Γ2(H0) = S and
Γ4(H0) = 1. The winding number w(q(Ω)) is the
sum of four terms, each side of the square contribut-
ing for one. In regular cases, the winding along Bj
contributes with wj =
1
2πi
∫
Bj
tr[Γ∗j dΓj ]. Then w2 =
1
2πi
∫∞
0 trλ[S
∗(λ)S′(λ)]dλ and w4 = 0. Comparing (2)
with (4) we see therefore that the correction term arises
now on the l.h.s. of the equality from the possible contri-
bution of Γ1 and Γ3 to the winding number. If c(λ) 6= 0
the above formulas have to be regularized.
We finally note that (4) can be refined: if P is a pro-
jection in J which commutes with Ω then ind[q(ΩP )]1 =
−[PpP ]0 leading to w(q(ΩP )) = index(ΩP ). For exam-
ple, choosing for P a projection on an angular momentum
sector leads to a Levinson’s theorem for that sector.
V. ONE DIMENSIONAL SCATTERING
We illustrate our approach with one-dimensional sys-
tems described by Schro¨dinger operators on H = L2(R),
first with −∆ perturbed by a one point interaction, and
3second with −∆ perturbed by multiplication operators.
In both cases, Hλ = C
2 and E/J ∼= C
(
∂(),M2(C)
)
.
Our aim is to obtain a formula for Ω which shows that it
belongs to E , to determine each Γj and to show how they
contribute to w(q(Ω)). For that purpose, the following
observation taken from [5] is essential: Let g be a smooth
rapidly decreasing function on R and T be the operator
defined by [Tg](rω) = 1√
2π
∫∞
0
eiκrgˆ(κω)dκ, with r ≥ 0,
ω ∈ {+1,−1} and gˆ the Fourier transform of g. Then T
extends to the operator 12
(
1−R
)
with
R := R(A) = re(A)Pe + ro(A)Po ,
where Pe, Po are the projections onto the even (symmet-
ric), odd functions of H, respectively, and
re(x) := − tanh(πx) − i[cosh(πx)]
−1 , ro := re .
Clearly, re and ro belong to C(R).
A. One dimensional point interactions
Schro¨dinger operators with one point interaction at the
origin can be defined as the family of self-adjoint exten-
sions of the restriction of the Laplacian on a suitable
subset of L2(R) [6]. Different point interactions arise
from different extensions and we concentrate here on the
two families of point interaction called δ-interaction and
δ′-interaction. In these cases the wave operator has the
form [5] :
Ω = 1 + 12 (1 −R)(S − 1) .
Let us stress that the first factor is universal and does
not depend on the choice of any self-adjoint extension,
only the S-term depends on such a particular choice. We
shall see later that a similar form holds for the wave op-
erator in the case of potential scattering. Nevertheless,
the contributions to the winding number corresponding
to Γ1 and Γ3 clearly depend on the different behaviour
of the matrix S(λ) for λ = 0 or λ = +∞. For example
if S(0) = 1, then Γ1 = 1. More interesting phenomena
arise if PeS(0) 6= Pe or PoS(0) 6= Po, as exhibited in the
following situations.
The family of extensions called δ-interaction is pa-
rameterized by α ∈ R ∪ {∞}. The parameter de-
scribes the boundary condition of the wave function
Ψ′(0+) − Ψ′(0−) = αΨ(0) which can be formally inter-
preted as arising from a potential V = αδ where δ is
the Dirac δ-function at 0. The extension for α = 0 is
equal to H0 and the extension for α = ∞ is the Lapla-
cian with a Dirichlet boundary conditions at the origin.
These extensions have a single eigenvalue if α < 0 and no
eigenvalue if α ∈ [0,∞]. The scattering operator is given
by S = sα(H0)Pe + Po with s
α(λ) = 2
√
λ−iα
2
√
λ+iα
. Note that
sα ∈ C(R+) with values at 0 and +∞ depending on α.
The family of extensions referred to as δ′-interaction is
parameterized by β ∈ R∪{∞}, the parameter describing
the boundary condition of the wave function Ψ(0+) −
Ψ(0−) = βΨ′(0). This can be formally interpreted as
arising from a potential V = βδ′. The extension for
β = 0 is equal to H0 and the extension β = ∞ is the
Laplacian on R with Neumann boundary conditions at
the origin. These extensions possess a single eigenvalue
if β < 0 and no eigenvalue if β ∈ [0,∞]. The scattering
operator is S = Pe + s
β(H0)Po with s
β(λ) = 2+iβ
√
λ
2−iβ
√
λ
.
Again sβ ∈ C(R+) with values at 0 and +∞ depending
on β.
In all these examples, the wave operator Ω clearly
belongs to the algebra E introduced above. Since Ω
commutes with Pe and Po we obtain a Levinson’s the-
orem for each sector separately. But for δ-interactions
Ωo := ΩPo = Po and hence the odd sector theorem is
trivial. Likewise the even sector theorem is trivial for a
δ′-interaction. We present the non-trivial results in the
two tables below with the notations Γ
o/e
i := ΓiPo/e and
w
o/e
i := w(Γ
o/e
i ).
δ-interaction Γe1 Γ
e
2 Γ
e
3 Γ
e
4 w
e
1 w
e
2 w
e
3 w
e
4 w(q(Ωe))
α < 0 re s
α 1 1 − 12 −
1
2 0 0 −1
α = 0 1 1 1 1 0 0 0 0 0
α > 0 re s
α 1 1 − 12
1
2 0 0 0
α =∞ re −1 re 1 −
1
2 0
1
2 0 0
δ′-interaction Γo1 Γ
o
2 Γ
o
3 Γ
o
4 w
o
1 w
o
2 w
o
3 w
o
4 w(q(Ωo))
β < 0 1 sβ ro 1 0 −
1
2 −
1
2 0 −1
β = 0 1 1 1 1 0 0 0 0 0
β > 0 1 sβ ro 1 0
1
2 −
1
2 0 0
β =∞ ro −1 ro 1
1
2 0 −
1
2 0 0
We thus see that both, w1 and w3 contribute to the cor-
rection term ν in (2).
B. One dimensional potential scattering
In this section, we consider Schro¨dinger operators of
the form H = H0 + V , with potential V given by a mul-
tiplication operator. If the potential is regular enough
and vanishes sufficiently rapidly at infinity, the wave op-
erator Ω can be expressed with the help of the solution
Ψ of the Lippmann-Schwinger equation:
[Ωg](x) = 1√
2π
∫
R
Ψ(k, x) gˆ(k)dk ,
with g as above. The solution has asymptotic behaviour
Ψ(k, x)
|x|→∞
∼ eik·x + eiκrf(κ2, ωk, ωx) , (5)
where k = κωk, x = rωx, and f is the scattering am-
plitude. Furthermore, the coefficients of the scattering
matrix S(λ) at energy λ = κ2 in the momentum repre-
sentation are given by 1 + f(κ2,±1,±1).
4Let us now consider the integral operator Ω˜ defined by
[Ω˜g](x) = 1√
2π
∫
R
eiκr f(κ2, ωk, ωx) gˆ(k)dk
= 1√
2π
∫
R+
eiκr
[(
S(κ2)− 1
)
gˆ
]
(κωx)dκ
=
[
1
2 (1−R)(S − 1)g
]
(x) .
Then, it follows that
Ω = 1 + 12 (1−R)(S − 1) +K ,
with [Kg](x) = 1√
2π
∫
R
ρ(k, x) gˆ(k) dk, ρ(k, x) being the
remainder in the asymptotic expansion (5). In particu-
lar Ω belongs to E provided the map R+ ∋ λ 7→ S(λ) ∈
M2(C) is continuous and has limits at 0 and +∞, and
K is compact. Both conditions require further assump-
tions on the potential which go beyond the once im-
plicitly assumed for the validity of the above approach.
Without aiming at the most general case here, we can
say the following: The left (x < 0) and the right part
(x > 0) of the remainder ρ satisfy Jost type equations
which can be solved by fixed point methods. We find
that ρ is square integrable and hence K compact pro-
vided |V (x)| ≤ C(1 + |x|)−
5
2
−ǫ, ǫ > 0. This condition is
sufficient to conclude that Ω belongs to E .
We finally explain how the correction term ν of (2)
arises in our approach. For that purpose we use a basis
for M2(C) in which R =
(
re 0
0 ro
)
. It corresponds to
the decomposition of L2(R) into even and odd sectors.
The form of S(0) falls into two cases, characterized by
the value of det(S(0)). One finds accordingly [7]
S(0) =
(
−1 0
0 1
)
or 1γ2+1
(
2γ 1− γ2
γ2 − 1 2γ
)
(6)
with γ ∈ R∗. The first case occurs if H does not admit a
resonance at energy zero, it is referred to as the generic
case (g.c.). The second, so-called exceptional case (e.c.),
occurs when such a zero energy resonance exists. The
contribution to the winding number coming from Γ1 can
be determined: w(Γ1) = −
1
2 in the generic case, and
w(Γ1) = 0 in the exceptional one. Thus, taking into
account that Γ3 = Γ4 = 1 (the former because S(∞) = 1)
one obtains from (4)
1
2π
∫
R+
trλ[iS
∗(λ)S′(λ)]dλ =
{
N − 12 , g.c.
N, e.c.
(7)
whereN = Tr(Pp) is the number of bound states ofH . In
particular, the correction term ν corresponds to w1. This
result is in accordance with the literature [8, 9, 10, 11].
If the potential is symmetric, a Levinson’s theorem
holds for each sector. In that situation, the exceptional
case γ = 1 in (6) corresponds to an even zero energy
resonance, and the case γ = −1 corresponds to an odd
zero energy resonance. The results for the even and odd
sector are summarized in the following two tables.
even sector Γe1 Γ
e
2 Se(0) w
e
1 w
e
2 w(q(Ωe))
g.c. re Se −1 −
1
2 −(Ne −
1
2 ) −Ne
e.c. 1 Se 1 0 −Ne −Ne
odd sector Γo1 Γ
o
2 So(0) w
o
1 w
o
2 w(q(Ωo)
g.c. 1 So 1 0 −No −No
e.c. ro So −1
1
2 −(No +
1
2 ) −No
Summing up the results of both sectors one obtains (7) as
there is never an even and an odd zero energy resonance
at the same time.
VI. CONCLUSION
Levinson’s theorem is an index theorem. We have elab-
orated the general framework supporting this statement,
and corroborated it with one-dimensional scattering sys-
tems with point interaction or sufficiently fast decreasing
potentials. Our formulation reveals its topological na-
ture and explains the corrections in a coherent and nat-
ural way. The proof is based on a new formula for the
wave-operator involving up to a compact operator the
scattering operator and a universal function of the dila-
tion operator. This formula is of independent interest
and might be of use in other contexts as well.
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