In this paper, empirical likelihood-based inference for longitudinal data within the framework of generalized linear model is investigated. The proposed procedure takes into account the within-subject correlation without involving direct estimation of nuisance parameters in the correlation matrix and retains optimal even if the working correlation structure is misspecified. The proposed approach yields more efficient estimators than conventional generalized estimating equations and achieves the same asymptotic variance as quadratic inference function based methods. Furthermore, hypothesis testing procedures are developed to test whether or not the model assumption is met and whether or not regression coefficients are significant. The finite sample performance of the proposed methods is evaluated through simulation studies. Application to the Ohio Children Wheeze Status data is also discussed.
Introduction
Longitudinal data, or more generally cluster data, often arise in the biometrical, epidemiological, social and economical fields. Repeated measurements are made on subjects over time and responses within a subject are very likely to be correlated with an unknown correlation structure, although responses between subjects may be independent. When modeling longitudinal data, the within-subject correlation must be taken into account. Otherwise, statistical inference may not be correct [7] .
The method of generalized estimating equations (GEE), developed by Liang and Zeger [18] from generalized linear models [20, 21] and quasi-likelihood [19, 35] , is widely used to deal with both continuous and discrete longitudinal data. The key idea behind the GEE approach is to extend generalized linear models and quasi-likelihood methods by using a "working" correlation matrix parameterized in terms of additional nuisance parameters α, with additional estimating equations for α if necessary. The estimators of parameters in the mean based on the GEE approach are still consistent even if the correlation matrix is misspecified [18] .
However, when the working correlation is misspecified, this can lead to a great loss of efficiency of parameter estimators. Furthermore, one of underlying assumptions on the GEE method is that the nuisance parameter α in the correlation matrix has to be properly estimated. Unfortunately, the estimator of α suggested by Liang and Zeger [18] is not available even in some simple cases of misspecification [5] .
The generalized method of moments (GMM), proposed by Hansen [10] , is a popular approach for estimation of the vector of regression parameters from a set of score functions when the dimension of the score function exceeds that of the regression parameter. Under some regularity conditions, the estimators obtained via GMM are consistent and asymptotically normal. To overcome the difficulties associated with the GEE method, Qu, Lindsay and Li [30] introduced a method based on quadratic inference functions (QIF) which does not involve direct estimation of the nuisance parameter α but lead to more efficient estimators even if the working correlation matrix is misspecified. The key idea of QIF is to represent the inverse of the working correlation matrix by the linear combination of basis matrices and combine these estimating equations using the principle of GMM. More recently, the QIF approach has been applied to other models, including varying coefficient models [29] , partial linear models [3] , and single-index models [1] .
An important problem in statistical inference is how to construct confidence regions for parameters of interest. Two conventional methods are the normal approximation method 2 and the bootstrap method. A convenient choice is the use of asymptotic normal distribution of parameter estimators obtained by one of the aforementioned methods to construct the confidence regions. However, with this method, a plug-in estimator of the limiting variance of regression parameter estimators is needed. Accordingly, the confidence region that is derived from an asymptotic normal distribution is predetermined to be symmetric. To avoid plug-in estimation of the limiting variance, bootstrap method may be used instead.
Taking these issues into account, we consider a different but somehow related approach via empirical likelihood (EL) to construct the confidence regions. The EL approach, originally proposed by Owen [23] , has many advantages over the normal approximation-based method and bootstrap method [6, 9, [23] [24] [25] [26] 28] . First, the EL approach does not involve a plug-in estimation for the limiting variance. Second, the shape and the orientation of ELbased confidence regions are determined automatically and entirely by the data. Third, the EL approach yields better coverage probability for small sample [26] . Fourth, as DiCiccio, Hall and Romano [6] showed, the EL approach is Bartlett correctable, and thus has an advantage over the bootstrap method.
The EL approach has been widely applied to statistical models to construct a confidence region for the mean of a random vector in a similar manner to that by Owen [23, 24] .
Owen [25] considered the EL-based analysis for linear regression models and Kolaczyk [13] extended it to generalized linear models. Further extensions to partial linear models and generalized partially linear models were also considered [17, 31, 32] . However, all those aforementioned methods assume that data are statistically independent. The use of ELapproach to longitudinal data analysis has received little attention because of the challenge imposed by incorporating the within-subject correlation. Existing work using EL-approach for longitudinal data include longitudinal partially linear regression models [40] , case-control studies [44] , varying coefficient models [36, 37] , semiparametric varying coefficient partially linear models [38, 42, 43] , partially linear single-index models [16] . All those work, however, use a working independence structure and thus ignore the within-subject correlation of longitudinal data. Recently, Wang, Qian and Carroll [33] extended the block empirical likelihood method of You, Chen and Zhou [40] by accounting for the within-subject correlation and proposed two generalized EL-based methods, subject-wise EL method and element-wise EL method, to solve the problem. Wang, Qian and Carroll [33] showed that the subject-wise EL method with correctly specified correlation structure is the most efficient. Bai, Fung and Zhu [2] proposed a weighted EL-approach for longitudinal data by introducing a weight matrix to account for the the within-subject correlation. However, it is still not clear yet how to correctly specify the correlation structure in [33] and how to choose the optimal weight matrix in [2] .
In this paper we aim to develop an unified approach that enables us to deal with both continuous and discrete longitudinal data without losing efficiency. We propose an estimation procedure for longitudinal data using a linear approximation to the inverse of the correlation matrix and empirical likelihood. The proposed method allows us to directly incorporate correlation into model building, but does not require estimation of the nuisance parameters associated with the correlation.
We also consider confidence regions for parameters of interest. The EL-based confidence regions for the unknown regression parameters can be constructed. Our proposed approach does not require estimating the covariance matrices of the parameter estimators. Moreover, the proposed confidence region is adapted to data and not necessarily symmetric. Thus, it reflects the nature of the underlying data and hence gives a more representative manner to make inferences about the parameters of interest.
The rest of the paper is organized as follows. In Section 2, we first briefly review the GEE and QIF approaches. We then define an EL ratio function based on the "extend score" and propose an EL-estimation approach for longitudinal data, which can be obtained by using a linear approximation in the line of the QIF approach. Section 3 discusses the theoretical results of the proposed estimation method. Hypothesis testing procedures for the model assumption and regression coefficients specification are also developed. Section 4 reports the finite sample performance of the proposed method by Monte Carlo simulation studies. 
Estimation Procedure
In this section, we describe how to obtain efficient estimators of parameters using EL.
We start with a brief review on existing methods for longitudinal data under the framework of generalized linear models.
Generalized estimating equations
Let y ij be an outcome variable and x ij be a p × 1 vector of covariates, observed at times t ij (j = 1, · · · , m i ) for subjects i = 1, · · · , n. Assume that the first and second moments of y ij are modeled by
and
where β is a p × 1 parameter vector, g(·) is a known link function, µ ij = E(y ij ), φ is a dispersion parameter, and v( · ) is a known variance function.
For the longitudinal data, the quasi-likelihood equation [19, 35] of β is defined by
known, it is well known that U (β) is the optimal estimating function.
In practice, Σ i is often unknown, so that estimator of β is obtained by solving (3) after replacing Σ i in (3) with empirical estimatorΣ i for the Σ i . However, if the size of matrix Σ i is large, the inverse of an estimator of Σ i , e.g., based on sample covariance, can be very unreliable or incalculable, especially when Σ i has many zero entries, as is common in spatial data [14] , or if Σ i is close to a singular matrix.
To avoid this difficulty, Liang and Zeger [18] proposed to keep the same assumption about the marginal variance structure as in quasi-likelihood equations but introduce a common working correlation matrix R which involves a small number of nuisance parameters α to simplify the correlation analysis. Specifically, it is assumed that the matrix Σ i can be expressed in terms of a working correlation matrix R(α) as
i , where A i = diag{V ar(y i1 ), · · · , V ar(y im i )} and α is some unknown nuisance parameters. Thus, the corresponding GEE are
If the working correlation R is misspecified, the resulting estimator of the parameters β based on GEE (4) is still consistent, but it may not be efficient within the same class of estimating equations [34] .
As pointed out by Crowder [5] , one potential limitation of the GEE method is that the moment estimator of the nuisance parameter α in the working correlation matrix may not exist even in some simple cases.
Quadratic inference function
Unlike the GEE, Qu, Lindsay and Li [30] model R −1 by the class of matrices
where M 
where M 2 takes 1 on the two main off diagonals and zero elsewhere and M 3 takes 1 on the two corner components of the diagonal and zero elsewhere.
In general, M 3 is a minor boundary correction and can be omitted. For more details, see [30] .
One approach would be to choose the coefficients a = (a 1 , · · · , a k ) so as to optimize some function of the information matrix associated with (6) . Note that the estimating equations (6) is a linear combination of elements of the following "extended score" vector
where
In general, there is no solution for the equationsS n (β) = 0 unless k = 1 asS n (β) is a vector of length kp (> p), which means that there are more estimating equations than those actually needed for estimation of the unknown parameters.
Qu, Lindsay and Li [30] proposed to use the GMM [10] to construct an estimator of β by minimizing the quadratic inference function
is the sample covariance matrix and is assumed to be invertible.
According to Hansen [10] , the QIF estimator, i.e.,β = arg min β Q n (β), has the usual large sample properties under some regularity conditions. In other words,
in distribution as n → ∞, where the asymptotic covariance matrix V QIF = Σ
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The asymptotic covariance matrix V QIF can be estimated consistently byV QIF that is given
Based on these results, the approximated confidence regions are provided by
where χ 2 p,α is the 1 − α quantile of the standard χ 2 p distribution. If the dimension of the extended score is the same as the dimension of the parame-
are p × p matrics and minimizing the QIF is equivalent to solvingS n (β) = 0 directly.
This approach also provides an optimal linear combination of given estimating functions in the sense that the asymptotic variance of the estimator attains the minimum in the sense of Lowner ordering [e.g. 27, p.12]. This property ensures that the QIF approach improves the efficiency of the GEE method when the working correlation structure is misspecified but remains as efficient as the GEE method when the working correlation structure is specified correctly [30] .
Empirical likelihood
By representing the inverse of the working correlation matrix by a linear combination of the basis matrices and using only those basis matrices to formulate the objective function, the QIF estimator is obtained with no need to estimate the nuisance correlation parameters a 1 , · · · , a k . Hence, the QIF method does not depend on whether or not appropriate estimators of the correlation parameters are available. As there are more estimating equations than those actually needed for estimation of the unknown parameters, the GMM is used through minimizing the criterion of the QIF.
GMM and EL are two popular but different methods for combining information about parameters when there are more estimating equations than those actually needed for estimation of the unknown parameters. The main difference lies in the way of combination of 8 the information [11, 28] . Imbens [12] and Newey and Smith [22] further showed that the ELapproach has several advantages over the GMM-method. For example, the GMM estimation requires a correct choice of the weight matrix. In contrast, the EL-approach does not have such a constraint. Moreover, the EL estimation can produce a smaller bias of second order than the GMM method. See [12, 22] for more details. Below we carry out a likelihood-type inference using EL [23] , encouraged by its attractive performance for estimating equations as demonstrated by Qin and Lawless [28] and others.
Let p i be non-negative probability weight associated with the estimating function S i (β) defined in (7) . Note that {S i (β) : 1 ≤ i ≤ n} are mutually independent and satisfy E[S i (β 0 )] = 0 where β 0 is the true value of β. The EL ratio function for β is defined by
where the maximization is taken with respect to the probabilities p 1 , · · · , p n . Note for a given β an unique value for L n (β) exists, provided that 0 is inside the convex hull of the point S 1 (β), · · · , S n (β) [23, 24] . By the standard procedure of the EL approach [23, 28] , we know that the probability p i must have the form
where t(β) is the Lagrange multiplier that satisfies
Clearly, we have
The empirical log-likelihood ratio function of β can be defined by
Then the maximum EL estimator (MELE),β, is defined as the maximizer of L n (β) or the minimizer of n (β).
When the estimating function S i (β) is differentiable with respect to β, the MELE can be found via solving the following system of equations,
where Q n1 (β, t) is defined in (12) and
In general, t(β) is a vector with dimension kp where k is the number of the basis matrices involved in the working correlation structure. As mentioned earlier, for some common working correlation structures k takes small integers, for example, k = 1 for working independent correlation structure and k = 2 for compound symmetry and AR (1) correlation structures. According to [28] , when k = 1, the EL estimatorβ is also equal to the solution of the estimating equations
We show in the next section that if β 0 is the true parameter vector, 2 n (β 0 ) is then asymptotically chi-square distributed.
Main Results
In this section, we give asymptotic properties of the EL estimatorβ and the empirical log-likelihood ratio. To state the results, we first introduce some notation. In the following, we use · to denote the Euclidean norm for a vector.
C1. The matrix n
converges almost surely to a constant matrix Σ 11 , where Σ 11 is positive definite.
C2.
The covariates x ij and the vectorṡ
T are all bounded, meaning that all the elements of the vectors are bounded.
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C3. E y i − µ i 3 < ∞.
C4. The matrix n
∂ S i (β)/∂β converges in probability to a constant matrix Σ 12 .
C5. The parameter space S is a compact subset of R p , and β 0 is an interior point of S.
T is continuous with respect to β in a neighborhood of the true value
Conditions listed in C1-C6 above are common conditions that are used in the literature.
Similar conditions also were used in [28, 30, 39] .
Asymptotic Properties of the EL Estimator
Theorem 1. Under the conditions C1-C3, as n → ∞, with probability tending to 1 the likelihood equations (15) Theorem 1 provides the consistency of the MELEβ. This result corresponds to Lemma 1 in [28] which is about the consistency of MELE for independent and identically distributed data. It is also an analogue of [4] for parametric maximum likelihood estimators.
Theorem 2.
Under the conditions C1-C6,
in distribution as n → ∞, where the covariance matrix V EL is given by V EL = (Σ
and Σ 12 and Σ 11 have the same definition as (10).
Theorem 2 shows that the EL estimatorβ is consistent and asymptotically normal distributed. It is interesting to note that the asymptotic covariance matrix ofβ has the same form as that of the QIF estimator based on GMM. The asymptotic covariance matrix V EL can be estimated consistently by
, or alternatively by the same expression withp i 's simply replaced by n −1 for simplicity.
It is noted that the proof of Theorem 1 is similar to the proof of Lemma 1 in [28] , and the proof of Theorem 2 is similar to the proof of Theorem 1 in [28] . The details are thus omitted here but can be obtained from the authors on request.
Model Checking and Testing
Let us now turn our attention to the empirical log-likelihood ratio.
Theorem 3. The empirical log-likelihood ratio statistic for testing H 0 : β = β 0 is
Under the conditions C1-C6, W E → χ 2 p in distribution as n → ∞, when H 0 is true.
T , where β 1 and β 2 are r × 1 and (p − r) × 1 vectors, respectively. For H 0 : β 1 = β 0 1 , the profile empirical log-likelihood ratio test statistic is
where β 0 2 minimizes n (β 0 1 , β 2 ) with respect to β 2 . Under the conditions C1-C6, W 2 → χ 2 r in distribution as n → ∞, provided that H 0 is true.
The proof of Theorem 3 and Corollary 1 can be achieved by using the similar arguments as those used in the proof of Theorem 2 and Corollary 5 in [28] . The details are thus omitted here but can be obtained upon request. It is noted that the QIF approach has also an analogue to the likelihood ratio test (ALRT), as shown by Theorem 1 in [30] .
Clearly, Theorem 3 can be used not only to test the hypothesis H 0 : β = β 0 for some specific β 0 , but also to construct the confidence region for β. In fact, let
where c α satisfies P r{χ 2 p ≤ c α } = α. Then, by Theorem 3 the set I α gives a confidence region for the parameters β with asymptotically correct coverage probability 1 − α, i.e., P r(β ∈ I α ) = 1 − α + o p (1). It is worth pointing out that the asymptotic confidence region I α is obtained with no need to estimate the asymptotic covariance matrix of the resulting estimator of parameters.
Monte Carlo Simulations
In this section two simulation studies are made to assess the performance of the proposed approach in terms of the finite sample bias and standard error of the parameter estimator, the coverage rate and average length of confidence intervals, as well as the power and size of hypothesis test.
Study 1: Estimation of Parameters
Consider the following model
where β = 1,
T is generated independently from a multivariate normal distribution with mean (0.1, 0.2, · · · , 1.0) T and covariance matrix I where I is the identity matrix. And also i = ( i1 , · · · , i,10 ) T is generated from a 10-dimensional normal distribution with mean 0, marginal variance 1 and the two common working correlations structures:
compound symmetry(CS) and AR(1) with a single nuisance parameter α. In order to see how the proposed approach behaves under different degree of correlation, the parameter α takes values 0.3, 0.5 and 0.7. In our simulation, we took sample size n=50, 100 and 200, respectively. For each combination of n and α, we generated 1000 Monte Carlo random samples. Table 1 reports the empirical bias and standard deviation of β based on the GEE, QIF and EL approaches from the 1000 simulation studies. Table 1 shows that the empirical biases are slightly smaller for QIF than EL in all but two cases. However, empirical biases from those three approaches are all smaller than 0.0013 and thus the biases can be neglectful.
Hence, from Table 1 we conclude that those three methods all produce no detectable bias in estimator of the regression coefficient β, which confirms the theoretical result. As sample size 13 increases, the standard deviation for the estimator of β by those three approaches decreases.
An interesting finding observed from Table 1 is that there is no difference between the estimated standard deviations by the QIF and EL approaches. This is reasonable as we already showed that the resulting estimator from the EL approach has the same asymptotic covariance form as that of the QIF estimator. In fact, in those two methods we use the same formula to estimate the standard deviation of β except for using different consistent estimators of β to replace β in the formula.
Next, we examine the performance for each approach in terms of the coverage probability and average length of the resulting confidence interval. Table 2 presents the empirical coverage probability and average length of the confidence interval over 1000 simulation studies, based on the GEE, QIF and EL approaches, respectively. For the QIF approach, we constructed the confidence interval using two different methods, say QIF1 and QIF2. In the QIF1, the confidence interval is constructed based on the asymptotic normality distribution, while in the QIF2 the confidence interval is formed using the ALRT test, as shown in Theorem 1 in [30] .
The simulation findings in Table 2 can be summarized as follows. First of all, as the sample size increases, the average length of confidence interval given by those approaches decreases and the corresponding empirical coverage probability is more close to the nominal coverage probability 0.95. When the sample size is small, say n=50, the QIF2 approach based on the ALRT test, produces the highest empirical coverage probabilities for most cases. The GEE approach gives higher coverage probabilities than the QIF1 and EL methods, although the corresponding empirical coverage probabilities are smaller than the nominal coverage probability 0.95. When the sample size is moderate or large, for example, n=100 or 200, our simulation shows that compared to the GEE and QIF approach, the empirical coverage probabilities for the confidence intervals given by the EL approach are more close to the nominal coverage probability 0.95.
Second, correctly specification of the correlation structure yields a short average length of confidence interval obtained by each of those approaches.
Third, for all the simulation cases the EL-based confidence interval lengths are shorter than those by the GEE, QIF1 and QIF2, although the average length of the EL-based confidence interval is very close to those by the QIF2, especially when the sample size is moderate or large. Both the GEE and QIF1 approaches give longer confidence intervals than the EL approach for all the simulation cases.
Overall, the proposed EL approach has better performance than the GEE approach in terms of coverage probability and the average length of confidence interval. Although the EL approach gives the same asymptotic covariance matrix for the resulting estimator for the regression coefficients as the QIF method, the EL approach has better finite-sample performance than the QIF method.
[ Table 1 and 2 are about here.]
Study 2: Test of Hypothesis
As suggested by an anonymous reviewer, in this section we conduct Monte Carlo simulation experiments to investigate the small sample behavior of the empirical log-likelihood ratio statistic presented in the Theorem 3. We consider the following model
where β 1 = 0.5, β 2 = 1, n = 100, and m = 5. x ij1 are i.i.d. from Uniform(0.5, 1.5), and x ij2 are independently from N (µ x ij2 , 1) with µ x ij2 = j/m for j = 1, 2, · · · , m and i = 1, 2 · · · , n.
The random errors
is of the exchangeable structure (CS) with ρ = 0.7. We aim to test the null hypothesis For the GEE approach, based on the asymptotic normality of regression parameter estimators we can construct the Wald test for the null hypothesis H 0 : β 2 = β 0 2 , denoted by GEE.Wald. For the QIF approach, there are two versions of testing statistic for the above null hypothesis H 0 . One is similar to the test method GEE.Wald, which is using the Wald test principle and the asymptotic normality distribution of the QIF regression parameter estimator, denoted by QIF.Wald. The other is constructed using an analogue of the likelihood ration test (ALRT) for the QIF, denoted by QIF.ALRT. For the EL approach, the empirical log-likelihood ratio (ELR) statistic presented in Theorem 3 is applied, denoted by EL.ELR.
[ Table 3 is about here.] Table 3 displays the simulation results based on 1000 replicates for the four aforementioned test methods. It shows that both the QIF.Wald test and the EL.ELR test perform very well, in particular when the within-subject correlation structure is correctly specified.
Those two test methods behave quite similarly in terms of test size and power. When the working correlation structure is wrongly specified as AR (1), the GEE.Wald test has slightly inflated type I error and the size of QIF.ALRT based test is smaller than the nominal size.
When the working correlation structure is correctly specified as CS, the test sizes of all tests except for QIF.ALRT test are very closed to the nominal size. On the other hand, the QIF.Wald test appears most powerful, while the GEE.Wald test is least powerful in most cases regardless of whether or not the working correlation structure is correctly specified.
Analysis of Ohio Children's wheeze status Data
We apply the proposed method to analyze Ohio Children's wheeze status data, which is part of the longitudinal binary data on respiratory health effects of indoor and outdoor air pollution in six U.S. cities. One of the interests of the study is to determine the effect of maternal smoking on children's respiratory illness. This data set was analyzed by many authors [8, 30, 41] . They analyzed the data on 537 children collected on at ages 7 to 10 from Ohio and treated the maternal smoking habit as fixed at the first visit.
The response is a binary outcome with 0 and 1, indicating the presence or absence of respiratory illness. The maternal smoking habit, in the preceding year, is recorded as a binary covariate. For further details about the data background, see [8] . One of the aims of the study was to assess the effect of maternal smoking on children's respiratory illness.
Clearly, we can expect that the measurements for the same child are very likely serially correlated.
The following logistic model is applied to the binary data log
for i = 1, · · · , 537 and j = 1, · · · , 4, where x ij1 , x ij2 and x ij1 x ij2 are the age of the child, the maternal smoking habit indicator and their interaction, respectively. The matrix A i is diagonal with elements v(π it ) = π it (1 − π it ). The extended score vectorS n (β) is constructed by choosing k = 2, for instance, by choosing the working correlation structure as either CS or AR(1) structure, so that only the first two basis matrices are used in this case. (1) working correlation structures. When the working correlation structure is specified as the CS, the standard errors for β 2 and β 3 by GEE are bit smaller than those by the QIF and EL. When the working correlation structure is specified as the AR(1), the standard errors for β 1 and β 3 by both the QIF and EL are smaller than those by the GEE. This difference may be due to the fact that the true correlation structure is unknown. In fact, the approximation of the inverse of the working matrix, R, used in both the QIF and EL approach, depends on the choice of working correlation structure. The t-ratio shows that the interaction between the age of the child and maternal smoking is not significant. The t-ratio also suggests that Age is a significant factor and should be included in the model. The negative sign for Age means that older children are less likely to have respiratory disease. Similarly, the maternal smoking habit has a positive effect on children's respiratory disease, although smoking habit seems not to be a significant factor.
[ Table 4 is about here.]
In order to assess whether the sub-models are adequate, we compute the statistic 2 n (β)
under various sub-models with certain parameter constraints and perform the ELR tests to compare different models. Results are reported in Table 5 .
Each row of Table 5 represents results for a given model with the specific constraints on the parameters. In particular, the first row provides the full model that includes all the covariates, age, maternal smoking and their interaction. For each model, we compute the parameter estimateβ and report the corresponding value of 2 n (β). The test statistic W 1 is calculated using (19) which is actually compared to the full model. The column of "df"
is the degrees of freedom for the corresponding test statistic and the last column gives the associated p-value. From the Table 5 , it is clear that the null hypotheses H 0 : β 1 = β 2 = β 3 = 0 and H 0 : β 1 = β 3 = 0 are rejected as the corresponding p-values are smaller than 0.05. In contrast, the remaining null hypotheses H 0 : β 2 = β 3 = 0 and H 0 : β 4 = 0 cannot be rejected.
[ Table 5 is about here.]
Conclusions
The EL approach is a powerful tool for combining information about parameters when there are more estimating equations than those actually needed for estimation of the unknown parameters. In this paper, we proposed EL-based inference for longitudinal data within the framework of generalized linear models. The proposed approach takes into account the within-subject correlation but has no need to estimate the nuisance parameters involved in the correlation matrix. The resulting estimator of parameters retains optimal even if the working correlation structure is misspecified. The proposed approach yields more efficient estimators than the conventional GEE approach and achieves the same asymptotic covariance as the QIF method. Compared to the QIF method, the proposed EL approach has a better finite-sample performance in the sense of the average length of confidence interval and coverage probability of the estimator of regression coefficients.
It is noted that Leung, Wang and Zhu [15] recently proposed a hybrid GEE method for longitudinal data by using the EL approach to combines multiple GEEs based on different working correlation models. The EL approach is employed in both our method and Leung, Wang and Zhu [15] 's approach, but it is used in very different ways. In fact, in our EL method the estimating equations are different from those by Leung, Wang and Zhu [15] . More specifically, Leung, Wang and Zhu [15] retained the idea of GEE and focused on the manner of combining GEEs which are based on different working correlation structures. In their method there are more than one working correlation matrices and each working correlation matrix is used to form one GEE. In our proposed approach, however, we proposed to use only one working correlation matrix whose inverse is approximated by a linear combination of basis matrices. We then combine the resulting "extended score" vector in terms of the EL method. Therefore, our proposed method is simpler than Leung, Wang and Zhu [15] 's one in this sense. More importantly, in Leung, Wang and Zhu [15] 's approach the nuisance parameters in the working correlation matrices have to be estimated, which is not always feasible even for some simple cases [5] . In contrast, there is no need to estimate any nuisance parameters in our method. Table 2 : The average length and empirical coverage rates for confidence interval of β based on GEE, QIF and EL methods with different correlations and sample sizes, calculated from 1000 simulations. TR, true correlation structure; WR, working correlation structure; QIF1, QIF confidence interval based on the asymptotic normality; QIF2, QIF confidence interval based on the ALRT test.
Average length
Coverage rate TR WR α GEE QIF1 QIF2 EL GEE QIF1 QIF2 EL Sample size n=50 CS AR1 0. 
