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The melting temperature Tm of ice Ih was determined from constant enthalpy and pressure NPH
Born–Oppenheimer molecular dynamics simulations to be 4173 K for the Perdew–Burke–
Ernzerhof and 4114 K for the Becke–Lee–Yang–Parr density functionals using a coexisting ice
Ih-liquid phase at constant pressures of P=2500 and 10 000 bar and a density =1 g /cm3,
respectively. This suggests that ambient condition simulations at =1 g /cm3 will rather describe a
supercooled state that is overstructured when compared to liquid water. © 2009 American Institute
of Physics. DOI: 10.1063/1.3153871
Water remains an active field of research in the quest to
obtain a quantitative description of its properties over a wide
range of temperatures and pressures.1–3 In the biological and
chemical fields, water plays a pivotal role in the stabilization
of biomolecules4,5 and the acid-base chemical reactions.6–8 A
molecular level account of water has been sought for almost
a century relying on both classical and quantum descriptions
of the underlying intermolecular interactions. The latter offer
the flexibility of being able to describe the chemical6–12 and
physical13–21 properties of water through electronic structure
calculations and for this reason have become increasingly
popular with the advent of powerful supercomputers.
There have been several previous efforts to obtain struc-
tural information for water at ambient conditions, viz. the
radial distribution function RDF and structure factors, from
density functional theory DFT-based molecular dynamics
simulations14–21 and compare them with the experimentally
available data.22,23 Based on the comparison of the computed
RDFs with experiment, it has been previously inferred that
DFT yields in general an overstructured liquid at 
=1 g /cm3 and ambient conditions.16–18 This naturally raises
the question of what is the phase diagram of water predicted
by the various DFT functionals and whether DFT simula-
tions at ambient conditions will also produce a supercooled
liquid, given the fact that water, like other “tetrahedral
liquids,”24,25 is also more structured at the metastable super-
cooled phase.2,26,27 To address those issues one needs to
know the melting temperature Tm of water described by
DFT functionals, a starting point in obtaining its phase dia-
gram with a DFT-based simulation. Although Tm for water
under high pressure 10–50 GPa has been previously
reported28 with a DFT-based simulation, the one under am-
bient conditions is not yet known. In this study we report the
melting temperature of water with the Perdew–Burke–
Ernzerhof PBE29 and Becke–Lee–Yang–Parr BLYP30,31
functionals using Born–Oppenheimer molecular dynamics
BOMD simulations.
Two main approaches have traditionally been used to
estimate the melting temperature via computer simulations:
one is based on the direct simulation of the solid-liquid
coexistence32–37 while the other is based on the thermody-
namic integration of the free energy of the solid and liquid
phases. In the second approach Tm is determined by the con-
dition of equality of the Gibbs free energies of the liquid and
solid,38 viz. GliqP ,TT=Tm =GsolidP ,TT=Tm. Previous DFT-
based simulations have reported Tm using a coexisting solid-
liquid phase for metals Al,39 Fe,40 Ta Ref. 41, MgO,42 and
also water under high pressure28 but, as stated earlier, there is
currently no information about the Tm of water under ambi-
ent conditions from a DFT-based simulation.
For the calculation of Tm we adopted the NPH en-
semble, i.e., constant pressure P, particle number N, and
enthalpy H, of the coexisting ice-liquid phase.35 MD simu-
lations in the NPH ensemble with the ice-liquid coexist-
ence phase allows for the temperature to be adjusted sponta-
neously into the condition that satisfies GliqP ,T
=GsolidP ,T. The NPH ensemble is preferable relative to
the NVE ensemble in calculating the point P, Tm at a
given pressure on the phase diagram. Another advantage lies
in that the stress-anisotropy problem is never an issue since
the three principle components of the stress tensor can be
adjusted to the given pressure. In preparing the simulation
system, an initial configuration of the proton-disordered ice
was constructed in order to meet the conditions such that the
Bernal–Fowler rules are satisfied and that the cell has a zero
total dipole moment.43 The ice-liquid coexisting system con-
sists of 192 water molecules initially 96 icelike and 96 liq-
uidlike in a simulation cell of dimensions 131528 Å3
see Fig. 1. The initial configuration for the BOMD NPH
simulations was constructed as follows: we obtained the liq-
uid phase from classical MD simulations with the TIP4P
aAuthors to whom correspondence should be addressed. Electronic ad-
dresses: sotiris.xantheas@pnl.gov and xczeng@phase2.unl.edu.
THE JOURNAL OF CHEMICAL PHYSICS 130, 221102 2009
0021-9606/2009/13022/221102/4/$25.00 © 2009 American Institute of Physics130, 221102-1
model44 after an equilibration period of 100 ps at 300 K, we
then merged it with the ice phase and performed a short 5
ps BOMD NPT simulation for this coexisting system. Our
choice regarding the size of the simulation cell—mainly dic-
tated by the cost of the BOMD simulations—raises an issue
regarding system size effects and convergence of the results.
Previous studies35 with the TIP4P classical interaction poten-
tial used a simulation cell of 12 288 molecules and
produced—under the same simulation protocol—a melting
temperature of T=2291 K. When a smaller simulation
cell of 192 molecules similar to the one employed in this
study is used with the same TIP4P potential, the melting
temperature is lowered to 200 K. Thus, assuming that the
qualitative behavior between TIP4P and PBE/BLYP as re-
gards to the variation in the melting temperature with simu-
lation cell size is the same, the melting temperatures for the
two functionals reported in this study can be probably con-
sidered as a lower limit.
The calculations were performed using QUICKSTEP,45
which is part of the CP2K program package, ported in the
“Chinook” supercomputer at Pacific Northwest National
Laboratory PNNL. The required wall-time for 1 ps BOMD
simulation is typically 10 h using 160 CPUs of the Chinook
supercomputer at PNNL. Water was described at the DFT
level with the hybrid Gaussian and plane-wave method. The
core electrons were removed by the introduction of norm-
conserving pseudopotentials developed by Goedecker and
coworkers46,47 and the charge density cutoff of 280 Ry was
used for the auxiliary basis set. The PBE Ref. 29 and
BLYP30,31 exchange-correlation functionals were used.
Kohn–Sham orbitals were expanded into a double- valence
basis denoted as DZVP for the PBE functional, while a
triple-zeta valence basis set augmented with two sets of
d-type or p-type polarization functions TZV2P was used
for the BLYP functional. During the BOMD simulations the
electronic structure is recomputed at every time step by it-
erative minimization. The nuclear equation of motion was
integrated using a standard velocity Verlet algorithm with a
0.5 fs time step and hydrogen masses. We used a strict con-
vergence criterion of the wave function convergence crite-
rion for the electronic gradient SCF110−7 with the or-
bital transformation method.
Without a priori information on the phase diagram of
water with the PBE and BLYP functionals, we first obtained
the corresponding average pressure at =1 g /cm3. For this
purpose, the TIP4P snapshots were used to obtain average
pressures of P=2500 bar PBE and P=10 000 bar BLYP.
Subsequently, three independent simulations were run at dif-
ferent initial temperatures, viz. T=350, 400, and 450 K. The
evolution of the instantaneous kinetic temperature was moni-
tored for 40 ps PBE and 15 ps BLYP. Figure 2
shows the results of the instantaneous kinetic temperature T
versus the simulation time t for the two initial temperatures
of T=400 and 450 K. The kinetic temperatures of the two
systems gradually converge to the values of Tm
4173 K PBE and 4114 K BLYP, respectively.
As it can be seen from Fig. 2, convergence is achieved in the
first 35 ps PBE and 10 ps BLYP and the next 5 ps were
used for the estimation of the error bars based on the stan-
dard deviation. Schwegler et al.17 have previously suggested
that a temperature of 415 K with the PBE functional is
necessary to obtain values for the diffusion coefficient that
are comparable to experiment at ambient conditions for
BOMD classical simulations. Their suggestion was based
solely on the comparison between the calculated oxygen-
oxygen RDFs and diffusion coefficient and their experimen-
tal values. In contrast, our study provides Tm based on the
thermodynamic criterion that the free energy of ice is equal
to that of the liquid at the melting temperature. The previous
estimate by Schwegler et al.,17 as well as the current study,
do not include nuclear quantization,6,48–51 an effect that has
been reported to increase the diffusion coefficient by a factor
of as much as 1.6 times with respect to the classical
result.48,49 Previous studies have further suggested that quan-
tum effects induce structural and dynamical changes in the
order of 30–50 K, that is, the quantum system is described by
the classical system at elevated temperatures at constant
density.17,51 In particular, Kuharski and Rossky51 have ar-
rived at an estimate of 50 K using the rigid ST2 potential,
whereas recently Paesani et al.49 suggested a value of
FIG. 1. Color online A snapshot of the coexisting ice-liquid simulation
with the PBE functional in the NPH ensemble at P=2500 bar and T
=450 K.
FIG. 2. Color online The coexisting ice-liquid simulation in the NPH
ensemble with the PBE top and BLYP bottom functionals. Two initial
systems are prepared using NPT BOMD simulations 5 ps at T
=400 K solid line in blue and T=450 K dashed line in red, respectively.
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25–30 K for this effect based on simulations with the flex-
ible, polarizable TTM2.1-F potential.52 They also showed
that this is not a unique temperature factor since quantum
effects vary in a nonlinear fashion as a function of the tem-
perature. Assuming a 30 K effect as proposed by Paesani et
al.49 albeit with the TTM2.1-F classical flexible, polarizable
potential the estimated melting temperature is lowered to
387 K PBE and 381 K BLYP. Although this shift is
in the right direction, it still produces an estimate for the
melting temperature that is over 100 K larger than the ex-
perimental value.
In order to further investigate the effect of temperature
on the structure of water with the PBE functional, we per-
formed additional independent NVT simulations at three
different temperatures T=360, 400, and 440 K using super-
cells consisting of 125 water molecules at =1 g /cm3. After
equilibrating the system for 10 ps, the statistics were col-
lected for another 10 ps. The average pressure of PBE water
at =1 g /cm3 and T=440 K is 3000 bar, which is very
close to the average pressure obtained using the TIP4P snap-
shots. Figure 3a shows the oxygen-oxygen RDF, gOOR,
for the three different temperatures considered here. The
change in the shape of the curves clearly reflects the strong
effect of temperature on the structure of water. The height of
the first maximum of gOOR at T=440 K is 2.5, lower than
the experimental value23 of 2.8. However, for ROO3 Å
the region that includes the second coordination shell it
shows a good agreement with experiment, suggesting that
the PBE functional produces a stable liquid phase at this
temperature. In contrast, for T=400 K the region of the first
peak in gOOR is also consistent with experiment, but the
part of the gOOR beyond 3 Å appears more structured. Fi-
nally the RDF at T=360 K represents a typical example of a
supercooled liquid. The average coordination numbers CNs
are 4.6, 4.4, and 4.0 at T=440, 400, and 360 K, respectively.
Note that the CN at T=440 K is in very good agreement
with the experimental value23 of 4.7. The supercooled liquid
at T=360 K preserves much of its icelike tetrahedral struc-
ture.
The mean square displacement MSD curves for the
three temperatures are shown in Fig. 3b. They are related to







6t 1Ni rit − ri02	 .
The MSDs were computed from the relative displacements
of the oxygen atoms and averaged over all water molecules
and all configurations of the full trajectory.38 The calculated
diffusion coefficients are 0.425 Å2 /ps T=440 K,
0.327 Å2 /ps T=400 K, and 0.169 Å2 /ps T=360 K.
Assuming a uniform 60% increase48,49 due to quantum ef-
fects, we obtain “quantum-corrected” values for the diffusion
coefficients of 0.68 Å2 /ps T=440 K, 0.523 Å2 /ps T
=400 K, and 0.270 Å2 /ps T=360 K. For comparison,
the experimental value is 0.24 Å2 /ps at ambient conditions.
This supports the proposition of a “liquidlike” behavior at
T=440 K and it is consistent with the estimate of Tm
=4173 K.
In summary, we calculated the melting temperature of
water with the PBE and BLYP density functionals using a
coexisting ice Ih-liquid system. Our estimates are Tm
=4173 K at P=2500 bar PBE and Tm=4114 K at
P=10 000 bar BLYP. System size effects suggest that this
value is probably a lower limit for the melting temperature,
whereas the inclusion of nuclear quantum effects produces
estimates that are 100 K larger than the experimental
value. Based on this finding, the calculated oxygen-oxygen
RDFs and MSDs for =1 g /cm3 at T=360, 400, and 440 K
furthermore suggested that the liquid phase is supercooled
below the melting temperature. These results can therefore
explain why the PBE and BLYP functionals produce an over-
structured liquid at room temperature and up to 400 K. In
order to study the physical, thermodynamic, and structural
properties of water with these two functionals and compare
with experiment at ambient conditions, simulations at T
Tm need to be performed. Since Tm is probably sensitive to
different DFT functionals, it is expected that the phase dia-
gram including Tm of water with other popular hybrid
and/or meta-DFT functionals such as B3LYP,30,31,53 TPSS,54
and M06–2X Ref. 55 could be different from the current
results obtained with the PBE and BLYP functionals. Thus,
special care should be exercised when choosing the tempera-
ture of a simulation for the liquid phase of water using DFT
functionals, to ensure that a liquid rather than a supercooled
phase is simulated.
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tom from NVT simulations of a supercell of 125 water molecules at 
=1 g /cm3 with the PBE functional at T=440, 400, and 360 K, respectively.
The dashed line corresponds to the experimental oxygen-oxygen RDF.
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