Abstract. Semide nite Programming is currently a very exciting and active area of research. Semide nite relaxations generally provide very tight bounds for many classes of numerically hard problems. In addition, these relaxations can be solved e ciently by interior-point methods.
Introduction
Semide nite Programming (denoted SDP and sometimes called linear matrix inequalities, LMIs) is a generalization of linear programming (denoted LP) where the nonnegativity constraints on vector variables are replaced by positive semide nite constraints on symmetric matrix variables. These problems have an old history dating back more than 100 years to Lyapunov's theory for stability of di erential equations, e.g. 72, 61] . They were studied and applied in engineering applications as early as the 1960s, e.g. 101, 100] and continued into the 1980's (see e.g. the historical outline in 18]). In addition, SDP is a special case of optimization over cone constraints (generalized linear programming) which dates back more than 30 years to e.g. Bellman and Fan 10] , and was an ongoing active area of research, e.g. 11, 33, 21, 22, 47, 108, 69, 17] . The last ten years has seen an enormous interest in the SDP area, due to many new and important applications in, e.g. combinatorial optimization, engineering (systems and control), statistics, etc. This interest increased greatly due to the fact that SDP problems can be solved e ciently (are tractable) by the new interior-point methods, e.g. 67] . One of the interesting side e ects of the activity is that it has brought various di erent areas of research into contact, e.g. the people working on numerical issues for large scale problems are now using sophisticated techniques in convex analysis; using adjoint operators rather than matrix representations is becoming common. We are all bene ting from the elegance and applicability of this area.
Combinatorial and discrete optimization problems often involve binary (0; 1 or 1) decision variables. These can be modelled using quadratic constraints x 2 ?x = 0; and x 2 = 1; respectively. Thus many hard combinatorial problems can be modelled using quadratically constrained quadratic programs, denoted Q 2 P . However, these latter problems can be just as hard (intractable) to solve. Therefore, relaxations are used to nd approximate bounds and solutions. One can use linear approximations and obtain models that can be solved e ciently (tractable models). However, using the positive semide nite matrix relationship X = xx T ; we can lift the problem into matrix space and obtain a Semide nite Programming Relaxation by ignoring the rank one restriction on X; see e.g. 56, 32, 57, 90, 8, 7, 68] . This lifting process provides surprisingly stronger bounds, both empirically and theoretically, than have previously been found, e.g. 30, 39, 3] . Thus SDP provides a means of nding an approximate solution to quadratic models for hard problems. 3 In this paper we study SDP relaxations as well as explore the relationship between the SDP and Lagrangian relaxations of various classes of Q 2 Ps. (This continues on the work in e.g. 91, 80] .) We then explore the strength of these relaxations, in the sense of strong duality. We see that in the simplest case of one constraint (the so-called trust region subproblem, TRS), strong duality holds. However, even two convex constraints (the CDT problem) can result in a duality gap. Therefore, it is surprising that there is a class of matrix problems with orthogonal constraints for which there is a zero duality gap. This motivates adding certain nonlinnear redundant constraints in order to derive a strengthened SDP relaxation for the max-cut problem.
Throughout this paper we emphasize the theme (or conjecture) that Lagrangian relaxation is somehow best. Though this question is very vague, so perhaps an answer may not be available, it does give the avour of the approach used in the paper. The paper is organized as follows. We begin in Section 2.1 with a well known problem in this area, the Max-Cut problem. We present several di erent relaxations. Following our theme, all these bounds, including the SDP bound, end up being equivalent to the Lagrangian relaxation, see Section 2.1. We then discuss the TRS and the CDT problem and the di erence in strong duality for them. This is followed by nding the SDP relaxation for general Q 2 P in Section 2.2. This includes descriptions of the relationships between the SDP relaxation and the Lagrangian relaxation via convex quadratic valid inequalities, following 28, 44] . Occurrences of strong duality for nonconvex quadratic programs is studied in Section 2.3. In every instance where one has a tractable bound, we nd a Q 2 P such that the bound is attained by the Lagrangian relaxation. This follows the work in 6, 5] .
We conclude with a strengthened SDP bound based on a second lifting procedure. This illustrates a recipe for constructing semide nite relaxations using the Lagrangian dual of the Lagrangian dual of the original Q 2 P . In addition, we see the advantages of this approach as redundant constraints added at the start provide strengthened bounds, but do not result in redundancy in the nal SDP relaxation.
Lagrange Multipliers for Q 2 P
The Q 2 P in x is (Q 2 P x ) q := min q 0 (x) := x T Q 0 x + 2g T 0 x + 0 subject to q k (x) := x T Q k x + 2g T k x + k 0 k 2 I := f1; : : :; mg x 2 < n ; rL(x; ) = 0; and k q k (x) = 0; 8k 2 I; for some 0 2 < m : Therefore, the optimum x can be searched among the points satisfying stationarity of the Lagrangian and complementary slackness. Moreover, if the Lagrangian is also convex, then this (and primal feasibility) is a su cient condition for optimality.
Lagrange multipliers can also be used to derive the Lagrangian dual (or relaxation) of Q 2 P x (DQ 2 
i.e. each inner unconstrained minimization problem provides a lower bound for Q 2 P ; and, we then choose the best of these lower bounds. A zero duality gap holds if q = d : This can fail in the nonconvex case. Strong duality holds if q = d and also d is attained. REMARK 1.1. Unfortunately, the term strong duality is ambiguous in the literature as it is sometimes used to de ne a zero duality gap with both primal and dual attainment. REMARK 1.2. Let q := (q k ) : Then the sum in the Lagrangian can be rewritten as h ; q(x)i = T q(x): This appears to be too trivial to mention. However, it does emphasize how Lagrange multipliers arise when one is dealing with matrix valued constraints, e.g. if one has a constraint Q(x) = 0; where the image of Q is a symmetric matrix, then the Lagrange multiplier will be a symmetric matrix, say = T ; and the term in the Lagrangian will be the result of the inner product hQ(x); i:
With a nonnegativity constraint, we will get a sign restriction on the Lagrange multiplier. We can de ne the dual and prove weak duality using the notion of a hidden constraint, i.e. If we perturb the complementary slackness conditions, ZX = I; > 0 then we get the (modi ed) optimality conditions of a log-barrier problem. These are the equations that are used in interior-point methods. However, unlike linear programming, we have an interesting subtle complication. One cannot apply Newton's method directly since ZX is not necessarily symmetric and so we end up with an overdetermined system of equations. There are various ways of modifying this system in order to get good search directions, see e.g. 97, 62, 49] . Many of these directions work very well in practice; this is clear from the empirical evidence and the derivation of several public domain codes, e.g. 39, 1, 93, 94, 15] . SDP are convex programs and fall into the class of problems that can be approximately solved to a desired accuracy in polynomial time, i.e. these are tractable problems. This follows from the seminal work of Nesterov and Nemirovski 66, 67] . The algorithms that currently work well are the primal-dual interior-point algorithms. However, this is an ongoing area of research and there are many classes of problems with special structure where dual algorithms based on a bundle trust approach perform better; this is especially true if it is too expensive to explicitly evaluate the primal matrix X; see e.g. 12, 38, 52].
First and second order optimality conditions for SDP are given in e.g. 88, 89] . Nondegeneracy and strict complementarity are discussed in 2, 75]. Both nondegeneracy and strict complementarity can fail, though they are also both generic conditions. In addition the Theorem of Goldman and Tucker, 31], about the existence of an optimal primaldual pair that satis es strict complementary slackness, does not follow through to SDP. Note that strict complementarity for SDP translates to Z + X 0. 
Relaxations of Q 2 P
We now look at a particular instance of Q 2 P , the quadratic model for the max-cut problem. In particular, we start with several di erent tractable relaxations for the max-cut problem that have appeared in the literature. We show that, surprisingly, they are all equal to the Lagrangian (and SDP) relaxation.
We then consider trust region type problems and discuss when strong duality holds. This includes problems where orthogonal constraints arise, e.g. orthogonal relaxations of the quadratic assignment and graph partitioning problems. In particular, this part of the chapter emphasizes the theme about the strength of the Lagrangian relaxation.
Relaxations for the Max-cut Problem
One of the problems for which the SDP relaxation has been particularly successful, both empirically and theoretically, is the Max-Cut Problem, e.g. 37, 30, 29] . Let G = (V; E) be an undirected graph with edge set V = fv i g n i=1 and weights w ij on the edges (v i ; v j ) 2 E. We want to nd the index set I f1; 2; : : :ng; to maximize the weight of the edges with one end point with index in I and the other in the complement. interval. This bound constrained quadratic problem is NP-hard if Q is not negative semide nite 71]; while, if Q is negative semide nite, then the solution is the trivial 0 solution.
Other relaxations are also geometric in nature and involve perturbations of the objective function. For example, one bound relaxes the constraints to the unit ball of radius p n, while another relaxes the constraints to the convex hull, i.e. to the unit cube.
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The relaxations yield bounds which are derived using the fact that we can perturb the objective function q 0 since x 2 i = 1 on the feasible set F; i.e. Note that q u (x) := x T (Q + Diag (u))x ? 2c T x ? u T e = q 0 (x); 8x 2 F:
For each u we get a trivial upper bound obtained from ignoring the constraints and allowing the diagonal perturbations, i.e. we have f 0 (u) := max x q u (x): (2.5)
But, the function f 0 can take on the value +1: Let S := u : u T e = 0; Q + Diag (u) 0 : We then get the following trivial bound.
f 0 (u); if S 6 = ; :
Note that if the set S is not empty, then we can minimize over the unconstrained parameter u or add the restriction to u T e = 0: This can be seen from the optimality conditions for min-max problems. This comment is true for the following bounds as well. (Details can be found in 81].) In addition we can restrict the parameters and avoid in nite values for the inner maximization problem by adding the hidden semide nite constraint, i.e. we use the fact that a quadratic function is unbounded above if the Hessian is not negative semide nite. (Note that a quadratic function is bounded above if and only if the Hessian is negative semide nite and the stationarity equation is consistent.) The following is a tractable bound since we minimize a convex function over a convex set.
B 0 = min
Next we relax the feasible set to the sphere of radius p n. q c u (y) = (n+1) max (Q c +diag(u))?u T e; (2.15) where max denotes the maximum eigenvalue. Now another bound is B c 1 :
Similarly, we get equivalent bounds B c 0 and homogenized bounds for the other models.
The above argument shows that we can homogenize the problem by moving into a higher dimension. Therefore, we can consider the special case that c = 0: We now look at the SDP bound. The relaxation comes from the fact that the trace is commutative, i.e.
x T Qx = Trace x T Qx = Trace Qxx T and, for x 2 F; y ij = x i x j de nes a symmetric, rank one, positive semide nite matrix Y with diagonal elements 1. Therefore, we can lift the problem into the higher dimensional space of symmetric matrices and relax the rank one constraint. This yields the following relaxation and our bound 3. B 3 := max Trace QY subject to diag(Y ) = e Y 0:
This SDP is a convex programming problem and is tractable. We have presented several di erent tractable bounds that have simple geometric interpretations. It is not at all clear which bounds are better or how to compare these di erent bounds. We now do something that may seem meaningless; we replace the 1 constraints with x 2 i = 1; 8i: This does not change the feasible set of the original problem.
In 81, 80] it is shown that all the above relaxations and bounds for MC come from the Lagrangian dual of (P E ), the following equivalent problem to MCQ. Thus we enforce our theme about the strength of the Lagrangian relaxation. The strong duality result for the trust region subproblem is the key to the proofs.
(P E ) max q 0 (x) = x T Qx ? 2c T x subject to x 2 i = 1; i = 1; ; n: (2.18) Note that the Lagrangian dual of P E yields precisely our trivial rst bound B 0 in (2.6). THEOREM 2.1. All the bounds for MCQ discussed above are equal to the optimal value of the Lagrangian dual of the equivalent program P E :
2.2. General Q 2 P We now move on to applying the Lagrangian relaxation to general quadratic constrained quadratic problems, denoted Q 2 P . The general Q 2 P problem is also studied in e.g. We now recall the Q 2 P in x:
(Q 2 P x ) q := min q 0 (x) := x T Q 0 x + 2g T 0 x + 0 subject to q k (x) := x T Q k x + 2g T k x + k 0 k 2 I := f1; : : :; mg x 2 < n ; (2.19) where the matrices Q k are symmetric. The feasible set is F x := fx 2 < n : q k (x) 0; 8k 2 Ig:
(Note that though the feasible set F x may be empty, the feasible set of the relaxation may not be.) The objective function and the constraints are not convex, necessarily. Therefore the feasible set can be a very \nasty" set. This problem is a very hard problem to solve in general, see e.g. 71] . This is because the objective function and all but the last constraint are homogeneous. We will refer to both equivalent formulations of Q 2 P in the sequel. The correct reference will be clear from the context. Moreover, in the dual program, the Lagrangian is a quadratic function of y. Therefore, the outer maximization problem has the nonnegativity and an additional hidden semide nite constraint P 0 ? E 00 + X k2I k P k 0; 0; (2.22) where E 00 is the zero matrix with 1 in the top left corner. The minimization subproblem is attained at y = 0: Therefore the Lagrangian dual is equivalent to the SDP problem (DSDP) d := max subject to E 00 ? P k2I k P k P 0 0:
Valid Inequalities
Using the above approach we see that more constraints q k (y) means that we have a stronger dual. This can be phrased as adding redundant constraints to get new valid inequalities to strengthen the relaxation. We will see how this occurs when we look at orthogonally constrained problems below. Another approach is also speci ed in detail in 28] and 44, 43] .
For problems that also have linear equality constraints, one can use the notion of copositivity to strengthen the SDP relaxation. However, this does not result in a tractable relaxation in general, see 82] .
Speci c instances of these relaxations (quadratic assignment and graph partitioning problems) appear in 107, 99] . We will present the recipe for generating a relaxation below in Section 3.
Strong Duality
In the case of strong duality (zero duality gap and dual attainment), our bounds are exact. As expected, this holds (generically) in the convex case. Surprisingly, there are several cases on nonconvex quadratic programs where this holds as well. In this Section 2.3 we amplify on our theme that illustrates the strength of the Lagrangian relaxation, i.e. that a tractable bound implies a Lagrangian relaxation is at work.
Recall the general quadratically constrained quadratic program (2.19). For simplicity we have replaced each equality constraint by two inequality constraints. We will use equality constraints when absolutely required. We let F denote the feasible set. i.e. we have found an optimum x and have a zero duality gap when these su ciency conditions (feasibility, attainment, complementary slackness) hold. Note that since we are dealing with an unconstrained minimum of a quadratic Lagrangian, we obtain the interesting statement: necessary conditions for the su ciency conditions to hold, i.e. we need stationarity of the Lagrangian and positive semide niteness of the Hessian of the Lagrangian. Thus, when these two conditions are incompatible we lose strong duality; we can even expect a duality gap. We now present several Q 2 P problems where the Lagrangian relaxation is important and well known. In all these cases, the Lagrangian dual provides an important theoretical tool for algorithmic development, even where the duality gap may be nonzero. We continue to emphasize our theme that illustrates that the Lagrangian relaxation is best. If is attained at ; x ; then a su cient condition for x to be optimal for CQP is primal feasibility and complementary slackness, i.e. In addition, it is well known that the Karush-Kuhn-Tucker (KKT) conditions are su cient for global optimality, and under an appropriate constraint quali cation the KKT conditions are also necessary. Therefore strong duality holds if a constraint quali cation is satis ed, i.e. in this case there is no duality gap and the dual is attained. However, surprisingly, if the primal value of CQP is bounded then it is attained and there is no duality gap, see e.g. 96, 78, 79, 77] . (This can be considered to be an extension of the Frank-Wolfe Theorem, 59].) However, the dual may not be attained, e.g. consider the convex program 0 = minfx : x 2 0g and its (unattained) dual 0 = max 0 min x x + x 2 = max >0 min x x + x 2 :
Algorithmic approaches based on Lagrangian duality appear in e.g. 40, 58, 67].
Rayleigh Quotient
Suppose that A = A T 2 S n : It is well known that the smallest eigenvalue 1 of A is obtained from the Rayleigh quotient, i.e. quotient forms the basis for many algorithms for nding the smallest eigenvalue, and these algorithms are very e cient. In fact, it is easy to see that there is no duality gap for this nonconvex problem, i.e. To see this note that the inner minimization problem in (2.24) is unconstrained. This implies that the outer maximization problem has the hidden semide nite constraint (an ongoing theme in this paper) A ? I 0;
i.e. is at most the smallest eigenvalue of A. With set to the smallest eigenvalue, the inner minimization yields the eigenvector corresponding to 1 : Thus, we have an example of a nonconvex problem for which strong duality holds. Note that the problem (2.23) has the special norm constraint, and a homogeneous quadratic objective. Thus, this nonconvex problem can be solved e ciently. But, also, strong duality holds for the Lagrangian dual which supports our theme.
Trust Region Subproblem
We will next see that strong duality holds for a larger class of seemingly nonconvex problems. The trust region subproblem, TRS, is the minimization of a quadratic function subject to a norm constraint.
No convexity or homogeneity of the objective function is assumed. We allow for a further extension, i.e. we do not assume convexity of the constraint and allow inde nite quadratic functions for both objective and where y denotes Moore-Penrose inverse. It is shown in 92] that strong duality holds for TRS, i.e. there is a zero duality gap = ; and the dual is attained. (The primal is also attained.) Thus, as in the eigenvalue case, we see that this is an example of a nonconvex program where strong duality holds. In addition, this implies that this problem can be solved e ciently; polynomial time results are presented in 103].
We include a short proof of strong duality, for the inequality constrained case, based on the outline in 53], i.e. we fall back on the convex case after a perturbation. Note that the key to the proof is being able to pass between the inequality and equality constraints.
Proof.
Without loss of generality, we can assume that TRS is nonconvex. (Otherwise, we apply the convex results discussed above.) Therefore is attained on the boundary of the feasible set and the smallest eigenvalue of Q 0 ; denoted ; is negative. Then TRS is equivalent to = min max min x x T Q 0 x ? 2c t 0 x + ( ? )(x T x ? 2 ) ( < 0) = : (2.25) curr.tex; 4/11/1999; 14:36; p. 18 As mentioned above, extensions of this result to a two-sided general, possibly nonconvex, constraint are discussed in 92, 63] . An algorithm based on Lagrangian duality appears in 86] and (implicitly) in 64, 87] . These algorithms are extremely e cient for the TRS problem, i.e. they solve this problem almost as quickly as an eigenvalue problem.
The fact that we can solve the TRS e ciently even though the objective and constraint may be nonconvex is surprising. In fact, in 60] Martinez shows that the TRS can have at most one local and nonglobal optimum, and the Lagrangian at this point has one negative eigenvalue. Therefore, it is even more surprising that the Lagrangian dual (relaxation) allows one to nd the global minimum without ever getting trapped near the local minimum.
In fact, for GTRS we still have a 0 duality gap, though strong duality may fail, e.g. consider the simple program min x s.t. x 2 0: The results in 92] provide strong duality for GTRS with a two sided constraint using the constraint quali cation that < : In 63] , necessary and su cient optimality conditions are presented for GTRS using the constraint quali cation that minq 0 (x) < max q 0 (x): Using these results in combination with the extension of the Frank-Wolfe result (e.g. 59]) gives us the following. THEOREM 2.2. Consider GTRS: a zero duality gap always holds and, moreover, if the optimal value is nite, then it is attained.
Two Trust Region Subproblem
The two trust region subproblem, TTRS, consists in minimizing a (possibly nonconvex) quadratic function subject to a norm and a least squares constraint, i.e. two convex quadratic constraints. This problem arises in solving general nonlinear programs using a sequential quadratic programming approach, and is often called the CDT problem, see 19] .
In contrast to the above single TRS, the TTRS can have a nonzero duality gap, see e.g. 76, 104, 105, 106] . This is closely related to quadratic theorems of the alternative, e.g. 23]. In addition, if the constraints are not convex, then the primal may not be attained, see e.g. 59].
As mentioned above, Martinez 60] shows that the TRS can have at most one local and nonglobal optimum, and the Lagrangian at this point has one negative eigenvalue. Therefore, if we have such a case and add another ball constraint that contains the local, nonglobal, optimum in its interior and also makes this point the global optimum, we obtain a TTRS where we cannot have a zero duality gap due to the negative eigenvalue. It is uncertain what constraints could be added to close this duality gap. In fact, it is still an open problem whether TTRS is an NP-hard or a polynomial time problem.
2.3.5. General Q 2 P The general, possibly nonconvex, Q 2 P has many applications in modeling and approximation theory, see e.g. the applications to SQP methods in 50]. Examples of approximations to Q 2 P also appear in 27].
The Lagrangian relaxation of a Q 2 P is equivalent to the SDP relaxation, and is sometimes referred to as the Shor relaxation, see 91]. The Lagrangian relaxation can be written as an SDP if one takes into the account the hidden semide nite constraint, i.e. a quadratic function is bounded below only if the Hessian is positive semide nite. The SDP relaxation is then the Lagrangian dual of this semide nite program. It can also be obtained directly by lifting the problem into matrix space using the fact that x T Qx = Trace x T Qx = Trace Qxx T , and relaxing xx T to a semide nite matrix X.
One can relate the geometry of the original feasible set of Q 2 P with the feasible set of the SDP relaxation. The connection is through valid quadratic inequalities, i.e. nonnegative (convex) combinations of the quadratic functions; see 28, 44] and our Section 2.2.
Orthogonally Constrained Programs with Zero Duality Gaps
We now follow the approach in 6, 5, 4] and consider the orthonormal type constraints X T X = I; X 2 M m;n (sometimes known as the Stiefel manifold, e.g. 24]) and the trust region type constraint X T X I; X 2 M m;n :
Applications and algorithms for optimization on orthonormal sets of matrices are discussed in 24].) In this section we will show that for m = n, strong duality holds for a certain (nonconvex) quadratic program de ned over orthonormal matrices. Because of the similarity of the orthonormality constraint to the norm constraint x T x = 1, the results of this section can be viewed as a matrix generalization of the strong duality result for the Rayleigh Quotient problem (2.23).
Let A and B be n n symmetric matrices, and consider the orthonormally constrained homogeneous Q 2 QAPT := min Trace AXBX T s.t. XX T I: The constraints are convex with respect to the L owner partial order and so it is hoped that solving this problem would be useful. Also, this problem is visually similar to the TRS discussed above. And so we would like to nd a characterization of optimality. where X is a symmetric matrix. (Note that a common diagonalization of X and X 2 shows that the rank of X is one and X 0:) We use the following notation for linear operators and adjoints: for S 2 S n ; the vector s = svec (S) 2 < t(n) ; is formed (columnwise) from S while ignoring the strictly lower triangular part of S: Its inverse is the operator S = sMat (s): The adjoint of svec is the operator hMat (v) which forms a symmetric matrix where the o -diagonal terms are multiplied by a half, i.e. this satis es svec (S) T v = Trace S hMat(v); 8S 2 S n ; v 2 < t(n) ;
where t(n) = n(n+1)=2: The adjoint of sMat is the operator dsvec (S) which works like svec except that the o diagonal elements are multiplied by 2, i.e. this satis es dsvec (S) T v = Trace S sMat(v); 8S 2 S n ; v 2 < t(n) :
For notational convenience, we de ne the vectors sdiag (s) := diag(sMat(s)) and vsMat (s) = vec (sMat(s)); the adjoint of vsMat is then given by vsMat (s) = dsvec In fact, if we let z = y 0 x ; then we see that this is itself a maxcut problem with additional linear constraints that sdiag x = e (these nodes must be grouped together) and extra nonlinear constraints given by sMat (x) 2 ? n sMat (x)y 0 = 0:
As discussed in Remark 1.2, the Lagrange multipliers for symmetric matrix valued functions will be symmetric matrices. We now take the We can move the variable y 0 into the Lagrangian without increasing the duality gap since this is a trust region subproblem. Note that the matrix sdiag sdiag 2 S t(n) is diagonal with elements determined using e T i (sdiag sdiag ) e j = sdiag (e i ) T sdiag (e j ) = 1 if i=j=t(k) 0 otherwise. Similarly, we nd that, for T = P ij t ij E ij ; where the matrices E ij are the elementary matrices e i e T j + e j e T i ; we have dsvec (T sMat ) = X ij t ij dsvec (E ij sMat) :
Now cancel the 2 and get the (equivalent to the Lagrangian dual) semide nite program MCDSDP2 2 = min nw + Trace ET + Trace 0S + t s.t.
H(w; T; S; t) H c
If we take T su ciently positive de nite and t su ciently large, then we can guarantee Slater's constraint quali cation. Therefore the dual of this SDP is the strengthened SDP relaxation of MC. This problem has 2t(n)?1 constraints. In addition, it can be seen that the Slater constraint quali cation fails for this problem. But, we can project this problem onto a smaller dimension and get a new further simpli ed problem.
We now see that using the adjoints can greatly simplify proofs as the following surprising result and proof show. Thus we see that this new bound is always strictly better than the previous one. Numerical results on small problems are presented in 3]. They consistently provide a signi cant improvement over the already strong original SDP bound.
