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Re´sume´
Les contraintes tables sont tre`s e´tudie´es par la com-
munaute´ de programmation par contraintes. De nom-
breux algorithmes de filtrage pour ce type de contraintes
(et aussi leurs combinaisons, par exemple, voir [6]) ont
e´te´ propose´s ces dernie`res anne´es. L’un des meilleurs al-
gorithmes, appele´ STR2, qui est base´ sur la technique
dite de re´duction tabulaire simple (STR pour Simple
Tabular Reduction), maintient dynamiquement la liste
des tuples supports de chaque contrainte au cours des
processus d’infe´rence et de recherche. Sur certains pro-
ble`mes, cet algorithme est toutefois supplante´ par une
approche consistant a` repre´senter de manie`re compacte
l’ensemble des tuples a` l’aide d’un diagramme multiva-
lue´ (MDD). Dans cet article, nous e´tudions la possibilite´
de combiner l’approche STR avec une forme compres-
se´e base´e sur l’identification de motifs re´currents dans
l’ensemble des tuples de chaque contrainte table.
Abstract
Over the recent years, many filtering algorithms have
been developed for table constraints. STR2, one of the
most efficient algorithms, is based on the technique of
simple tabular reduction, meaning that it maintains dy-
namically the list of supports in each constraint table
during inference and search. However, for some specific
problems, the approach that consists in representing in
a compact way tables by means of multi-valued deci-
sion diagrams (MDD) overcomes STR2. In this paper,
we study the possibility of combining simple tabular re-
duction with a compression form of tables based on the
detection of recurrent patterns in tuples.
1 Introduction
L’inte´reˆt pour les contraintes tables, qui sont des
contraintes de´finies en extension en listant les tuples
autorise´s (ou ceux qui sont interdits), est impor-
tant en programmation par contraintes. En effet,
nombre de proble`mes impliquent l’utilisation de ce
type de contraintes. Dans certains cas, repre´senter
celles-ci n’est malheureusement pas possible car l’es-
pace me´moire requis est trop important. Rappelons
que la complexite´ spatiale pour repre´senter tous les
tuples croˆıt de manie`re exponentielle avec l’arite´ des
contraintes. En vue de re´duire la complexite´ spatiale,
diffe´rentes approches ont e´te´ propose´es dans la litte´ra-
ture. Certaines introduisent des structures de donne´es
compactes telles que les tries (arbres de pre´fixes) [2],
les MDDs [1], les tables compresse´es [3] ou encore les
automates de´terministes finis (DFA) [7]).
A` ce jour, les algorithmes de filtrage les plus efficaces
pour les contraintes tables sont ceux base´s sur l’utilisa-
tion des MDDs, et surtout ceux base´s sur la technique
STR (Simple Tabular Reduction). En particulier, les
variantes STR2 [4] et STR3 [5] de l’algorithme STR1
original [9] ont e´te´ montre´es particulie`rement compe´ti-
tives sur de nombreuses classes de proble`mes. De ma-
nie`re sche´matique, hormis les proble`mes pour lesquels
le taux de compression possible avec l’utilisation de
MDDs est tre`s e´leve´, l’approche STR est celle qui est
la plus efficace.
Pour e´tendre la gamme de proble`mes pour lesquels
STR est approprie´e, nous proposons de combiner cette
approche avec une technique simple de compression de
tuples (diffe´rente de celle propose´e dans [3] qui rem-
place des ensembles de tuples par un produit carte´-
sien de sous-domaines). Le principe est d’identifier les
motifs (sous-tuples) re´currents au sein des tuples de
chaque contrainte, et d’inte´grer une indirection au ni-
veau des tuples vers ces motifs. L’algorithme de filtrage
STR doit eˆtre alors modifie´ pour prendre en compte
ces indirections, un syste`me d’horodatage permettant
d’e´viter d’effectuer plusieurs fois les tests de validite´
pour chaque motif.
Dans cet article, nous de´taillons notre approche en
de´crivant l’utilisation d’arbres de pre´fixes a` la lec-
ture des contraintes tables, puis celle de structures an-
nexes pour les motifs et l’horodatage. Nous pre´sentons
quelques re´sultats expe´rimentaux avant de conclure.
2 Me´thode de compression
Une contrainte table est une contrainte qui est de´fi-
nie en extension par un ensemble de tuples. Un tuple
repre´sente une combinaison de valeurs pour les va-
riables de la contrainte, autorise´e en cas de contrainte
positive et re´fute´e en cas de contrainte ne´gative. Un
tuple est dit valide lorsque les valeurs de celui-ci sont
pre´sentes dans les domaines courants des variables cor-
respondantes.
Un motif µ est une se´quence de valeurs conse´cu-
tives dans un tuple τ d’une table. On note |µ| la lon-
gueur d’un motif µ, et nbOcc(µ) le nombre d’occur-
rences du motif repe´re´es dans l’ensemble des tuples
d’une contrainte donne´e.
Afin de re´duire la complexite´ spatiale de la repre´sen-
tation des tuples de chaque contrainte, nous allons re-
pe´rer les motifs les plus fre´quents et remplacer chaque
occurrence de motif par un symbole unique. De ce fait,
la taille utilise´e pour repre´senter la table sera d’autant
plus faible que la longueur des motifs sera grande et
que leur nombre d’occurrences sera important.
Il est important de noter que nous conside´rons que
les motifs extraits dans le cadre de notre approche sont
inde´pendants de leur position initiale dans le tuple. En
conse´quence, un motif ne correspond pas obligatoire-
ment a` l’affectation des meˆmes valeurs aux meˆmes va-
riables mais plutoˆt la meˆme suite d’affectation a` une
se´quence de variables conse´cutives. Ce choix a e´te´ fait
dans l’espoir d’obtenir des motifs les plus fre´quents
possibles, et donc une meilleure compression.
Pour identifier les motifs pertinents, nous allons
dans un premier temps cre´er une foreˆt d’arbres de
pre´fixes a` partir des diffe´rents tuples d’une contrainte
table donne´e. Un arbre enregistre toutes les se´quences
existantes de valeurs de longueur donne´e et leur
nombre d’occurrences. Pour garantir un certain niveau
d’efficacite´ de compression, la longueur minimale des
se´quences est fixe´e dans notre approche a` 3, et la lon-
gueur maximale a` l’arite´ de la contrainte moins 1.
Dans un second temps, il nous faut identifier les mo-
tifs les plus efficaces pour le processus de compression.
Pour cela nous allons introduire la notion de score
d’un motif µ comme suit :
score(µ) = |µ| × nbOcc(µ)
Un seuil de se´lection est fixe´, seuls les motifs dont
le score est supe´rieur au seuil de se´lection sont rete-
nus dans l’algorithme de compression et stocke´s dans
la table des motifs. Pour des raisons d’efficacite´, le
nombre total de motifs retenus est borne´ par un second
parame`tre afin de controˆler le temps de compression.
Le processus de compression utilise donc les motifs
dont le score est supe´rieur au seuil de se´lection. Un
parcours de la table est effectue´ pour de´tecter la pre´-
sence des motifs retenus et e´tablir une re´fe´rence vers
la table de motifs. Si dans un tuple, plusieurs motifs
se recouvrent, l’algorithme de compression choisit en
priorite´ le motif ayant le meilleur score. Apre`s com-
pression, la table contient des tuples de longueurs dif-
fe´rentes compose´s de valeurs et de re´fe´rences vers la
table des motifs.
Nous donnons maintenant une illustration de ce pro-
cessus. La table 1 repre´sente une contrainte table posi-
tive d’arite´ 5, portant sur les variables x1, x2, . . . , x5.
Nous pouvons remarquer que plusieurs motifs se re´-
pe`tent au sein des tuples parmi lesquels nous pouvons
citer cbc, aab et abb comme des motifs de longueur 3
et aabb, acbc et cbca comme des motifs de longueur 4.
A` la lecture de notre contrainte table nous pouvons
construire les arbres de pre´fixes sche´matise´s a` la figure
1 correspondant aux motifs possibles de tailles 3 (mi-
nimum) et 4 (arite´ de la contrainte moins 1). Chaque
feuille identifie un chemin µ (allant de la racine a` la
feuille) auquel il est possible d’associer (au niveau de
la feuille) le compteur nbOcc(µ) (ceci n’est pas montre´
sur la figure).
x1 x2 x3 x4 x5
τ1 (c, b, c, a, c)
τ2 (a, a, b, b, a)
τ3 (a, c, b, c, a)
τ4 (b, a, c, b, c)
τ5 (b, a, a, b, b)
τ6 (a, c, b, c, b)
τ7 (a, c, a, c, a)
Table 1 – Contrainte en extension Cx1,x2,x3,x4,x5
L’application de l’algorithme de compression nous
permet d’avoir une version compresse´e de la contrainte
table ; sa repre´sentation logique est donne´e par la fi-
gure 2(a) tandis que la table des motifs est donne´e
par la figure 2(b). Les tuples τ1, τ3, τ4, τ5 de la table
compresse´e font re´fe´rence au motif µ3 aux positions
respectives 1, 2, 3, et 2, et les tuples τ2, τ6 font re´-
fe´rence au motif µ2 aux positions respectives 1 et 2.
Ce me´canisme de compression peut entraˆıner une re´-
duction importante de l’espace me´moire occupe´ par la
contrainte table de de´part. Ceci est illustre´ par la vue
physique donne´e par la figure 2(c).
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Figure 1 – Arbres de pre´fixes de longueur 3 et 4 construits a` partir de la contrainte de la table 1
x1 x2 x3 x4 x5
τ1 µ3 a c
τ2 µ2 b a
τ3 a µ3 a
τ4 b a µ3
τ5 b µ2 b
τ6 a µ3 b
τ7 a c a c a
(a) Table compresse´e (vue logique)
µ1 ...
µ2 a,a,b
µ3 c,b,c
... ...
(b) Table des motifs
τ1 µ3 a c
τ2 µ2 b a
τ3 a µ3 a
τ4 b a µ3
τ5 b µ2 b
τ6 a µ3 b
τ7 a c a c a
(c) Table compresse´e (vue physique)
Figure 2 – Compression de la table
3 Algorithme de filtrage
Lors du filtrage d’une contrainte table, il est ne´ces-
saire de ve´rifier la validite´ des tuples, ce qui implique
de ve´rifier la validite´ des motifs. Quand un motif ap-
paraˆıt plusieurs fois dans la table a` partir de la meˆme
position, nous souhaitons n’effectuer le test de validite´
du motif qu’une seule fois, ce qui permet de traduire
la compression spatiale en une re´duction du temps de
filtrage.
Pour ce faire, nous utilisons un compteur time qui
est incre´mente´ a` chaque filtrage de la contrainte table
et un tableau stamps[µi, j] associe´ a` la contrainte.
Pour un motif µi qui s’applique a` partir d’une posi-
tion j, stamps[µi, j] donne le re´sultat du dernier test
de validite´ de (µi, j) (champ stamps[µi, j].valid) ainsi
que la valeur stamps[µi, j].time du compteur time lors
de ce test. Chaque fois que la validite´ de (µi, j) doit
eˆtre teste´e, nous ve´rifions d’abord si stamps[µi, j].time
est e´gal a` la valeur courante de time. Si c’est le cas,
la validite´ a de´ja` e´te´ teste´e dans l’ope´ration de filtrage
courante et donc stamps[µi, j].valid fournit directe-
ment la re´ponse, ce qui e´vite des calculs inutiles. Si-
non, il faut effectivement tester la validite´ de (µi, j) et
sauvegarder le re´sultat dans stamps[µi, j].
position
1 2 3
µ2 0, ? 0, ? 0, ?
µ3 0, ? 0, ? 0, ?
(a) Initialisation des
champs (time, valid)
position
1 2 3
µ2 1, F 1, V 0, ?
µ3 1, F 1, V 1, F
(b) A` la fin de time = 1
Figure 3 – E´volution de la structure stamps
La figure 3 pre´sente un exemple d’e´volution de la
structure stamps. Au de´part, tous les e´le´ments sont
initialise´s a` time = 0 et le champ valid reste non as-
signe´ (voir figure 3(a)). Lors du premier filtrage de la
table, le compteur global time passe a` 1. Pour de´ter-
miner si le tuple τ3 (par exemple) est valide, il faut
s’assurer que µ3 a` la position j = 2 est valide. Comme
stamps[µ3, 2].time n’est pas e´gal a` la valeur courante
de time, nous savons que ce test n’a pas de´ja` e´te´ fait.
Nous ve´rifions donc si c, b et c sont toujours pre´sents
dans les domaines de x2, x3 et x4 respectivement. Nous
supposons ici que le re´sultat est positif. Nous stockons
donc (1, V rai) dans stamps[µ3, 2]. Lorsque nous tes-
tons ensuite la validite´ du tuple τ5, on s’aperc¸oit im-
me´diatement que la validite´ de µ3 a e´te´ teste´e lors du
filtrage courant et il suffit de prendre le re´sultat sauve-
garde´ dans stamps[µ3, 2].valid. En supposant que µ2
et µ3 sont tous les deux invalides en position 1, valides
en position 2 et que µ3 est non valide en position 3,
nous obtenons a` la fin du filtrage le re´sultat pre´sente´
en figure 3(b).
Pour une contrainte d’arite´ r et un motif µ, il n’y a
que r − |µ| + 1 couples (µ, j) possibles (car 1 ≤ j ≤
r − |µ|+ 1). La structure stamps a donc une taille en
O(m.r) ou` m est le nombre de motifs identifie´s.
4 Re´sultats expe´rimentaux
Pour montrer le potentiel de notre approche (STRc),
nous avons compare´ le comportement des algorithmes
STR1, STR2, STR3 et STRc lorsqu’ils sont inte´gre´s
a` l’algorithme de recherche MAC (qui maintient la
proprie´te´ de cohe´rence d’arc ge´ne´ralise´e lors d’une re-
cherche arborescente). Nous avons effectue´ quelques
tests sur des instances de deux proble`mes distincts : le
premier correspond aux se´ries mdd introduites dans [1]
et le second a` la construction de nonogrammes [8]. Les
re´sultats figurent en table 2 ; l’heuristique dom/ddeg
est utilise´e pour garantir le meˆme parcours d’arbre
(dom/wdeg est plus versatile).
L’algorithme STRc permet une e´conomie spatiale
d’au moins 50% par rapport a` STR1 et STR2, et jus-
qu’a` un facteur 4 par rapport a` STR3. Les temps de
re´solution sont donne´s sous la forme build+search ou`
build indique le temps pour construire l’instance et
search le temps ne´cessaire pour trouver une solution.
Lorsqu’on conside`re le temps de recherche, il apparaˆıt
que STRc rivalise avec STR1, mais reste toutefois sup-
plante´ par STR2. Il est vraisemblable qu’un meilleur
re´glage des parame`tres utilise´s pour STRc (dans notre
expe´rimentation, 500 motifs autorise´s avec un seuil de
se´lection e´gal a` 50) permettrait de mieux controˆler le
temps ne´cessaire a` la construction.
Instance STR1 STR2 STR3 STRc
mdd-25-7-23 mem 147M 147M 384M 102M
CPU 2.3+26.3 2.3+13.7 2.7+50.0 11.4+30.6
mdd-23-15-1 mem 223M 238M 597M 127M
CPU 4.0+31.1 3.9+10.8 4.8+220 37.6+33.7
non-gp-65 mem 33M 33M 76M 21M
CPU 0.5+41.1 0.6+12.0 0.7+9.1 7.3+37.5
non-gp-130 mem 221M 230M 663M 129M
CPU 4.1+0.5 4.1+0.3 5.3+0.6 120+0.5
Table 2 – Espace me´moire et temps CPU pour re´-
soudre quelques instances avec MAC.
5 Conclusion
Dans cet article, nous avons cherche´ a` combiner
l’approche STR avec une compression originale des
contraintes tables. En identifiant les motifs re´currents
dans l’ensemble de tuples pre´sents dans les diffe´rentes
tables, il est possible d’e´conomiser l’espace me´moire
(a` l’aide d’un syste`me d’indirection) et e´galement le
temps CPU en e´vitant les tests de validite´ redondants
sur les motifs enregistre´s. L’algorithme STRc que nous
proposons semble, d’apre`s nos tests pre´liminaires, riva-
liser avec STR1 (au niveau de la recherche) mais sup-
plante´ par STR2. Nous envisageons d’e´tudier diverses
optimisations de ce nouvel algorithme, ainsi qu’un re´-
glage plus fin des parame`tres ne´cessaires a` l’identifi-
cation des motifs. Nous projetons e´galement, dans un
futur proche, d’e´tudier d’autres mode`les de compres-
sion, toujours en conjonction avec l’approche STR.
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