Abstract-Ultrasonic motors are a good alternative to electromagnetic motors in medical robotics, since they are electromagnetically compatible. Estimating speed instead of using encoders reduces cost and dimension of the robot on the one hand and increases reliability on the other hand. However, no sensorless speed controller is yet industrialized. Analytical models of the traveling wave ultrasonic motor being too complex to be exploited for sensorless control purpose, we suggest speed estimation based on artificial neural networks. The artificial neural network is designed based on a sensitivity analysis using design of experiments methods. Factorial designs have been chosen to find out the effects of each input factor, but also the effect of their interactions. First results show that speed estimation using artificial neural networks is a promising approach. The artificial neural network optimized with design of experiments methods is a valid model of the traveling wave ultrasonic motor to estimate speed.
I. MOTIVATION
We are developing haptic interfaces compatible with functional magnetic resonance imaging (fMRI) for neuroscience studies. A one degree of freedom prototype actuated by a traveling wave ultrasonic motor (USM) using load and speed sensors for operation under admittance control has been developed. This device can be used in conjunction with fMRI, providing torque and motion feedback simultaneously with imaging without deteriorating imaging quality [1] . While the load torque must be measured for experimental purposes, a sensorless speed controller would reduce complexity and favor miniaturization of the device and therefore facilitate the intended construction of multiple degree of freedom systems.
II. TRAVELING WAVE ULTRASONIC MOTOR A. Characteristics
USM are well suited to haptic interfaces in medical applications [2] , because on one hand, they present a high power density and a high output torque at low speed, and on the other hand due to their magnetic compatibility [3] . Figure 1 shows a schematic of the used USM. There are two stages of energy conversion :
• In the stator, electrical energy is converted to strain energy through piezoceramics, where the supply signal induces mechanical vibrations.
• The frictional impact at the stator-rotor interface transforms these ultrasonic vibrations into rotary movement of the stator. The detailed operating principle of the USM is explained in [4] and [5] .
B. Modeling
While the linear characteristics of free vibration in the stator in the first stage can be modeled by equations of motion, the phenomenon at the stator-rotor interface inherently displays non-linear dynamics and modeling becomes complex.
Important contributions are the equivalent circuit model [4] , finite element approaches [6] or the analytical model incorporating the stator-rotor interface forces and predicting the resulting motor performance as a function of design parameters [7] .
Due to their complexity, these models are either difficult or even impossible to exploit for sensorless control purposes. Hence, we decided to model the actuator using artificial neural networks (ANN).
In an earlier work [8] we studied the performance of the USM. Namely, we investigated efficiency and optimized the axial prestressing force between stator and rotor (cf. Figure  1) , which is chosen according to the results obtained in [8] . Here, we consider the motor to be a black box. We use Design of Experiment (DoE) techniques to identify how the input parameters influence the output speed and in which manner the inputs interact. We consider only the linear regions of the experimental domain where the motor's behavior is useful. In such a way, a linear model can represent the motor characteristics well enough. The results obtained in this process show us which input parameters are useful as inputs to the ANN. The ANN is then trained using the DoE data obtained with a test bench as well as experimental data from the prototype of the haptic interface presented in [1] .
III. SENSITIVITY ANALYSIS
We know that the output of the ANN will be the motor speed. But the possible input parameters must be the subject of an evaluation process to understand which of them are suitable to achieve the most accurate speed prediction at minimal cost. Sensitivity analysis can be used to determine factors that have a large influence on the output and also to identify interactions between factors. These findings may show that it is sufficient to use as inputs some subset of the correlated variables.
A. Design of Experiments
The sensitivity analysis using DoE distinguishes the present project from earlier research done on the subject [9] . It allows one to find the ideal input parameters to the neural network while optimizing the accuracy of the output speed prediction. There exists a large variety of experimental designs [10] . The sensitivity analysis using the DoE methods is divided into the following tasks :
• Choice of possible input parameters, and definition of their range.
• Data acquisition, by varying the input parameters according to the defined range.
• Determination of the influence on the output and correlation of the input parameters. The last and crucial step is carried out by applying the DoE formalism implemented in Matlab to the experimental data. All measurable input parameters are tested for their influences on the output and their correlation. If the influence on the output of a parameter is below a specific value or if its correlation with another, more critical parameter, is above a defined value, it will not be used as an input for the ANN.
B. Factorial Design and Polynominal Linear Regression
This method allows us to study the effect of each factor on the response variable, while requiring fewer observations than by conducting separate experiments for each factor independently. This is achieved by choosing the points of measure at the edge of the multi-dimensional domain defined by the input parameter ranges and fitting the acquired data to an appropriate polynomial function corresponding to a Taylor series of the model being analyzed (Equation 1). It also allows studying the effect of the interaction between factors on the response variable. Full factorial design allows for determining all coefficients of a linear model with all possible interactions within 2N runs.
The coefficients are found by polynomial linear regression (least square fitting) from the data obtained according to the designed experiment.
The coefficients a 0 , a 1 T , then the system of equations is written down and solved by the following way :
IV. RESULTS OF THE SENSITIVITY ANALYSIS

A. Data Analysis and ANOVA
There are two main methods of data analysis :
• The comparison of the data with a statistical distribution • The comparison of a subset of the data with another subset of the data We are interested in comparing the effects with the residual error. Therefore, we opt for the second approach by applying an analysis of variance (ANOVA) on the modeling data. Let n be the number of sets of identical observations within each of K factors and y ij be the jth observation within factor i. We balance the ANOVA by restricting n to be the same for each factor.
The total sum of squares : The sum of squares of the model :
The sum of squares of the residual :
whereȳ i is the mean of observations within a factor andȳ is the mean of means [11] .
The results of the ANOVA are shown in Table I . We calculate the F-Ratio (F) of the mean squared values (MS) of model and residual. It is expected that the mean square of a significant effect will be significantly greater than the mean square of the residual errors. The evaluation of the ratio is done in an objective way by comparing it with the probability of such a ratio between two random variables following a χ 2 distribution. This comparison is then done using the Fcumulative distribution function, giving the probability of getting the same ratio randomly :
Here, the higher the probability of p, the less the effect is significant. The distribution depends on the degrees of freedom ν 1 (the considered effect) and ν 2 (the residual).
B. Test Bench
A schematic representation of the test bench is shown in Figure 2 . The mechanical system is composed of a Shinsei USR 60 USM mounted on a aluminium support and coupled to a hysteresis dynamometer. The dynamometer delivers load torque independently of motor speed and therefore allows for measuring the motor characteristics on the full range from no load to motor blocking. Speed is measured with a rotary optical encoder.
A TI TMS2407 Microcontroller is used to compute the control signal ; the power conversion circuit described in [12] generates the two alternating voltages which drive the motor.
C. Linear Model of USM
To represent the system characterized by the input parameters in Table II with a linear model, we use a method including also quadratic effects. The space spanned by the factorial design was augmented with star points along the axes, and center points at the origin to form a central composite design. Second order and higher interaction effects were neglected. Temperature is held constant in experimentation, which is justified as in our application the motor is never in continuous motion for longer than a few seconds, and therefore its surface temperature remains stable. This hypothesis is valid only in well defined laboratory conditions and the study presented here must be extended to be of general validity.
As we see from Equation 1, the coefficients of the obtained linear model contain information about the parameter's influence on the output. Referring to Figure 3(a) , we see that the parameters with the greatest influence on the speed output are frequency (f ), current (Iph and I tot ) and the applied load torque (M ). From the above observations, it is apparent that frequency and load torque must be taken into account as inputs for the neural network. From the other possible inputs, phase current is selected as a third input parameter. Although its contribution to the output is slightly lower than the supply current's, the correlation with phase and supply voltage is higher.
D. Response Surface Analysis
The excitation voltage of the piezoceramics must be chosen to obtain an optimal behavior and is not exploited as main control variable. For speed control we have thus the choice between frequency f and phase shift φ. We are especially • speed output of the motor and the behavior under load when phase shift between the two excitation signals is varied at constant optimal driving frequency • speed output of the motor and the behavior under load as a function of drive frequency when the phase shift between the two excitation signals is held constant. In both cases, a set of two parameters (f ,M and φ,M respectively) is chosen to find the model coefficients by the method of least squares ( Figure 5) . The coefficients are then used to draw the response surface based on the entire normalized input space. The second order model taking into account main effects, interactions and squared terms delivers the best model of the real motor behavior, which was verified with measures outside the central composite design. At three levels of load torque, the respective second model parameter was varied in the region of interest (Figure 7 and Figure  6 ). The response surface corresponding to phase shift control ( Figure 7) does not match reality at high torque for low values of phase shift. Speed becomes negative there, which is not true, but rotor stops due to non-linearity in the rotor-stator surface contact phenomenon. This is known, and dead-zone compensation methods have been proposed [13] . However, for the present application, where high load torque is applied, this dead-zone is not acceptable and we therefore use a different frequency control method. 
V. MOTOR CONTROL
Now we know that, basically, the speed of the USM can be controlled by varying the frequency, the voltage amplitude and the phase difference of the two sinusoidal input waveforms. However, the USM suffers from severe system nonlinearities and parameter variations due to changes in load torque as well as surface temperature. Therefore, it is not possible to use a basic PID type controller without any precaution. We have developed a controller based on amplitude modulation of the supply voltage. We use the degree of freedom offered by the amplitude to linearize the frequency-speed characteristic chosen as control law in the previous section. The optimal variation of the supply voltage, making it possible to linearize this characteristic, is obtained when the parameter of control a is a function of the frequency according to the diagram shown in Figure 8 . 
A. Speed limitation
As soon as the motor is operated outside the linear domain, it is likely to stop abruptly. Most commonly this happens when the commanded frequency is dropped below antiresonance which varies as a function of applied torque as illustrated in Figure 9 . This characteristic is taken into account in the control algorithm in order to prevent this pull-out phenomena. Figure 10 shows schematically that as we would limit the allowed frequency range by f min , the drift of the resonance frequency induced by tempereture shift ∆T would decrease the maximum speed by ∆n f . Hence we introduce a speed limit n lim leaving just a small security gap ∆n s relating to the resonance peak.
VI. SPEED ESTIMATION USING ARTIFICIAL NEURAL NETWORKS
Estimating speed instead of using encoders reduces cost and dimensions of the robot and increases reliability. An ANN algorithm is chosen for the purpose of speed estimation because of the nonlinearity of the motor characteristics and the fact that valid analytical models are still too complex to be exploited for control purposes. A neural network, given that enough information is supplied, can be trained to learn any function. Inspired by biologic nervous systems, it is composed of simple elements (neurons) working in parallel which are linked by weighted connections. These weights are adjusted during offline training in order to minimize the error between measured and estimated output.
The study described in the preceding chapters showed that a mathematical relation
gives the relationship between motor speed n and frequency f , phase current I ph and load torque M . Using this function fn, we are able to estimate motor speed. The ANN is then trained using the DoE data obtained with a test bench as well as experimental data from the prototype aiming to identify this relation. After the training step, the online simulation of the network, excited with measurements of frequency (f ), phase current (I ph ) and load torque (M ), allows us to estimate speed ( Figure 13 ). The model of the neuron used is represented in Figure  11 , with R the number of elements in the input vector p. Each input is balanced by a corresponding weight W 1,R . The sum of the balanced inputs, with bias b, represents the input of the transfer function f n associated to each neuron. Any differentiable transfer function f n may be used to generate the neuron output.
Several neurons combined in parallel form a layer and multiple layers are called a multi layer ANN. Every element of the input vector p is connected to every neuron via the matrix W containing the corresponding weights. The neuron model is hence applied for every neuron in the layer to generate the output vector, a = f n (Wp + b) (8) which is the input to the next layer of the network. The structure of the ANN designed to estimate the function given in Equation 7 is shown in Figure 12 .
Once the structure is determined, the weights and biases for each neuron must be initialized and training can start. The training process requires a set of input vectors p and corresponding objective output vector t. During training, the weights and biases are adjusted with the objective of minimizing the performance function 9. The performance function is defined as the mean of the squared error between network output a(k) and objective output t(k) over the length N of one training step. The weights and biases are updated at the end of each training step.
The backpropagation algorithm [14] is used to train the ANN. The idea of this algorithm is to calculate the partial derivative of the performance function with respect to each weight of the network. Let W i,j be the weight of any neuronal connection i-j of the network, the adjustment ∆W i,j at the end of every training step is found with
The algorithm calculates then the new value of the connection weight by the following Equation :
where h is the h th iteration of the backpropagation algorithm. To find the minimum of the performance function 9, we apply the Levenberg-Marquardt algorithm [15] . The Hessian matrix (second derivatives) is approximated as
and the gradient can be computed as
where J is the Jacobian matrix that contains first derivatives of the network errors with respect to the weights and biases, and e is a vector of network errors. Computing the Jacobian matrix through a standard backpropagation technique is much less complex than computing the Hessian matrix [16] . Finally, with our network structure shown in Figure 12 , an analytical approximation of the function fn (Equation 7) given by the ANN after being trained, enables speed estimation :
Where W 1 is the weight matrix for the connection between the hidden layer and the input of the network. W 2 is the weight matrix for the connection between the output layer and the hidden layer of the network. b 1 is the bias vector of the hidden layer. b 2 is the bias vector of the output layer. p is the input vector containing here the values of frequency, phase current and load torque as follows :
The transfer function of the hidden layer (cf. Equation 16 ) is of sigmoid type, which allows the identification of nonlinearities, while the transfer function of the output layer is of linear type, which means that the output may be outside the interval [- 1 1] .
VII. EXPERIMENTAL RESULTS
The ANN is trained offline with the backpropagation method in 500 epochs using the DoE data. To verify the validity of the proposed speed estimation method, the estimated rotor speed is used as actual speed in the PI speed controller (cf. Figure 8) . We compare the predicted motor speed n to the measured motor speed for the transient response ( Figure 13 ) and the steady-state response (Figure 14) . While the speed prediction error is below 5% when the temperature remains approximatively constant, the error reaches 10% when the maximal resonance frequency shift due to motor heating is reached. Hence, the proposed speed estimation method is valid for the application in the haptic feedback device, but is less accurate for continous operation of the USM.
VIII. CONCLUSION
In this paper, we presented a sensorless speed controller for USM using an artificial neural network model for speed estimation. Design of experiments methods make it possible to precisely identify the sensitivity of the speed output on the different input parameters of the USM. This approach is particularly interesting because significant data can be acquired with a minimal number of experiments. Using this data, we designed an ANN modeling the rotor speed of the USM based on frequency, phase current and load torque measures. The implemented speed estimation based on this ANN model was tested for its transient and steady state response. However, while the results were good for the presented application, validity for other USM and different applications has yet to be shown. Therefore, the research will be continued with the aim to generalize the presented speed estimation method. 
