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A QUASI-MONTE CARLO DATA COMPRESSION ALGORITHM FOR
MACHINE LEARNING
JOSEF DICK AND MICHAEL FEISCHL
Abstract. We introduce an algorithm to reduce large data sets using so-called digital
nets, which are well distributed point sets in the unit cube. These point sets together
with weights, which depend on the data set, are used to represent the data. We show that
this can be used to reduce the computational effort needed in finding good parameters
in machine learning algorithms. To illustrate our method we provide some numerical
examples for neural networks.
1. Introduction
Let X = {x1, . . . ,xN} ⊂ [0, 1]s be a set of data points (given as column vectors) and
let Y = {y1, . . . , yn} ⊂ R be the corresponding responses (yn is the response to xn). We
want to find a predictor fθ : [0, 1]
s → R, parameterized by θ, such that fθ(xn) ≈ yn
for n = 1, 2, . . . , N . In the simplest case, fθ is linear, fθ(x) = [1,x
⊤]θ, where x ∈
[0, 1]s, θ ∈ Rs+1 are column vectors and θ needs to be computed from the data. Many
other ’supervised’ machine learning algorithms fall into this category, for instance, neural
networks or support vector machines, see [9] for a range of other methods.
We consider the case where the quality of our predictor fθ is measured by the sum of
squares of residues
err(fθ) =
1
N
N∑
n=1
(fθ(xn)− yn)2 = 1
N
N∑
n=1
f 2θ (xn)−
2
N
N∑
n=1
ynfθ(xn) +
1
N
N∑
n=1
y2n, (1)
with the goal to choose the parameters θ of the function fθ such that err(fθ) is ’small’. If
the optimization procedure is non-trival ((stochastic) gradient descent, Newton’s method,
or others), it is possible that err(fθ) (or maybe ∇θerr(fθ)) has to be evaluated many times
which leads to a cost proportional to
#optimization steps× amount of data︸ ︷︷ ︸
N
Particularly in modern applications in big data and machine learning, the number of data
entries N can be substantial. The goal of this work is to find a useful compression of
the data X which still allows us to compute err(fθ) (and derivatives ∇kerr(fθ)) up to a
required accuracy in a fast way.
The main result can be summarized as follows: There exist a point set P = {zℓ}L−1ℓ=0
and weights {WX ,P,ν,ℓ}L−1ℓ=0 , {WX ,Y ,P,ν,ℓ}L−1ℓ=0 ∈ R such that the error err(fθ) of the predictor
fθ can be approximated by
err(fθ) ≈ appL(fθ) :=
L−1∑
ℓ=0
f 2θ (zℓ)WX ,P,ν,ℓ − 2
L−1∑
ℓ=0
fθ(zℓ)WX ,Y ,P,ν,ℓ +
1
N
N∑
n=1
y2n.
(The meaning of the parameter ν will be explained below.) An important feature of
this approximation is that the weights WX ,P,ν,ℓ and WX ,Y ,P,ν,ℓ do not depend on the
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parameter θ. We show below that the weights can be computed efficiently in linear
cost in N and the convergence of the approximation error is almost linear in L under
some smoothness assumptions on fθ. Under those assumptions, it is reasonable to choose
L ≪ N . Performing the optimization on the approximate quantity appL(fθ) thus may
save considerable computation time, as we now have
#optimization steps× number of representative points︸ ︷︷ ︸
L
.
This introduces an additional error in the optimization procedure and may lead to a
different local minimum (often, the optimization problem is not convex, but has many
local minima) but the value of the minimizer is close to the exact one. We also provide
a bound on the distance between the minimum of the square error and the minimum of
the approximation of the square error under certain assumptions.
For any iterative optimization method which benefits from good starting values (Newton-
Raphson, gradient descent, . . . ), it is also possible to choose a sequence of values L1 ≤
L2 ≤ L3 ≤ · · · and use Lk in the kth optimization step, i.e., we make the approximation
appLk(fθ) more accurate as the optimization procedure gets closer to an approximation
of the parameters θ.
1.1. Related literature. A related technique in statistical learning is called subsam-
pling, where from a data set which is too big to be dealt with directly, a subsample is
drawn to represent to whole data set. This subsample can be drawn uniformly, or using
information available from the data (called leveraging). In [12], an overview over these
techniques and their convergence properties is given. The methods are usually limited to
the Monte-Carlo rate of convergence of L−1/2 for a cost of O(L), see also [18, 17] for linear
models as well as [1] for more general models. As a difference to the present method,
the subsampling methods do not require the whole data set, but rely on statistical as-
sumptions about the dataset. Our method needs to run through the whole data set to
compress it, but does not pose any restrictions on the distribution.
Another related method are support points introduced in [13]. The methods compresses
a given distribution to a finite number of points by solving an optimization problem.
These points can then be used to represent the distribution. The rate of convergence
is slightly better than Monte Carlo (by a polylogarithmic factor) but still slower than
O(L−1/2−ε) for all ε > 0. The approximation result poses restrictions on the distribution
of the data as well as on the functions evaluated on the data.
A similar method as in this paper can be derived by using sparse grid (see, e.g., [3] for
an overview) techniques. The idea is to approximate fθ by its sparse grid interpolation
ILfθ and approximate the error using this representation. While the pros and cons of
both approaches must be investigated further, we only mention that the same duality
also appears in the study of high-dimensional integration problems. Both methods have
their merits, with a slight advantage towards quasi-Monte Carlo methods for really high-
dimensional problems.
1.2. Notation. We introduce some notation used throughout the paper. Let R be the
set of real numbers, Z be the set of integers, N be the set of natural numbers and N0 be
the set of non-negative integers. Let b ≥ 2 be a natural number (later on we will assume
that b is a prime number). For a non-negative integer k let k = κ0+κ1b+ · · ·+κm−1bm−1
denote the base b expansion of k, i.e., κ0, κ1, . . . , κm−1 ∈ {0, 1, . . . , b − 1}. For vectors
k = (k1, k2, . . . , ks) we write the base b expansion of kj as kj = κj,0+κj,1b+· · ·+κj,m−1bm−1.
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Given k, α ∈ N, we define the quantity µα(k) as follows: Let k = κ′1ba1−1+ . . .+κ′rbar−1
for some r ∈ N, non-zero digits κ′1, . . . , κ′r ∈ {1, 2, . . . , b− 1}, and 1 ≤ ar < ar−1 < . . . <
a2 < a1, i.e., ai is the position of the ith non-zero digit of k. Then, we define
µα(k) := a1 + . . .+ amin{α,r}.
Further we set µ(0) = 0. For vectors k = (k1, k2, . . . , ks) ∈ Ns0 we write kj = κ′j,1baj,1−1 +
· · ·+ κ′j,rjbaj,rj−1 and set
µα(k) = µα(k1) + · · ·+ µα(ks) =
s∑
j=1
min{α,rj}∑
i=1
aj,i.
If kj = 0 for some j we assume that aj,i = 0 and rj = 0, in which case we define the sum∑min{α,rj}
i=1 aj,i = 0.
For a vector z ∈ [0, 1)s we write z = (z1, z2, . . . , zs)⊤. We write the base b expansion
of the components of a vector as zj = zj,1b
−1+ zj,2b
−2+ · · · , where zj,i ∈ {0, 1, . . . , b− 1}
and where we assume that for each fixed j ∈ {1, 2, . . . , s}, infinitely many of the zj,i,
i ∈ N, are different from b− 1. This makes the expansion of zj,i unique. If the vector xn
depends on an additional index n, then we write xn,j for the components and xn,j,i for
the corresponding digits.
Let u, v be two non-negative real numbers. Assume that the base b expansions are
given by u = urb
r + ur−1b
r−1 + · · · and v = vsbs + vs−1bs−1 + · · · for some r, s ∈ Z and
ur, ur−1, . . . , vs, vs−1, . . . ∈ {0, 1, . . . , b − 1}, where again we assume that infinitely many
of the ui and also infinitely many of the vi are different from b − 1, which makes the
expansions unique. In the following we set ur+1 = ur+2 = · · · = 0 and analogously vs+1 =
vs+2 = · · · = 0. We introduce the digit-wise addition ⊕b and subtraction ⊖b modulo b.
We have z = u⊕bv, if z has base b expansion z = zmax{r,s}bmax{r,s}+zmax{r,s}−1bmax{r,s}−1+
· · · , where zi = ui + vi (mod b) for all i = max{r, s},max{r, s} − 1,max{r, s} − 2, . . ..
Similarly we define z = u ⊖b v by defining the digits by zi = ui − vi (mod b) for i =
max{r, s},max{r, s} − 1,max{r, s} − 2, . . ..
For two vectors x = (x1, . . . , xs)
⊤ ∈ Rs and y = (y1, . . . , ys)⊤ ∈ Rs we write x ≤ y if
xj ≤ yj for all 1 ≤ j ≤ s. For a subset u ⊆ {1, 2, . . . , s}, the vector (xu, 1−u) denotes the
vector whose jth component is xj is j ∈ u and 1 if j /∈ u.
1.3. Elementary Intervals. We define elementary intervals in base b, where b ≥ 2 is an
integer, in the following way: Let d = (d1, . . . , ds)
⊤ be an integer vector, and let ν ≥ 0
be an integer. We assume that dj ≥ 0 and that |d| = d1 + d2 + · · ·+ ds = ν. Define the
set
Kd = {a = (a1, . . . , as)⊤ ∈ Zs : 0 ≤ aj < bdj}.
Then for a given d and a vector a ∈ Kd the elementary interval Ia,d is given by
Ia,d =
s∏
j=1
[
aj
bdj
,
aj + 1
bdj
)
.
Obviously we have Vol(Ia,d) = b
−|d| = b−ν and for a given d, the elementary intervals
Id = {Ia,d : a ∈ Kd} partition the unit cube [0, 1)s.
Let P = {z0, z1, . . . , zL−1} ⊂ [0, 1)s be a chosen point set which we use to represent
the data points X . We set Xa,d = X ∩ Ia,d and Pa,d = P ∩ Ia,d. Further let |Xa,d| and
|Pa,d| denote the number of elements in these sets.
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For y ∈ [0, 1)s, let Id(y) = Ia,d where a ∈ Kd is chosen such that y ∈ Ia,d, i.e. Id(y) is
the elementary interval which contains y. Further we set Xd(y) = X ∩Id(y) and Pd(y) =
P ∩ Id(y). For ν ∈ N0 we also define Xν(y) =
⋃
d∈Ns0
|d|=ν
Xd(y) and Pν(y) =
⋃
d∈Ns0
|d|=ν
Pd(y).
Let ν ≥ 0 be an arbitrary integer which determines the volume of each elementary
interval in the partitions, which is b−ν . Further let
Kν =
⋃
d∈Ns0
|d|=ν
Kd.
The inclusion-exclusion formula states that
|Kν | =
∑
d∈Ns0
|d|=ν
|Kd| −
∑
d1,d2∈Ns0
|d1|=|d2|=ν
|Kd1 ∩Kd2 |+
∑
d1,d2,d3∈Ns0
|d1|=|d2|=|d3|=ν
|Kd1 ∩Kd2 ∩Kd3 | − · · · .
Hence we have for all a ∈ Ns0 that
1a∈Kν =
∑
d∈Ns0
|d|=ν
1a∈Kd −
∑
d1,d2∈Ns0
|d1|=|d2|=ν
1a∈Kd1∩Kd2 +
∑
d1,d2,d3∈Ns0
|d1|=|d2|=|d3|=ν
1a∈Kd1∩Kd2∩Kd3 − · · · ,
i.e., each element a ∈ Kν is exactly counted once and not at all if a /∈ Kν . Considering
derangements, the last formula simplifies to
1a∈Kν =
s−1∑
q=0
(−1)q
(
s− 1
q
) ∑
d∈Ns0
|d|=ν−q
1a∈Kd, for all a ∈ Ns0, (2)
where for ν − q < 0 the sum ∑ d∈Ns0
|d|=ν−q
1a∈Kd is set to 0.
1.4. Derivation of the weights {WX ,P,ν,ℓ}L−1ℓ=0 . First consider the case of a fixed parti-
tion determined by a vector d
1
N
N∑
n=1
f 2θ (xn) =
∑
a∈Kd
Xa,d 6=∅
|Xa,d|
N
1
|Xa,d|
N∑
n=1
xn∈Ia,d
f 2θ (xn)
≈
∑
a∈Kd
Pa,d 6=∅
|Xa,d|
N
1
|Pa,d|
L−1∑
ℓ=0
zℓ∈Ia,d
f 2θ (zℓ)
=
L−1∑
ℓ=0
f 2θ (zℓ)
∑
a∈Kd
zℓ∈Ia,d
|Xa,d|
N
1
|Pa,d|
=
L−1∑
ℓ=0
f 2θ (zℓ)
|Xd(zℓ)|
N
1
|Pd(zℓ)| .
To obtain an analogous formula which incorporates all possible partitions, we can
proceed in the following way. Using the inclusion-exclusion formula (2), we obtain the
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approximation
1
N
N∑
n=1
f 2θ (xn) ≈
L−1∑
ℓ=0
f 2θ (zℓ)
s−1∑
q=0
(−1)q
(
s− 1
q
) ∑
d∈Ns0
|d|=ν−q
|Xd(zℓ)|
N
1
|Pd(zℓ)|︸ ︷︷ ︸
=WX ,P,ν,ℓ
. (3)
Conceivably, one could also average over all partitions instead of using the inclusion-
exclusion formula to obtain an estimation of the sum. However, this does not yield good
theoretical approximation properties when we prove the error bounds below and also
numerical experiments do not support this approach.
1.5. Derivation of the weights {WX ,Y ,P,ν,ℓ}L−1ℓ=0 . The second set of weights can be
derived in a similar manner. For a given d ∈ Ns0 (i.e. partition) we use the estimation
1
N
N∑
n=1
ynfθ(xn) =
∑
a∈Kd
Xa,d 6=∅
1
N
N∑
n=1
xn∈Ia,d
ynfθ(xn)
≈
∑
a∈Kd
Xa,d 6=∅
1
N
N∑
n=1
xn∈Ia,d
yn
1
|Xa,d|
N∑
m=1
xm∈Ia,d
fθ(xm)
≈
∑
a∈Kd
Pa,d 6=∅
1
N
N∑
n=1
xn∈Ia,d
yn
1
|Pa,d|
L−1∑
ℓ=0
zℓ∈Ia,d
fθ(zℓ)
=
L−1∑
ℓ=0
fθ(zℓ)
∑
a∈Kd
zℓ∈Ia,d
1
N
1
|Pa,d|
N∑
n=1
xn∈Ia,d
yn
=
L−1∑
ℓ=0
fθ(zℓ)
1
N
1
|Pd(zℓ)|
N∑
n=1
xn∈Id(zℓ)
yn
We use again the inclusion-exclusion formula (2) to obtain
1
N
N∑
n=1
ynfθ(xn) ≈
L−1∑
ℓ=0
fθ(zℓ)
s−1∑
q=0
(−1)q
(
s− 1
q
) ∑
d∈Ns0
|d|=ν−q
1
N
1
|Pd(zℓ)|
N∑
n=1
xn∈Id(zℓ)
yn
︸ ︷︷ ︸
=WX ,Y,P,ν,ℓ
.
2. Digital nets
Let α ≥ 1 be an integer. As point set P we use an order α digital (t,m, s)-net in
base b. If α = 1 we call those point sets a digital (t,m, s)-net in base b. The point sets
are designed to be well distributed in the unit cube [0, 1)s. We first introduce order 1
(t,m, s)-nets (which we simply call (t,m, s)-nets).
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(t,m, s)-nets. A point set P consisting of bm elements is called a (t,m, s) net if every
elementary interval Ia,d with |d| = m− t contains exactly bt points, i.e. if |Pa,d| = bt for
all a ∈ Kd and all d ∈ N0 with |d| = m− t. As a consequence, if P is a (t,m, s)-net we
have for any ν ≤ m− t and d ∈ Ns0 with |d| = ν − q, 0 ≤ q ≤ min{s− 1, ν} that
|Pa,d| = bm−ν+q.
Under certain constraints on the value of t, it is known how to construct such (t,m, s)-
nets. Roughly speaking, t can be chosen independently ofm, but depends at least linearly
on s, see [7] for more information. Explicit constructions of (t,m, s)-nets are known, with
the first examples due to Sobol′[16] and Faure [8], before Niederreiter [14] introduced the
general digital construction principle, which we describe in the following.
Digital nets. Let b be a prime number and let Zb = {0, 1, . . . , b − 1} be the finite field
with b elements where we identify the elements with the corresponding integers, but
with addition and multiplication carried out modulo b. Let C1, . . . , Cs ∈ Zm×mb be s
matrices, which determine the digital net (explicit constructions of such matrices are due
to Sobol′[16], Faure [8], Niederreiter [14] and others, see [7]).
In the following we describe how to construct the jth component zℓ,j of the ℓth point
zℓ of the digital net. The digital net is then given by zℓ = (zℓ,1, zℓ,2, . . . , zℓ,s) for ℓ =
0, 1, . . . , bm − 1.
Let ℓ ∈ {0, 1, . . . , bm − 1}. We represent ℓ in its base b expansion ℓ = ℓ0 + ℓ1b +
· · · + ℓm−1bm−1, where ℓ0, ℓ1, . . . , ℓm−1 ∈ Zb. We define the corresponding vector ~ℓ =
(ℓ0, ℓ1, . . . , ℓm−1)
⊤ ∈ Zmb . Let ~zℓ,j = (zℓ,j,1, zℓ,j,2, . . . , zℓ,j,m)⊤ be given by
~zℓ,j = Cj~ℓ.
Then
zℓ,j =
zℓ,j,1
b
+
zℓ,j,2
b2
+ · · ·+ zℓ,j,m
bm
.
A digital net which satisfies the (t,m, s)-net property is called a digital (t,m, s)-net.
Higher order digital nets. The theory of higher order digital nets was introduced in [5].
Rather than giving an introduction to this topic in detail, we briefly describe how to
construct higher order digital nets from existing digital nets. For more details we refer
to [7, Chapter 15].
Let α ≥ 2 be an integer. We introduce the digit interlacing functionDα in the following.
Let z1, z2, . . . , zα ∈ [0, 1) with base b expansions zj = zj,1b−1 + zj,2b−2 + · · · , with zj,i ∈
{0, 1, . . . , b− 1}. Then Dα : [0, 1)α → [0, 1) is given by
Dα(z1, . . . , zα) =
∞∑
i=1
α∑
j=1
zj,i
b(i−1)α+j
.
For vectors z ∈ [0, 1)αs we set
Dα(z) = (Dα(z1, . . . , zα), Dα(zα+1, . . . , z2α), . . . , Dα(z(s−1)α+1, . . . , zαs)).
To construct an order α digital (t,m, s)-net we proceed as follows. Let {z0, z1, . . . , zbm−1} ⊂
[0, 1)αs be a digital (t,m, αs)-net. Then the point set
{Dα(z0), Dα(z1), . . . , Dα(zbm−1)} ⊂ [0, 1)s (4)
is an order α digital (tα, m, s)-net. This is the so-called digit interlacing construction
of higher order digital nets introduced in [5]. The tα values satisfies the bound (see [7,
Lemma 15.6])
tα ≤ αt+ α⌊s(α− 1)/2⌋.
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We notice that the point set (4) is also a (tα, m, s)-net, i.e., every elementary interval Ia,d
with |d| = m− tα has exactly btα points (see [7, Proposition 15.8]).
The weights when P is a (t,m, s) net. The weights are quite costly to compute with
the most expensive part being the counting of data points in all elementary intervals
|Xd(zℓ)| for |d| = ν−q. Since there are
(
s−1+ν−q
s−1
)
different vectors d with |d| = ν−q, the
cost increases exponentially with the dimension. However, the calculation of the weights
simplifies dramatically when P is a (t,m, s)-net and m − t ≥ ν ∈ N. The inclusion-
exclusion formula implies that
WX ,P,ν,ℓ =
bν−m
N
s−1∑
q=0
(−1)−q
(
s− 1
q
)
1
bq
∑
d∈Ns0
|d|=ν−q
|Xd(zℓ)|. (5)
Similarly, we also have
WX ,Y ,P,ν,ℓ =
bν−m
N
s−1∑
q=0
(−1)q
(
s− 1
q
)
1
bq
∑
d∈Ns0
|d|=ν−q
N∑
n=1
xn∈Id(zℓ)
yn. (6)
3. Efficient computation of the weights
The definition of the weights WX ,P,ν,ℓ and WX ,Y ,P,ν,ℓ requires one to compute the values
Xν(zℓ) for all points zℓ in P . Since these values are derived from the data set and therefore
the computational cost depends on N , we need an efficient method of computing them.
We exploit the fact that we use digital nets for P .
3.1. Efficient computation of WX ,P,ν,ℓ. The hardest part in computing the weights
WX ,P,ν,ℓ is the computation of
Sν−q(zℓ) =
∑
d∈Ns0
|d|=ν−q
|Xd(zℓ)|, 0 ≤ q ≤ min{ν, s− 1}, (7)
which has to be computed for all ℓ = 0, 1, . . . , bm − 1. If ν − q = 0 then we have
S0(zℓ) = |X | = N , and so this case is straightforward. We consider now ν − q > 0.
The idea is the following: In the first step, for a given data point xn we find the smallest
elementary interval I with side length of each side at least b−ν+q, which contains the data
point and the point zℓ. Given that, for this data point, we count the number of all d
with |d| = ν − q such that the elementary interval I ⊆ Id(zℓ). By doing this for all data
points, we obtain the required values. We state the algorithm for a generic point z.
Algorithm 1. Input: z ∈ [0, 1)s, X , and r = ν − q ≥ 1.
Set Sr(z) = 0.
For n = 1, . . . , N do:
(1) For j = 1, . . . , s do:
Find the maximal ij ∈ {0, . . . , r} such that the first ij digits of zj and xn,j
are the same, i.e.
zj,1 = xn,j,1, . . . , zj,ij = xn,j,ij ,
i.e., we have ij = min{r, ⌈− logb |zj − xn,j|⌉ − 1}.
End For
(2) Set i = (i1, i2, . . . , is);
(3) Set Sr(z) = Sr(z) + #{d ∈ Ns0 : |d| = r,d ≤ i}.
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End For
Output: Sr(z)
We show below in Lemma 3 that the numbers Sr(z) computed by Algorithm 1 are
indeed equal to
∑
d∈Ns
0
|d|=r
|Xd(z)|.
In Algorithm 1, one has to calculate the numbers
Nr,i := #
{
d ∈ Ns0 : |d| = r,d ≤ i
}
in an efficient way. To that end, we propose Algorithm 2 below. The idea of this algorithm
is to update the numbers Nr,i coordinate by coordinate. Explicitly stated, let Nj,r,i be
the number of vectors (d1, . . . , dj−1) ∈ Nj−10 such that 0 ≤ dv ≤ iv for 1 ≤ v ≤ j − 1 and
d1 + · · ·+ dj−1 = r. Then we have the recursive identity
Nj,r,i =
r∑
w=max{r−ij ,0}
Nj−1,w,i,
since for each (d1, . . . , dj−1) with max{r− ij , 0} ≤ d1 + · · ·+ dj−1 ≤ r, we can add a new
coordinate 0 ≤ dj ≤ ij such that d1 + · · ·+ dj−1 + dj = r.
Since we only need the result in dimension s but not the intermediate dimensions, we
can overwrite the numbers from the previous dimension in each iteration.
Algorithm 2. Input: i ∈ Ns0 and r ≥ 1.
(1) For r′ = 0, 1, . . . , r, set
Nr′,i =
{
1 if r′ ≤ i1,
0 if r′ > i1.
End For
(2) For d = 2, . . . , s do:
For r′ = 0, . . . , r, set
Nr′,i =
r′∑
w=max{r′−id,0}
Nw,i.
End For
End For
Output: Nr′,i
Lemma 3. Algorithm 1 computes the correct value Sr(z). Further, the cost of Algo-
rithm 2 is O(rs) and the cost of Algorithm 1 is O(rsN).
Proof. To show the correctness of Algorithm 1, first notice that
Sr(z) =
∑
d∈Ns
0
|d|=r
|Xd(z)| =
N∑
n=1
∑
d∈Ns
0
|d|=r
1
¯xn∈Id(z)
=
N∑
n=1
∑
d∈Ns
0
|d|=r
∑
a∈Kd
1
¯xn,z∈Id,a
,
where 1
¯(·)
denotes the indicator function. Thus, for each xn ∈ X , we need to count the
number of intervals Ia,d, |d| = r, which contain both z and xn. If z,xn ∈ Ia,d, then for
each coordinate j ∈ {1, 2, . . . , s} the first dj digits of zj and xn,j have to coincide. In
the algorithm, for each coordinate j, we first compute the maximum of ij ∈ {0, 1, . . . , r}
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such that at least ij digits of zj and xn,j coincide, which implies that xn ∈ Ii(z). Then
for any d ≤ i we have xn ∈ Id(z) since Id(z) ⊇ Ii(z). Thus∑
d∈Ns
0
|d|=r
1
¯xn∈Id(z)
= #{d ∈ Ns0 : |d| = r,d ≤ i}.
Straightforward counting of the steps reveals the statement on the number of operations
needed for the algorithms, if one notices that Nr′ in step (2a) of Algorithm 2 can be
obtained by computing a moving sum of the previous vector. This concludes the proof.

If the point set {z0, . . . , zbm−1} is a digital net with known upper bound for the t-value,
Algorithm 1 can be made even more efficient and the cost of computing the weights
depends only poly-logarithmically on the number of QMC points L.
Lemma 4. Let (zℓ)ℓ=0,...,bm−1 be a digital (t,m, s)-net and let 0 ≤ r ≤ m−t be an integer.
For xn ∈ X , let Rn,ℓ ∈ N denote the number of points zj, 0 ≤ j < bm for which Nr,i in
Step (3) of Algorithm 1 is non-zero. Then, Algorithm 1 can skip all data points xn ∈ X
with Rn,ℓ ≥
(
s−1+r
s−1
)
bm−r, using an additional storage of order N . Since r = ν − q for
q = 0, . . . , s− 1, the cost of computing the weights WX ,P,ν,ℓ, ℓ = 1, . . . , bm is bounded by
cost = O
(
N
(
s− 1 + ν
s− 1
)
bm−ν+s−1
)
= O
(
N(s− 1 + ν)s−1bm−ν+s−1
)
.
Proof. Define the function Sr(z,x) :=
∑
d∈Ns
0
|d|=r
1
¯x∈Id(z)
. Then we have Sr(zℓ,xn) = Nr,i in
Step (3) of Algorithm 1. By definition of Sr(z) in (7), there holds Sr(z) =
∑N
n=1 Sr(z,xn)
as well as
bm∑
ℓ=0
Sr(zℓ,xn) =
∑
d∈Ns
0
|d|=r
bm∑
ℓ=0
1
¯xn∈Id(zℓ)
≤
(
s− 1 + r
s− 1
)
bm−r.
Hence, for fixed n ∈ {1, . . . , N}, we have Sr(zℓ,xn) > 0 for not more than
(
s−1+r
s−1
)
bm−r
points zℓ. Hence, keeping track of the number of times Nr,i > 0 allows us to discard
points xn from the set X . This concludes the proof. 
3.2. Efficient computation of WX ,Y ,P,ν,ℓ. As for WX ,P,ν,ℓ, we also need to efficiently
compute the term
Tν−q(z) =
∑
d∈Ns0
|d|=ν−q
N∑
n=1
xn∈Id(z)
yn, 0 ≤ q ≤ min{ν, s− 1},
for all z = zℓ with ℓ = 0, . . . , b
m − 1. For ν − q = 0 we have T0(z) =
∑N
n=1 yn. In the
following we consider the case r > 0. Notice that if yn = 1 for all n = 1, 2, . . . , N , then
Sr(z) = Tr(z).
We propose the following variation of Algorithm 1.
Algorithm 5. Input: z ∈ [0, 1]s, X , Y, and r = ν − q ≥ 1.
Set Tr(z) = 0.
For n = 1, . . . , N do:
(1) For j = 1, . . . , s do:
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Find maximal ij ∈ {0, . . . , r} such that the first ij digits of zj and xn,j coin-
cide, i.e.
zj,1 = xn,j,1, . . . , zj,ij = xn,j,ij ,
i.e., we have ij = min{r, ⌈− logb |zj − xn,j|⌉ − 1}.
End For
(2) Set i = (i1, i2, . . . , is).
(3) Set Tr(z) = Tr(z) + yn#
{
d ∈ Ns0 : |d| = r,d ≤ i
}
.
End For
Output: Tr(z)
We reuse Algorithm 2 to compute the numbers Nr,i := #
{
d ∈ Ns0 : |d| = r,d ≤ i
}
.
Lemma 6. Algorithm 5 computes the correct values Tr(z). The cost of Algorithm 5 is
O(rsN).
Proof. The cost of Algorithm 5 is identical to that of Algorithm 1 and hence follows from
Lemma 3.
To show the correctness of Algorithm 5, notice that
Tr(z) =
∑
d∈Ns0
|d|=r
N∑
n=1
xn∈Id(z)
yn =
N∑
n=1
yn
∑
d∈Ns
0
|d|=r
1
¯xn∈Id(z)
=
N∑
n=1
ynNr,i,
since in the proof of Lemma 3 we already confirmed that
Nr,i =
∑
d∈Ns
0
|d|=r
∑
a∈Kd
1
¯xn,z∈Ia,d
and it only remains to add up the ynNr,i for each xn ∈ X . This concludes the proof. 
Note that Lemma 4 applies in the same way for computing the weights WX ,Y ,P,ν,ℓ. We
summarize the results of the previous sections in the following theorem.
Theorem 7. The startup cost of computing appL(fθ) is O(smbmN) whereas each recom-
putation with identical data X but different fθ costs O(sbm). If P is a (t,m, s)-net with
known t ∈ N, the startup cost is bounded by O(N(s−1+ν)s−1bm−ν+s−1), where ν ≤ m−t
has to be chosen by the user (see also Theorem 12 and Remark 14).
3.3. Updating the weights for new values of m and ν. We now consider the sit-
uation where {WX ,P,ν,ℓ}L−1ℓ=0 and {WX ,Y ,P,ν,ℓ}L−1ℓ=0 have already been computed for some
given (t,m, s)-net P and some given ν, but now one wants to increase the accuracy of
the approximation by increasing m and/or ν to m′ ≥ m and ν ′ ≥ ν.
Let P ′ = {z0, z1, . . . , zbm′−1} be a (t,m′, s)-net and assume that we previously used
the first bm points of P ′ to calculate the weights {WX ,P,ν,ℓ} and {WX ,Y ,P,ν,ℓ}, i.e., P =
{z0, z1, . . . , zbm−1}. If all the previous values of Sr(zℓ) and Tr(zℓ) where stored for
ℓ = 0, 1, . . . , bm − 1 and r ∈ {ν, ν − 1, . . . , ν − s + 1}, then only the new values for
r = ν ′, ν ′ − 1, . . . , ν + 1 need to be computed. The weights for the remaining points can
be computed using Algorithms 1, 2, and 5. Hence the cost of computing the weights
{WX ,P,ν,ℓ}bm−1ℓ=0 , {WX ,Y ,P,ν,ℓ}b
m−1
ℓ=0 , {WX ,P ′,ν,ℓ}b
m′−1
ℓ=0 , and {WX ,Y ,P,ν,ℓ}b
m′−1
ℓ=0 is of the same
order as computing the latter two sets of weights directly, with an additional storage cost
for storing Sr(zℓ) and Tr(zℓ), which is of order b
mmin{ν, s}.
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4. Error Analysis
Before analysing the error of our approximation, we derive the formulae for the weights
WX ,P,ν,ℓ and WX ,Y ,P,ν,ℓ using Walsh series expansions of the functions fθ and f
2
θ .
4.1. Derivation of the weights WX ,P,ν,ℓ and WX ,Y ,P,ν,ℓ based on Walsh series. Let
ωk be the k-th Walsh function in base b ≥ 2 for k ∈ Ns0 defined by
ωk(x) = e
2πi
b
(k0x1+...+kj−1xj) where k =
j−1∑
i=0
kib
i and x =
∞∑
i=1
xib
−i,
for digits ki, xi ∈ {0, . . . , b − 1}. For x ∈ [0, 1]s, we define the multi-dimensional Walsh
functions by
ωk(x) :=
s∏
j=1
ωkj(xj).
For details on Walsh functions, see, e.g., [7, Appendix A].
In the following we derive the approximations for digital nets given in (5) and (6) using
the Walsh series expansions of the functions fθ and f
2
θ . Since both cases are very similar
we can treat them at the same time. We use the function g and the coefficients cn, where,
in order to derive the weights WX ,P,ν,ℓ we set
g =f 2θ ,
cn =1, (8)
and to derive the weights WX ,Y ,P,ν,ℓ we set
g =fθ,
cn =yn. (9)
Let K ⊂ Ns0 (to be defined later) be a finite subset with |K| elements. Then we define
the functions gK =
∑
k∈K ĝkωk and g−K =
∑
k∈Ns\K ĝkωk, where ĝk =
∫
[0,1]s
g(x)ωk(x) dx
is the k-th Walsh coefficient of g. Hence g = gK + g−K . We choose K such that g−K is
’small’ (to be discussed later), so that we can use gK as an approximation of g. Assume
that ‖g − gK‖∞ < BK for some bound BK depending on K and g such that BK → 0 as
|K| → ∞.
Then we have
1
N
N∑
n=1
cng(xn) =
1
N
N∑
n=1
cngK(xn) +
1
N
N∑
n=1
cng−K(xn)
≈ 1
N
N∑
n=1
cngK(xn) =
∫
[0,1]s
gK(x)φK(x) dx =
∫
[0,1]s
g(x)φK(x) dx
(10)
for the function
φK(x) :=
∑
k∈K
µkωk(x)
with coefficients
µk :=
1
N
N∑
n=1
cnωk(xn). (11)
11
The last two equalities in (10) follow immediately from the orthogonality of Walsh-
functions, i.e.,
∫
[0,1]s
ωk(x)ωk′(x) dx = δk,k′. The remaining integral is approximated
by a (t,m, s)-net {z0, z1, . . . , zbm−1} in base b with bm points, i.e.,
1
N
N∑
n=1
cng(xn) ≈ 1
N
N∑
n=1
cngK(xn) =
∫
[0,1]s
g(x)φK(x) dx ≈ 1
bm
bm−1∑
ℓ=0
g(zℓ)φK(zℓ). (12)
In the following we show that the right-hand side above coincides with
∑bm−1
ℓ=0 f
2
θ (zℓ)WX ,P,ν,ℓ
if we use (8) and with
∑bm−1
ℓ=0 fθ(zℓ)WX ,Y ,P,ν,ℓ if we use (9). To that end, we require the
following lemma.
Lemma 8. For any d ∈ Ns0 there holds
φKd(z) =
b|d|
N
N∑
n=1
xn∈Id(z)
cn.
If cn = 1 for all n, then
φKd(z) =
b|d|
N
|Xd(z)|.
Proof. We first note
bd−1∑
k=0
ωk(x) =
b−1∑
k0=0
· · ·
b−1∑
kd−1=0
e2πi/b(k0x1+k1x2+...+kd−1xd) =
{
bd if x ∈ [0, b−d)
0 else.
Since Walsh functions satisfy ωk(x)ωk(y) = ωk(x⊕b y), we obtain
bd−1∑
k=0
ωk(x)ωk(y) =
{
bd if x⊕b y ∈ [0, b−d)
0 otherwise,
where the condition is equivalent to x, y ∈ [ab−d, (a + 1)b−d) for some 0 ≤ a < bd. For
higher dimensional Walsh functions, we hence obtain∑
k∈Kd
ωk(x)ωk(y) =
{
b|d| if x, y ∈ Ia,d
0 otherwise
(13)
for some a ∈ Ns0 with aj ∈ {0, . . . , bdj − 1}. From this, we obtain
φKd(z) =
∑
k∈Kd
1
N
N∑
n=1
cnωk(xn)ωk(z)
=
b|d|
N
N∑
n=1
∑
a∈Kd
cn1
¯xn,z∈Ia,d
=
b|d|
N
N∑
n=1
xn∈Id(z)
cn.
The second statement follows from
∑N
n=1
xn∈Id(z)
1 = |Xd(z)|. This concludes the proof. 
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The function φK is in a sense an approximation of the indicator function. If K = Kd,
then as dj → ∞ for all j, the function φKdb−|d| converges to the number of points xn
for which xn = z and otherwise the function is 0. The function φK relaxes the equality
condition to elementary intervals. We choose K = Kν =
⋃
d∈Ns
0
|d|=ν
Kd in (12) and use the
inclusion-exclusion formula (2) to obtain
φKν(z) =
∑
k∈Kν
1
N
N∑
n=1
cnωk(xn)ωk(z)
=
s−1∑
q=0
(−1)q
(
s− 1
q
) ∑
d∈Ns0
|d|−ν−q
∑
k∈Kd
1
N
N∑
n=1
cnωk(xn)ωk(z)
=
s−1∑
q=0
(−1)q
(
s− 1
q
) ∑
d∈Ns0
|d|=ν−q
φKd. (14)
Using the approximation (12) together with Lemma 8 this results in
1
N
N∑
n=1
cng(xn) ≈ 1
bm
bm−1∑
ℓ=0
g(zℓ)φKν(zℓ)
=
1
bm
bm−1∑
ℓ=0
g(zℓ)
s−1∑
q=0
(−1)q
(
s− 1
q
) ∑
d∈Ns
0
|d|=ν−q
φKd(zℓ)
=
bm−1∑
ℓ=0
g(zℓ)
bν−m
N
s−1∑
q=0
(−1)q
(
s− 1
q
)
1
bq
∑
d∈Ns
0
|d|=ν−q
N∑
n=1
xn∈Id(zℓ)
cn
=
{
1
bm
∑bm−1
ℓ=0 f
2
θ (zℓ)WX ,P,ν,ℓ if cn = 1, g = f
2
θ ,
1
bm
∑bm−1
ℓ=0 fθ(zℓ)WX ,Y ,P,ν,ℓ if cn = yn, g = fθ;
These formulae for the weights are the same as the formulae for digital nets in (5) and
(6) which we obtained using geometrical arguments.
4.2. Error Analysis. To analyse the error, we need to assume that the predictor fθ has
sufficient smoothness. More precisely, we require the following norm to be bounded
‖g‖pp,α :=
∑
u⊆{1,...,s}
∑
v⊆u
∑
τ∈{1,...,α−1}|u\v|
∫
[0,1]|v|
∣∣∣ ∫
[0,1]s−|v|
(∏
j∈v
∂αzj
∏
j∈u\v
∂τjzj
)
g(z) dz{1,...,s}\v
∣∣∣p dzv,
for some integer α ≥ 2 and any 1 ≤ p ≤ ∞, with the obvious modifications for p = ∞.
The notation
(∏
j∈v ∂
α
zj
∏
j∈u\v ∂
τj
zj
)
g(z) denotes the partial mixed derivative of order αj
or τj in coordinate j. This definition is a standard assumption for estimates regarding
high-order QMC point sets and is routinely satisfied for many problems appearing in the
field of uncertainty quantification, see, e.g. [4].
The derivation of the approximation method in Section 4.1 shows that it suffices to
control
err1 := ‖g − gKν‖L∞([0,1]s) (15)
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to bound the first approximation error in (12) (see also (10)) as well as
err2 :=
∣∣∣∣∣
∫
[0,1]s
g(z)φKν(z) dz −
1
bm
bm−1∑
ℓ=0
g(zℓ)φKν(zℓ)
∣∣∣∣∣ (16)
to bound the second approximation error in (12). We prove a bound on err1 in the
following lemma.
Lemma 9. Assume that ‖g‖p,α <∞ for some integer α ≥ 2 and some 1 ≤ p ≤ ∞. Then
err1 . ‖g‖p,αν2s−1b−ν .
Proof. To control (15), we note that, under the given assumptions, [7, Theorem 14.23]
shows that there holds
‖g − gKν‖L∞([0,1]s) .‖g‖p,α
∑
k∈Ns0\Kν
b−µ2(k)
=‖g‖p,α
∞∑
n1=ν+1
∑
a1,1+...+as,1=n1
a1,1,...,as,1≥0
n1−1∑
n2=0
∑
a2,1+...+a2,s=n2
0≤a2,i<a1,i, i=1,...,s
∑
k∈Ns
0
kj=(aj,1,aj,2,...)b
b−n1−n2,
where (aj,1, aj,2, . . .)b signifies the position of the non-zero digits of kj , i.e., kj = κj,1b
aj,1−1+
κj,2b
aj,2−1 + k′j , for some κj,1, κj,2 ∈ {1, 2, . . . , b− 1} and 0 ≤ k′j < baj,2−1. The constant is
independent of g and ν.
If kj has at least two non-zero digits, there are b
aj,2−1(b − 1)2 numbers kj ∈ N with
kj = (aj,1, aj,2, . . .)b. If kj has exactly one non-zero digit, there are b − 1 choices and if
kj = 0 there is only one choice. Hence the above simplifies to
‖g − gKν‖L∞([0,1]s) . ‖g‖p,α
∞∑
n1=ν+1
∑
a1,1+...+a1,s=n1
a1,1,...,a1,s≥1
n1−1∑
n2=0
∑
a2,1+...+a2,s=n2
0≤a2,i<a1,i, i=1,...,s
b−n1 .
The cardinality of the set {(aj,1, . . . , aj,s) : aj,1 + . . . + aj,s = nj , aj,i ≥ 0} is bounded by(
nj+1
s−1
)
. (nj + 1)
s−1. Hence, there holds
‖g − gKν‖L∞([0,1]s) . ‖g‖p,α
∞∑
n1=ν+1
(n1 + 1)
s−1b−n1
n1−1∑
n2=0
(n2 + 1)
s−1
. ‖g‖p,α
∞∑
n=ν+1
(n+ 1)2s−1b−n
. ‖g‖p,αν2s−1b−ν ,
where the constant is independent of g and ν. 
In the following we deal with the integration error err2 defined in (16). First we use
digital (t,m, s)-nets which achieve almost order one convergence, and in the subsequent
section we deal with order α digital (t,m, s)-nets which achieve almost order α conver-
gence of the integration error.
4.2.1. Order one convergence. We consider the reproducing kernel
K : [0, 1]s × [0, 1]s 7→R
K(y, z) =
s∏
j=1
(1 + min{1− yj, 1− zj}),
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which defines a reproducing kernel Hilbert space of functions f, g : [0, 1]s → R with inner
product
〈f, g〉 =
∑
v⊆{1,...,s}
∫
[0,1]|v|
∂zuf(zu, 1−u)∂zug(zu, 1−u) dzu.
We consider the function space
H = {g : [0, 1]s 7→ R : ∂zug(·, 1−u) ∈ L1([0, 1]|u|) for all u ⊆ {1, . . . , s}}.
For functions g ∈ H we define the norm
‖g‖ =
∑
u⊆{1,...,s}
∫
[0,1]|u|
|∂zug(zu, 1−u)| dzu.
With these definitions we have for any g ∈ H that
g(z) = 〈g,K(·, z)〉, z ∈ [0, 1]s.
Theorem 10. Assume that g ∈ H and ‖g‖1,2 < ∞. Let {z0, z1, . . . , zbm−1} be a digital
(t,m, s)-net in base b. Then, there holds for m− t ≥ ν ∈ N∣∣∣∣∣∣∣
1
N
N∑
n=1
cng(xn)− 1
bm
bm−1∑
ℓ=0
g(zℓ)
s−1∑
q=0
(−1)q
(
s− 1
q
) ∑
d∈Ns
0
|d|=ν−q
φKd(zℓ)
∣∣∣∣∣∣∣
.‖g‖νs−1ms−1b−(m−ν) 1
N
N∑
n=1
|cn|+ ‖g‖1,2ν2s−1b−ν ,
for some constant independent of N,m, ν, g, {cn}n.
Proof. It remains to prove a bound on err2. To do so we use the Koksma-Hlawka inequal-
ity ∣∣∣∣∣
∫
[0,1]s
g(z)φKν(z)dz −
1
N
L−1∑
ℓ=0
g(zℓ)φKν(zℓ)
∣∣∣∣∣ ≤ D∗({z0, z1, . . . , zL−1})V (gφKν),
where V (gφKν) is the variation of gφKν in terms of Hardy and Krause (defined below)
and D∗({z0, . . . , zL−1}) is the star-discrepancy of the digital (t,m, s)-net. It is known
that D∗({z0, . . . , zL−1}) is of order ms−1b−m (see [7, Theorem 5.1, 5.2]). Hence it remains
to prove a bound on the Hardy and Krause variation of gφKν , which we define in the
following.
Let J =
∏s
j=1[aj, bj) ⊆ [0, 1)s be a subinterval and let
∆(g; J) =
∑
u⊆{1,2,...,s}
(−1)|u|g(au, b−u),
where (au, b−u) is the vector whose jth component is aj if j ∈ u and bj if j /∈ u. The
variation of a function in the sense of Vitali is defined by
V (s)(g) = sup
P
∑
J∈P
|∆(g; J)|,
where the supremum is extended over all partitions P of [0, 1)s into subintervals. For
example, for a Walsh function ωk we have V
(1)(ωk) ≤ bµ(k), and for a Walsh function ωk
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we have V (s)(ωk) ≤ bµ(k), since ωk is a piecewise constant function which is constant on
elementary intervals of the form Ia,µ(k). More generally we have
V (s)(φKν) .
(
s+ ν − 1
s− 1
)
bν
N
N∑
n=1
|cn|,
since φKν can be written as a sum of
∑
|d|=ν φKd, with each φKd satisfying V
(s)(φKd) ≤
bν 1
N
∑N
n=1 |cn|, where 1N
∑N
n=1 |cn| provides a bound on the maximum change of each
discontinuity of the piecewise constant functions.
For 1 ≤ k ≤ s and 1 ≤ i1 < i2 < · · · < ik ≤ s, let V (k)(f ; i1, . . . , ik) be the variation in
the sense of Vitali of the restriction of f to the k-dimensional face {(x1, . . . , xs) ∈ [0, 1]s :
xj = 1 for j 6= i1, i2, . . . , ik}. Then the variation of f in the sense of Hardy and Krause
is defined by
V (g) =
s∑
k=1
∑
1≤i1<i2<···<is≤s
V (g)(f ; i1, i2, . . . , is).
Again we have
V (φKν) .
(
s+ ν − 1
s− 1
)
bν
N
N∑
n=1
|cn|,
where the constant only depends on the dimension s.
Now consider the product gφKν . Let J =
∏s
j=1[aj, bj), 0 ≤ aj < bj ≤ 1 be an interval.
Then using the representation g(z) = 〈g,K(·, z)〉 we obtain
∆(gφKν ; J) =
∑
u⊆{1,...,s}
(−1)|u|g(au, b−u)φKν(au, b−u)
=g(1)
∑
u⊆{1,...,s}
(−1)|u|φKν(au, b−u)
+
∑
∅6=v⊆{1,...,s}
∑
u⊆{1,...,s}
(−1)|u|φKν(au, b−u)∫
[0,1]|v|
∂zvg(zv, 1−v)∂zvK((zv, 1−v), (au, b−u) dzv.
We have
∂zvK((zv, 1−v), (au, b−u) =
{
(−1)|v| if zv > (au, b−u)v,
0 if zv < (au, b−u)v,
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where zv > (au, b−u)v means that for all j ∈ v we have zj > aj if j ∈ u and zj > bj if
j /∈ u. Substituting this into the last equation we obtain
|∆(gφKν ; J)| =
∣∣∣∣∣∣
∑
u⊆{1,...,s}
(−1)|u|g(au, b−u)φKν(au, b−u)
∣∣∣∣∣∣
≤|g(1)|
∣∣∣∣∣∣
∑
u⊆{1,...,s}
(−1)|u|φKν(au, b−u)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
∅6=v⊆{1,...,s}
(−1)|v|
∫
[0,1]|v|
∂zvg(zv, 1−v)
∑
u⊆{1,...,s}
(−1)|u|φKν(au, b−u)1zv>(au,b−u)v dzv
∣∣∣∣∣∣
≤|g(1)|
∣∣∣∣∣∣
∑
u⊆{1,...,s}
(−1)|u|φKν(au, b−u)
∣∣∣∣∣∣
+
∑
∅6=v⊆{1,...,s}
∫
[0,1]|v|
|∂zvg(zv, 1−v)|
∣∣∣∣∣∣
∑
u⊆{1,...,s}
(−1)|u|φKν(au, b−u)1zv>(au,b−u)v
∣∣∣∣∣∣ dzv.
Let P be a partition of [0, 1)s into intervals of the form J . Then∑
J∈P
|∆(gφKν ; J)| ≤ |g(1)|V (φKν)
+
∑
∅6=v⊆{1,...,s}
∫
[0,1]|v|
|∂zvg(zv, 1−v)|
∑
J∈P
∣∣∣∣∣∣
∑
u⊆{1,...,s}
(−1)|u|φKν(au, b−u)1zv>(au,b−u)v
∣∣∣∣∣∣ dzv.
Similar to V (φKν), we can also estimate
∑
J∈P
∣∣∣∣∣∣
∑
u⊆{1,...,s}
(−1)|u|φKν(au, b−u)1zv>(au,b−u)v
∣∣∣∣∣∣ ≤
(
ν + s− 1
s− 1
)
bν
N
N∑
n=1
|cn|.
The result now follows by combining this bound with the bound on V (φKν), the Koksma-
Hlawka inequality and the bound on the discrepancy for digital nets. 
Using (5) and (6) in Theorem 10 we obtain the following approximation.
Corollary 11. Let P be a digital (t,m, s)-net in base b. Choose the integer ν such that
ν ≤ m− t. Assume that fθ, f 2θ ∈ H and ‖fθ‖1,2, ‖f 2θ ‖1,2 <∞ for all parameters θ. Then
|err(fθ)− appbm(fθ)| . ‖f 2θ ‖νs−1ms−1b−(m−ν) + ‖f 2θ ‖1,2ν2s−1b−ν
+ ‖fθ‖νs−1msb−(m−ν) 1
N
N∑
n=1
|yn|+ ‖fθ‖1,2ν2s−1b−ν ,
for some constant independent of N,m, ν, {yn}n, fθ.
In order to balance the error one should choose m−ν ≈ ν, which implies that ν ≈ m/2.
Hence, overall we get an error of order m2(s−1)b−m/2.
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4.2.2. Higher order convergence. In this section we prove bounds on the error using higher
order digital nets, which yields higher rates of convergence provided that the predictor
fθ satisfies some smoothness assumptions.
Theorem 12. Assume that ‖g‖2,α <∞ for some integer α ≥ 2. Let {z0, z1, . . . , zbm−1}
be an order α digital (tα, m, s)-net in base b. Then, there holds for m− tα ≥ ν ∈ N∣∣∣∣∣∣∣
1
N
N∑
n=1
cng(xn)− 1
bm
bm−1∑
ℓ=0
g(zℓ)
s−1∑
q=0
(−1)q
(
s− 1
q
) ∑
d∈Ns0
|d|=ν−q
φKd(zℓ)
∣∣∣∣∣∣∣
.‖g‖2,α
(
mαsb−α(m−ν)
1
N
N∑
n=1
|cn|+ ν2s−1b−ν
)
,
for some constant independent of N,m, ν, g, {cn}n.
Proof. It remains to prove a bound on err2. Assume that g =
∑
k∈Ns0
αkωk for some
Walsh-coefficients αk ∈ R. By the definition of the Walsh functions, there holds
gφKν =
∑
k∈Ns0
k′∈Kν
αkµk′ωk⊖k′ =
∑
k∈Ns0
∑
k
′∈Kν
αk⊕k′µk′
ωk,
which means that the kth Walsh coefficient βk of gφKν is given by βk =
∑
k
′∈Kν
αk⊕k′µk′ .
The regularity assumption on g and [7, Theorem 14.23] imply that
|αk| . b−µα(k)‖g‖2,α,
where the constant is independent of k and g. For the Walsh coefficients of φKν , we only
know
|µk| . 1
N
N∑
n=1
|cn|
by the definition of µk in (11). Thus, for the Walsh-expansion of the product gφKν , we
know that the coefficients behave like
|βk| =
∣∣∣∣∣∣
∑
k
′∈Kν
αk⊕k′µk′
∣∣∣∣∣∣
≤
∑
k
′∈Kν
|αk⊕k′||µk′|
.‖g‖2,α 1
N
N∑
n=1
|cn|
∑
k
′∈Kν
b−µα(k⊕k
′)
.‖g‖2,α 1
N
N∑
n=1
|cn| b−µα(k)+αν ,
where the constant is independent of k and g. Thus, arguing as in the proof of [7,
Theorem 15.21], we obtain
err2 . (m)
αsb−α(m−ν)‖g‖2,α 1
N
N∑
n=1
|cn|,
where the constant is independent of m, ν, {cn}n, g. This concludes the proof. 
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Using (5) and (6) in Theorem 12 we obtain the following approximation.
Corollary 13. Let α ≥ 2 be an integer and let P be an order α digital (t,m, s)-net in
base b. Choose the integer ν such that ν ≤ m− t. Assume that ‖fθ‖2,α, ‖f 2θ ‖2,α <∞ for
all parameters θ. Then
|err(fθ)− appbm(fθ)| . ‖f 2θ ‖2,α
(
mαsb−α(m−ν) + ν2s−1b−ν
)
+ ‖fθ‖2,α
(
mαsb−α(m−ν)
1
N
N∑
n=1
|yn|+ ν2s−1b−ν
)
,
for some constant independent of N,m, ν, {yn}n, fθ.
In order to balance the error one should choose α(m − ν) ≈ ν, which implies that
ν ≈ α
α+1
m. Hence, overall we get an error of order m2sb−
α
α+1
m.
Remark 14. Corollary 13 together with Theorem 7 show that for (t,m, s)-nets with
moderate t-value, the choice ν ≃ m/(1 + 1/α) leads to an error bound
error = O(b−αm/(1+α))
with a startup cost of
coststartup = O(Nbm/(1+α))
and an online cost (same data points but different values of θ) of
cost = O(bm),
where the hidden constants depend exponentially on the dimension but only polynomially
on m.
4.3. Approximation of parameters. In Corollary 11 and Corollary 13 we have shown
that our data compression method yields an approximation of the squared error. In
practice one may be interested in how this approximation changes the choice of param-
eters. This is a well studied problem in optimization called ’perturbation analysis’, see
for instance [2]. In this section we apply [2, Proposition 4.32] to obtain such a result.
Assume that the optimization problem
min
θ∈Ω
err(fθ)
has a non-empty solution set S0. We say that err(fθ) satisfies the second order growth
condition at S0 if there exists a neighbourhood N of S0 and a constant c > 0 such that
err(fθ) ≥ E0 + c[dist(x, S0)]2, ∀x ∈ Ω ∩N,
where E0 = infθ∈Ω err(fθ).
In many optimization problems one needs to use an approximation algorithm to find
an approximation solution. We call θ an ε-solution of minθ∈Ω err(fθ) if
err(fθ) ≤ E0 + ε.
Define the function
A(θ) = err(fθ)− appbm(fθ).
In order to obtain a result on how much the optimal parameter changes by switching from
err(fθ) to appbm(fθ), we need a bound on the gradient ∇θA(θ). We can use Theorem 12
to obtain such a result.
Define
Ap,α = max
j
sup
θ∈Ω
∥∥∥∥fθ ∂fθ∂θj
∥∥∥∥
p,α
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and
Bp,α = max
j
sup
θ∈Ω
∥∥∥∥∂fθ∂θj
∥∥∥∥
p,α
.
We can now use Theorem 10 for the order 1 case and Theorem 12 for the order α ≥ 2
case, with cn = 1 and g(z) = fθ(z)
∂fθ(z)
∂θj
, assuming that ‖g‖2,α is bounded independently
of θ for all θ ∈ Ω. In the second step we set cn = yn and g(z) = ∂fθ(z)∂θj . Similarly to
Corollary 11 we obtain
max
j
sup
θ∈Ω
∣∣∣∣∂A∂θj
∣∣∣∣ . A1,1νs−1ms−1b−(m−ν) + A1,2ν2s−1b−ν
+B1,1ν
s−1msb−(m−ν)
1
N
N∑
n=1
|yn|+B1,2ν2s−1b−ν ,
and similarly to Corollary 13 we obtain
max
j
sup
θ∈Ω
∣∣∣∣∂A∂θj
∣∣∣∣ .A2,α (mαsb−α(m−ν) + ν2s−1b−ν)
+B2,α
(
mαsb−α(m−ν)
1
N
N∑
n=1
|yn|+ ν2s−1b−ν
)
.
This implies that A satisfies a Lipschitz condition with modulus κ which satisfies
κ . A1,1ν
s−1ms−1b−(m−ν) + A1,2ν
2s−1b−ν +B1,1ν
s−1msb−(m−ν)
1
N
N∑
n=1
|yn|+B1,2ν2s−1b−ν ,
if we use digital (t,m, s)-nets, and satisfies
κ . A2,α
(
mαsb−α(m−ν) + ν2s−1b−ν
)
+B2,α
(
mαsb−α(m−ν)
1
N
N∑
n=1
|yn|+ ν2s−1b−ν
)
if we use order α digital (t,m, s)-nets.
The following result is [2, Proposition 4.32] applied to our situation.
Theorem 15. Assume that err(fθ) satisfies the second order growth condition with con-
stant c > 0 and that the function err(fθ)−appbm(fθ) is Lipschitz continuous with modulus
κ on Ω ∩N . Let θ be an ε-solution of minθ∈Ω appbm(fθ). Then
dist(θ, S0) ≤ c−1κ + c−1/2ε1/2.
For completeness we include a proof, which is, apart from a change in notation, copied
from [2, Proof of Proposition 4.32].
Proof. Define function h(θ) = err(fθ) − appbm(fθ). Let θ0 be a point in S0, the solution
set of minθ∈Ω err(fθ). Let θ be an ε-solution of minθ∈Ω appbm(fθ). Then appbm(fθ) ≤
appbm(fθ0) + ε and hence
err(fθ)− err(fθ0) =h(θ0)− h(θ) + appbm(fθ)− appbm(fθ0)
≤h(θ0)− h(θ) + ε
≤κ‖θ − θ0‖+ ε. (17)
Furthermore, for any η > 0 we can choose θ0 ∈ S0 such that
‖θ − θ0‖ ≤ dist(θ, S0) + η.
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Therefore, by the second order growth condition we have
err(fθ)− err(fθ0) ≥ c(‖θ − θ0‖ − η)2.
Together with (17) this implies that
c(‖θ − θ0‖ − η)2 ≤ κ‖θ − θ0‖+ ε.
By considering the limit in the last inequality we obtain that
c dist(θ, S0)
2 ≤ κ dist(θ, S0) + ε.
By solving the quadratic inequality we obtain
dist(θ, S0) ≤ 1
2
c−1κ+
√( κ
2c
)2
+
ε
c
≤ κ
c
+
√
ε√
c
,
which completes the proof. 
In the appendix we study ordinary least squares and obtain another bound on how
the parameter changes in terms of the condition number of the matrix occurring in the
normal equations.
5. Numerical experiments
5.1. Linear regression. We simulate a linear regression by testing the approximation
quality of the method on the function
fθ(x) = (1, x)θ
for a weight vector θ ∈ Rs+1 which is randomly generated. The data xi ∈ Rs, i = 1, . . . , N
was generated randomly by sampling a standard normal distribution and scaling the
absolute value to the unit cube. Analogously, we generated the labels yi, i = 1, . . . , N
randomly for a problem size N = 106 in s = 6 dimensions. We approximate the error
err(fθ) :=
N∑
i=1
(fθ(xi)− yi)2 ≈ appL(fθ).
Figure 1 shows the convergence over 100 samples of weight vectors for different values of
ν and m. We note that the observed compression rate is on average ≈ 1/103 with an
accuracy of ≈ 2 · 10−3. We use higher-order Sobol points generated by interlacing [5].
5.2. Deep neural networks. We test the approximation quality on randomly generated
deep neural networks by using the MNIST dataset of handwritten digits (see http://yann.lecun.com/exdb/mnist/).
We use a neural networks of the following layer/node structure: A shallow net defined by
x 7→ 200 −→ 1 7→ fθ(x),
as well as a deep net defined by
x 7→ 200 −→ 100 −→ 50 −→ 20 −→ 1 7→ fθ(x),
where θ is the vector of weights of the neural network, i.e., for the deep net
f(x) = W4φ(W3φ(W2φ(W1x))), θ = (W1, . . . ,W4)
for matrices Wi ∈ Rni+1×ni, with n = (200, 100, 50, 20, 1) and a given activation function
φ : R→ R. The handwritten digits x are 20x20 greyscale images which show digits from
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PSfrag replacements
cost = 2m, m = ⌈(1 + 1/α)ν + 4⌉
α = 1, average
α = 1, maximum
α = 2, average
α = 2, maximum
Figure 1. The average and maximal approximation error |err(fθ) −
appbm(fθ)| over 100 random samples of θ ∈ R6. We use first and sec-
ond order digital nets and choose ν accordingly to obtain the predicted
convergence order ofO(costα/(1+α)) (indicated by the dashed line for α = 2).
m \t 0 1 2 3 4 5 6 7 8 9 10 11
10 2 3 4 5 9 16 32 76 167 431 >8300
12 2 3 4 6 10 16 34 40 109 242 506 1049
14 2 3 4 6 8 12 22 48 85 164 383 761
16 2 3 4 6 8 14 15 35 80 159 280 525
18 2 3 4 7 8 11 15 35 70 108 220 393
Table 1. This table lists the dimensions at which each t-value first occurs
for Sobol′ sequences in base b = 2. Taken from [11, Table 3.8], which
contains more values.
0 to 9. The labels Y = (y1, y2, . . . , yN) contain the correct numbers from 0 to 9. We
approximate the error
err(fθ) :=
N∑
i=1
(fθ(xi)− yi)2 ≈ appbm(fθ).
The database contains more than N = 60000 samples (a couple of them are shown in
Figure 2). We subsample the images using a 2× 2-stencil to reduce the input dimension
to s = 100. This allows us to still choose digital nets with reasonably bounded t-value
for the problem sizes at hand. We use t-value optimized Sobol sequences from [10] which
can be downloaded from https://web.maths.unsw.edu.au/~fkuo/sobol. For instance,
Table 1 (which is [11, Table 3.8]) shows the dimensions at which each t-value first occurs.
As activation function, we used the smooth sigmoid function φ(x) := 2
1+e−x
− 1.
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Figure 2. Sample images from the MNIST database of handwritten dig-
its. Each pixel (20x20) contains a gray value between 0 and 1.
In Figure 3, we plot the approximation error over hundred randomly generated weight-
vectors θ. We observe that compressing the data to 2m/N ≈ 0.13 of its original size yields
an average compression loss of less than ten percent. The large discrepancy between ν
and m is necessary to offset the fairly large t-value (≈ 10) of the 100-dimensional Sobol
sequence. We also plot the distribution of the data points in some arbitrarily selected
dimension to illustrate the non-trivial density which is implicitly approximated by the
function φK . The method seems to be fairly robust with regard to the depth of the neural
network as suggested by the similar results for the shallow and for the deep net.
6. Appendix: Least squares
While ordinary least squares is already of linear complexity and thus can not be im-
proved by our method, several practically important extensions such as Lasso regression
(originally introduced in [15]) may provide useful areas of application.
6.1. Approximation of the ordinary least squares error. We consider now the
special case of linear least squares where
fθ(z) = z1θ1 + · · ·+ zsθs
in more detail. We show below that in some instances, the computation can be simpli-
fied further. The perturbation analysis reduces to a perturbation of a linear system of
equations and so we can bound the change in the parameter θ due to the approximation
in terms of the condition number of the matrix occurring in the normal equations.
The goal in ordinary least squares is to find the best θ such that
Xθ ≈ y.
For N > s this linear system does not have a solution in general. Linear least squares
means that we solve the following linear system instead
Xθ = projXy,
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Figure 3. First row: Histrograms of the convergence of the approximation
error over 100 randomly generated shallow nets (left) and deep nets (right).
The approximation parameters are N = 60000, ν, and m are given in the
plot. Second row: Distribution of the MNIST data projected to three
dimensional hyperfaces in dimensions (1, 2, 3), (50, 80, 150), and
(220, 300, 350).
where projXy is the projection of y onto the columns of X .
As is well known, to find the coefficients θ = (θ1, . . . , θs)
⊤, one needs to solve the
normal equations
X⊤Xθ = X⊤y,
where the N × s matrix X is given by
X =

x⊤1
x⊤2
...
x⊤N

and y = (y1, y2, . . . , yn)
⊤.
The square error is given by
err(fθ) =
1
N
θ⊤X⊤Xθ − 2
N
θ⊤X⊤y +
1
N
y⊤y. (18)
One obtains the normal equations by differentiating with respect to θ, which yields
∇err(fθ) = 2
N
X⊤Xθ − 2
N
X⊤y,
and then finding a solution to the equation ∇err(fθ) = 0, which is equivalent to the
normal equations.
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Consider now the approximation appL(fθ). Define the matrices
Z =

z⊤0
z⊤1
...
z⊤bm−1
 ,
the diagonal matrixWX ,P whose diagonal is given by (WX ,P,ν,0,WX ,P,ν,1, . . . ,WX ,P,ν,bm−1)
⊤,
i.e. for wℓ = WX ,P,ν,ℓ we have
WX ,P =

w0 0 0 . . . . . . 0
0 w1 0 . . . . . . 0
...
. . .
. . .
. . .
...
...
. . .
. . .
. . .
...
0 . . . . . . 0 wbm−2 0
0 . . . . . . 0 wbm−1

and the vector
WX ,Y ,P =

WX ,Y ,P,ν,0
WX ,Y ,P,ν,1
...
WX ,Y ,P,ν,bm−1
 .
We can write the approximation of (18) in matrix form
appbm(fθ) = θ
⊤Z⊤WX ,PZθ − 2θ⊤Z⊤WX ,Y ,P + 1
N
y⊤y.
Differentiating with respect to θ yields
∇appL(fθ) = 2Z⊤WX ,PZθ − 2Z⊤WX ,Y ,P .
We can find an approximation of θ by finding θ˜ such that ∇appL(fθ˜) = 0, which yields
Z⊤WX ,PZθ˜ − Z⊤WX ,Y ,P = 0. (19)
From the derivation of the weights it follows that, if and only if for some point zℓ we
have Id(zℓ) ∩ X = ∅ for all d with |d| = ν, then WX ,P,ν,ℓ = 0. This then implies that
WX ,Y ,P,ν,ℓ = 0. If this is the case for some ℓ, then we set WX ,Y ,P,ν,ℓ/WX ,P,ν,ℓ = 0.
6.2. Simplified normal equations for polynomial lattice rules. We briefly discuss
the case where the digital nets are polynomial lattice point sets [7, Chapter 10] without
going into details. In some instances, this case can lead to a simpler form of the normal
equations. The following approach is based on [6].
The first point of a polynomial lattice point set is always 0. Hence the solution θ˜
obtained from solving (19) does not depend on this point. The interpretation is that
data points which are in elementary intervals anchored at 0 have response values which
are close to 0 and so the natural prediction in this case is 0 (for instance, we have that
the absolute value of the response is bounded by b−ν/smaxj |θj |). Hence we define W ′X ,P
as the matrix with the first row and column deleted, and similarly, let W ′X ,Y ,P be the
vector without the first element.
Assume that N ≫ bm > s and that bm ≈ cs for some constant c independent of
N, bm, s. We use a polynomial lattice rule as our quadrature point set. Then we can
write
Z ′ = CP,
25
where Z ′ is the matrix Z without the first row, C is a circulant matrix of size (bm− 1)×
(bm − 1) and the (bm − 1)× s matrix P has exactly one element 1 in each of its columns
and the remaining elements are 0 (i.e., it deletes some of the columns of C and reorders
the remaining columns of C).
By extending the dimension s to bm − 1 we obtain a square matrix Z ′. In this case we
can make P a permutation matrix by choosing the components of the generating vectors
all different. In the computation of WX ,P and WX ,Y ,P we restrict d ∈ {0, 1, . . . , ν}bm−1 to
d = (d1, d2, . . . , ds, 0, 0, . . . , 0)
⊤. Hence the components after s do not matter.
Hence we need to solve the linear system
P⊤C⊤W ′X ,PC
(
P θ˜ − C−1W ′X ,P−1W ′X ,Y ,P
)
= 0. (20)
Now P⊤ is a permutation matrix, and therefore non-singular and C⊤ is a non-singular
circulant matrix. Hence the linear system (20) simplifies to
θ˜ = P⊤C−1W ′X ,P
−1
W ′X ,Y ,P , (21)
whereW ′XX,P is a diagonal matrix, C
−1 is a circulant matrix and P is permutation matrix.
Thus θ˜ can be computed in O(mbm) operations, excluding the cost of computing W ′X ,P
and W ′X ,Y ,P .
6.3. Error analysis. First we note that the bound on the change of the square error
from Corollary 11 applies also for this approximation.
In the following we investigate by how much the solution θ changes. In a nutshell, when
we compress the data, we perturb the matrix X and hence the left-hand side matrix X⊤X
in the normal equations and also the right-hand side X⊤y. As is well known, the effect
of this perturbation on the solution will depend on the condition number of the matrix
X⊤X and the extend of the perturbation. If the matrix X⊤X is well conditioned, then
compressing the data will only have a small effect on the solution.
We can derive a bound on the perturbation by using Theorem 10. Let
g(z) = (θ · z)2 = (θ1z1 + · · ·+ θszs)2
and c1 = · · · = cN = 1. Then
1
N
N∑
n=1
g(xn) =
1
N
θ⊤X⊤Xθ.
Further we have
1
bm
bm−1∑
ℓ=0
g(zℓ)
s−1∑
q=0
(−1)q
(
s− 1
q
) ∑
d∈Ns
0
|d|=ν−q
φKd(zℓ) = θ
⊤Z⊤WX ,PZθ.
Now Theorem 10 implies for any vector θ we have∣∣∣∣ 1N θ⊤X⊤Xθ − θ⊤Z⊤WX ,PZθ
∣∣∣∣ . ‖g‖νs−1ms−1b−(m−ν) + ‖g‖1,2νs−1b−ν .
It can be checked that
‖g‖ ≤4(|θ1|+ · · ·+ |θs|)2,
‖g‖1,2 =
s∑
j=1
(2θ2j + |θj ||θ1 + · · ·+ θs|) + 2
s∑
i,j=1
|θiθj |.
26
Let ui,j be the element in row i and column j of
1
N
X⊤X and vi,j be the corresponding
entry in Z⊤WX ,PZ. We choose θj = 1 and all the remaining θi = 0 to obtain
|uj,j − vj,j| . νs−1ms−1b−(m−ν) + ν2s−1b−ν ,
where the constant depends on s but not on m, ν. Similarly, by choosing θi = θj = 1 for
some i 6= j and all the remaining entries of θ zero, we also obtain
|ui,j − vi,j | . νs−1ms−1b−(m−ν) + ν2s−1b−ν .
Now set g(z) = θ · z = θ1z1 + · · ·+ θszs and cn = yn for n = 1, 2, . . . , N . Then
1
N
N∑
n=1
yng(xn) =
1
N
θ⊤X⊤y
and
1
bm
bm−1∑
ℓ=0
g(zℓ)
s−1∑
q=0
(−1)q
(
s− 1
q
) ∑
d∈Ns0
|d|=ν−q
φKd(zℓ) = θ
⊤Z⊤WX ,Y ,P .
The norms of g are now given by
‖g‖ =|θ1 + · · ·+ θs|+ |θ1|+ · · ·+ |θs|,
‖g‖1,2 =1
2
|θ1 + · · ·+ θs|+ |θ1|+ · · ·+ |θs|.
Let uj be the jth entry in
1
N
X⊤y and vj be the jth entry in Z
⊤WX ,Y ,P . Then using
again Theorem 10 with θj = 1 and the remaining components of θ set to zero, we obtain
|uj − vj| . νs−1ms−1b−(m−ν) 1
N
N∑
n=1
|yn|+ ν2s−1b−ν .
Thus instead of solving the linear system X⊤Xθ = X⊤y we solve a perturbed linear
system (X⊤X+∆A)θ = X⊤y+∆b, where each entry in ∆A and ∆b is bounded and can
be made small by increasing the number of points in the digital net and using smaller
elementary intervals in the partitioning of the unit cube.
Corollary 16. Let ‖A‖2 denote the matrix norm induced by the ℓ2 norm ‖ · ‖ℓ2. Then
‖θ − θ˜‖ℓ2 . ‖X⊤X‖2‖(X⊤X)−1‖2
(
νs−1ms−1b−(m−ν)max
(
1,
1
N
N∑
n=1
yn
)
+ ν2s−1b−ν
)
.
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