Abstract. We study the parabolic flow for generalized complex Monge-Ampère type equations on closed Hermitian manifolds. We derive a priori C ∞ estimates for normalized solutions, and then prove the C ∞ convergence.
Introduction
Let (M, ω) be a compact Hermitian manifold of complex dimension n ≥ 2 and χ another smooth Hermitian metric. We are interested in looking for a Hermitian metric χ ′ in the class [χ] satisfying (1.1)
where ψ is a smooth positive real function on M, b α 's are nonnegative real constants, and n α=1 b α > 0. This type of equations contains some of the most important ones in complex geometry and analysis.
The most known case is probably the complex Monge-Ampère equation,
On closed Kähler manifolds, this equation is equivalent to the Calabi conjecture [3, 4] . In the famous work of Yau [41] (see also [1] ), he proved the conjecture by solving the complex Monge-Ampère equation. A corollary of the Calabi conjecture is the existence of Kähler-Einstein metrics when the first Chern class is zero. Later, the result was extended to closed Hermitian manifolds, which was done by Cherrier [9] , Tosatti and Weinkove [34, 35] . In [35] , Tosatti and Weinkove stated a Hermitian version of Calabi conjecture, which used the first Bott-Chern class instead. All of these works are based on continuity method, while the parabolic flow method is also a powerful measure. Cao [5] used Kähler-Ricci flow to reproduce the result of Yau [41] , and Gill [16] introduced Chern-Ricci flow to reproduce that of Tosatti and Weinkove [34, 35] .
Another interesting case is Donaldson's problem, (1.3) χ ′n = ψχ ′n−1 ∧ ω.
It was first proposed by Donaldson [11] in the study of moment maps. Chen [7] found out the same equation when he study the Mabuchi energy on Fano manifolds. The solvability implies a lower bound of the Mabuchi energy, and χ ′ is the critical metric.
When ψ is a constant, the equation was studied by Chen [7, 8] , Weinkove [39, 40] , Song and Weinkove [26] using the J-flow. These results were extended by Fang, Lai and Ma [13] also by a parabolic flow. In [14, 15] , Fang and Lai studied some other parabolic flows, one of which was adopted by the author [29] to study more general cases. For Donaldson's problem, continuity method seems harder to apply. The author [28] introduced piecewise continuity method to solve the complex Monge-Ampère type equations on Hermitian manifolds, which contains Donaldson's equation. Li, Shi and Yao [23] reproduced the result of Song and Weinkove [26] by constructing a class of Kähler metrics. Admitting the result of Yau [41] , Collins and Székelyhidi [10] were also able to solve the equation by a different argument. In the argument, they construct a class of equations in form (1.1) to reach Donaldson's equation from the complex Monge-Ampère equation. The approach was applied in more general equations by Székelyhidi [33] .
For general cases of equation (1.1), the solvability was conjectured by Fang, Lai and Ma [13] . They solved the equation when the coefficients satisfies some special conditions. To investigate the numerical cone condition for J-flow conjectured in [22] , Collins and Székelyhidi [10] studied equation (1.1) . Later, the author [32] generalized the result to more general cases by piecewise continuity method.
In local coordinate charts, we may write ω and χ as 
For convenience, we denote (1.6)
Therefore, equation (1.1) can be written in the form,
This is a fully nonlinear elliptic equation. Since the cokernal is nontrivial, it is not solvable for all ψ > 0. Generally, we try to find a function u and a real number b such that (1.8)
Only in a few cases, we know b = 0 in advance. If χ and ω are both Kähler and ψ is constant, ψ is uniquely determined by
To reproduce the results in [32] , we consider a parabolic flow for generalized complex Monge-Ampère type equations,
with initial value u(x, 0) = 0, where ψ ∈ C ∞ (M) is positive, and χ u > 0. Following [26, 13, 19] , we assume that there is a C 2 function v satisfying
which is called the cone condition. In the study, the key step is probably the sharp C 2 estimate. Theorem 1.1. Let (M, ω) be a closed Hermitian manifold fo complex dimension n and χ also a Hermitian metric. Suppose that the cone condition (1.11) holds true. Then there exists a long time solution u to equation (1.10). Moreover, there are uniform constants C and A such that
As shown by Collins and Székelyhidi [10] , the cone condition can be defined in the viscosity sense.
The sharp C 2 estimate can help us to obtain C 0 estimate, which is probably the most difficult one in the argument. It is worth a mention that there is a direct uniform estimate for the elliptic equation by the author [30, 31, 32] and Székelyhidi [33] while that for parabolic flows is not available so far. Since there are troublesome torsion terms, we need to apply a trick due to Phong and Sturm [25] with making a particular perfect square (see also [36] ). When C 0 and C 2 estimates are available, all others can be obtained by Evans-Krylov theorem [12, 21, 37, 38] and Schauder theory.
To reproduce the results in [32] , we need to discover some convergence property. However, it is very likely that u(x, t) itself is divergent. Instead, we study the convergence of the normalized solution,
For general Hermitian manifolds, we have the following result. Theorem 1.3. Let (M, ω) be a closed Hermitian manifold of complex dimension n and χ also a Hermitian metric. Suppose that the cone condition (1.11) holds true. Then there exists a uniform constant C such that for all time t ≥ 0,
given that
As a consequence,ũ is C ∞ convergent to a smooth functionũ ∞ . Moreover, there is a unique real number b such that the pair
A corollary follows from Theorem 1.3.
Corollary 1.4. Let (M, ω) be a closed Hermitian manifold of complex dimension n and χ also a Hermitian metric. Suppose that the cone condition (1.11) holds true, and b 1 · · · , b n−1 and ψ are fixed. Then there is a constant K ≥ 0 such that if c n ≥ K there exists a uniform constant C such that for all time t ≥ 0,
As a consequence,ũ is C ∞ convergent to a smooth functionũ ∞ . Moreover, there is a unique real number b such that the pair (ũ ∞ − sup Mũ∞ , b) solves equation (1.8).
Should we have more knowledge of the manifold, it would be possible to obtain stronger results. When χ and ω are both Kähler, we have the following result. Theorem 1.5. Let (M, ω) be a closed Kähler manifold of complex dimension n and χ also a Kähler metric. Suppose that the cone condition (1.11) holds true and ψ ≥ c for all x ∈ M, where c is defined in (1.9). Then there exists a uniform constant C such that for all time t ≥ 0,
Consequently,ũ is C ∞ convergent to a smooth functionũ ∞ . Moreover, there is a unique real number b such that the pair
It is worth a mention that we only require the concavity of the elliptic part in several key steps. So our argument can be applied to some other parabolic flows for generalized complex Monge-Ampère type equations. Fang and Lai [15] discussed different parabolic flows for complex Monge-Ampère type equations. Collins and Székelyhidi [10] used the equation
For simplicity, we shall consider an equivalent form analogous to J-flow when χ and ω are Kähler. We may call it generalized J-flow.
Theorem 1.6. Let (M, ω) be a closed Kähler manifold of complex dimension n and χ also a Kähler metric. Suppose that the cone condition (1.11) holds true for ψ = c. Then there exists a long time solution u to equation
The paper is organized as follows. In Section 2, we state some preliminary knowledge. In Section 3, we generalize the C 2 estimate of the author [29] and prove Theorem 1.1. In Section 4, time-independent estimates are derived from the C 2 estimate in Section 3. We prove the time-independent estimates for Hermitian manifolds and Kähler manifolds respectively. In Section 5, we give a new direct argument for gradient estimates. In Section 6, we briefly review the convergence of the normalized solution, and finish the proofs of Theorem 1.3 and Theorem 1.5. In Section 7, we study another parabolic flow used by Collins and Székelyhidi [10] and prove Theorem 1.6. We also discuss the lower bound and properness of the more general J-functional in the previous sections. It is pointed out by Gabor Székelyhidi that this is used in their paper [10] .
2. Preliminary 2.1. Notations. We denote by ∇ the Chern connection of g. As in [19] , we express
and thus in local coordinates
Also, we denote the coefficients of X −1 by X ij . Let S α (λ) denote the α-th elementary symmetric polynomial of λ ∈ R n ,
For a nonsingular square matrix A, we define S α (A) = S α (λ(A)) where λ(A) denote the eigenvalues of A. Further, write S α (X) = S α (λ * (X)) and S α (X −1 ) = S α (λ * (X −1 )) where λ * (A) and λ * (A) denote the eigenvalues of a Hermitian matrix A with respect to {g ij } and to {g ij }, respectively. In this paper, we shall use S α to denote S α (X −1 ). In local coordinates, equation (1.10) can be written in the form
2.2. Concavity. Concavity (or convexity) is an important assumption in the theory of fully nonlinear ellptic and parabolic equations, e.g. Evans-Krylov theorem. Indeed, the concavity itself will play a key role in the convergence later. By the work of Caffarelli, Nirenberg and Spruck [2] , we only need to prove that ln
is concave with respect to λ instead of Hermitian matrix. For convenience, rewrite
We need to show that the matrix {B ij } n×n is non-positive definite.
, and (2.9)
It is well known that ln S n (λ) − ln S n−α (λ) is concave, and consequently (2.10)
and when α = n − 1
Hence, (2.13)
where S −1;i = 0 by convention. Applying Hölder inequality,
and thus i,j B ij η i η j ≤ 0.
2.3. Formulas. We state some useful formulas at a given point p. Assume that at the point p, g ij = δ ij and X ij is diagonal in a specific chart. In this paper, we call such local coordinates normal coordinate charts around p.
We recall the formula from [18] ,
and (2.17)
where (2.18)
For convenience, we can rewrite equation (1.10) in the form
and condition (1.11) in the form (2.20)
and (2.23)
Recall that the fundamental polynomials have strong concavity in Γ n , which was shown in [20, 13] .
So we can control some terms in the right of (2.23), (2.25)
Applying Hölder inequality to (2.25), and then summing it over l, (2.26)
Since v ∈ C 2 (M) and χ v > 0, we may assume
Morevoer, by the maximum principle, ∂ t u attains its extremal values at t = 0,
It follows immediately that
Therefore, the flow remains Hermitian at any time.
The second order estimate
In this section we derive the partial second order estimate for admissible solutions. In order to prove the second order estimate, we need a key inequality. Guan [17] , Collins and Székelyhidi [10] and Székelyhidi [33] have more general statements for elliptic equations.
Lemma 3.1. There are constants N, θ > 0 such that when w ≥ N at a point p,
Proof. Without loss of generality, we may assume that X 11 ≥ · · · ≥ X nn . Direct calculation shows that
Noting that for all s > 0
and thus if
Now we just need to consider the case
If δ > 0 is small enough, χ − δg is still positive definite and satisfies (2.20) . So there are N ′ > 0 and σ > 0 such that for all λ > N
Using the bound (2.30) and let X 11 be sufficiently large, we have
be an admissible solution to equation (1.10) and w = ∆u + trχ. Then there are uniform constants C and A such that
where C, A depend only on geometric data.
Proof. We consider the function we φ where φ is to specified later. Suppose that ln we φ achieves its maximum at some point (p,
Choose a local chart around p such that g ij = δ ij and X ij is diagonal at p when t = t 0 . Therefore, we have at the point (p, t 0 ),
Without loss of generality, we may assume that w ≫ 1. Otherwise, the proof is finished. Since
whereT denotes the torsion with respect to the Hermitian metric χ. Then (3.18)
So by (2.17) and (3.18),
Combining (2.26) and (3.20), (3.21)
By (3.14) and (3.15), (3.23)
To apply a trick due to Phong and Sturm [25] , we specify φ as follows,
We may assume A > N ≫ 1, where N is the crucial constant in Lemma 3.1.
It is easy to see that
and
By (3.26) and (3.27),
Using Schwarz inequality to control the first term in the right, (3.29)
and hence
Substituting (3.25) and (3.30) into (3.23) (3.31)
1 , there is θ > 0 such that,
This gives a bound w ≤ 1 at (p, t 0 ) if we pick a sufficiently large A, which contradicts our assumption. On the other hand, if
Long time existence and time-independent estimates
Since ∂ t u is bounded, we are able to obtain C 0 estimate dependent on time t.
By the Evans-Krylov theorem and Schauder estimates, we can obtain C ∞ estimates dependent on t. Then it is standard to prove the long time existence. To prove convergence, we need time-independent estimates instead. In this section, we obtain time-independent estimates up to second order. Higher order estimates follow from Evans-Krylove theorem and Schauder estimate.
Hermitian case.
Theorem 4.1. Under the assumption of Theorem 1.3, there exists a uniform constant C such that
Proof. We prove the theorem by contradiction. If such a bound does not exist, there is a sequence t i → ∞ such that
By (1.15) and the maximum principle,
Thus for t > s ≥ 0,
So we have
By theorem 3.2,
As shown in [34] , it follows that
for some positive constant C, which contradicts our assumption.
Following Theorem 4.1, we can show that the C 2 estimate is also independent on time t. Proof. By (4.5) and theorem 3.2,
Then the conclusion follows from Theorem 4.1.
Kähler case.
Theorem 4.3. Under the assumption of Theorem 1.5, there exists a uniform constant C such that
First of all, we recall the definition of extended J-functionals, which was done in [13, 29] . Let (4.12)
For any curve v(s) ∈ H, the functional J α is defined by
Then we have a formula for J α of u ∈ H, (4.14)
for any path v(s) ⊂ H connecting 0 and u. The functional is independent on the path. Restricting the integration to the line v(s) = su, 
The last inequality follows from Jesen's inequality. The condition ψ ≥ c implies that
This tells us that J(u) is decreasing and non-positive along the solution flow. Let
u(x, t) ≤û(x, t).
Lemma 4.4.
for some constants C 1 and C 2 .
Proof. By (4.17),
Together with (4.15), we have
The first inequality in (4.22) follows from (4.24).
Rewriting (4.24),
Let C be a positive constant satisfying
Substituting (4.25) into (4.27),
As shown in [41] , it implies the second inequality in (4.22 By theorem 3.2,
Following Theorem 4.3, we can show that the C 2 estimate is also independent on time t.
Corollary 4.5. Under the assumption of Theorem 1.5, there exists a uniform constant C such that
Proof. There exists t 0 ∈ [0, t] such that inf M u(x, t 0 ) = inf M ×[0,t] u(x, s), and hence (4.37)
Together with theorem 3.2,
Then the conclusion follows from the fact thatû is uniformly bounded on M × [0, ∞), which is in the proof of Theorem 4.3.
The gradient estimate
Although C 0 estimate and partial C 2 estimate can lead to a gradient estimate, we provide a different argument following [19, 27] . and w = ∆u + trχ. Suppose that
Then there are uniform constants C and A such that
Proof. Suppose that the function |∇u| 2 e φ attains its maximum at (p, t 0 ) ∈ M t = M × (0, t]. As previous, we choose a normal coordinate chart around p. Without loss of generality, we may assume |∇u| ≫ 1 and |∇u| > |∇v| at (p, t 0 ). Thus we have the following relations at (p, t 0 ),
Direct computation shows that,
By (5.3) and (5.8),
WEI SUN
By (5.9) and Schwarz inequality,
for some uniform constant C 2 > 0; by (5.10),
Substituting (5.11) and (5.12) into (5.6),
Let φ = Ae η , where
and A is to be determined. It is easy to see that (5.14)
Then from (5.13),
Controlling the second term,
Noting that
then by (5.5) and (5.14),
Putting together (5.20) and (5.22),
By the fact that φ ≥ A,
Since we assume |∇u| > |∇v|, 
Choosing θ satisfying θK > 8n,
When A is large enough, we derive a bound |∇u| ≤ C. If
By Schwarz inequality and (5.30),
Substituting (5.31) into (5.26),
This leads to a bound for |∇u| if A is chosen large enough. Case 2. w ≤ N. We have
Substituting (5.25) and (5.33) into (5.24),
Choosing A sufficiently large and noting the assumption that |∇u| ≫ 1,
When |∇u| is larger than 2C 5 /ǫ, we derive a bound for |∇η|. But (5.36) |∇u| = |∇µ| ≤ |∇η| + |∇v|.
Applying appropriate H(t), we can obtain time-independent gradient estimate. For Hermitian manifolds, we have the following corollary. 
By theorem 5.1, there are constants C and A such that
Theorem 4.1 implies thatũ is uniformly bounded, and then we obtain the bound for |∇u| 2 .
For Kähler manifolds, we have the following corollary.
Corollary 5.3. Under the assumption of Theorem 1.5, there exists a uniform constant C such that
Proof. Setting µ =û,
By (4.24) in the proof of Lemma 4.4, we have
Then Theorem 4.3 implies thatũ is uniformly bounded, and consequently we obtain the bound for |∇u| 2 .
Convergence of the parabolic flow
In this section, we prove the convergence of the normalized solution. The arguments of Gill [16] can be applied verbatim here, so we just give a sketch.
Let ϕ be a positive function on M × (0, ∞) such that
.
At a point p and under a normal coordinate chart, {G ij } is diagonal and
We have the following Harnack inequality.
Lemma 6.1. For all 0 < t 1 < t 2 ,
Now we apply the argument of Cao [5] . Define ϕ = ∂ t u. Let m be a positive integer and define
By (2.21), we have (6.6) and t 2 = 1, we have
where By contradiction argument, we can prove that the convergence ofũ toũ ∞ is actually C ∞ .
Note thatũ satisfies
Letting t → ∞, the right side of (6.11) tells us that it converges. Then (6.8) implies that it converges to a constant b. This completes the proof of the convergence.
Generalized J-flow in Kähler geometry
In this section, we just show some key steps of the proof, that is, the second order estimate and the uniform estimate. The remaining parts follow from the previous sections.
Rewriting (1.19 ),
Since ω is Kähler,
Differentiating the equation at p
7.1. Second order estimate.
be an admissible solution to equation (1.19) and w = ∆u + trχ. Then there are uniform constants C and A such that
Proof. We consider the function we φ where φ, where
and A is to determined. Suppose that ln we φ achieves its maximum at some point (p, t 0 ) ∈ M t = M × (0, t]. Without loss of generality, we may assume that w ≫ 1. Choose a local chart around p such that g ij = δ ij and X ij is diagonal at p when t = t 0 . Therefore, we have at the point (p, t 0 ),
By (7.2), (7.13) and (3.19), (7.14)
Combining (7.6) and (7.14),
c α S α (χ −1 ). By (7.10) and (7.11), Choosing A > It is shown by Weinkove [40] that equality (7.22) implies
Therefore, we only need to prove the lower bound of u(x, t). If such a lower bound does not exist, then we can choose a sequence t i → ∞ such that = Ce A(u(x,t i )−inf M u(x,t i )) .
As shown in [34] , it follows that (7.27) sup Choosing a path φ(t), we have Similar to the work of Mabuchi [24] , the class of functionalĴ χ has 1-cocyle condition in H by the independence of path. Together with (7.29) and (7.30), we have the following theorem. In addition, if (7.31) holds true for χ ′ = χ u , thenĴ χ has a minimum value at u.
Proof. The 1-cocycle condition tells us thatĴ χ (v) =Ĵ χ (u) +Ĵ χu (v). If there are two metrics χ ′ = χ u and χ ′′ = χ u ′ satisfying equation (7.31) . Applying (7.29) and (7.29) toĴ χu with φ(t) = t(u ′ − u), So it must be that u − u ′ is constant.
For any path φ, we have > 0.
An alternative approach is probably the method by Chen [6, 7] using the C 1,1
geodesics in H.
We recall the definition of properness in [10] . A corollary follows from Theorem 1.5 (or Theorem 1.6 ), Theorem 7.3 and the perturbation method in [10] . Theorem 7.5. Suppose that the cone condition (1.11) holds true for ψ = c. Then the functionalĴ χ is bounded from below and then proper.
