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Abstract
In this paper, the unbounded solutions for the following nonlinear planar system:
x′ = a+y+ − a−y− + f (t),
y′ = −b+x+ + b−x− + g(t),
is discussed, where a±, b± are positive constants satisfying
1√
a+b+
+ 1√
a+b−
+ 1√
a−b+
+ 1√
a−b−
= 4
ω
,
x± = max{±x,0}, y± = max{±y,0}, ω ∈ R+ \ Q, f (t), g(t) ∈ L∞[0,2π] are 2π-periodic func-
tions.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the existence of unbounded solutions for the following planar
system:
x ′ = a+y+ − a−y− + f (t),
y ′ = −b+x+ + b−x− + g(t), (1)
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1√
a+b+
+ 1√
a+b−
+ 1√
a−b+
+ 1√
a−b−
= 4
ω
, (2)
and x± = max{±x,0}, y± = max{±y,0}, ω ∈ R+/Q, f (t), g(t) ∈ L∞[0,2π] are 2π -
periodic functions.
Let a+ = a− = 1, b+ = α, b− = β , f ≡ 0. Then (1) is equivalent to the following
second order differential equation:
x ′′ + αx+ − βx− = g(t) (3)
with α,β satisfying
1√
α
+ 1√
β
= 2
ω
. (4)
If there exists n ∈ N such that
2
n + 1 <
1√
α
+ 1√
β
<
2
n
, (5)
then Fucˇik [5] proved that (3) has at least one 2π -periodic solution under condition (5).
The unboundedness problem of solutions of (3) was recently discussed in [1] in case
α = β and
1√
α
+ 1√
β
= 2m
n
,
where m,n ∈ N .
Let C(t) be the solution of the following initial value problem:
x ′′ + αx+ − βx− = 0,
x(0) = 1, x ′(0) = 0.
Then it is well known that C(t) ∈ C2 (S1 =: R/2πZ) is τ -periodic with
τ = π√
α
+ π√
β
.
Define a 2π -periodic function Φg if τ = 2mπ/n, with m,n ∈ N by
Φg(θ) =
2π∫
0
C
(
mθ
n
+ t
)
g(t) dt, θ ∈ S1 =: R/2πZ,
it is proved in [1] that if the set
Ω = {θ ∈ S1, Φg(θ) = 0}
is nonempty and for every θ ∈ Ω , Φ ′g(θ) = 0, then there exists R0 > 0 such that every
solution x(t) of (3) with initial value (x(t0), x ′(t0)) such that
x2(t0) +
(
x ′(t0)
)2
> R20
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the following differential equation:
x ′′ + f (x)x ′ + ax+ − bx− = p(t), (6)
where a, b are positive constant satisfying
1√
a
+ 1√
b
= α ∈R+ \Q. (7)
He showed that the Poincaré mapping of Eq. (6) in generalized polar coordinates can be
written in the following form:
θ1 = θ + 2απ + r−1µ1(θ)+ O(r−2),
r1 = r +µ2(θ) + O(r−1), r  1. (8)
Then every solution of (6) with large initial value, that is, for r0  1, x(t) of (6) with initial
value satisfying
x2(t0) +
(
x ′(t0)
)2  r20
goes to infinity in the future or in the past if the following holds:
2π∫
0
µ2(θ) dθ = 0.
For more recent boundedness or unboundedness problem of solutions of (1), we refer to
[2–6] and references therein. But so far few results have been obtained in the literature if α
and β satisfy (7) and µ2(θ) ≡ 0. In this paper, by applying the well-known Birkhoff ergodic
theorem, we obtain some sufficient conditions for the existence of unbounded solutions for
Eq. (1).
2. Fucˇik spectrum and generalized polar coordinates transformation
Let a±, b± be nonzero constants, we consider the Fucˇik spectrum [5] for the follow-
ing homogeneous planar system, that is, we find conditions for the existence of nonzero
periodic solution to the system
x ′ = a+y+ − a−y−,
y ′ = −b+x+ + b−x−. (9)
By reversing time if necessary, we can assume a+ > 0. From (9), we see that any
nonzero periodic solution of (9) must turn around the origin, hence by the assumption
a+ > 0, we get a− > 0. Similarly we get b+ > 0, b− > 0. Next, we will show a±, b± must
satisfy (2). Since (9) is positively homogeneous, that is, if (x(t), y(t)) is a solution of (9),
then (kx(t), ky(t)) is also a solution of (9) for any positive constant k, we can assume
therefore that (x(t), y(t)) is a nonzero periodic solution satisfying (x(0), y(0))= (0,1). It
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(x(t), y(t)) stay in the kth quadrant. Then in the first quadrant, (9) becomes
x ′ = a+y,
y ′ = −b+x. (10)
Hence, by using (x(0), y(0))= (0,1), we obtain
a+y2 + b+x2 = a+. (11)
Substituting (11) into (10), we obtain
dy
dt
= −
√
a+b+(1 − y2)
from which we obtain
t1 = 1√
a+b+
1∫
0
dy√
1 − y2 =
π
2
√
a+b+
.
Similarly, we can prove
t2 = π
2
√
a+b−
, t3 = π
2
√
a−b−
, t4 = π
2
√
a−b+
.
Combing above results, we obtain
t1 + t2 + t3 + t4 = π2
(
1√
a+b+
+ 1√
a+b−
+ 1√
a−b+
+ 1√
a−b−
)
. (12)
Therefore it follows from (12) that a necessary and sufficient condition for the (x(t), y(t))
to be (2π/ω)-periodic is that t1 + t2 + t3 + t4 = 2π/ω, which implies that (2) holds. More-
over, the origin of (9) is a global center and any nonzero solution of (9) has the same period
of 2π/ω.
Let (S(t),C(t)) be the solution of the following initial value problem:
x ′ = a+y+ − a−y−,
y ′ = −b+x+ + b−x−,
x(0) = 0, y(0) = 1.
Then it is easy to verify the following equation:
a+
(
C+(t)
)2 + a−(C−(t))2 + b+(S+(t))2 + b−(S−(t))2 ≡ a+, ∀t ∈R. (13)
For r > 0, θ (mod 2π ), we introduce the following generalized polar coordinates transfor-
mation T : (x, y) → (r, θ) as
T : x = dr S
(
θ
ω
)
, y = dr C
(
θ
ω
)
, (14)
where d = ω/a+, then system (1) is changed into the following form:
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(
C
(
θ
ω
)
f (t) − S
(
θ
ω
)
g(t)
)
,
r ′ = 1
ω
(
S′
(
θ
ω
)
g(t) − C′
(
θ
ω
)
f (t)
)
. (15)
For r0  1, θ0 ∈ R, t ∈ [0,2π], let (θ(t), r(t)) = (θ(t; θ0, r0), r(t; θ0, r0)) be the solution
of (15) satisfying the initial value(
θ(0), r(0)
)= (θ0, r0).
Then (θ(t), r(t)) has the following expression:
θ(t) = θ0 + ωt +
t∫
0
r−1(τ )
[
C
(
θ(τ )
ω
)
f (τ) − S
(
θ(τ )
ω
)
g(τ)
]
dτ,
r(t) = r0 + 1
ω
t∫
0
[
S′
(
θ(τ )
ω
)
g(τ) − C′
(
θ(τ )
ω
)
f (τ)
]
dτ. (16)
From (16), we obtain
r−1(t) = r−10 + O
(
r−20
)
, ∀t ∈ [0,2π]. (17)
Going back to (15), we obtain
θ(t) = θ0 + ωt + r−10 λ1(t, θ0) + O
(
r−20
)
,
r(t) = r0 + µ0(t, θ0) + O
(
r−10
)
, (18)
where
λ1(t, θ) =
t∫
0
[
C
(
θ
ω
+ τ
)
f (τ) − S
(
θ
ω
+ τ
)
g(τ)
]
dτ (19)
and
µ0(t, θ) = 1
ω
t∫
0
[
S′
(
θ
ω
+ τ
)
g(τ) − C′
(
θ
ω
+ τ
)
f (τ)
]
dτ. (20)
Substituting above expressions into (16), we obtain
r−1(t) = r−10 + r−20 µ0(t, θ0) + O
(
r−30
)
, (21)
and then substituting (21) into (16).
Continuing in this way, we obtain the following approximate expressions:
r(t) = r0 + µ0(t, θ0) + µ1(t, θ0)r−10 + µ2(t, θ0)r−20 +O
(
r−30
)
,
θ(t) = θ0 + ωt + λ1(t, θ0)r−10 + λ2(t, θ0)r−20 + O
(
r−30
)
. (22)
Let
S = S
(
θ + ·
)
, C = C
(
θ + ·
)
, f = f (·), g = g(·).ω ω
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µ1(t, θ) = 1
ω2
t∫
0
[S′′g − C′′f ]λ1 dτ,
λ2(t, θ) =
t∫
0
[
1
ω
(C′f − S′g)λ1 − (Cf − Sg)µ0
]
dτ,
µ2(t, θ) = 1
ω2
{ t∫
0
[S′′g − C′′f ]λ2 dτ + 12ω
t∫
0
[S′′′g − C′′′f ]λ21 dτ
}
,
λ3(t, θ) =
t∫
0
[
1
ω
(C′f − S′g)λ2 + 12ω2 (C
′′f − S′′g)λ21
− 1
ω
(C′f − S′g)λ1µ0 + (Cf − Sg)
(
µ20 − µ1
)]
dτ, (23)
where
λk = λk(·, θ), k = 1,2,
µm = µm(·, θ), m = 0,1. (24)
If we define r1 = r(2π), θ1 = θ(2π), λk(θ) = λk(2π, θ), µk−1(θ) = µk−1(2π, θ), k =
1,2,3, in (19)–(23), then we obtain the following approximate expansions:
r1 = r +µ0(θ) + µ1(θ)r−1 + µ2(θ)r−2 + O(r−3),
θ1 = θ + 2ωπ + λ1(θ)r−1 + λ2(θ)r−2 + λ3(θ)r−3 + O(r−4). (25)
Moreover, we have
Lemma 1. The following equalities hold:
µ0(θ) = − 1
ω
2π∫
0
[
C′
(
θ
ω
+ t
)
f (t) − S′
(
θ
ω
+ t
)
g(t)
]
dt, (26)
λ1(θ) =
2π∫
0
[
C
(
θ
ω
+ t
)
f (t) − S
(
θ
ω
+ t
)
g(t)
]
dt, (27)
µ1(θ) = − 1
ω2
2π∫
0
[
C′′
(
θ
ω
+ t
)
f (t) − S′′
(
θ
ω
+ t
)
g(t)
]
(28)
×
t∫ (
C
(
θ
ω
+ τ
)
f (τ) − S
(
θ
ω
+ τ
)
g(τ)
)
dτ dt, (29)0
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µ2(θ) = − 1
ω3
[ 2π∫
0
(C′′f − S′′g)
t∫
0
(C′f − S′g) dτ
t∫
0
(Cf − Sg) dτ dt
+ 1
2
2π∫
0
(C′′′f − S′′′g)
( t∫
0
(Cf − Sg) dτ
)2
dt
]
, (31)
λ3(θ) = − 12ω2
2π∫
0
(C′′f − S′′g)
( t∫
0
(Cf − Sg) dτ
)2
+ λ1(θ)
((
λ′1(θ)
)2 − µ1(θ)). (32)
Proof. By using (16)–(22) and integration by parts, we obtain above equations. 
Lemma 2. From above equalities, we can prove the following relations:
µ0(θ) = −λ′1(θ),
µ2(θ) = λ′3(θ) − 2λ1θ)λ′1(θ)λ′′1(θ) −
(
λ′1(θ)
)3 + λ′1(θ)µ1(θ) + λ1(θ)µ′1(θ).
3. Unbounded motions of planar mappings
In this section, we adopt the notations used in [1]. Given σ > 0, let the set Eσ be the
exterior of the open ball Bσ centered at the origin and of radius σ , that is,
Eσ = R2 − Bσ ,
then Eσ = {(θ, r) | r  σ }. Define S1 = R \ 2πZ, then the points in S1 are defined by
θ¯ = θ + 2kπ, k ∈ Z, θ ∈ R,
and the group distance in S1 is defined by
‖θ¯‖ = min{|θ + 2kπ | | k ∈ Z}.
Let P¯ :Eσ → R2 be a mapping that is one to one and continuous. We assume that its lift,
denoted by P , can be expressed in the following form:
θ1 = θ + 2ωπ + λk(θ)r−k + Fk(r, θ),
r1 = r +µm(θ)r−m + Gm(r, θ) (33)
for r  σ , θ ∈ S1 and λk,µm ∈ C(S1), k  1, m 0, Fk = O(r−(k+1)), Gm = O(r−(m+1))
are continuous and 2π -periodic in θ . Given a point (θ0, r0) ∈ Eσ , let {(θk, rk)}k∈I be the
unique solution of the initial value problem for the following difference equation:
(θk+1, rk+1) = P(θk, rk).
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I = {k ∈ Z | ka < k < kb},
where ka, kb are certain numbers in the set Z ∪ {+∞,−∞} satisfying
−∞ ka < 0 < kb +∞.
The solution {(θk, rk)} is said to be defined in the future if kb = +∞ and is said to be
defined in the past if ka = −∞.
Proposition 1. Assume the above conditions hold and
2π∫
0
µm(θ) dt > 0.
Then there exists R0 > σ , such that if r0 R0, the orbit {(θn, rn)} of (33) with initial value
(θ0, r0) is defined in the future and satisfies
lim
n→+∞ rn = +∞.
Proof. By induction one can prove for each n ∈ M ,
θn = θ0 + 2nωπ +
(
n−1∑
i=0
λk(θ0 + 2iωπ)
)
r−k0 + O
(
r
−(k+1)
0
)
,
rn = r0 +
(
n−1∑
i=0
µm(θ0 + 2iωπ)
)
r−m0 +O
(
r
−(m+1)
0
)
. (34)
Define a transformation T :S1 → S1 as T (θ) = θ + 2ωπ . Since ω ∈ R+/Q, T is ergodic.
It follows from the Birkhoff ergodic theorem [7, Theorem 1.14] that
lim
n→+∞
1
n
n−1∑
i=0
µm(θ + 2iωπ) = lim
n→+∞
1
n
n−1∑
i=0
µm(T
iθ) = 1
2π
2π∫
0
µm(θ) dθ > 0
for almost every θ ∈ S1. Next we show that
lim
n→+∞
1
n
n−1∑
i=0
µm(θ + 2iωπ) = 12π
2π∫
0
µm(θ) dθ > 0
holds uniformly in θ ∈ S1.
In fact, we can assume S1 = [0,2π]. Let I be a subset of [0,2π] with measure 0 such
that for each θ ∈ [0,2π] \ I the above limit hold. This means that for each ε > 0, there
exists nε ∈N such that∣∣∣∣∣1n
n−1∑
µm(θ + 2kωπ) − µ¯m
∣∣∣∣∣< ε2 ,
k=0
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µ¯m = 12π
2π∫
0
µm(θ) dθ.
By the continuity of µm and the compactness of [0,2π], there exists δ > 0 such that for
any θ, θ ′ ∈ [0,2π] with |θ − θ ′| < δ, we have∣∣µm(θ)− µm(θ ′)∣∣< ε2 .
For any θ0 ∈ I , there exists θ ∈ [0,2π] \ I such that |θ − θ0| = |(θ + 2kωπ) − (θ0 +
2kωπ)| < δ and hence for n nε , we have∣∣∣∣∣1n
n−1∑
k=0
µm(θ0 + 2kωπ) − µ¯m
∣∣∣∣∣

∣∣∣∣∣1n
n−1∑
k=0
µm(θ0 + 2kωπ) − 1
n
n−1∑
k=0
µm(θ + 2kωπ)
∣∣∣∣∣
+
∣∣∣∣∣1n
n−1∑
k=0
µm(θ + 2kωπ) − µ¯m
∣∣∣∣∣
<
1
n
nε
2
+ ε
2
= ε.
This shows that the uniform convergence claims.
It follows from above analysis that there exists an integer p ∈ N and a constant δ > 0
such that
1
p
p−1∑
i=0
µm(θ + 2iωπ) δ > 0
for all θ ∈ S1. Therefore for r0  1, it follows from (34) that
rp = r0 + p 1
p
p−1∑
i=0
µm(θ0 + 2iωπ)r−m0 + O
(
r
−(m−1)
0
)
 r0 + (p − 1)δr−m0 ,
rp = r0 + p 1
p
p−1∑
i=0
µm(θ0 + 2iωπ)r−m0 + O
(
r
−(m−1)
0
)
 r0 + (p + 1)δr−m0 .
Inductively, we obtain for n ∈ N ,
rnp  r0 + n(p − 1)δr−m0 ,
and
rnp  r0 + n(p + 1)δr−m0 .
Which implies that the solution rnp is defined in the future and satisfies
lim rnp = +∞.n→+∞
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lim
n→+∞ rnp+j = +∞.
Therefore we see that rn is defined in the future and
lim
n→+∞ rn = +∞. 
Similarly we can prove the following
Proposition 2. If the above conditions hold and
2π∫
0
µm(θ) dθ < 0,
then there exists R0 > σ such that if r0 R0, the orbit {(θn, rn)} is defined in the past and
satisfies
lim
n→−∞ rn = +∞.
We state now the main results of this paper.
Theorem 1. Let the assumptions on f,g,α,β in Section 1 be satisfied and let the func-
tions λk(θ),µk−1(θ), k = 1,2,3, be given by (26)–(32). Suppose the following assumption
holds:
µ0(θ) ≡ 0,
2π∫
0
µ1(θ) dθ = 0.
Then there exists R0 > 0 such that every solutions x(t) of (1) with initial value
(x(0), x ′(0)) such that
x2(0) + (x ′(0))2 R20,
goes to infinity in the future or in the past.
Proof. Under the generalized polar coordinates transformation (14), the Poincaré mapping
of (1) is equivalent to the following system:
θ1 = θ0 + 2ωπ + λ1(θ0)r−10 + λ2(θ0)r−20 + O
(
r−30
)
,
r1 = r0 + µ0(θ0) +µ1(θ0)r−10 + O
(
r−20
)
. (35)
Now Theorem 1 follows from Propositions 1 and 2 for λ′1(θ) = µ0(θ) ≡ 0 and µm(θ) =
µ1(θ). 
Remark. Since S ∈ C2(R), for k  3 the functions S(k) and C(k−1) in (28)–(32) are not
defined in some finite number of points, but as they are bounded, the functions of λj and
µj−1 for j  2 are well defined.
718 X. Yang / J. Math. Anal. Appl. 296 (2004) 708–718Example. Consider the following second order differential equation:
x ′′ + αx+ − βx− = p(t),
where α = β satisfy (4), p(t) ∈ L∞[0,2π] is 2π -periodic and piecewise constant. Then
numerical calculation shows that we can choose p(t) such that
µ0(θ) ≡ 0
and
2π∫
0
µ1(θ) dθ = 0.
In this case, Theorem 1 implies that all solutions of with large initial values goes to infinity
either in future or in the past.
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