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Abstract 
We prove: The directed edge-disjoint paths problem is NP-complete, even if (a) the underly- 
ing graph G is acyclic, the demand graph H consists just of three sets of parallel edges and 
G + H is Eulerian, or (b) G + H is planar, or (c) G is planar and acyclic. (d) The undirected 
edge-disjoint paths problem is NP-complete, even if G + H is Eulerian and H consists just of 
three sets of parallel edges. 
1. Introduction 
Edge-disjoint paths problems come up naturally when analyzing connectivity 
questions or generalizing (integral) network flow problems. Another reason for the 
grown interest in this area is the variety of applications, e.g. in VLSI-design. Since the 
problem is NP-hard in general, many researchers tried to identify problem classes for 
which a polynomial-time algorithm exists. We consider such results of B. Rothschild 
and A. Whinston, A.V. Karzanov, C. Nash-Williams, T. Ibaraki and S. Poljak, and 
a result which easily follows from the theorem of C.L. Lucchesi and D.H. Younger. 
For all these theorems we show that they are - in a sense - best possible. Extending 
the respective problem class in the natural way yields an NP-complete problem in 
each case. 
In this paper, all graphs (directed or undirected) may have parallel edges. If G is 
a graph, we denote by G” the maximal simple subgraph of G. In the directed case, all 
circuits and paths are meant to be directed circuits resp. directed paths. If G and H are 
two graphs on the same vertices, G + H denotes the graph whose edge set is the 
disjoint union of E(G) and E(H) (parallel edges may arise). 
If G is a directed graph, we denote by ~~(0) resp. 6,(v) the number of edges in 
entering resp. leaving v. An undirected resp. directed graph is Eulerian if every degree 
is even resp. pc(u) = 6,(u) Vue v(G). 
An instance of the edge-disjoint paths problem is a pair (G,H) of graphs (both 
directed or both undirected) on the same vertices. A solution of (G, H) is a family 
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9 = {Pf ]~czE(H)} of edge-disjoint paths in G, such that PJ together with f forms 
a circuit for each fg E(H). 
For a survey on the edge-disjoint paths problem, see [2] or [lo]. Here we mention 
only theorems which are closely related to the new results. 
In Section 2 we shall deal with problem classes where G + H is Eulerian. We first 
prove the NP-completeness in the directed case, even with some additional restric- 
tions of the problem class. A nice lemma will then enable us to obtain an undirected 
counterpart. 
In Section 3 we consider edge-disjoint paths problems when G is a planar directed 
graph. The most difficult proof in this paper yields the NP-completeness even if G is 
restricted to be directed acyclic and planar. 
2. Eulerian problems 
We first concentrate on the case where G is directed acyclic. Here the first NP- 
completeness result was the following: 
Theorem 1 (Even et al. Cl]). The directed edge-disjoint paths problem is NP-complete, 
even if G is acyclic and IE(l?)[ = 2. 
Actually, the authors stated their theorem without the restriction that G is acyclic. 
But the graph they construct in their transformation of the satisfiability problem is 
indeed acyclic. 
There is a polynomial-time algorithm for the directed edge-disjoint paths problem if 
G + H is Eulerian and either1 E(H)1 = 3 [3] or lE(@l = 2 (C. Nash-Williams, see e.g. 
[lo]). However we can prove the following theorem. 
Theorem 2 (Vygen [9]). The directed edge-disjoint paths problem is NP-complete even 
if G is acyclic, G + H is Eulerian, and (E(B) = 3. 
Proof. We transform the problem of Theorem 1 to this one. So let (G, H) be an 
instance of the edge-disjoint paths problem, where G is acyclic and IE(fi)I = 2. 
For each v E V(G) we define 
a(u) := max(OY &+H(u) - pG+H@h 
h) := max(O~~G+H(~) - ~G+H(vh 
We then have 
0 = IE(G + H)I - IE(G + H)I 
= &@G+&) - PG+fb)) 
= “e;G) w4 - B(v)) 
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implying 
c 44 = “~;G)B’v’ =: 4. 
eeY(G) 
We now construct another instance (G’, H’) of the directed edge-disjoint paths prob- 
lem. G’ results from G by adding two vertices  and t as well as Q(U) parallel edges (s, u) 
and /I(u) parallel edges (v, t) for each vertex u. H’ consists of all edges of H and 
q parallel edges (t,s). 
This construction can obviously be done in polynomial time. In particular, the 
number of edges in G + H at most quadruples. Furthermore, G’ is acyclic, G’ + H’ is 
Eulerian, and IE(I?‘)l = 3. Thus it remains to show that (G, H) has a solution if and 
only if (G’, H’) has a solution. 
That each solution of (G’, H’) implies a solution of (G, H) is trivial. So let now 9 be 
a solution of (G, H). Let G” be the graph resulting from G’ by deleting all edges used by 
9. Let H” be the subgraph of H’ consisting just of the (t, s) edges. G” + H” is Eulerian, 
and (G”, H”) thus - by a trivial induction - has a solution 9’. Y’ together with 9 is 
a solution of (G’, H’). 0 
We now turn to the undirected edge-disjoint paths problem. 
Theorem 3 (Middendorf and Pfeiffer [6]). The undirected edge-disjoint paths problem 
is NP-complete, even if(a) G + H is planar or (b) G + H is Eulerian. 
There is a polynomial-time algorithm for the undirected edge-disjoint paths prob- 
lem if G + H is Eulerian and IE(fi)l = 2 [S]. Furthermore, Karzanov [4] found 
a necessary and sufficient condition (which can be checked in polynomial time) for the 
case, when G + H is Eulerian and fi is a subgraph of Kg. 
However we shall prove the following strengthening of Theorem 3(b). 
Theorem 4 (Vygen [9]). The undirected edge-disjoint paths problem is NP-complete, 
even if G + H is Eulerian and IE(ii)( = 3. 
We shall apply Theorem 2 to the undirected case in order to obtain Theorem 4. We 
need the following lemma. 
Lemma 5 (Vygen [9]). Let (G,H) be an instance of the directed edge-disjoint paths 
problem, where G is acyclic and G + H is Eulerian. Consider the instance (G’JI’) of the 
undirected edge-disjoint paths problem, which results from neglecting the orientations. 
Then each solution of (G’,H’) is at the same time a solution of (G,H), and vice uersa. 
Proof. It is trivial that each solution of (G, H) is at the same time a solution of (G’, H’). 
We prove the other direction by induction on JE(G)I. If G has no edges at all, we are 
done. 
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Let now B be a solution of (G’, H’). Since G is acyclic, G must contain a vertex u for 
which pc(o) = 0. Since G + H is Eulerian, we have P,,(U) = 6,(u) + 6,(u). We may 
assume that neither G nor H contain loops. 
For each demand edge incident to v there must be an undirected path in 9 
starting at u. Thus, C&(U) 2 ~~(0) + &(u). This implies bH(v) = 0 and 6,(u) = 
~~(a). Therefore each edge incident to u must be used by 9 in the correct 
orientation. 
Let now Gi be the graph which results from deleting the edges incident to u in G. Let 
H1 result from H by replacing each edge f = (t, u) incident to u by (t, w), where w is the 
first inner vertex of the path in 9’ which realizes5 
Obviously, Gi is acyclic, and G1 + Hi is Eulerian. Let 8r arise from B by deleting 
all the edges incident to u. 9r is a solution of (G;,H;), the undirected problem 
corresponding to (G,, Hi). 
By the induction hypothesis, 8i is a solution of (G,, Hi) as well. So by adding the 
initial edges we obtain a solution of (G,H). 0 
Proof of Theorem 4. Just apply the lemma to Theorem 2. 0 
Let us remark that the lemma also works the other way round. Namely it enables us 
to prove directed versions of some undirected theorems, e.g. the Okamura-Seymour 
theorem [7] or the five-terminal theorem [4]. For details, see [lo]. 
3. Planar problems 
If G + H is planar and G is acyclic, a planar dual version of the Lucchesi-Younger 
theorem [S] gives rise to a polynomial-time algorithm (for details see e.g. [lo]). These 
conditions cannot be relaxed, as well shall prove in this section. 
Theorem 6. The directed edge-disjoint paths problem is NP-complete, even ifG + H is 
planar. 
Proof. Using Theorem 3(a), we transform the undirected edge-disjoint paths problem, 
where G + H is planar, to the directed one. Given an undirected instance (G, H), we 
orient the edges of H arbitrarily and replace each edge (u, a} of G by the subgraph 
shown in Fig. 1. 
It is clear that the resulting directed instance is equivalent o the original undirected 
instance. Obviously, planarity is preserved. c3 
Note that it is not sufficient o replace each undirected edge by a pair of oppositely 
directed edges. We finish the paper with the most difficult theorem. 
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Fig. 1. 
Theorem 7. The directed edge-disjoint paths problem is NP-complete, even $G is planar 
and acyclic. 
Proof. We shall transform SATISFIABILITY to our problem. 
Given a set of clauses C = {C,, . . . , C,> over some variables x1, . . .,x,, we construct 
an instance (G, H) of the directed edge-disjoint paths problem which has a solution if 
and only if C is satisfiable. 
For each clause Ci (i = 1, . . . , m) we introduce vertices pi, pi, qiy 4: and a demand edge 
(qi,pi). For each variable Xj 0’ = 1, . . . . n) we introduce vertices uj, xj, ~j, yj, yj, wj, 
SUP&’ edges (Vj, Xj), (Vj, 13, (Yj, Wj), (_ijjy Wj), and a demand edge (Wj, Vj). 
Foreachi= l,..., mandj= l,..., n there is a graph Mij to be defined later with just 
four vertices aij, bij, cij, dij incident to the outside. The whole graph G is now connec- 
ted by a grid-type structure, namely the edges 
(Xj alj),(~j,clj),(b,j,yj),(d,j,~j) 0’ = 1, -.-,n), 
(bij,ai+l,j),(dij,ci+~,j) (i = 1, . . . m - 1;j = 1, . . ..n). 
(Pi,ail),(Pf,bil),(ci,,qt),(di”,q:) (i = L---,m), 
(cij,ai,j+l),(dij,bi,j+1) (i= l,..., m;j= l,..., n- 1). 
This structure is illustrated by Fig. 2. 
It will turn out that in any solution, the vj-wj path must either contain 
xj,aij,bij,a2j, ..., b,j, yj (meaning xj is true) or Xj, cij, dlj, czj, . . . , d,, jj (meaning xj 
is false). 
Furthermore, the Mij will allow either an aij-cij path or a bij-dij path (to realize the 
(qi,pi) demand edge). Additionally, an aij-dij path is possible if the literal Xj (or Xj) 
appears in Ci and the truth assignment of Xj (as defined above) is correct for Ci. Since 
the pi-q: path must eventually contain some dij, this means that at least one of 
xi, .,., xj has the correct value to satisfy Ci. 
We now have to specify the Mij graphs. There are three cases: 
(a) Ci contains neither Xj nor %j. 
(b) Ci contains Zj. 
(C) Ci contains Xj. 
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Fig. 2. 
(a) In the first case, Mij is shown in Fig. 3. There are twelve supply edges 
and two new demand edges. It is clear that any solution of (G,H) must realize 
the new demand edges within M,. Therefore, the pi-q: path can only use 
either (Qij, Cij) or (b,,d,). Similarly, the Uj-wj path can only use either (aij, bij) or 
(cij, dij)* 
(b) In the second case, M, consists of thirteen supply edges and one new demand 
edge (Fig. 4). Again, the new demand edge must be realized within Mij and the uj-wj 
path can only use either (aij, bij) or the Cij-dij path. 
If it uses (aij, bij), the pi-q{ path can only use either the aij-cij path or the bij-dij 
path. If the U,-Wj path uses the cij-dij path (i.e. if Xj is true), the pi-41 path can either 
use (aij, bij) and the bij-dij path or just the b,-dij path. In other words, if xj is set to 
false, the pi-q: path can switch to the “right lane”. 
(c) We use two inverters to reduce the third case to the second case. The construc- 
tion is shown in Fig. 5. Inside the circle one should insert the graph shown in Fig. 4. 
For each inverter, the original horizontal demand edge is split off into two such that 
the second one corresponds just to the opposite truth value of the first one. It is easy to 
see that this has the required effect. 
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Fig. 4. 
Altogether, the comments given show that (G, H) has a solution iff C is satisfiable. 
Furthermore, G is acyclic and planar, and the size of G and H is certainly bounded 
polynomially in the size of C. This completes the proof. Cl 
The latter theorem can be extended to the case where G is a uniformly directed grid. 
Whether the problem remains NP-complete if additionally G + H is Eulerian, is an 
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open question. However, there are examples which have a fractional, but no integral 
solution (see [lo]). 
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