Abstract-In this paper, we consider efficiently routing permutations in a class of switch-based interconnects. Permutation is an important communication pattern in parallel and distributed computing systems. We present a generic approach to realizing arbitrary permutations in a class of unique-path, self-routable interconnects. It is well-known that this type of interconnect has low hardware cost, but can realize only a small portion of all possible permutations between its inputs and outputs in a single pass. In this paper, we consider routing arbitrary permutations with link-disjoint paths and node-disjoint paths in such interconnects in a minimum number of passes. In particular, routing with node-disjoint paths has important applications in the emerging optical interconnects. We employ and further expand the Latin square technique used in the all-to-all personalized exchange algorithms for this class of interconnects [1] for general permutation routing. As can be seen, our implementation of permutation routing is optimal in terms of the number of passes that messages are transmitted through the network, and it is near-optimal in network transmission time for sufficiently long messages. The possibility of adopting a single-stage interconnect is also discussed.
INTRODUCTION AND PREVIOUS WORK
H IGH-SPEED interconnects have been gaining much attention from the computer industry recently, as interconnects are becoming a limiting factor to the performance of modern computer systems [2] . This trend will even continue in the near future as technology improves. In this paper, we consider efficiently routing permutations in a class of switch-based interconnects.
Permutation is an important communication pattern in parallel and distributed computing systems. A permutation represents a one-to-one mapping among the processors in a processor group. In a permutation operation, every processor in a processor group sends a message to one of the processors in the group, and no two processors send their messages to the same processor. A common way to realize a permutation operation in a parallel or distributed computing system is to use a multistage interconnection network (MIN). An MIN usually consists of multiple stages of 2 Â 2 switches with adjacent stages connected by a mapping function. For a detailed survey of various MINs, readers may refer to [3] , [4] .
Adopting an MIN in a parallel or distributed system enables processors to send their messages concurrently. However, routing must be carefully handled so that there is no conflict during message delivering. In general, there are two types of conflict-free routings in an MIN: routing with link-disjoint paths and routing with node-disjoint paths. Linkdisjoint paths imply that no two different message paths share the same link in the network at a time, which is a mandatory requirement for routing. Node-disjoint paths imply that no two different message paths pass through the same switch in the network at a time. Routing with nodedisjoint paths has important applications in guided wave optical switching networks in which optical "crosstalk" between the messages passing the same switch should be avoided [5] , [6] , [7] , [8] , [9] , [10] . In the rest of this paper, we will simply refer to the routing with link-disjoint paths as routing, and we will consider an n Â n network with n inputs and n outputs.
There has been much research work in the literature on the permutation capability of various multistage networks, see, for example, [3] , [4] , [5] , [6] , [7] , [8] , [9] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] . In particular, a Benes network [11] can realize arbitrary permutations in Oðn log nÞ hardware cost and Oðn log nÞ routing time; Jan and Oruç's self-routing permutation network [16] has Oðn log nÞ cost and takes Oðlog 2 nÞ routing time; Cheng and Chen's self-routing permutation network [18] was constructed by the reverse banyan networks with Oðn log 2 nÞ cost and Oðlog 2 nÞ routing time. For a class of unique-path, self-routable multistage networks, such as baseline and omega network [3] , the hardware cost is Oðn log nÞ and the routing for permutations is much more efficient (in Oðlog nÞ time complexity), but this type of network can realize only a proper subset of all n! permutations. Many researchers have also studied a single-stage shuffle/exchange network to find out how many passes are needed to realize an arbitrary permutation [12] , [13] , [14] , [15] . The currently known results are that 2 log n À 1 passes of shuffle/exchange are necessary and 3 log n À 4 passes of shuffle/exchange are sufficient for realizing an arbitrary permutation.
Recently, Lai [21] considered using a generalized cube network, a type of unique-path, self-routable MIN, to perform an arbitrary permutation in two passes. The idea is to partition each message into n submessages and then send them independently in each time step. In the first pass, all n submessages are scattered to n processors' appropriate buffer space and, in the second pass, all the submessages are sent to their destinations. How to send these submessages without conflicts on any links relies on so-called switch patterns and tag patterns for the network. The stage control (i.e., all switches in a stage have the same switch setting at any time) is used for routing. As analyzed in a later section, this permutation method is effective for sending sufficiently long messages. A natural question here is whether this permutation method can be generalized to the entire class of unique-path MINs. Although Wu and Feng [3] have proven that a class of unique-path MINs were topologically equivalent, from their proofs, one cannot directly find a generic and efficient way to generalize the two-pass permutation method in [21] to each individual network. In fact, the correctness proof of the permutation method in [21] depends on the structural property of the generalized cube network that it can be partitioned into two independent subnetworks. However, some networks, e.g., an omega network, in the class of unique-path MIN's do not have this structural property. Also, it is not clear whether the permutation method can be extended from the stage control to much easier self-routing control, and whether it can be extended to routing permutations with node-disjoint paths.
In this paper, we propose a generic self-routing permutation algorithm for the entire class of unique-path multistage networks based on the idea in [21] and the theory for realizing all-to-all personalized exchange in multistage networks [1] . We employ and further expand the Latin square technique used in [1] . Our two-pass selfrouting permutation algorithm depends on two Latin square matrices for a specific multistage network. We also develop a four-pass self-routing permutation algorithm for node-disjoint paths. Our implementation of permutation routing is optimal in terms of the number of passes that messages are transmitted through the network. The permutation algorithms for both link-disjoint paths and node-disjoint paths can be easily extended to a single-stage shuffle/exchange network. As can be seen, the number of passes that messages go through the single-stage shuffle/ exchange network is 2 log n and 4 log n with link-disjoint paths and node-disjoint paths, respectively. We will prove that, for sufficiently long messages, the permutation method is at least near-optimal in terms of transmission time for multistage networks and for a single-stage network, with both link-disjoint paths and node-disjoint paths.
The rest of the paper is organized as follows: Section 2 briefly reviews the results for all-to-all personalized exchange in multistage networks, which will be useful in our generic permutation algorithms. Section 3 further explores some new properties of the Latin square discussed in Section 2, related to permutation routing. Then, based on these properties, Sections 4 and 5 present the permutation routing algorithms with link-disjoint paths and nodedisjoint paths, respectively. Section 6 discusses how to use this approach in a single-stage shuffle/exchange network. Finally, Section 7 compares the permutation algorithms we propose with previous algorithms and concludes the paper.
PRELIMINARIES

Network Structures and Permutations
A class of unique-path, self-routable multistage interconnection networks such as baseline, omega, and banyan networks, have been proposed and widely used in parallel processing systems [3] , [4] . A typical network structure for this class of network is that each network has nð¼ 2 m Þ inputs and outputs and log n ¼ m stages, with each stage consisting of n 2 2 Â 2 switches and any two adjacent stages connected by n interstage links. Figs. 1a, 1b, and 1c illustrate an 8 Â 8 baseline network, omega network, and banyan network, respectively.
A permutation is a one-to-one mapping between the network inputs and outputs. For an n Â n network, suppose there is a one-to-one mapping & which maps input i to output d i (i.e., &ðiÞ ¼ d i ), where d i 2 f0; 1; . . . ; n À 1g for 0 i n À 1, and denote this permutation. In particular, when &ðiÞ ¼ i for 0 i n À 1, we refer to this permutation as an identity permutation and denote it as I. Also, for any permutation & there exists its inverse permutation, denoted as
In the context of a multistage network, each stage in the network can be viewed as a shorter n Â n network, and so does each set of interstage links. Let ' i ð0 i m À 1Þ denote the permutation represented by stage i, and % i ð0 i m À 2Þ denote the permutation represented by the set of interstage links between stage i and stage i þ 1. We refer to permutation ' i as a stage permutation, permutation % i as an interstage permutation, and the permutation realized by the entire multistage network as an admissible permutation of the network. Clearly, an admissible permutation can be expressed by a composition of stage permutations and interstage permutations. For examples, an admissible permutation of an n Â n baseline network can be expressed as
and an admissible permutation of an n Â n omega network can be expressed as
where % À1 0 , which is called the shuffle function, is the inverse permutation of % 0 .
In general, interstage permutations % i s are fixed by the network topology. However, stage permutation ' i s are not fixed since each switch can be set to either parallel or cross.
All-to-All Personalized Exchange in Multistage Networks
All-to-all personalized exchange is one of commonly used collective communication operations. In all-to-all personalized exchange, every processor in a processor group sends a distinct message to each of the processors. In [1] , a generic algorithm was given for a class of unique-path multistage networks, in which the messages are self-routed on linkdisjoint paths. The work has been extended to node-disjoint paths in [10] .
Generating a Latin Square
The key idea of the method in [1] is to build a Latin square matrix for a given multistage network and, then, any all-toall personalized exchange on this network can be routed using the tag information represented by the elements in the Latin square matrix. A Latin square [22] is defined as an n Â n matrix 
in which the entries a i;j s are numbers in f0; 1; 2; . . . ; n À 1g, and no two entries in a row (or a column) have the same value.
As we know, not all permutations are admissible to a unique-path multistage network. However, in the following, we give a simple way to choose a special set of permutations, which are admissible to a multistage network and can form a Latin square.
First, we introduce a set of basic permutations used for constructing a Latin Square. For an n Â n mapping, where n ¼ 2 m , we define m basic permutations 0 i (1 i m) as follows: Let the binary representation of a number a 2 f0; 1; . . . ; n À 1g be p mÀ1 p mÀ2 . . . p 1 p 0 . Then,
The permutation 0 i is actually the operation of flipping the ith bit of a binary number.
In the construction of the Latin square used in all-to-all personalized exchange, we are especially interested in 0 1 , and other 0 i s are used only in the correctness proofs. Clearly, the stage permutation of a stage in the network is : ð5Þ
An optimal generic algorithm was given in [1] for generating a Latin square for any unique-path multistage network instead of directly using Theorem 1. Latin square A is generated only once for a given multistage network, and can be viewed as a system parameter of the network. Since Latin square A is used for routing in all-to-all personalized exchange algorithm, we call it all-to-all routing matrix or simply routing matrix.
All-to-All Personalized Exchange Algorithm Using
Routing Matrix A Given routing matrix A in the form in (3), for an n Â n multistage network, each row a i;0 ; a i;1 ,. . . ,a i;nÀ1 (0 i n À 1) of A corresponds to a permutation
which is admissible to the multistage network. Under this admissible permutation, the message from processor j (0 j n À 1) reaches processor a i;j , and the n processors exchange their messages concurrently through the network without any conflict (i.e., with link-disjoint paths).
The all-to-all personalized exchange algorithm can be briefly described as follows: Performing the n admissible permutations (of the network) corresponding to n rows of routing matrix A one by one, such that in the ith permutation (0 i n À 1) all the processors send their messages in a way that processor j (0 j n À 1) sends its personalized message to processor a i;j .
At the end of the algorithm, for any j (0 j n À 1), processor j has sent personalized messages to processors a 0;j ; a 1;j ; Á Á Á ; a nÀ1;j , which correspond to the jth column of A (the Latin square), thus each processor has sent personalized messages to all the processors in the processor group.
Also, notice that the all-to-all personalized exchange is a self-routing algorithm in the multistage network, since the routing is based only on the source and destination addresses.
NEW PROPERTIES OF ROUTING MATRIX A RELATED TO PERMUTATION
In order to perform an arbitrary permutation in the class of unique-path multistage networks by using all-to-all personalized exchange algorithm discussed above, we need to explore more properties from routing matrix A as a Latin square, which contains all the routing information required for permutation. As discussed in the last section, routing matrix A for a multistage network represents n special admissible permutations labeled as 0; 1; . . . ; n À 1 corresponding to n rows of A. In general, consider the message from source processor s to destination processor d in the admissible permutation labeled as i, where s; d; i 2 f0; 1; . . . ; n À 1g. The answer to Question 1 can be obtained directly from the definition of routing matrix A, that is, in the ith permutation, the message from source s reaches destination a i;s , thus the unique solution to Question 1 is
However, the answers to Questions 2 and 3 are not so obvious. The following lemma gives the solutions: Lemma 1. Given d 2 f0; 1; . . . ; n À 1g, let all the elements with value d in routing matrix A (as a Latin square) ordered by columns be a i0;0 ; a i1;1 ; . . . ; a inÀ1;nÀ1 , then there exists a unique solution to Question 2, which is
and let all the elements with value d in routing matrix A (as a Latin square) ordered by rows be a 0;j 0 ; a 1;j 1 ; . . . ; a nÀ1;j nÀ1 , then there exists a unique solution to Question 3, which is
Proof. Consider all elements with value d in Latin square A. By the property of the Latin square, there are exactly n such elements with exactly one at each row and exactly one at each column in A. For Question 2, let these elements ordered by columns be a i 0 ;0 , a i 1 ;1 , . . . , a i nÀ1 ;nÀ1 . Clearly, fi 0 , i 1 , . . . , i nÀ1 g = f0, 1, . . . , n À 1g. Since in the ith permutation, the message of processor s reaches processor a i;s which equals d, a i;s must be one of a i0;0 ; a i1;1 ; . . . ; a inÀ1;nÀ1 which are all the elements in A with value d. That is, the unique solution is that a i;s ¼ a is;s , which yields i ¼ i s 2 f0; 1; . . . ; n À 1g.
Similarly, we can obtain the unique solution to Question 3. t u Notice that Lemma 1 can be described in a more intuitive way as follows: The solution for Question 2 is that let x be the row in which d appears in column s, then i ¼ x; the solution for Question 3 is that let y be the column in which d appears in row i, then s ¼ y.
Lemma 1 gives solutions to Questions 2 and 3 by using solely the information in routing matrix A, but the time complexity could be as high as Oðn 2 Þ since the matrix has n 2 entries. As the information is static, we can build another matrix from A so that answering Question 2 or Question 3 takes only Oð1Þ time.
As will be seen later in our generic permutation algorithm, we will only need to answer Question 2. Thus, we build another n Â n matrix B for answering Question 2 as follows: 
where
We have Lemma 2. Matrix B given in (6) is a Latin square.
Proof. Since each column of A consists of distinct elements, by the definition of B in (7), each row of B must consist of distinct elements. Likewise, since any elements with the same value in A must be in a different row and different column, each column of B must consist of distinct elements. Therefore, B is also a Latin square. t u
The following lemma gives the solution to Question 2 in Oð1Þ time by using matrix B. It is easy to construct Latin square matrix B from A. We give an algorithm DerivedLatinSquareð:Þ in Table 1 . Its correctness can be seen from (7) and Lemma 2, and the time complexity is Oðn 2 Þ, which is optimal since there are n 2 entries in the matrices. Notice that we only need to build B once (as for A) for a given multistage network, and both A and B can be considered as system parameters used in our permutation algorithm. An example of Latin square B derived from A in (5) for an 8 Â 8 omega network is given below. 
Notice that each row of Latin square A corresponds to an admissible permutation of the multistage network associated. However, each row of Latin square B is generally not admissible to the network. Since matrix B will be used for mapping the buffer index in our generic permutation algorithms, Latin square B is referred to as buffer mapping matrix or simply mapping matrix.
Given these preparations, we are now in a position to describe the permutation algorithms.
ROUTING PERMUTATIONS WITH LINK-DISJOINT PATHS
Given an n Â n unique-path multistage network with routing matrix A ¼ ða i;j Þ nÂn and mapping matrix B ¼ ðb i;j Þ nÂn , we now develop a generic permutation algorithm to realize an arbitrary permutation
Consider n processors labeled as 0; 1; . . . ; n À 1, with each processor j 2 f0; 1; . . . ; n À 1g linked to input j of the network and output j of the network. In the algorithm, processor j 2 f0; 1; . . . ; n À 1g, as a source, sends its message m j to processor d j 2 f0; 1; . . . ; n À 1g, as a destination, through the multistage network, and all the n processors perform their operations concurrently.
We make the same assumption as in [21] that each message m j can be divided into n submessages m 0;j ; m 1;j ; . . . ; m nÀ1;j in order, and all the submessages have the same size. Also, submessage m i;j has a sequence number i.
A submessage always carries its sequence number and final destination so that after the first pass, the final destination of a submessage can still be remembered and when all the submessages of m j reach their final destination they can be restored to their original order.
Let each processor have two sets of local buffers c½0 Á Á Á n À 1 and c 0 ½0 Á Á Á n À 1 to hold message contents. Each local buffer c½i (or c 0 ½i) can hold a submessage, its sequence number, and its final destination in the buffer's three fields c½i:data, c½i:seq, and c½i:dest, respectively, (or in the same fields of c 0 ½i). The algorithm P ermutationLinkDisjointðÁÞ for realizing any permutation in the multistage network with linkdisjoint paths is given in Table 2 . In the initialization process, each processor divides the message to submessages and puts them into local buffers c½0 Á Á Á n À 1. At the end of the initialization process, for processor j, c½i:data holds m i;j , c½i:seq equals i, and c½i:dest equals d j , where 0 i; j n À 1.
Then, processors perform message transmission through the network in two passes. In each pass, operations similar to all-to-all personalized exchange are performed. That is, in each step i (0 i n À 1), processor j sends the submessage (in c½i or c 0 ½i) using destination address a i;j stored in routing matrix A. Thus, at any step, n processors send their messages in parallel through the network with link-disjoint paths due to the fact that any row in A is guranteed to be an admissible permutation to the network. Also, the routing can be either self-routing or stage controlled routing.
One difference from all-to-all personalized exchange is that instead of sending a personalized message of processor j to processor a i;j , processor j sends a submessage in the squential order stored in buffers. Another difference is that after receiving a submessage, the processor is responsible for putting it in some specific location of the receiving buffers.
The differences between the two passes of data transmissions are that c½ and c 0 ½ are sending buffers and receiving buffers, respectively in the first pass, but the two sets of buffers switch their roles in the second pass; and that the specific location of the receiving buffers in the second pass is simply the submessage's sequence number, while the location in the receiving buffers in the first pass depends on the final destination of the submessage and the value of an entry in mapping matrix B, which we will explore in more detail later.
Notice that each processor will handle sending messages and receiving messages concurrently. In the algorithm, they are represented as two concurrent processes, process1 and process2, on a processor.
In the following, we will prove the correctness of the algorithm.
Theorem 2. The algorithm P ermutationLinkDisjointðÁÞ performs any permutation among processors correctly.
Proof. We now verify that each message reaches its final destination at the end of the algorithm by tracing down the message sent from processor j. After the first pass, processor j has sent submessages m 0;j ; ; m 1;j ; . . . ; m nÀ1;j to processors a 0;j ; ; a 1;j ; . . . ; a nÀ1;j , respectively.
On the other hand, when processor j receives a submessage r in the first pass, it will ask Question 2 as in the last section that in which step (admissible permutation) of the second pass the message from source j can reach destination r:dest? Lemma 3 gives the solution that it can be done in the i 0 th step where i 0 ¼ b j;r:dest . This is exactly what process2 of the first pass does.
We continue to trace down the message sent from processor j. After processor a i;j receives the submessage m i;j in the first pass, it puts m i;j to the buffer c 0 ½i 00 where i 00 ¼ b a i;j ;d j . (Clearly, no two submessages received by any given processor will have the same destination, due to the property of Latin square and, thus, each c 0 ½i will contain exactly one submessage.) Therefore, m i;j is sent in the i 00 th step of the second pass from processor a i;j to destination processor a i 00 ;a i;j . We now directly verify that a i 00 ;a i;j cannot be anything else except d j . In fact, let a i 00 ;a i;j ¼ k. From (7), we have b a i;j ;k ¼ i 00 ¼ b a i;j ;d j and, thus, k ¼ d j due to the fact that B is a Latin square. That is, m i;j finally reaches destination processor d j ; futhermore, submessage m i;j is put into buffer c½j in a correct sequential order in process2 of the second pass. This is true for all submessages m i;j 0 i; j n À 1. At the beginning, each of the 8 processors, P 0 ; P 1 ; . . . ; P 7 , holds a message consisting of 8 submessages stored in its buffers c½ as shown in Table 3 . After the first pass of the algorithm, the submessages are stored in buffers c 0 ½ of each processor as shown in Table 4 . At the end of the algorithm, the submessages are stored in buffers c½ of each destination processor as shown in Table 5 . Now we verify the correctness through the example by tracing down one of the submessages. We take m 6;1 as an example, which is shown in bold in Tables 3, 4 , and 5. Clearly, it is a submessage with sequence number 6 from source processor 1 to destination processor 5. It is originally stored in buffer c½6 of processor 1 (see Table 3 ). By using the precalculated Latin square matrices A and B shown in (5) and (9), respectively, after the first pass of the algorithm, it reaches processor 4 and is stored in its buffer c 0 ½1 since a 6;1 ¼ 4 and b 4;5 ¼ 1 (see Table 4 ); after the second pass, it (from processor 4) reaches processor 5 in its buffer c½6 since a 1;4 ¼ 5 and the submessage has sequence number 6 (see Table 5 ). 
ROUTING PERMUTATIONS WITH NODE-DISJOINT PATHS
In this section, we consider realizing an arbitrary permutation in the class of unique-path multistage networks with node-disjoint paths in four passes.
In routing with node-disjoint paths, also called crosstalkfree routing in [9] , [10] , no two active message paths are passing through the same switch in the network. Clearly, by this definition, realizing any permutation in a multistage network with node-disjoint paths needs at least two passes. The method used in our previous work [9] , [10] is to decompose an admissible permutation as an n Â n mapping into two n 2 Â n 2 mappings so that each of them can be realized in the original n Â n network with node-disjoint paths. Such a n 2 Â n 2 mapping is called crosstalk-free semipermutation in [10] . However, it is not always achievable to decompose an admissible permutation to two crosstalk-free semipermutations. Fortunately, it has been proved in [10] that any admissible permutation corresponding to a row of Latin square A for all-to-all personalized exchange can be decomposed to two crosstalk-free semipermutations. We will show how the results can be extended to the case of realizing any permutation in a unique-path multistage network.
Let BitsðxÞ be a function of integer x that returns the number of 1's in the binary representation of x. For n ¼ 2 m , we define the following sets O ¼ fxjx 2 f0; 1; . . . ; n À 1g and BitsðxÞ is oddg; E ¼ fxjx 2 f0; 1; . . . ; n À 1g andBitsðxÞ is eveng:
Clearly, we have
O and E can also be precalculated and stored as system parameters. The following result is summarized from [10] .
Theorem 3. Any admissible permutation, as an n Â n mapping that corresponds to a row of routing matrix A for an n Â n unique-path multistage network, can be decomposed to two ; which are two crosstalk-free semipermutations for an 8 Â 8 omega network, i.e., they can be realized with nodedisjoint paths (see Fig. 3 ). To describe our permutation algorithm with nodedisjoint paths, we need the following property: Lemma 4. If the processors which are in set O (or E) send their submessages according to routing matrix A, each processor will receive n 2 submessages. Proof. If processor j sends out all its submessages, each processor will receive exactly one submessage since the destination processors are corresponding to the jth column of routing matrix A which is a Latin square. Therefore, after all the processors which are in the set O (or E) send out their submessages, each processor will receive exactly jOj ¼ n 2 submessages. t u Now, the algorithm PermutationNodeDisjoint(Á) for realizing any permutation in a multistage network with nodedisjoint paths is given in Table 6 . As can be seen, this algorithm takes four passes to realize a permutation. Actually, this algorithm is modified from P ermutationLinkDisjointðÁÞ with the first two passes of the former corresponding to the first pass of the latter, and the last two passes of the former corresponding to the second pass of the latter.
For the first (or last) two passes in P ermutationNodeDisjointðÁÞ;
processors in set O send all their messages in one pass and processors in set E send in the other pass; and in either pass, all the processors wait to receive submessages. Since the two passes of sending processes of this algorithm are equivelent to one pass of sending processes of algorithm P ermutationLinkDisjointðÁÞ, the permutation functionality can be achieved. The node-disjoint property of this algorithm is guaranteed by Theorem 3. Also, notice that in process2 this algorithm waits to receive n 2 submessages according to Lemma 4 instead of n submessages in process2 of P ermutationNodeDisjointðÁÞ.
PERMUTATION IN A SINGLE-STAGE SHUFFLE/ EXCHANGE NETWORK
To perform permutations with a minimum hardware cost, we now consider using a single-stage shuffle/exchange network to realize any permutation in multiple passes. Since the interstage permutation % À1 0 of an omega network is the shuffle function, a single-stage shuffle/exchange network is equivalent to one stage of an omega network. The processors connected to a single-stage shuffle/exchange network is shown in Fig. 4 for n ¼ 8. Any admissible permutation to the network can be expressed in the format
Clearly, if any communication task can be performed by using an n Â n omega network in k passes, it can also be performed by using a single-stage shuffle/exchange network in k log n passes.
Since the permutation algorithms for link-disjoint paths and node-disjoint paths in previous two sections are generic for the class of unique-path multistage networks including omega networks, these algorithms can be adopted in a single-stage shuffle/exchange network. Therefore, for permutation in the single-stage shuffle/exchange network with link-disjoint paths and node-disjoint paths, each message will pass through the network in 2 log n passes and 4 log n passes, respectively.
We take the case of link-disjoint paths as an example to illustrate the permutation algorithm: Corresponding to one pass in P ermutationLinkDisjointðÁÞ in a multistage network, each of the n processors in a single-stage shuffle/exchange network sends one of its submessages to the destination of the submessage in parallel by passing through the shuffle/exchange network log n times, and this process is terminated when all of n submessages (in each processor) are sequentially processed. Thus, in the overall picture, each message has gone through the single-stage network 2 log n passes for link-disjoint paths, and 4 log n passes for node-disjoint paths.
COMPARISONS AND CONCLUDING REMARKS
The permutation algorithms proposed in this paper are based on the idea in [21] and the theory for realizing all-toall personalized exchange in multistage networks in [1] . Different from the method in [21] , which was designed for a specific multistage network, the results in this paper have the following advantages:
First, [21] mentioned that its algorithm could be applied to other multistage networks, but did not provide any details for generating special switch patterns for each individual network. Moreover, the method in [21] may not be easily extended to the entire class of multistage networks since it heavily depends on the network partition property, which many multistage networks do not possess. On the other hand, our algorithms are generic for the entire class of unique-path multistage networks including the network used in [21] and the omega network. Second, the routing control in this paper is based on the static information associated with Latin square matrices, and can be either self-routing or stage control. Our method is flexible and much easier than the method in [21] , which is suitable only for stage control. Third, our method has been easily extended to permutation with node-disjoint paths, which has important applications in the emerging optical interconnects. Finally, since the single-stage shuffle/exchange network is equivalent to one stage of omega network, our algorithms can be extended to the singlestage shuffle/exchange network to perform arbitrary permutations at a minimum hardware cost. Now, we compare the algorithms in this paper to other previously proposed permutation algorithms. First of all, the message transmission in previously permutation algorithms has some difference from that of our algorithm as well as [21] . In the former case, during one permutation pass, every bit of a message always follows the same path in the network; while in the latter case, a message is divided into several submessages and the submessages go through different paths. However, when we consider the message transmission in a pipelined fashion, there is no difference for transmission time of all these permutation algorithms. Second, since not all permutations can be realized in a unique-path MIN in a single pass, it needs at least two passes to realize an arbitrary permutation. The results in [12] indicated that any permutation can be realized in an omega network in three passes. In our results, any permutation can be realized in a class of unique-path MIN including the omega network in two passes. Thus, in our permutation algorithms, the number of passes that each message goes through the network is the minimum. Also, any permutation can be realized with node-disjoint paths in four passes in our algorithm. We believe it is the minimum because for the two semipermutations decomposed from a permutation, not every semipermutation can be realized in a unique-path MIN with node-disjoint in one pass. Another advantage is that the routing in our algorithms is as fast as that in [21] , which takes a total of Oðn þ log nÞ time (for all n submessages), while the routing in other previously proposed permutation algorithms is much more complex, which takes at least Oðn log nÞ time. For network transmission time, since a pipeline can be formed through the stages, for the two passes with each pass transmitting n submessages, the transmission time could be as fast as 2n þ log n À 1 time steps in the case of link-disjoint paths. However, in the permutation algorithm, we need to wait to receive all n submessages before the next pass starts. So, the time steps needed are 2ðn þ log n À 1Þ. Since the algorithms in this paper require that the messages are divided into n submessages, the transmission time is at least near-optimal for transmitting sufficiently long messages. However, for transmitting short messages, our algorithms as well as that in [21] may not be efficient.
We have a similar conclusion for our algorithms in a single-stage shuffle/exchange network. The number of passes that each message goes through the single-stage network is 2 log n, which is slightly larger than the necessary 2 log n À 1 passes for realizing any permutation in the network. Also, for transmitting sufficiently long messages, the transmission time is optimal in the single-stage network with 2 log n passes.
