Introduction by Vincent, Emmanuel et al.
HAL Id: hal-01881422
https://hal.inria.fr/hal-01881422
Submitted on 25 Sep 2018
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Introduction
Emmanuel Vincent, Sharon Gannot, Tuomas Virtanen
To cite this version:
Emmanuel Vincent, Sharon Gannot, Tuomas Virtanen. Introduction. Emmanuel Vincent; Tuomas





Emmanuel Vincent, Sharon Gannot, and Tuomas Virtanen
Source separation and speech enhancement are core problems in the field of audio
signal processing, with applications to speech, music, and environmental audio. Re-
search in this field has accompanied technological trends, such as the move from
landline to mobile or hands-free phones, the gradual replacement of stereo by 3D
audio, and the emergence of connected devices equipped with one or more micro-
phones that can execute audio processing tasks which were previously regarded as
impossible. In this short introductory chapter, after a brief discussion of the appli-
cation needs in Section 1.1, we define the problems of source separation and speech
enhancement and introduce relevant terminology regarding the scenarios and the de-
sired outcome in Section 1.2. We then present the general processing scheme fol-
lowed by most source separation and speech enhancement approaches and catego-
rize these approaches in Section 1.3. Finally, we provide an outline of this book in
Section 1.4.
1.1
Why are source separation and speech enhancement needed?
The problems of source separation and speech enhancement arise from several ap-
plication needs in the context of speech, music, or environmental audio processing.
Real-world speech signals are often contaminated by interfering speakers, environ-
mental noise, and/or reverberation. These phenomena deteriorate speech quality and,
in adverse scenarios, speech intelligibility and automatic speech recognition (ASR)
performance. Source separation and speech enhancement are therefore required in
such scenarios. For instance, spoken communication over mobile phones or hands-
free systems requires the separation or enhancement of the near-end speaker’s voice
with respect to interfering speakers and environmental noises before it is transmit-
ted to the far-end listener. Conference call systems or hearing aids face the same
problem, except that several speakers may be considered as targets. Source separa-
tion and speech enhancement are also crucial preprocessing steps for robust distant-
microphone ASR, as available in today’s personal assistants, car navigation systems,
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televisions, video game consoles, medical dictation devices, and meeting transcrip-
tion systems. Finally, they are necessary components in providing humanoid robots,
assistive listening devices, and surveillance systems with “super-hearing” capabili-
ties, which may exceed the hearing capabilities of humans.
Besides speech, music and movie soundtracks are another important application
area for source separation. Indeed, music recordings typically involve several instru-
ments playing together live or mixed together in a studio, while movie soundtracks
involve speech overlapped with music and sound effects. Source separation has been
successfully used to upmix mono or stereo recordings to 3D sound formats and/or to
remix them. It lies at the core of object-based audio coders, which encode a given
recording as the sum of several sound objects, that can then easily be rendered and
manipulated. It is also useful for music information retrieval purposes, e.g., to tran-
scribe the melody or the lyrics of a song from the separated singing voice.
An emerging research field with many real-life applications concerns the analysis
of general sound scenes, involving the detection of sound events, their localization
and tracking, and the inference of the acoustic environment properties.
1.2
What are the goals of source separation and speech enhancement?
The goal of source separation and speech enhancement can be defined in layman
terms as that of recovering the signal of one or more sound sources from an observed
signal involving other sound sources and/or reverberation. This definition turns out to
be ambiguous. In order to address the ambiguity, the notion of source and the process
leading to the observed signal must be characterized more precisely. In this section
and in the rest of this book, we adopt the general notations defined on p. xv–xvii.
1.2.1
Single-channel vs. multichannel
Let us assume that the observed signal has I channels indexed by i ∈ {1, . . . , I}. By
channel, we mean the output of one microphone in the case when the observed signal
has been recorded by one or more microphones, or the input of one loudspeaker in the
case when it is destined to be played back on one or more loudspeakers1). A signal
with I = 1 channel is called single-channel and represented by a scalar x(t), while
a signal with I > 1 channels is called multichannel and represented by an I × 1
vector x(t). The explanation below employs multichannel notation, but is also valid
in the single-channel case.
1) This is the usual meaning of “channel” in the field of professional and consumer audio. In the field
of telecommunications and, by extension, in some speech enhancement papers, “channel” refers to
the distortions (e.g., noise and reverberation) occurring when transmitting a signal instead. The latter
meaning will not be employed hereafter.
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1.2.2
Point vs. diffuse sources
Furthermore, let us assume that there areJ sound sources indexed by j ∈ {1, . . . , J}.
The word “source” can refer to two different concepts. A point source such as a hu-
man speaker, a bird, or a loudspeaker is considered to emit sound from a single
point in space. It can be represented as a single-channel signal. A diffuse source
such as a car, a piano, or rain simultaneously emits sound from a whole region in
space. The sounds emitted from different points of that region are different but not
always independent of each other. Therefore, a diffuse source can be thought of as an
infinite collection of point sources. The estimation of the individual point sources in
this collection can be important for the study of vibrating bodies, but it is considered
irrelevant for source separation or speech enhancement. A diffuse source is therefore
typically represented by the corresponding signal recorded at the microphone(s) and
it is processed as a whole.
1.2.3
Mixing process
The mixing process leading to the observed signal can generally be expressed in two
steps. First, each single-channel point source signal sj(t) is transformed into an I×1
source spatial image signal (Vincent et al., 2012) cj(t) = [c1j(t), . . . , cIj(t)]T by
means of a possibly nonlinear spatialization operation. This operation can describe
the acoustic propagation from the point source to the microphone(s), including rever-
beration, or some artificial mixing effects. Diffuse sources are directly represented
by their I × 1 spatial images cj(t) instead. Second, the spatial images of all sources






This summation is due to the superposition of the sources in the case of microphone
recording or to explicit summation in the case of artificial mixing. This implies that
the spatial image of each source represents the contribution of the source to the mix-
ture signal. A schematic overview of the mixing process is depicted in Fig. 1.1. More
specific details are given in Chapter 3.
Note that target sources, interfering sources, and noise are treated in the same
way in this formulation. All these signals can be either point or diffuse sources.
The choice of target sources depends on the use case. Also, the distinction between
interfering sources and noise may or may not be relevant depending on the use case.
In the context of speech processing, these terms typically refer to undesired speech
vs. nonspeech sources, respectively. In the context of music or environmental sound



















Figure 1.1 General mixing process, illustrated in the case of J = 4 sources, including 3
point sources and 1 diffuse source, and I = 2 channels.
In the following, we assume that all signals are digital, meaning that the time vari-
able t is discrete. We also assume that quantization effects are negligible, so that we
can operate on continuous amplitudes. Regarding the conversion of acoustic signals
to analog audio signals and analog signals to digital, see, e.g., Havelock et al. (2008,
Part XII) and Pohlmann (1995, pp. 22–49).
1.2.4
Separation vs. enhancement
The above mixing process implies one or more distortions of the target signals: inter-
fering sources, noise, reverberation, and echo emitted by the loudspeakers (if any).
In this context, source separation refers to the problem of extracting one or more
target sources while suppressing interfering sources and noise. It explicitly excludes
dereverberation and echo cancellation. Enhancement is more general, in that it refers
to the problem of extracting one or more target sources while suppressing all types of
distortion, including reverberation and echo. In practice, though, this term is mostly
used in the case when the target sources are speech. In the audio processing literature,
these two terms are often interchanged, especially when referring to the problem of
suppressing both interfering speakers and noise from a speech signal. Note that, for
either source separation or enhancement tasks, the extracted source(s) can be either
the spatial image of the source or its direct path component, namely the delayed and
attenuated version of the original source signal (Vincent et al., 2012; Gannot et al.,
2001).
The problem of echo cancellation is out of the scope of this book. Please refer to
Hänsler and Schmidt (2004) for a comprehensive overview of this topic. The problem
of source localization and tracking cannot be viewed as a separation or enhancement
task, but it is sometimes used as a preprocessing step prior to separation or enhance-
ment, hence it is discussed in Chapter 4. Dereverberation is explored in Chapter 15.




The general source separation literature has come up with a terminology to charac-
terize the mixing process (Hyvärinen et al., 2001; O’Grady et al., 2005; Comon and
Jutten, 2010). A given mixture signal is said to be
• linear if the mixing process is linear, and nonlinear otherwise,
• time-invariant if the mixing process is fixed over time, and time-varying otherwise,
• instantaneous if the mixing process simply scales each source signal by a different
factor on each channel, anechoic if it also applies a different delay to each source
on each channel, and convolutive in the more general case when it results from
summing multiple scaled and delayed versions of the sources,
• overdetermined if there is no diffuse source and the number of point sources is
strictly smaller than the number of channels, determined if there is no diffuse
source and the number of point sources is equal to the number of channels, and
underdetermined otherwise.
This categorization is relevant but has limited usefulness in the case of audio. As we
shall see in Chapter 3, virtually all audio mixtures are linear (or can be considered so)
and convolutive. The over- vs. underdetermined distinction was motivated by the fact
that a determined or overdetermined linear time-invariant mixture can be perfectly
separated by inverting the mixing system using a linear time-invariant inverse (see
Chapter 13). In practice, however, the majority of audio mixtures involve at least one
diffuse source (e.g., background noise) or more point sources than channels. Audio
source separation and speech enhancement systems are therefore generally facedwith
underdetermined linear (time-invariant or time-varying) convolutive mixtures2).
Recently, an alternative categorization has been proposed based on the amount of
prior information available about the mixture signal to be processed (Vincent et al.,
2014). The separation problem is said to be
• blind when absolutely no information is given about the source signals, the mixing
process or the intended application,
• weakly guided or semi-blind when general information is available about the con-
text of use, e.g., the nature of the sources (speech, music, environmental sounds),
the microphone positions, the recording scenario (domestic, outdoor, professional
music. . . ), and the intended application (hearing aid, speech recognition. . . ),
• strongly guided when specific information is available about the signal to be pro-
cessed, e.g., the spatial location of the sources, their activity pattern, the identity
2) Certain authors call mixtures for which the number of point sources is equal to (resp. strictly smaller
than) the number of channels as determined (resp. overdetermined) even when there is a diffuse noise
source. Perfect separation of such mixtures cannot be achieved using time-invariant filtering anymore:
it requires a time-varying separation filter, similarly to underdetermined mixtures. Indeed, a time-
invariant filter can cancel the interfering sources and reduce the noise, but it cannot cancel the noise
perfectly. We prefer the above definition of “determined” and “overdetermined”, which matches the
mathematical definition of these concepts for systems of linear equations and has a more direct impli-
cation on the separation performance achievable by linear time-invariant filtering.
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of the speakers, or a musical score,
• informed when highly precise information about the sources and the mixing pro-
cess is encoded and transmitted along with the audio.
Although the term “blind” has been extensively used in source separation (see Chap-
ters 4, 10, 11, and 13), strictly blind separation is inapplicable in the context of audio.
As we shall see in Chapter 13, certain assumptions about the probability distribution
of the sources and/or the mixing process must always be made in practice. Strictly
speaking, the term “weakly guided” would therefore be more appropriate. Informed
separation is closer to audio coding than to separation and will be briefly covered in
Chapter 16. All other source separation and speech enhancement methods reviewed
in this book are therefore either weakly or strongly guided.
Finally, the separation or enhancement problem can be categorized depending on
the order in which the samples of the mixture signal are processed. It is called online
when the mixture signal is captured in real time by small blocks of a few tens or
hundred samples and each block must be processed given past blocks only, or few
future blocks introducing tolerated latency. On the contrary, it is called offline or
batch when the recording has been completed and it is processed as a whole, using
both past and future samples to estimate a given sample of the sources.
1.2.6
Evaluation
Using current technology, source separation and dereverberation are rarely perfect
in real-life scenarios. For each source, the estimated source or source spatial image
signal can differ from the true target signal in several ways, including (Vincent et al.,
2006; Loizou, 2007)
• distortion of the target signal, e.g., lowpass filtering, fluctuating intensity over time,
• residual interference or noise from the other sources,
• “musical noise” artifacts, i.e., isolated sounds in both frequency and time similar
to those generated by a lossy audio codec at a very low bitrate.
The assessment of these distortions is essential to compare the merits of different
algorithms and understand how to improve their performance.
Ideally, this assessment should be based on the performance of the tested source
separation or speech enhancement method for the desired application. Indeed, the
importance of various types of distortion depends on the specific application. For
instance, some amount of distortion of the target signal which is deemed acceptable
when listening to the separated signals can lead to a major drop in the speech recogni-
tion performance. Artifacts are often greatly reduced when the separated signals are
remixed together in a different way, while they must be avoided at all costs in hear-
ing aids. Standard performance metrics are typically available for each task, some of
which will be mentioned later in this book.
When the desired application involves listening to the separated or enhanced sig-
nals or to a remix, sound quality and, whenever relevant, speech intelligibility should
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Table 1.1 Evaluation software and metrics.
Software Implemented metrics
ITU-T (2001) PESQ









Falk et al. (2010) speech to reverberation modulation energy ratio
ideally be assessed by means of a subjective listening test (ITU-T, 2003; Emiya et al.,
2011; ITU-T, 2016). Contrary to a widespread belief, a number of subjects as low
as ten can sometimes suffice to obtain statistically significant results. However, data
selection and subject screening are time-consuming. Recent attempts with crowd-
sourcing are a promising way of making subjective testing more convenient in the
near future (Cartwright et al., 2016). An alternative approach is to use objective
separation or dereverberation metrics. Table 1.1 provides an overview of some com-
monly used metrics. The so-called PESQmetric, the segmental signal-to-noise ratio
(SNR), and the signal-to-distortion ratio (SDR) measure the overall estimation er-
ror, including the three types of distortion listed above. The so-called STOI index
is more related to speech intelligibility by humans, and the log-likelihood ratio and
cepstrum distance to ASR by machines. The signal-to-interference ratio (SIR) and
the signal-to-artifacts ratio (SAR) aim to assess separately the latter two types of
distortion listed above. The segmental SNR, SDR, SIR, and SAR are expressed in
decibels (dB), while PESQ and STOI are expressed on a perceptual scale. More
specific metrics will be reviewed later in the book.
A natural question that arises once the metrics have been defined is: what is the
best performance possibly achievable for a given mixture signal? This can be used to
assess the difficulty of solving the source separation or speech enhancement problem
in a given scenario and the room left for performance improvement as compared
to current systems. This question can be answered using oracle or ideal estimators






























Figure 1.2 General processing scheme for single-channel and multichannel source
separation and speech enhancement.
1.3
How can source separation and speech enhancement be addressed?
Now that we have defined the goals of source separation and speech enhancement,
let us turn to how they can be addressed.
1.3.1
General processing scheme
Many different approaches to source separation and speech enhancement have been
proposed in the literature. The vast majority of approaches follow the general pro-
cessing scheme depicted in Fig. 1.2, which applies both to single-channel and multi-
channel scenarios. The time-domain mixture signal x(t) is represented in the time-
frequency domain (see Chapter 2). A model of the complex-valued time-frequency
coefficients of the mixture x(n, f) and the sources sj(n, f) (resp. the source spa-
tial images cj(n, f)) is built. The choice of model is motivated by the general prior
information about the scenario (see Section 1.2.5). The model parameters are es-
timated from x(n, f) or from separate training data according to a certain crite-
rion. Additional specific prior information can be used to help parameter estima-
tion whenever available. Given these parameters, a time-varying single-output (resp.
multiple-output) complex-valued filter is derived and applied to the mixture x(n, f)
in order to obtain an estimate of the complex-valued time-frequency coefficients of
the sources ŝj(n, f) (resp. the source spatial images ĉj(n, f)). Finally, the time-
frequency transform is inverted, yielding time-domain source estimates ŝj(t) (resp.




The various approaches proposed in the literature differ by the choice of model, the
parameter estimation algorithm, and the derivation of the separation or enhancement
filter. Research has followed three historical paths. First, microphone array process-
ing emerged from the theory of sensor array processing for telecommunications and
it focused mostly on the localization and enhancement of speech in noisy or reverber-
ant environments. Second, the concepts of independent component analysis (ICA)
and nonnegative matrix factorization (NMF) gave birth to a stream of blind source
separation (BSS) methods aiming to address “cocktail party” scenarios (as coined by
Cherry (1953)) involving several sound sources mixed together. Third, attempts to
implement the sound segregation properties of the human ear (Bregman, 1994) in a
computer gave rise to computational auditory scene analysis (CASA)methods. These
paths have converged in the last decade and they are hardly distinguishable anymore.
As a matter of fact, virtually all source separation and speech enhancement meth-
ods rely on modeling the spectral properties of the sources, i.e., their distribution
of energy over time and frequency, and/or their spatial properties, i.e., the relations
between channels over time.
Most books and surveys about audio source separation and speech enhancement so
far have focused on a single point of view, namely microphone array processing (Gay
and Benesty, 2000; Brandstein and Ward, 2001; Loizou, 2007; Cohen et al., 2010),
CASA (Divenyi, 2004; Wang and Brown, 2006), BSS (O’Grady et al., 2005; Makino
et al., 2007; Virtanen et al., 2015), or machine learning (Vincent et al., 2010, 2014;
Le Roux et al., in preparation). These are complemented by books on general sensor
array processing and BSS (Hyvärinen et al., 2001; Van Trees, 2002; Cichocki et al.,
2009; Haykin and Liu, 2010; Comon and Jutten, 2010) which do not specifically
focus on speech and audio, and books on general speech processing (Benesty et al.,
2007; Wölfel and McDonough, 2009; Virtanen et al., 2012; Li et al., 2015) which do
not specifically focus on separation and enhancement. Few books and surveys have
attempted to cross the boundaries between these points of view (Benesty et al., 2005;
Cohen et al., 2009; Gannot et al., 2017;Makino, in preparation), but they do not cover
all state-of-the-art approaches and all application scenarios. We designed this book
to provide the most comprehensive, up-to-date overview of the state-of-the-art and
allow readers to acquire a wide understanding of these topics.
1.3.3
Typology of approaches
With the merging of the three historical paths introduced above, a new categorization
of source separation and speech enhancementmethods has become necessary. One of
the most relevant ones today is based on the use of training data to estimate the model
parameters and on the nature of this data. This categorization differs from the one in
Section 1.2.5: it does not relate to the problem posed, but to the way it is solved. Both
categorizations are essentially orthogonal. Le Roux et al. (in preparation) distinguish
12
four categories of approaches:
• learning-free methods do not rely on any training data: all parameters are ei-
ther fixed manually by the user or estimated from the test mixture x(n, f) (e.g.,
frequency-domain ICA in Section 13.2);
• unsupervised sourcemodelingmethods train amodel for each source from unanno-
tated isolated signals of that source type, i.e., without using any information about
each training signal besides the source type (e.g., so-called “supervised NMF” in
Section 8.1.3);
• supervised source modelingmethods train a model for each source from annotated
isolated signals of that source type, i.e., using additional information about each
training signal (e.g., isolated notes annotated with pitch information in the case of
music, see Section 16.2.2.1);
• separation based trainingmethods (e.g., deep neural network (DNN) based meth-
ods in Section 7.3) train a separation mechanism or jointly train models for all
sources from mixture signals given the underlying true source signals.
In all cases, development data whose conditions are similar to the test mixture can
be used to tune a small number of hyperparameters. Certain methods borrow ideas
from several categories of approaches. For instance, “semi-supervised” NMF in Sec-
tion 8.1.4 is halfway between learning-free and unsupervised source modeling based
separation.
Other terms were used in the literature, such as generative vs. discriminative meth-
ods. We do not use these terms in the following and prefer the finer-grained categories
above, which are specific to source separation and speech enhancement.
1.4
Outline
This book is structured in four parts.
Part I introduces the basic concepts of time-frequency processing in Chapter 2 and
sound propagation in Chapter 3 and highlights the spectral and spatial properties of
the sources. Chapter 4 provides additional background material on source activity
detection and localization. These chapters are mostly designed for beginners and can
be skipped by experienced readers.
Part II focuses on single-channel separation and enhancement based on the spectral
properties of the sources. We first define the concept of spectral filtering in Chapter
5. We then explain how suitable spectral filters can be derived from various models
and we present algorithms to estimate the model parameters in Chapters 6 to 9. Most
of these algorithms are not restricted to a given application area.
Part III addresses multichannel separation and enhancement based on spatial and/
or spectral properties. It follows a similar structure to Part II. We first define the
concept of spatial filtering in Chapter 10 and proceed with several models and algo-
rithms in Chapters 11 to 14. Chapter 15 focuses on dereverberation. Again, most of
the algorithms reviewed in this part are not restricted to a given application area.
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Readers interested in single-channel audio shall focus on Part II, while those in-
terested in multichannel audio are advised to read both Parts II and III since most
single-channel algorithms can be employed or extended in a multichannel context.
In either case, Chapters 5 and 10 must be read first, since they are are prerequisites to
the other chapters. Chapters 6 to 9 and 11 to 15 are independent of each other and can
be read separately, except Chapter 9 which relies on Chapter 8. Reading all chapters
in either part is strongly recommended, however. This will provide the reader with
a more complete view of the field and allow him/her to select the most appropriate
algorithm or develop a new algorithm for his own use case.
Part IV presents the challenges and opportunities associated with the use of these
algorithms in specific application areas: music in Chapter 16, speech in Chapter
17, and hearing instruments in Chapter 18. These chapters are independent of each
other and may be skipped or not depending on the reader’s interest. We conclude by
discussing several research perspectives in Chapter 19.
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