This paper introduces and studies the maximum k-plex problem, which arises in social network analysis, but can also be used in several other important application areas, including wireless networks, telecommunications, and graph-based data mining. We establish NP-completeness of the decision version of the problem on arbitrary graphs. An integer programming formulation is presented and basic polyhedral study of the problem is carried out. A branch-and-cut implementation is discussed and computational test results on the proposed benchmark instances and real-life scale-free graphs are also provided.
Introduction
In the wake of information revolution, interest in studying the network structure of organizations, in particular criminal in nature, has increased manifold. Social network concepts, despite their versatility, have come to the forefront especially for these applications. A social network is usually represented by a graph, in which the set of vertices corresponds to the "actors" in a social network and the edges correspond to the "ties" between them [Scott, 2000] . Actors can be people, and examples of a tie between two actors include the acquaintance, friendship, or other type of association between them, such as visiting the same social event or place at the same time. Alternately, actors can be companies or other organizations, with ties representing various transactions between them. Thus, graphs can be used to conveniently model any such information and to make important deductions.
This paper introduces and studies the maximum k-plex problem, which arises in analysis of cohesive subgroups in social networks. Social cohesion is often used to explain and develop sociological theories. Members of a cohesive subgroup tend to share information, have homogeneity of thought, identity, beliefs, behavior, even food habits and illnesses [Wasserman and Faust, 1994] . Social cohesion is also believed to influence emergence of consensus among group members. Examples of cohesive subgroups include religious cults, terrorist cells, criminal gangs, military platoons, sports teams and conferences, work groups etc. Modeling a cohesive subgroup mathematically has connectivity graph of a wireless network introduces a hierarchy otherwise absent in these dynamic networks. Existence of a hierarchy facilitates routing of information through the network. Efficient resource management, routing and better throughput performance can be achieved through adaptive clustering of these mobile nodes [Stojmenovic, 2002] . A similar principle is also used in organizational management, where SNA is also used to study organizational structure to suggest better work practices and improve communication and work flow [Dekker, 2000] .
Other interesting applications arise in systems biology, which studies organisms as biological systems. Technological advances such as microarrays, facilitate high-throughput experiments resulting in enormous amounts of experimental data, such as genomic and proteomic data. Thus, it is possible to capture a snapshot of the elements and their interactions at various levels -genes, transcripts, proteins, metabolites -that can be conveniently modeled as networks. Cliques have been used to cluster gene co-expression networks [Peng et al., 2004 , Jiang et al., 2004 , while cliques and high density subgraphs have been used to cluster protein interaction networks [Spirin and Mirny, 2003, Gagneur et al., 2004] . Graph-theoretic clique relaxations can provide interesting insights into these networks and allow to extract more information than what is revealed by cliques. The voluminous data generated by microarray experiments and other procedures are bound to contain significant percentage of errors. They could also be missing edges if interactions between elements are not yet known. Relaxing the restrictions imposed by clique models could reveal new protein interactions. In particular, structures where interactions of proteins occur through a central protein, which are likely to be found in similar biological processes, can be identified [Bader et al., 2004] .
In spite of its potential applicability to a number of important practical situations, the optimization problems concerned with finding large k-plexes in a graph have not been studied from the mathematical programming perspective. Clique is undoubtedly one of the most important combinatorial objects, which plays a critical role in graph theory and mathematical programming in general, as well as in defining perfection where both areas elegantly come together. However, from the practical standpoint there is certainly a need to study clique relaxations in addition to investigating cliques. This paper introduces the maximum k-plex problem to the operations research community and analyzes its basic properties, including the computational complexity, mathematical programming formulations, and polyhedral study. Results of computational experience with a branch-and-cut algorithm for finding a maximum k-plex are also provided.
Organization. The remainder of this paper is organized as follows. Basic definitions, notations and background information of interest are presented in Section 2. Computational complexity analysis of the problem is carried out in Section 3. Section 4 introduces a binary integer programming formulation for the problem, presents some basic polyhedral properties of the problem, and develops valid inequalities. A branch-and-cut algorithm is presented in Section 5, including implementation details and computational test results. Furthermore, the proposed formulation is studied in the context of the maximum clique problem in Section 6. Finally, the paper is concluded with a summary and directions for future work in Section 7.
Definitions, Notations, and Background
Let G = (V, E) be a simple undirected graph representing a social network, d G (u, v) denote the length of a shortest path between vertices u and v in G, deg
Note that a shortest path between two vertices in S may include vertices outside S. Hence, for a k-clique S there can exist (u, v) > k and thus u and v cannot exist in a k-club together. This is illustrated in Figure 2 : The set {2, 3, 4, 5, 6} is a 2-clique but not a 2-club. In a social network, it may be unreasonable to expect a cohesive subgroup to require outside members, and the concept of k-club overcomes this weakness common to k-cliques by bounding the diameter of the induced subgraph. From the definitions and above example it follows that any kclub in G is also a k-clique, but the converse is not true. However, k-clubs have certain drawbacks that we illustrate using a simple example involving 2-clubs. It is possible that there exists one vertex in a 2-club that is adjacent to all other vertices, making it a 2-club, but these neighbors are poorly connected among themselves. This is demonstrated by star graphs which have diameter two as the central vertex is adjacent to all other vertices, but the neighbors of the central vertex have no edges between them. Although these models ensure reachability, they may lack cohesiveness in terms of degree and connectivity. In particular, removal of just one central vertex in a star graph completely disconnects the graph.
Degree based models of cohesion, which overcome the drawbacks inherent in the definitions of k-clique and k-club, were first introduced in [Seidman and Foster, 1978] and [Seidman, 1983] . Seidman [1983] introduced the concept of a k-core, which is a subgraph with minimum degree at least k. In other words, S, where N (v) denotes the set of neighbors of a vertex v ∈ V in G. However, k-cores were noted to only indicate dense regions of the graph and not necessarily identify a cohesive subgroup [Seidman, 1983, Wasserman and Faust, 1994] . As suggested by Seidman (1983) , this approach was only to produce global measures that captured the cohesive subgroups as well as regions surrounding them. We will now describe a simple greedy algorithm that finds the largest k-core in a graph in polynomial time. Pick a vertex v of minimum degree δ(G), if δ(G) ≥ k then we have a k-core. If δ(G) < k, then that vertex cannot be in a k-core. Hence, delete the corresponding vertex, G ← G − v and continue recursively until the vertex set of G is a maximum k-core or the set is empty. Note that even though these structures are easy to find, they only point out dense regions of the graph where interesting subgroups may be found.
Definition 1 A subset of vertices S is said to be a k-plex if the following condition holds:
That is, a subset of vertices S is said to be a k-plex if the degree of every vertex in the induced subgraph G[S] is at least |S| − k. A k-plex is said to be maximal if it is not strictly contained in any other k-plex. We propose calling the cardinality of the largest k-plex in the graph as the k-plex number and denote it by ω k (G). The maximum k-plex problem is to find the largest k-plex of the given graph. Note that, as with the maximum k-clique and maximum k-club problems, this reduces to the maximum clique problem [Bomze et al., 1999] when k = 1 and is a relaxation of the clique requirement for all other k > 1, allowing for at most k − 1 non-neighbors inside the set. Figure 3 illustrates this concept: The set {1, 2, 3, 4} is a 1-plex (clique), sets {1, 2, 3, 4, 5} and {1, 2, 3, 4, 6} are 2-plexes (maximal and maximum) and the entire graph is a 3-plex. Apart from the basic definition that a graph
an alternate characterization of k-plexes has been established in the following theorem by Seidman and Foster [1978] 
Theorem 1 (Seidman and Foster, 1978) G is a k-plex if and only if for any k-element subset
In other words, the above theorem states that if G is a k-plex then any k vertices form a dominating set in the graph (a subset S of vertices of the graph G = (V, E) is called a dominating set if ∪ i∈S N [i] = V ). For instance, in the graph shown in Figure 3 , {1, 5} is not a dominating set, but with any other vertex, say 6, the resulting set {1, 5, 6} is a dominating set, and so is any other triplet of vertices. Seidman and Foster [1978] also establish some of the basic graph theoretic properties of a k-plex that are stated here. Note that the vertex connectivity κ(G) is defined as the minimum number of vertices whose removal results in a disconnected or trivial graph [Harary, 1988] .
Theorem 2 (Seidman and Foster, 1978) Let graph G be a k-plex on n vertices. Then,
By definition, members of a k-plex S can have at most k − 1 non-neighbors inside S. Thus, k-plexes with low k values (k = 2, 3) provide good relaxations of a clique that closely resemble the cohesive subgroups that can be found in real-life social networks. In addition, the above results indicate that a k-plex, besides being a natural generalization of a clique, also retains the properties of a clique such as low diameter and high connectivity for low values of k. The k-plex model overcomes the disadvantages of k-cliques and k-clubs by directly limiting the number of non-neighbors inside the cohesive subgroup. This structure imposes a degree bound that varies with the size of the group and hence ensures a cohesive subgroup even as the size of the group varies. Implicitly, it also achieves reachability and robustness. By allowing some "strangers" in a social group, k-plex provides a more realistic alternative to model cohesive subgroups in a social network.
The maximum clique problem is closely related to another well known graph problem, which is the maximum independent set problem. An independent set (or stable set) is a subset of pairwise nonadjacent vertices. In other words, the subgraph induced by an independent set is edgeless. A subset of vertices forms a clique in G = (V, E) if and only if it forms an independent set in the complement graphḠ = (V,Ē). Naturally, the k-plex can also be closely related to a similar problem on the complement graphs which we formalize as follows.
Definition 2 We call a subset of vertices S of a graph
In other words, the induced subgraph G[S] has a maximum degree of k − 1 or less. It should be noted that S is a co-k-plex in G if and only if S is a k-plex in the complement graphḠ. In particular, 1-plex is a clique and a co-1-plex is an independent set. Thus, k-plexes and co-k-plexes provide a systematic way to generalize two important graph models.
The need for clique relaxations has been primarily dealt with in literature using various edge density based models such as densest (heaviest) k-subgraph problem, maximum edge subgraph problem [Corneil and Perl, 1984, S.S. Ravi, 1994] and the maximum quasi-clique problem [Abello et al., 1999 [Abello et al., , 2002 to cite a few examples. The motivation is clearly to relax the property that a clique has all possible edges. However, the density-based relaxations can result in subgraphs with high diameter, low connectivity and could contain vertices of low degree and even independent vertices. The structural guarantees are limited unless the required density is very high. The k-plex model is advantageous primarily because the relaxation is "controlled" and systematic resulting in good structural guarantees. It should be noted that our criticism of some of the existing models is not meant to undermine their usefulness. In fact, all these approaches have been applied successfully on real-life data. For instance, density based models are especially useful while relaxing independent sets by allowing more than zero edge density. More recently, Sherali and Smith [2006] proposed a related model for relaxing independent sets, in which an upper bound is placed on the number of edges in the induced subgraph. A generalized vertex packing GVP-k is a subset of vertices I such that there are at most k edges in the induced subgraph G [I] . When k = 0, it represents an independent set and is a relaxation for k ≥ 1. This approach, used to model problems in air-traffic control and national airspace planning, is studied using polyhedral methods in [Sherali and Smith, 2006] . The model is close to the co-k-plex model for relaxing independent sets. Note that every GVP-k is a co-(k + 1)-plex, but not vice versa.
Similarly, in applications where reachability is the only consideration k-cliques and k-clubs models are more appropriate. Furthermore, whenever relatively larger cohesive subgroups are required, with only reachability as the basic requirement, the following relationship should be taken into account. Let ω(G), ω k (G),ω k (G) andω k (G) denote the size of a largest clique, k-plex, k-club and k-clique in the graph G, respectively. Then we have,
This emphasizes the fact that whenever sound structural guarantees, as provided by the clique definition are necessary, k-plex model should be considered as a meaningful alternative. Recently, Chesler and Langston (2006) , while studying the clustering problem on gene co-expression networks, point out some of the issues that were raised before regarding the sensitivity of cliques to missing edges. A model robust enough to deal with this situation is necessary and k-plex is ideal for such purposes. In particular, the authors propose the use of paracliques that are close to the 2-plex model. The basic idea is to start with some maximum clique C and add new vertices to the set if they have at least g neighbors in the original C [Chesler and Langston, 2006] . They report successful results with g = |C| − 1 where g is called the glom factor [Chesler and Langston, 2006] . Although the final result need not be a 2-plex, the notion of allowing one non-neighbor is clearly in the same spirit as a 2-plex approach. In the remainder of this paper, we will present our contributions to understanding the maximum k-plex problem.
Computational Complexity
This section presents computational complexity results for the problem of interest. The maximum k-plex problem is trivially NP-hard for arbitrary k as it includes the maximum clique problem as a special case. However, maximum k-plex problem for fixed k is of more interest as we need to solve the problem for k = 1, 2, 3 and so on. The decision version of the maximum k-plex problem can be stated as follows:
Definition 3 k-Plex: Given a simple undirected graph G = (V, E) and fixed positive integers c, k, does there exist a k-plex of size c in G?
Theorem 3 k-Plex is N P -complete for any fixed positive integer k.
Proof. We prove this by reducing Clique [Garey and Johnson, 1979] , a well-known NP-complete problem, to k-Plex. Given an instance G = (V, E), c of Clique, we construct an instance G = (V , E ), c in polynomial time such that G has a clique of size c if and only if G has a k-plex of size c . To construct G , we expand G by adding k−1 copies of the complete graph of order n = |V |. Denote the vertex set of the r th such copy by V r , r = 1, . . . , k −1, where V r = {1 r , . . . , n r },
The setÊ represents the edges between V and R, where every vertex u ∈ V is connected to every vertex in every complete graph except its copies, i.e., u is adjacent to every vertex in R \ {u 1 , . . . , u k−1 }. The setẼ includes the cross edges between distinct V p and V r , as well as all possible
n completes the reduction. Note that the instance G = (V , E ), c can be constructed in polynomial time. Figure 4 illustrates this transformation when G is a path on three vertices a, b and c. We now show that if there exists a clique of size c in G then G has a k-plex of size c . Let C ⊆ V induce a clique of size c = |C| in G. We claim that the set S = C ∪ R, where |S| = c + n(k − 1) = c , is a k-plex. For any u ∈ C, there exist c − 1 neighbors inside C, and (n − 1)(k − 1) neighbors in
We now establish the other direction stating that if there exists a k-plex of size c in G then G has a clique of size c. Let S be a k-plex of size c = c + n(k − 1). Let P = R \ S denote the set of vertices from R not included in the k-plex and let |P | = p. Then, the c vertices in S consist of n(k − 1) − p vertices in S ∩ R and c + p vertices in S ∩ V . Without loss of generality, suppose that S ∩ V = {1, . . . , c + p} and further assume that for each i ∈ S ∩ V there exist q i copies of i in P that are left out of the k-plex. Since every i ∈ S ∩ V has p − q i neighbors in P , we know that
Recall that each q i is a non-negative integer counting copies of vertex i ∈ S ∩ V in P and note that P can contain vertices that are not copies of any vertex in S ∩ V . Thus, we have c+p i=1 q i ≤ p . Hence, there can exist at most p terms, q i , in that sum that are strictly greater than 0, meaning that there exist at least c terms in that equation, that are equal to 0. Without loss of generality,
Thus, every vertex in C ⊆ S ∩ V is adjacent to every vertex in S ∩ V . Hence, every vertex in C is adjacent to every other vertex in C. Therefore C induces a clique of size c in G.
2 This complexity result demonstrates that the maximum k-plex problem is hard not only because it is a generalization of the maximum clique problem, but it is a hard problem in its own respect, as Theorem 3 states that the decision version of the problem is NP-complete for every fixed k.
Mathematical Programming Approaches
This section presents an integer programming formulation of the maximum k-plex problem followed by a polyhedral study of the problem. Valid inequalities for the polytope under study are also presented.
Integer Programming Formulation
| denote the degree of vertex i in the complement graphḠ = (V,Ē). Further assume that k > 1 since k = 1 yields the well known maximum clique problem. The following 0-1 program finds the largest k-plex in G.
subject to:
In this formulation, x i = 1 if and only if i ∈ V is in the k-plex and x i = 0 otherwise. Constraint (3) ensures that if a vertex i is in the k-plex then it has at most k − 1 non-neighbors inside the k-plex. The constraint is made redundant for vertices not in the k-plex.
Polyhedral Study
The k-plex polytope P k (G) is the convex hull of feasible binary vectors of the aforementioned formulation (2) -(4). The following theorem establishes the trivial facets of the k-plex polytope.
Proof. We will use the following notations in the proof. Let e i be the unit vector with i th component 1 and the rest 0; e ij = e i + e j 1. This is shown by demonstrating n + 1 affinely independent points in P k (G). The points 0, e 1 , e 2 , . . . , e n are clearly n+1 affinely independent points in
Since an empty set or any vertex by itself is a k-plex, we have 0, e j for all j ∈ V \ {i} forming n affinely independent points in F . This shows that dim(F ) = n − 1 and it is a facet.
We first observe that every vertex and any pair of vertices form a k-plex for any k such that 1 < k < n. Then e i and e ij for all j ∈ V \ {i} form n affinely independent points in F , indicating that dim(F ) = n − 1 and it is a facet. 2
Valid inequalities
The following valid inequalities are derived by identifying induced subgraphs that are not k-plexes and hence cannot be present in any k-plex. Although the result that every vertex-induced subgraph of a k-plex is a k-plex is presented in [Seidman and Foster, 1978] , the following explanation is given here for the sake of clarity. Note that if G is a k-plex, the minimum degree δ(G) is at least n − k.
In the graph G obtained by deleting any vertex from G, the degree of all the vertices and hence the minimum degree, can drop by at most 1. Hence, the new graph continues to be a k-plex as
Before we introduce the first family of inequalities, we present the following two lemmas.
Lemma 1 Let k be even. Then, there does not exist a co-k-plex that contains a k-plex of size 2k − 1.
Proof. Let G be a co-k-plex on n vertices. Assume that n ≥ 2k − 1 as the result is trivial otherwise. Now suppose that S is a k-plex of size 2k − 1 in G. Then we have
Since G is co-k-plex we have,
The two conditions then imply that the induced graph G[S] is regular with all degrees equal to k − 1 and is of order 2k − 1. But k − 1 is odd and we cannot have an odd number of vertices of odd degree. This contradiction establishes that S does not exist. 2 Note that this bound is sharp since the graph family G k = K k ∪ K k−1 , the union of complete graphs, for each k forms a co-k-plex of size 2k − 1, which contains Lemma 2 Let k be odd. Then, there does not exist a co-k-plex that contains a k-plex of size 2k.
Proof. As before, let G be a co-k-plex on n vertices (n ≥ 2k). Suppose that S is a k-plex of size 2k in G. Then we have
This contradiction establishes that S does not exist. 2 This bound is also sharp since the following family of graphs have 2k vertices forming a co-k-plex containing a k-plex of size 2k − 1. Construct the graph G k = (V, E), where
Maximum degree in G k is k − 1 and hence it is a co-k-plex of order 2k. The induced subgraph
is a (k − 1)-regular k-plex of order 2k − 1 in which every vertex has exactly k − 1 neighbors and non-neighbors each. It is also known as an antiweb and its complement is known as a web.
Webs were introduced by Trotter [1975] to generalize odd hole and antihole inequalities developed by Padberg [1973] for the independent set polytope. Figure 5 illustrates this when k = 5. 
3' 4
We next present three types of valid inequalities for the k-plex polytope: Independent set inequalities, hole inequalities, and co-k-plex inequalities.
Independent Set Inequalities. Let I ⊆ V be an independent set. Note that no k-plex can contain an independent set of more than k vertices as k + 1 or more independent vertices do not form a k-plex. Let I k+1 represent the collection of all maximal independent sets of size k + 1 or more in G. Then we have the following family of valid inequalities:
Hole Inequalities. Let H ⊆ V be a hole (induced chordless cycle). 
Co-k-plex Inequalities. Lemmas 1 and 2, when combined, imply that the size of a maximum k-plex in any co-k-plex is less than or equal to r k = 2k − 1 −
. Let J r k +1 represent the collection of all maximal co-k-plexes of size more than r k in G. We have the following family of valid inequalities:
Observe that, if J is a maximal co-k-plex, there does not exist another co-k-plex of which J is a proper subset. Then, for every v ∈ V \ J, at least one of the following conditions must hold.
and including v would cause degree of j in the induced subgraph to be k.
|N (v)
∩ J| ≥ k and hence upon inclusion v would have degree k or more in the induced subgraph.
The next theorem uses this observation to show that for k = 2 the co-2-plex inequalities actually form facets for the 2-plex polytope, P 2 (G).
Theorem 5 Let P 2 (G) denote the 2-plex polytope described in Section 4.2. Then, the co-2-plex inequality given by
where J is a maximal co-2-plex with |J| ≥ 3, induces a facet of P 2 (G).
Proof. First, recall that any 2 vertices from J form a 2-plex. Second, for every v ∈ V \ J, the above two conditions for a maximal co-2-plex imply the existence of two vertices u, w ∈ J such that {v, u, w} is a 2-plex. Indeed, if the first case holds, let u ∈ J ∩ N (v), then N (u) ∩ J = {w} and {v, u, w} is a 2-plex. If the second case holds, {u, w} ⊆ J ∩ N (v) and again {v, u, w} is a 2-plex. We use these observations to construct n affinely independent vectors that lie on the face defined by F = {x ∈ P 2 (G) : i∈J x i = 2}, so F is (n − 1)-dimensional and hence it is a facet. Without loss of generality, assume that J = {1, . . . , r} and V \ J = {r + 1, . . . , n}, where r ≥ 3. Let, as before, e i ∈ R n denote the unit vector with i th component one and all others zero. The said affinely independent vectors x 1 , . . . , x n are constructed as follows.
. . , r − 1; x r = e 1 + e 2 (note that x r is distinct from x 1 , . . . , x r−1 as r ≥ 3); x v = e v + e u + e w , ∀ v = r + 1, . . . , n, where for each v ∈ V \ J, u, w ∈ J are the particular vertices described before. Clearly, x v ∈ F and it can be easily verified that these vectors are affinely independent. Thus, the co-2-plex inequalities produce facets for the 2-plex polytope. 2 Although co-k-plex inequalities form facets of P k (G) for k = 1, 2, they do not for k ≥ 3. Consider a graph G = (V, ∅) with at least k vertices. Note that G is a co-k-plex and the corresponding inequality i∈V x i ≤ r k is not supporting since ω k (G) = k and there is no x ∈ P k (G) that satisfies it at equality. Hence, these inequalities do not form facets of P k (G) for all G. This is in contrast to the results known for k = 1, 2. The reason is r k = k for k = 1, 2 and every graph G with at least k vertices has a k-plex of size r k = k. The next natural question, if they form facets when G is a co-k-plex with ω k (G) = r k , k ≥ 3 is also settled in the negative by the following counterexamples. Assume that k is even. Construct graphs G of arbitrary order n ≥ r k as the union of n − r k clique components of size one and two clique components of size k − 1 = r k /2. Then G is a co-k-plex with the two "large" clique components forming a k-plex of size r k . Suppose F = {x ∈ P k (G) : i∈V x i = r k } is a facet of P k (G). Since P k (G) is an integral polytope, the extreme points of F are also integral and F is a convex hull of those integral vectors. Consider one such binary vector x o ∈ F . If x o i = 1 for some i that is a one-vertex clique component of G, for x o to be feasible we have j∈V
Hence, the components of extreme points of F corresponding to one-vertex components of G are all zeros. Hence, there exists exactly one extreme point in P k (G) that satisfies i∈V x i ≤ r k at equality, which is the characteristic vector of K k−1 ∪ K k−1 . Thus, F is 0-dimensional and not a facet.
For odd k, we can have arbitrarily large graphs by adding single vertex components to the antiweb G k [V ] constructed before. By using similar arguments, we can again show that there exists only one point in the k-plex polytope that satisfies the co-k-plex inequality at equality. From these observations we can conclude that ω k (G) = r k is only a necessary condition for the co-kplex inequality to induce a facet of P k (G). Identifying co-k-plex graphs for which the co-k-plex inequalities form facets of the k-plex polytope is important as these inequalities could be lifted to yield facets for a graph containing such structures. It is also a well-known fact that a graph is perfect if and only if its clique polytope is completely characterized by all the maximal independent set inequalities and non-negativity constraints [Cornuéjols, 2001] . Similarly, we could explore kplex perfectness of graphs whose k-plex polytope can be completely described by the co-k-plex inequalities described here and the trivial facets. This is an interesting topic for future research.
Branch & Cut Framework
Branch-and-cut (BC) methods are popular and effective in optimally solving a wide variety of combinatorial optimization and general integer programming problems [Padberg and Rinaldi, 1991 , Applegate et al., 1998 , Balas et al., 1996c . These methods incorporate cutting planes in solving the linear programming (LP) relaxation at the nodes of a branch-and-bound tree to get tighter bounds. Although BC methods have been successfully applied to solve several hard combinatorial optimization problems, tailoring a BC algorithm to effectively solve a specific problem is a delicate task that requires attention in itself in terms of extensive experimentation and tuning. For more information on BC methods and for other useful references, see [Mitchell, 2002] .
This section describes a branch-and-cut (BC) implementation incorporating the maximal independent set (MIS) cuts for the maximum k-plex problem. The aim of this part of the paper is to judge the effectiveness of MIS cuts which can be easily and quickly generated, in solving the problem of interest, the order and size of instances that can be solved under this framework, and to provide some benchmark instances for this problem. The experiments were conducted for k = 1 and 2. Even though the case of k = 1 corresponds to the well-researched maximum clique problem, these results illustrate the difference in the performance of our approach for two consecutive values of k. In addition, we describe our computational experience in solving the maximum k-plex problem on real-life scale-free graphs and the preprocessing techniques developed for the same.
Implementation Details
Details that are common to all our experiments are the following. All numerical experiments were conducted on Dell Optiplex GX240 R computers with 2.20GHz Pentium IV R processor, 512MB RAM and 40GB HDD . The core of all our algorithms is a BC approach, implemented using ILOG CPLEX 9.0 R [ILOG]. The biggest advantage of using the framework provided by CPLEX is the effective default settings that take care of the branching process, node selection, variable selection, primal heuristics, pre-solving among others, while the bounding is done by solving the LP relaxation with the user specified cuts.
MIS local cuts, which are valid at the node in which they are generated and for the sub-tree rooted at that node, are also generated in a greedy fashion and implemented using the CPLEX goals feature. The greedy algorithm starts by adding an arbitrary vertex and then removes its neighbors from the graph. Then it proceeds in a similar fashion by adding a vertex of minimum degree in the residual graph to the MIS and removing its neighbors until there are no more vertices to add. Local cuts were generated every SkipFactor (constant set at 32) number of nodes in the BC tree. While generating local cuts, the vertices corresponding to variables fixed at zero in that node are deleted from the graph before MIS are found, and only variables with high fractional value (≥ HiFracVal, constant set at 0.75) are used as starting vertices for finding MIS. We ensure that the round of cuts generated are distinct, violated by the LP optimum and always fewer than MaxLocalCutsPerNode (constant set at 3). All such violated MIS inequalities are added to the system and CPLEX re-solves the problem at that node and handles the cut management from that point onwards.
It should be noted that CPLEX generates its own classes of cuts to solve any given MIP. Based on preliminary experiments, we observed that adding a small number of Gomory fractional cuts slightly improved the runtimes, but the other CPLEX cuts were ineffective. However, all CPLEX cuts were turned off for our experiments and only MIS local cuts were used in the BC algorithm. In addition, the number of rows in the problem with cuts added is limited to 3 times the original number of rows by setting the CPLEX parameter CutsFactor to 3.
Apart from regular termination of an MIP (optimal or infeasible), CPLEX can be forced to terminate gracefully returning the best integer feasible solution and objective (if found) as well as a bound on the optimum, when an upper time limit is reached by setting the CPLEX parameter TiLim to the desired value (set at 3 hours). By setting CPLEX parameter NodeFileInd to 2, CPLEX can be forced to write the BC tree to hard disk without any compression. This enabled CPLEX to proceed without any memory shortage as the BC tree grows exponentially in size, without significant increase in runtime [ILOG] .
The implementation described above helps us judge the effectiveness of MIS cuts without intensifying the BC algorithm. Note however that, several critical issues in designing a more sophisticated BC algorithm, such as using a dynamic global cut pool instead of the fixed size option offered by CPLEX and lifting local cuts so that they are globally valid can be considered. Even some of the basic settings can be improved such as using methods other than greedy algorithm to generate MIS cuts, distinguishing and selecting cuts from the violated cuts based on quality measures (such as maximum violation or maximum depth which is the Euclidean distance of the cut from the the point being separated), varying the frequency at which cuts are added dynamically (so that more cuts are generated and applied where the violation is "high") and the size of the cut pool that is applied and its management. These are directions that need to be carefully considered in the future in order to develop a more powerful BC algorithm for this problem.
Pre-processing and Variable Fixing
Peeling. The peeling procedure (similar to the one used in Abello et al. [1999] for the maximum clique problem) removes vertices of low degree based on the size of a known k-plex, S. Vertices that cannot belong to an optimal solution are identified and removed recursively based on the necessary condition that every vertex in an optimal k-plex has degree at least |S|−k. For our implementation, the initial k-plex S is a greedily found maximal clique, and the following peeling procedure is called before the BC algorithm.
Algorithm 1 Peeling Procedure
end if
return G 7: end procedure Non-dominated Variable Fixing. Recall from Theorem 2 that any k vertices in a k-plex form a dominating set. Thus, in the BC tree, when k variables are fixed to one for the first time in node N, every vertex that is not adjacent to any of the k vertices can be fixed to zero for the subtree rooted at node N. This is valid since such vertices cannot belong to a k-plex containing the fixed k vertices as they are not dominated by them.
Description of the Test-bed
The test-bed of instances used in our experiments consists of two broad groups. The first group consists of graphs of various order and size generated using Sanchis generators [Sanchis and Jagota, 1996] and benchmark clique instances from the Second DIMACS challenge [DIMACS, 1995, Johnson and Trick, 1996] . The second group of instances are a set of Erdös collaboration networks [Grossman et al., 1995] ; protein interaction networks of the yeast Saccharomyces cerevisiae [Jeong et al., 2001] and the gastric pathogen Helicobacter Pylori [Rain et al., 2004, BRITE] ; a collaboration network of authors in computational geometry available from [Batagelj and Mrvar, 2006] ; and a text-mining network based on Reuters terror news reporting following the tragic events of September 11 available from [Batagelj and Mrvar, 2006] . Group I. The Sanchis generator available at [DIMACS, 1995] produces graphs with known maximum clique size with a specified number of vertices, edges and a construction parameter, r. In our experiments, the maximum clique size was fixed at n 3 (where a is the smallest integer greater than or equal to a) and the construction parameter r, which has to be an integer from interval [0, n ω(G) ), was set at 1. The number of vertices in the generated Sanchis graphs was varied from 60 to 1000 (not uniformly) and the edge density(d) was varied from 0.4 to 0.9 resulting in a total of 108 instances. The number of edges was calculated as
, where a is the largest integer less than or equal to a. Table 1 presents information regarding the 20 DIMACS benchmark instances used in our experiments. Note that some of the DIMACS instances are also graphs arising in various applications. Johnson and Hamming graph families arise in coding theory and c-fat graphs arise in fault diagnosis. Description of these and other DIMACS instances can be found in [Hasselberg et al., 1993 , Bomze et al., 1999 , DIMACS, 1995 .
Group II. The collaboration network of authors in computational geometry has vertices representing authors from this area, and for every two authors the number of joint works is available. This permits us to use a threshold for the edge to be included in the graph. Two authors are connected by an edge if they have (strictly) more than threshold joint works. We consider these graphs for threshold t = 0, 1, 2 resulting in three instances named COMP-GEOM-t.PAJ. Erdös collaboration networks are similar; here vertices represent mathematicians and an edge indicates that the mathematicians represented by the endpoints have published together. But these collaboration networks are centered around Paul Erdös and Erdös number of a mathematician is his or her shortest distance to Erdös in this network. We used the following Erdös collaboration networks available from [Batagelj and Mrvar, 2006, Grossman et al., 1995] in our experiments: ERDOS−x − y.NET, where x represents the last two digits of the year for which the network was constructed, and y represents the largest Erdös number of a mathematician in that graph. We considered six such networks for years 1997-1999 and y = 1 and 2. We will refer to ERDOS−x − y.NET graph as the y-neighborhood Erdös network for year x. Note that in the instances we used the vertex corresponding to Erdös himself is excluded. Apart from the aforementioned social networks the following two biological networks, protein interaction networks of H. Pylori and S. cerevisiae were also used in testing. In these graphs, the vertices represent proteins and edges indicate that the pair of proteins forming the end points are known to interact. The text-mining network (DAYS.NET) from [Batagelj and Mrvar, 2006] is based on all stories released during 66 consecutive days beginning at 9:00 AM EST 9/11/01 by the news agency Reuters concerning the September 11 attack. The network is based on information compiled by Steve Corman, Kevin Dooley and Robert McPhee at the LOCKS labs in Arizona State University [Corman et al., 2006 [Corman et al., , 2002 . The vertices of the network are selected words that appeared in the news. There is an edge between two words if they appear in the same text unit (sentence), and the edges are weighted with the number of co-appearances of its end-points. We use a threshold model as before and DAYS-t.PAJ refers to this network with only edges of edge weight at least t + 1 included. Graphs were constructed for t = 3, 4, 5. Apart from the fact that Group II graphs are constructed from real-life data, another commonality among all these graphs is that they are extremely large and extremely sparse graphs that obey a power-law degree distribution. Such graphs are called scale-free graphs studied extensively recently [Barabási and Albert, 1999 , Barabási et al., 2000b , Almaas and Barabási, 2005 , Albert et al., 2000 , Barabási et al., 2000a . Table 2 presents information regarding these instances. It should be noted that in experiments with scale-free graphs our goal was to solve the maximum k-plex problem to optimality on large-scale, real-life instances. On the other hand, in the set of experiments with DIMACS and Sanchis graphs our intention was to get a sense of the influence of order and density of graphs on the BC algorithm and the effectiveness of MIS cuts.
Computational Experience: Group I
We solve the maximum k-plex problem with k = 1, 2 on Group I instances with the BC settings described in Section 5.1. First we apply the peeling procedure described in Section 5.2 before the BC algorithm, and the BC implementation includes variable fixing described therein. Table 3 and Table 4 report the runtime of Peel and BC (PBC) algorithm on Sanchis graphs to solve the k = 1 and k = 2 cases respectively. We indicate non-optimal terminations by † and unattempted instances by "-". Whenever we observed CPLEX reach the upper time limit for a particular density for two consecutive orders, the runs for that density in higher order graphs were not conducted. Note that in some cases there are more than one non-optimal instances of consecutive orders for a particular density as the runs were conducted in batches. Decision to not attempt higher orders of that density was made once that batch run was completed.
It was observed that peeling was fast, but only effective on sparser Sanchis graphs with density 0.4 and 0.5. On graphs of higher density, the number of vertices was not reduced. But this observation was also encouraging since it can be expected to be perform well on Group II instances. We do not report peeling times as they were under 20 seconds in all cases.
While solving the maximum 1-plex problem on Sanchis graphs, we observed 16 non-optimal terminations (including unattempted). We had 12 non-optimal instances with d = 0.9, 2 with d = 0.8 and 1 each with d = 0.5 and d = 0.6. Recall that ω 1 (G) = ω(G) = n 3 for these instances. It was observed that a maximum clique was indeed found in all cases we failed to solve to optimality. The respective optimality gaps are also included in the Table 3 . In some cases, peeling procedure removed all the vertices in the original instance. These have zero running time and these are in fact the only cases where peeling contributed significantly. For k = 2, 25 instances were not optimally solved, primarily in the density 0.8 and 0.9 category and runtimes were also higher compared to the case of k = 1 for all instances. As before, peeling was effective only on instances with density 0.4. The instances that were reduced to zero vertices when k = 1 were again reduced to zero except for the 900-vertex instance, which was reduced to 600 vertices. Note that peeling procedure also depends on k value even though the same initial clique size is provided in both k = 1, 2 cases. In Table 5 , we present the 2-plex number (or the best 2-plex size) found by PBC algorithm for each Sanchis instance. For non-optimally solved cases, we report [l, u] where l is the size of best 2-plex Table 3 : Runtime in seconds for solving maximum 1-plex problem using PBC algorithm on Sanchis graphs. found and u is an upper-bound on ω 2 (G).
The PBC implementation was also tested on established DIMACS benchmarks listed in Table 1 . These results are presented in Table 6 where † indicates non-optimal terminations and the interval containing the optimum is reported for such cases.
Computational Experience: Group II
The results presented for the Group I instances indicate that MIS cuts and the BC framework are quite effective, especially on sparse graphs. We retained the same settings in our early attempts to solve the problem on Group II instances. Although they were successful on Erdös and protein networks, we faced memory issues with the others. Peeling by itself was not sufficient to reduce the size of computational geometers and Reuters news networks, resulting in a very large, very sparse graph given to CPLEX. The corresponding integer program built by CPLEX was dense and huge leading to a memory crash even before the root node solution was attempted. Hence we developed an iterative procedure which took advantage of another property of k-plexes in addition to peeling to solve maximum k-plex problem on many small graphs instead of one large graph. The settings for the BC procedure invoked in each iteration is the same as described in Section 5.1.
IPBC Algorithm. The iterative version of PBC algorithm is the IPBC Algorithm in which the basic idea is to fix a vertex v ∈ V in each iteration to find a maximum k-plex containing v. Here we assume that the largest k-plex in the graph S * is large enough, i.e., |S * | > 2k − 2. If the assumption holds, and the fixed vertex v is in S * , we are guaranteed by Theorem 2 that Table 4 : Runtime in seconds for solving maximum 2-plex problem using PBC algorithm on Sanchis graphs. Table 5 : 2-Plex numbers of Sanchis graphs. v] along with the lower bound initialized as before with a maximal clique and then updated during the iterations. As before, BC is used after peeling to find the maximum k-plex containing v by adding the additional constraint x v = 1 to the system. The resulting solution is used to update the current best k-plex S if necessary. At the end of every iteration, vertex v can be removed from the graph, since from that point we are not interested in k-plexes containing v.
Once the iterations are complete, if the best known k-plex was larger than 2k − 2, our assumption was right and it can be returned as the optimal solution. If our assumption was incorrect, the solutions from the iterative procedure are not applicable and we re-solve maximum k-plex problem on the original graph with the additional constraint that v∈V x v ≤ 2k − 2. This is not especially disadvantageous since even a complete enumeration of all k-plexes of size k to 2k − 2 to find the optimum is still polynomial for fixed k. In this situation, the BC algorithm can easily find the optimum. Moreover, k-plex of size smaller than 2k − 2 might not be of much practical use since for most meaningful applications k is very low compared to n. Finally, the vertices are fixed in non-increasing order of vertex degrees, which ensured that a large k-plex was found early and subsequent preprocessing was effective. Algorithm 2 is the pseudo-code for this procedure.
Algorithm 2 Iterative Peel-and-Branch-and-Cut (IPBC) Algorithm
{v 1 , . . . , v n } be vertices in non-increasing order of degrees 3: 
if |V (G)| > |S| then 8:S ← branch-and-cut(G,
if |S| > |S| then The approach taken in IPBC algorithm, such as simple checks on sizes in combination with peeling and the assumption of a large k-plex, is designed to enable us handle large sparse instances by decomposing the graph. The iterative scheme designed to look only at the 2-neighborhood of the fixed vertex in addition to peeling is necessary to build smaller IPs, avoid memory shortage and optimally resolve such instances by permitting longer preprocessing times instead. In our Table 7 : Group II: Number of vertices, edges, edge density, and k-plex numbers for k = 1, 2, 3. implementation, the only time limit imposed was via CPLEX parameter TiLim which was set to 3 hours as in PBC settings, but for each BC call. Hence the implementation in the worst-case could take 3n hours to run. However, that was never observed in practice. Table 7 presents the k-plex numbers for the Group II instances. Tables 8, 9 and 10 presents the runtime information for Group II instances. The column titled "IPBC Time" presents the total running time of the IPBC algorithm, "BC Time" presents the cumulative time spent on all BC calls to CPLEX and "#BC Calls" is the number of BC calls made to CPLEX for each instance. The runtime information is not reported for both H. Pylori and S. cerevisiae since these instances were resolved in under a total of 30 and 70 seconds respectively for all k values. It is clear from the results that very few BC calls are made compared to the number of vertices in each instance and the BC runtimes are relatively low. The burden of runtime has shifted from the BC procedure to the preprocessing as we expected, which appears to be effective in reducing the size of the instance solved in each BC call. The IPBC algorithm was quite successful in optimally resolving Group II instances.
On Maximum Clique Problem
Consider the following 0-1 formulation of the maximum clique problem on G = (V, E).
subject to: This formulation is a special case of the maximum-k-plex formulation (2) - (4) presented before with k = 1, as ω 1 (G) = ω(G). Constraint (10) ensures that no non-neighbor of a vertex is included in the clique for every vertex in the clique and becomes redundant for others. We will refer to the formulation (9) -(11) of the maximum clique problem as the 1-plex formulation (OPF). This case was excluded in the previous polyhedral study for the following reason. Unlike the maximum k-plex problem for 1 < k < n, x i ≤ 1 is not always a facet for the maximum clique problem. It induces a facet if and only if V = N [i]. Since when the condition is satisfied, there exist n affinely independent vectors e i and e i + e j for all j ∈ N (i) = V \ {i}, that lie on the face defined by x i ≤ 1, and when the condition is not satisfied, there exists j ∈ V \ N [i] such that x i + x j ≤ 1 is valid for the clique polytope. In other words, x i ≤ 1 is a facet if and only if {i} is a maximal independent set. This is just a special case of a classical result presented in [Padberg, 1973] .
Another interesting observation is that, to the best of our knowledge, this is the most compact integer programming formulation of the maximum clique problem with exactly n variables and n constraints. The classical (complement) edge formulation (EF) (12) -(14), has n variables and |Ē| constraints which could be O(n 2 ) in the worst case:
Another well known MIS formulation using maximal independent sets, where constraint (13) is replaced by (15), has n variables and O(3 n ) constraints in the worst case [Moon and Moser, 1965] . 
However, the compactness of the OPF comes at a price which we will make clear now. The EF is closely related to the OPF in the following sense. Note that constraint (13) can be rewritten as
which amounts to repeating constraints in the EF. Now it is easy to see that constraint (10) in the OPF can be obtained by summing constraint (16) over all j ∈ V \N [i], for each i ∈ V , which results in n constraints. Let C(G) denote the feasible binary vectors of either formulation (characteristic vectors of cliques in G), P (G) denote the LP relaxation polytope of the EF, and let R(G) denote the LP relaxation polytope of the OPF. Then we have, conv(C(G)) ⊆ P (G) ⊆ R(G) since R(G) is defined by a surrogate system [Glover, 2003] of P (G). The OPF has the advantage that it is compact, but it is a theoretically weaker relaxation and hence is expected to produce loose bounds in the BC tree. The EF can have a large number of constraints and hence a larger system being solved at the nodes of BC tree, but possibly producing tighter bounds. In order to compare them experimentally, we utilize BC implementations that are identical in every respect except for the formulation used. The implementation has non-neighbor fixing (the special case of non-dominated variable fixing introduced in Section 5.2 when k = 1), MIS cutting planes (only), and parameter settings described in Section 5.1. No peeling or iterative schemes are employed. This was used to solve the maximum clique problem on DIMACS benchmarks and the results are presented in Table 11 . For non-optimally solved cases indicated by †, we report [l, u] where l is the size of best clique found and u is an upper-bound on ω(G).
In terms of solution quality, OPF could not solve three instances to optimality that were optimally resolved using EF. In one instance that terminated non-optimally (with a huge termination gap) in both cases, OPF identified a larger clique than EF although its gap was 5% larger than that for EF. In terms of runtime for optimally solved instances, OPF took significantly smaller time on 7 instances while taking significantly larger time on 2 compared to EF. Apparently, even on this small set of 20 instances, both formulations are competitive and neither one dominates the other. One strong correlation that can be observed is that when the density is 50% or lower as in c-fat instances, OPF seems to allow significantly faster resolution compared to EF. It is hence worthwhile to study OPF in detail especially for sparse graphs, and also the possibility of "mixing" the two formulations to obtain one that combines the advantages of both formulations.
Conclusion and Future work
This paper studies the maximum k-plex problem, which is a graph-theoretic relaxation of the maximum clique problem introduced by Seidman and Foster (1978) in the context of social network analysis. Some important properties of a k-plex are reviewed and a detailed introduction to clique relaxation models in SNA is presented. We prove complexity results establishing the intractability of this problem for every fixed k. The problem is formulated as a binary integer program and basic polyhedral results are presented. In addition, classes of valid inequalities are developed for the problem, one of which is implemented in a branch-and-cut framework. The presented results of computational experiments indicate the effectiveness of the cuts and the framework used. The basic implementation is then modified to include preprocessing techniques that are found to be effective on very large and very sparse graphs such as scale-free graphs. This iterative approach is used to optimally resolve the problem on real-life scale-free graphs in reasonable running times. Further, the formulation developed is studied in the context of the maximum clique problem, for which a new compact formulation is obtained.
Several research problems and directions have been identified through the course of the paper that need attention. In particular, new facets of the k-plex polytope need to be discovered, the branch-and-cut algorithm may be modified and tuned to be able to solve larger instances to optimality, and the new formulation for the maximum clique problem needs to be explored further. Development of meta-heuristics capable of solving massive instances in a reasonable amount of 
