The asymptotic distributions of estimators of the amount of transmitted information  by Lomnicki, Z.A. & Zaremba, S.K.
INFORMATION ANn CONTROL 2, 260-284 (1959) 
r, 8 
PcJ 
pl. 
The Asymptotic Distributions of Estimators of 
the Amount of Transmitted Information 
Z. A. LOMNICKI 
Boulton Paul Aircraft, Ltd., Wolverhampton, E gland. 
AND 
S. K .  ZAREMBA 
Department of Pure Mathematics, University College of Swansea, Wales 
When the amount of information passing through a channel is esti- 
mated on the basis of a sample, situations of two kinds can arise: 
E i ther  (A) the statist ical  structure of the source of information is un- 
known or (B) it  is known. In the present note only discrete sources 
and channels without probabi l i ty aftereffects are discussed. In either 
kind of s i tuat ion the est imator proposed is found to be in general 
asymptotical ly normal with a variance of the order of the reciprocal 
of the sample size. There are, however, important  exceptions: For 
some systems (i.e. combinations of channels and matching sources) 
the est imator in question has a variance of the order of the reciprocal 
of the squared sample size; it is shown that  then the corresponding 
asymptotic distr ibut ion is that  of a quadratic form in Gaussian ran- 
dom variables. The nature of these exceptional systems is investi- 
gated; they are characterized by some extremal properties. A simpli- 
fied proof of a classical result of Neyman and Pearson is obtained 
incidental ly. Final ly,  the situation in which the channel is known is 
t reated briefly at the end. 
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1. INTRODUCTION 
The  t ransmiss ion  of in fo rmat ion  requ i res  the  presence  of a source  of 
in fo rmat ion  coup led  w i th  an  appropr ia te  channe l ;  the  two together  fo rm 
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what it is proposed to call an information system or, briefly, a system. 
In psychological observations it is often difficult to dissociate one part 
of the system from the other, and this is presumably what causes ome 
investigators in these fields to neglect he difference between a channel 
and a system [cf. e.g. Quastler (1955, p. 86)]. However, the distinction 
is essential, since an information system has to be described in terms of 
joint probabilities of inputs and outputs and is, therefore, symmetrical 
with respect to input and output, while a channel is defined by its transi- 
tion probabilities [of. e.g. Shannon and Weaver (1949)] and is, conse- 
quently, asymmetrical. In what follows we shall confine ourselves to 
channels with finite alphabets and zero memory; moreover, it will be 
assumed that the successive inputs to the channel (that is, outputs of 
the source) are independent. 
Let the distinct inputs to the channel, that is, the letters of the input 
alphabet, be numbered from 1 to r, say, and the outputs (letters of the 
output alphabet) from 1 to s, pie being the (constant) probability of 
an event consisting of an input number i and of an output number j; 
then the amount of information transmitted per symbol is 
pij 
T = E,., Pii log p/~.j (1) 
[see Shannon and Weaver (1949)], where the summand is to be replaced 
by 0 whenever Pij = 0. Throughout the present note, unless otherwise 
stated, the sums will be taken from 1 to r with respect o the first sub- 
script of any letter, and from 1 to s with respect o the second, while, 
for any letter with two subscripts, at. will stand for }--~ja~j and a.i for 
~ a~i • The logarithms will be taken to be natural, and not binary, as 
is more usual in communication theory; but this is merely a matter of 
omitting the multiplicative constant log2 e. Obviously 0 < P~i =< 1 and 
E i jP l i  = E iP i .  = E iP . J  = 1. 
The problem of estimating T was discussed by various authors 
(Quastler, 1955; Hick, 1955; Rogers and Green, 1955; David, 1955) 
but, apart from some sampling experiments reported by Augenstine 
(1955), only the very special cases of T = 0 (Miller, 1955) and of 
noiseless channels (Miller and Madow, 1954) have been treated so far. 
In the last-mentioned case, clearly, the amount of information trans- 
mitred is nothing else but the source entropy, and the problem was 
presented as one of estimating this entropy. 
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An obvious estimator of 7' is given by 
A 
= log (2)  
¢,j pi.p.j 
where {~ij} are the maximum-likelihood estimators of {Pii}. In the treat- 
ment of the two cases mentioned above, T was described as the maxi- 
mum-likelihood estimator of T. This must be regarded as a misnomer, 
since, by definition, we can speak of maximum-likelihood estimators 
only when we estimate a parameter or a set of parameters which deter- 
mine the probability distribution of the observed samples, while here it 
is not clear how T can be embedded in a set of parameters unambiguously 
determining the distribution in question. This distinction is important, 
since it implies that general theorems on maximum-likelihood estimators 
cannot be applied to T in an uncritical way. 
The authors are indebted to Mr. J. D. North for drawing their atten- 
tion to the fact that in the estimation of T two quite different situations 
can arise: Either (A) the statistical structure of the source of informa- 
tion is unknown (apart from the assumption of independence of suc- 
cessive inputs to the channel) or (B) it is known. In the first case the 
information system is statistically investigated as a whole and the most 
natural treatment is symmetrical with respect to input and output, while 
in the second case only the parameters describing the channel have to 
be estimated and the symmetry is inevitably lost. In the situation (B) 
either: (B1), the source is not controlled, so that the frequencies of the 
channel inputs are stiff random variables (albeit of a known nature) or 
(B2), the source is controlled in such a way as to make these frequencies 
exactly equal to the corresponding probabilities. The situations B1 and 
B2 correspond to different degrees of control of an experiment, while A 
is typical of pure observation. The rather less important situation when 
the channel is known will be treated briefly at the end of this note. 
One would always like to find the finite-sample distribution of any 
estimator which is of interest but in this case, as in many others, this 
problem looks forbidding. Therefore it was thought worthwhile to deter- 
mine, in the first place, the asymptotic distributions of T, and this is 
the object of the present note. It  will be seen that these distributions 
are in every ease the same for situations B1 and B2, while, apart from 
some special cases, the distributions for the situation A are different; it 
is not surprising that, with these exceptions, the variances are bigger in 
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the situation A. The asymptotic distributions are found to be, in general, 
normal with variances of order 1/n, where n is the sample size. However, 
there are cases when, either in the situation B alone or both in A and 
B, these distributions collapse owing to the vanishing of the general 
expression for lira n var(T - T). In these exceptional cases the limit- 
ing distribution of 2n(T - T) is shown to be that of a linear combination 
of squares of independent ormal random variables; methods of dealing 
with such distributions are outlined in Section 7. 
2. PREL IMINARY CONSIDERATIONS 
If n~j is the number of occurrences of the event consisting of an input 
number i and an output number j, it is easy to see that in the situa- 
tion A 
~9~ = n~j/n (3) 
In the situation B the parameters to be estimated are the conditional 
probabilities ~ of an output number j given that the input had num- 
bet i; thus with p~. given, we have 
~ j  = p~.~j (4) 
where #i j" is the maximum-likelihood estimate--obviously the corre- 
sponding relative frequency--of ~rlj. 
In either situation, clearly 
7 ' -  T = V+ U0-  U~-  U~ (5) 
where 
v = ~ ($~. - p~) log [p~j/(p~.p.j)] 
u0 = .~ p~. log (p~j/p~-), ul = E p~. log @~./p~.), (6) 
~,3 i 
u~ = Z p J log (p ~/p ~) 
J 
Since, in any of the situations A, B1, and B2, ~b~j are maximum-likeli- 
hood estimators, the joint distribution of the random variables 
x~ ) = n~/2(~j _ p~j) 
tends to a normal multivariate distribution with zero means and with 
variances of the order of 1In [see Cram~r (1946, Section 33.3)]. In each 
of the three situations, separately, this will be verified by more elemen- 
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tary means and the limiting covariances will be computed. It should 
y(n)  be noted that whenever p~j = 0 we have .~ ~j. = 0 with probability 1. 
Consequently, these variables will be discarded and in various sums the 
corresponding terms, which could be meaningless, will be automatically 
omitted. According to (6) the distribution of V tends to be normal 
with a zero mean and with 
l imnvarV  = ~log- -P~i  log pk~ lim cov(X  !~ ' ) ,  , ,~k~v(~)~j (7) 
. . . .  ~ k,t Pl.P.i pk.P.t ~-~ 
On the other hand, expanding (1 -t- x) log (1 ~- x) into a power 
series with a remainder term in the Cauchy form, we find 
x 2 x3(1 -0~ 2 
(1 A- x) log (1 -t- x) = x -4- 2- -- ~- \1~]  (0 < 0 < 1); 
Consequently, if x > -1 ,  and if we regard the function (1 -4- x) 
log (1 -4- x) as equal to 0 when x = -1  
1 a <1)  (8) (1 -f- x) log (1 -4- x) = x -t- ½x 2 ~rx (0 < r = 
Substituting for x,: p~i/p~ - 1, which obviously cannot be smaller than 
-1 ,  multiplying (8) with 2np~5, and finally taking the sum with respect 
to i and j, we obtain 
--1X(~)~ n-1/2¢o 2nUo = ~.  p~j it + (9) 
%3 
~(n)  where ~b0 is a linear combination of the cubes of the variables .~ j  with 
bounded coefficients, the variability of which is due to the presence of 
y(n)  r in (8); the linear terms in the .~ j  cancel out owing to the obvious 
identity ~--~iJ' Y(~) .~-  = 0. Similarly, 
2nU1 = + 
i 
(lO) 
2nU2 = ~ p~lX!~)2 ~- n-112¢2 
J 
where 6~ and 62 are, again, linear combinations of cubes of the variables 
X!V) with bounded coefficients. 
According to a well-known theorem given by Cram~r (1946) [cf. 
Section 20.6] whenever the right-hand side of (7) is different from 0, 
the limiting distribution of n~/2(T - T) is that of n~/2V since, clearly, 
plimn~/2U~ = 0 (~ = O, 1, 2) (11) 
n---)ao 
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If, on the contrary, the right-hand side of (7) is equal to 0, V is found 
to be exactly equal to 0, and since necessarily 
p lim n-1/2¢, (~ = 0, 1, 2) 
~-=+oo 
it follows from the same theorem that the limiting distribution of 
2n(T - T) is the same as that of 
Q = E PT~X~'})~ - ~ PT'IX}~')~ - ~ PS~X.(/')~ (12) 
3. SYSTEMS WITH UNKNOWN SOURCES 
In the situation A, the maximum-likelihood estimators ~5~j are given 
by (3) and their joint distribution is multinomial (and, therefore, 
asymptotically normal) with 
n coy (~ j ,  ~,~) = p~(~j~ - p~)  (13)  
where ~,~ is the Kronecker symbol, equal to 1 if a = f~ and to 0 if a ~/~. 
Substituting these values in (7), we find 
lira n var V = p~j log - (14) 
~ • y P~.P .y_ J  
According to the Schwarz Inequality and owing to ~--]~,jp~j = 1, 
l [ T T 2 ~/2 ~/~1 P~Y < ~ p~:y log p~y = p~y "p~y og  = - -  
• ,i P~.P.j_] ~,J P~.P.y_J 
so that the right-hand side of (14) is nonnegative in any case, as it 
should be. However, it can be equal to 0, and this happens if, and only 
• 1 /2  if, p~2 is proportmnal to p~j log [P~S(P~.P.J)] • Thus the right-hand side 
of (14) vanishes if, and only if, there exists a number a (necessarily 
positive) such that, for every i and j, 
either p~j = 0 or p~j = api.p.j (15) 
Systems satisfying this condition will be called perfectly separable. 
According to (11) if the system is not perfectly separable, U0, U~, 
and U2 are asymptotically negligible [cf. Cram6r (1946), Section 20.6] 
and the distribution of n~/~(T -- T)  tends to a normal distribution with 
zero mean and a variance given by the right-hand side of (14). 
The interesting case is that of a perfectly separable system. Since, 
clearly, ~b~. = p~j = 0 with probability 1 when Pij = 0, V becomes then 
~-]~,j(/5~ - p~) log a = 0 with probability 1, and, consequently, the 
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limiting distribution of 2n(T - T) is that of Q. Clearly in Q, we can 
omit all the terms corresponding to p~j = 0. Thus if m is the number 
of the nonzero p~j's, Q is a quadratic form in m variables the sum of 
which, however, is identically 0. Without loss of generality, we can 
assume p,~ ~ 0; then, replacing X~ ) by the negative of the sum of 
all other :((~)'~ -~ i  ~, we transform Q into a form in m - 1 random vari- 
ables with a covariance matrix 
A = II pk )II 
in which the m - 1 rows and the m -- 1 columns correspond to pairs 
of indices (i, j )  and (k, l) respectively. There is no difficulty in verifying 
that 
A-1 I[ ~ik JzP~i + P~ H (16) 
Thus A is nonsingular and, consequently, being a eovariance matrix, is 
positive definite; so, therefore, is A -~ [cf. Cramdr (1946, p. 115)]. 
Let X (") be the column vector of the m - 1 random variables under 
consideration; their joint probabil ity density function is 
[Det ( A-1) ]l/2( 2~-) (~-m)/2 exp [--½X(")' A-~X (~)] 
where a dash denotes the transposition of a matrix. According to a 
well-known theorem [cf. Ferrar (1941, Theorem 48)] there exists a real, 
nonsingular transformation of the variables in question into, say, 
u(~ ), . . . .  , ~_~(~), which transforms X(~)'A-1X (~) into u(~: + • .. + 
. , .  )~ ~ (n)s  
u(~ and Q into X~u(~: -~ ~- ~-1~-1,  where X], . - .  , X~_I are the 
latent roots of AA, A being the matrix of Q. Clearly, in the limit, u(~ ), 
tn) • .. , ~-~ ~re independent and normally distributed with zero means 
and unit variances. Hence [cf. (7.5.9) in Cramdr (1946)] the distribution 
of 2n(T -- T) tends, together with that of Q, to the distribution of 
X: I  2 + . . .  + ~-1x~- i  
where x~, • • • , x~_~ are independent Gaussian variables with zero means 
and unit variances. A method of dealing with the most general ease of 
such distributions was given by Gurland (1955). 
As a first example of a perfectly separable system, one can think of 
a maximum-entropy source feeding a noiseless channel so that r = s, 
--1 p~j -- r ~j ; this is a particular instance of the case investigated by 
Miller and Madow (1954). Here a = r, m = r, and in the light of what 
was said earlier it is easy to see that the three sums appearing in Q are 
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equal, so that Q = - r  }-~'~ X~. ~)~. Then according to classical results the 
distribution of -Q  and, therefore, also of 2n(T  - T) tends to that of 
a x 2 with r -- 1 degrees of freedom. 
4. THE CASE WHEN NO INFORMATION IS TRANSMITTED; A 
SIMPLIFIED PROOF OF A RESULT OF 
NEYMAN AND PEARSON 
No information is transmitted if p~j = p~.p.~ for every i and j ;  the con- 
dition (15) of perfect separability is, then, satisfied with a = 1. In this 
particular case, as perceived by Miller (1955), 2n(T  - T) is nothing 
else but twice the negative of the logarithm of the likelihood ratio intro- 
duced for the purpose of testing the independence of what is described 
here as the input and the output of the channel; Neyman and Pearson 
(1928) proved that the asymptotic distribution of this statistic was that 
of a X: with (r - 1)(s - 1) degrees of freedom. A simplified proof of 
this result is given below: 
It  is easy to verify that 
A = ~k~j~ -F 1 ~i~(1 -- ~)  
P~.P.~" p~.p.~ p~. 
Hence in view of (16) 
(1  - -  3~) (1  - -  ~kr) 
pr. 
~. , (1  - ~j~) (1  - ~ , ) (1  - ~) 
P.i P.~ 
A- -A -~X= [~i~ jz P~.Pl ] (1 -x ) -&~(1-~, ) . "  P~. 
_ (1  - ~ . ) (1  - a , . )  ~ ,~(1  - ~,~) (1  - ~ , .o ) (1  - ~) 
pr. p.~ p.8 
But the latent roots of AA are the roots of the equation Det (A - 
A-l},) = 0. This determinant will not change if from each row labelled 
(i, j )  with i ~ r and j ~ s we subtract he rows (i, s) and (r, j ) .  The 
general element of these (r - 1)(s - 1) rows becomes 
(~k~j~pT.ip-~ _ ~k~,~p.~lp~l _ 8rk~jzp~lp~ _ p~lp~)(1 -- ~). 
Now the factor (1 - X) (~-~)(~-~) can be taken out; this being done, we 
add to each row labelled (r, j ) ,  with j ~ s, the rows labelled (1, j ) ,  
• -- , (r - 1, j )  multiplied by p~., --.  , p~-i , respectively, and, simi- 
larly, we add to each row labelled (i, s), with i ~ r, the rows labelled 
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(i, 1), • • • , (i, s -- 1) multiplied by p.1, • • • , p.(~-l), respectively, with 
the result that the general element of the r + s - 2 rows affected be- 
comes  
_ (p~.lp~1 4-  ~ ik~jzp~)~ 
Now the factor (_?~)r-~+~ can be taken out of the determinant and, if 
to each row labelled (i, j )  with i ~ r and j ~ s we add the correspond- 
ing two rows (r, j )  and (i, s), we obtain Det (A-l). Thus 
det (A - A-~X) = (1 -- X)(r-1)(~-I)(--X) ~+~-2 Det (A -~) 
In other terms, the latent roots of AA are 1 with multiplicity (r - 1) 
is - 1) and 0 with multiplicity r + s - 2. In view of what was said 
in the preceding section this proves that indeed the asymptotic distri- 
bution of the statistic under consideration is a x 2 with (r - 1)(s - 1) 
degrees of freedom. 
5. SYSTEMS WITH KNOWN SOURCES 
When the information source has known statistical properties,/5~j are 
given by (4) and, clearly, 4r~j = n~j /n~. .  In the situation B2 when the 
source is controlled, ni. = np~. ,  and the sets of variables 
= n p~. (~ '~ j  - ~'~j)  
corresponding to the various values of i are, independently of each other, 
multinomially, and, therefore, asymptotically normally, distributed, 
with 
cov (X~),  X (~)~k~ J . . . .  ~k(~z 7r~j)p~.~k~ k(~'~ ~')pk~ (17) 
In the situation B1 where the source is not controlled, n~. are again 
random variables. Writing 
1/2 fbl/2 / 
g( .~)  ~/2 n n (n~f fn  - -  p~j) - -  tn l . /n  - -  p~.)zr~ 
~ ~ 1 -t- pT. ~ (n~. /n  --  p~.) 
we note that, since n~. are multinomially and, therefore, asymptotically 
normally distributed, the numerators of the right-hand sides are asymp- 
totically normally jointly distributed; it is easy to verify that their 
covariances are equal to the corresponding right-hand sides of (17). On 
the other hand, clearly, the denominators of X~ ') tend to 1 in probabil- 
ity. Consequently [cf. Cramdr (1946, Section 20.6)] the limiting joint 
distribution of X~ ) is the same normal multivariate distribution in both 
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situations B1 and B2. It  may be worth pointing out that even in the 
situation B1 all the univariate and mixed moments of X~ ) can easily 
be shown to tend to the corresponding moments of the limiting distri- 
bution [see Lomnicki and Zaremba (1957, Proposition 9.3)]. In what 
follows, there is no more need to draw the distinction between the situa- 
tions B1 and B2, since the asymptotic distribution of T depends only 
on that of X~ ). 
According to (7) and (17), after a simple transformation, we find 
lira n var V = ~ p~. ~r~j log - -  T~ 2 (18) 
n-~zO 
where 
T~ = ~ ~r~i log "_P~'~ 
Y p ip  
According to the Schwarz Inequality and owing to ~ j  ~r~. = 1, 
T2 112 1/2 Pii log p~j = ~r~.. ~r~j log =< ~r~j 
p~.p.j/ • pl.p.j_l 
so that the right-hand side of (18) is nonnegative in any case, as it 
should be. However, it can be equal to 0; by an argument similar to 
that used in Section 3 it is easy to see that this happens if, and only if, 
for every i there exists a number a~ (necessarily positive) such that for 
every j 
either p~5 = 0 or p~ = a~p~.p.j (19) 
Systems atisfying this condition will be called separable. Perfectly sep- 
arable systems are a particular instance of separable ones, in which all 
the a~ are equal. 
According to (11), if the system is not separable, Uo, U1 and U2 are 
asymptotically negligible, and the distribution of nl/2(~ - T)  tends to 
a normal distribution with a zero mean and a variance given by the 
right-hand side of (18). As one would expect, this variance is smaller 
than, or equal to, that obtained in the case A. Indeed, since 
T = Z ,  pli pi! 2 T, 
and ~--~ p~. = 1, by the Schwarz Inequality, T 2 < ~ T 2 = p~. ~. Equality 
occurs if, and only if, T~ has the same value for all the indices correspond- 
ing to positive values of p~. ; the implications of this condition will be 
discussed in Section 9. 
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Separable systems are treated very much in the same way as perfectly 
separable ones in the situation A. Again, it is readily found that V is 
identically equal to 0, so that the limiting distribution of 2n(T -- T) is 
that of Q. Now, however, as a consequence of ~-~.j ~ .  = ~-~. ~ i  = 1, 
we have X~. ~) = 0 identically, so that the middle term in (12) is exactly 
equal to 0. Thus (12) becomes 
Q = E P i~} X~;°~ - E p~l XS?)~ (20)  
'~,3 3 
the random variables X q~-). satisfying the r identities X~ n). = 0 (instead 
of one, as in the situation A) and having covariances given by (17). 
Clearly it can be assumed without loss of generality that p~. > 0 for 
every i. Then each row of the probability matrix ll p~J II contains ele- 
ments different from 0; for any value of i, let l(i) be the ordinal number 
of the last nonzero element in the row number i. The corresponding 
~'(~) will be replaced, in Q, by the negative of the sum of all variable A~,z (~) 
the other variables belonging to the same row, still omitting, as pointed 
out in Section 2, variables for which the corresponding probability p~j 
is 0. Thus if m denotes, as before, the number of such nonzero probabili- 
ties, we are left with m - r random variables having zero means and 
covariances given by (17); in the case B1 these are asymptotic values, 
but this does not affect further arguments. The inverse of the covariance 
matrix A of these variables is easily found to be 
= ~ --1 --1 A II p .  + II (21) 
which, again, shows that their (limiting) joint distribution is not de- 
generate. As in Section 3, Q can be transformed into a linear combina- 
tion of squares of asymptotically normal and independent random varia- 
bles, the only difference being that now the number of these random 
variables is at most m - r instead of at most m - 1. 
In the case of a maximum-entropy source feeding a noiseless channel, 
clearly, m -- r, and T = T identically. The case when no information is 
transmitted will be treated in the next section; finally, examples of sys- 
tems being separable, but not perfectly separable, will be given in Sec- 
tion 7. 
6. ALTERNATIVE APPROACH TO SYSTEMS WITH UNKNOWN SOURCES 
An alternative approach to the situation where the source of informa- 
tion is unknown consists in regarding ~ij as the product ~.  ~ j ,  where 
~ i  has the same properties as in the situation described as B1, while 
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f~. = nc/n .  In order to avoid clashes of notations, the random variables 
~((n)  which were called .~ j  in the preceding section will now be renamed 
y(n) y(n) 
is , the symbol .~ j  having the same meaning as in Section 3. Then 
X(~) -1 V(~) X(,)  (22) j = ibi. p< - i j  + 7rij ~. 
and since ibm. p71 tends to 1 in probabil ity when n tends to infinity, the 
V(n) y-(n) limiting distribution of .~g(-~-) is that of -~j + ~r~i .~ . .  By an easy ex- 
tension of the argument applied in the preceding section, it can be seen 
(n) that in the limit {X~. } are independent of { Y~2)} ; clearly, 
.~-(n) Z(n).~ cov (2~. , k. j = pi.(~ik -- pk.) 
while the covariances of the Y's are given by (17). The difference be- 
tween the expressions for T - T in the situations A and B is thus entirely 
due to the appearance of the random variables X~. ~) in addition to the 
V(n) variables now called _~j . 
Without working out the details of the general case it may be worth 
noting that if in Q, to which 2n(T  - T)  is asymptotically equivalent in 
the perfectly separable case, we substitute (22), we find, after some 
simplifications, 
v(~ )2 [g  "-(~) Q E P I-~1" - "  E P~* X(n>'7'  = -- . (rk~ +rrkj  k. e 2 
*,3 3 
I t  is easy to see from this formula why, as one should expect, also in the 
perfectly separable case the variance of T is, in general, smaller for the 
situation B than it is for the situation A. Indeed, if the reduction of Q 
to a linear combination of squares of independent random variables 
with zero means and unit variances is carried out for the latter situation, 
the new variables will be linear combinations of Y's and X's. If subse- 
quently we revert to the situation B, the X's  will disappear from these 
linear combinations and since they are independent of the Y's this will, 
in general, make the variances of the random variables maller. 
However, there are cases when the asymptotic distribution of T is the 
same in both situations A and B: If no information is transmitted, i.e. 
if Po" = pl. p. j ,  we have 7rkj = p. j ,  and 
v (n) X (n) V (.n) x(n) V(n) ~ (~"  + ~kj ~. ) = ~.~ + p .~ ~. = - - . j  
k k 
so that the X's cancel out in Q. Consequently, the analysis carried out 
in Section 4, of the case when no information is transmitted, applies not 
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only to the situation A when the source is unknown, but  also to the situa- 
t ion B when it is known. 
7. EXAMPLES OF SEPARABLE AND PERFECTLY  
SEPARABLE SYSTEMS 
In  all the three examples discussed below r = s = 3. 
(i) Let  the matr ix  I] P~J [l be, in the first place, 
al, 0,  0 
a2, 0,  0 , 
0 , bl, b2 
where necessarily al + a2 + bl + b2 = 1. This is a separable system, 
since plj = a~ p~. P.i whenever P~i ~ 0, with al = a2 = (as + a2) -1 and 
a3 = (b~ -~- b2) -~. The system becomes perfectly separable if a2 - as ,  
i.e. if as -~- a2 = bl + b2 = ½. 
(iA) I f  the source is unknown and the system is perfectly separable, 
V-(n) ,~ 15 Q simplifies to - [2 (X(~ ) + ~ jj , while 
v(n)~ v(~) ai(1 -- a~) (i 1, 2), and coy (XI(~), ~21 j var  ~, il = = = - -  a la2  
= v(~)~ = ¼. Consequently, the so that,  with al ÷ a2 ½, var  (X~)  + ~=1 
distr ibution of -2n(T  - T)  tends to that  of a x = with one degree of 
freedom. 
(iB) I f  the source is known, it is easy to see that  T = T exactly. 
These two conclusions are not surprising since, clearly, the system 
can be separated into two: one formed by  a binary source feeding a 
noiseless channel (obtained by  identifying the first two symbols in the 
input a lphabet and the last two in the output  a lphabet)  and another 
which cannot t ransmit  any information; in the case of perfect separa- 
bility, the entropy of the binary source is a maximum. 
(ii) I f  the matr ix  [I P~J [I takes the shape : o o 
O, (1 c ) - la lb l ,  (1 -1 
- - c) a2bl 
(1 -~ - c) a2b2 c) alb2, (1 -  -2 
with 0 < c < 1 and a~ -t- as = b~ + b2 = 1 - c, the system is again 
separable, and it becomes perfectly separable if, and only if, c = ½. 
(iiA) When the source is unknown and the system is perfectly sep- 
arable, the latent roots of AA are found to be 1, -1 ,  0, 0. Thus the l imit- 
ing distr ibution of 2n(T  - T) is that  of a difference of squares of two 
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independent ormal variables with zero means and unit variances. Kull- 
back (1936) showed that the probability density function of such a 
quadratic form could be expressed as 
r(u) = ~ Ko = 
where Ko(x) is a modified Bessel function, and H~ 1) (z) is a Hankel func- 
tion which has been tabulated for imaginary arguments [cf. Jahnke and 
Emde (1945), p. 236]. 
(iiB) If the source is known, even when the system is not perfectly 
separable, the position is much simpler: The 2 X 2 matrix AA has 0 and 
1 as latent roots, so that the distribution of 2n(T - T) is that of a x: 
with one degree of freedom. This can also be seen directly by reducing 
Q, without much effort, to the form 
1 - -  C "- T . (n )  - ~(n) )2  
. . . .  bIAa~ 
Q ~a2blb2 (b~ 
- T.Cn) v (n )  with 2~ and ,~2 asymptotically independent and with 
~(,~)_ a~b~_l(i al ) ( i=2 ,3)  
var~ 1 -- c 1 -- C 
(iii) If the matrix ][ pli [I takes the form 
I 1 61 g, 0, (23) 
1 1 
the system is perfectly separable with a = ~-. If the source is unknown, 
m -- 1 = 5, and the five latent roots of AA are 1, ½, ½, ~, --½ so that 
the limiting distribution of 2n(~i' - T) is that of the quadratic form 
1 2 2 1 2 2 ul ~+~(u~ +u~) -~(m +us)  
where ul ,  us, u3, u4, u5 are independent ormal random variables with 
zero means and unit variances. If the source is known, the number of 
degrees of freedom is reduced to three, and the limiting distribution of 
2n(T - T) is that of a form 
1 2 2 u~ ~ + ~(u~ + u~ ) 
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where ul ,  u2, u3 are distributed as before; the form being positive defi- 
nite, methods proposed by Pachares (1955) and by Grad and Solomon 
(1955) may be conveniently applied to it in preference to the more 
general, but also more cumbersome, method evolved by Gurland (1955). 
The probability matrix (23) can be generalized in such a way that it 
becomes eparable, but not perfectly separable, while retaining zeros on 
its main diagonal; however the computations become more complicated 
then they are in the case of perfect separability. 
8. SEPARABLE SYSTEMS 
The elucidation of the intrinsic nature of separable and perfectly 
separable systems hould throw more light on the meaning of the results 
obtained above. In order to simplify the statements which follow, it is 
proposed to describe as absolute constraints any set of conditions requir- 
ing that pij = 0 for specified values of the indices. Clearly, absolute 
constraints can be defined by means of a function s(i, j)  which is equal 
to 0 when we require p~. = 0, and is otherwise qual to 1. It  will be 
shown that separable systems are those which minimize T for a given source 
of information and subject o appropriate absolute constraints. Obviously 
when a separable system is given, appropriate absolute constraints can 
be obtained by making s(i, j )  = sgn(pij). 
In order to prove the proposition, assume that s(i, j)  defines the ab- 
solute contraints S and note that (1) can be re-written thus: 
T = E s(i, j )p ,  log - E log p,. - p.j log p.j (24) 
~,3 i j 
The probabilities {p/.} will be regarded as constants and, clearly, it can 
be assumed that they are all different from 0, since otherwise the values 
of the index i corresponding to p~. = 0 could be discarded. The proba- 
bilities {pij}, with (i, j )  taking all the values for which s(i, j )  = 1, are 
the variables of the problem, and are subject o the constraints 
p~j = p~. for every i (25) 
J 
while p~j = 0 whenever s(i, j)  -= O, and p.j -= ~ pi~" for everyj .  Con- 
sequently T becomes a function of a point of a region D of the linear 
space defined by (25), the region itself being defined by the conditions 
p~j >= 0 for every i and j. 
Clearly, Op.j/Opi~ = 1 whenever s(i, j )  = 1; hence 
OT/Op~j = log p.~j - log p.j whenever s(i, j )  = 1 
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2 2 --1 --1 O T /ap i j  = p/~ -- p.j whenever s(i, j )  = 1 
O~T/apijapkj = _p-~l whenever s(i, j )  = s(/6 j )  = 1 and i # k 
O~T/ap/jOpk~ = 0 whenever s(i, j )  = s(k, l) = 1 and j # 1 
Since (25) entails 
(26) 
dpij = 0 for every i 
it follows that dT = 0 identically if, and only if, 
l ogp / j - logp . j  = c/ whenever s ( i , j )  = 1 
which takes the form of (19) if we make e °~ = a /p / . .  Thus the system 
defined by ]l P/J II is separable if, and only if, the values of the variables 
{p~j} correspond to a stationary point of T. 
Now it will be shown that every stationary point of T is an absolute 
minimum of T subject o S. Indeed, let {pij} , (0)~ = /P~J t be any such point, 
and let {plj} , (0) -- /P/J + Ap/j} be any other point of D satisfying S. Owing 
to the stationarity of the point/p~)}, 
2AT -- ~ Ap/j Apk~ 02T/Op/j apk~ 
i,£1~,l 
the partial derivatives being taken at a point p~j = {p~) + OAp/j} with 
0 < 0 < 1. According to (26), this becomes 
- - I /A  ;2 2AT = ~. . p / j (  p/j) -- ~ p~ Apij Apkj 
~,g i,k,j  
the sums being extended to those sets of values of indices for which 
s(i, j )  = 1 and s(i, j )  = s(k, j )  = 1 respectively. If we make 
Ap.j -= ~ Ap/j, 
i 
the preceding formula becomes 
2AT ~ -1 2 = . p/J  (~p~J) - ~ p .~(~p.Y  
*,.7 Y 
But if, for any j, we apply the Schwarz Inequality to the two sets oi 
c --1/2 ~ 1/2) numbers lP/J Ap/j} and lP/J l, we find 
--1 A 2 
or 
- i /A  ~2 - i /A  ~s 
ply~ p/j) ~ p.j ~ P.j) 
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which entails AT > 0. Thus T indeed attains an absolute minimum sub- 
ject to S at the point {p~j} , (0)~ = tP~" ~. 
We have proved that every point corresponding to a separable system 
is an absolute minimum of T subject to S. Clearly, the reverse holds 
whenever the minimum occurs at an interior point of D, since, then, the 
minimum is bound to be a stationary point of T. I f  the minimum corre- 
, (0)~ (0) sponds to a point {p~j} = /PiJ ~ such that p~. = 0 for some values of i 
and j for which s(i, j )  = 1, it suffices to note that it is afortiori a mini- 
mum subject to the stronger absolute constraints obtained by making 
s(i, j )  = sgn(pij.) and that, then, the minimum occurs in the interior 
of the region in which T is defined as a function of the restricted set of 
variables. Hence (19) is satisfied whenever p~0) ¢ 0, but it is also (auto- 
matically) satisfied when p~) = 0, so that the system is separable. 
Now it is clear why the asymptotic normal distribution of 2P - T 
collapses when the system is separable and the source is given: Then, T 
can only be overestimated. I t  follows that the part of the expansion of 
- T which is linear in #/j - ~r~ is bound to vanish and, moreover, 
that the asymptotic distribution of T -- T is necessarily that of a positive 
definite or semi-definite quadratic form in Gaussian variables. I t  is also 
obvious that, conversely, the asymptotic distribution of 2~ - T can 
collapse only if the linear part of T -- T cancels out, i.e. if we are in the 
presence of a stationary point of T, or, in other terms, if the system is 
separable. 
9. PERFECTLY SEPARABLE SYSTEMS 
In order to characterize perfectly separable systems, we need the fol- 
lowing lemma: Let a channel be given by the matrix II 7r¢j [] and let the 
probabilities {pC.} defining the source of information be regarded as varia- 
bles. Then, if the source maximizes T, possibly subject o the condition that 
p~. = 0 for some specified values of i, there exists a number a such that 
~r~¢ log(a -1 p.51 7r~) = 0 for every i for which p~. ¢ 0 (27) 
J 
Conversely, if this condition is satisfied, the source maximizes T, possibly 
subject o the condition that pl. = 0 for some specified values of i. Clearly, 
these values of i can be taken to be those for which actually p~. = 0 if 
there are such values, but in certain cases some relaxation of these con- 
ditions will have no effect on the maximum of T as, for instance, when 
1 , 7r!2 II  ;ll = o ,  
71"31, 
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with ml ,  m2 > 0, and the maximum of T is attained for pl. = p~. = ½, 
p3. - 0. 
In proving both parts of the lemma, we can regard those probabilities 
{p~.} which actually vanish as constants equal to 0, and all the other 
p~.'s as variables ubiect o the constraint 
p~. = 1 (28) 
The conditional probabilities {~j} being given constants, {p.~} are func- 
tions of {pl.} with Op.JOp~. = ~r~i, and since (1) can be rewritten as 
T = .~ pi. ~ j  log ~.  - ~ P.5 log p.~. 
~,3 J 
we have 
or  
OT/Op~. = ~ v~j log ~.  - ~ ~j(1 + log p.~) 
J J 
OT/Opi. -- ~ v¢i log(~ij./p.~-) - 1 (29) 
J 
But (28) entails ~ dpi. = O. Hence a stationary point occurs if, and 
only if, these derivatives are equal for all the values of i corresponding to
variables of the problem, i.e. if there is a number C such that 
7r~- log(Tr~Hp.j) = C (30) 
J 
whenever p~. is a variable. But this is nothing else but (27) with 
log a = C. 
Since we regard as variables only those p~.'s which are actually dif- 
ferent from 0 in the system under consideration, the maximum of T is 
attained at an interior point of the region of the linear space (27) in 
which T is defined; this region is indeed the locus of p~, ==_ 0 for every 
i. Consequently the maximum of T is bound to correspond to a station- 
ary point, and this completes the proof of the first part of the lemma. 
Given any stationary point {p~.} = {p~!)} of T, and given any set 
{Ap~.} of increments of the variables, assuming that the point 
= 
is still situated in the region in which T is defined, we have 
2AT = ~ Apt. Apk. 02T/Op~. Opk. 
i,k 
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2AT - -  
o r  
the partial derivatives being taken at a point 
{p~.} , c0) 
= iPl. + 0Api.} 
with 0 < 0 < 1. Owing to (29) 
2 0 -~ -1 0 T/Opl. pk. - ~ p.~ ~jTrki for every i and k. 
Consequently, 
- E = _ E 
i , k , j  3 i 
2AT = -- ~ p~l(Ap.j)2 
J 
since Ap.j ---- ~-~ ~j  Ap~.. This shows that AT < 0 unless Ap. 5 -- 0 for 
every j. Thus a point satisfying (27) is necessarily an absolute maximum 
of T, possibly subject o the condition that p~. = 0 for a specified set of 
values of i. 
I t  may be worth noting incidentally that the set of values of {p.j} 
maximizing T for a given channel is, therefore, uniquely determined. 
The corresponding set of values of {p~.} is uniquely determined if, and 
only if, the rank of the matrix [I r~J II is equal to r. 
I t  should also be noted that (30) is nothing else but the condition, 
encountered in Section 5, that T~ should have the same value for all the 
indices corresponding to positive values of p~.. This was the necessary 
and sufficient condition for n var T to tend to the same limit in the 
situations A and B. Thus the limit of n var T does not depend on whether 
or not the source is known if, and only if, T is equal to the capacity of 
the channel. This result becomes clear if we look at the problem of esti- 
mating from the viewpoint of Section 6: The linear part of the expansion 
of T -- T in { p~. - p~.} and { ~ j  - ~i~} consists of two expressions, one of 
which is due to {p~. - p~.} and the other to {~i~" - 7r~j}. But if {~-} were 
known, T being the capacity of the channel, we could only underesti- 
mate T; hence the terms in {~. - pi.} in the linear part of T - T are 
bound to cancel out. Obviously this argument no longer applies when, 
in at least one of the two situations A and B, the main part of T - T 
is quadratic, i.e. when the system is separable. 
Now assume that the source maximizing T forms, with the given chan- 
nel, a separable system. Then, according to (19), the condition (27) be- 
comes 
~ lri~" log(al/a) = 0 for every i for which p~. # 0, 
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or a~ = a whenever p~. ~ 0. Thus (19) reduces to (15), which is 
also satisfied automatically when p~. = 0. In other terms, if a system is 
separable and the input maximizes T for the given channel, possibly sub- 
ject to the condition that p~. = 0 for some specified values of i, then 
the system is perfectly separable. On the other hand, if the system is per- 
fectly separable, it is separable, and it also satisfies (27), since a-lp~l~r~j =
1, whenever p~. ~ 0. If we regard such conditions as p~. -- 0 for some 
specified i as modifying the channel itself by restricting the input alpha- 
bet, the class of perfectly separable systems becomes identical with that 
of all separable systems in which the rate of transmission of information 
equals the capacity of the channel. In other terms, aperfectly separable sys- 
tem can be described as one which is compounded of a source of information 
and of a channel in such a way that, given the channel, the source maxi- 
mizes T and, given the source as well as the absolute constraints, the channel 
minimizes T subject o these constraints. 
The collapse of the normal distribution of nl/2(T - T) when the sys- 
tem is perfectly separable now becomes elf-evident if we look again at 
the problem of estimation from the viewpoint adopted in Section 6. For 
reasons discussed in connection with separable systems (ef. Section 8) 
and with systems in which the rate of transmission ofinformation equals 
the capacity of the channel (see above), both parts of the linear term 
in the expansion of T - T are bound to cancel out when the System is 
perfectly separable. The expansion of T - T begins with quadratic terms 
and, in the limit, ~ is distributed accordingly. 
10. UNIVERSALLY SEPARABLE CHANNELS 
Separability and perfect separability are obviously properties of sys- 
terns; that is, they depend on the channel and on the source of informa- 
tion which provides the input. Any channel can form a trivially separa- 
ble system if the source is restricted to the emission of any specified 
letter of the input alphabet, but it is easy to see that otherwise, in the 
general case, no source matching a given channel will produce a separa- 
ble system. For instance, if no element of the matrix ]I ~ '  II is equal to 
0 and no two rows are equal, the corresponding channel is incapable of 
producing a nontrivial separable system. On the other hand, some ehan- 
nels will produce separable systems when matched by suitable inputs, 
but will never produce perfectly separable systems. For instance a ehan- 
nel with 
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1 
i O, 
1 
, ~,  0 
gives rise to a separable system only if 7p.i = 23-~" (j = 1, 2, 3) and the 
system thus defined is easily seen not to be perfectly separable. 
Nevertheless, there exist channels which form separable systems when 
combined with any source of information; it is proposed to call such 
channels universally separable. It will be shown that a channel is universally 
separable if, and only if, the corresponding matrix, possibly after permuting 
the lines, can be separated by equal numbers of horizontal and vertical ines 
into blocks so that in each column and in each row of blocks all the blocks 
but one should consist entirely of zeros, and that within each block all the 
rows should be equal. 
Indeed, if now s( i , j )  = sgn(~rlj), the condition of separability be- 
comes 
which entails 
7r~j = s(i, j )  ~ p.j (31) 
1 = ~ 7r~j = a~}-~ s(i, j )  p.j 
J J 
and, consequently, a-( 1 = ~ j  s(i, j )  p.j for every i. Substituting the 
value of a~ in (31), and noting that p.~. = ~k  pk. ~kj, we find 
s(ij) X: 
k (32) 
= s( i ,  
k,1 
If the channel is universally separable, the right-hand side of this equa- 
tion must be independent of {pk.} and, consequently, the coefficients of 
{pk.} in the numerator must be proportional to those in the denominator 
whenever s(i, j )  = 1. In particular, s(i, j) = 1 and ~ j  = 0 must entail 
~ s(i, l) v:k~ = O, which means that no output capable of arising out 
of an input number i can arise out of an input number k. In other terms, 
if there exists an output (here number j) which can be produced by one 
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of two inputs, but not by the other, then the sets of outputs capable of 
corresponding to these two inputs are disjoint. 
This is another way of saying that the inputs can be so divided into 
classes that the sets of outputs capable of corresponding to any two in- 
puts are identical if the inputs belong to the same class, and are dis- 
joint if the inputs belong to different classes; translated into the language 
of matrices, this becomes the first of the two conditions which must be 
satisfied according to our proposition. The second condition follows im- 
mediately from the fact that the right-hand side of (32) is independent 
of the precise value of i within the set of indices corresponding toa given 
class of inputs. There is no difficulty in verifying that the given conditions 
of universal separability are not only necessary but sufficient, as well. 
Clearly, a universally separable system can be separated conceptually 
into two channels, one of which receives information specifying the class 
of the input signal, while the other receives information identifying the 
input within its class; the first of these two channels is noiseless, whereas 
the other is incapable of transmitting any information. Two limiting 
cases can arise when a universally separable channel reduces to one of the 
two channels mentioned above; that is, is either noiseless or incapable of 
transmitting any information. Obviously, a perfectly separable system 
can always be formed with a universally separable channel: The neces- 
sary and sufficient condition is that the aggregate input probabilities for 
the various input classes hould be all equal; the individual input proba- 
bilities within each class do not matter. The channels in Examples (i) 
and (ii) are seen to be universally separable, while the channel in (iii) 
is not. 
ii. THE CASE WHEN THE CHANNEL IS KNOWN 
The  prob lem of estimating T can also conceivably arise when the chan- 
nel is known but the source is not. The  treatment, similar to that of the 
situations A and ]3, is based on formulas given in Sections 6 and 9. In 
the general case the asymptotic distribution and moments  of nil2( T - T)  
are those of V[cf. (6)], which, using the notations of Section 6, now re- 
duces to 
i 3 
(n )  [cf. also (29)], {X~. } being multinomially and, therefore, asymptotically 
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normally distributed with 
~(- (n) - - - (n )  (n) 
var~.i .  =p~. (1 -p i . ) ;  cov(2~i. ,Xk. )=- -P i .  Pk. when iCk  
Hence nl/2(T -- T) is asymptotically normal with 
l imnvar~ = ~p i .  Ti ~-  T 2 (33) 
n~oo i 
[of. (18)]. The right-hand side of this equation was shown to be positive 
unless T equals the capacity of the channel (cf. Section 9). This right- 
hand side is the difference of the values obtained for lira n vat V in the 
cases A and B [cf. (14) and (18)], as it should be in view of the linearity 
of V and of the asymptotic independence of {~"  j and L ~. ~ pointed 
out in Section 6. 
If  T equals the capacity of the channel, the asymptotic distribution of 
2n(T  - T) is that of Q, which (cf. Section 6) now reduces to 
X (~)q2 (34) 
3 
This is, clearly, a negative definite form, in fact the form which, in Sec- 
tion 9, represented 2AT when T was equal to the channel capacity. The 
result is understandable if we bear in mind that in the case under con- 
sideration T can only be underestimated. Owing to the identity 
E ~T(n) 
k 
the quadratic form in question is identically 0 if, and only if, ~rkj is in- 
dependent of lc; then the channel is incapable of transmitting informa- 
tion, and our estimation problem ceases to exist. 
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