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GROMOV–WITTEN THEORY OF FANO ORBIFOLD CURVES, GAMMA
INTEGRAL STRUCTURES AND ADE-TODA HIERARCHIES
TODOR MILANOV, YEFENG SHEN, AND HSIAN-HUA TSENG
Abstract. We construct an integrable hierarchy in the form of Hirota quadratic equations (HQE)
that governs the Gromov–Witten (GW) invariants of the Fano orbifold projective curve P1a1,a2,a3 .
The vertex operators in our construction are given in terms of the K-theory of P1a1,a2,a3 via Iritani’s
Γ-class modification of the Chern character map. We also identify our HQEs with an appropriate
Kac–Wakimoto hierarchy of ADE type. In particular, we obtain a generalization of the famous
Toda conjecture about the GW invariants of P1 .
Contents
1. Introduction 2
2. Orbifold GW theory of Fano orbifold curves P1a and their mirror symmetry 6
2.1. Orbifold GW theory of P1a 6
2.2. Mirror symmetry for the quantum cohomology 8
2.3. The period integrals and the calibration operator 10
2.4. Mirror symmetry at higher genus 14
3. Γ-integral structures and the root system 17
3.1. Iritani’s integral structure and mirror symmetry 17
3.2. Γ-conjecture for Fano orbifold curves 20
3.3. Affine root systems and vanishing cycles 27
3.4. Calibrated periods in terms of the finite root system 31
4. ADE-Toda hierarchies 33
4.1. Twisted realization of the affine Lie algebra 33
4.2. The Kac–Peterson construction 35
4.3. The Kac–Wakimoto hierarchy 40
4.4. Formal discrete Laplace transform 41
4.5. Integrable hierarchies for the affine cusp polynomials 43
5. The main Theorem 44
5.1. Vertex operators 44
5.2. From descendants to ancestors 46
5.3. The integrable hierarchy for A1-singularity 47
5.4. The phase factors 48
5.5. The ancestor solution 53
6. An example: P12,2,2 57
Appendix A. An alternative proof of higher genus reconstruction 59
References 60
Date: September 3, 2018.
1
ar
X
iv
:1
40
1.
57
78
v3
  [
ma
th.
AG
]  
29
 Ju
l 2
01
4
2 TODOR MILANOV, YEFENG SHEN, AND HSIAN-HUA TSENG
1. Introduction
Witten’s conjecture [64], proven by Kontsevich [48] states that the GW theory of X = pt is
governed by the KdV hierarchy. Although Witten was cautious in proposing that there should
be an integrable hierarchy for every target X, several groups of physicists and mathematicians,
including Witten himself [65], have tried to find a generalization of Witten’s conjecture. The next
important discovery was the Toda conjecture [20, 29, 66], proven by [29, 19, 51]. It states that the
GW theory ofX = P1 is governed by the extended Toda hierarchy (see [11] for the definition in terms
of a Lax operator and [29, 66] for the bi-Hamiltonian definition). The Toda conjecture was further
generalized by Milanov and Tseng [53] (see also [43, 12]) by allowing the target X to be a projective
line with two orbifold points. The corresponding integrable hierarchy is the extended bigraded Toda
hierarchy, which was introduced and studied by Carlet [10]. The relationship between topological
field theories and integrable hierarchies is studied in other examples, such as [31, 34, 22, 23, 24, 50].
Motivated by GW theory, Dubrovin–Zhang [17] proposed a general construction based on the
theory of semi-simple Frobenius manifolds. While their construction produces flows that are ra-
tional functions on the jet variables, it was expected that for the important classes of semi-simple
Frobenius manifold, such as quantum cohomology, the flows are in fact polynomial and that the
hierarchy can be used to compute uniquely the higher genus invariants. The polynomiality of
the flows for a semi-simple Frobenius manifold associated with a cohomological field theory (this
includes the case of GW theory) was proved recently by Buryak–Posthuma–Shadrin [7, 8] using
the higher genus reconstruction of Givental. In particular, Witten’s conjecture generalizes for all
targets X that have semi-simple quantum cohomology. The discovery of this new class of inte-
grable hierarchies is a major breakthrough in the theory of integrable systems. It is natural to
study further their properties and to look for applications to other areas of Mathematics and even
beyond.
The higher genus reconstruction of Givental which was mentioned above is one of the major
achievements in GW theory. The reconstruction was discovered and proved by Givental in the
equivariant settings when X is equipped with a torus action with isolated fixed points [32]. Based
on his work [32], Givental conjectured a certain higher genus reconstruction formula for the total
ancestor potential of X with semi-simple quantum cohomology. Givental’s conjecture was proved in
various cases in [33, 42, 38, 5], and in full generality by C. Teleman [61]. Givental’s reconstruction
inspires an approach to study the relation between GW theory, representation theory of vertex
algebras, and integrable systems. In this approach one aims at constructing an integrable hierarchy
in the form of Hirota quadratic equations (HQE)1 and show that the generating function of GW
invariants is a tau-function of the hierarchy (i.e. it satisfies the HQEs). This approach has been
successfully worked out for GW theory of X when X = P1 [51, 52] and X = P1a,b [53]. See also
[31, 34, 25] for instances of this approach in the setting of singularity theory.
While the construction of Dubrovin and Zhang is general, the approach with HQEs is not so
easy to generalize. The main difficulty is that we have to deal with vanishing cycles and period
integrals whose properties are still not very well understood. This is probably one of the main
motivation to pursue the HQEs approach. It gives us a new motivation and a new view point in
the theory of vanishing cycles and period integrals. Let us point out that there are no examples
of targets X of dimension > 1 for which the HQEs are known to exist, although there are some
indications that such examples exists (see [6]). Even for orbifolds of dimension 1 (with semi-simple
quantum cohomology) the HQEs are not known in general. In this paper, we would like to solve
this problem for Fano orbifolds of dimension 1, i.e., P1-orbifolds P1a1,a2,a3 (with 3 orbifold points),
s.t., 1/a1 + 1/a2 + 1/a3 > 1. It was already noticed in [11] that the extended Toda hierarchy is
equivalent to an extended Kac–Wakimoto hierarchy of type A1. While KdV is the so called principal
1The word “quadratic” in HQE was used by Givental in [31]. The equations are also known as “Hirota bilinear
equations.”
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Kac–Wakimoto hierarchy of type A1, the extended Toda hierarchy is obtained by extending the
homogeneous Kac–Wakimoto hierarchy of type A1. Our main result is that for the remaining
Fano P1a1,a2,a3-orbifolds the corresponding integrable hierarchy is an extension of a Kac–Wakimoto
hierarchy as well, but this time it is neither the homogeneous, nor the principal realization, but
something in between.
1.0.1. GW theory of Fano orbifold curves. Let
a = {a1, a2, a3}, a1 ≤ a2 ≤ a3,
be a triple of positive integers. Let P1a be the orbifold projective line obtained from P1 by adding2
Za1-, Za2-, and Za3-orbifold points. The nature of the problem of constructing HQEs depends on
the orbifold Euler characteristic of P1a:
χ :=
1
a1
+
1
a2
+
1
a3
− 1.
In this paper we will study the Fano case χ > 0, leaving the other two cases χ = 0 (elliptic) and
χ < 0 (hyperbolic) for a future investigation.
We consider the Chen-Ruan orbifold cohomology of P1a,
H := HCR(P1a,C).
As a vector space H is just H∗(IP1a,C), where IP1a is the inertia orbifold of P1a,
IP1a = {(x, g) | x ∈ P1a, g ∈ Aut(x)}.
We can fix a homogeneous basis {φi}i∈I of H, where the index set is defined by
(1) I := Itw ∪ {(01), (02)} := {(k, p) | 1 ≤ k ≤ 3, 1 ≤ p ≤ ak − 1} ∪ {(01), (02)}.
The index set I reflects the structure of the forgetful map IP1a → P1a, (x, g) 7→ x. The connected
components of IP1a split into several types depending on their fate under the forgetful map. The
entry k enumerates the different types, while p enumerates the cohomology classes supported on
the connected components of type k. Motivated by GW theory, Chen and Ruan (see [13]) have
introduced a new product, called Chen–Ruan or orbifold cup product. It is defined as the degree-0
component of the quantum cup product. It is graded homogeneous with respect to a new grading
denote by degCR. In our notation, φ01 = 1 is the unit, degCR φ02 = 1, and degCR φk,p = p/ak.
The main objects in the orbifold GW theory of P1a are the moduli spacesMg,n(P1a, d) of orbifold
stable maps f from a domain orbifold genus g curve Σ with n marked points, to the target orbifold
P1a, such that the homology class of the image of f is d times the fundamental class of the underlying
curve of P1a. The descendant GW invariants (see (7)) are intersection numbers on the moduli space
of stable maps, denoted by
〈φ1 ψk11 , . . . , φnψknn 〉g,n,d,
where φj ∈ H and ψj is the j-th ψ-class on the moduli space of stable maps.
Our main interest is in the so-called total descendant potential, defined by the following generating
series of GW invariants:
(2) Da(~; t) = exp
(∑
g,n,d
~g−1
Qd
n!
〈t(ψ1), . . . , t(ψn)〉g,n,d
)
,
where Q is a non-zero complex number called the Novikov variable, t(z) := t0 + t1z + t2z
2 + · · · ,
with t0, t1, . . . ∈ H and ~ are formal variables. Using the so called dilaton shift qm = tm− δm,11 we
denote Da(~; t) by Da(~; q) and identify it with a vector in a certain Fock space (see (33)).
The construction of the HQEs is given in Section 4.5. It relies on the theory of vanishing cycles
and period integrals associated to a Landau-Ginzburg (LG) mirror model of P1a. An appropriate
2For example, by root constructions [2], [9].
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mirror was constructed in [53] in the case a1 = 1 and in general by P. Rossi [55], who managed to
compute the quantum cohomology of P1a.We also need to know how to solve the quantum differential
equations in terms of period integrals. This was achieved recently by Ishibashi–Shiraishi–Takahashi
[41], where the mirror model was constructed from the miniversal deformation space M of the affine
cusp polynomial
fa(x1, x2, x3) := x
a1
1 + x
a2
2 + x
a3
3 −
1
Q
x1x2x3.
With such a mirror model at hands we can pursue the same idea as in [31, 25, 34, 51, 53] to
construct HQEs for GW theory of P1a by studying periods of the mirror model fa.
1.0.2. Γ-conjecture for the Milnor lattice. Compared to the earlier works, one novelty of this paper
is that we made use of Iritani’s integral structure [39] (see also [47]), which allows us to express
the vertex operators in our construction in terms of K-theory. This observation seems to be quite
general, so we formulated a conjecture for the general case (see Conjecture 11 below), which we
refer to as the Γ-conjecture for the Milnor lattice.
The homology space h of the Milnor fiber at a reference point (0, 1) ∈ M × C has a lattice
structure on the vanishing cycles, called the Milnor lattice. Conjecture 11 in the case of P1a says
that for each element of the K-group K(P1a), there exists a corresponding integral cycle in the
Milnor lattice of the mirror model, such that both integrals structures match. We will give a proof
of this conjecture for the Fano orbifold curves P1a, based on Iritani’s proof for the Γ-conjecture of
toric orbifolds P2a. After inverse Laplace transformations, this allows us to get explicit formulas
for the calibrated periods over the Milnor lattice, in terms of integral structures in the A-model
quantum cohomology, see formula (45). Then we can embed the root system of vanishing cycles
into the quantum cohomology via period maps. The vanishing cycles form an affine root system of
type A,D, or E, and we can identify the classical monodromy of the Milnor lattice with an affine
Coxeter transformation, see Proposition 16. The calibrated periods over the vanishing cycles are
very important for the construction of the vertex operators later.
1.0.3. The Kac–Wakimoto hierarchy. The triplets a = {a1, a2, a3} with χ > 0 are classified by the
Dynkin diagrams of type ADE together with a choice of a branching node. In the D and E cases
there is a unique choice of a branching node, while in the A-case any node can be chosen. By
removing the branching node we obtain 3 diagrams of type3 Aak−1, k = 1, 2, 3. Let us denote by
h(0) the Cartan subalgebra of the corresponding simple Lie algebra g(0) and define (cf. eqn. (50))
(3) σb =
3∏
k=1
(
s
(0)
k,ak−1 · · · s
(0)
k,2s
(0)
k,1
)
,
where s
(0)
k,p : h
(0) → h(0) is the reflection through the hyperplanes orthogonal to γ(0)k,p, which is the p-
th simple root on the k-th branch of the Dynkin diagram. The automorphism σb can be extended to
a Lie algebra automorphism of g(0). Let us denote by κ the order of σb as an automorphism of g
(0).
Due to a mirror symmetry phenomenon the spectrum of σb is given by the degrees of the cohomology
classes φi. More precisely, there exists a σb-eigenbasis {Hi}i∈I of h(0), s.t., σb(Hi) = e−2pi
√−1diHi,
where di = 1 − degCR(φi). The index set J admits a natural involution ∗ compatible with the
Poincare´ pairing:
di + di∗ = 1.
The σb-eigenbasis can be normalized so that (Hi|Hj∗) = κ δi,j .
The Kac-Wakimoto hierarchy corresponding to the conjugacy class of σb in the Weyl group can
be described as follows. Let C[y] be the algebra of polynomials on y = (yi,`), i ∈ I\{(01)} and
3if ak = 1 then the corresponding diagram is empty.
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` ≥ 0. The vector space4 C[y]Z is equipped with the structure of a module over the algebra of
differential operators in eω by setting
(eω · τ)n = τn−1, (∂ω · τ)n = nτn, τ = (τn)n∈Z ∈ C[y]Z.
For every root α ∈ ∆(0) of g(0) we define vertex operators E(0)α (ζ) (see (77)) and E∗α(ζ) (see
(63)) in Section 4.2, both acting on C[y]Z. Let Eα(ζ) = E
(0)
α (ζ)E∗α(ζ). The HQE of the σb-twisted
Kac–Wakimoto hierarchy are given by the following bilinear equation for τ = (τn(y))n∈Z:
Resζ=0
dζ
ζ
( ∑
α∈∆(0)
aα(ζ)Eα(ζ)⊗ E−α(ζ)
)
τ ⊗ τ =
( 1
12
3∑
k=1
a2k − 1
ak
+
χ
2
(∂ω ⊗ 1− 1⊗ ∂ω)2+
+
∑
i∈I\{(01)}
∞∑
`≥0
(di∗ + `)(yi,` ⊗ 1− 1⊗ yi,`)(∂yi,` ⊗ 1− 1⊗ ∂yi,`)
)
τ ⊗ τ,
(4)
with the coefficients aα(ζ) defined by (78) in Section 4.3.
1.0.4. The main result. We can write the Kac–Wakimoto HQE in terms of the descendant variables
{qm}m≥0, using the change of variables between yi,` and qi` (see (79)–(80)). Our main result can
be stated as follows.
Theorem 1. Let Da(~; q) (with a = {a1, a2, a3}) be the total descendant potential (2) of an orbifold
projective line P1a with a positive orbifold Euler characteristic, then the sequence (τn(~; q))n∈Z of
formal power series defined by
τn(~; q) = (κχQ)
1
2
n2Da(~; q + n
√
~1), n ∈ Z.
is a solution to the σb-twisted Kac–Wakimoto HQE (4), where σb is the element (3) of the Weyl
group of the corresponding finite root system.
In other words, Theorem 1 shows that the GW theory of P1a is governed by the Kac-Wakimoto
hierarchy associated to the triple a. Let us emphasize that the variables q011 , q
01
2 , . . . appear as
parameters in the differential equations for τ . It is natural to expect that the σb-twisted Kac–
Wakimoto HQE can be extended in order to include differential equations in q011 , q
01
2 , . . . as well.
We hope that our work will motivate the specialists in integrable systems and representation theory
to investigate more systematically the possibility of extending the Kac–Wakimoto hierarchies. For
example, in the case of Dynkin diagrams of type A, our hierarchy should agree with a certain
reduction of the 2D Toda hierarchy and the required extension was constructed by G. Carlet [10]
based on the ideas of [11]. For the type D and E cases, the extension can be constructed with the
same idea as in [52] with a slight necessary modification. The details will be presented elsewhere.
We suggest to call the σb-twisted Kac–Wakimoto hierarchy appearing in Theorem 1 the ADE-Toda
hierarchy, and call the corresponding extension the Extended ADE-Toda hierarchy.
Our approach to Theorem 1 systematically explores representation theoretic properties of the
Landau-Ginzburg mirror of P1a and realizes these properties in quantum cohomology of P1a using the
period maps. A new observation is that we can also use K-theory to obtain explicit formulas for the
leading terms of the period mapping. In particular, this simplifies the analysis of the monodromy
representation. Such an approach should be helpful for more general target spaces as well.
To our knowledge, Theorem 1 is the first case where the problem of constructing HQEs governing
GW theory of a target X is solved for a non-toric X.
Finally, it is very interesting also to investigate the relation between the integrable hierarchies
obtained by applying Dubrovin and Zhang’s construction [18] to the quantum cohomology of P1a
and the integrable hierarchies in Theorem 1. It is natural to expect that the two approaches yield
the same integrable hierarchy. We hope to return to this problem in the near future.
4This is a direct product of copies of C[y] indexed by n ∈ Z.
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1.0.5. Outline of the proof of Theorem 1. First, the hierarchy (4) is shown to be equivalent (via
a Laplace transform) to another hierarchy (88) defined for affine cusp polynomials, see Theorem
31. Then by Proposition 34, the descendant potential Da satisfies the hierarchy (88) if and only if
the ancestor potential At (see equation (35)) satisfies another hierarchy (100). Finally, the most
difficult step is to prove (Theorem 42) that At indeed satisfies (100).
Let us point out that although our proof of Theorem 42 follows closely the argument of [34], we
managed to simplify one of the crucial steps in [34]. Namely, there is a certain analyticity property
(c.f. Section 5.4) of the so called phase factors that was previously established via the theory of
finite reflection groups and their relation to Artin groups. This is one of the main obstacles to
generalize the result of [34] to other singularities. Our argument now seems to apply in much
more general settings, since it relies only on the fact that the Gauss–Manin connection has regular
singularities and that the vertex operators are local to each other (in the sense of the theory of
vertex operator algebras).
The rest of this paper is organized as follows. In Section 2, we recall the orbifold GW theory
for Fano projective curves P1a and the corresponding LG mirror model. In Section 3 we recall
Iritani’s integral structure (see [39]) in the quantum cohomology of a smooth projective orbifold
X. Furthermore, we prove that for X = P1a the integral structure corresponds to the Milnor lattice
under mirror symmetry. Finally, using the period mapping we identify the root system arising from
the set of vanishing cycles with an affine root system in the quantum cohomology of P1a. The inte-
gral structures allows us to obtain an explicit description of the leading order terms of the period
mapping in terms of finite root systems. In Section 4, using the results from Section 3, we give a
Fock-space realization of the basic representations of the affine Lie algebras of ADE type. Then we
recall the Kac-Wakimoto hierarchies and construct integrable hierarchies for affine cusp polynomi-
als and show that these hierarchies are related by a Laplace transform (Theorem 31). In Section 5
we construct another hierarchy (100) and describe its relation with the hierarchies from previous
sections, see Proposition 34. Then we show that the ancestor potential of P1a satisfies the integrable
hierarchy (100) and deduce Theorem 1. In Section 6 we consider the example a = {2, 2, 2}. In
the appendix, we give an alternative proof for the higher genus reconstruction of total ancestor
potential.
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2. Orbifold GW theory of Fano orbifold curves P1a and their mirror symmetry
2.1. Orbifold GW theory of P1a. Fano orbifold curves are closed orbifold curves with positive
orbifold Euler characteristics. They are classified by triplets of positive integers a = {a1, a2, a3}
where a1 ≤ a2 ≤ a3 and χ := 1a1 + 1a2 + 1a3 − 1 > 0. Each Fano orbifold curve is an orbifold
curve with an underlying curve P1 and has at most three orbifold points pk (k = 1, 2, 3) with local
isotropy groups Zak . We denote such an Fano orbifold curve by P1a. Note that such notation also
includes the smooth curve P1 with a1 = a2 = a3 = 1. It is easy to see that χ is the orbifold Euler
characteristic of P1a.
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We use the index set I (see (1)) to label a fixed basis of the Chen-Ruan orbifold cohomology
H := HCR(P1a;C) as follows:
φ01 = 1, φ02 = P
are the unit and the hyperplane class of the underlying P1 respectively and
φi = φk,p, i := (k, p) ∈ Itw.
are the units of the corresponding twisted sectors of P1a. The cohomology degrees of the classes are:
degCR φ01 = 0, degCR φ02 = 1, degCR φi =
p
ak
, i = (k, p) ∈ Itw,
where slightly violating the standard conventions we work with complex degree, i.e., half of the
usual real degrees. There is a natural involution ∗ on I induced by orbifold Poincare´ duality
(5) (01)∗ = (02), (k, p)∗ = (k, ak − p).
The orbifold Poincare´ pairing (−,−) on H is non-zero only for the following cases:
(φ01, φ02) = 1, (φi, φj) =
1
ai
δi,j∗ ,
where i, j ∈ Itw correspond to twisted classes, and we set ai := ak for i = (k, p) ∈ Itw.
GW theory studies integrals over moduli spaces of stable maps. In this paper, we will use both
the descendant invariants and the ancestor invariants. Let us introduce their definitions for Fano
orbifold curves P1a. For more details on orbifold GW theory we refer to [13] for the analytic approach
and to [2] for the algebraic geometry approach. Let d ∈ Eff(P1a) ⊂ H2(P1a;Z) ∼= Z be an effective
curve class. By choosing the homology class [P1a] as a Z-basis of H2(P1a;Z) we may identify d with a
non-negative integer. LetMg,n(P1a, d) be the moduli space of stable orbifold maps f from a genus-g
nodal orbifold Riemann surface Σ to P1a, such that f∗[Σ] = d. In addition, Σ is equipped with n
marked points z1, . . . , zn that are pairwise distinct and not nodal and the orbifold structure of Σ is
non-trivial only at the marked points and the nodes. The moduli space Mg,n(P1a, d) has a virtual
fundamental cycle [Mg,n(P1a, d)]virt. Its homology degree is
(6) 2
(
(3− dimP1a)(g − 1) + χ · d+ n
)
.
The moduli space is naturally equipped with line bundles Lj formed by the cotangent lines5
T ∗¯zj Σ¯/Aut(Σ, z1, . . . , zn; f) and with evaluation map
ev :Mg,n(P1a, d)→ IP1a × · · · × IP1a︸ ︷︷ ︸
n
,
obtained by evaluating f at the (orbifold) marked points z1, ..., zn and landing at the connected
component of the inertia orbifold IP1a corresponding to the generator of the automorphism group
of the orbifold point zj (c.f. [13]).
The descendant orbifold GW invariants of P1a are intersection numbers
(7) 〈φ1 ψk11 , . . . , φnψknn 〉g,n,d :=
∫
[Mg,n(P1a,d)]virt
ev∗(φ1 ⊗ · · · ⊗ φn)ψk11 · · ·ψknn ,
where φj ∈ H := HCR(P1a;C), ψj = c1(Lj). The total descendant potential is
Da(~; t) = exp
(∑
g,n,d
~g−1
Qd
n!
〈t(ψ1), . . . , t(ψn)〉g,n,d
)
,
where Q is a non-zero complex number called the Novikov variable, ~, t0, t1, . . . ∈ H are formal
variables and t(z) := t0 + t1z + t2z
2 + · · · .
5Here Σ¯ is the nodal Riemann surface underlying Σ and z¯j ∈ Σ¯ is the i-th marked point on Σ¯.
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Let pi :Mg,n(P1a, d)→Mg,n be the forgetful morphism and
Λg,n,d (φ1, · · · , φn) := pi∗
(
[Mg,n(P1a, d)]virt ∩ ev∗(φ1 ⊗ · · · ⊗ φn)
)
.
The ancestor orbifold GW invariants of P1a are intersections numbers over the moduli space of
stable curves Mg,n (2g − 2 + n > 0):
(8) 〈φ1 ψ¯k11 , . . . , φnψ¯knn 〉g,n,d :=
∫
Mg,n
Λg,n,d (φ1, · · · , φn) ψ¯k11 · · · ψ¯knn ,
where ψ¯j is the j-th ψ-class over Mg,n. We define the total ancestor potential of P1a as follows
(9) Aa(~; t) := exp
(∑
g,n,d
~g−1
Qd
n!
〈t(ψ¯1), . . . , t(ψ¯n)〉g,n,d
)
.
For each element t ∈ H, it is useful to introduce the double bracket notation:
〈〈φ1 ψ¯k11 , . . . , φnψ¯knn 〉〉g,n(t) :=
∑
k,d
Qd
k!
〈φ1 ψ¯k11 , . . . , φnψ¯knn , t, . . . , t〉g,n+k,d
We define a total ancestor potential that depends on the choice of t,
(10) At(~; t) = exp
(∑
g,n
~g−1
1
n!
〈〈t(ψ¯1), . . . , t(ψ¯n)〉〉g,n(t)
)
.
According to [33] the total ancestor potential At(~; t) and the total descendant potential Da(~; t)
are related by the quantization of a calibration operator St(z) in Section 2.3.2. We will explain the
details of the quantization in Section 2.4.
The quantum cup product is a family of associative commutative multiplications •t (or just • if
the reference point t is mentioned) in H defined for each t ∈ H via the correlators
(φi •t φj , φk) = 〈〈φi, φj , φk〉〉(t).
The degree-0 part of •t at t = 0 is called the Chen-Ruan cup product. We denote it by
∪CR = •t=0|Q=0
Let ti, i ∈ I be the corresponding coordinates of φi. The quantum cup product induces on H a
Frobenius structure of conformal dimension 1 with respect to the Euler vector field
E =
∑
i∈I
diti
∂
∂ti
+ χ
∂
∂t02
where di = 1− degCR(φi), i.e.,
d01 = 1, d02 = 0, di = 1− p
ak
, i = (k, p) ∈ Itw.
2.2. Mirror symmetry for the quantum cohomology. The Frobenius structure on H arising
from quantum cohomology can be identified with the Frobenius structure on a certain deformation
space of the affine cusp polynomial
(11) fa(x) = x
a1
1 + x
a2
2 + x
a3
3 −
1
Q
x1x2x3, x = (x1, x2, x3).
where Q ∈ C∗ is the Novikov variable. The isomorphism in the case a1 = 1 was established in
[53] and the general case can be found in [55]. According to Ishibashi–Shiraishi–Takahashi (see
[41]), the Frobenius structure can be described also in the general framework of K. Saito’s theory
of primitive forms. This is precisely the point of view suitable for our purposes.
Denote the Milnor number of fa (i.e., the number of critical points of a Morsification of fa) by
N + 1 = a1 + a2 + a3 − 1.
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Denote the space of a miniversal deformation of the polynomial fa by
M = CN+1.
Note that the cardinality of the set I is N + 1, so we can enumerate the coordinates on M via
s = (si)i∈I. Recall Itw = I \ {(01), (02)}. Given s ∈M , we put
F (x, s) = xa11 + x
a2
2 + x
a3
3 −
1
Qes02
x1x2x3 + s01 +
∑
i=(k,p)∈Itw
si x
p
k.
Let C ⊂M × C3 be the analytic subvariety with structure sheaf
OC = OM×C3/(∂x1F, ∂x2F, ∂x3F );
then the Kodaira-Spencer map
(12) TM → p∗OC , ∂
∂si
7→ ∂F
∂si
mod (∂x1F, ∂x2F, ∂x3F ),
where p : M × C3 → M is the projection onto the first factor, is an isomorphism which allows us
to define an associative, commutative multiplication • on TM . The main result in [41] is that
ω =
√−1
Qes02
dx1 ∧ dx2 ∧ dx3
is a primitive form in the sense of K. Saito (see [56]), which allows us to construct a Frobenius
structure on M (see [57]). More precisely, the form ω gives rise to a residue pairing on OC
(φ1, φ2) = − 1
Q2e2 s02
ResM×C3/M
φ1φ2 dx1 ∧ dx2 ∧ dx3
∂x1F∂x2F∂x3F
,
which via the Kodaira–Spencer isomorphism (12) induces a non-degenerate bilinear form on TM .
Let us form the following family of connections on TM
∇ = ∇L.C. − 1
z
∑
i∈I
(∂si•) dsi,
where ∇L.C. is the Levi-Cevita connection associated with the residue pairing and ∂si• is the
operator of multiplication by the vector field ∂/∂si. Let us also introduce the oscillatory integrals
JA(s, z) = (−2piz)−3/2 zdM
∫
As,z
eF (x,s)/z ω ∈ T ∗sM,
where dM is the de Rham differential on M , and A is a flat section of the bundle on M ×C∗, whose
fiber over a point (s, z) is given by the space of semi-infinite homology cycles
H3(C3, {x|Re(F (x, s)/z) 0};C) ∼= CN+1.
The fact that ω is primitive means that the connection ∇ is flat for all z 6= 0 and that after
identifying TM ∼= T ∗M via the residue pairing, the oscillatory integrals JA give rise to flat sections
of ∇. Moreover, since the oscillatory integrals are weighted-homogeneous functions if one assigns
weights di (i ∈ I), 1/aj (1 ≤ j ≤ 3), and χ to si, xj , and Q respectively, they satisfy an additional
differential equation with respect to z. Let E ∈ TM be the Euler vector field
E =
∑
i∈I
disi
∂
∂si
+ χ
∂
∂s02
.
Note that under the Kodaira–Spencer isomorphism E corresponds to the equivalence class of F in
p∗OC . The oscillatory integrals satisfy the following differential equation:
(13) (z∂z + E) JA(t, z) = θ JA(t, z),
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where θ : TM → TM is the Hodge grading operator defined via
(14) θ(X) = ∇L.C.X (E)−
1
2
X
where the constant 12 is chosen in such a way that θ is anti-symmetric with respect to the residue
pairing: (θ(X), Y ) = −(X, θ(Y )).
The quantum cohomology computed at t = 0 is isomorphic as a Frobenius algebra with T0M
(see [41, 55]). The identification has the following form
φi = x
p
k + · · · , φ01 = 1, φ02 =
1
Q
x1x2x3 + · · · .
where i = (k, p) is the index of a twisted class and the dots stand for some polynomials that involve
higher-order powers of Q. More precisely, using the Kodaira-Spencer isomorphism we have
φi = ∂si + · · · , φ01 = ∂s01 , φ02 = ∂s02 + · · · ,
where the dots stand for some vector fields depending holomorphically on Q near Q = 0 and
vanishing at Q = 0. These additional terms are uniquely fixed by the requirement that the vector
fields φi (i ∈ I) are flat, i.e., the residue pairing is constant independent of Q. On the other hand
the flatness of ∇ implies that the residue pairing is flat, therefore we can extend uniquely the
isomorphism H ∼= T0M to an isomorphism
TH ∼= TM
such that the residue pairing coincides with the Poincare´ pairing. In other words, the linear
coordinates ti, i ∈ I on H are functions on M such that ti(0) = 0, the vector field ∂/∂ti is flat with
respect to the Levi–Civita connection, and at s = 0 it coincides with φi. The mirror symmetry for
quantum cohomology can be stated as follows.
Theorem 2 ([41], Theorem 4.1). The isomorphism M ∼= H, s 7→ t(s) is an isomorphism of
Frobenius manifolds, i.e., TsM ∼= Tt(s)H as Frobenius algebras.
Remark 3. Theorem 2 can be proved also by using the extended J-function of P1a (see Section 3.2.3).
Namely, it is not hard to derive an identification between the quantum cohomology D-module of P1a
and the D-module defined by fa(x).
From now on we will make use of the residue pairing to identify T ∗M ∼= TM . Also the flat
Levi–Civita connection ∇L.C. allows us to construct a trivialization
TM ∼= M × T0M,
and finally, the Kodaira–Spencer map (12) together with the mirror symmetry isomorphism gives
T0M ∼= H. In other words, we have natural trivializations
(15) T ∗M ∼= TM ∼= M ×H.
2.3. The period integrals and the calibration operator. Givental noticed that certain period
integrals (c.f. formula (16) below) in singularity theory play a crucial role in the theory of integrable
systems. In this section, we recall Givental’s construction as well as some of its basic properties.
See [31] for more details.
Put X = M × C3 and let
ϕ : X →M × C, (s, x) 7→ (s, F (x, s)).
Let
Xs,λ = ϕ
−1(s, λ)
be the fibers of ϕ. The set of all (s, λ) ∈ M × C such that the fiber Xs,λ is singular is an analytic
hypersurface, called discriminant. Its complement in M × C will be denoted by (M × C)′. The
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homology and cohomology groups H2(Xs,λ;C) and H2(Xs,λ;C), (s, λ) ∈ (M × C)′ form vector
bundles over the base (M × C)′. Moreover, the integral structure in the fibers allows us to define
a flat connection known as the Gauss–Manin connection.
Let us fix the point (0, 1) ∈ (M × C)′ (for Q 1) to be our reference point. The vector space
h = H2(X0,1;C)
has a very rich structure, which we would like to recall. Let
∆ ⊂ h
be the set of vanishing cycles, and (·|·) be the negative of the intersection pairing. The negative sign
is chosen so that (α|α) = 2 for all α ∈ ∆. The parallel transport with respect to the Gauss–Manin
connection induces a monodromy representation
pi1((M × C)′)→ GL(h).
The image
W ⊂ GL(h)
of the fundamental group under this representation is a subgroup of the group of linear transfor-
mations of h that preserve the intersection form. The Picard–Lefschetz theory can be applied in
our setting as well and W is in fact a reflection group generated by the reflections
sα(x) = x− (α|x)α, α ∈ ∆.
The reflection sα is the monodromy transformation along a simple loop that goes around a generic
point on the discriminant over which the cycle α vanishes. Finally, recall that the classical mon-
odromy σ ∈ W is the monodromy transformation along a big loop around the discriminant. For
more details on vanishing homology and cohomology and the Picard–Lefschetz theory we refer to
the book [3]. We will see in Proposition 16 below that ∆ is an affine root system.
The main objects in our construction are the following multi-valued analytic functions:
(16) I(n)α (t, λ) = −
1
2pi
∂n+1λ dM
∫
αt,λ
d−1ω,
where the value of the RHS depends on the choice of a path avoiding the discriminant, connecting
the reference point with (t, λ). The cycle αt,λ is obtained from α ∈ h via a parallel transport (along
the chosen path), d−1ω is any holomorphic 2-form η on C3 such that ω = dη, and dM is the de
Rham differential on M . The RHS in (16) defines naturally a cotangent vector in T ∗t M , which via
the trivialization (15) is identified with a vector in H.
The period vectors (16) are uniquely defined for all n ≥ −1. For n ≤ −2 there is an ambiguity
in choosing integration constants, which can be removed by means of the following differential
equations:
∂ti I
(n)
α (t, λ) = −φi • I(n+1)α (t, λ), i ∈ I,(17)
∂λ I
(n)
α (t, λ) = I
(n+1)
α (t, λ),(18)
(λ− E•)∂λI(n)α (t, λ) =
(
θ − n− 1/2
)
I(n)α (t, λ).(19)
Finally, note that the unit vector 1 ∈ H ∼= M has coordinates t01 = 1, ti = 0 for i 6= (01) and that
the period vectors have the following translation symmetry:
I(n)α (t, λ) = I
(n)
α (t− λ1, 0), ∀n ∈ Z, ∀α ∈ h.
The oscillatory integrals are related to the period integrals via a Laplace transform along an ap-
propriately chosen path:
(20) JA(t, z) = (−2piz)−1/2
∫ ∞
uj
eλ/zI(0)α (t, λ)dλ,
12 TODOR MILANOV, YEFENG SHEN, AND HSIAN-HUA TSENG
where uj(t) is such that (t, uj(t)) is a point on the discriminant over which the cycle α vanishes.
The differential equations (17) are the Laplace transform of ∇JA = 0, while the equation (19) is the
Laplace transform of the differential equation (13). Using equations (18) and (19) we can express
I(n) in terms of I(n+1) as long as the operator θ−n− 1/2 is invertible. This is the case for n ≤ −2,
which allows us to extend the definition of I(n) to all n ∈ Z.
2.3.1. Stationary phase asymptotic. Let uj(t), 1 ≤ j ≤ N + 1 be the critical values of F (x, t). The
set
Mss ⊂M
of all points t ∈ M such that the critical values uj(t) form locally near t a coordinate system is
open and dense. Let us fix some t0 ∈Mss; then in a neighborhood of t0 the critical values give rise
to a coordinate system in which the pairing and the product • are diagonal, i.e.,
∂/∂uj • ∂/∂uj′ = δj,j′∂/∂uj , (∂/∂uj , ∂/∂uj′) = δj,j′/∆j ,
where ∆j are some multi-valued analytic functions on Mss. Following Dubrovin’s terminology (see
[16]), we refer to uj as canonical coordinates.
Remark 4. It is easy to see that the critical variety C of the function F is non-singular, i.e., it
is a manifold. It can be proved that the projection map p : C ⊂ M × C3 → M is a finite branched
covering of degree N + 1. The branching points are precisely M \Mss.
Using the canonical coordinates we can construct a trivialization of the tangent bundle
Ψ : M0 × CN+1 ∼= TM0, (t, ej) 7→ (t,
√
∆j
∂
∂uj
).
Here M0 ⊂Mss is an open contractible neighborhood of t0 and {ej} is the standard basis of CN+1,
where the j-th component of ej is 1, while the remaining ones are 0. According to Givental (see
[32]), there exists a unique formal asymptotic series ΨtRt(z)e
Ut/z that satisfies the same differential
equations as the oscillatory integrals JA, where
(21) Rt(z) = 1 +
∞∑
`=1
R`(t)z
`, R`(t) ∈ End(CN+1).
We will make use of the following formal series
(22) fα(t, λ; z) =
∑
n∈Z
I(n)α (t, λ) (−z)n , α ∈ h.
Example 5. Note that for A1-singularity F (t, x) = x
2/2 + t we have u := u1(t) = t. Up to a
sign there is a unique vanishing cycle. The series (22) will be denoted simply by fA1(t, λ; z). The
corresponding period vectors can be computed explicitly:
I
(n)
A1
(u, λ) = (−1)n (2n− 1)!!
2n−1/2
(λ− u)−n−1/2, n ≥ 0
I
(−n−1)
A1
(u, λ) = 2
2n+1/2
(2n+ 1)!!
(λ− u)n+1/2, n ≥ 0.
The key lemma (see [31]) is the following.
Lemma 6. Let t ∈ Mss and β be a vanishing cycle vanishing over the point (t, uj(t)). Then for
all λ near uj := uj(t), we have
fβ(t, λ; z) = ΨtRt(z) ej fA1(uj , λ; z) .
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An important corollary of Lemma 6 is the following remarkable formula due to K. Saito ([56]):
(23) (α|β) = (I(0)α (t, λ), (λ− E•)I(0)β (t, λ)).
To prove this formula, first note that the the differential equations (17)–(19) imply that the RHS
is independent of t and λ. In order to compute the RHS, let us fix t ∈ Mss and let λ approach
one of the critical values uj(t) in such a way that the cycle β vanishes over (t, uj(t)). According to
Lemma 6 we have
I
(0)
β (t, λ) = 2(2(λ− uj))−1/2ej +O((λ− uj)1/2).
Similarly, decomposing α = α′ + (α|β)β/2, where α′ is invariant with respect to the local mon-
odromy, we get
I(0)α (t, λ) = (α|β) (2(λ− uj))−1/2ej +O((λ− uj)1/2).
It is well known (see [16]) that in canonical coordinates the Euler vector field has the form E =∑
uj∂uj . Now it is easy to see that the RHS of (23), up to higher order terms in (λ− uj) is (α|β)
and since the latter must be independent of λ the higher-order terms must vanish.
2.3.2. The calibration operator. The calibration of the Frobenius structure on H is by definition a
gauge transformation S of the form
(24) St(z) = 1 +
∞∑
`=1
S`(t)z
−`, S`(t) ∈ End(H),
such that ∇ = SdS−1. In GW theory there is a canonical choice of calibration given by genus-0
descendant invariants as follows (see [33]):
(25) (St(z)φi, φj) = (φi, φj) +
∞∑
`=0
〈〈φiψ`, φj〉〉0,2(t)z−`−1.
Here
〈〈φiψ`, φj〉〉0,2(t) =
∑
m≥0
∑
d≥0
Qd
m!
〈φiψ`, φj , t, ..., t〉0,2+m,d.
It is a general fact in GW theory (see [33]) that
(26) St(z)
−1
(
∂z − z−1θ + z−2E •
)
St(z) = ∂z − z−1θ + z−2ρ,
where ρ = χP∪CR. By definition the operator ρ acts on H as follows
(27) ρ(φ01) = χφ02, ρ(φi) = 0, for i ∈ I\{(01)}.
We define a new series
(28) f˜α(λ; z) := St(z)
−1 fα(t, λ; z).
Note that the RHS is independent of t. Put
(29) f˜α(λ; z) =
∑
n∈Z
I˜(n)α (λ) (−z)n.
We will refer to I˜
(n)
α (λ) as the calibrated limit of the period vector I
(n)
α (t, λ).
In our general set up the Novikov variable Q is a fixed non-zero constant. However, it will be
useful also to allow Q to vary in a small contractible neighborhood and to study the dependence of
the periods and their calibrated limits on Q. By definition I
(n)
α (t, λ) depend on Qet02 , so we simply
have
Q∂Q I
(n)
α (t, λ) = ∂t02 I
(n)
α (t, λ).
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Using the divisor equation in GW theory, it is easy to prove (c.f. [33]) that the gauge transformation
St(z) satisfies the following differential equation:
zQ∂Q St(z) = z∂t02St(z)− St(z) (P ∪CR ).
Finally, the gauge identity ∇ = SdS−1 and the differential equations (17)–(19) imply that the
calibrated limit of the period vectors satisfy the following system of differential equations:
Q∂QI˜
(n)
α (λ) = −P ∪CR I˜(n+1)α (λ)(30)
∂λ I˜
(n)
α (λ) = I˜
(n+1)
α (λ),(31)
(λ− ρ)∂λI˜(n)α (λ) =
(
θ − n− 1/2
)
I˜(n)α (λ).(32)
Lemma 7. a) Let {Bi}i∈I be a basis of h∨ := H2(X0,1;C), then the following formula holds
I˜(−1)α (λ) = 〈B01, α〉
(
λ1 + (χ log λ− logQ)P
)
+ 〈B02, α〉P +
∑
i∈Itw
〈Bi, α〉λdi φi,
b) The analytic continuation of I˜
(n)
α (λ) along a closed loop around 0 is I˜
(n)
σ(α)(λ), where σ is the
classical monodromy.
Proof. a) Recall ρ acts on H by (27), while the operator θ defined in (14) has the form (via (15))
θ(φi) = (di − 1/2)φi, i ∈ I.
Note that the H-valued functions that follow the pairings 〈Bi, α〉 are solutions to the system (30)–
(32) with n = −1. These solutions are linearly independent, therefore they must give a basis in the
space of all solutions.
b) Now the statement follows, because it is true for I
(n)
α (t, λ), for |λ|  1, where
I(n)α (t, λ) = I˜
(n)
α (λ) +
∞∑
`=1
(−1)` S`(t)I˜(n+`)α (λ).

2.4. Mirror symmetry at higher genus. A Frobenius manifold is called semi-simple if the
multiplication has a semi-simple basis. The Frobenius manifold (H, ( , ), •t, φ01, E) is isomorphic
to the Frobenius manifold constructed from the mirror model of P1a [53, 55, 41], see Theorem 2.
Using the mirror model, it is easy to see that •t is semi-simple for generic t.
For any semi-simple Frobenius manifold, Givental introduced a higher genus reconstruction for-
mula [32] using the symplectic loop space formalism [33]. Furthermore, he conjectured that the
higher genus GW ancestor invariants are uniquely determined from its semi-simple quantum coho-
mology. Teleman [61] has proved this conjecture. Let us recall the construction.
2.4.1. Canonical quantization. Equip the space
H := H((z−1))
of formal Laurent series in z−1 with coefficients in H with the following symplectic form:
Ω(φ1(z), φ2(z)) := Resz (φ1(−z), φ2(z)) , φ1(z), φ2(z) ∈ H ,
where, as before, (, ) denotes the residue pairing on H and the formal residue Resz gives the
coefficient in front of z−1.
Let {φi}i∈I and {φi}i∈I be dual bases of H with respect to the residue pairing. Then
Ω(φi(−z)−`−1, φjzm) = δijδ`m .
Hence, a Darboux coordinate system is provided by the linear functions qi`, p`,i on H given by:
qi` = Ω(φ
i(−z)−`−1, ·) , p`,i = Ω(·, φiz`) .
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In other words,
φ(z) =
∞∑
`=0
∑
i∈I
qi`(φ(z))φiz
` +
∞∑
`=0
∑
i∈I
p`,i(φ(z))φ
i(−z)−`−1 , φ(z) ∈ H .
The first of the above sums will be denoted by φ(z)+ and the second by φ(z)−.
The quantization of linear functions on H is given by the rules
q̂ i` = ~−1/2qi` , p̂`,i = ~1/2
∂
∂qi`
,
where the RHSs of the above definitions are operators acting on the Fock space
(33) C~[[q]] := C~[[q0, q1 + 1, q2, · · · ]], where C~ := C((~)) q` := (qi`)i∈I.
Every φ(z) ∈ H gives rise to the linear function Ω(φ(z), ·) on H, so we can define the quantization
φ̂(z). Explicitly,
(34) (φiz
`)̂= −~1/2 ∂
∂qi`
, (φi(−z)−`−1)̂= ~−1/2 qi`.
The quantization also makes sense for φ(z) ∈ H[[z, z−1]] if we interpret φ̂(z) as a formal differential
operator in the variables qi` with coefficients in C~.
Lemma 8. For all φ1(z), φ2(z) ∈ H, we have [φ̂1(z), φ̂2(z)] = Ω(φ1(z), φ2(z)).
Proof. It is enough to check this for the basis vectors φi(−z)−`−1, φiz`, in which case it is true by
definition. 
2.4.2. Quantization of symplectic transformations. It is known that both series St(z) and Rt(z)
described in Sections 2.3.1 and 2.3.2 are symplectic transformations on (H,Ω). Moreover, they
both have the form eA(z), where A(z) is an infinitesimal symplectic transformation.
A linear operator A(z) on H := H((z−1)) is infinitesimal symplectic if and only if the map
H 3 φ(z) 7→ A(φ(z)) ∈ H is a Hamiltonian vector field with a Hamiltonian given by the quadratic
function
hA(φ(z)) =
1
2
Ω(A(φ(z)), φ(z)).
By definition, the quantization of eA(z) is given by the differential operator eĥA , where the quadratic
Hamiltonians are quantized according to the following rules:
(p`,ipm,j)̂= ~ ∂2
∂qi`∂q
j
m
, (p`,iq
j
m)̂= (qjmp`,i)̂= qjm ∂∂qi` , (qi`qjm)̂= 1~qi`qjm .
In the case of the orbifold P1a, the Frobenius manifold is semi-simple at a generic point t ∈ H.
Teleman’s higher genus reconstruction theorem [61] implies that the total ancestor potential defined
in (10) can be identified with Givental’s higher genus reconstruction formula [33]
(35) At(~; q(z)) = ̂ΨtRtΨ−1t
N+1∏
j=1
Dpt(~∆j ; jq(z)
√
∆j) ∈ C~,Q[[q0, q1 + 1, q2 . . . ]]
and the total descendant potentials defined in (2) can be identified with
(36) Da(~; q(z)) = eF (1)(t)Ŝ−1t At(~; q(z)) ,
where jq(z) :=
∑∞
`=0
jq`z
` and the coefficents jq` are defined by
N+1∑
j=1
jq`Ψ(ej) =
∑
i∈I
qi`φi .
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Recall that Dpt is the total descendant potential of a point and the factor
F (1)(t) =
∞∑
d,n=0
Qd
n!
〈t, . . . , t〉1,n,d
is the genus-1 primary (i.e. no descendants) potential. Let us examine more carefully the quantized
action of the operators in formula (35) and (36).
2.4.3. The action of the asymptotical operator. The operator Ût/z is known to annihilate the
Witten–Kontsevich tau-function. Therefore, eÛt/z is redundant and it can be dropped from the
formula. The action of the operator R̂t on formal functions, whenever it makes sense, is given as
follows.
Lemma 9 (Givental [32]). We have
R̂−1t F (q) =
(
e
~
2
Vt(∂,∂)F (q)
)∣∣∣
q 7→Rtq
,
where Vt(∂, ∂) is the quadratic differential operator
Vt(∂, ∂) =
∞∑
`,m=0
∑
i,j∈I
(φi, V`m(t)φ
j)
∂2
∂qi`∂q
j
m
whose coefficients V`m(t) are given by
∞∑
`,m=0
V`m(t)z
`wm =
1−Rt(z)(TRt(w))
z + w
and TRt(w) denotes the transpose of Rt(w) with respect to the Poincare pairing.
The substitution q 7→ Rtq can be written more explicitly as follows:
q0 7→ q0, q1 7→ R1(t)q0 + q1, q2 7→ R2(t)q0 +R1(t)q1 + q2 , . . . .
The above substitution is not a well-defined operation on the space of formal functions. This
complication, however, is offset by a certain property of the Witten–Kontsevich tau-function, which
we now explain. By definition, an asymptotical function is a formal function of the type:
A(q) = exp
( ∞∑
g=0
~g−1F (g)(q)
)
.
Such a function is called tame if the following (3g − 3 + n)-jet constraints are satisfied:
∂nF (g)
∂qi1k1 · · · ∂qinkn
∣∣∣∣∣
q=0
= 0 if k1 + · · ·+ kn > 3g − 3 + n .
The Witten–Kontsevich tau-function (up to the shift q1 7→ q1 + 1) is tame for dimensional reasons:
dimMg,n = 3g − 3 + n. The total ancestor potential At is also tame, as it can be seen from its
geometric definition (cf. [33]) or by using the fact that the action of the operator R̂t on tame
functions is well defined and it preserves the tameness property ([31]).
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2.4.4. The action of the calibration. The quantized symplectic transformation Ŝ−1t acts on formal
functions as follows.
Lemma 10 (Givental [32]). We have
(37) Ŝ−1t F (q) = e
1
2~Wt(q,q)F
(
(Stq)+
)
,
where Wt(q,q) is the quadratic form
Wt(q,q) =
∞∑
`,m=0
(W`m(t)qm, q`)
whose coefficients are defined by
∞∑
`,m=0
W`m(t)z
−`w−m =
TSt(z)St(w)− 1
z−1 + w−1
.
The subscript + in (37) means truncation of all negative powers of z, i.e., in F (q) we have to
substitute (cf. (24)):
q` 7→ q` + S1(t)q`+1 + S2(t)q`+2 + · · · , ` = 0, 1, 2, . . . .
This operation is well-defined on the space of formal power series.
3. Γ-integral structures and the root system
If X is a compact complex orbifold, then using the K-ring K(X) of orbifold vector bundles on
X and a certain Γ-modification of the Chern character map, Iritani has introduced an integral
lattice in the Chen-Ruan cohomology group HCR(X;C) (see [39] and also [47]). If X has semi-
simple quantum cohomology, then it is expected that X has a LG mirror model and it is natural to
conjecture that Iritani’s embedding of the K-theoretic lattice coincide with the image of the Milnor
lattice via an appropriate period map. In our case, when X = P1a, we prove the above conjecture
by using the same argument as in [39], where the toric case was proved. Moreover, we obtain an
explicit identification of the set of vanishing cycles with a certain K-theoretic affine root system.
3.1. Iritani’s integral structure and mirror symmetry. Let us recall Iritani’s construction
in the most general case when X is a compact complex orbifold. Let IX be the inertia orbifold of
X, i.e., as a groupoid the points of IX are
(IX)0 = {(x, g) | x ∈ X0, g ∈ Aut(x)}
while the arrows from (x′, g′) to (x′′, g′′) consists of all arrows g ∈ X1 from x′ to x′′, s.t., g′′◦g = g◦g′.
It is known that IX is an orbifold consisting of several connected components Xv, v ∈ T :=
pi0(|IX|). Following Iritani, we define a linear map
Ψ : K(X)→ H∗(IX;C) =
⊕
v∈T
H∗(Xv;C)
via
(38) Ψ(V ) = (2pi)− dimCX/2 Γ̂(X) ∪ (2pi√−1)deg inv∗ c˜h(V ).
Here ∪ is the usual cup product in H∗(IX;C). Let us recall the notation. The linear operator
deg : H∗(IX;C)→ H∗(IX;C)
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is defined by deg(φ) = rφ if φ ∈ H2r(IX;C). The involution inv : IX → IX inverts all arrows
while on the points it acts as (x, g) 7→ (x, g−1). If V is an orbifold vector bundle, then we have an
eigenbasis decomposition
pr∗(V ) =
⊕
v∈T
Vv =
⊕
v∈T
⊕
0≤f<1
Vv,f ,
where pr : IX → X is the forgetful map (x, g) 7→ x and Vv,f is the subbundle of Vv := pr∗(V )|Xv
whose fiber over a point (x, g) ∈ (IX)0 is the eigenspace of g corresponding to the eigenvalue
e2pi
√−1f . Let us denote by δv,f,j (1 ≤ j ≤ lv,f := rk(Vv,f )) the Chern roots of Vv,f , then the Chern
character and the Γ-class of V are defined by
c˜h(V ) =
∑
v∈T
∑
0≤f<1
e2pi
√−1f ch(Vv,f ),
Γ̂(V ) =
∑
v∈T
∏
0≤f<1
lv,f∏
j=1
Γ(1− f + δv,f,j),
where the value of the Γ-function Γ(1−f+y) at y = δv,f,j is obtained by first expanding in Taylor’s
series at y = 0 and then formally substituting y = δv,f,j . By definition Γ̂(X) := Γ̂(TX).
3.1.1. The Γ-conjecture for the Milnor lattice. We denote byHCR(X;C) the vector spaceH∗(IX;C)
equipped with the Chen–Ruan cup product ∪CR. We define a shift function ι : T → Q by
ι(v) =
∑
0≤f<1
f dimC(TX)v,f .
The Chen–Ruan product is graded homogeneous with respect to the following grading
degCR(φ) = (r + ι(v))φ, φ ∈ H2r(Xv;C).
The vector space H∗(IX;C) is equipped with a Poincare´ pairing, i.e.
(φ1, φ2) =
∫
IX
φ1 ∪ inv∗(φ2).
This pairing turns both algebras H∗(IX;C) and HCR(X;C) into Frobenius algebras. Let us point
out also that by using the Kawasaki Riemann–Roch formula we can also prove that the map Ψ is
compatible (up to a sign) with the natural pairing on K(X) and the Poincare´ pairing
(39) χ(V1 ⊗ V ∨2 ) = (epi
√−1θXepi
√−1ρXΨ(V1),Ψ(V2)),
where ρX = c1(TX)∪CR and θX is the Hodge grading operator of X,
θX =
1
2
dimCX − degCR .
On the other hand, ifX has a LG-mirror model, then we can define the calibrated periods I˜
(−`)
α (λ)
in the same way as in formulas (16) and (28). The main motivation for the above construction
is the following conjecture, which is motivated by Iritani’s mirror symmetry theorem in [39]. To
simplify the formulation we set all Novikov variables to be 1. Using the divisor equation one can
recover easily the Novikov variables.
Conjecture 11 (Γ-Conjecture for the Milnor lattice). Given an integral cycle α there exists a class
Vα ∈ K(X) in the K-theory of vector bundles, s.t. for all ` 0,
1√
2pi
∫ ∞
0
e−λsI˜(−`)α (λ)dλ = s
−θX−`−1/2s−ρXΨ(Vα).
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The conjecture can be refined even further, by saying that if α is a vanishing cycle then Vα can be
represented by an exceptional object in the derived category Db(X) and that the monodromy trans-
formations of α correspond to certain mutation operations in Db(X). See [27] for more discussions.
Now we describe Conjecture 11 in the case of P1a.
3.1.2. The K-ring of P1a. Let a = (a1, a2, a3) be a triple of non-negative integers and put X = P1a.
The orbifold P1a can be constructed as follows. Put
G = {t = (t1, t2, t3) ∈ (C∗)3 | ta11 = ta22 = ta33 }.
We have
P1a = [Ya/G], Ya = {y = (y1, y2, y3) ∈ C3 \ {0} | ya11 + ya22 + ya33 = 0},
where the quotient is taken in the category of orbifolds, i.e., it should be viewed as an orbifold
groupoid. The K-ring of orbifold vector bundles on P1a can be presented as a quotient of the
polynomial ring C[L1, L2, L3] by the following relations
L = La11 = L
a2
2 = L
a3
3 , (1− Lk)(1− Lk′) = 0 (1 ≤ k < k′ ≤ 3).
Here L is the pullback of OP1(1) under the natural map P1a → P1, and the product is given by
tensor product of vector bundles. The orbifold vector bundle Lk is the trivial line bundle Ya × C
equipped with the following G-action
G× Lk → Lk, (t, y, v) 7→ (ty, tkv).
It is easy to see that the K-ring is generated by L1, L2, L3, L. The first set of relations follows from
the definition of G. To see the remaining ones, note that the coordinate function yk on Ya gives
rise to a section of Lk. The Koszul complex associated with the sections (yk, yk′) is G-equivariaint
and it gives rise to the exact sequence
0→ L∨k ⊗ L∨k′ → L∨k ⊕ L∨k′ → OP1a → 0.
This proves that (1− Lk)(1− Lk′) = 0.
3.1.3. The image of K(X). The connected components of P1a are indexed by {(0, 0)} ∪ Itw. Let us
denote by P = c1(L), then c1(Lk) = P/ak. By the adjunction formula TX = L1L2L3L
−1, we get
c1(TX) = χP, χ =
1
a1
+
1
a2
+
1
a3
− 1.
Furthermore, note that
(Lk)k′,p,f =

0 if k 6= k′ and f 6= 0
0 if k = k′ and f 6= p/ak′
C otherwise.
From here we get that the eigenspace decomposition of TX is
(TX)k,p,f =

TX if k = 0, f = 0,
C if k 6= 0, f = p/ak,
0 otherwise .
Recall that for i = (k, p) ∈ Itw, di = dk,p = 1− p/ak, we get the following formulas
Γ̂(X) = Γ(1 + χP ) +
∑
i∈Itw
Γ(di)φi,
c˜h(Lmk ) = 1 +
m
ak
P +
∑
(j,p)∈Itw
ζ
mpδk,j
j φj,p, ζj := e
2pi
√−1/aj .
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Let us point out that in the above formulas 1, P ∈ H∗(X0,0), while φk,p ∈ H0(Xk,p) is the standard
generator for the twisted sector. Note that the unit of the algebra (H∗(IX;C),∪) is
c˜h(O) = 1 +
∑
i∈Itw
φi.
Finally, since
(2pi
√−1)deginv∗c˜h(Lmk ) = 1 +
2pi
√−1m
ak
P +
∑
(j,p)∈Itw
ζ
−mpδk,j
j φj,p,
we get the following formula
(40) (2pi)1/2Ψ(Lmk ) = 1 +
(
−γχ+ 2pi
√−1m
ak
)
P +
∑
(j,p)∈Itw
Γ(dj,p)
ζ
mpδk,j
j
φj,p.
3.2. Γ-conjecture for Fano orbifold curves. Now we give a proof6 of the Γ-conjecture for the
Milnor lattice for P1a. The proof is obtained by applying Iritani’s argument of the proof of [40,
Theorem 4.11] and [40, Theorem 5.7] and relies on the Γ-conjecture for the Milnor lattice for the
Fano toric orbifold (proven in [39])
Y := P2a = [(C3 \ {0})/G]
and the explicit formulas for the J-functions of X := P1a and Y . Note that X is a suborbifold of Y .
Remark 12. There is a natural map p : P2a → P2. The above description of X = P1a realizes X as
the locus of zero of a section of the line bundle p∗OP2(1) on P2a. Applying the recipe of constructing
mirrors of complete intersections in [30], we obtain fa as the mirror of X.
Notice that the line bundles Lk are restrictions of line bundles on Y and the K-ring of Y is the
quotient of the polynomial ring C[L1, L2, L3] by the following relations
L = La11 = L
a2
2 = L
a3
3 , (1− L1)(1− L2)(1− L3) = 0.
Put L = p∗OP2(1) and P = c1(L). We have isomorphisms
Q ∼= H2(X;Q) ∼= H2(Y ;Q), d 7→ d[P1a]
and
H2(Y ;Q) ∼= H2(X;Q) ∼= Q, α 7→ 〈α, [P1a]〉.
The J-function of an orbifold X used by Iritani is
JX(τ, z) = L(τ, z)
−11,
where τ ∈ HCR(X),
L(τ, z) := Sτ (−z)e−P logQ/z
and S is the calibration operator (25). Note that this definition differs from Givental’s one by a
sign and by the exponential factor.
6Note that P1a is not covered by results in [39, 40].
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3.2.1. Combinatorics of the inertia orbifolds. The orbifold Y is toric. We describe its stacky fan
as follows. Put
b1 = (a1, 0), b2 = (0, a2), b3 = (−a3,−a3) ∈ Z2.
The fan of Y is
Σ ∼= {∅, {k}, {k, k′} | 1 ≤ k, k′ ≤ 3}
where each set I on the RHS determines a cone in R2 spanned by bk, k ∈ I. Note that Σ is the fan
for P2. The fan map for Y sends the standard basis {e1, e2, e3} of Z3 to Z2 by
Z3 → Z2, ek 7→ bk.
The connected components of IY are parametrized by
Box(Σ) = {(c1, c2, c3) | 0 ≤ ck < 1,
∑
k
ckbk ∈ Z2 ∩ σ for some cones σ ∈ Σ},
where c ∈ Box(Σ) determines the twisted sector
Yc = [{y ∈ C3 | yk = 0 if ck 6= 0}/G]
which has a generic stabilizer given by the cyclic subgroup of G generated by
(e2pi
√−1c1 , e2pi
√−1c2 , e2pi
√−1c3) ∈ G.
The inertia orbifold IX is a suborbifold of IY and the twisted sectors of IX are parametrized by
those c ∈ Box(Σ) for which dim(Yc) > 0, i.e., at most one component of c is non-zero.
3.2.2. The J-function of Y . Let 1c ∈ H0(Yc) be the dual of the fundamental class for c ∈ Box(Σ)
and
τ = τ11(1/a1,0,0) + τ21(0,1/a2,0) + τ31(0,0,1/a3).
According to the mirror theorem of [15], the J-function JY (τ, z) depending on τ is equal to the
S-extended I-function [15, Definition 28] with S = {(1, 0), (0, 1), (−1,−1)}. This gives
JY (τ, z) = e
P logQ/z
( ∞∑
d=0
∞∑
n1,n2,n3=0
Qd
zdegY (Q
d)
tn
n!zdegY (t
n)
JYd,n(τ, z)
)
,
where we introduced homogeneous parameters t = (t1, t2, t3), whose dependance on τ and Q can
be determined from the expansion JY = 1 + τ/z + · · · , the degrees of Q and t are
degY (Q
d) :=
∫
d
c1(TY ) = d
( 1
a1
+
1
a2
+
1
a3
)
, degY (tk) := degY (τk) = 1− 1/ak.
Finally, we denoted n = (n1, n2, n3) and we used the standard multi-index notations
tn = tn11 t
n2
2 t
n3
3 , n! = n1!n2!n3!.
In order to define the component JYd,n let us define mk ∈ Z and ck ∈ Q by
nk − d
ak
= −mk + ck, 0 ≤ ck < 1.
Then we have
JYd,n(τ, z) =
1c
zdegY (1c)
3∏
k=1
Γ(1− ck + (P/ak)z−1)
Γ(1− ck +mk + (P/ak)z−1) ,
where if c /∈ Box(Σ) then we set 1c = 0. In other words we sum over all (d, n), s.t., at least one of
the numbers ck is 0.
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3.2.3. The J-function of X. Since p∗OP2(1) is a convex line bundle in the sense of [14, Example
B], the J-function of P1a can be computed from that of P2a using the quantum Lefschetz theorem of
[62] and [14].
Using the embedding j : IX → IY we restrict τ and 1c to H∗(IX). Slightly abusing the notation
we use the same notation for the restrictions. Note that now 1c = 0 if c has more than one non-zero
component. The formula for JX has the same form
JX(τ, z) = e
P logQ/z
( ∞∑
d=0
∞∑
n1,n2,n3=0
Qd
zdegX(Q
d)
tn
n!zdegX(t
n)
JXd,n(τ, z)
)
,
where
JXd,n(τ, z) =
1c
zdegX(1c)
Γ(1 + d+ Pz−1)
Γ(1 + Pz−1)
3∏
k=1
Γ(1− ck + (P/ak)z−1)
Γ(1− ck +mk + (P/ak)z−1)
Note that the grading takes the form
degX(Q
d) :=
∫
d
c1(TX) = d
( 1
a1
+
1
a2
+
1
a3
− 1
)
while the degrees of t and 1c do not change, because the restriction map preserves the grading.
3.2.4. The Galois action. The Picard group Pic(X) of isomorphism classes of (topological) orbifold
line bundles on X can be presented as a quotient
Z3 → Pic(X), (r1, r2, r3) 7→ Lr11 Lr22 Lr33
with kernel given by the relations
a1e1 = a2e2 = a3e3,
where {e1, e2, e3} is the standard basis of Z3. The group Pic(X) acts naturally on the Milnor
fibration via
ν · (x, t) = (ν · x, ν · t), ν = (r1, r2, r3) ∈ Pic(X),
where
(ν · x)k = e2pi
√−1rk/akxk,
and the action on the remaining components is defined in such a way that
F (ν · x, ν · t) = F (x, t),
i.e.,
(ν · t)k,p = e−2pi
√−1rkp/ak tk,p, 1 ≤ k ≤ 3, 1 ≤ p ≤ ak − 1,
(ν · t)02 = t02 + 2pi
√−1
3∑
k=1
rk
ak
,
(ν · t)01 = t01.
Let us fix some (t, λ) ∈ M × C with λ sufficiently large, then for every ν = (r1, r2, r3) we can
construct a path from (t, λ) to (ν · t, λ) as follows. Using the above formulas we let c ∈ R3 act
on M . As c varies along the straight segment from 0 to (r1, r2, r3) ∈ Z3 ⊂ R3 we get a path in
M connecting t and ν · t. The parallel transport along this path with respect to the Gauss-Manin
connection gives an identification H2(Xν·t,λ;Z) ∼= H2(Xt,λ;Z). Combined with the Pic(X)-action
on C3 we get an action
Pic(X)×H2(Xt,λ;Z)→ H2(Xt,λ;Z), (ν, α) 7→ ν(α).
Following Iritani, we refer to the above action as Galois action of Pic(X) on the Milnor lattice.
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Lemma 13. If the Γ-conjecture for the Milnor lattice is true for some cycle α and Vα ∈ K(X) is the
corresponding K-theoretic vector bundle, then the conjecture is true for all ν(α), ν = (r1, r2, r3) ∈
Pic(X). Moreover,
Vν(α) = Vα ⊗ Lν , Lν = Lr11 Lr22 Lr33 .
Proof. Using the vector space decomposition
HCR(X) = H
∗(X)
⊕ ⊕
(k,p)∈Itw
H
p/ak
CR (X)
 ,
we define a linear operator
θν : HCR(X)→ HCR(X), θν =
3∑
k=1
ak−1∑
p=1
rkp
ak
prk,p,
where prk,p is the projection onto the subspace H
p/ak
CR (X). By changing the variables y = ν · x in
the period integrals we get
I
(`)
ν(α)(t, λ) = e
−2pi√−1θνI(`)α (ν
−1 · t, λ), ∀` ∈ Z.
On the other hand the calibration operator satisfies
Sν−1(t)(z) = e
2pi
√−1θνSt(z)e−2pi
√−1θνe−2pi
√−1c1(Lν)/z,
which can be seen easily by using that if the correlator
〈α1ψk11 , . . . , αnψknn 〉0,n,d
is non-zero then, since we have at least one stable map f : C → X, we have
χ(f∗Lν) =
∫
d
c1(Lν)−
n∑
j=1
θν(αj) ∈ Z.
Since by definition
I(`)α (t, λ) = St(−∂−1λ )I˜`α(λ),
the above formulas imply that
I˜
(`)
ν(α)(λ) = e
−2pi√−1θνe2pi
√−1c1(Lν)∂λ I˜`α(λ).
In particular, after taking a Laplace transform, we get
1√
2pi
∫ ∞
0
e−λsI˜(−`)ν(α) (λ) = e
−2pi√−1θνe2pi
√−1c1(Lν)s 1√
2pi
∫ ∞
0
e−λsI˜(−`)α (λ).
On the other hand, using the definition of Ψ we get
Ψ(V ⊗ Lν) = e−2pi
√−1θνe2pi
√−1c1(Lν)Ψ(V ).
It remains only to notice that s−θP = (Ps)s−θ and that θν commutes with both θ and the Chen-
Ruan product multiplication operators. 
The Milnor lattice is known to be unimodular with respect to the K-theoretic bilinear form
( , ) : K(X)⊗Z K(X)→ Z, (L1, L2) = χ(L1 ⊗ L∨2 )
(see [40], Section 2). The above Lemma implies that it is enough to prove that the Γ-conjecture
holds for the structure sheaf. Indeed, if this is true, then since K(X) is generated by Pic(X), the
Γ conjecture correspondence will embed K(X) into a sublattice of the Milnor lattice. Since both
lattices are unimodular, they must coincide.
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3.2.5. The central charge. Iritani’s Γ-conjecture for the Milnor lattice looks different since he works
with Lefschetz thimbles. Nevertheless, our formulation is completely equivalent. The reason is the
following. Let us take a Lefschetz thimble A corresponding to a vanishing cycle α, i.e., for fixed
(t, z) ∈ M × C∗ we fix a path C in C from uj to ∞, s.t., Re(λ/z) > 0 for all λ ∈ C and the cycle
αt,λ vanishes when λ approaches uj . In this way we can identify the Milnor lattice with a lattice
of Lefschetz thimbles.
We claim that
L(t, z)−1
∫ ∞
uj
e−λ/zI(−`)α (t, λ)dλ = e
z−1P logQ
∫ ∞
0
e−λ/z I˜(−`)α (λ)dλ,
where L(t, z) = St(−z)e−z−1P logQ. Indeed, one can check easily using the quantum differential
equations that the LHS is independent of t and Q. On the other hand we have
L(t, z) = 1− z−1P logQ+ · · · , uj = 0 + · · · and I(−`)α (t, λ) = I˜(−`)α (λ) + · · · ,
where the dots stand for terms that vanish at t = Q = 0. So modulo terms that vanish at t = Q = 0
the LHS coincides with the RHS. Our claim follows.
We define the central charge of Vα ∈ K(X) by
Z
(0)
X (Vα)(t, z) :=
(
L(t, z)zθzρΨ(Vα),1
)
.
Since we will use the result of Iritani, let us clarify the relation between our notations. In Iritani’s
notation, the central charge is defined to be
Z
(n)
X (V )(t, z) := (2piz)
n/2(2pi
√−1)−n
(
L(t, z)zθzρΨ(Vα),1
)
, n = dimC(X).
For the LG models studied in [39] the Γ-conjecture for the central charge is stated as
(2pi
√−1)−n
∫
A
e−F (x,t)/zω = Z(n)X (Vα)(t, z).
As we see from the LG model that we use in general one should choose n to be the number of
variables in the LG potentials. For the LG models in [39] the number of variables coincides with
the dimension of the orbifold, so this difference does not matter.
The identity in the Γ-conjecture for the Milnor lattice is equivalent to
(41)
1√
2pi
∫ ∞
uj
e−λ/zI(−`)α (t, λ)dλ = L(t, z)z
θ+`+1/2zρΨ(Vα).
The number ` must be chosen sufficiently large. We will see that in our case ` = 1 works. In general
` can be chosen, s.t., the number of variables in the LG potential is 2`+ 1. Recalling the definition
of the period integrals, we transform the LHS into
(−zdM )(2pi)−3/2
∫
A
e−F (x,t)/zω,
where dM is the de Rham differential on M . In particular, since the Poincare´ pairing of the RHS
with 1 corresponds to contracting the LHS with ∂01 we get
(42) (2piz)−3/2
∫
A
e−F (x,t)/zω = Z(0)X (Vα)(t, z).
In order to prove the Γ-conjecture for the Milnor lattice it is enough to prove that if V = OX ,
then we can find an integral cycle A, s.t., the identity (42) holds for all parameters t of the form
t = t1,111,1 + t2,112,1 + t3,113,1.
One can check that the partial derivatives of the LHS and the RHS of (42) with respect to any
other parameter tk,p can be expressed in terms the same differential operator involving only tk,1,
1 ≤ k ≤ 3. Therefore if (42) holds for all t of the above form, then (41) holds also for all such t.
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As it was explained above if the identity (41) holds for a single point t = t0 then it holds for all t
and it is equivalent to the identity in our Γ-conjecture. In other words, the Γ-conjecture holds for
the structure sheaf. Recalling Lemma 13 we get that the Γ-conjecture holds for the entire Milnor
lattice.
3.2.6. The central charge as an oscillatory integral. It remains only to prove (42). Following Iritani,
it is convenient to rewrite the RHS of (42) in terms of the so-called H-function
H
(0)
X (t, z) = c˜h(H
(0)
K (t, z)),
where the K(X)-valued function
H
(0)
K : M × C∗ → K(X)
is defined by the equation
1 = L(t, z)zθzρΨ(H
(0)
K (t, z)).
For the central charge Z
(0)
X (V ) we have
(L(t, z)zθzρΨ(V ), L(t,−z)(−z)θ(−z)ρΨ(H(0)K (t,−z))) = (Ψ(V ), epi
√−1θepi
√−1ρΨ(H(0)K )),
where we define (−1)R := (epi
√−1R) for all linear operators R. Recalling (39) and the Kawasaki
Riemann–Roch formula we get
Z
(0)
X (V ) = χ(H
(0)
K ⊗ V ∨) =
∫
IX
H
(0)
X (t,−z) ∪ c˜h(V ∨) ∪ T˜d(TX),
where in the notation of Section 3.1 the Todd class of an orbifold vector bundle is a multiplicative
characteristic class defined by
T˜d(V ) =
∑
v∈T
lv,0∏
j=1
δv,0,j
1− e−δv,0,j
∏
0<f<1
lv,f∏
j=1
1
1− e−2pi√−1fe−δv,f,j .
The proof of formula (42) requires a simple lemma. The main ingredient is a slight modification of
the usual Laplace transform defined as follows. Let f(t, Q; z) be any function, then we define
L (f) (t, Q; z) =
∫ ∞
0
e−ηf(t,−ηzQ; z)dη.
The integral is convergent if for example f depends polynomially on Q and logQ, which is the case
that we have. Note that this Laplace transform does not commute with the involution z 7→ −z.
Lemma 14. Let j : IX → IY be the natural embedding, then
j∗H
(0)
X (t, Q;−z) = (−z/2pi)1/2 e˜(L) ∪ L(H(0)Y )(t, Q;−z),
where e˜(L) =
∑
v∈T e(Lv) is the orbifold Euler class of L.
Proof. Since j∗(j∗α) = e˜(L) ∪ α for every α ∈ H∗(IY ), it is enough to prove that
(43) L
(
j∗H(0)Y
)
(t, Q;−z) = (−z/2pi)−1/2 H(0)X (t, Q;−z).
We have
(2pi)−1/2Γ̂(X) ∪ (2pi√−1)deginv∗H(0)X (t, Q, z) = z−ρXz−θXJX(t, Q; z)
and
(2pi)−1Γ̂(Y ) ∪ (2pi√−1)deginv∗H(0)Y (t, Q, z) = z−ρY z−θY JY (t, Q; z)
On the other hand, using the explicit formulas for the J-functions it is easy to check that
L(j∗JY )(t, Q;−z) = (−z)−P/zΓ(1− P/z) ∪ JX(t, Q;−z).
26 TODOR MILANOV, YEFENG SHEN, AND HSIAN-HUA TSENG
In order to prove formula (43), it is enough only to recall the following identities
j∗(−z)−ρY (−z)−θY = (−z)−P−1/2(−z)−ρX (−z)−θX j∗,
(−z)−ρX (−z)−θX (−z)−P/zΓ(1− P/z) = (−z)PΓ(1 + P )(−z)−ρX (−z)−θX ,
and
j∗Γ̂(Y ) = Γ̂(L)Γ̂(X).

Lemma 14 yields the following relation between the central charges of sheaves on X and Y . Let
V ∈ K(Y ), then
Z
(0)
X (j
∗V ) = (−z/2pi)1/2L
(
Z
(0)
Y (V − V ⊗ L)
)
.
In particular
(44) Z
(0)
X (1) = (−z/2pi)1/2L
(
Z
(0)
Y (1− L)
)
.
Theorem 15. For a Fano orbifold curve X = P1a, given a class Lmk ∈ K(X) in the K-theory of
vector bundles, there exists an integral cycle αk,m ∈ h, s.t. for all ` 0,
1√
2pi
∫ ∞
0
e−λsI˜(−`)αk,m(λ)dλ = s
−θX−`−1/2s−ρXΨ(Lmk ).
Proof. It is enough to prove (42). Let us look at the corresponding oscillatory integrals. Recall
that the LG model of Y is given by the restriction of
FP2(x, t) =
3∑
k=1
(xakk + tk,1xk),
to the complex torus x1x2x3 = Q, while the corresponding primitive form is
ωP2 =
dx1dx2dx3
d(x1x2x3)
.
Let us assume now that z and Q are real numbers, s.t., z > 0 and Q < 0. Let C ⊂ C3 be the chain
C = {x ∈ R3 | xk ≥ 0, k = 1, 2, 3}.
The oscillatory integral
(2piz)−3/2
∫
C
e−F (x,t)/zω = (2piz)−3/2(−1)1/2
∫ ∞
0
e−η
∫
Γ−zQη
e−FP2 (x,t)/z
dx1dx2dx3
d(x1x2x3)
(−z)dη,
where we presented the chain C as a family of cycles
Γ−zηQ = {x ∈ C | x1x2x3 = −zηQ}.
and used the Fubini theorem. The Γ-conjecture for Y was proved by Iritani [39]. Moreover, the
real cycle Γ−zηQ corresponds to the structure sheaf OY , so the above integral coincides with
(−1)3/2z(2piz)−3/2
∫ ∞
0
e−η(2piz)Z(0)Y (1)(t,−zηQ; z)dη = (−1)3/2(z/2pi)1/2L
(
Z
(0)
Y (1)
)
.
Recalling the argument in Lemma 13 it is easy to see that the analytic continuation around Q = 0
in clockwise direction of L
(
Z
(0)
Y (1)
)
is L
(
Z
(0)
Y (L)
)
, therefore the cycle that we are looking for is
C˜ − C, where C˜ is the chain obtained from C via the monodromy transformation around Q = 0 in
the clockwise direction. More precisely, C˜ is the family of cycles Γ˜−zηQ obtained from Γ−zηQ by the
monodromy transformation around Q = 0. It remains only to notice that the boundaries of C˜ and
C are the same. Together with (44), this proves (42). 
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3.3. Affine root systems and vanishing cycles. According to Theorem 15 (recall that we have
to put Q = 1) and formula (40), we have∫ ∞
0
e−λsI˜(−`)αk,m(λ)dλ =
1
s`+1
+
(2pi√−1m
ak
− γχ− χ log s
)P
s`
+
∑
(j,p)∈Itw
Γ(dj)
e2pi
√−1mpδk,j/aj
φj,p
s`+dj,p
.
where dj,p = 1− p/aj , γ is the Euler’s gamma constant defined by
γ = lim
m→∞Hm − lnm, Hm := 1 +
1
2
+ · · ·+ 1
m
,
If ` ≥ 1, then we can recall the inverse Laplace transform and also the divisor equation (30) to get
I˜(−`)αk,m(λ) =
λ`
`!
1 +
λ`−1
(`− 1)!
(
2pi
√−1m
ak
+ χ(log λ− C`−1)
)
P+
+
∑
(j,p)∈Itw
λdj,p+`−1e2pi
√−1mδk,jdj,p
(dj,p + `− 1) · · · (dj,p) φj,p,
(45)
where if ` = 1 we set C0 :=
1
χ logQ and if ` > 1 then C` = C`−1 +
1
` .
Proposition 16.
(1) The set of vanishing cycles ∆ ⊂ h = H2(X0,1;C) is an affine root system of type X(1)N ,
where N = a1 + a2 + a3 − 2 and
X =

A if a1 = 1,
D if a1 = a2 = 2,
E otherwise.
(2) There exists a basis of simple roots such that the classical monodromy σ is an affine Coxeter
transformation.
Part (1) of Proposition 16 is due to A. Takahashi (see [60]). The proof is based on a standard
method developed by Gusein-Zade and A’Campo. We give a proof of Proposition 16 based on
Iritani’s integral structure.
We will be interested in the two maps from the sequence
(46) I˜(n)(1) : h→ H, α 7→ I˜(n)α (1)
corresponding to n = −1 and n = 0. According to Lemma 7 we have
I˜(−1)(1) = B01 (1− (logQ)P ) +B02 P +
∑
i∈Itw
Bi φi,
which proves that the map for n = −1 is an isomorphism. Using I˜(−1)(1) we equip H with an
intersection pairing (·|·), i.e.,
(φ′|φ′′) := (α′|α′′), for φ′ = I˜(−1)α′ (1), φ′′ = I˜(−1)α′′ (1).
The period map (46) with n = 0 has a 1-dimensional kernel because (using (32))
I˜(0)(1) = (1− ρ)−1(θ + 1/2)I˜(−1)(1) = (1 + ρ)(1− degCR)I˜(−1)(1),
so the kernel is CP . We denote the image of I˜(0)(1) by H(0). Let us denote by r : H → H(0) the
map defined by I˜(0)(1) = r ◦ I˜(−1)(1), i.e.,
r(b) = (1 + ρ)(1− degCR)(b).
According to Saito’s formula (23) the intersection pairing on H takes the form
(47) (φ′|φ′′) = (r(φ′), (1− ρ)r(φ′′)), φ′, φ′′ ∈ H.
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It follows that we can pushforward the intersection form to a non-degenerate bilinear pairing on
H(0), which we denote again by (·|·). More precisely we define
(φ′|φ′′) = (φ′, (1− ρ)φ′′), φ′, φ′′ ∈ H(0).
Let us denote by ∆(−1) ⊂ H and ∆(0) ⊂ H(0) the images of the set of vanishing cycles, i.e.,
∆(−1) = {I˜(−1)α (1) | α ∈ ∆}, ∆(0) = {I˜(0)α (1) | α ∈ ∆}.
A straightforward computation with formula (47) implies
Lemma 17. Consider αk,m as in (45). Then the cycles αk,m (1 ≤ k ≤ 3, m ∈ Z) satisfy
(αk,m|αk,n) =
{
2 if m = n(mod ak),
1 if m 6= n(mod ak),
and for k 6= k′
(αk,m|αk′,n) =

2 if m = 0(mod ak) and n = 0(mod ak′),
0 if m 6= 0(mod ak) and n 6= 0(mod ak′),
1 otherwise.
3.3.1. The toroidal cycle. Let Γε ⊂ C3 be the torus
Γ := {|x1| = |x2| = 1, |x3| = ε}.
If ε is sufficiently large, Γε does not intersect the Milnor fiber X0,1. Hence we have a well-defined
cycle
[Γε] ∈ H3(C3 \X0,1;Z) ∼= H2(X0,1;Z),
where the isomorphism is given by the so called tube mapping (for more details see [35]). Let us
denote by ϕ the image of [Γε] under the above isomorphism.
Proposition 18. We have I
(−1)
ϕ (t, λ) = 2pi
√−1P .
Proof. Increasing ε does not change the homology class [Γε], therefore by choosing ε  0 we may
arrange that Γε does not intersect the Milnor fiber Xt,λ for all (t, λ) sufficiently close to (0, 1). In
particular, the cycle ϕt,λ obtained from ϕ via a parallel transport with respect to the Gauss–Manin
connection coincides with the image of [Γε] via the tube mapping. We have (c.f. [35])
(48) I(t, λ,Q) :=
∫
[Γε]
ω
F (t, x)− λ = 2pi
√−1
∫
ϕt,λ
ω
dF
= 2pi
√−1 ∂λ
∫
d−1ω.
Comparing with the definition (16) we get
I(t, λ,Q) = −(2pi)2√−1 (I(−1)ϕ (t, λ),1).
Using the differential equation (19), we get
(49) (λ∂λ + E)I(t, λ,Q) = 0.
The integral I(t, λ,Q) is analytic at (t, λ,Q) = (0, 0, 0) because it has the form
√−1
∫
[Γε]
dx1dx2dx3
Qet02 (G(t, x)− λ)− x1x2x3 ,
where G(t, x) is a holomorphic function in t and x. However, equation (49) means that I(t, λ,Q)
is homogeneous of degree 0 and since the weights of all variables are positive, the integral must be
a constant. In particular, we may set t = Q = λ = 0, which gives
I(t, λ,Q) = −√−1
∫
[Γε]
dx1dx2dx3
x1x2x3
= (2pi)3.
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Note that equation (48) implies that I
(0)
ϕ (t, λ) = 0. Recalling again the differential equation (19),
we get
I(−1)ϕ (t, λ) = (I
(−1)
ϕ (t, λ),1)P = (2pi)
−2√−1 I(t, λ,Q)P = 2pi√−1P.

We immidiately have a corollary
Corollary 19. The cycle ϕ corresponds to the skyscraper sheaf Opt := L−O, i.e.,
δ := I˜(−1)αk,ak (1)− I˜
(−1)
αk,0
(1) = 2pi
√−1P.
Proof of Proposition 16 (1). The image of the Milnor lattice in H has a Z-basis given by
δ, γ
(−1)
b , γ
(−1)
i , i ∈ Itw,
where for n = 0 or −1, and i = (k, p), we get
γ
(n)
b := I˜
(n)
αk,0
(1) (corresponds to O)
γ
(n)
k,p := I˜
(n)
αk,−p(1)− I˜(n)αk,−p+1(1).
It is easy to check that the intersection diagram of the set of cycles γ
(−1)
b , γ
(−1)
i , i ∈ Itw is given
by the Dynkin diagram on Figure 1. As usual, each node has self-intersection 2, each edge means
that the intersection of the cycles corresponding to the nodes of the edge is −1, and no edge means
that the intersection is 0. It follows that the intersection form of the Milnor lattice is semi-positive
definite with 1 dimensional kernel. This is possible only if ∆(−1) is an affine root system. 
In particular we get also that δ is a Z-basis for the imaginary roots and that ∆(0) = r(∆(−1)) is
a finite root system.
3.3.2. Splitting of the affine root system. It is convenient to enumerate the roots γ
(n)
b , γ
(n)
i , i ∈ Itw
also by γ
(n)
j (1 ≤ j ≤ N). The Dynkin diagram on Figure 1 is of type XN , X = ADE. Let us
denote by γ
(−1)
0 the affine vertex, i.e., the extra node that we have to attach to XN in order to
obtain the corresponding affine Dynkin diagram X
(1)
N .
Vectors γ
(0)
j , 1 ≤ j ≤ N , form a basis of simple roots of ∆(0). Let W (0) be the reflection group
generated by γ
(0)
j . It is well known that there exists a group embedding W
(0) →W which is induced
by the map
s
(0)
j := sγ(0)j
7→ s(−1)j := sγ(−1)j , 1 ≤ j ≤ N
Given α ∈ ∆(0), let us define a lift α˜ ∈ ∆(−1) as follows
α =
N∑
j=1
bjγ
(0)
j 7→ α˜ :=
N∑
j=1
bjγ
(−1)
j .
Then the root system ∆(−1) coincides with the set{
α˜+ n δ | α ∈ ∆(0), n ∈ Z
}
,
where δ = γ
(−1)
0 + θ
(−1) and θ ∈ ∆(0) is the highest root with respect to the basis {γ(0)j }Nj=1 (see
[44]). Following Kac, we will refer to n δ (n ∈ Z) as imaginary roots. Finally, let us denote by
Λ(−1) := H2(X0,1;Z)
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Figure 1. The branching node
the root lattice of ∆(−1). Given α ∈ Λ(−1) such that |α|2 := (α|α) 6= 0, recall that the reflection
with respect to α is defined by
sα(x) = x− 2 (α|x)
(α|α) α.
We also define the following translation:
Tα(x) := sα+δsα(x) = x+ 2
(α|x)
(α|α) δ.
This definition induces a group embedding T : Λ(0) → W . Recall that w sαw−1 = sw(α) for all
w ∈W and α ∈ Λ(−1) such that |α|2 6= 0. Therefore, Λ(0) is a normal subgroup of W and we have
an isomorphism
W ∼= Λ(0) oW (0).
Let us emphasize that the above isomorphism is not canonical – it depends on the choice of a basis
of simple roots of ∆(−1).
3.3.3. The Coxeter transformation. Put σb := σ
(0)
b , where
(50) σ
(`)
b =
3∏
k=1
(
s
(`)
k,ak−1 · · · s
(`)
k,2s
(`)
k,1
)
∈ Aut(∆(`)), ` = −1, 0.
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Note that while the order of the reflections that enter each factor of the above product is important,
the order in which the 3 factors are arranged is irrelevant since they pairwise commute.
Proposition 20. The automorphism of ∆(0) induced by the action of the classical monodromy σ
coincides with σb.
Proof. The analytic continuation in λ around λ = 0 of the period I˜
(−1)
αk,m(λ) is equivalent to tensoring
the line bundle Lmk by TX = L1L2L3L
−1 and then taking the corresponding periods. Using
(Lk − 1)Lk′ = Lk − 1, for k 6= k′
it is easy to check that
(L−mk − L−m+1k )TX = L−m+1k − L−m+2k ∀m ∈ Z,
TX−1 = 1 + L−11 − 1 + L−12 − 1 + L−13 − 1 + L− 1,
(L−1k − 1)TX = 1− L−(ak−1)k + 1− L.
According to the above remark, the classical monodromy acts as follows
σ(γk,p) = γk,p−1, (k, p) ∈ Itw,
σ−1(γb) = γb + γ1,1 + γ2,1 + γ3,1 + δ,
σ(γk,1) = −γ1,1 − · · · − γk,ak−1 − δ.
It remains only to check that the action of σ
(−1)
b is given by the same formulas modulo the imaginary
root δ. 
It is known that up to a translation the affine Coxeter transformation coincides with σb (see
[58, 59]), so part (2) of Proposition 16 follows from Proposition 20.
3.4. Calibrated periods in terms of the finite root system. Let ω
(−1)
j ∈ H∨ (0 ≤ j ≤ N) be
the fundamental weights of ∆(−1), i.e.,
〈ω(−1)j , γ(−1)m 〉 = δj,m.
Using the intersection form we identify H(0) and its dual. Let ω
(0)
j ∈ H(0) (1 ≤ j ≤ N) be the
fundamental weights of ∆(0), i.e.,
(ω
(0)
j |γ(0)m ) = δj,m, 1 ≤ j,m ≤ N.
We have the following relation
〈ω(−1)j , α˜〉 = (ω(0)j |r(α˜))− kj〈ω(−1)0 , α˜〉, α˜ ∈ ∆,
where kj (1 ≤ j ≤ N) are the Kac labels defined by
δ = γ
(−1)
0 +
N∑
j=1
kjγ
(−1)
j .
In terms of the fundamental weights, the splitting of the affine root system from the previous section
can be stated also as the following isomorphism
∆(−1) ∼= ∆(0) × Z, α˜ 7→ (α, n), α = r(α˜), n = 〈ω(−1)0 , α˜〉.
Lemma 21. The following identity holds
ω
(0)
b +
ak−1∑
m=1
(ζmpk − ζ(m−1)pk )ω(0)k,m = akφk,p∗ , 1 ≤ k ≤ 3.
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Proof. We have explicit formulas for the simple roots
γ
(0)
b = 1 + χP +
3∑
k=1
ak−1∑
p=1
φk,p
γ
(0)
k,m =
ak−1∑
p=1
(ζmpk − ζ(m−1)pk )φk,p.
It remains only to check that the LHS and the RHS have the same intersection pairing with the
above set of simple roots of ∆(0). 
Let κ be a positive constant whose value will be specified later on. Put
(51) H0 := H01 := H02 := (κχ)
1
2 ω
(0)
b , Hi := (κ ai)
1
2 φi, i ∈ Itw.
Note that according to Lemma 7 {Hi}i∈I is a σb-eigenbasis of H(0) with σb(Hi) = e−2pi
√−1diHi in
which the intersection form takes the form
(52) (Hi|Hj) = κ δi,j∗ , i, j ∈ I,
where for i = j = 01 ∈ I we used that ω(0)b = χ−11 + P . Finally, put
ρb = −
∑
(k,p)∈Itw
1
ak
ω
(0)
k,p.
Proposition 22. Let α˜ = (α, n) ∈ ∆(0) × Z ∼= ∆, be a vanishing cycle, then the corresponding
calibrated periods are given by the following formulas:
I˜
(`)
α˜ (λ) = (−1)``!(α|ω(0)b )χλ−`−1P +
∑
i∈Itw
(α|Hi∗)(di − 1) · · · (di − `)λdi−`−1
√
ai/κφi,
I˜
(0)
α˜ (λ) = (α|ω(0)b )1 + (α|ω(0)b )χλ−1P +
∑
i∈Itw
(α|Hi∗)λdi−1
√
ai/κφi,
I˜
(−1−`)
α˜ (λ) = (α|ω(0)b )
λ`+1
(`+ 1)!
1 +
(
(α|ω(0)b )χ
λ`
`!
(log λ− C`) + 2pi
√−1(n+ (ρb|α)) λ
`
`!
)
P +
∑
i∈Itw
(α|Hi∗)
√
ai/κ
λdi+`
di(di + 1) · · · (di + `) φi,
where ` ≥ 1 and C` (` ≥ 1) are constants defined recursively by
C` = C`−1 +
1
`
, C0 =
1
χ
logQ.
Proof. It is enough to check the statement for the following basis of the Milnor lattice
γ
(−1)
b , δ, γ
(−1)
i , i = (k, p) ∈ Itw.
Let us check the last identity for α˜ = γ
(−1)
k,p , i.e., n = 0 and α = γ
(0)
k,p. Recalling the explicit formulas
for I˜
(−1−`)
αk,p (λ) and γk,p = αk,−p − αk,−p+1, we get (recall that dk,m = 1−m/ak)
I˜(−1−`)γk,p (λ) = −
2pi
√−1
ak
λ`
`!
P +
ak−1∑
m=1
ζmpk − ζm(p−1)i
(`+ dk,m) · · · (1 + dk,m)λ
`+dk,mφk,m.
On the other hand, by definition Hi∗
√
ai/κ = aiφi∗, so the identity follows from Lemma 21. The
remaining two cases are proved in the same way. 
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4. ADE-Toda hierarchies
4.1. Twisted realization of the affine Lie algebra. Let g(0) be a simple Lie algebra of type
ADE with an invariant bilinear form ( | ), normalized in such a way that all roots have length √2.
By definition, the affine Kac–Moody algebra corresponding to g is the vector space
g := g(0)[t, t−1]
⊕
CK
⊕
C d
equipped with a Lie bracket defined by the following relations:
[X tn, Y tm] := [X,Y ] tn+m + nδn,−m(X |Y )K,
[d,X tn] := n(X tn), [K, g(0)] := 0,
where X,Y ∈ g(0).
We fix a Cartan subalgebra h(0) ⊂ g(0) and a basis γb, γi (i ∈ I) of simple roots, s.t., the
corresponding Dynkin diagram has the standard shape with γb corresponding to the branching
node. If the root system is of type A; then we choose any of the nodes to be a branching node and
we have (at most) 2 instead of 3 branches. Let us define σb := σ
(0)
b by formula (50).
Let ∆(0) ⊂ h(0) be the root system of g(0), i.e.,
g(0) =
⊕
α∈∆(0)
g(0)α .
The Lie algebra g(0) can be constructed in terms of the root system via the so-called Frenkel–Kac
construction [26]. Let Λ(0) ⊂ h(0) be the root lattice. There exists a bimultiplicative function
 : Λ(0) × Λ(0) → {±1}
satisfying
(α, β)(β, α) = (−1)(α|β), (α, α) = (−1)|α|2/2,
where |α|2 := (α|α). The map (α, β) 7→ ε(σb(α), σb(β)) is another bimultiplicative function satis-
fying the above properties. It is known that all bi-multiplicative functions of the above form are
equivalent (see [45], Corollary 5.5). Hence there exists a function υ : Λ(0) → {±1} such that
(53) υ(α)υ(β)ε(α, β) = υ(α+ β)ε(σb(α), σb(β)).
There exists a set of root vectors
(54) Aα ∈ g(0)α
such that
[Aα, A−α] = (α,−α)α
[Aα, Aβ] = (α, β)Aα+β, if (α|β) = −1
[Aα, Aβ] = 0, if (α|β) ≥ 0.
We can extend σb to a Lie algebra automorphism of g
(0) as follows
σb(Aα) = υ(α)
−1Aσb(α), α ∈ ∆(0).
Let us denote by κ the order of the extended automorphism σb : g
(0) → g(0). Clearly we have
κ = |σb| or 2|σb|. Since ( | ) is both g(0)-invariant (with respect to the adjoint representation) and
W (0)-invariant, we have
(Aα|A−α) := (α,−α), (Aα|Aβ) := (Aα|H) = 0, ∀β 6= −α, H ∈ h(0).
Put η = e2pi
√−1/κ. We extend the action of σb to the affine Lie algebra g by
σb · (X ⊗ tn) = σb(X)⊗ (η−1t)n, σb ·K = K, σb · d = d.
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Let
gσb ⊂ g
be the Lie subalgebra of σb-fixed points. According to Kac (see [44], Theorem 8.6.), g
σb ∼= g. Let
us recall the isomorphism. The fixed points subspace (g(0))σb contains a Cartan subalgebra h˜(0).
We have a corresponding decomposition into root subspaces
g(0) = h˜(0)
⊕ ⊕
α˜∈∆˜(0)
g
(0)
α˜
 ,
where ∆˜(0) ⊂ h˜(0) are the corresponding roots. Note that since the root subspaces are 1 dimensional,
they must be eigen-subspaces of σb. Therefore, by choosing a set of simple roots α˜j , j = 1, 2, . . . , N
in ∆˜(0) we can uniquely define an integral vector s = (s1, . . . , sN ), 0 ≤ sj < κ such that the
eigenvalue of the eigensubspace g
(0)
α˜j
is ηsj . Put
ρs : h˜
(0) → h˜(0), ρs =
N∑
j=1
sjω˜j ,
where ω˜j ∈ h˜(0) (1 ≤ j ≤ N) are the fundamental weights corresponding to the simple roots
α˜j (1 ≤ j ≤ N), i.e., (ω˜j |α˜j′) = δj,j′ . The isomorphism
Φ : g −→ gσb
is defined as follows
Φ(Xtn) = tnκ+adρsX + δn,0 (ρs|X)K(55)
Φ(K) = κK
Φ(d) = κ−1
(
d− ρs − 1
2
(ρs|ρs)K
)
,(56)
where
tadρsX = exp
(
log t adρs
)
X.
Note that the RHS is single-valued in t and σb-invariant in X, because
exp
(
2pi
√−1adρs/κ
)
= σb.
Finally, we make a remark on κ. There is no a canonical way to extend σb to a Lie algebra
automorphism of g(0). Therefore, the value of κ depends on our choice of the cocycle (α, β) and
the corresponding sign-function υ(α). We will see however that replacing κ by mκ, where m is a
positive integer, does not change the HQEs, so we may assume that κ is a sufficiently large integer,
s.t., σκb = 1. For the sake of completeness, let us fix an extension that seems natural for our
purposes. Put ωk,0 = ωb and ωk,ak = 0 and define
(57) SF(α, β) =
3∑
k=1
ak−1∑
p=0
(ωk,p|α)(ωk,p − ωk,p+1|β).
Since SF(α, β)+SF(β, α) = (α|β), the bi-multiplicative function ( , ) = (−1)SF( , ) is an acceptable
choice for the Frenkel–Kac construction. Note that
(58) υ(α) = (−1)
∑3
k=1(ωb|α)(ωk,1|α)
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satisfies formula (53), so we get an explicit formula for an extension of σb to a Lie algebra auto-
morphism of g(0). Moreover, since
|σb|∏
m=1
υ(σmb (α)) = (−1)χ|σb|,
we get that κ = |σb| if χ|σb| is even and κ = 2|σb| if χ|σb| is odd. Notice that |σb| = lcm(a1, a2, a3),
the least common multiple of a1, a2, a3.
Remark 23. The notation SF is motivated from the notion of a Seifert form in singularity theory
(cf. [3, 4]). We do not claim that (57) is a Seifert form, although it would be interesting to
investigate whether definition (57) can be interpreted as a linking number between α and β.
4.2. The Kac–Peterson construction. Following [46], we would like to recall the realization of
the basic level 1 representation of the affine Lie algebra g corresponding to the automorphism σb.
The idea is to construct a representation of the Lie algebra gσb on a Fock space, which induces via
the isomorphism Φ the basic level-1 representation.
Fix a σb-eigenbasis {Hi}i∈{0}unionsqItw of h(0). It is convenient to define H01 := H02 := H0 and to
assume that the basis is normalized so that (Hi|Hj∗) = κ δi,j (compare with (52)). Put
m01 := 0, m02 := κ, mi := di∗ κ, i ∈ Itw,
so that e−2pi
√−1 di = ηmi is the eigenvalue corresponding to the eigen vector Hi. The elements
Hi,` := Hit
mi+`κ (i ∈ I, ` ∈ Z)
generate a Heisenberg Lie subalgebra s ⊂ gσb , i.e., the following commutation relations hold
[Hi,`, Hj,m] = (mi + `κ) δi,j∗ δ`+m,−1 κK.
Let us also fix a C-linear basis of s
(59) H0 := H01, Hi,`, Hi∗,−`−1, K, (i, `) ∈ I+,
where the index set is defined by
(60) I+ = {(i, `) | i ∈ I \ {(01)}, ` ∈ Z≥0}.
Let S be the subgroup of the affine Kac–Moody Lie group generated by the lifts of the following
loops:
(61) hα,β = exp
(
α log tκ + 2pi
√−1 β
)
,
where α, β ∈ h(0) are such that
σb(α) = α, σb(β)− β + α ∈ Λ(0).
Let us point out that under the analytical continuation around t = 0, the loop hα,β gains the factor
e2pi
√−1κα. The latter must be 1 because
κα = (α+ σb(β)− β) + σb(α+ (σb(β)− β)) + · · ·+ σκ−1b (α+ (σb(β)− β)) ∈ Λ(0).
It follows that hα,β is single-valued and σb-invariant, i.e., it defines an element of the affine Kac–
Moody loop group acting on gσb by conjugation. The main result of Kac and Peterson [46] is the
following: the basic representation of gσb remains irreducible when restricted to the pair (s,S).
Let us recall the construction of the representation. Let us denote by
pi0 : h
(0) → h(0)0 and pi∗ : h(0) → (h(0)0 )⊥
the orthogonal projections of h(0) onto h
(0)
0 := CH0 and (h
(0)
0 )
⊥ respectively. Given x ∈ h(0), let
x0 := pi0(x), x∗ := pi∗(x).
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Let s− ⊂ s be the Lie subalgebra of s spanned by the vectors Hi∗,−`−1, (i, `) ∈ I+. The basic
representation can be realized on the following vector space:
(62) Vx = S
∗(s−)⊗ C[eω]exω,
where x is a complex number and ω := pi0(γb). The first factor of the tensor product in (62) is
the symmetric algebra on s−, and the second one is isomorphic to the group algebra of the lattice
pi0(Λ
(0)) = Zpi0(γb). We will refer to |0〉 := 1 ⊗ exω as the vacuum vector. Slightly abusing the
notation we define the operator
∂ω :=
∂
∂ω
− x,
acting on Vx, so that ∂ω |0〉 = 0.
Put
Xα(ζ) =
∑
n∈Z
Aα,n ζ
−n =
1
κ
κ∑
m=1
∑
n∈Z
η−nm(σmb (Aα)t
n)ζ−n, α ∈ ∆(0),
where Aα appears in (54). Let E
∗
α(ζ) be the vertex operator
(63) E∗α(ζ) = exp
( ∑
(i,`)∈I+
(α|Hi)Hi∗,−`−1 ζ
mi+`κ
mi + `κ
)
exp
( ∑
(i,`)∈I+
(α|Hi∗)Hi,` ζ
−mi−`κ
−mi − `κ
)
.
Lemma 24. There are operators Cα, α ∈ ∆(0), independent of ζ, that commute with all basis
vectors (59) of s different from H0, such that
Xα(ζ) = X
0
α(ζ)E
∗
α(ζ),
where
(64) X0α(ζ) = ζ
κ |α0|2/2Cαζκα0 , α0 := pi0(α).
Proof. After a direct computation we get
[Hi,`, Xα(ζ)] = (α|Hi)ζmi+`κXα(ζ).
It follows that Xα(ζ) = X
0
α(ζ)E
∗
α(ζ), where X
0
α(ζ) is an operator commuting with all Hi,` 6= H0.
After a direct computation we get the following commutation relations:
hα,β (−d) h−1α,β = −d+ κα+
1
2
|α|2 κ2K,
hα,β Aγ,n h
−1
α,β = e
2pi
√−1 (β|γ)Aγ,n+κ(α|γ) + δn,0(α|Aγ)κK,
and hα,β commute with the Heisenberg algebra s except for:
hα,β H0 h
−1
α,β = H0 + (α|H0)κK.
Here hα,β are given in (61). In order to determine the dependence on ζ of X
0
α(ζ) we first have to
notice that
(65) − d = 1
2
|ρs|2K + 1
2
H20 +
∑
(i,`)∈I+
Hi∗,−l−1Hi,`,
where H0 = H01 = H02. Indeed, if we decompose the basic representation into a direct sum of
weight subspaces of s, then using the above commutation relations, we get that the LHS of (65)
is an operator that preserves these weight subspaces while the difference of the LHS and the RHS
commutes with s and S. The formula follows up to the constant term 12 |ρs|2K, which is fixed by
examining the action of the operator d ∈ g on the vacuum vector. Using formula (55) for Xtn = ρs
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we get that ρs (viewed as an element of g
σb) acts on the vacuum by the scalar −|ρs|2/κ; then since
the RHS of formula (56) acts by 0 on the vacuum, we get that d ∈ gσb acts by the scalar
−|ρs|2/κ+ 1
2
|ρs|2(1/κ) = − 1
2κ
|ρs|2.
Since we have
[d,Xα(ζ)] = −ζ∂ζXα(ζ), [d,E∗α(ζ)] = −ζ∂ζE∗α(z),
we easily get −ζ∂ζX0α = [d,X0α]. On the other hand, X0α(ζ) commutes with Hi,` for all i, `, except
(66) [H0, X
0
α(ζ)] = (α|H0)X0α.
It follows that
ζ∂ζX
0
α = κ
(
X0αα0 +
|α0|2
2
X0α
)
.
Solving the above equation we get formula (64). 
Lemma 25. The operators Cα in (64) satisfy the following commutation relation
(67) CαCβ = (α, β)B
−1
α,βCα+β,
where
Bα,β = κ
−(α|β)
κ−1∏
m=1
(1− ηm)(σmb (α)|β).
Proof. Let us assume first that α 6= −β are two roots. After a direct computation we get that the
commutator [Xα(ζ), Xβ(w)] is given by the following formula:
1
κ
κ∑
m=1
m−1∏
j=1
υ−1(σjb(β))
 (α, σmb (β)) δ(η−mζ, w)wXα+σmb (β)(ζ),
where δ(x, y) :=
∑
n∈Z x
ny−n−1 is the formal delta function. On the other hand,
E∗α(ζ)E
∗
β(w) =
κ∏
m=1
(
1− ηmw
ζ
)(σmb (α)|β)
: E∗α(ζ)E
∗
β(w) : ,
where : : is the standard normal ordering in the Heisenberg group - all annihilation operators Hi,`
must be moved to the right. Substituting in the above commutator Xγ(ζ) = X
0
γ(ζ)E
∗
γ(ζ) we get
that the following two expressions are equal:
(68)
κ∏
m=1
(
1− ηmw
ζ
)(σmb (α)|β)
X0α(ζ)X
0
β(w)−
κ∏
m=1
(
1− ηm ζ
w
)(σmb (β)|α)
X0β(w)X
0
α(ζ)
and
(69)
1
κ
κ∑
m=1
m−1∏
j=1
υ−1(σjb(β))
 (α, σmb (β))δ(η−mζ, w)wX0α+σmb (β)(ζ).
Both formulas have the form iζ,wP1(ζ, w)−iζ,wP2(ζ, w), where P1 and P2 are some rational functions
and iζ,w (resp. iw,ζ) means the Laurent series expansion in the region |ζ| > |w| (resp. |w| < |ζ|).
Since P1 = P2 for the second expression, the same must be true for the first one, i.e.,
κ∏
m=1
(
1− ηmw
ζ
)(σmb (α)|β)
X0α(ζ)X
0
β(w) =
κ∏
m=1
(
1− ηm ζ
w
)(σmb (β)|α)
X0β(w)X
0
α(ζ).
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Recalling formula (64) and (66), the above equality implies:
(70) CαCβ =
κ∏
m=1
(−ηm)(α|σmb (β)) CβCα.
Using this equality we can easily write (68) as a sum of formal delta functions. Comparing with
(69) we get (67). 
Lemma 26. Let ωb, ωi, i = (k, p) ∈ Itw, be the fundamental weights corresponding to the basis of
simple roots γb, γi, i ∈ Itw, then
(ωi|χωb) = di, pi0(γb) = χωb, pi∗(γb) = −
∑
i∈Itw
di γi.
Proof. Let {εk,p}akp=1 be the standard basis of Cak for any fixed k = 1, 2, 3. The root system of
type Aak−1 is given by {εk,p − εk,q} and the standard choice of simple roots is γk,p = εk,p − εk,p+1,
1 ≤ p ≤ ak − 1. Note that the fundamental weights corresponding to the basis of simple roots are
ω˜k,p =
(
1− p
ak
)
(εk,1 + · · ·+ εk,p)− p
ak
(εk,p+1 + · · ·+ εk,ak).
It follows that the pairing between the fundamental weights is
(ω˜k,p|ω˜k,q) = min(p, q)− pq/ak.
In particular, we have
(71) ω˜k,p =
(
1− p
ak
)
γ1 + · · · ,
where the remaining terms involve only γ2, . . . , γak−1.
In our settings, the roots {γk,p}ak−1p=1 give rise to a subroot system of type Aak−1. Let us denote
by ω˜k,p the corresponding fundamental weights. Note that
ωk,p = ω˜k,p − (ω˜k,p|γb)ωb,
so the first formula of the Lemma follows from (71) and
(γb|γk,p) = −δp,1, (ω˜k,p|ωb) = 0.
The other two identities follow easily from the first one. 
Using formula (67) we define Cα for all α in the root lattice Λ
(0); then formula (70) still holds.
Finally, a similar argument gives us that
(72) CαC−α = (α,−α)B−1α,−α, i.e., C0 = 1.
Lemma 27. Let cα (α ∈ Λ(0)) be operators defined by
(73) Cα = cα exp
(
(ωb|α)ω
)
exp
(
2pi
√−1 (ρb|α)∂ω
)
.
Then [cα, cβ] = 0.
Proof. To begin with, note that by definition, the commutator CαCβC
−1
α C
−1
β is given by the fol-
lowing formula:
κ∏
m=1
(−ηm)(α|σmb (β)) = epi
√−1 (α0|β)e2pi
√−1 ((1−σb)−1α∗|β).
On the other hand, using (73), the commutator becomes
(74) cαcβc
−1
α c
−1
β exp 2pi
√−1
(
(ρb|α)(ωb|β)− (ρb|β)(ωb|α)
)
.
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Recall that σb is a composition of 3 matrices σ
(0)
k , k = 1, 2, 3 whose action on the subspace with
basis {γk,1, . . . , γk,ak−1} is represented by the matrix
σ
(0)
k =

−1 1 · · · 0 0
−1 0 . . . 0 0
...
...
. . .
. . .
...
−1 0 · · · 0 1
−1 0 · · · 0 0
 .
It is easy to check that the (p, q)-th entry
(75)
[
(1− σ(0)k )−1
]
pq
=
p
ak
− εpq, εpq =
{
0 if p ≤ q,
1 if p > q.
A straightforward computation using formula (75) and Lemma 26 yields
((1− σ(0)k )−1γk,p|γb) = −
1
ak
,
((1− σ(0)k )−1γk,p|γk,q) = δp,q − δp+1,q,
((1− σb)−1(γb)∗|γk,q) = 1
ak
(mod Z),
((1− σb)−1(γb)∗|γb) = 1− 1
2
χ .
Using the above formulas we get
((1− σb)−1pi∗(α)|β) = (ρb|α) (ωb|β)− (ρb|β) (ωb|α)− 1
2
(α0|β0) (mod Z).
For the commutator we get
CαCβC
−1
α C
−1
β = exp
(
2pi
√−1
(
(ρb|α) (ωb|β)− (ρb|β) (ωb|α)
))
.
Comparing with (74) we get cαcβc
−1
α c
−1
β = 1. 
Lemma 27 implies that the operators cα can be represented by scalars, i.e., we can find complex
numbers cα, α ∈ Λ(0) such that
(76) cαcβ = (α, β)B
−1
α,β e
−2pi√−1(ρb|β)(ωb|α) cα+β.
For example we can choose cαi arbitrarily for the simple roots αi and then use formula (76) to
define the remaining constants.
The level 1 basic representation can be realized on Vx as follows. Let us represent the Heisenberg
algebra s on C[eω]exω by letting all generators act trivially, except for H0 7→ (H0|γb) ∂ω. The latter
is forced by the commutation relation
[H0, Cα] = (α|H0)Cα = (ωb|α) (H0|γb)Cα.
In this way Vx naturally becomes an s-module. Furthermore, put
(77) E0α(ζ) = exp
(
(ωb|α)ω
)
exp
((
(ωb|α)χ log ζκ + 2pi
√−1 (ρb|α)
)
∂ω
)
and Eα(ζ) = E
0
α(ζ)E
∗
α(ζ), where E
∗
α(ζ) is defined by formula (63). Thus the representation of the
Heisenberg algebra s on Vx can be lifted to a representation of the affine Lie algebra g
σb as follows:
Xα(ζ) 7→ cαζκ |α0|2/2Eα(ζ), α ∈ ∆(0)
K 7→ 1/κ,
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d 7→ − 1
2κ
|ρs|2 − 1
2
H20 −
∑
(i,`)∈I+
Hi∗,−`−1Hi,`.
4.3. The Kac–Wakimoto hierarchy. Following Kac–Wakimoto (see [44]), we can define an in-
tegrable hierarchy in the Hirota form whose solutions are parametrized by the orbit of the vacuum
vector |0〉 of the affine Kac–Moody group. A vector τ ∈ Vx belongs to the orbit if and only if
Ωx (τ ⊗ τ) = 0, where Ωx is the operator representing the following bi-linear Casimir operator:∑
α∈∆(0)
∑
n
Aα,n ⊗A−α,−n
(Aα|A−α) +K ⊗ d+ d⊗K +
H0 ⊗H0
κ
+
∑
(i,`)∈I+
(Hi,` ⊗Hi∗,−`−1 +Hi∗,−`−1 ⊗Hi,`
κ
)
,
On the other hand, we have∑
n
Aα,n ⊗A−α,−n
(Aα|A−α) = Resζ=0
dζ
ζ
aα(ζ)Eα(ζ)⊗ E−α(ζ),
where the coefficients aα can be computed explicitly thanks to formula (76), i.e.,
(78) aα(ζ) = Bα,α ζ
κ |α0|2 e2pi
√−1(ρb|α)(ωb|α).
We identify the symmetric algebra S∗(s−) with the Fock space C[y], where y = (yi,`) is a sequence
of formal variables indexed by (i, `) ∈ I+ as defined in (60), by identifying Hi∗,−`−1 = (mi+ `κ)yi,`.
Then (note that (H0|γb) = (κχ)1/2)
Hi,` =
∂
∂yi,`
, H0 = (κχ)
1/2 ∂ω, K = 1/κ,
and
d = −|ρs|
2
2κ
− κχ
2
∂2ω −
∑
(i,`)∈I+
(mi + `κ)yi,`∂yi,` .
The elements in Vx can also be thought as sequences of polynomials in the following way:
Vx ∼= C[y]Z,
∑
n∈Z
τn(y)e
(n+x)ω 7→ τ := (τn(y))n∈Z.
The above isomorphism turns C[y]Z into a module over the algebra of differential operators in eω:
(eω · τ)n = τn−1, (∂ω · τ)n = nτn.
The HQEs of the σb-twisted Kac–Wakimoto hierarchy will assume the form (4) stated in Section
1.0.3 provided we prove the following identity.
Lemma 28. The following identities hold
|ρs|2/κ2 = 1
12
3∑
k=1
a2k − 1
ak
=
1
2
tr
(1
4
+ θ θT
)
,
where θ is the Hodge grading operator (14).
Proof. Since τ = |0〉 is a solution to the hierarchy, we must have
|ρs|2/κ2 =
∑
α: (ωb|α)=0
aα(ζ).
Let α ∈ ∆(0) be such that (ωb|α) = 0, then formula (78) reduces simply to
aα(ζ) = Bα,α = κ
−2
κ−1∏
m=1
(1− ηm)(σmb (α)|α).
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Recall the notation in the proof of Lemma 26. We claim that α must belong to one of the root
subsystems ∆
(0)
k of type Aak−1 corresponding to the legs of the Dynkin diagram for some k. Indeed,
let us write α as a linear combination
∑
k,p ck,pγk,p for some integers ck,p. If this linear combination
involves a simple root γk,p for some k, then using reflections sk,p with p > 1 we can transform α to
a cycle α′ such that the decomposition of α′ as a sum of simple roots will involve γk,1. Moreover,
we still have (ωb|α′) = 0. In other words, we may assume that ck,1 6= 0 as long as ck,p 6= 0 for some
p. However, since (α|γb) = −
∑
k ck,1 and the coefficients ck,p have the same sign (depending on
whether α is a positive or a negative root) we get that there is precisely one k for which ck,1 6= 0.
Assume that α ∈ ∆(0)k , then since σb is a product of the Coxeter transformations σk′ = · · · sk′,2sk′,1,
in the above formula for aα only σk contributes and since the order of σk is ak, after a short com-
putation we get
aα(ζ) = a
−2
k
ak−1∏
m=1
(1− ηmk )(σ
m
k (α)|α), ηk = e2pi
√−1/ak .
These are precisely the coefficients of the principal Kac-Wakimoto hierarchy of type Aak−1. Let ρk
be the sum of the fundamental weights of ∆
(0)
k . It is well known that |ρk|2 = (ak− 1)ak(ak + 1)/12.
According to [25] the sum
|ρs|2/κ2 =
∑
α∈∆(0)k
aα(ζ) = |ρk|2/a2k =
1
12
3∑
k=1
(
ak − 1
ak
)
.
It remains only to notice (using θT = −θ) that
1
2
tr
(1
4
+ θ θT
)
=
1
2
tr
(1
2
+ θ
)(1
2
− θ
)
=
1
2
∑
i∈Itw
di(1− di) = 1
12
3∑
k=1
(
ak − 1
ak
)
.

4.4. Formal discrete Laplace transform. Let α ∈ ∆(0) and α˜ ∈ ∆ be as in Section 3.4. We
would like to compare the vertex operators Eα(ζ) and Γ˜
α˜(λ) := e(f˜α˜(λ;z))ˆ , where (−)̂ is the
quantization operation defined in Section 2.4.1 and
f˜α˜(λ; z) =
∑
n∈Z
I˜
(n)
α˜ (λ) (−z)n,
see (29). Using the formulas for the calibrated periods from Section 3.4 we get
Γ˜α˜(λ) = Uα˜(λ) Γ˜
α˜
0 (λ) Γ˜
α˜
∗ (λ),
where (we dropped the superscript and set ωb := ω
(0)
b )
Uα˜(λ) = exp
( ∞∑
`=1
(
(ωb|α)χ(log λ− C`) + 2pi
√−1(n+ (ρb|α))
)λ`
`!
q01` /
√
~
)
,
Γ˜α˜0 (λ) = exp
((
(ωb|α)χ (log λ− C0) + 2pi
√−1(n+ (ρb|α))
) q010√
~
)
× exp
(
− (ωb|α)
√
~
∂
∂q010
)
,
Γ˜α˜∗ (λ) = exp
( ∑
(i,`)∈I+
(α|Hi) ζmi+`κ yi,`
)
exp
( ∑
(i,`)∈I+
(α|Hi∗) ζ
−mi−`κ
−mi − `κ
∂
∂yi,`
)
,
where λ = ζκ/κ, and we use the change of variables
y02,` =
1√
~
κd02√
κχ
q02`
m02(m02 + κ) · · · (m02 + `κ) ,(79)
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yi,` =
1√
~
κdi√
κai
qi`
mi(mi + κ) · · · (mi + `κ) , (i, `) ∈ Itw × Z≥0.(80)
Comparing with (63) and (77) we get that Γ˜α˜∗ (λ) = E∗α(ζ) and that Γ˜α˜0 (λ) is a Laplace transform
of E0α(ζ). We make the last statement precise as follows. Put
V̂ := C~[[y, x, q011 + 1, q012 , . . . ]]Z.
The space V̂ contains a completion of the basic representation Vx. It has also some additional
variables q01` , ` ≥ 1 which will be treated as parameters. Just like before, we identify the elements
of V̂ with formal Fourier series
f = (fn)n∈Z 7→
∑
n∈Z
fn e
(n+x)ω.
Given f(~; q) ∈ C~[[q]] satisfying the condition
(81) f(~; q)
∣∣∣
q010 =x
√
~
∈ C~[[q]] ∀x ∈ C,
define the formal Laplace transform of f depending on a parameter C (C 6= 0)
FC(f(q010 , . . . )) :=
∑
n∈Z
f((x+ n)
√
~, . . . ) e(n+x)ω C
1
2
n2 ∈ V̂ ,
where the dots stand for the remaining q-variables on which f depends. It is easy to check that
(82) FC ◦ q010 /
√
~ =
∂
∂ω
◦ FC
and
(83) FC ◦ e−m
√
~∂/∂q010 = emω C
1
2
m2+m∂ω ◦ FC ,
where recall that ∂ω =
∂
∂ω − x.
Lemma 29. Let C = κχ eχC0, then
E0α(ζ) FC = FC e−AB−
1
2
B2 logC eAx Γ˜α˜0 ,
where
A = (ωb|α)χ (log λ− C0) + 2pi
√−1(n+ (ρb|α)), B = (ωb|α).
Proof. Using (82) and (83) we get that the vertex operators in q010 transform as follows:
FC eAq010 /
√
~ e−B
√
~∂/∂q010 = eAB+
1
2
B2 logC eAx eBωe(A+B logC)∂ω FC .
On the other hand, after a straightforward computation, we get
eAB+
1
2
B2 logC = ζκ|α0|
2
e
− |α0|2
2χ
(2χ(C0+log κ)−logC)e2pi
√−1(ωb|α)(ρb|α)
and
(84) A+B logC = (ωb|α)
(
χ log ζκ + logC − χ(C0 + log κ)
)
+ 2pi
√−1(n+ (ρb|α)).
Furthermore, note that since the operator e2pi
√−1∂ω acts as the identity on V̂ , the integer n in (84)
may be set to 0. Finally, it remains only to compare with (77) and to recall our assumption
(85) logC = χ(C0 + log κ).

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4.5. Integrable hierarchies for the affine cusp polynomials. For every root α ∈ ∆(0) ⊂ H(0)
we fix an arbitrary lift α˜ ∈ ∆ ⊂ h (cf. Section 3.4). The subset of affine roots obtained in this way
will be denoted by ∆′. Following the construction of Givental and Milanov in [34] we introduce the
following Casimir-like operator
Ω˜∆′(λ) = −λ
2
2
(
N∑
m=1
: (φ˜m(λ)⊗a 1− 1⊗a φ˜j(λ))(φ˜m(λ)⊗a 1− 1⊗a φ˜m(λ)) :
)
+
+
∑
α˜∈∆′
b˜α˜(λ)Γ˜
α˜(λ)⊗a Γ˜−α˜(λ)− 1
2
tr
(
1
4
+ θ θT
)
,
where the notation is as follows. Let {α˜m}Nm=1 and {α˜m}Nm=1 be two sets of vectors in h such that
under the projection I˜(0)(1) : h→ H(0) they project to bases dual with respect to the intersection
form (·|·), i.e., (α˜j |α˜m) = δj,m. Then
φ˜m(λ) = (∂λ f˜α˜m(λ; z))̂ , φ˜m(λ) = (∂λ f˜α˜m(λ; z))̂ , 1 ≤ m ≤ N.
The tensor product is over the polynomial algebra a := C~[q011 , q012 , . . . ], which in particular means
that almost all terms that involve log λ cancel.
The first sum in the definition of Ω˜∆′ is monodromy invariant around λ = ∞ and hence it
expands in only integral powers of λ. In fact one can check that the corresponding coefficients give
rise to a representation of the Virasoro algebra, which can be identified with an instance of the
so called coset Virasoro construction7. After a straightforward computation using the formulas for
the periods from Section 3.4, we get the following formula for the coefficient in front of λ−2 (i.e.,
the L0-Virasoro operator)
χ
2~
(q010 ⊗a 1− 1⊗a q010 )2 +
∑
(i,`)∈I+
(mi
κ
+ `
)
(qi` ⊗a 1− 1⊗a qi`)(∂qi` ⊗a 1− 1⊗a ∂qi`).
The coefficient b˜α˜ are defined in terms of the vertex operators Γ˜
α˜(λ) as follows
(86) b˜−1α˜ (λ) = lim
µ→λ
(
1− µ
λ
)2
B˜α˜,−α˜(λ, µ), α˜, β˜ ∈ ∆,
where B˜α˜,β˜(λ, µ) is the phase factor from the composition of the following two vertex operators:
Γ˜α˜(λ)Γ˜β˜(µ) = B˜α˜,β˜(λ, µ) : Γ˜
α˜(λ)Γ˜β˜(µ) : .
After a straightforward computation as in Section 4.2, we get
(87) B˜α˜,β˜(λ, µ) = µ
−(α0|β0)eC0(α0|β0)−2pi
√−1(ωb|α) (ρb|β)
κ∏
m=1
(
1− ηm(µ/λ)1/κ
)(σmb (α)|β)
.
We are interested in the following system of Hirota quadratic equations: for every integer n ∈ Z
(88) Resλ=∞
dλ
λ
(
Ω˜∆′(λ) (τ ⊗a τ)
)∣∣∣∣
q010 ⊗1−1⊗q010 =n
√
~
= 0
where τ ∈ C~[[q0, q1 + 1, q2 . . . ]]. The operator Ω˜∆′(λ) is multivalued near λ = ∞: the analytic
continuation around λ = ∞ corresponds to a monodromy transformation of each cycles α˜ ∈ ∆′
of the type α˜ 7→ σb(α˜) + nα˜ϕ, where nα˜ ∈ Z. Using Proposition 18 we get that the analytic
continuation transforms Ω˜∆′(λ) by permuting the cycles α˜ and multiplying each vertex operator
term by e2pi
√−1nα˜(q010 ⊗1−1⊗q010 ). Therefore the 1-form in (88) is invariant with respect to the analytic
continuation near λ =∞. Moreover, for the same reason the equations (88) are independent of the
choice of a lift ∆′ of ∆(0).
7We are thankful to B. Bakalov for this remark.
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Remark 30. The Hirota quadratic equations (88) are a straightforward generalization of the con-
struction of Givental and Milanov [34] (see also [25], where the coefficients b˜α˜ were interpreted in
terms of the vertex operators) of integrable hierarchies for simple singularities.
The following is the main result of this section.
Theorem 31. If τ is a solution to the Hirota quadratic equations (88), then FC(τ) with C = κχQ
is a tau-function of the σb-twisted Kac–Wakimoto hierarchy.
Proof. We just have to find the Laplace transform of the Hirota quadratic equations (4) of the
Kac–Wakimoto hierarchy. Let α ∈ ∆(0) and α˜ ∈ ∆ be as in Section 3.4. Using Lemma 29 we get(
aα(ζ)Eα(ζ)⊗ E−α(ζ)
) (
FC ⊗FC
)
=
(
FC ⊗FC
)(
bα˜(λ) Γ˜
α˜(λ)⊗a Γ˜−α˜(λ)
)
,
where the coefficient bα˜ is given by
aα(ζ) ζ
−2κ|α0|2e
|α0|2
χ
logC
e−4pi
√−1(ωb|α)(ρb|α).
Recalling formula (78) and λ = ζκ/κ we get
(89) bα˜(λ) = Bα,α λ
−|α0|2 e|α0|
2 C0 e−2pi
√−1(ωb|α)(ρb|α).
Using (86) and (87), it is not hard to verify that bα˜(λ) = b˜α˜(λ).
In other words, FC(τ) is a solution to the Kac–Wakimoto hierarchy if τ satisfies the following
equations:
Resλ=∞
dλ
λ
(
(FC ⊗FC)Ω˜∆′(λ) (τ ⊗a τ)
)
= 0.
Comparing the coefficients in front of e(n
′+x)ω ⊗ e(n′′+x)ω we get (88) with n = n′ − n′′. 
5. The main Theorem
5.1. Vertex operators. The symplectic loop space formalism in GW theory was introduced by
Givental [33]. We apply this natural framework to describe and investigate further the Hirota
quadratic equations (88). In this section, we again adopt the notation that α, β are in the affine
root system ∆.
Recall the series (22). We are interested in the vertex operators
(90) Γα(t, λ) =: ef̂
α(t,λ) :, α ∈ ∆,
and their phase factors Bα,β(t, λ, µ) defined by
Γα(t, λ)Γβ(t, µ) = Bα,β(t, λ, µ) : Γ
α(t, λ)Γβ(t, µ) : α, β ∈ ∆,
where : · : is the usual normal ordering – move all differentiation operators to the right of the
multiplication operators. Note that
(91) Bα,β(t, λ, µ) := e
Ω(fα(t,λ;z)+,fβ(t,µ;z)−).
The action of the vertex operators on the Fock space is not well defined in general. We would like
to recall the conjugation laws from [31] and to make sense of the vertex operator action on the
Fock space.
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5.1.1. Vertex operators at infinity. Let us fix t ∈ M and expand the vertex operators Γα(t, λ) in
a neighborhood of λ = ∞. By definition (see (28)) we have fα(t, λ; z) = Stf˜α(λ; z). Using formula
(37), it is easy to prove that
(92) Γ˜α(λ) Ŝ−1t = e
1
2
W (f˜α(λ)+ ,˜fα(λ)+)Ŝ−1t Γ
α(t, λ).
In particular, using the formal λ−1-adic topology we get that the vertex operator Γα(t, λ) defines
a linear map C~[[q]]→ K~[[q]], where K is an appropriate field extension of the field C((λ−1)).
Let us explain the relation between the phase factors. Recall formula (87), the RHS is interpreted
as an element in C((λ−1/κ))((µ−1/κ)) by taking the Laurent series expansion with respect to λ at
λ =∞.
Proposition 32. The following formula holds:
Bα,β(t, λ, µ) = B˜α,β(µ, λ)e
Wt(f˜α(µ)+ ,˜fβ(λ)+).
Proof. Conjugating the identity Γ˜α(λ)Γ˜β(µ) = B˜α,β(λ, µ) : Γ˜
α(λ)Γ˜β(µ) : by Ŝt and using formula
(92) we get that
e
1
2
(
Wt(f˜α(λ)+ ,˜fα(λ)+)+Wt(f˜β(µ)+ ,˜fβ(µ)+)
)
Bα,β(t, λ, µ)
coincides with
e
1
2
Wt(f˜α(λ)++f˜β(µ)+ ,˜fα(λ)++f˜β(µ)+)B˜α,β(λ, µ).
The quadratic form W is symmetric, so comparing the above identities yields the desired formula.

5.1.2. Vertex operators at a critical value. Let us assume now that λ is near one of the critical
values uj(t) and that β is a cycle vanishing over λ = uj(t), 1 ≤ j ≤ N + 1. According to Lemma 6
we have fβ(t, λ; z) = ΨtRt(z)fA1(uj , λ; z). Using Lemma 9 it is easy to prove (see [31], Section 7)
that
(93) Γβ(t, λ) Ψ̂tR̂t = e
1
2
Vt(fβ(t,λ)−,fβ(t,λ)−)Ψ̂tR̂t Γ
±
A1
(uj , λ),
where Γ±A1(uj , λ) =: e
±f̂A1 (uj ,λ) : is the vertex operator of the A1-singularity, Vt is the second order
differential operator defined in Lemma 9, and
Vt(fβ(t, λ)−, fβ(t, λ)−) =
∞∑
`,m=0
(I
(−`)
β (t, λ), V`m I
(−m)
β (t, λ)).
In this case, the action of the vertex operators is well-defined on the subspace spanned by the tame
asymptotical functions and it yields a linear map
Γβ(t, λ) : C~[[q]]tame → K~[[q]],
where K = C(((λ − uj)1/2)). Furthermore, the phase factor Bα,β(t, λ, µ) is well defined if β is a
vanishing cycle, since it can be interpreted as an element in C(((µ− uj)1/2))(((λ− uj)1/2)). Finally,
similarly to Proposition 32, we have
(94) Bβ,β(t, λ, µ) = BA1(uj , λ, µ)e
−Vt(fβ(t,λ)−,fβ(t,µ)−),
where BA1(uj , λ, µ) is the phase factor of the product Γ
±
A1
(uj , λ)Γ
±
A1
(uj , µ). A straightforward
computation gives
(95) BA1(uj , λ, µ) =
(√
λ− uj −√µ− uj√
λ− uj +√µ− uj
)2
,
where the RHS should be expanded into a Laurent series with respect to µ at µ = uj .
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5.2. From descendants to ancestors. Following our construction of the HQEs from Section 4.5
we would like to introduce an integrable hierarchy for the ancestor potential At. Let us introduce
the Heisenberg fields
φβ(t, λ) = ∂λf̂
β(t, λ), β ∈ ∆′,
and the corresponding Casimir operator
Ω∆′(t, λ) = −λ
2
2
( N∑
m=1
: (φβm(t, λ)⊗a 1− 1⊗a φβm(t, λ))(φβm(t, λ)⊗a 1− 1⊗a φβm(t, λ)) :
)
+
+
∑
β∈∆′
bβ(t, λ)Γ
β(t, λ)⊗a Γ−β(t, λ)− 1
2
tr
(1
4
+ θ θT
)
,
where {βm} and {βm} are chosen as {α˜m} and {α˜m} as in Section 4.5, and the coefficients bβ(t, λ)
are defined by
(96) bβ(t, λ)
−1 = lim
µ→λ
(
1− µ
λ
)2
Bβ,−β(t, λ, µ).
Finally, we need also to discretize the HQEs corresponding to the above Casimir operator so that
we offset the problem of multivaluedness. Note that, for the toroidal cycle ϕ in Section 3.3.1,
according to Proposition 18 the vector fϕ(t, λ; z) has only negative powers of z, so the quantization
f̂ϕ(t, λ) is a linear function in q.
Lemma 33. Let ϕ be the toroidal cycle. Then the equation
(97) f̂ϕ(t, λ)⊗ 1− 1⊗ f̂ϕ(t, λ) = 2pi√−1n
is equivalent to
[S−1t q(z)]0,01 ⊗ 1− 1⊗ [S−1t q(z)]0,01 = n
√
~(98)
[S−1t q(z)]`,01 ⊗ 1− 1⊗ [S−1t q(z)]`,01 = 0, ∀` ≥ 1,(99)
where [S−1t q(z)]`,i denotes the coefficient of S
−1
t q(z) in front of φiz
`.
Proof. Note that
f˜ϕ(λ; z) = 2pi
√−1
∞∑
`=0
λ`
`!
φ02 (−z)−`−1.
The equations (98)–(99) can be written equivalently as
Ω(f˜ϕ(λ; z), S−1t q(z)) = 2pi
√−1n
√
~.
It remains only to recall that St is a symplectic transformation and that
fϕ(t, λ; z) = Stf˜
ϕ(λ; z).

We will be interested in the following HQEs: for every integer n ∈ Z
(100) Resλ=∞
dλ
λ
(
Ω∆′(t, λ) (τ ⊗ τ)
)∣∣∣∣
f̂ϕ(t,λ)⊗1−1⊗f̂ϕ(t,λ)=2pi√−1n
= 0,
where τ belongs to an appropriate Fock space and we have to require also that the discretization is
well defined. For our purposes the HQEs (100) will be on the Fock space C~[[q0 + t, q1 + 1, q2, . . . ]].
On the other hand the operator Ŝ−1t gives rise to an isomorphism
Ŝ−1t : C~[[q0 + t, q1 + 1, q2, . . . ]]→ C~[[q0, q1 + 1, q2, . . . ]].
which allows us to identify the HQEs (88) and (100).
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Proposition 34. A function τ is a solution to the HQEs (100) iff Ŝ−1t τ is a solution to the HQEs
(88).
Proof. Using Proposition 32 we get that
Ω˜∆′(λ) (Ŝ
−1
t ⊗ Ŝ−1t ) = (Ŝ−1t ⊗ Ŝ−1t ) Ω∆′(t, λ).
It remains only to notice that the discretization in both HQEs are compatible with the action of
Ŝt, which follows easily from Lemma 10 and Lemma 33. 
5.3. The integrable hierarchy for A1-singularity. It was conjectured by Witten [64] and first
proved by Kontsevich [48] that the total descendant potential of a point is a tau-function of the
KdV hierarchy. The latter can be written in two different ways: via the Kac-Wakimoto construction
and as a reduction of the KP hierarchy. We will need both realizations, so let us recall them.
5.3.1. The Kac–Wakimoto construction of KdV. The Casimir operator (cf. Section 5.2) for the
A1-singularity f(x) = x
2/2 + u takes the form
ΩA1(u, λ) = −
λ2
4
: φV⊗Vβ (u, λ)φ
V⊗V
β (u, λ) : +
+bβ(u, λ)
(
ΓβA1(u, λ)⊗ Γ
−β
A1
(u, λ) + Γ−βA1 (u, λ)⊗ Γ
β
A1
(u, λ)
)
− 1
8
,
where the coefficient
bβ(u, λ) = lim
µ→λ
(
1− µ
λ
)−2
Bβ,β(u, µ, λ) =
λ2
16(λ− u)2 .
We denoted by V the Fock space C~[[q]], and
φV⊗Vβ (u, λ) := φβ(u, λ)⊗ 1− 1⊗ φβ(u, λ).
Witten’s conjecture (Kontsevich’s theorem) can be stated as follows:
(101) Resλ=∞ΩA1(0, λ) (Dpt ⊗Dpt) = 0.
To compare the above equation with the principal Kac-Wakimoto hierarchy of type A1, note that
ΓβA1(u, λ) = exp
(
2
∞∑
n=0
(2(λ− u))n+1/2
(2n+ 1)!!
qn√
~
)
exp
(
− 2
∞∑
n=0
(2n− 1)!!
(2(λ− u))n+1/2
√
~∂n
)
,
and that the coefficient in front of λ−2 in 14 : φ
V⊗V
β (0, λ)φ
V⊗V
β (0, λ) : is precisely
∞∑
n=0
(
n+
1
2
)
(qn ⊗ 1− 1⊗ qn)(∂n ⊗ 1− 1⊗ ∂n),
where ∂n := ∂/∂qn. It follows that the above equations coincide with the Kac–Wakimoto form of
the KdV hierarchy up to the rescaling qn = t2n+1(2n+ 1)!!.
On the other hand, the total descendant potential Dpt satisfies the string equation, which can
be stated as follows (see [33]): e(u/z)ˆDpt = Dpt. Using that
ΩA1(0, λ)
(
e(u/z)ˆ ⊗ e(u/z)ˆ
)
=
(
e(u/z)ˆ ⊗ e(u/z)ˆ
)
ΩA1(u, λ)
we get that Dpt satisfies also the following HQEs:
(102) Resλ=∞ΩA1(u, λ) (Dpt ⊗Dpt) = 0.
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5.3.2. The KdV hierarchy as a reduction of KP. According to Givental [31] the KdV hierarchy
(101) can be written also as
Resλ=0
(∑
±
dλ
±√λ Γ
±β/2
A1
(0, λ)⊗ Γ∓β/2A1 (0, λ)
)
(Dpt ⊗Dpt) = 0.
Using again the string equation and Proposition 32 we get that Dpt satisfies also the following
HQEs:
(103) Resλ=u
(∑
±
dλ
±√λ− u Γ
±β/2
A1
(u, λ)⊗ Γ∓β/2A1 (u, λ)
)
(Dpt ⊗Dpt) = 0.
5.4. The phase factors. In this section we will prove Proposition 41, that the phase factors
Bα,β(t, λ, µ) (see (91)) are multivalued analytic function and that the analytic continuation is
compatible with the monodromy action on the cycles α and β. To begin with put
B∞α,β(t, λ, µ) = exp Ω
∞
α,β(t, λ, µ),
where
(104) Ω∞α,β(t, λ, µ) := ιλ−1ιµ−1
∞∑
n=0
(−1)n+1(I(n)α (t, λ), I(−n−1)β (t, µ)),
where ιλ−1 (resp. ιµ−1) is the Laurent series expansion at λ = ∞ (resp. µ = ∞). The differential
of (104) with respect to t is
W˜α,β(λ, µ) := I(0)α (t, λ) • I(0)β (t, µ) =
∑
i∈I
(I(0)α (t, λ), ∂i • I(0)β (t, µ)) dti,
which will be interpreted as a 1-form on M depending on the parameters λ and µ. Furthermore,
for each t ∈M , put r(t) = maxj |uj(t)|, where {uj(t)}N+1j=1 is the set of all critical values of F (x, t).
In other words, r(t) is the radius of the smallest disk (with center at 0) that contains all critical
values of F (x, t). Let
D+∞ = {(t, λ, µ) ∈M × C2 : |λ− µ| < |µ| − r(t) < |λ| − r(t)}.
Note that since |λ − µ| ≥ 0 we have |λ| > r(t) and |µ| > r(t) for all (t, λ, µ) ∈ D+∞, which implies
that the Laurent series expansions of I
(0)
α (t, λ) and I
(0)
β (t, µ) at respectively λ =∞ and µ =∞ are
convergent. The first inequality in the definition of D+∞ guarantees that the line segment [λ, µ] is
outside the disk |x| ≤ r(t). In particular, in order to specify a branch of Wα,β(λ, µ) it is enough
to specify the branches of the period vectors only at the point (t, λ), the branch of the periods at
(t, µ) is determined via the line segment [λ, µ].
Proposition 35. The series (104) is convergent for all (t, λ, µ) ∈ D+∞.
Proof. Using Proposition 32 we can write (104) as a sum of two formal series
(105) Ω∞α,β(t, λ, µ) = Ω˜
∞
α,β(λ, µ) +Wt(f˜α(λ)+, f˜β(µ)+),
where Ω˜∞α,β is the Laurent series expansion of log B˜α,β in the domain |λ| > |µ|. Since the series
Ω˜∞α,β is convergent for |λ| > |µ| > |λ−µ|, it is enough to prove the proposition for the second series
on the RHS of (105). Recalling the definition of Wt and using the fact that modulo Q the series
St(z) = e
1
z
t∪, where t∪ means the classical orbifold cup product multiplication by t, we get that
lim
Re(t02)→−∞
lim
t→(0,··· ,0,t02)
(Wt − t02 P ) = 0,
On the other hand, since
dWt(f˜α(λ)+, f˜β(µ)+) = dΩα,β(t, λ, µ) = I
(0)
α (t, λ) • I(0)β (t, µ),
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the series
(106) Wt(f˜α(λ)+, f˜β(µ)+)− t02(α0|β0)/χ,
viewed as a formal Laurent series in λ−1 and µ−1 can be identified with the improper integral
(107) lim
ε→∞
∫ t
ε
(
I(0)α (t
′, λ) • I(0)β (t′, µ)− dt′02(α0|β0)/χ
)
,
where ε ∈M and the limit is taken along a straight segment, s.t., εi → 0 for i 6= 02 and Re(ε02)→
−∞. More precisely, if we take the Laurent series expansion of the integrand at λ = ∞ and
µ =∞ and integrate termwise, we get (106). It remains only to notice that the integrand extends
holomorphically at the limiting point ε =∞ (because we removed the singularity), so the termwise
integration preserves the convergence. 
The proof of Proposition 35 yields slightly more. Namely, we proved that the 2nd summand on
the RHS of (105) is a convergent Laurent series in λ−1 and µ−1 and that the corresponding limit
is a multi-valued analytic function on
D∞ := {(t, λ, µ) ∈M × C2 : |λ− µ| < min(|λ| − r(t), |µ| − r(t))}.
On the other hand, the phase factor B˜α,β(λ, µ) is also a multivalued analytic function on D∞ except
for a possible pole along λ = µ. Hence we have the following corollary (of the proof).
Corollary 36. The series B∞α,β(t, λ, µ) extends analytically to a multivalued analytic function on
D∞ except for a possible pole along the diagonal λ = µ.
Using the analytic extension of B∞α,β(t, λ, µ) we define a multi-valued function with values in the
space C{{ξ}} of convergent Laurent series at ξ = 0 in the following way:
Bα,β : (M × C)∞ → C{{ξ}}, (t, λ) 7→ ιµ−λB∞α,β(t, λ, µ),
where ξ = µ− λ, ιµ−λ is the Laurent series expansion at µ = λ, and
(M × C)∞ := {(t, λ) ∈M × C : |λ| > r(t)}.
It is convenient to introduce the 1-form Wα,β(ξ) := W˜α,β(0, ξ). Following [31] we call Wα,β(ξ) the
phase form. Note that if C ⊂ (M × C)∞ is a path from (t, λ) to (t′, λ′), then
(108) Bα,β(t
′, λ′) = Bα,β(t, λ) e
∫
CWα,β(ξ).
Therefore we can uniquely extend the function Bα,β to a function on (M × C)′, so that formula
(108) holds for all paths C ⊂ (M ×C)′. Finally, for every (t, λ) ∈ (M ×C)′ and µ sufficiently close
to λ we define
Bα,β(t, λ, µ) = Bα,β(t, λ)|ξ=µ−λ , Ωα,β(t, λ, µ) := logBα,β(t, λ, µ).
Note that Bα,β(t, λ, µ) = B
∞
α,β(t, λ, µ) if (t, λ, µ) ∈ D+∞.
Let t0 ∈ M be a generic point, so that all critical points of F (x, t0) are of type A1 and the
absolute values of the corresponding critical values are pairwise distinct. Let uj(t0) be a critical
value of F (x, t0) with a maximal absolute value, i.e., |uj(t0)| = r(t0). There exists a real number
0 > 0, s.t., if |x| < 0, then r(t0 + x1) = |uj(t0) + x|. We fix t = t0 + x01, λ, and µ, s.t., the
line segment [µ − uj(t0), x0] is contained inside the disk {|x| < 0} ⊂ C and the line segment
[t0, t] × {(λ, µ)} ⊂ D+∞ . For example, fix µ, s.t., |µ| > uj(t0) and |µ − uj(t0)| < ε0 and put
x0 =
1
2(µ− uj(t0)), then we can find λ such that all requirements are fulfilled.
Lemma 37. If β ∈ H2(Xt,µ;Z) is a cycle vanishing over t = t0 + (µ− uj(t0))1, then
(109) Ωα,β(t, λ, µ) = lim
ε→0
∫ t
t0+(ε+µ−uj(t0))1
W˜α,β(λ, µ),
where the integration is along a straight segment.
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Proof. By definition Ωα,β(t, λ, µ) is the Laurent series expansion near λ =∞ of the series
(110)
∞∑
n=0
(−1)n+1(I(n)α (t, λ), I(−n−1)β (t, µ)),
while the RHS of (109) is
(111) lim
ε→0
∫ x0
ε+µ−uj
(I(0)α (t0, λ− x), I(0)β (t0, µ− x))dx.
Using integration by parts (n+ 1) times and the fact that the periods I
(−p−1)
β (t0, µ− x) vanish at
x = µ− uj , we get that the integral (111) coincides with
n∑
p=0
(−1)p+1(I(p)α (t′0, λ), I(−p−1)β (t′0, µ)) +
lim
ε→0
(−1)n+1
∫ x0
ε+µ−uj
(I(n+1)α (t0, λ− x), I(−n−1)β (t0, µ− x))dx.(112)
The Laurent series expansion of I
(n+1)
α (t0, λ−x) = I(n+1)α (t0+x1, λ) in λ−1 has radius of convergence
r(t0 +x1). Hence, it is uniformly convergent for all x that vary along a compact subset of the open
subset in C defined by the inequality
{x ∈ C : |λ| > r(t0 + x1)}.
On the other hand, according to our choice of x0, λ, and µ, the point (t0 + x1, λ, µ) ∈ D+∞ for all
x on the integration path. In particular, |λ| > |µ| > r(t0 + x1), which means that the integration
path is entirely contained in the above open subset. Hence the integral (112) has a convergent
Laurent series in λ−1. Moreover, the leading order term of the expansion is λ−e for some rational
number e > n. This proves that the Laurent series expansions (in λ−1) of the integral (111) and of
the series (110) coincide. 
Our next goal is to prove that the analytic continuation of the phase factor Bα,β(t, λ, µ) is
compatible with the monodromy representation in the following sense. Recall the monodromy
representation (cf. Section 2.3)
ρ : pi1((M × C)′)→ GL(h).
Let U ⊂ (M × C)′ be an open subdomain and fα,β(t, λ) be a (vector-valued) function depending
bi-linearly on (α, β) ∈ h × h and analytic in a neighborhood of some point (t0, λ0) ∈ U . We say
that fα,β is multi-valued analytic on U if it can be extended analytically along any path in U .
Furthermore, we say that fα,β is compatible with the monodromy representation ρ, if for every
closed loop C in U , the analytic continuation of fα,β(t, λ) along C coincides with fw(α),w(β)(t, λ),
where w = ρ(C) is the corresponding monodromy transformation.
Recall that (see Corollary 36) the Laurent series Ω∞β,α(t, λ, µ) extends analytically to a multi-
valued analytic function Ωβ,α(t, λ, µ) defined for all (t, λ, µ) ∈ D∞, s.t., λ 6= µ.
Lemma 38. Let α and β be cycles in the vanishing cohomology, s.t., (α|β) = 0 then
Ωα,β(t, λ, µ)− Ωβ,α(t, µ, λ) = 2pi
√−1 SF(α, β) ∀(t, λ, µ) ∈ D+∞,
where SF is the bi-linear form (57).
Proof. Since the difference
Ωβ,α(t, λ, µ)− Ω˜β,α(λ, µ), where Ω˜β,α(λ, µ) := log B˜β,α(λ, µ),
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has a convergent Laurent series expansion in D∞ and it is invariant under switching (β, λ)↔ (α, µ),
it is enough to prove the statement for Ω˜α,β(λ, µ) where (λ, µ) is a point in the open subset
{|λ− µ| < min(|λ|, |µ|)} ⊂ C2.
Recalling formula (87), the rest of the proof is a straightforward computation (see also the proof
of Lemma 27, where some of the computations were already done). 
Remark 39. If we omit the condition (α|β) = 0 in Lemma 38, then the identity is true only up
to an integer multiple of 2pi
√−1(α|β). The ambiguity comes from the fact that the phase factor
Ω˜α,β(λ, µ) has a logarithmic singularity along λ = µ of the type (α|β) log(λ− µ).
Proposition 40. The phase factor Bα,β(t, λ) is compatible with the monodromy representation in
the domain (M × C)′.
Proof. By definition we have to prove that if C ′ ⊂ (M ×C)′ is an arbitrary loop based at (t, λ) and
µ is sufficiently close to λ, then
Bw(α),w(β)(t, λ, µ) = Bα,β(t, λ, µ) e
∫
C W˜α,β(λ,µ),
where w = ρ(C ′) and C ⊂M is the path parametrized by
t′ + (λ− λ′)1, (t′, λ′) ∈ C ′.
We may assume that (t, λ, µ) ∈ D+∞, because by definition the value of Bα,β at any other point
differs by an integral along the path of the phase form W˜α,β(λ, µ). Under this assumption the above
equality is equivalent to
(113) Ω∞w(α),w(β)(t, λ, µ) = Ω
∞
α,β(t, λ, µ) +
∫
C
W˜α,β(λ, µ) (mod 2pi
√−1Z).
We first prove a special case of the above formula. Namely, let us choose a generic point t0 ∈ M ,
s.t., the absolute values of the critical values of F (x, t0) are pairwise distinct and let uj(t0) be the
critical value with maximal absolute value (here the notation is the same as in Lemma 37). We will
assume that t = t0 +x01 is sufficiently close to t0 + (µ−uj(t0))1 and that C is a closed loop of the
type t0 +x1, where the parameter x varies along a small closed loop based at x0 ∈ C going around
µ−uj(t0), so that the line segment [λ−x, µ−x] moves around uj . Let us denote by γ ∈ H2(Xt,λ;Z)
the vanishing cycle vanishing over (t0, uj(t0)), then we have the following decompositions:
α = α′ +
(α|γ)
2
γ, β = β′ +
(β|γ)
2
γ,
where α′ and β′ are cycles invariant w.r.t. the local monodromy around the point (t0, uj(t0)). After
a straightforward computation we get
Ωw(α),w(β)(t, λ, µ)− Ωα,β(t, λ, µ) = −(α|γ)Ωγ,β′(t, λ, µ)− (β|γ)Ωα′,γ(t, λ, µ),
while
∫
C W˜α,β(λ, µ) is
(114)
1
2
(β|γ)
∫
C
W˜α′,γ(λ, µ) + 1
2
(α|γ)
∫
C
W˜γ,β′(λ, µ) + 1
4
(α|γ) (β|γ)
∫
C
W˜γ,γ(λ, µ),
where we used that
∫
C W˜α′,β′(λ, µ) = 0, because the periods I
(0)
α′ (t0, λ − x) and I(0)β′ (t0, µ − x) are
holomorphic respectively at x = λ − uj and x = µ − uj , which means that the phase form is
holomorphic inside the loop C. The last integral in the above formula is easy to compute because
only the singular terms of I
(0)
γ (t0, λ− x) and I(0)γ (t0, µ− x) contribute, i.e.,∫
C
W˜γ,γ(λ, µ) = 2
∮
dx√
(λ− uj(t0)− x)(µ− uj(t0)− x)
= 4pi
√−1.
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According to Lemma 37
Ωα′,γ(t, λ, µ) =
∫ t
t0+(µ−uj(t0))1
W˜α′,γ(λ, µ)
and the integral on the RHS has a convergent Laurent series expansion in λ−uj(t) and (µ−uj(t))1/2,
which allows us to evaluate the integral∫
C
W˜α′,γ(λ, µ) = −2
∫ t
t0+(µ−uj(t0))1
W˜α′,γ(λ, µ) = −2Ω∞α′,γ(t, λ, µ) = −2Ωα′,γ(t, λ, µ).
It remains only to evaluate the 2nd integral in (114). We have∫
C
W˜γ,β′(λ, µ) =
∫
C
W˜β′,γ(µ, λ) = −2Ωβ′,γ(t, µ, λ),
where the 2nd identity is derived just like above when |µ| > |λ|, and then we use analytic continu-
ation to extend the formula for |µ| < |λ| as well. Recalling Lemma 38, we get
Ωβ′,γ(t, µ, λ) = Ωγ,β′(t, λ, µ) + 2pi
√−1 SF(β′, γ).
Using that β′ = β − (β|γ)γ/2 and that SF(γ, γ) = 1, we finally get∫
C
W˜γ,β′(λ, µ) = −2Ωγ,β′(t, λ, µ)− 4pi
√−1 SF(β, γ) + 2pi√−1(β|γ).
Since SF(β, γ) ∈ Z, the proof of formula (113) in the special case is complete.
The general case follows easily, because the fundamental group pi1((M × C)′) is generated by
loops like the above one. Indeed, we already know that the affine cusp polynomial f(x) has a real
Morsification F (x, t′0), i.e., all critical points of F (x, t′0) are real and the corresponding critical values
are real as well. In particular, we can find a small deformation F (x, t0) of the real Morsification,
s.t., the critical values uj are vertices of a convex polygon. The fundamental group pi1((M ×C)′) is
generated by simple loops in {t0}×C that go around the vertices of the polygon. Let us pick one of
these loops and let (t0, uj(t0)) be the corresponding vertex of the polygon. Since the translations
of the type t0 7→ t0 + c1, c ∈ C, do not change the homotopy class of the loop, we can find a
representative (namely, pick c, s.t., the |uj(t0) + c| > |uj(t0) + c| for all other vertices (t0, uj(t0)))
of the homotopy class, which has the special form from above. 
Proposition 41. There exists a generic point t0 ∈ M (i.e. F (x, t0) is a Morse function) and a
critical value uj(t0), s.t.,
(115) Bα,β(t, λ, µ) = lim
ε→0
exp
(
−
∫ t0+(ε+µ−uj(t0))1
t
W˜α,β(λ, µ)
)
,
where the integration is along any path avoiding the poles of the 1-form W˜α,β(λ, µ), s.t., the cycle
β ∈ H2(Xt,µ,Z) vanishes along it.
Proof. Let us assume that t0 is a generic point and that uj(t0) is the critical value with maximal
absolute value. It is enough to prove the statement for an arbitrary point (t, λ, µ) ∈ D+∞, because by
definition the value of Bα,β(t
′, λ, µ) at any other point (t′, λ, µ) differs by an integral of W˜α,β(λ, µ)
along a path connecting t and t′, while the RHS of (115) clearly has the same property. Let (t, λ, µ) ∈
D+∞ be a point such that Lemma 37 holds and let C ′′ε be the straight segment [t, t0+(ε+µ−uj(t0))1].
Put C ′ = (C ′′ε )−1◦Cε and w = ρ(C ′), where Cε is the integration path (from t to t0+(ε+µ−uj(t0))1),
then by definition the cycle w(β) ∈ H2(Xt,µ;Z) is the vanishing cycle along the line segment
[t, t0+(µ−uj(t0))1]. According to Lemma 37, formula (115) holds for C ′′ and Bw(α),w(β). Therefore,
we need to prove that
(116) −
∫
C′
W˜α,β(λ, µ) = Ωα,β(t, λ, µ)− Ωw(α),w(β)(t, λ, µ) (mod 2pi
√−1Z),
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which follows from Proposition 40. 
5.5. The ancestor solution. Now we are in a position to prove
Theorem 42. The total ancestor potential At(~; q) is a solution to the HQEs (100).
To begin with, put q′ = q ⊗ 1, q′′ = 1 ⊗ q, and let us assume that the discretization condition
(97) is satisfied for some integer n. The tameness of A(~; q) implies that the LHS of (100) (for
τ = A(~; q)) is a formal series in q′ and q′′ with coefficients formal Laurent series in √~, whose
coefficients are polynomial expressions of the period vectors I
(n)
α (t, λ). In particular, the residue in
(100) can be computed via the residue theorem, i.e., we have to compute the residues at all critical
points and at λ = 0 and prove that their sum is 0.
Let uj(t) be one of the critical points of F , where t ∈M is a generic point such that all critical
values are pairwise different. Furthermore, we assume that λ is near uj(t) and that a path in
(M × C)′ from the reference point (0, 1) to (t, λ) is fixed in such a way that the vanishing cycle β,
vanishing over λ = uj(t), belongs to the subset ∆
′ of affine roots defined in Section 4.5.
5.5.1. The Virasoro term. Let us compute
(117) − Resλ=uj(t)
λ
2
dλ
N∑
m=1
: φV⊗Vβm (t, λ)φ
V⊗V
βm (t, λ) : A⊗2t ,
where φV⊗Vα := φα ⊗ 1 − 1 ⊗ φα. Put βm = αm + (βm|β)β/2 and βm = αm + (βm|β)β/2, where
(αm|β) = (αm|β) = 0. The above operator can be written as the sum of
N∑
m=1
: φV⊗Vαm (t, λ)φ
V⊗V
αm (t, λ) : +
( N∑
m=1
(βm|β)(βm|β)
)1
4
: φV⊗Vβ (t, λ)φ
V⊗V
β (t, λ) :
and
(118)
N∑
m=1
1
2
(
(βm|β) : φV⊗Vβ (t, λ)φV⊗Vαm (t, λ) : +(βm|β) : φV⊗Vβ (t, λ)φV⊗Vαm (t, λ) :
)
The Picard-Lefschetz formula implies that the periods I
(n)
αm(t, λ) and I
(n)
αm(t, λ) are invariant with
respect to the local monodromy around λ = uj(t), so they must be holomorphic in a neighborhood
of λ = uj(t). The operator φ
V⊗V
ϕ (t, λ), where ϕ is the toroidal cycle, vanishes after we impose the
discretization condition (97). On the other hand, since
∑
m(βm|β)(βm|α) = (β|α), the cycles
−β +
N∑
m=1
(βm|β)βm and − β +
N∑
m=1
(βm|β)βm
are in the kernel of the intersection form, so they must be proportional to ϕ. Hence the operator
(118) vanishes after the discretization condition (97) is imposed. The residue (117) turns into
−Resλ=uj(t)
λ
4
dλ : φV⊗Vβ (t, λ)φ
V⊗V
β (t, λ) : At(~; q′)At(~; q′′).
To compute the above residue, note that the expression
: φV⊗Vβ (t, λ)φ
V⊗V
β (t, λ) : (Ψ̂tR̂t)
⊗2
can be written as
(Ψ̂tR̂t)
⊗2 : φV⊗VA1 (uj , λ)φ
V⊗V
A1
(uj , λ) : +2Vt(φβ(t, λ)−, φβ(t, λ)−).
Let us compute
−Resλ=uj(t)
λ
4
dλ 2Vt(φβ(t, λ)−, φβ(t, λ)−) = −Resλ=uj(t)
λ
2
dλ (V00(t)I
(0)
β (t, λ), I
(0)
β (t, λ)),
54 TODOR MILANOV, YEFENG SHEN, AND HSIAN-HUA TSENG
where we used the fact that only the leading term (w.r.t. z) of φβ(t, λ; z)− = −I(0)β (t, λ)z−1 + · · ·
will contribute because the remaining ones have a zero at λ = uj(t) of order at least
1
2 . Furthermore,
the Laurent series expansion of I
(0)
β at λ = uj(t) has the form
I
(0)
β (t, λ) = 2(2(λ− uj))−1/2ej + · · · , ej = duj/
√
∆j ,
where the dots stand for terms that have at λ = uj a zero of order at least
1
2 . These terms do not
contribute to the residue, so we get
−Resλ=uj(t)
λ
2
dλ (V00(t)ej , ej)
2
λ− uj(t) = uj(t) (R1(t)ej , ej).
We get the following formula for the residue (117):
(Ψ̂tR̂t)
⊗2
(
ujR
jj
1 − Resλ=uj
λ
4
dλ : φV⊗VA1 (uj , λ)φ
V⊗V
A1
(uj , λ) :
)N+1∏
m=1
Dpt(~∆m;mq)⊗2,
where Rjj1 = (R1ej , ej) is the j-th diagonal entry of R1.
5.5.2. The A1-subroot system. The vanishing cycles {−β, β} form a subroot system of type A1. Let
us compute the residue of the corresponding vertex operator terms, i.e.,
(119) Resλ=uj(t)
dλ
λ
(∑
±
b±β(t, λ)Γ±β(t, λ)⊗ Γ∓β(t, λ)
)
A⊗2t .
We have bβ(t, λ) = b−β(t, λ) and
bβ(t, λ)Γ
±β(t, λ)⊗ Γ∓β(t, λ)(Ψ̂tR̂t)⊗2 = (Ψ̂tR̂t)⊗2bA1(uj , λ)Γ±βA1 (uj , λ)⊗ Γ
∓β
A1
(uj , λ),
where we used formula (93) together with the identity
bβ(t, λ)e
Vt(fβ(t,λ)−,fβ(t,λ)−) = bA1(uj , λ),
which follows immediately from (94). Using that At = Ψ̂tR̂t
∏
j D(j)pt , where the factors D(j)pt =
Dpt(~∆j ; jq) are solutions to KdV, we can compute the residue (119) via the Kac-Wakimoto form
of the KdV hierarchy (102). After a short computation we get that the residue (119) is
(Ψ̂tR̂t)
⊗2
(1
8
+ Resλ=uj
λ
4
dλ : φV⊗VA1 (uj , λ)φ
V⊗V
A1
(uj , λ) :
)N+1∏
m=1
Dpt(~∆m;mq)⊗2.
5.5.3. The A2-subroot subsystem. Let α ∈ ∆′ be a cycle such that (α|β) = 1. We claim that the
expression
(120)
(
bα(t, λ)Γ
α(t, λ)⊗ Γ−α(t, λ) + bα−β(t, λ)Γα−β(t, λ)⊗ Γ−α+β(t, λ)
)
A⊗2t
is analytic near λ = uj . Using the decompositions
α = α′ + β/2, α− β = α′ − β/2,
where (α′|β) = 0, the above expression can be written as
Γα
′ ⊗ Γ−α′
(
a′Γβ/2 ⊗ Γ−β/2 + a′′Γ−β/2 ⊗ Γβ/2
)
A⊗2t ,
where the coefficients a′ and a′′ are given by
a′(t, λ) = lim
µ→λ
(
1− µ
λ
)−2
Bα,α(t, λ, µ)B
uj
α′,−β(t, λ, µ),
a′′(t, λ) = lim
µ→λ
(
1− µ
λ
)−2
Bα−β,α−β(t, λ, µ)B
uj
α′,β(t, λ, µ),
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where the phase factor B
uj
α′,β = exp Ω
uj
α′,β with
Ω
uj
α′,β(t, λ, µ) = ιλ−uj ιµ−uj
∞∑
n=0
(−1)n+1(I(n)α′ (t, λ), I(−n−1)β (t, µ)),
where ιλ−uj (resp. ιµ−uj ) is the Laurent series expansion at λ = uj (resp. µ = uj). Since the
Laurent series expansions are convergent for λ and µ sufficiently close to uj , integration by parts
yields
Ω
uj
α′,β(t, λ, µ) = limε→0
∫
Lε
Wα′,β(µ− λ),
where Lε is the straight segment [t+ (ε+ µ− λ− uj)1, t− λ1]. On the other hand we have
Γ±β/2 ⊗ Γ∓β/2(Ψ̂tR̂t)⊗2 = (Ψ̂tR̂t)⊗2 eVt(fβ/2(t,λ)−,fβ/2(t,λ)−)Γ±β/2A1 ⊗ Γ
∓β/2
A1
.
The exponential factor can be expressed in terms of the phase factors as follows (cf. Section 5.1.2):
eVt(fβ/2(t,λ)−,fβ/2(t,λ)−) =
1
2
√
λ− uj
lim
µ→λ
(λ− µ)1/2Bujβ/2,−β/2(t, λ, µ),
where the limit is taken in the region |λ| > |µ|. Recalling the KP-reduction HQEs of KdV (103)
we get that if the coefficients
c′(t, λ) = λ2 lim
µ→λ
(λ− µ)−3/2Bα,α(t, λ, µ)Bujα′,−β(t, λ, µ)B
uj
β/2,−β/2(t, λ, µ)
and
c′′(t, λ) = λ2 lim
µ→λ
(λ− µ)−3/2Bα−β,α−β(t, λ, µ)Bujα′,β(t, λ, µ)B
uj
β/2,−β/2(t, λ, µ)
are analytic near λ = uj , and c
′/c′′ = −1, then the expression (120) is analytic near λ = uj .
Let us prove the analyticity of c′. The argument for c′′ is similar. Let us choose a small ε ∈ C
and a generic point t0 ∈M on the discriminant, so that Proposition 41 holds. Furthermore, we fix
2 paths C ′ε, and C ′′ε in M ′ = M \ {discr} from t0 + (µ − λ + ε)1 to t − λ1 such that the parallel
transport transforms the cycle ϕ vanishing over t0 respectively into α, and α−β. The phase factors
in the definition of c′ can be written in terms of integrals along the path as follows
Bα,α(t, λ, µ) = lim
ε→0
exp
(∫
C′ε
Wα,α(µ− λ)
)
,
Bα′,−β(t, λ, µ) = lim
ε→0
exp
(∫
Lε
Wα′,−β(µ− λ)
)
,
Bβ/2,−β/2(t, λ, µ) = lim
ε→0
exp
(∫
Lε
Wβ/2,−β/2(µ− λ)
)
.
Using these formulas, we can express the coefficient c′(t, λ) as the limit ε → 0 of the following
expression:
λ2 lim
µ→λ
(λ− µ)−3/2 exp
(∫
C′ε
Wα,α(µ− λ)−
∫
Lε
Wα,α(µ− λ) +
∫
Lε
Wα′,α′(µ− λ)
)
.
Let us examine the dependence on the parameters t, λ, and ξ := µ− λ. The difference of the first
two integrals in the above formula does not depend on λ, because the paths C ′ε and Lε have the
same ending point, while the starting points are independent of λ. After passing to the limit the
difference contributes a constant independent of λ, and µ. The last integral is analytic near λ = uj ,
because the cycle α′ is invariant with respect to the local monodromy, which means that the period
vector I
(0)
α′ (t
′, ξ) and respectively the phase form Wα′,α′(ξ) are analytic for t′ sufficiently close to
t− uj1 and |ξ|  1. This proves the analyticity of c′.
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It remains only to prove that c′/c′′ = −1. Using the above path integrals, we can write log(c′/c′′)
in the following way:∫
C′ε
Wα,α −
∫
Lε
Wα,α −
∫
C′′ε
Wα−β,α−β +
∫
Lε
Wα−β,α−β +
∫
γε
Wα,α −
∫
γε
Wα,α,
where γε is a small loop in M
′ based at the starting point of Lε (i.e. t + (ε + µ − λ − uj)1) that
goes counterclockwise around the discriminant and the branch of the phase form is determined by
its value at the point t − λ1 (which belongs to the integration paths of the first 4 integrals and
it is connected via the line segment Lε to the contour of the last 2 ones). The above expression
coincides with ∮
(C′′ε )−1◦Lε◦γε◦L−1ε ◦C′ε
Wα,α −
∮
γε
Wα,α.
By definition the cycle α is invariant along the integration contour of the first integral, so the first
integral is an integer multiple of 2pi
√−1. We get
c′/c′′ = lim
ξ→0
lim
ε→0
exp
(
−
∮
γε
Wα,α(ξ)
)
.
The limit here is easy to compute because the integral involves only local information. Using again
the decomposition α = α′ + β/2 and Lemma 6 we get
I
(0)
β (t
′, ξ) = 2(2(ξ − u))−1/2 du√
∆
+ · · · ,
where the dots stand for higher order terms. On the other hand, the period vector I
(0)
α′ (t
′, ξ) is
analytic for (t′, ξ) sufficiently close (t, uj). Expanding the phase form into a Laurent series about
ξ = u we get
lim
ε→0
∮
γε
Wα,α(ξ) = 1
4
∮
γε
Wβ,β(ξ) = 1
4
∮
2du√
(−u)(ξ − u) = pi
√−1,
i.e., c′/c′′ = −1.
5.5.4. Proof of Theorem 42. The 1-form
dλ
λ
Ω∆′(t, λ)At(~; q′)At(~; q′′)
has poles only at λ = 0,∞, and the critical values uj , 1 ≤ j ≤ N + 1. Let uj be one of the
critical values and β be the cycle vanishing over λ = uj . Note that non-trivial contributions to the
residue at λ = uj come only from vertex operator terms corresponding to vanishing cycles that have
non-zero intersection with β. Recalling our computations in Sections 5.5.1, 5.5.2, and 5.5.3, we get
that the residue at λ = uj is (1/8 + ujR
jj
1 )A⊗2t , while the residue at λ = 0 is −12 tr
(
1
4 + θθ
T
)A⊗2t .
In order to prove that the residue at λ =∞ is 0, we just need to check that
N+1∑
j=1
ujR
jj
1 =
1
2
tr
(
θθT
)
.
The above identity is well-known from the theory of Frobenius manifolds (see [34, 36]). Hence the
ancestor potential At(~; q) is a solution to the HQEs (100). Theorem 42 is thus proved. 
Proof of Theorem 1. Given Theorem 42, Proposition 34 implies that the total descendant potential
Da(~; q) is a solution to the HQEs (88). Theorem 1 then follows from Theorem 31. 
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6. An example: P12,2,2
In this section we consider the example a = {2, 2, 2}, namely P1a = P12,2,2. In this case ∆(0)
is the root system of type D4. It is convenient to denote the indexes in the index set Itw =
{(1, 1), (2, 1), (3, 1)} simply by 1, 2, 3. There are 12 positive roots
γi (1 ≤ i ≤ 3), γb, γb + γi (1 ≤ i ≤ 3), γb + γi + γj (1 ≤ i < j ≤ 3),
γb + γ1 + γ2 + γ3, 2γb + γ1 + γ2 + γ3,
where γb is the simple root corresponding to the branching node of the Dynkin diagram and
γi (1 ≤ i ≤ 3) are the remaining simple roots. The fundamental weight is ωb = 2γb + γ1 + γ2 + γ3.
The eigenbasis for σb used in our construction is
Hi := −(κ/2)1/2γi (1 ≤ i ≤ 3), H0 := (κ/2)1/2ωb,
and we have mi =
κ
2 , di =
1
2 , 1 ≤ i ≤ 3, where κ = 4.
Let us write the HQEs for τ = (τn(y))n∈Z. We have
aα(ζ) =
1
4
2(σb(α)|α)ζκ|α0|
2
e2pi
√−1(ρb|α)(ωb|α)
and (
Eα(ζ)τ
)
0
= ζ−κ|α0|
2
e−2pi
√−1(ρb|α)(ωb|α)E∗α(ζ)τ−(ωb|α),
where the subscript 0 on the LHS means the 0-th component of the corresponding vector in our
Fock space. Recall that the HQEs give rise to a system of PDEs in the following way. First we
make a substitution
y′ := y ⊗ 1 = x + t, y′′ := 1⊗ y = x− t,
which implies that
y′ − y′′ = 2t, ∂
∂y′
− ∂
∂y′′
=
∂
∂t
,
and that
Resζ=0
(
aα(ζ)Eα(ζ)τ ⊗ E−α(ζ)τ
)
0,0
is the coefficient in front of ζ0 in the following expression
2(σb(α)|α)−2e−2pi
√−1(ρb|α)(ωb|α)
(
ζ−κ|α0|
2
e
∑
i,` 2(α|Hi)ζmi+`κti,`
)
(
e
−∑i,`(α|Hi∗ ) ζ−mi−`κmi+`κ ∂xi,` τ−(ωb|α)(x + t)
)(
e
∑
i,`(α|Hi∗ ) ζ
−mi−`κ
mi+`κ
∂xi,` τ(ωb|α)(x− t)
)
.
By definition the HQEs are
Resζ=0
∑
α∈∆(0)
(
aα(ζ)Eα(ζ)τ ⊗ E−α(ζ)τ
)
m,n
=
(3
8
+
1
4
(m− n)2 + 2
∑
i,`
(di∗ + `)ti,`∂ti,`
)
τm(x + t)τn(x− t).
Comparing the coefficients in front of the various monomials in t we obtain a system of PDEs
whose equations are some quadratic polynomials in the partial derivatives of τ . Let us specialize
to the case m = n = 0. In order to get non-trivial equations we have to compare coefficients in
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front of monomials that are invariant under the involution t 7→ −t. The simplest case is t0, which
corresponds to the identity ∑
α∈∆(0):(ωb|α)=0
2(σb(α)|α)−2 =
3
8
.
Comparing the coefficients in front of the monomial t202,0, we get
4
∂2
∂x202,0
log τ(x) = 8κ
τ−2(x)τ2(x)
τ2(x)
− 4(2/κ)1/2 ∂
3
∂t1,0∂t2,0∂t3,0
(τ−1(x + t)τ1(x− t)
τ2(x)
)∣∣∣∣
t=0
.
Recalling the substitution (79)–(80), which in this case is
y02,0 =
1√
~
√
2
κ
√
κ
q020 ,
yi,0 =
1√
~
√
2
κ
qi0, 1 ≤ i ≤ 3,
we get
~
∂2
∂(q020 )
2
log τ(q) =
4
κ2
τ−2(q)τ2(q)
τ2(q)
− ~
3/2
κ1/2
∂1∂2∂3
(τ−1(q + t)τ1(q− t)
τ2(q)
)∣∣∣∣
t=0
,
where for brevity we put ∂i := ∂/∂t
i
0. To get a differential equation for the total descendant
potential we just have to substitute
τ±2(q) = C2D(~; q± 2
√
~), τ±1(q) = C1/2D(~; q±
√
~)
where C = κ1/2Q.
Let us use the above equation to compute the genus-0 primary potential F . Put qik = 0, ∀k > 0,
and compare the leading terms of the genus expansion. We get the following PDE for F :
F02,02 = 4Q
4e4F01,01 +QeF01,01
(
8F01,1F01,2F01,3 + 4(F01,1F2,3 + F01,2F1,3 + F01,3F1,2)
)
,
where Fi,j := ∂
2F/∂qi0∂q
j
0. To simplify the notation, let us put ti := q
i
0. String equation gives
F01,01 = t02, F01,i =
1
2
ti,
so from the above equation we get the following relation
(121) F02,02 = 4Q
4e4t02 +Qet02
(
t1t2t3 + 2(t1F2,3 + t2F1,3 + t3F1,2)
)
.
Equation (121) allows us to compute the potential F recursively, by the degree of the Novikov
variable Q. Indeed, it is easy to see that up to degree-1 terms, F is given by
1
2
t201t02 +
1
4
t01(t
2
1 + t
2
2 + t
2
3) +
1
96
(t41 + t
4
2 + t
4
3) +Qe
t02t1t2t3.
Comparing the degree-2 terms in (121) we get that the degree-2 term of F must be 12(t
2
1 + t
2
2 +
t23)Q
2e2t02 . Arguing in the same way we get that F does not have degree-3 terms, while the degree
4 term must be 14Q
4e4t02 . The potential F takes the form
F (t) =
1
2
t201t02 +
1
4
t01(t
2
1 + t
2
2 + t
2
3) +
1
96
(t41 + t
4
2 + t
4
3) +Qe
t02t1t2t3 +
+
1
2
Q2e2t02(t21 + t
2
2 + t
2
3) +
1
4
Q4e4t02 .
The above formula agrees with the computation of P. Rossi [55, Example 3.2] based on Symplectic
Field Theory.
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Appendix A. An alternative proof of higher genus reconstruction
In this subsection, we use the degree of virtual fundamental cycle and tautological relations
to give a simple proof for Teleman’s higher genus reconstruction theorem for the target P1a, see
Proposition 44 below. This proof does not require the semi-simple assumption.
We first recall the g-reduction property introduced in [22], which is a consequence of results by
Ionel [37], and by Faber and Pandharipande [21]:
Lemma 43 ([37, 21]). If M(ψ, κ) is a polynomial of ψ-classes and κ-classes with degM ≥ g for
g ≥ 1 or degM ≥ 1 for g = 0, then M(ψ, κ) can be presented as a linear combination of dual
graphs on the boundary of Mg,n.
Our second tool is the Getzler’s relation in [28]. It is a linear relation between codimension two
cycles in H∗(M1,4,Q). Here we briefly introduce this relation for our purpose. The dual graph
∆12,34 = uSS




S
S2
1
4
3
represents a codimension-two stratum in M1,4: A filled circle represents a genus-1 component,
other vertices represent genus-0 components. An edge connecting two vertices represents a node, a
tail (or half-edge) represents a marked point on the component of the corresponding vertex. ∆2,2
is defined to be the S4-invariant of the codimension-two stratum in M1,4,
∆2,2 = ∆12,34 + ∆13,24 + ∆14,23.
We denote δ2,2 = [∆2,2] the corresponding cycle in H4(M1,4,Q). We list the corresponding un-
ordered dual graph for other strata below, see [28] for more details.
uδ2,3 : HHHHHH
uδ2,4 : HHHHHH
uδ3,4 : HHHHHH
δ0,3 : δ0,4 : δβ :

ff


HHH

HHH

ff



Z
ZZ
PPP 
ff


HHH
HH
H

In [28], Getzler found the following identity:
(122) 12δ2,2 + 4δ2,3 − 2δ2,4 + 6δ3,4 + δ0,3 + δ0,4 − 2δβ = 0 ∈ H4(M1,4,Q).
Now we prove the following higher genus reconstruction result.
Proposition 44. The total ancestor potential Aa(~; t) is uniquely determined by the quantum
cohomology of P1a when a 6= {1, 1, 1} and χ > 0.
Proof. We consider the ancestor correlator 〈φ1 ψ¯k11 , . . . , φnψ¯knn 〉g,n,d in (8). According to the degree
formula (6), if the correlator is nonzero, then
(123)
1
2
n∑
j=1
deg φj +
n∑
j=1
kj = (3− 1
2
dimP1a)(g − 1) + χ · d+ n.
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Now if
∑n
j=1 kj ≥ g for g ≥ 1 or
∑n
j=1 kj ≥ 1 for g = 0, then we can apply Lemma 43 of g-
reduction to rewrite the ancestor correlator as a linear combination of intersection numbers over
the corresponding homology cycles of some dual graphs, each of the dual graph lives on the boundary
of Mg,n. The splitting axiom in GW theory allows us to reconstruct the ancestor correlator in (8)
using intersection numbers over each component of the boundaries. We can keep doing this process
until on each component, the g-reduction property does not hold. In other words, all the ancestor
correlators are determined completely by those (8) which satisfies
∑n
j=1 kj ≤ g − 1 for g ≥ 1 or∑n
j=1 kj = 0 for g = 0. On the other hand, since deg φj ≤ 2, χ > 0 and dimP1a = 1, the formula
(123) implies such intersection numbers must vanish unless g = 0 and all kj = 0, or g = 1, d = 0,
all kj = 0 and all deg φj = 2.
In order to finish the proof, it only remains to consider genus 1 correlator 〈P 〉1,1,0. If a 6= {1, 1, 1},
then according to Rossi’s computation [55], we can always find a twisted sector φi ∈ H, such that
(124) 〈φi, φi, φi∗ , φi∗〉0,4,0 6= 0.
Consider the integration of the cohomology cycle Λ1,4,0(φi, φi, φi∗ , φi∗) over the Getzler’s relation
(122), with four fixed insertions φi, φi, φi∗ , φi∗ . By the splitting axiom in GW theory, it is not hard
to see that the integration vanishes on those homology classes with a genus-1 component except
that ∫
δ3,4
Λ1,4,0(φi, φi, φi∗ , φi∗)
is a multiplication by a nonzero scalar and 〈P 〉1,1,0, because of (124). Thus the equality (122)
implies 〈P 〉1,1,0 is reconstructed from genus-0 correlators. 
Remark 45. The technique above only uses properties of cohomology field theories and tautological
relations over the moduli space of stable curves. So it also works for the reconstruction of the
ancestor potential in (35). It also works for elliptic orbifold projective curves P1a, where χ = 0, see
[49]. The genus-1 correlator 〈P 〉1,1,0 in GW theory can be calculated directly using virtual cycle or
virtual localization, see [63].
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