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Resumo
Energias renováveis estão cada vez mais a desempenhar um papel importantíssimo na
produção de energia global, como alternativa a energias fósseis de modo a reduzir o
impacto no ambiente e no aquecimento global. A energia eólica compõe actualmente 4 %
da eletricidade global produzida.
Para tornar a energia eólica mais competitiva em relação a outras fontes de energia,
a fiabilidade e tempo de vida são cruciais. Vários avanços na área de manutenção têm
sido feitos nos últimos anos suportados pelo desenvolvimento tecnológico. Este avanço
tecnológico permitiu que estratégias de manutenção como manutenção preventiva ba-
seada na condição do componente fossem desenvolvidas e aplicadas para melhorar o
funcionamento das turbinas e reduzir os custos de operação.
Baseando-se no principio de que um aumento inesperado na temperatura dos com-
ponentes pode indicar funcionamento defeituoso e uma vez que grandes quantidades de
dados de temperatura são facilmente adquiridas pelo sistema SCADA (Supervisory Control
and Data Acquisition), é estudada uma relação entre dois parâmetros de funcionamento de
uma turbina eólica, tais como a temperatura dos componentes e a velocidade de rotação
do rotor, com o intuito de avaliar o estado do componente.
Esta dissertação apresenta uma técnica de controlo de condição baseada em dados
obtidos através do sistema SCADA de um parque eólico português com o objectivo de
encontrar um grau de deterioração dos componentes de uma turbina eólica e assim pro-
videnciar informações essenciais para um melhor planeamento de manutenção destas
turbinas.
Palavras-chave: Manutenção, Falhas, Diagnóstico e Prognóstico, Controlo de condição,
Turbina Eólica, Grau de deterioração.
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Abstract
Renewable energies are increasingly playing an importante role in global energy, as an
alternative to fossil sources as a way to reduce the negative impact in the environment and
global warming. Wind Turbines are one of the energy sources that have grown the most
in the whole world in the past years and provide, nowadays, 4% of the global electricity.
In order to make wind energy more competitive relatively to other energy sources, the
reliability and lifetime are crucial. Several advances in the maintenance field have been
made in the past years supported by the technologic development. These technologic
advances allowed maintenance strategies such as Condition-Based Maintenance (CBM) to
be developed and applied in order to improve the operation of wind turbines and reduce
the operating costs.
Based on the principle that an unexpected increase in the temperature of the com-
ponents may imply malfunction and since large amounts of temperature data are easily
acquired by the SCADA system (Supervisory Control and Data Acquisition), a relation
between two operating parameters of a wind turbine, such as the temperature of the com-
ponents and rotor speed, with the intent to evaluate the actual state of the component.
This manuscript presents a condition-based maintenance technique based on data
obtained through the SCADA system of a Portuguese wind farm with the objective of
finding a deterioration degree of the components of a wind turbine and thus provide
essential information for better maintenance planning of these turbines.
Keywords: Maintenance, Failures, Diagnosis and Prognosis, Condition-based mainte-
nance (CBM), Wind Turbine, Deterioration degree.
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Capítulo 1
Introdução
1.1 Motivação
A indústria moderna tem vindo a enfrentar um aumento exponencial na necessidade de
produzir bens de alta qualidade e em maior quantidade, num ambiente seguro e tomando
em conta os riscos ambientais mantendo os seus níveis operacionais com rendimento
máximo.
O desenvolvimento tecnológico resultou numa maior complexidade tanto em máqui-
nas industriais como em sistemas de produção, sistemas estes compostos por inúmeras
fases e componentes, sujeitos a múltiplos acoplamentos e dependências físicas e lógicas
entre si. A fiabilidade operacional destes complexos sistemas tem uma influência signifi-
cativa na competitividade e rentabilidade das empresas industriais e respectivas nações.
Falhas inesperadas que ocorrem durante o tempo de produção resultam em sérias
implicações negativas tais como um aumento do tempo de inactividade, baixa produti-
vidade e por vezes riscos ambientais e de segurança. Isso faz com que a importância de
estratégias de manutenção de máquinas, de processos de produção e sistemas da indús-
tria seja maior. Este desenvolvimento tecnológico exigiu também que novos progressos
fossem feitos na área de manutenção.
A manutenção pode aumentar a fiabilidade, qualidade de produção e o aumento da
produtividade, assumindo todos os requisitos de segurança. No entanto, a opinião geral é
de que “ A manutenção é um mal necessário” ou que “ Nada pode ser feito para melhorar
os custos de manutenção”, no entanto, ao longo dos últimos anos essa frase passou a estar
obsoleta. É verdade que o custo de manutenção contribui em grande parte no resultado
global de operação e produção na indústria, no entanto, o montante investido em boas
estratégias de manutenção pode possibilitar um retorno positivo ainda maior, tendo em
conta que proporcionará um menor tempo de paragem de produção, logo melhor eficiên-
cia, contribuindo, deste modo, que os resultados globais das empresas sejam melhorados
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através da manutenção. Na União Europeia 10% do Produto Interno Bruto é utilizado
em manutenção [1]. Além disso, com o aumento da automação e mecanização e corres-
pondente adaptação da indústria, que está cada vez mais equipada com equipamentos
de controlo automático e menos mão de obra, os custos de manutenção têm aumentado
substancialmente [2].
Consequentemente, é necessário encontrar e implementar uma sensata e eficaz estra-
tégia de manutenção de modo a que os custos de manutenção possam atingir valores
mínimos mantendo a produtividade máxima, contribuindo para os resultados positivos
das organizações.
1.2 Objectivos
Na eventualidade de uma falha não expectável, as consequências económicas de uma
paragem inesperada, podem chegar a valores entre 100.000€ até 200.000€ por dia na
indústria[3]. A Figura 1.1 apresenta algumas implicações económicas de um dia de para-
gem não planeada.
Figura 1.1: Custo/dia de paragem inesperada [4].
Uma vez que os custos de manutenção de máquinas industriais e sistemas de produção
têm enorme influência nos custos finais de operação e numa era em que a oferta e compe-
titividade aumenta a cada dia, é necessário assegurar que a manutenção exercida é a mais
acertada, isto é, que relação custo-eficácia é a melhor.
A indústria actual exige sofisticadas e consequentemente dispendiosas estratégias de
manutenção. O valor investido em manutenção na Europa era cerca de 1500 biliões de
Euros anuais há cerca de 10 anos atrás [5], valor este, que por certo terá subido até aos dias
de hoje. No entanto nem todo este valor investido em manutenção demonstra resultados
convincentes. Por exemplo nos EUA o valor utilizado para manutenção era de 1.2 Biliões
de Dólares, sendo que desse valor, entre 30% e 50% é gasto numa manutenção ineficiente.
Já o estudo conduzido pelo Department of Trade and Industry no Reino Unido(UK) revelou
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que uma fraca e ineficaz manutenção custa à sua indústria 1.3 biliões de libras por ano[5].
Havia portanto, uma urgente necessidade de melhorar técnicas e estratégias de manuten-
ção.
Deste modo tem havido uma notável evolução das estratégias de manutenção. De
uma manutenção corretiva e manutenção preventiva sistemática para uma manutenção
preventiva condicionada( Condition-based Maintenance (CBM)) sendo sobre a qual esta
dissertação incidirá.
Esta dissertação tem como objectivo apresentar e discutir os avanços feitos em CBM,
nomeadamente a utilização de inteligência artificial como Machine Learning (ML). Será
também apresentado um caso de estudo aplicando uma técnica CBM desenvolvida em
MATLAB utilizando um bloco de dados adquiridos através do sistema Supervisory Con-
trol and Data Acquisition (SCADA) de um parque eólico português com objectivo de
testar um método de manutenção preventiva condicionada eficaz no sector de energia
eólica. O método desenvolvido pretende encontrar um grau de deterioração de um com-
ponente, revelando o seu estado actual, e assim, poder avaliar qual o procedimento mais
adequado de manutenção a seguir, evitando falhas inesperadas e tempos de paragem não
planeados. Isto permitirá não só que o montante investido em manutenção reduza, assim
como numa produção de energia mais eficiente, resultando deste modo, numa melhoria
dos resultados globais do parque eólico.
1.3 Estrutura
O documento está organizado em 4 capítulos. Sendo o Capítulo 1 uma breve introdução
ao tema, assim como a motivação e os objectivos propostos.
O Capítulo 2 apresenta um enquadramento do tema, estado da arte, revelando vários
estudos e investigação na área, bem como alguns exemplos práticos e softwares desenvol-
vidos. No Capítulo 3 é explicado o método em estudo e nos princípios em que se baseia,
assim como o trabalho utilizado como ponto de partida para esta dissertação. Utilizando
como base de dados, os dados SCADA de um parque eólico português, são desenvolvidas
ferramentas em Matlab com intuito de avaliar o grau de deterioração de um componente,
relacionando os seus valores de temperatura e de velocidade do rotor. Também neste capí-
tulo, diferentes abordagens são tomadas com o objectivo de perceber melhor os resultados
obtidos, e assim, poderem ser retiradas as melhores ilações.
Por fim, no Capítulo 4 são resumidas as conclusões do estudo elaborado, reflexões do
método proposto e outros apresentados, assim como uma expectativa futura quanto à
CBM. São também apresentadas sugestões para aplicações futuras do algoritmo desenvol-
vido assim como outros métodos apresentados que poderão contribuir para o crescimento
de produção de energia eólica.
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Capítulo 2
Enquadramento
2.1 Manutenção
2.1.1 Nota Introdutória
Com o rápido desenvolvimento tecnológico, os produtos têm-se tornado mais complexos
não deixando de exigir alta qualidade e fiabilidade. A fiabilidade sempre foi um impor-
tante aspecto na avaliação de produtos ou equipamentos industriais. O design do produto
é, obviamente, essencial para produtos com alta fiabilidade, no entanto, apesar de quão
bom o design possa ser, certo é que o produto irá sofrer deterioração ao longo do tempo
visto que estará a operar sobre determinadas cargas de tensão ou compressão num ambi-
ente operacional, muitas vezes envolvendo factores aleatórios.
A manutenção foi então introduzida, como uma estratégia eficiente para assegurar
um nível satisfatório de fiabilidade durante a vida útil de um produto, “Manutenção é
necessária para assegurar que os componentes funcionem correctamente para aquilo que
foram projectados” [6]. Todos estes factores fazem com que o investimento em manuten-
ção não pare de aumentar. Eventualmente, a manutenção tornou-se numa importante
despesa ou investimento do universo industrial. A Figura 2.1 demonstra a relação entre o
custo de manutenção, fiabilidade e tempo até à falha.
5
CAPÍTULO 2. ENQUADRAMENTO
Figura 2.1: Relaçao entre tempo até à falha, fiabilidade e custo de manutenção [7].
A mais antiga técnica de manutenção conhecida é a manutenção correctiva, onde não
são tomadas quaisquer medidas até que o equipamento parta ou sejam identificadas fa-
lhas e reparação ou substituição sejam necessárias. Para prevenir falhas catastróficas e
paragens de emergência, a manutenção preventiva sistemática é introduzida por volta de
1950 [8], definindo intervalos periódicos nos quais é realizada manutenção, independente-
mente do estado da máquina. Contudo, esta nova política de manutenção acabou por não
ser tão bem recebida quanto esperado. Ainda que reduzindo avarias dos equipamentos,
exige um maior trabalho de manutenção, não elimina falhas catastróficas e muitas das
vezes acaba por ser feita manutenção desnecessária, podendo por esta via a manutenção
contribuir para o aparecimento de novas falhas.
Assim, estratégias de manutenção preventiva mais eficientes como manutenção pre-
ventiva baseada na condição do componente (CBM - Condition-Based Maintenance) têm
sido desenvolvidas. Foi revelado que 99% das falhas são precedidas por indicadores per-
ceptíveis [9]. CBM tenta acompanhar a vida útil do componente (Remaining Useful Life
(RUL)) baseando-se no controlo de condição sem interromper o normal funcionamento
do mesmo. Quando utilizado propriamente pode reduzir significamente os custos de
manutenção.
Ao longo dos últimos anos, tecnologias em controlo de condição (Condition Monito-
ring (CM)) e diagnóstico de falhas têm sido desenvolvidas. Dados como registos de vibra-
ção e ruído, análise de lubrificantes, entre outros, podem ser adquiridos, processados e
analisados por sensores mais evoluídos, software de bases de dados e novas tecnologias
computacionais. No entanto, novas tecnologias por norma permitem ter acesso a novos
tipos de informação que ainda não foram totalmente explorados. Este desenvolvimento
apresenta um desafio enorme para a comunidade científica, no que toca à filtragem e
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interpretação de dados e qual a sua relevância para as técnicas de manutenção.
Um importante principio CBM é a P-F curve, que pode ser utilizada para estimar RUL
de um componente [10]. A Figura 2.2 ilustra como um elemento sofre deterioração ao
longo do tempo até ao ponto que se torna detectável (Ponto P). Consequentemente, se não
for detectada e acções não forem tomadas, continuará a sofrer deterioração (a uma taxa
de aceleração maior) até atingir o ponto de ruptura (Ponto F).
Figura 2.2: Curva P-F [11].
Outra das curvas importantes de CBM que merece menção é a curva da banheira ou
bathtub curve [12]. Esta curva, apresentada na Figura 2.3, representa a fiabilidade de um
componente ao longo do seu ciclo de vida.
Demonstra que um elemento no início do seu ciclo de vida apresenta uma maior
probabilidade de falha devido a erros no seu projecto ou falhas na sua instalação/aco-
plamento. Estas falhas são conhecidas como falhas prematuras e por norma ocorrem nas
primeiras semanas de operação. Após este período, a probabilidade de falha diminui con-
sideravelmente por um período relativamente longo, conhecido como o período de vida
útil. Por fim, e devido ao desgaste acumulado durante os 2 períodos anteriores o elemento
chega ao final do seu tempo de vida útil e a probabilidade de falha vai aumentando. Este
período é conhecido como final de vida útil ou de desgaste.
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Figura 2.3: Curva da banheira [13].
2.1.2 Tipos de manutenção
Como referido anteriormente, a necessidade de melhorar a eficiência das empresas e os
seus resultados, levou a que diversas técnicas de manutenção fossem desenvolvidas e
testadas de acordo com as especificações e necessidades de cada empresa, podendo dividi-
las em 3 categorias:
- Manutenção Correctiva
- Manutenção preventiva sistemática (TBM)
- Manutenção preventiva condicionada (CBM
Manutenção Correctiva - Método tradicional onde apenas se toma uma acção após
avaria. Este método apresenta como grande vantagem, utilizar o máximo de tempo de
vida útil de um componente. No entanto, não evita falhas catastróficas que podem levar
a sérios danos. Na eventualidade de uma falha, o tempo de paragem e reparação pode ser
bastante grande, incluindo o tempo necessário para substituição de componentes, desde
o tempo de encomenda, envio e, no caso de componentes principais, pode mesmo ser
necessária a sua produção.
Deste modo, e como os sistemas de produção são cada vez mais evoluídos e dependen-
tes de todos os seus componentes, o maior prejuízo acaba por ser na perda de produção
que na maioria das vezes é mais elevado que o próprio custo da máquina. Ainda assim,
existem certos tipos de indústria onde a produção em série não está tão representada e é
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composta por várias máquinas singulares, como máquinas de costura, onde a avaria de
uma das máquinas não é critica para a produção e os perigos de avaria são mínimos.
Manutenção preventiva sistemática - Também conhecida como manutenção baseada
no tempo ( Time-based Maintenance (TBM)) adopta uma estratégia em que alguma ma-
nutenção como lubrificação, remodelação, calibração e inspeção de equipamentos é feita
periodicamente. O objetivo desta estratégia é diminuir os processos de deterioração que
levam a falhas ou avarias. A manutenção preventiva sistemática pressupõe que o tempo
médio entre falhas do equipamento é estatisticamente ou experiencialmente conhecido e
que o sistema se vai degradando normalmente com a utilização.
TBM inclui algumas paragens planeadas para reparações ou substituições previa-
mente agendadas. Isto pode prevenir algumas avarias substituindo componentes críticos
num sistema, em intervalos regulares embora mais curtos que o seu tempo de vida útil
expectável. Inspecções de sistemas e substituição de componentes críticos em intervalos
fixos de tempo é amplamente adoptada em produções automatizadas e controlo de siste-
mas. Embora TBM possa reduzir a probabilidade de falhas do sistema e a frequência de
reparações de emergência não planeadas, não consegue eliminar completamente avarias
aleatórias. Nas estratégias de manutenção preventiva sistemática maioria das decisões
são feitas por especialistas experientes, por sugestão dos fabricantes, histórico de avarias,
experiência operacional e julgamento de técnicos de manutenção.
Em aspectos económicos, TBM acaba por ser muito conservadora, visto que inde-
pendentemente do estado real do componente são agendadas paragens ou reparações
desnecessárias, ou seja, desperdício, que resulta em elevados custos de manutenção. Al-
gumas praticas de TBM podem também estar desactualizadas e falharem em satisfazer o
requisito operacional real da indústria moderna.
Manutenção preventiva condicionada - CBM é a estratégia de manutenção que acon-
selha acções de manutenção baseando-se na recolha de dados por processos de controlo de
condição. Introduzida em 1975 com o objectivo de maximizar a eficácia da manutenção
preventiva, evitando acções de manutenção desnecessárias, realizando-as apenas quando
há evidências de comportamento anormal de determinado elemento.
O coração de CBM é o controlo de condição onde registos são sistematicamente mo-
nitorizados utilizando certos tipos de sensores ou outro tipo de indicadores. O estado do
equipamento pode ser medido em vários parâmetros como vibração e ruído, temperatura,
lubrificação, entre outros. Deste modo, actividades de manutenção são realizadas apenas
quando necessário ou muito perto da avaria. No entanto esta técnica, encontrou algumas
barreiras iniciais, nomeadamente a limitação no que diz respeito a técnicas de monito-
rização e recolha de dados. De qualquer modo, com a evolução tecnológica e contínua
investigação na área, tornou-se na estratégia de manutenção mais indicada e procurada
pelas empresas, uma vez que se devidamente utilizada, pode reduzir significativamente
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os custos de manutenção, diminuindo o número de intervenções de manutenção siste-
mática desnecessárias ou de paragens de emergência e longos períodos de inactividade
[14].
Resumindo, o objectivo da manutenção preventiva condicionada é realizar em tempo
real uma avaliação das condições do equipamento para posterior avaliação e decisão da
necessidade de manutenção, reduzindo manutenção desnecessária e custos relacionados
[15].
2.2 Controlo de Condição
Monitorização é definida como “ uma actividade que observa o estado atual de um ele-
mento” [16], noutras palavras, controlo de condição é uma ferramenta utilizada para
indicar a condição do equipamento ou sistema. Com os principais objectivos de recolher
dados da condição do equipamento e aumentar o conhecimento das causas de avaria, no
sentido de definir padrões de deterioração do equipamento.
O controlo de condição pode ser realizado de 2 maneiras: on-line e off-line. On-line é
durante o ambiente operacional havendo por isso um feedback constante e off-line em que
os dados recolhidos em certos intervalos de tempo são guardados para posterior consulta.
Adicionalmente pode ser periódico ou contínuo. De um modo geral, monitorização pe-
riódica é feita em certos intervalos de tempo, como por exemplo de hora a hora, no final
de cada turno,etc. auxiliados por equipamentos de medição manuais, desde aparelhos de
medição de vibração e ruído até observações a olho nu por parte dos trabalhadores. Já
monitorização contínua, como o nome indica, é realizada de forma contínua e automática,
baseando-se em equipamentos especializados de medição como sensores.
Como em tudo, existem sempre alguns pontos negativos. No caso de monitorização
contínua os custos são mais elevados visto que equipamentos especiais são necessários e
podem ser registadas informações imprecisas no tratamento de dados devido ao enorme
volume de dados. Por outro lado, a monitorização periódica apesar de mais barata, corre
o risco de perder informação relevante entre os intervalos de monitorização [14].
Um sistema de controlo de condição consiste em 3 processos fundamentais:
1. Aquisição de dados (colheita de informação).
2. Processamento de dados (filtragem e análise de dados).
3. Tomada de decisão de manutenção (recomendação de acções a tomar através de
diagnósticos ou prognósticos).
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Uma esquematização da sequência dos processos pode ser vista na Figura 2.4.
Figura 2.4: Passos de um sistema CBM.
Independentemente de qual técnica CBM aplicada, os dados da condição do equipa-
mento precisam de ser filtrados, interpretados e medidas apropriadas devem ser tomadas
de acordo. Actualmente, é maioritariamente apoiada numa selecção manual de caracterís-
ticas padrão ou definidas por especialistas, o que implica, inevitavelmente, que algumas
características sejam definidas sem conhecimento explicito sobre as configurações, estado
e modos operativos de cada máquina em particular. É aqui que novas tendências do
mundo tecnológico como machine learning (ML) e data mining (DM) nos podem trazer
grandes contributos [17].
2.2.1 Aquisição de dados
A aquisição de dados é um processo de colheita e armazenamento de dados de um sistema
para controlo de condição, diagnosticar falhas e fazer o prognóstico dos futuros estados
do componente e a sua vida útil. É composto por sensores, aparelhos de transmissão de
dados e de armazenamento. A aquisição de dados é um dos passos fulcrais de CBM uma
vez que é nele que se baseiam todos os passos que se seguem.
Dados utilizados para CBM podem ser divididos em dois tipos: dados de eventos e
dados de controlo de condição. Apesar de por vezes os dados de eventos serem negli-
genciados, ambos apresentam semelhante importância no que diz respeito à colheita de
informação [18]. O primeiro refere-se a informações sobre que tipo de evento houve (ins-
talação, falha, avaria, etc.) e o que foi feito (reparação, substituição, mudança de óleo,
etc.). O segundo, a dados relacionados com o estado actual do equipamento, tais como,
vibração e ruído, análise de óleos, temperatura, pressão, humidade, etc.
Uma variada gama de sensores, entre os quais, acelerómetros, micro-sensores, senso-
res ultrasonicos, sensores de ruido, infra-vermelhos,etc. são aplicados para recolha de
diferentes tipos de informações. Com a rápida evolução dos computadores e avançada
tecnologia de sensores, a tecnologia de aquisição de dados tem-se tornado cada vez mais
poderosa e menos dispendiosa [19].
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Atenta a este cenário, a indústria moderna tem vindo a aplicar vários sistemas de
aquisição de dados como SCADA (Supervisory Control and Data Acquisition) e CMS (Con-
dition Monitoring System). No entanto, é difícil obter dados de ambiente operacional até à
falha, de alta qualidade, para propósitos de investigação académica. Isto deve-se a alguns
factores, como por exemplo:
- Degradação de máquinas pode demorar bastantes meses ou mesmo anos, tornando a
aquisição de dados até à falha mais dispendiosa visto que são processos de longa duração.
- Num ambiente industrial, praticamente não é permitido que os componentes alcan-
cem situações de falhas críticas, uma vez que podem levar à total destruição da máquina
ou a acidentes catastróficos.
- Máquinas como turbinas eólicas, motores de aviação e de automóveis, com as suas
respectivas diferenças e graus de segurança, funcionam muitas vezes em ambientes hostis,
o que leva a interferências devido a factores exteriores e diminui a qualidade dos dados.
- Algumas instituições militares e comerciais que têm acesso a este tipo de dados estão
reticentes quanto a partilha dos mesmos por motivos de segredo militar ou de competição
comercial. Por isso, apenas algumas instituição privilegiadas, tem aceso a esses dados.
Devido aos factores acima referidos, maioria dos estudos e investigação são baseados
em dados de experiencias laboratoriais ao invés de um ambiente real indústrial [19].
2.2.2 Processamento de dados
O primeiro passo de processamento de dados é a filtragem. É um passo importante pois
por norma, qualquer bloco de dados contém imprecisões. Imprecisões essas que podem
ser causados por vários factores nomeadamente erros humanos e falhas dos sensores, cujo
trabalho desenvolvido por R.Xu e C.Kwan permite ajudar [20]. No entanto, não existe
uma maneira simples de filtrar dados. Por vezes requer verificação humana, outras a uti-
lização de ferramentas gráficas,etc. De facto a filtragem de dados por si só é uma vasta
área dentro da qual existem inúmeros estudos e alternativas.
O passo seguinte é a análise de dados. A variedade de modelos, algoritmos, ferramen-
tas, dependendo do tipo de dados disponíveis, para análise de dados é enorme. O tipo de
dados adquiridos podem ser inseridos em 3 categorias:
- Valores Pontuais (Value type). São registados valores pontuais para cada tempo espe-
cifico. Análise de óleos, temperatura, pressão, são exemplos deste tipo de dados.
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- Funções contínuas (Waveform type). Os dados são registados em função do tempo,
como por exemplo, dados de vibração e ruído, apresentando uma forme de onda.
- Multi-dimensionais, como o nome indica, os dados são recebidos em formato dimen-
sional, por exemplo, dados de imagem como, imagens raio-x, termógrafos infravermelhos.
2.2.3 Tomada de decisão em Manutenção
O último passo de CBM é a tomada de decisão. A quantidade e qualidade de suporte para
as decisões de manutenção são cruciais.
Diagnóstico e prognóstico são dois aspectos importantes no auxílio de tomada de
decisão e consequentemente de um sistema de controlo de condição. Com o aumento da
automatização e mecanização, softwares de diagnóstico e prognóstico tornaram-se numa
ferramenta fundamental para a decisão de acções de manutenção, sendo até previsível
virem a substituir especialistas de manutenção no futuro.
Diagnóstico é responsável pela detecção, localização e identificação da falha quando
esta ocorre. Prognóstico consiste na previsão de falhas ou degradação do componente an-
tes destas ocorrerem, ou seja o tempo de vida útil do componente (RUL) [8]. Diagnóstico
é portanto, uma análise posterior enquanto prognóstico é uma análise prévia. A Figura
2.5 proporciona a visualização da diferença entre ambas.
Figura 2.5: Diagnóstico e Prognóstico [21].
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2.2.4 Diagnóstico
Várias técnicas têm sido propostas com o propósito de identificar e detectar falhas e no
seu diagnóstico. As abordagens mais comuns para o diagnóstico de falhas são:
- Métodos matemáticos
- Métodos baseados no conhecimento
- Métodos de reconhecimento de padrões
Métodos Matemáticos
São métodos que tentam o diagnóstico de falhas baseando-se em métodos analíticos onde
a consistência entre os registos/dados e o comportamento expectável de um sistema são
revistos analiticamente. Estes modelos podem ser modelos matemáticos com influencia
da Física ou modelos matemáticos específicos da máquina a avaliar.
Métodos como filtros de Kalman, identificação de sistemas e relações de paridade são
utilizados para a obtenção de sinais, chamados resíduos, que são indicativos de falhas na
máquina.
Por fim, os resíduos são avaliados para detectar, isolar e identificar a falha. Alguns
métodos foram aplicados com sucesso no diagnóstico de componentes mecânicos, tais
como caixa-de-velocidades, rotores e rolamentos [22, 23].
Métodos baseados em conhecimento
Ou sistemas especializados baseiam-se na análise de dados de controlo de condição on-line
de acordo com um conjunto de normas determinadas por conhecimento de especialistas.
Este conhecimento inclui a localização de variáveis de processo, padrões de condições
anormais de processos, sintomas de falhas, restrições operacionais e critérios de desem-
penho.
Aqui o conhecimento e inteligência dos operadores ou engenheiros podem ser imple-
mentados, o que pode ajudar no reconhecimento de potenciais falhas baseado em experi-
ências anteriores. Esta abordagem pode reduzir a dificuldade em informações numéricas
e automatizar a inteligência humana para supervisão do sistema. Algumas publicações
[24–27] demonstram as suas aplicações.
Comparativamente ao método anterior, esta abordagem é particularmente adequada
para grandes indústrias, visto que é capaz de reduzir a complexidade ao implementar
o sistema de segurança correspondente, tornando-o flexível, fácil de entender e utilizar.
A junção de métodos baseados no conhecimento com a recolha de dados em tempo real
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permite melhorar a eficiencia e fiabilidade na detecção de falhas e consequentemente a
eficacia do sistema [28].
Métodos de reconhecimento de padrões
É um processo de mapeamento das informações obtidas e identificação de amostras simi-
lares. Tradicionalmente, o reconhecimento de padrões é feito manualmente por ferramen-
tas gráficas auxiliares, como gráfico de espectro de potência, gráfico de espectro de fase,
espectro-grama, gráfico de fase wavelet, etc.
No entanto, o reconhecimento manual de padrões requer experiência na área especí-
fica de diagnóstico. Assim, pessoal altamente treinado e qualificado é necessário. Portanto,
o reconhecimento automático de padrões é extremamente desejável. Isto pode ser conse-
guido através da classificação de dados com base na informação recolhida dos sensores
ou outras ferramentas de controlo de condição.
Este método, que inclui técnicas de inteligência artificial, tem sido cada vez mais apli-
cado na área de diagnóstico e tem mostrado um desempenho superior relativamente aos
apresentados anteriormente [29–33]. No entanto, visto que é uma área recente ainda a ser
desenvolvida e onde bastantes estudos e investigações têm sido feitas nos últimos anos,
não é de momento tão fácil de aplicar como o desejado.
2.2.5 Prognóstico
Prognóstico tem como grande vantagem a capacidade de poder permitir a um sistema um
tempo de inactividade nulo ou muito perto disso. No entanto, diagnóstico é necessário
quando o prognóstico falha e uma avaria acaba por ocorrer. Assim sendo, o diagnóstico
e o prognóstico acabam por estar muitas vezes interligados, até porque grande parte das
vezes utilizam como base o mesmo bloco de dados. Um sistema CBM pode então ser
composto por técnicas de diagnóstico, prognóstico ou ambas.
Prognóstico promete reduzir significativamente o tempo de inactividade, a necessi-
dade de variadas peças em stock, custos de manutenção e falhas catastróficas. Contudo,
prognóstico é uma área relativamente nova e por esse mesmo motivo, existe grande mar-
gem de progressão e interesse na investigação, tendo o número de publicações nesta área
crescido ao longo dos últimos anos, como podemos ver pela Figura 2.6.
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Figura 2.6: Histograma do número de publicações em prognóstico de máquinas nos ulti-
mos anos [34].
Apenas recentemente têm sido desenvolvidos algoritmos para CBM e despertado
grande interesse na comunidade ligada à manutenção. Todavia, grande maioria desses
algoritmos são desenvolvidos para aplicações especificas ao invés de modelos genéricos.
Os sectores aeroespacial, automóvel, núclear, controlo de sistemas, têm sido dos que mais
têm investido na sua investigação e evolução [7].
Existe uma grande quantidade de estudos onde se tenta dividir os métodos de previ-
são de tempo útil de vida de um componente (RUL) ou de prognóstico numa grande gama
de categorias [34], no entanto, com o intuito de simplificar e resumir, nesta dissertação
serão classificados em apenas três:
- Modelos baseados em Física (Physics based prognosis models)
- Modelos baseados em Dados (Estatística e Inteligência Artificial) (Data driven prog-
nosis models)
- Modelos híbridos (junção das anteriores) (Hybrid models)
O gráfico circular (Figura 2.7) demonstra as publicações relacionadas às categorias de
métodos de previsão de tempo útil de vida de um componente (RUL), mencionadas no
trabalho de Lei et al [34].
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Figura 2.7: Gráfico Circular de publicações relacionadas às categorias acima referidas
[34].
Modelos baseados em Física
Modelos baseados em física envolvem, tipicamente, o desenvolvimento de modelos mate-
máticos ligados a processos físicos, que têm influência directa ou indirecta na condição do
componente. Os parâmetros utilizados nestes modelos estão relacionados com as proprie-
dades do material, que são normalmente identificadas através de métodos experimentais,
análise de elementos finitos ou outras técnicas adequadas. Estes modelos tentam combi-
nar conhecimento mecânico do sistema em particular, fórmulas de previsão de defeitos
e dados de controlo de condição para providenciar um resultado eficiente com conheci-
mento enriquecido.
Modelos baseado em física permitem uma precisa estimativa de tempo de vida útil,
se o modelo for desenvolvido com total conhecimento dos mecanismos de deterioração e
estimativas eficientes de parâmetros. Para alguns sistemas mecânicos mais complexos no
entanto, cuja dificuldade em perceber os processos físicos relacionados à deterioração é
maior, as aplicações deste tipo de modelos são mais restringidas.
A Lei de Paris-Erdogan (PE) é um dos modelos mais utilizados. Inicialmenrte proposta
por [35] para descrever a propagação de fracturas, serviu de base para o desenvolvimento
de vários estudos sendo aplicada à área de manutenção, nomeadamente de prognóstico
[36]. Lei et al. [37] transformou o modelo PE num modelo empírico para estimativa de
tempo de vida útil. Sun et al. [38] evoluiu a lei de PE para um modelo espaço-estado
(state-space model).
Para a maioria das aplicacões na indústria, prognósticos baseados em modelos fisicos
podem não ser a solucão mais prática, uma vez que o tipo de falhas em questão pode
ser única de componente para componente e é dificil de identificar sem interromper a
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operação. No entanto, pode muito bem ser a abordagem mais apropriada para aplicacões
cuja precisão seja imprescindível e em que os modelos fisicos sejam consistentes, como
por exemplo em veiculos aéreos [39]. Por norma, necessitam também de menos data que
os modelos baseados em dados.
Modelos baseados em Dados
Modelos baseados em dados tentam desenvolver modelos directamente a partir da aquisi-
ção de dados de controlo de condição ao invés de modelos baseados na física do sistema e
no conhecimento de especialistas. São desenvolvidos tendo em conta o historial de even-
tos com o objectivo de prever degradações futuras. Sendo que depende fortemente dos
dados e que estes por norma apresentam características distintas perto do momento de
avaria, este tipo de modelos são poderosos no que diz respeito à previsão da condição de
um componente num futuro próximo, especialmente perto do momento de falha/ruptura
[40].
Estes modelos conseguem processar uma vasta gama de tipos de dados e explorar
as nuances que não conseguem ser identificadas por outros tipo de modelos. O método
de prognóstico baseado em dados tem como maiores pilares técnicas de estatística e de
inteligência artificial (machine learning ou data mining) [28], dentro das quais, maioria
provém da teoria de reconhecimento de padrões. Os métodos de modelos baseados em
dados podem então ser classificado em duas categorias: Estatísticos e Machine Learning.
A abordagem estatística, estima a vida útil de um componente estabelecendo modelos
estatísticos baseados em conhecimento empírico e geralmente apresenta uma previsão
de resto de vida útil como uma condicionante de funções de densidade probabilidade
(PDF) dependendo das observações [41]. Aqui, os modelos de previsão de tempo de vida
util são desenvolvidos enquadrando observações disponiveis em modelos de coeficien-
tes aleatórios ou modelos de processos estocásticos sob métodos de probabilidade, sem
dependerem de qualquer física ou princípio [34]. Variações aleatórias são geralmente
introduzidas em parâmetros para descrever as incertezas devido a diferentes tipos de
origem de variáveis, como o tempo, de unidade para unidade (unit-to-unit) e unidade de
medida [42].
Assim, a abordagem estatística em modelos baseados em dados é eficiente em descre-
ver a incerteza do processo de degradação e a sua influência na previsão da vida útil do
componente. Tornou-se numa das mais populares abordagens dentro de todos os modelos
de prognóstico como podemos concluir pela Figura 2.7.
Dentro da abordagem estatística, os modelos que mais têm chamado à atenção são os
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modelos de Processo de Wiener [43], Modelo oculto de Markov [44], regressão do Processo
Gaussiano (PG) [45], modelos de coeficientes aleatórios (random coefficient models) [46]
entre outros.
Algumas publicações relacionadas às técnicas utilizadas nesta abordagem estatistica
de modelos baseados em dados têm sido realizadas tentando fazer um apanhado dos
trabalhos desenvolvidos [34, 41, 43].
Já no campo de machine learning, a ideia passa por utilizar computadores para simular
o cérebro humano e a aprendizagem permitindo-lhes que identifiquem e adquiram co-
nhecimento do mundo real, melhorando o seu desempenho com base neste conhecimento
[47]. Inserido na área de manutenção, ML propõe que o computador aprenda padrões
de degradação do sistema, com técnicas de machine learning utilizando o bloco de dados
disponível, sem a necessidade de recorrer a modelos de física ou estatística. É capaz de
lidar com sistemas mecânicos complexos cujos processos de degradação são de difícil
interpretação pelos modelos anteriores. Deste modo,é um campo que tem atraído cada
vez mais atenção na área de prognóstico.
No entanto, os resultados obtidos através de machine learning são difíceis de ser expli-
cados devido à falta de transparência, o que lhes dá o nome de “black boxes”. As técnicas
de machine learning mais utilizadas são Redes Neuronais Artificiais (RNAs) e sistemas
de lógica fuzzy.
Redes Neuronais Artificiais (RNAs) ou Artificial Neural Network (ANN) baseiam-se no
mecanismo do cérebro conectando vários nós numa estrutura complexa de determinadas
camadas. São uma das técnicas de machine learning mais aplicadas no campo de CBM.
Aceitam a introdução de parâmetros (inputs), processam-nos e produzem parâmetros fi-
nais (outputs) de acordo com uma função de transferência não linear. Estes parâmetros
têm de ser ajustados de modo a proporcionar o melhor desempenho possível. Ajustamento
esse, que é feito tipicamente expondo a rede a um conjunto de exemplos, observando a
resposta da rede para, por fim, re-ajustar os parâmetros de modo a minimizar o erro.
A rede é então treinada para obter um determinado output desejado, como por exem-
plo o grau de degradação ou o restante tempo de vida útil, reagindo aos inputs fornecidos,
como o tempo e dados de controlo de condição. Várias técnicas podem ser aplicadas neste
ajustamento ou para “treinar” estes parâmetros [48]. Podem também ser classificadas
em diferentes categorias dependendo do mecanismo de aprendizagem e de como são
treinados (supervisionados ou não) [49]. Uma vez treinada e aprendida a relação entre
os inputs e o output pretendido, a rede neuronal artificial pode ser utilizada tanto para
diagnóstico como prognóstico.
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A topologia das Redes neuronais Artificiais depende da forma como os neurónios se
conectam entre si para formar uma “rede” de neurónios. A topologia pode ser de redes
diretas (Feedforward) ou de redes recorrentes (Feedback). Um exemplo de uma rede neu-
ronal artificial feedforward ou Feedforward Neural Network (FFNN) está representada na
Figura 2.8, onde cada circulo representa um nó ou neurónio e cada conjunto de nós na
mesma coluna representa uma camada. Os nós na primeira e ultima camada representam
respectivamente os parâmetros introduzidos (inputs) e o parâmetro final (output). O nú-
mero de nós em cada camada intermediaria ou oculta, deve ser determinada de modo a
expressar adequadamente o mecanismo entre as camadas inicial e final, encaminhando
os dados recebidos da primeira para a ultima.
O processo de treino ou aprendizagem equivale a determinar o peso ou importância
dos parâmetros de modo a que a rede exprima com precisão a relação entre os inputs e
output. Uma vez aprendidos, a rede pode então funcionar utilizando funções de transfe-
rência e parâmetros importantes. Algumas das funções de transferência disponíveis, são
o Sigmoid, inversas e lineares, entre outras.
Os parâmetros de peso incluem peso e tendência. O peso, quadrados na Figura 2.8 são
por norma multiplicados com o valor dos nós anteriores, e as tendências, representados
por elipses, são adicionadas de forma a serem um input nas funções de transferência. Este
processo de achar o peso óptimo do parâmetros, é o chamado treino ou aprendizagem e
requer vários blocos de dados.
Figura 2.8: Ilustração de uma rede neuronal aritifical feedforward [40].
Já as redes neuronais artíficiais recorrentes (Feedback) ou Recurrent Neural Network
(RNN) (Figura 2.9) utilizam um conceito semelhante, apresentando como principal dife-
rençaa a existencia de um feedback local entre as diferentes camadas [40].
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Figura 2.9: Ilustração de uma rede neuronal artíficial feedback [50].
Vários estudos têm demonstrado as vantagens destas redes, nomeadamente a sua
velocidade [21, 51], conseguir um desempenho tão bom quanto métodos estatísticos tra-
dicionais sem a necessidade de suposições quanto à distribuição [52] e a capacidade de
identificar fenómenos complexos sem conhecimento à priori [8].
Algumas das principais características são a velocidade de processamento que se de-
vem ao seu paralelismo, à sua habilidade de serem treinadas e em produzir respostas
correctas e instantâneas a partir de dados incompletos e por isso leva a que seja esperado
que tenham um bom desempenho na previsão de vida util de sistemas complexos [34]. No
entanto, não deixam de apresentar algumas limitações. Para além da pouca transparência
já referida anteriormente, as redes neuronais artificiais requerem um grande número de
dados de alta qualidade, que como também já foi discutido nesta dissertação, são difíceis
de encontrar em ambiente industrial.
Os trabalhos de M. Elforjani [53], que utiliza uma RNA para relacionar os sinais acús-
ticos emitidos com o correspondente desgaste dos rolamentos através de experimentos
laboratoriais, e o trabalho de Zhigang Tian [54] que desenvolve um método de RNAs para
prever com maior precisão o tempo de vida util de equipamento sujeito a controlo de
condição, utilizando dados de vibração recolhidos de rolamentos de bombas, são exem-
plos da aplicação de RNAs em técnicas de manutenção. Já Zemouri et al. [52, 55] tem
desenvolvido o conhecimento nas RNN.
Outra das técnicas mais populares de machine learning é a lógica fuzzy [56]. Os sis-
temas de lógica fuzzy fornecem um idioma (com sintaxe e semântica própria) no qual se
traduz conhecimento qualitativo sobre o problema a solucionar[57]. Em particular, a ló-
gica fuzzy permite o uso de variáveis linguísticas para modelar sistemas dinâmicos. Estas
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variáveis tomam/obtêm valores fuzzy que são caracterizados por uma definição e uma
função membership. O significado de uma variável difusa pode ser interpretada como uma
restrição (elástica) ao seu valor. Estas restrições são propagadas como consequência do
funcionamento fuzzy. O mecanismo de raciocínio resultante tem poderosas propriedades
de interpolação, que tornam a lógica fuzzy bastante sólida, nomeadamente na variação de
parâmetros do sistema, distúrbios, etc.
Quando aplicada em prognóstico, a lógica fuzzy é tipicamente utilizada em conjunto
com outros metodos de machine learning, e é utilizada para lidar com incertezas de que
todas as técnicas de prognóstico encontram. De facto, a gestão e representação das incer-
tezas está no centro do desempenho e do sucesso nas técnicas de prognóstico. A previsão
a longo termo de falhas implica uma maior incerteza que tem de ser lidada de forma
eficiente. Por exemplo, quanto mais informação sobre a deterioração registada em com-
ponentes e sobre a sua previsão se tornam disponíveis, meios devem ser concebidos para
reduzir os limites de incerteza [48].
Um dos exemplos em que a lógica fuzzy é utilizada em junção com outra técnica de
machine learning são os sistemas Neuro-fuzzy (NF). Estes sistemas são sistemas de lógica
fuzzy cuja estrutura é determindada ambos por especialistas e por funções memberships
optimizadas, isto é, treinadas por RNAs [58].
Estes sistemas combinam os benefícios de 2 poderosos paradigmas, conhecimento
especializado e da “inteligência” das RNAs, sendo por isso um dos mais promissores
candidatos na previsão de tempo de vida útil de maquinaria. Permitem a capacidade
de acomodar tanto os dados como o conhecimento especializado sobre o problema em
questão [59]. No entanto, grande quantidade de dados de alta qualidade são também
necessários.
Wang et al. [50] adoptou um sistema NF para desenvolver uma abordagem de prognós-
tico online para diferentes tipos de falhas de equipamentos. Hussain et al. [60] utilizou
sistemas de dedução adaptável NF ou Adaptive neuro-fuzzy inference system (ANFIS),
para prever os processos de degradação de caixas de velocidade de turbinas eólicas. Pet-
kovic et al. [61, 62] utilizou também ANFIS na área de energia eólica.
Sistemas fuzzy são muito úteis em situações envolvendo sistemas muito complexos
cujos comportamentos são de difícil interpretação e em situações onde uma solução rá-
pida (mas aproximada) é necessária. Uma vantagem destes sistemas é que conhecimento
especializado pode sem implementado para melhorar a aproximação por afinação, remo-
ção ou adição de funções e regras de associação. A Figura 2.10 permite uma comparação
visual entre uma abordagem clássica e uma abordagem fuzzy.
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Figura 2.10: Comparação de uma abordagem clássica para fuzzy [57]
Outra das técnicas utilizadas que merecem destaque são as Relevance/Support vector
machines (RVM/SVM) [63, 64].
Modelos híbridos
Como podemos constatar, todas as categorias apresentadas têm as suas limitações no que
diz respeito à previsão de tempo de vida útil. Para superar essas limitações e tentando
integrar as vantagens das abordagens anteriores, surgiram os modelos híbridos.
Os modelos híbridos não só permitem uma aprendizagem mais rápida em clusters
distríbuidos, como também permite a aplicações de machine learning uma maior efici-
ência quando dados e informações são demasiado grandes para serem armazenadas na
memória de uma só máquina [49]. Algumas publicações [65, 66] utilizam diferentes me-
todos no desenvolvimento de um modelo de previsão de degradação combinando com
algoritmo de Particle filtering (PF), outras combinam tecnicas de machine learning com
modelos de coeficientes aleatórios[67, 68].
Novas técnicas de modelos híbridos têm vindo a ser desenvolvidas, visto que jun-
tam as vantagens de modelos baseado em Física e em dados, despertando o interesse da
comunidade de investigação. No entanto, uma vez que combinam os métodos falados an-
teriormente, conhecimento especializado em ambas as áreas é necessário, o que leva a que
o desenvolvimento de novas técnicas e aplicações seja ainda reduzido quando comparado
com as anteriores.
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2.3 Energia Eólica
Energias renováveis estão cada vez mais a desempenhar um papel importantíssimo na
energia global, como alternativa a energias fósseis de modo a reduzir o impacto no ambi-
ente e no aquecimento global.
É possível afirmar que a energia eólica surge a partir da energia solar, que é transmitida
por radiação até à atmosfera terrestre. Esta radiação provoca um aquecimento superficial
diferenciado das camadas de ar, originando variação da massa especifica e gradientes de
pressão. Pode então considerar-se a energia eólica um recurso renovável uma vez que a
energia solar pode ser considerada infinita em relação ao tempo de vida humano [69, 70].
A Figura 2.11 ilustra a evolução do aproveitamento da energia éolica.
Figura 2.11: Evolução do aproveitamento da Energia Éolica.
A primeira grande máquina de vento a gerar eletricidade (cerca de 12kW) foi instalada
em Cleveland, Ohio 1888. Pelo final da 1ª Guerra Mundial, o uso de máquinas de 25kW
estava espalhada por toda a Dinamarca. Novos desenvolvimentos nos Estados Unidos
inspirados pelas descobertas aeroespaciais, nomeadamente em hélices e asas de aviões, e
outros esforços europeus, na Dinamarca, França, Alemanha e no Reino Unido (1935-1970)
demonstraram que turbinas eólicas de grandes dimensões podiam funcionar. Podemos
então afirmar que é algo que tem sido alvo de estudo e em constante evolução até aos
dias de hoje, tendo como principal desafio no momento atingir 1000GW de produção de
energia por 2030 [71].
No futuro a tendência é para a produção e instalação de grandes turbinas offshore (Fi-
gura 2.12), sendo que também a procura e a necessidade de energia eólica vai continuar a
aumentar nos próximos anos e por isso é de esperar que o tamanho das turbinas eólicas e
a sua capacidade venham a aumentar [72] (Figura 2.13).
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Figura 2.12: Investimento (€ Milhões/ano) expéctavel em turbinas eólicas [73]
Figura 2.13: Crescimento e previsão das dimensões das turbinas [72]
2.3.1 Turbinas Eólicas
As Turbinas Eólicas são uma das fontes de produção de energia que mais tem crescido
por todo o Mundo [74], como demonstra a Figura 2.14. As turbinas eólicas fornecem actu-
almente 4 % da eletricidade global. O custo da energia eólica caiu até 30 cêntimos/kWh
na década de 1980, sendo que nos dias de hoje se situa nos 3 cêntimos/kWh [75]. Isto leva
a uma necessidade constante de reduzir ao máximo os custos de operação e manutenção
destas turbinas. Manutenção e reparação são actividades criticas que consomem tempo e
esforço, sendo por isso dispendiosas.
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Figura 2.14: Capacidade Total Instalada e prognóstico 1997-2020[MW] [74].
O relatório da Comissão Europeia de 2015 sobre o progresso das energias renováveis
até 2020 mostra que, embora a UE esteja num bom caminho para atingir seus objetivos
de energia renovável, os objetivos interinos tornar-se-ão mais desafiadores nos próximos
anos e os Estados-Membros terão de intensificar os seus esforços para alcançar os objeti-
vos de 2020 [76].
Para tornar a energia eólica mais competitiva em relação a outras fontes de energia, a
fiabilidade e tempo de vida são cruciais, logo, um planeamento cuidado de manutenção
baseado no estado do equipamento ajuda nesse sentido. Maioria das turbinas eólicas estão
equipadas com algum tipo de aparelho ou sistema de controlo de condição, que fornece a
informação sobre o equipamento para a base de dados (SCADA), sendo uma ferramenta
normalmente utilizada para deteção precoce de falhas com vista a minimizar o tempo de
paragem e maximizar a productividade.
Como já referido anteriormente, a tendência para o futuro das turbinas eólicas é que
estas aumentem em número e em dimensões,no entanto como se pode ver pela Figura
2.15, turbinas maiores têm tendência para falhar mais frequentemente e por isso mesmo,
precisar de mais manutenção. Como tal, reduzir os custos de inspecção e manutenção
torna-se cada vez mais importante [77].
Deste modo, sendo que falhas não expectáveis de componentes são uma realidade
e porque tempo de paragem não previsto tem custos elevados, sistemas de controlo de
condição são aplicados para melhorar o funcionamento das turbinas e reduzir os custos
de operação.
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Figura 2.15: Falhas em turbinas de diferentes dimensões [78].
2.3.2 Manutenção em Turbinas eólicas
Em situações onde defeitos podem ser detectados a olho nu, como a corrosão, fugas de
óleo, descoloração das superfícies dos componentes que podem indicar ligeiras variações
de temperaturas e deterioração, assim como o ruído dos rolamentos que pode indicar que
algo esta errado, já não precisamos de técnicas sofisticadas de monitorização, no entanto,
o objectivo passa por evitar danos irreversíveis ou pelo menos detectá-los a tempo de
poder agendar a próxima acção de manutenção de acordo com o melhor interesse para a
produção.
No caso da maiorias das falhas mais comuns, como fissuras e rugosidade das pás, curto-
circuitos no gerador, e sobreaquecimento da caixa de velocidades todas exigem uma abor-
dagem mais sofisticada a nível de manutenção. Deste modo, surge uma alternativa em
que se tenta mitigar a falha de componentes e a desagregação do sistema com manutenção
baseada no controlo do condição, onde são empregues técnicas contínuas de supervisão e
inspecção para detectar precocemente falhas e para determinar se serão necessárias quais-
quer tarefas de manutenção antes destas. Isto envolve aquisição, processamento, análise
e interpretação de dados e seleção de quais as acções de manutenção a tomar [77].
Numa turbina eólica, as principais falhas são por norma devidas à caixa de velocida-
des, gerador, rolamentos principais, pás, com as seguintes percentagens: 32%, 23%, 11% e
inferior a 10% [59]. Os sistemas de controlo de condição são uma ferramenta que permite
prever uma falha com base na informação fornecida pelo sistema do estado dos compo-
nentes.
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SCADA são sistemas que, como o nome indica, recolhem dados e posteriormente os enca-
minha para um computador central para revisão e avaliação. Regendo-se pela seguinte
máxima “ Alterações significativas indicam início de falhas ”, os sistemas de controlo de
condição são compostos por combinações de sensores e equipamentos de processamento
de sinais que fornecem dados contínuos da condição dos componentes baseado em vari-
adas técnicas, como análise de vibrações e ruído, análise de óleo, análises térmicas, etc.
Nas turbinas eólicas elas são usadas para controlar o estado dos componentes principais
tais como, as pás, a caixa de velocidades, gerador e rolamentos principais e torre.
Um sistema SCADA típico armazena dados de 10 em 10 minutos, dados esses que devem
ser examinados de modo a perceber o estado da turbina e dos seus componentes. Os
dados SCADA contêm informação sobre todos os aspectos de um parque eólico, desde a
energia produzida e velocidade do vento como qualquer erro registado no sistema [79].
Os parâmetros tipicamente registados pelo SCADA de uma turbina eólica podem ser
categorizados da seguintes maneira [59]:
1. Parâmetros de vento: como a velocidade e direcção.
2. Parâmetros de Funcionamento: como a energia produzida, velocidade do rotor e
ângulo das pás.
3. Parâmetros de Vibração: como é que a vibração da torre afecta o nível de vibração
(cargas dinâmicas) dos componentes no interior da nacelle [70].
4. Parâmetros de Temperatura: como a temperatura dos rolamentos e da caixa de
velocidades.
Existe um vasto leque de estratégias de manutenção e suas aplicações no controlo de
condição das turbinas, sendo estas as mais utilizadas até ao momento:
Análise de Vibrações - A análise de vibrações continua a ser a tecnologia mais popular
utilizada nas turbinas eólicas, especialmente no equipamento sujeito a rotação. Diferen-
tes sensores a diferentes frequências são utilizados: Transdutores são usados para baixas
frequências, sensores de velocidade para frequência media e acelerómetros para altas
frequências. Quanto às suas aplicações, é geralmente aplicado para supervisionar a caixa
de velocidades, rolamentos e alguns outros componentes [80].
Ruído - A libertação rápida de energia resultante de deformação provoca a propaga-
ção de ondas elásticas que podem ser analisadas. Esta técnica foi utilizada para detectar
algumas falhas mais cedo do que outras técnicas, como por exemplo, através da análise
de vibrações [77].
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Análise do óleo - Quer para o propósito de garantir a qualidade do óleo ou o estado
de vários componentes movíveis, a análise do óleo é feita maioritariamente por amostra-
gem apesar de sensores para controlo continuo estarem disponíveis há anos. Pouca ou
quase nenhuma vibração é perceptivel no aparecimento de falhas, mas a análise do óleo
consegue fornecer avisos prévios. Esta abordagens são eficientes e com o custo aceitável
no que a evitar falhas graves diz respeito e tem vindo gradualmente a tornar-se mais
importante com vários projectos em desenvolvimento [77].
Temperatura - A medição de temperatura ajuda a detectar a presença de potenciais falhas
relacionadas com alterações de temperatura nos equipamentos. Na indústria de energia
eólica, este método é aplicado sobre componentes como rolamentos, fluidos (óleo) e ca-
belagem do gerador, entre outros. Este método de controlo de condição apesar de viável,
sendo que cada peça de equipamento tem uma temperatura operacional limitada, rara-
mente é utilizado sozinho já que a temperatura pode ser influenciada pelo ambiente e se
desenvolve lentamente não sendo suficiente para a detecão precoce e precisa da falha [81].
No entanto, apesar da técnica utilizada, a eficiência de um sistema de controlo de con-
dição recai sobre o número e tipo de sensores assim como os métodos de simplificação
e processamento associados, utilizados para retirar a informação importante. Nomeada-
mente:
Métodos estatísticos - onde são aplicados algoritmos estatísticos para os propósitos de
controlo de qualidade com vista a analisar os dados recolhidos pelos vários sensores na
turbina eólica.
Reconhecimento de Padrões - refere-se à colheita de dados dos vários sensores e identi-
ficação de um padrão,algo que requer certos algoritmos e aplicações.
Selecção de dados - visto que por vezes numa grande quantidade de dados há informação
que não tem nenhum relevo e que deve ser eliminada de modo a simplificar a programa-
ção.
A deteção e o diagnóstico de falhas podem também ser encarados como uma sofisticada
adaptação de controlo de qualidade que incorpora algoritmos de inteligência artificial
com o propósito de detectar com antecedência falhas e qual o seu grau de gravidade.
Pré-processamento de SCADA é necessário para a extração de informações úteis e padrões
de dados enormes. Os vários métodos de Inteligência Artificial utilizados para análise de
dados SCADA de turbinas eólicas são: (RNAs), sistemas fuzzy e (ANFIS).
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Alguns investigadores conseguiram demonstrar com sucesso o uso de algoritmos de In-
teligência Artificial na análise de dados SCADA. Vários trabalhos têm sido realizados
utilizando os dados de temperatura registados pelo sistema SCADA aplicando diferentes
técnicas e algoritmos, relacionando a condição dos componentes com os parâmetros de
temperaturas caracteristicos, como redes neuronais artificiais (RNAs) [82], algoritmo de
previsão de intervalos de confiança para valores de temperatura [83], entre outras.
Vendo o seu desempenho, acredita-se que a utilização de inteligência artificial pode
melhorar a precisão dos modelos. É portanto, uma área que permanece aberta a mais
investigação e que tem chamado a atenção de uma vasta comunidade cientifica.
2.3.3 Revisão Bibliográfica
Nesta secção falaremos sobre o estado da arte referente à manutenção em turbinas eó-
licas, dando mais ênfase a técnicas de inteligência artificial. Como vimos, o campo de
manutenção tem sofrido vários avanços e desenvolvimentos ao longo dos últimos anos,
acompanhada pela evolução da tecnologia, tendo por isso surgido varias técnicas envol-
vendo inteligência artificial.
Aliado ao facto da também crescente procura e investimento em fontes de energia
renovável, nomeadamente turbinas eólicas, é com grande interesse e expectativa que se
aguardam avanços na manutenção.
Métodos de Diagnóstico
Devido às duras condições de funcionamento e de cargas variáveis, as turbinas eólicas
estão sujeitas a uma taxa relativamente alta de falha. Uma falha de um único componente
de uma turbina eólica pode levar à falha desta levando a que deixe de trabalhar, aumen-
tando assim o tempo de inactividade.
Um diagnóstico correcto numa fase inicial da falha resulta numa manutenção atem-
pada e menor tempo de inactividade do sistema. Um procedimento de diagnóstico ade-
quado deve ser não-intrusivo e capaz de fornecer uma indicação clara da falha incipiente.
A utilização do sistema SCADA para controlo de condição das turbinas eólicas é uma
abordagem custo-eficiente para supervisão do estado da turbina. Vários trabalhos têm
sido desenvolvidos com base nos dados recolhidos por este sistema, como diferentes mé-
todos de detecção e diagnóstico de falhas.
K.Kim et al. [84] utilizaram uma série de dados para treinar redes neuronais artificiais
e desenvolver algoritmos de detecção de anomalias e investigaram técnicas de classifica-
ção usando algoritmos de agrupamento (clustering) e análise de componentes principais
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para capturar sinais de falhas. Registos atípicos devidos a uma falha na caixa de velocida-
des são identificados a partir de um conjunto de medidas originais, incluindo velocidades
do rotor e potência produzida. Análises sistemáticas dos dados indicavam claras dife-
renças em situações de falha e de funcionamento normal entre diferentes parâmetros.
Estas diferenças foram exploradas e utilizadas para o desenvolvimento de algoritmos
de diagnóstico de falhas. Nestes algoritmos, análise de componentes principais (PCA -
Principal Components Analisys) e técnicas de clustering não supervisionada como SOFM -
Self-organizing feature maps são incorporados. Estas duas abordagens são bem sucedidas
na produção de indicadores persistentes que são bem distinguidos dos gerados com base
em dados correspondentes a funcionamento normal.
Mais recentemente, Phong B. Dao et al. [85] apresentou um novo método baseado na
análise de co-integração de dados SCADA. Neste trabalho, a abordagem de co-integração
é pela primeira vez utilizada com sucesso no controlo de condição em turbinas eólicas.
Um procedimento baseado na co-integração em duas etapas (off-line e on-line), repre-
sentado na Figura 2.16 é realizado em seis parâmetros da turbina eólica (velocidade do
vento, velocidade do rotor, potencia produzida, corrente do gerador e temperatura do
rotor e caixa de velocidades), em que as tendências dos dados têm características não-
lineares.
Figura 2.16: Diagrama do método co-integração aplicado [85].
O método apresentado por Phong B. Dao et al., que utilizou dados experimentais
recolhidos de uma turbina eólica durante 30 dias, consegue interpretar automaticamente
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e analisar grandes quantidades de dados SCADA e permite a transição de um processo
de análise singular de parâmetros para uma interpretação e análise automáticas de um
maior numero de parâmetros. Adicionalmente, a abordagem baseada em co-integração
pode compensar os efeitos indesejáveis da variabilidade ambiental (velocidade do vento,
temperatura exterior,etc.) e operacionais nos dados utilizados para controlo de condição
e detecção de falhas de turbinas eólicas. Além disso, o método foi capaz de prever an-
tecipadamente a ocorrência da falha de caixa de velocidades investigada e detectar esta
falha no estágio inicial de sua ocorrência, o que, assim, pode melhorar a fiabilidade da
turbina e reduzir os custos de manutenção, detectando falhas antes de atingir uma fase
catastrófica.
Uma das vantagens deste método acaba por ser a sua simplicidade e o baixo custo
computacional comparativamente a outras técnicas, como por exemplo, algoritmos de
RNAs.
Himani et al. [86], propõe uma potencial abordagem baseada no uso da função wavelet
para diagnóstico de falhas devido à excentricidade do rotor utilizando sinais eléctricos
do gerador da turbina eólica. Dependendo da velocidade do vento, o gerador da turbina
eólica opera continuamente em condições não estacionárias. Por norma, o desequilibro no
sistema está relacionado com circunstâncias nas pás, como fadiga ou danos por impacto,
água nas pás ou a superfície da pá estar coberta por camadas irregulares de gelo. Na
frequência rotacional do veio, vibrações fortes serão introduzidas assim que o rotor estiver
desequilibrado. Após passar pelo sistema de transmissão, esta excentricidade chegará por
fim ao gerador.
Para o estudo apresentado neste artigo, uma instalação experimental foi desenvolvida
e sujeita a variadas condições de vento e de carga utilizando uma carga resistiva variável
trifásica em cada ramo do estator. Algoritmos da transformada rápida de Fourier (FFT
- Fast Forward Transform) e transformada discreta de Wavelet (DWT - Discrete Wavelet
Transform) foram aplicadas como técnicas de processamento de sinais. O espectro da
condição saudável é utilizado como referência para o relacionamento com uma condição
defeituosa.
O trabalho levado a cabo por Himani et al. [84] provou que a utilização de FFT res-
tringe a habilidade em extrair instantaneamente a informação da frequência e amplitude
de um sistema não-estacionário. Em comparação, DWT é capaz de interpretar instantane-
amente a informação recolhida tirando proveito da suas bandas de frequência indepen-
dentes e computações mais simples. Qualitativa e quantitativamente, DWT proporciona
uma poderosa e eficiente ferramenta para interpretar os sinais não-estacionários de uma
turbina com precisão. Foi possível também concluir que a amplitude da energia dos sinais
da transformada de wavelet em componentes degradados é directamente proporcional
à variação de velocidade e carga que pode ser uma base de indicador de falha para o
controlo de condição de turbinas eólicas.
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Falhas em turbinas podem ocorrer em vários componentes, como sensores ou partes
de actuadores de parâmetros monitorizados. Robust fault diagnosis tem sido uma das preo-
cupações. A incerteza de um sistema é praticamente inevitável e aumenta continuamente
a probabilidade de ocorrência de falsos alarmes. Com base nessa preocupação, deve haver
uma abordagem, na distinção entre falhas e perturbações para melhorar o desempenho
global dos sistemas. A necessidade de desafiar a robustez do sistema é projetar um sis-
tema de controlo de condição avançado e de diagnóstico de falhas para acompanhar com
maior certeza o comportamento de uma turbina na presença de distúrbios.
A investigação por parte de S.Odofin et al. [87], utilizou um sistema dinâmico de
energia de uma turbina eólica de 5MW, projectado para suportar controlo de condição
e diagnóstico de falhas com o objetivo de melhorar a fiabilidade de sistemas de controlo
práticos universais. Uma técnica estocástica híbrida é proposta com base num observador
aumentado combinado com a atribuição de eigenstructure para a parametrização e optimi-
zação do algoritmo genético (GA) para tratar e atenuar a incerteza gerada principalmente
por distúrbios.
Diferentes cenários são empregados para explorar falhas de sensores e actuadores
que têm impactos directos e indirectos em sistemas modernos de turbinas eólicas, com
base em componentes de controlo de condição que são propensos a mau funcionamento,
com o objectivo de determinar o efeito das falhas simuladas relacionadas com a incerteza
em relação a distúrbios ambientais comuns em ambientes operacionais reais. O método
desenvolvido contribui com mais informações em relação a atenuação de distúrbios de
sistemas estocásticos lineares que também podem ser aplicados diretamente a sistemas
não-lineares e demonstrou um bom desempenho na análise de falhas previamente “alar-
madas” com a presença de incerteza.
P.Cross [88] apresentou um método com um modelo não-linear baseado em dados na
qual os parâmetros do modelo variam como funções de variáveis do sistema. Modelos
obtidos a partir de dados SCADA foram utilizado para identificar falhas na caixa de velo-
cidades e no gerador. Limites obtidos a partir da previsão do modelo, formam a base do
sistema capaz de providenciar um aviso prévio da falha do componente.
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Vários artigos de revisão de técnicas de diagnóstico desenvolvidas nos ultimos anos
podem ser encontradas, tais como SCADA data based condition monitoring of wind turbines
de Wang et al. [59] e A review of wind turbine bearing condition monitoring: State of the art
and challenges de H. de Azevedo et al. [89].
Métodos de Prognóstico
É estimado que se possa poupar cerca de 150.000 dólares por cada substituição da
caixa de velocidades por turbina utilizando técnicas de prognóstico a longo termo, o que
leva a um retorno substancial do investimento inicial. No entanto, técnicas de prognóstico
a longo termo requerem uma precisa determinação das cargas em todos os 6 graus de
liberdade do sistema.
Alvarez et al. [90] desenvolveu um novo método de prognóstico baseado em fisica,
utilizando o binário, que pode ser estimado a partir dos dados recolhidos pelo sistema
SCADA (velocidade do rotor e potência). Tendo em conta que os dados SCADA são recolhi-
dos em intervalos de 10 minutos, que resulta numa menor precisão, o método apresentado
introduz uma abordagem mais precisa para o calculo de histogramas de binário baseado
em dados SCADA. Usando distribuições de 10 minutos de potência e velocidade do rotor,
este método é capaz de reconstruir com sucesso a distribuição de binário instantâneo
entre os intervalos de 10 minutos registados pelo SCADA. O método prevê uma região de
binário elevado mais disperso que o método actual utilizado na indústria, que introduz
resultados substancialmente diferentes quando usados em prognóstico. Usando este mé-
todo numa turbina eólica GE 1.5 SLE, é demonstrado que o erro é reduzido em 10.1%. Na
Figura 2.17 é possivel ver a comparação entre o método utilizado na indústria (Método1)
e o apresentado (Método2).
Figura 2.17: Resultado do estudo [90].
Outra técnica de prognóstico baseado em conhecimento físico foi apresentada por
Zhu et al. [91], que apresentou uma solução para o controlo de condição e previsão de
34
2.3. ENERGIA EÓLICA
RUL on-line do óleo de lubrificação utilizando sensores DC (dielectric constant) e de visco-
sidade juntamente com uma técnica de filtro de partículas.
Já numa abordagem estatística para prognóstico do estado de um componente, a
estatística Bayesiana tem chamado à atenção [92, 93].
O método proposto por J.Herp et al. [92] demonstrou com sucesso a capacidade de
prever, em média 33 dias antes, uma falha em rolamentos. Uma previsão do estado da tur-
bina foi apresentado, baseando-se na influência da temperatura do rolamento e processos
Gaussianos. Utilizando dados de eventos das turbinas eólicas, mostrou-se que a previsão
de um evento de falha selecionado, no caso Bearing Over-temperature, é possível.
Z.Song et al. [93] apresenta uma estrutura Bayesiana para identificar estados invulga-
res de turbinas eólicas baseado em dados SCADA. Neste trabalho 3 diferentes métodos,
método BIN, distribuição normal de multivariaveis e método Copula foram utilizados
para identificar esses diferentes estados da turbina. Os seus desempenhos foram com-
parados, tendo o método de Copula sobressaído, providenciando uma identificação mais
promissora de estados do componente após determinar a combinação adequada de fun-
ções de distribuição acumulativa (CDF) e formas do modelo Copula. Comparativamente
ao método de controlo de condição baseado na curva de potência o método proposto
demonstrou um melhor desempenho.
Quanto a técnicas de prognóstico utilizando inteligencia artificial, Z.Tian et al. [94]
propôs uma política de manutenção definida por 2 limiares de probabilidade de falha ao
nível da turbina eólica. Baseado na informação recolhida através do controlo de condição
e prognóstico, os valores de probabilidade da falha no componente e na turbina podem
ser calculados, permitindo que as decisões optimas de CBM sejam tomadas. O método é
composto essencialmente por 4 etapas (Figura 2.18), sendo inicialmente criado o modelo
RNA para de seguida iniciar a simulação, depois dá-se o calculo da condição do compo-
nente e de probabilidade de falha e por fim a decisão de CBM optimizada.
Kusiak [95] optimizou 5 algortimos de RNAs para identificar uma relação entre os
parâmetros definidos e a temperatura do rolamento do gerador durante condições de fun-
cionamento normais. O trabalho desenvolvido permitiu prever valores de temperatura
acima do recomendado 1.5h antes.
P.Bangalore [96] desenvolveu uma rede neuronal capaz de se auto-evoluir para prog-
nóstico de falhas em turbinas eólicas utilizando dados SCADA. A abordagem ajuda a
decidir um novo conjunto de dados de aprendizagem quando certas condições, como
atividades de manutenção planeadas e não planeadas, são realizadas. Este tipo de actua-
lização contínua manterá o modelo em sintonia com as condições de operação da turbina
e tornar a previsão de falhas precisa e confiável. Esta abordagem reduz a intervenção
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Figura 2.18: Esquema do método de simulação [94].
humana, tornando-a mais independente e intuitiva.
Mais tarde, e na sequência do estudo anterior, P.Bangalore et al. [97] apresenta uma
estrutura de gestão de manutenção chamada SEMS (Self Evolving Maintenance Schedu-
ler) que providencia guias para utilização de dados adquiridos de diversas fontes com
o objectivo de optimizar a política de manutenção. A aplicação de uma RNA baseada
em controlo de condição é apresentada para uma turbina eólica com uma falha na caixa
de velocidades, onde o sistema foi capaz de detectar a falha com 2 meses de antecipa-
ção. Uma optimização de um modelo matemático para manutenção planeada chamada
Preventive Maintenance Scheduling Problem with Interval Costs (PMSPIC) é apresentada
com alterações para optimizar a manutenção tendo em consideração a idade e a condi-
ção do componente. A aplicação do modelo a um caso de estudo permitiu concluir que
o modelo apresentado pode disponibilizar planeamentos de manutenção mais flexíveis
quando comparado com a manutenção preventiva sistemática.
S.Hussain [60] propôs uma técnica que permite obter um índice de estado do compo-
nente, no caso, uma caixa de velocidades, utilizando dados de vibração. Este índice é cal-
culado utilizando duas técnicas de previsão, ANFIS e modelo não-linear auto-regressivo
(NARX - nonlinear autoregressive model with exogenous inputs).
B.Chen [98] propôs um novo procedimento para prognóstico de falhas no pitch de uma
turbina eólica utilizando ANFIS baseadas no conhecimento a-priori (a-priori knowledge-
based). Com a vantagem da incorporação do conhecimento a-priori, o sistema proposto
melhora a capacidade de interpretação de condições anteriormente despercebidas e assim
melhora o diagnóstico de falhas. O método foi testado com sucesso num parque eólico
composto por 26 turbinas, revelando uma capacidade de prever falhas no pitch até 21
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dias antes.
Y.Sinha et al. [99] propõe esquema de prognóstico de falhas e um modelo de base de
dados de uma ferramenta de software para uma eficaz manutenção de turbinas eólicas.
Técnicas como RNAs e Redes Bayesianas são utilizadas.
M.Djeziri et al [100] apresenta um método híbrido para previsão de RUL. O método
utiliza um modelo físico de uma turbina eólica, validado sob condições de operação reais
para simular condições de funcionamento normal e de funcionamento com falhas mais
recorrentes, com o objectivo de criar uma base de dados completa, que será utilizada
para clustering. O agrupamento em clusters é então realizado em 3 passos. O primeiro
é a projeção dos dados no espaço residual calculado através da análise de componentes
principais (PCA) de situações de funcionamento normal. No segundo passo, todos os
dados são projectos no espaço residual, dando origem a clusters facilmente distinguíveis
entre si, representando as situações de funcionamento normal e de falhas. Por fim e como
ultimo passo, RUL é calculada utilizando uma abordagem cinemática baseada no cálculo
da distância euclidiana de situações de funcionamento normal para clusters de funciona-
mento defeituoso. O cálculo da velocidade de degradação permite calcular a RUL como
uma relação entre a posição euclidiana e a velocidade de degradação.
P.Mazidi et al [101] propõe uma técnica de prognóstico utilizando RNAs e modelos
de risco proporcionais (PHM - Proportional Hazardous model) em dados recolhidos pelo
sistema SCADA. O objectivo do método proposto são de disponibilizar um modelo de
condição baseado na tensão. Seis diferentes técnicas são aplicadas com objectivo de orde-
nar as variáveis introduzidas com base na sua importância. De seguida, um modelo de
comportamento normal é criado baseado em RNAs. Posteriormente, um valor do desvio
é obtido a partir dos resultados do modelo RNA que contém informações de condição da
turbina eólica. Então, um modelo de condição de tensão baseado em PHM é desenvolvido.
Uma combinação dos resultados dos dois modelos oferece a possibilidade de avaliar as
políticas de manutenção adoptadas e oferece recomendações para melhorar as estratégias
de manutenção.
Uma abordagem de filtragem de partículas (particle-filtering modeling ) foi também
apresentada por X.fan et al [102] para previsão de RUL da caixa de velocidades de uma
turbina eólica baseado em dados recolhidos pelo sistema SCADA.
Para simplificar a análise de dados das pás de turbinas eólicas e melhorar a eficiência
do seu controlo de condiçao, um novo método transformando os sinais do momento das
pás num eixo horizontal é apresentado por J.Lee et al [103]. Ao invés de processar os
sinais do momento das 3 pás directamente, o algoritmo proposto transforma os 3 sinais
sinusoidais em 2 sinais estáticos relativamente ao centro de rotação das pás através de
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síntese vectorial e transformação de coordenadas, e elimina também os componentes de
frequência devido à rotação da pá do sinal obtido. Adicionalmente, o algoritmo considera
o ponto de vista de um observador no exterior das pás e, como resultado, reduz significa-
mente o efeito da frequência rotacional da pá, de modo a assegurar uma supervisão mais
precisa das pás.
R.Carrato [104] propõe um método para avisos e detecção de falhas utilizando técni-
cas de clustering e distância de Mahalanobis. Ambas as técnicas são desenvolvidos num
ambiente real de um parque eólico para componentes críticos da turbina eólica. Um curva
de potencia é modelada a partir de técnicas de agrupamento seguindo lógica fuzzy ( clus-
tering) e técnicas de parametric fitting num primeiro momento. De seguida, avisos e alertas
registados pelo sistema SCADA são analisados e verificadas as suas localizações e distân-
cias da curva. A técnica de Mahalanobis é escolhida para esse propósito e a sua precisão é
validada comparando-a a outros métodos considerados. Comportamentos invulgares são
facilmente detectáveis a baixa e altas velocidades e potências do vento, no entanto, para
zonas de velocidades médias do vento e potência, ou seja a zona funcional mais comum,
torna-se mais difícil.
A distância de Mahalanobis é uma medida de distância que leva em conta o facto
de que a variância em cada direcção pode ser diferente e a covariância entre variáveis.
Esta distância pode ser comparada com a distância euclidiana pesando a covariância dos
dados. Pode-mos dizer que é como se o espaço euclidiano fosse rodado com base na matriz
de covariância dos dados.
A Figura 2.19 demonstra a distância de Mahalanobis dos valores de potência e veloci-
dade do vento de todos os clusters utilizados neste estudo.
Figura 2.19: Distância de Mahalanobis [104].
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Vantagens como a fácil integração em sistemas SCADA e a sua capacidade para de-
tectar falhas em tempo real, como a possibilidade de estender o método para análise
estrutural dos elementos da turbina, tornam o método aliciante.
Outros trabalhos revelando os mais recentes métodos aplicados a controlo de condição
de turbinas[105] bem como técnicas de prognóstico aplicadas [106] têm sido publicados.
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Capítulo 3
Caso de Estudo
Pelo decorrer da dissertação, pudemos depreender que várias técnicas de controlo de
condição têm sido aplicadas a turbinas eólicas. No entanto, estas técnicas são tipicamente
focadas na análise de vibrações, fazendo com que a avaliação de deterioração precoce seja
difícil, devido ao elevado volume de dados habitualmente disponíveis e à variabilidade
das cargas dinâmicas a que a estrutura está sujeita. Além disso, os dados de vibração não
são normalmente disponibilizados ou armazenados pelo sistema SCADA a que os propri-
etários dos parques eólicos têm acesso e por norma requerem sensores ou equipamentos
adicionais, que aumentam diretamente os custos.
No entanto o trabalho onde nos iremos focar e desenvolver fornece um método de ava-
liação da probabilidade de condição da deterioração precoce para componentes críticos
baseado apenas em parâmetros de funcionamento como a temperatura e a velocidade de
rotação [107].
Um aumento inesperado na temperatura dos componentes pode indicar sobrecarga,
má lubrificação ou, possivelmente, arrefecimento passivo ou activo ineficaz, por exem-
plo, quando um sistema de arrefecimento se torna parcialmente bloqueado ou defeituoso
por algum motivo. Possuindo características de inércia térmica e forte capacidade anti-
interferência, a temperatura pode ser usada para indicar uma deterioração crítica dos
componentes.
Além disso, grandes quantidades de dados de temperatura são facilmente adquiridas
pelo sistema SCADA. Portanto, este sistema pode ser uma maneira viável para estabelecer
um grau de deterioração, analisando a relação entre grau de deterioração e parâmetros
característicos de temperatura dos componentes críticos.
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A Figura 3.1 ilustra o modo como os sensores de temperatura estão distribuídos pelos
componentes de uma turbina eólica, nomeadamente pelos componentes estudados:
1. No.1 main bearing temperature.
2. Gearbox front bearing temperature.
3. Gearbox oil temperature.
Figura 3.1: Sensores de temperatura [81].
O trabalho levado a cabo por Y. Hu et al [107] propõe, em primeiro lugar um limiar
dinâmico para a função de grau de deterioração baseado em dados SCADA de parâmetros
característicos de temperatura e velocidade do rotor. Em segundo lugar, é apresentado um
método de avaliação de probabilidade de deterioração precoce, combinando os conceitos
de grau de deterioração, limiares dinâmicos e método de estimação não paramétrico.
Esta dissertação pretende dar seguimento a estes métodos, analisando-os e fazendo as
alterações necessárias de modo a aplicar a diferentes casos de estudo, nomeadamente a
dados SCADA de parques eólicos portugueses contribuindo para melhoria da qualidade
das acções de manutenção.
Para o desenvolvimento e aplicação do algoritmo foi utilizado o software computacio-
nal MATLAB.
3.1 Descrição do Método em Estudo
Inicialmente o conceito de grau de deterioração tem de ser introduzido com vista a distin-
guir o nível de deterioração entre situações de funcionamento ideal e de possíveis falhas.
O grau de deterioração é definido no intervalo [0,∞], onde um valor mais pequeno ge-
ralmente se traduz num melhor estado do componente. O grau de deterioração pode ser
dado por:
g(x) =
x − β1
β2 − β1 (3.1)
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onde g é o grau de deterioração, β1 e β2 limites inferiores e superiores respectivamente,
e x a temperatura registada.
A tendência do grau de deterioração é para subir com o tempo de operação, visto
que a tendência da temperatura dos componentes é também para aumentar. No entanto
alterações nos valores de temperaturas registadas reflectem uma grande afinidade com
velocidades do rotor diferentes. Deste modo, os limites superior e inferior têm um papel
crucial para a obtenção do grau de deterioração real e na análise da alteração da condição
dos componentes. É então necessário que ambos os limites superior e inferior sejam tam-
bém eles variáveis.
Limite superior variável - Devido à afinidade entre a velocidade do rotor e a tem-
peratura, uma função relacionando as 2 é estabelecida extraindo os dados de falha do
sistema SCADA através do método de ajuste de dados para adquirir o limite superior de
temperatura sob velocidade variável do rotor.
Limite inferior variável - O valor de temperatura do componente em bom estado é
mais pequeno que o componente deteriorado à mesma velocidade do rotor. Logo, todas as
turbinas de um parque eólico podem ser classificadas em grupos diferentes seguindo um
método de classificação por agrupamentos de acordo com o principio de velocidade do
rotor aproximadamente igual . Além de que o valor mínimo das mesmas características de
temperatura num mesmo grupo pode ser determinado como um limiar inferior dinâmico.
O estado de deterioração é dividido em quatro categorias[l1 −Excelente, l2 −Bom,l3 −
Alerta, l4 − P erigo] , relacionando-se do seguinte modo com o grau de deterioração: l1 ∈
[0,0.30], l2 ∈ [0.30,0.55], l3 ∈ [0.55,0.80], l4 ∈ [0.80,∞]. A Figura 3.2 demonstra a distribui-
ção do grau de deterioração por estas 4 categorias.
Para o desenvolvimento deste algoritmo e consequentemente desta dissertação, eram
necessários o livro de eventos de manutenção e avarias, bem como os dados de tempera-
tura e velocidade do rotor da turbina. Felizmente, uma empresa responsável por parques
eólicos portugueses disponibilizou-se para o fornecimento destas informações, pelo qual
demonstro a minha gratidão.
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Figura 3.2: Exemplo de caso de estudo [107].
3.2 Descrição do Parque e Turbinas
O parque eólico em estudo, situado no noroeste de Portugal Continental e operacional
desde 2006, conta com uma potencia instalada de 18.4 MW repartida por 8 turbinas eóli-
cas Nordex N90/2300. As características técnicas do parque podem ser vistas na Tabela
3.1.
Tabela 3.1: Características Técnicas do Parque
Parque Eólico em estudo
Potência Instalada 18 MW
N.º de Turbinas Eólicas 8
Tensão de Ligação à Rede 60 kV
Emissões de CO2 Evitadas 22.662 ton
Produção Anual Estimada 40GWh
As turbinas Nordex N90/2300, pelas quais o parque é composto e foram alvo de es-
tudo, são produzidas pela empresa dinamarquesa Nordex. Estas turbinas usufruem de
um sistema de controlo autónomo controlado via PLC (Controlador Lógico Programável)
que processa os dados provenientes dos diversos sensores.
O rotor consiste em 3 pás feitas de poliéster com fibra de vidro fortalecido, o cubo, os
rolamentos e correias do sistema "pitch control".
A caixa de velocidades é uma caixa de velocidades planetária de duas velocidades,
com uma engrenarem giratória de uma etapa. O gerador é uma máquina assíncrona de
alimentação dupla.
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A caixa de velocidades e o gerador têm sistemas de arrefecimento independentes. A
primeira dispõem de um sistema de arrefecimento de um circuito óleo-agua-ar com dife-
rentes estágios de arrefecimento, enquanto os rolamentos e engrenagens são lubrificados
continuamente por óleo arrefecido. Já o sistema de arrefecimento do gerador é baseado
num circuito de água, que assegura condições de operação óptimas em diferentes tipos
de clima [108].
De modo a apresentar as características técnicas da turbina foi construida a Tabela
3.2, como também as suas dimensões e curva de potência podem ser vistas na Figura 3.3.
Tabela 3.2: Características Técnicas das Turbinas
Características Técnicas das Turbinas
Fabricantes NORDEX
Modelo N90 - R80
Potência da Turbina Eólica 2.300 kW
Altura da Torre 80 m
Diâmetro do Rotor 90 m
Velocidade de Rotação da Turbina 9.6-16.9 rpm
(Medidas) (Curva de potência)
Figura 3.3: Características da Turbina Eólica Nordex N90/2300.
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3.3 Análise Preliminar dos dados
Foram então disponibilizados dois ficheiros Excel pela empresa responsável pelo parque
eólico. Um contém o registo de eventos de manutenção em todas as turbinas, enquanto
o outro, dados adquiridos pelos sensores instalados nas turbinas eólicas, durante um pe-
ríodo de 3 anos (2011, 2012, 2013).
Os sensores estão ligados ao Sistema Central de Aquisição de Dados (SCADA), que
regista a informação recolhida a cada 10 minutos. É então obtida uma tabela de grandes
dimensões, onde cada linha representa uma turbina e cada coluna uma variável. Para este
trabalho serão usados os dados registados referentes à velocidade do rotor e das tempera-
turas registadas nos rolamentos principais e na caixa de velocidades maioritariamente.
O primeiro passo consiste em converter este ficheiro para um de menor dimensões
com vista a reduzir o esforço necessário por parte da máquina para o tratamento de dados.
Deste modo, os dados foram convertidos para matrizes em MATLAB, cada uma com os
registos anuais.
De seguida, repartimos os dados por matrizes que dizem respeito a uma só variável.
Isto é, temos tantas matrizes quanto o número de variáveis das quais foram registados da-
dos recolhidos pelos sensores. Uma vez que para aplicação do nosso algoritmo são apenas
necessários os valores de temperatura de componentes da turbina eólica e de velocidade
do rotor, a primeira filtragem de dados é então realizada. Assim sendo, ficamos reduzidos
a 3 matrizes/ano:
♦ Velocidade do Rotor.
♦ Temperatura do Rolamento da Caixa de Velocidades.
♦ Temperatura do Rolamento Principal.
Cada matriz destas é composta por R linhas (equivalente ao número de registos anuais)
e por 8 colunas (correspondentes às turbinas do parque). A seguinte matriz exemplifica o
modo como os dados estão organizados.
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MatrizV T =

a1 a2 a3 a4 a5 a6 a7 a8
b1 b2 b3 b4 b5 b6 b7 b8
c1 c2 c3 c4 c5 c6 c7 c8
d1 d2 d3 d4 d5 d6 d7 d8
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
R1 R2 R3 R4 R5 R6 R7 R8

Como já mencionado ao longo desta dissertação, nomeadamente no Capítulo 2, tanto
os dados de eventos como os dados de controlo de condição apresentam semelhante im-
portância no que diz respeito à colheita de informação para propósito de identificação de
falhas, diagnóstico e prognóstico. O próximo passo, que permite a continuação e desen-
volvimento do algoritmo, passa pelo cruzamento de dados destas duas informações.
O objectivo principal deste algoritmo é determinar um grau de deterioração dos com-
ponentes de uma turbina eólica. Para isso, uma vez que temos acesso a dados reais em
ambiente operacional, partimos para a identificação de acções de manutenção registadas
no log de eventos, sem a qual seria impossível realizar o presente estudo. Encontramo-nos
então, na etapa de identificação de falha.
Analisando o ficheiro Excel com os dados de eventos, podemos identificar os dias e
qual o tipo, isto é, a localizar ou isolar (caixa de velocidades, rolamento principal, etc.) o
tipo de falha e em qual das 8 turbinas aconteceu.
Uma vez identificados os dias de avarias ou de intervenção, é necessário encontrar os
registos correspondentes. Sabendo que o sistema SCADA regista dados a cada 10 minutos
e que começam a ser registados no inicio de cada ano, é possível encontrar o número de
registos até à data seguindo a equação:
R = 6 ∗ 24 ∗D (3.2)
onde R diz respeito ao número de registos 6 corresponde aos dados SCADA registados
por hora, 24 às horas diárias e D ao número de dias até à ocorrência do evento.
Este cruzamento de informações e triagem de dados permite uma vez mais reduzir a
dimensão das matrizes para um número de linhas igual a R registos, como também qual
a matriz (dependendo da localização da falha) em estudo.
Por fim teremos então duas matrizes finais prontas à aplicação e desenvolvimento
do algoritmo. Uma sempre correspondente à Velocidade de rotação do rotor e a outra à
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Temperatura do componente onde foi identificada a falha.
Sabendo em qual das 8 turbinas foi necessária intervenção e sabendo também as ca-
racterísticas técnicas da turbina NORDEX N90/2300, mais especificamente o intervalo
de velocidade de rotação da turbina, isto é, os valores para os quais a turbina está efec-
tivamente em funcionamento, vai de 9.6 rpm a 16.9 rpm, temos de restringir as nossas
matrizes para valores de acordo com este intervalo.
Começando pela matriz de Velocidade do Rotor, são excluídos todos os registos (linhas
da matriz) cujos valores de velocidade de rotação das turbinas se encontrem fora do inter-
valo. De seguida, a matriz de Temperatura do componente em causa é também reduzida
para os valores de temperatura correspondentes aos valores de velocidade do rotor acei-
táveis.
Ficamos então com duas matrizes, com o mesmo número de linhas, com os valores de
velocidade do rotor entre 9.6 e 16.9 rpm e as temperaturas correspondentes.
3.4 Desenvolvimento e aplicação do Algoritmo
3.4.1 Desenvolvimento
Uma vez concluído o tratamentos de dados, podemos iniciar a elaboração do algoritmo.
Recordando a equação 3.1, comecemos por desenvolver a parte do algoritmo que nos
permite identificar o limite inferior variável β1, de seguida o limite superior variável β2
que por fim nos permitirá encontrar um grau de deterioração g.
3.4.1.1 Limite Inferior Variável, β1
Comparativamente à velocidade do vento, a velocidade do rotor é capaz de reflectir com
mais eficiência as condições operacionais de uma turbina eólica.
A ideia para encontrar um limite inferior variável passa por dividir todas as turbinas
em diferentes grupos com velocidades do rotor idênticas, no mesmo instante de tempo,
sendo que o valor mínimo de temperaturas correspondentes de cada grupo pode ser visto
como o limite inferior variável.
Para garantir que todas as turbinas estão a funcionar ao mesmo nível operacional, é
então necessário assegurar que a diferença entre máximo e mínimo da velocidade do rotor
cada grupo não excede o valor de 1rpm, como exemplifica a equação 3.3 :
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∆n = nmax(t) −nmin(t) < 1 rpm (3.3)
em que nmax(t) e nmin(t) são o os valores máximos e mínimos de velocidade do rotor no
instante de tempo t.
Os grupos por onde são divididas as turbinas são criados por uma técnica de clustering
utilizando a lógica fuzzy, nomeadamente o algoritmo fuzzy C-means. A matriz Velocidade
do Rotor é normalizada antes da aplicação do algoritmo.
Fuzzy C-means é um método de agrupamento (clustering) que permite a um valor
pertencer a 2 ou mais clusters. Este método foi desenvolvido por Dunn em 1973 [109]
e melhorado por Bezdek em 1981 [110] e é utilizado para reconhecimento de padrões.
Baseia-se na minimização da seguinte função:
Jm =
D∑
i=1
N∑
j=1
umij ‖ xi − cj ‖2 , 1 ≤m <∞ (3.4)
onde, D é o número de dados, N é o número de clusters, m é o expoente da matriz de
partição para controlar o grau de sobreposição fuzzy, xi é o i-ésimo ponto dos dados, cj é
o centro do cluster j e uij é o grau de adesão xi no cluster j.
Fuzzy C-means realiza os seguintes passos para o clustering:
1. Inicia com valores aleatorios de membership referentes aos clusters.
2. Calcula o centro dos clusters:
cj =
∑D
i=1u
m
ij xi∑D
i=1u
m
ij
(3.5)
3. Actualização de uij de acordo com:
uij =
1∑N
k=1
(3.6)
4. Calculo da função inicial Jm.
5. Repetição dos passos 2 a 4 até Jm melhorar pelo menos até um limiar mínimo espe-
cificado ou até atingir um número máximo de iterações definidas.
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O resultado final da aplicação deste algoritmo é uma matriz composta por tantas li-
nhas quanto o número de clusters e tantas colunas quanto o número de dados utilizados,
com valores pertencentes ao intervalo [0,1] representando a membership relativamente ao
cluster. A seguinte matriz, onde são apenas utilizados 2 clusters (2 linhas) surge como
exemplo.
Matrizexemplo =
0.4 0.72 0.55 0.3 0.9 0.6 0.6 0.340.6 0.28 0.45 0.7 0.1 0.4 0.4 0.66

A Figura 3.4 permite ter uma percepção visual do método explicado, onde as dife-
rentes cores correspondem ao número de clusters (2), os círculos representam valores
pontuais do bloco de dados e a cruz(X) o centro dos clusters.
Figura 3.4: Representação gráfica do resultado do algoritmo Fuzzy C-means (2 clusters).
Após o agrupamento realizado pelo algoritmo, ficamos então com as turbinas e as
suas respectivas velocidades do rotor no instante t divididas pelos diferentes clusters.
No algoritmo desenvolvido foi definido um número mínimo de clusters N = 2 e um nú-
mero máximo deN = 8, para casos extremos onde teríamos apenas uma turbina por cluster.
Resta agora confirmar a condição imposta em 3.3 (∆n = nmax(t) − nmin(t) < 1 rpm)
em cada cluster. No algoritmo desenvolvido foi definido um número mínimo de clusters
N = 2 até um máximo de N = 8, para casos extremos onde teríamos apenas uma turbina
por cluster. O processo será repetido tantas vezes quanto necessário até que cada cluster
respeite a condição, com N =N + 1.
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Uma vez verificada a condição obtemos por fim os clusters com as turbinas distribuí-
das com velocidades do rotor semelhantes e os seus respectivos valores de temperatura.
O último passo envolve a identificação do cluster onde se encontra a turbina que sofreu a
falha. Após identificado o cluster, é retirado o valor mínimo de temperatura. Esse valor,
corresponde ao Limite Inferior Variável , β1.
Um diagrama apresentando todos os passos necessários até obter o β1 é apresentado
na Figura 3.5.
Figura 3.5: Diagrama do cálculo de β1 onde c corresponde ao número de clusters [107].
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3.4.1.2 Limite Superior Variável, β2
A temperatura de um componente degradado é maior que a temperatura do mesmo em
estado normal. Uma vez que os parametros de temperatura são porporcionais à veloci-
dade do rotor, a falha pode ser analisada com um método BIN [111].
Para encontrar o limite superior variável começamos por dividir os valores de Velo-
cidade do Rotor da turbina em que se deu a falha, por d bins desde o valor mínimo de
velocidade até ao valor máximo. O número de bins d é dado por:
d =
nmax −nmin
0.5
(3.7)
sendo que nmax e nmin correspondem aos valores máximo e mínimo de velocidade do
rotor respectivamente.
Para distribuição dos valores pelas bins determinados anteriormente é utilizada a
função histcounts do MATLAB. Esta função é utilizada da seguinte forma [R,edges,bin] =
histcounts(V elocidadedoRotor,d) onde d é o número de bins determinado previamente.
Esta função devolve um vector [bin] com os índices referentes a qual bin os diferentes
valores de velocidade do rotor pertencem.
A distribuição é feita de acordo com a função, resultando no final numa matriz com
3 colunas, onde a primeira coluna revela a qual bin pertence o registo, a segunda qual o
valor de velocidade do rotor e a terceira qual o valor de temperatura correspondente. Um
exemplo é dado na Tabela 3.3 para facilitar a compreensão.
Tabela 3.3: Tabela Exemplo
bin V elocidadeRotor T emperaturacomponente
2 10.25 16.77
4 11.51 21.80
1 10.01 23.40
5 11.65 26
4 11.40 26.12
9 13.98 25.65
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Após organizarmos todos os dados nos seus respectivos bins podemos seguir para o
passo seguinte. Passo esse que consiste no cálculo da média de todos os valores de veloci-
dade do rotor e temperatura. O valor esperado da velocidade do rotor pode ser calculado
seguindo 3.8.
n¯j =
1
k
k∑
i=1
nij (i = 1,2, ..., k j = 1,2, ...,d) (3.8)
onde n¯j é o valor da média da velocidade do rotor no bin j, k é o número de observações
de velocidade no bin j e nij é o valor de velocidade do rotor no bin. O mesmo será feito
para os valores de temperatura em todos os bins.
Por fim, ficaremos com dois vectores. Um referente às médias de Velocidade do Rotor
em todos os bins e outro vector com as médias dos valores de Temperatura em todos os
bins.
Com vista a obter um valor de temperatura em função da velocidade do rotor, é utili-
zado um método de data fitting disponivel no Matlab. Definiremos que os valores serão
ajustados numa curva polinomial de 2 grau, onde o eixo das abcissas representará a velo-
cidade do rotor e o eixo das ordenadas a temperatura.
Daqui retiramos os valores dos coeficientes obtendo finalmente a função desejada
T emp(n) = a ∗n2 + b ∗n+ c (Figura 3.6), sendo que n diz respeito à velocidade do rotor. O
valor T emp devolvido pela função é o nosso Limite Superior Variável, β2, onde um valor
pequeno revela um bom estado do componente.
Figura 3.6: Demonstração gráfica da função Temp(n).
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3.4.1.3 Grau de Deterioração, g
Uma vez calculados os limites inferiores e superiores variáveis, resta calcular o grau de
deterioração g. O grau de deterioração tenta indicar o estado de um componente crítico,
relacionando a sua temperatura com a velocidade do rotor pela seguinte função:
g(n) =
x(n)− β1(n)
β2(n)− β1(n) , (3.9)
em que, β1(n) e β2(n) dizem respeito aos limites inferior e superiores variáveis respectiva-
mente; n a velocidade do rotor no instante t e x a respectiva temperatura do componente.
Qualitativamente o grau de deterioração pode ser dividido em 4 categorias, como
referido na secção 3.1 e exemplificado na Tabela 3.4.
Tabela 3.4: Categorias do grau de deterioração.
Grau de deterioração
Categoria Valor de Intervalo
Excelente g ∈ [0,0.30]
Bom g ∈ [0.30,0.55]
Alerta g ∈ [0.55,0.80]
Perigo g ∈ [0.80,∞]
Um estado “Excelente” do componente indica que o componente está em óptimas
condições e que os valores de temperatura estão dentro do esperado. “Bom” indica que
o componente está em condições normais operacionais, no entanto, alguns valores de
temperatura podem fugir um pouco à regra. O estado “Alerta” revela que o componente
funciona com algum falta de eficiência, vários valores de temperatura estão fora do in-
tervalo de valores aceitáveis e como tal, é necessária decisão por parte do responsável se
algum acção será tomada. Já “Perigo” indica que todos os valores de temperatura estão
fora dos valores aceitáveis operacionais e que continuando operacional pode levar a dano
permanente do componente e danificar ou levar à falha do sistema de energia.
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3.4.2 Aplicação do Algoritmo
Explicada e demonstrada toda a construção do algoritmo, segue por fim a aplicação do
mesmo nos dados que nos foram fornecidos.
Serão demonstrados 2 diferentes casos de estudo enquanto os resultados de outras
aplicações do algoritmo serão disponibilizadas em apêndice.
3.4.2.1 Caso 1
Começando por rever o documento de dados de eventos, identificamos que a caixa de
velocidades da turbina 2, no dia 233 do ano de 2011, foi substituída por completo. O alvo
de aplicação do algoritmo será esta mesma turbina 2, analisando os valores de velocidade
do rotor e os respectivos valores de temperatura do rolamento na caixa de velocidades.
De acordo com a equação 3.2 e sabendo que a substituição foi feita no dia 233 obtemos
R = 33550 registos. Prosseguindo a triagem de dados, nomeadamente a condição referida
em 3.3, reduzimos o número de registos para R = 17554, que revela uma significante
alteração na dimensão dos dados.
Esta primeira análise de dados resulta numa matriz 17554 · 2 com os valores de velo-
cidade do rotor e as temperaturas do rolamento na caixa de velocidades.
Os seguintes histogramas apresentados nas Figuras 3.7 e 3.8 permitem ter uma noção
da distribuição de valores da velocidade do rotor e da temperatura do rolamento, onde
cada barra (com cores diferentes) representa cada uma das 8 turbinas.
Figura 3.7: Histograma V elocidaderotor
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Figura 3.8: Histograma T emperaturacaixaV elocidades
Pela Figura 3.8 podemos observar que apenas algumas turbinas apresentam valores
de temperatura do rolamento da caixa de velocidades superiores a 70ºC.
Limite Superior Variável β2
Finalizada o tratamento de dados podemos começar o calculo do limite inferior β2.
Começando pelo cálculo de d através da equação 3.7 temos que d = 12 bins. Através
da função histcounts do Matlab os valores de velocidade do rotor e de temperatura são
divididos pelos 12 bins, cuja distribuição pode ser vista no histograma apresentado na
Figura 3.9.
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Figura 3.9: Histograma da distribuição dos valores de V elocidaderotor pelos 12bins.
O próximo passo consiste no cálculo das médias da V elocidaderotor e T emperaturacaixaV elocidades
em cada bin, que podem ser vistas na Tabela 3.5, tendo em atenção que os valores forem
arredondados para 1 casa decimal para efeitos de amostra.
Tabela 3.5: Médias de V elocidaderotor e T emperaturacaixaV elocidades
Bins
1 2 3 4 5 6 7 8 9 10 11 12
V elocidaderotor 9.8 10.3 10.8 11.3 11.9 12.4 12.9 13.5 14.0 14.5 15.0 15.4
T emperaturacaixaV elocidades 59.3 57.4 59.3 60.2 60.2 60.6 60.8 61.2 61.6 62.5 64.0 63.8
Resta a aplicação do Matlab Curvefitting,utilizando as médias previamente calculadas,
para obter um valor de temperatura em função da velocidade do rotor, segundo uma
função polinomial de 2º grau.
Finalmente obtemos a nossa função T emp(n) = 0.0589 ∗n2 − 0.5445 ∗n+ 58.2438, que
pode ser vista na Figura 3.10. Temos então β2 visto que T emp(n) equivale ao nosso limite
superior variável.
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Figura 3.10: Função T emp(n) = 0.0589 ∗n2 − 0.5445 ∗n+ 58.2438
Limite Inferior Variável β1
Para calculo do nosso limite inferior variável β1 comecemos pela normalização da
matriz Velocidade do Rotor para que o algoritmo de clustering Fuzzy C-means possa ser
aplicado.
Recordando que β1 é determinado para cada instante t, isto é, para cada número de
registo, os valores que serão apresentados serão uma demonstração de um desses registos.
Utilizando a lógica fuzzy c-means no registo R = 15004 com 2 clusters, obtemos a seguinte
matriz membership:
Membership =
0.0763 0.9690 0.9983 0.0223 0.2582 0.0139 0.0943 0.92420.9237 0.0310 0.0017 0.9777 0.7418 0.9861 0.9057 0.0758

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Resultando na organização das turbinas da seguinte forma (Tabela 3.6),
Tabela 3.6: Grupos de Turbinas (2 clusters) Caso 1
Grupos de Turbinas pós-clustering
Grupo 1 Grupo 2
Turbina Vrotor(rpm) Temp(ºC) Turbina Vrotor(rpm) Temp(ºC)
2 14.26 61.14 1 10.58 42.13
3 13.83 70.66 4 11.09 62.40
8 13.24 61.50 5 12.32 63.65
6 11.72 65.06
7 12.04 66.08
Verificando a condição ∆n = nmax(t) −nmin(t) < 1 rpm é fácil verificar que no Grupo 2
esta condição não é respeitada ∆n = 12.32− 10.58 = 1.74 > 1 rpm o que resulta numa
próxima iteração da função fuzzy, isto é, a divisão por 3 clusters, resultando na seguinte
matriz membership e consequentes grupos (Tabela 3.7).
Membership =

0,0060 0,9576 1 0,0077 0,0269 0,0219 0,0004 0,7503
0,0288 0,0302 0 0,0610 0,9448 0,8539 0,9992 0,2016
0,9652 0,0123 0 0,9313 0,0282 0,1242 0,0004 0,0480

Tabela 3.7: Grupos de Turbinas(3 clusters) Caso 1
Grupos de Turbinas pós-clustering
Grupo 1 Grupo 2 Grupo 3
Turbina Vrotor Temp Turbina Vrotor Temp Turbina Vrotor Temp
2 14.22 64.14 5 12.32 63.65 1 10.58 42.13
3 13.83 70.66 6 11.72 65.06 4 11.09 62.40
8 13.24 61.50 7 12.04 66.08
Uma vez que a condição ∆n = nmax(t) − nmin(t) < 1 rpm já é respeitada por todos os
grupos, e relembrando que a turbina em estudo é a Turbina 2, presente no Grupo 1, é
retirado o valor mínimo de temperatura, T = 61.50ºC (a negrito). Esse valor, corresponde
ao Limite Inferior Variável , β1 = 61.50 no instante de tempo t ou seja, registo R = 15004.
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Grau de deterioração g
Após calculados os limites inferior e superior, o grau de deterioração quando R =
15004, a que corresponde um valor de velocidade do rotor n = 14.23 rpm, pode ser
calculado de acordo com a equação 3.10:
g(14.23) =
x(14.23)− β1(14.23)
β2(14.23)− β1(14.23) =
64.14− 61.50
62.41− 61.50 = 2.88, (3.10)
O que segundo a Tabela 3.4 revela um valor “Perigo” do grau de deterioração com
g ∈ [0.80,∞], no entanto um valor um pouco mais alto que o esperado. Ainda assim, con-
siderando que a Caixa de Velocidades foi substituída poderia ser um valor aceitável.
Avaliando a função grau de deterioração até ao momento da reparação (N ' 17500), isto
é, g(n) para todos os dados até a falha, é possível verificar uma tendência crescente do grau
de deterioração (Figura 3.11). No entanto, podemos também interpretar que algo não está
de acordo com o esperado, como por exemplo valores negativos do grau de deterioração,
(g < 0).
Figura 3.11: Grau de deterioração
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Considerando que determinados valores se podem encontrar excepcionalmente fora
do intervalo definido para o grau de deterioração e com o intuito de tentar perceber e
avaliar a deterioração do componente mais perto da falha, foram tentadas outras abor-
dagens. Esperando que a deterioração de um componente siga uma evolução crescente
e polinomial, uma regressão polinomial da função foi testada e comparada para todas
as turbinas com o objectivo de perceber melhor a evolução do estado do componente
assim como a eficácia do algoritmo desenvolvido. A Figura 3.12, representa esta regressão
polinomial da função. Já as Figuras 3.13 e 3.14 representam partes do gráfico que foram
ampliadas, também com o objectivo de fazer uma melhor interpretação avaliação dos
resultados obtidos.
Figura 3.12: Grau de deterioração (regressão polinomial 2º grau).
Figura 3.13: Grau de deterioração ampliado.
A análise a estes gráficos e tendo em atenção a que intervalos de tempo/registos a
que dizem respeito é possível identificar uma maior dispersão do grau de deterioração,
assim como um valor mais elevado (Figura 3.12), mais perto do momento de substituição
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Figura 3.14: Grau de deterioração ampliado.
da caixa de velocidades (Figura 3.13) especialmente quando comparado a momentos de
tempo anteriores (Figura 3.14).
No entanto, através da análise da evolução do grau de deterioração não é conclusivo
que o algoritmo apresentado revela com eficiência o estado do componente.
3.4.2.2 Caso 2
Consultando uma vez mais o registo de eventos, sabemos que no dia 214 de 2013 a tur-
bina 3 foi alvo de reparação, revelando um problema num rolamento também na caixa
de velocidades.
Temos então que R = 30816, que após a condição de reduzir os registos para intervalos
onde a velocidade do rotor ∈ [9.6,16.9] rpm resulta num R = 15593, cerca de metade
da dimensão inicial. A distribuição de valores de V elocidaderotor e T emperaturacomponente
podem ser vistas nos histogramas das Figuras 3.15 e 3.16.
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Figura 3.15: Histograma V elocidaderotor .
Figura 3.16: Histograma T emperaturacomponente.
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Limite Superior Variável β2
Seguindo a equação d =
nmax −nmin
0.5
temos que d = 11 bins. A função histcounts do
matlab executa a divisão dos valores de velocidade do rotor e temperatura do rolamento
da caixa de velocidades por esses mesmos 11 bins, cuja distribuição pode ser observada
na Figura 3.17.
Figura 3.17: Histograma distribuição dos dados pelos bins.
A média dos valores de velocidade do rotor e de temperatura de rolamento da caixa
de velocidades podem ser vistos na Tabela 3.8.
Tabela 3.8: Valores de média em cada bin
Bins
1 2 3 4 5 6 7 8 9 10 11
VelocidadeRotor 10.00 10.31 10.82 11.30 11.8 12.30 12.79 13.28 13.79 14.29 14.78
TemperaturaRolamento 55.95 57.71 60.60 62.26 63.81 65.00 66.39 67.34 68.60 71.05 73.36
Por fim, com vista a obtermos a função T emp(n), é utilizada uma regressão polinomial
de segundo grau, da qual concluímos que T emp(n) = −0.1175 ∗n2 + 6.184 ∗n+ 6.550 cujo
gráfico esta presente na Figura 3.18. Equação que nos permite obter o limite superior
Variável β2.
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Figura 3.18: Gráfico da função T emp(n) = −0.1175 ∗n2 + 6.184 ∗n+ 6.55.
Limite Inferior Variável β1
Após normalização da matriz de velocidade do rotor, o algoritmo Fuzzy C-means é
aplicado. Utilizando a lógica fuzzy C-means, em que para efeitos de demonstração será
utilizado o registo R = 10000 e começando uma vez mais com 2 clusters, obtemos:
Membership =
0.9982 0 0.9942 0.9905 0.9994 0.9967 0.9961 0.99800.0018 1 0.0058 0.0095 0.0006 0.0033 0.0039 0.0020

Resultando na seguinte distribuição das turbinas pelos 2 grupos (Tabela 3.9),
Tabela 3.9: Grupos de Turbinas Caso 2
Grupos de Turbinas pós-clustering
Grupo 1 Grupo 2
Turbina Vrotor Temp Turbina Vrotor Temp
1 10.38 57.07 2 13.32 50.01
3 10.47 62.33
4 10.53 57.50
5 10.18 57.00
6 10.07 57.38
7 10.05 58.13
8 10.11 50.23
Tendo em atenção que a condição ∆n = nmax(t) −nmin(t) < 1 rpm é respeitada em am-
bos os grupos e lembrando que a turbina em estudo é a Turbina 3, situada no Grupo 1,
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então Tmin = 50.23 ºC corresponde ao Limite Inferior Variável, β1 = 50.23 (assinalado a
negrito) para o registo R = 10000.
Grau de deterioração g
Uma vez calculados os limites inferior e superior, o grau de deterioração o grau de
deterioração em R = 10000, cuja velocidadedorotor = 10.63 rpm pode ser calculado de
acordo com a equação 3.11:
g(10.63) =
x(10.63)− β1(10.63)
β2(10.63)− β1(10.63) =
62.33− 50.23
58.54− 50.23 = 1.46, (3.11)
Consultando o quadro (Tabela 3.4) verificamos que se encontra no intervalo g ∈
[080,∞] o que revela um valor “Perigo” do grau de deterioração. Valor esse, que con-
siderando que o rolamento da caixa de velocidades necessitou de reparação, faz sentido.
Analisando o gráfico da Figura 3.19 é possível observar uma tendência crescente do
grau de deterioração até ao registo R = 10000, que acaba por ser comprovado na regressão
polinomial apresentada de seguida (Figura 3.20). No entanto, a partir desse momento o
grau de deterioração começa estranhamente a diminuir.
Este resultado vem apenas comprovar o que já tinha sido dito no Caso 1, nomeada-
mente a duvidosa eficiência deste algoritmo para facultar um grau de deterioração de um
componente.
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Figura 3.19: Gráfico deterioração Caso 2.
Figura 3.20: Regressão polinomial 2º grau Caso 2.
67

Capítulo 4
Conclusão
Técnicas de controlo de condição têm sido alvo de um crescente interesse por parte da
comunidade cientifica e industrial, pois é claro que estas técnicas, quando permitindo um
prognóstico fiável poderão reduzir em grande escala os investimentos em manutenção e
melhorar os resultados globais das organizações. Técnicas utilizando inteligência artificial,
como machine learning poderão ter grande impacto e são por isso, uma das áreas que maior
interesse tem despertado e um crescente número de publicações tem sido perceptível.
Este documento apresenta uma revisão de técnicas e métodos actual, destacando de
certo modo a sua aplicação em turbinas eólicas, onde diferentes técnicas e algoritmos são
descritos com relativa profundidade.
Deste estudo realizado, é feita a interpretação e implementação de um algoritmo
eleito do estado da arte na área da aplicação da inteligência computacional no controlo
de condição de turbinas eólicas que permite encontrar um grau de deterioração de um
componente relacionando os valores de temperatura com a velocidade do rotor.
O método de prognóstico desenvolvido e aplicado tem o objectivo de prever o futuro
estado do componente e agir de acordo com essa mesma previsão, tomando as decisões
de manutenção necessárias permitindo uma significante redução nos custos de operação
e manutenção de um parque eólico e assim melhorar os seus resultados. Um dos factores
relevantes desta técnica é serem apenas necessários dados de temperatura e de velocidade
do rotor, o que implica um menor investimento no que toca à aquisição de dados, visto
que são apenas necessários sensores de temperatura e de velocidade do rotor.
No entanto, ao longo da aplicação deste algoritmo surgiram vários contratempos e
adversidades que, apesar do esforço e diferentes abordagens tomadas, não permite que
afirmemos com total segurança que o algoritmo retrata com fiabilidade o estado actual
do componente, como aliás foi possível entender nos casos de estudo apresentados. Estes
resultados incoerentes podem dever-se a diversos factores, tais como: dados corrompidos,
quais motivos que levaram às substituições de componentes efectuadas, diferenças no
algoritmo desenvolvido comparativamente ao apresentado por Y.Hu et al., entre outras,
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crendo que uma das mais relevantes será a diferença no volume de dados, uma vez que
na publicação de Y.Hu et al. o algoritmo é testado num parque eólico composto por mais
de 30 turbinas enquanto que a aplicação do algoritmo desenvolvido e apresentado nesta
dissertação terá sido apenas em 8 turbinas eólicas.
Estes factores levaram a que no fim, apesar de todos os esforços realizados, não fosse
possivel confirmar a fiabilidade do algoritmo em revelar o grau de deterioração do com-
ponente.
De referir ainda que o algoritmo desenvolvido, bem como todas as ferramentas criadas
para o estudo e interpretação de resultados, estão prontas a ser aplicadas a qualquer base
de dados de um parque eólico.
4.1 Trabalhos Futuros
Este trabalho partiu com a ideia de, uma vez confirmada a fiabilidade do algoritmo de-
senvolvido, este algoritmo fosse aplicado a diferentes parques eólicos em tempo real,
permitindo o acompanhamento do estado dos componentes da turbina eólica, avaliando
o seu grau de deterioração e com isso conseguir planear estratégias de manutenção efici-
entes de modo a melhorar a produção de energia do parque eólico.
Uma vez que os resultados das ferramentas desenvolvidas não nos permitiram con-
firmar a fiabilidade do algoritmo pelas razoes anteriormente descritas, surge então a
proposta de que, num futuro próximo, o algoritmo desenvolvido seja aplicado a parques
eólicos de maiores dimensões, isto é, com um maior número de turbinas, afim de con-
firmar a sua fiabilidade. Uma vez então verificada a sua fiabilidade, o algoritmo pode
ser incorporado numa técnica de manutenção CBM on-line, onde o acompanhamento
em tempo real dos dados SCADA permite um prognóstico do estado componente, con-
tribuindo deste modo para uma manutenção mais eficiente e consequente melhoria dos
resultados globais do parque eólico.
Da revisão bibliográfica de manutenção aplicada a turbinas eólicas realizada, destacam-
se também os trabalhos de P.Bangalore et al. [97], que apresenta uma estrutura de gestão
de manutenção chamada SEMS (Self Evolving Maintenance Scheduler) que previu uma
falha na caixa de velocidades com 2 meses de antecedência, e de R.Carrato [104], que
propõe um método para avisos e detecção de falhas utilizando técnicas de clustering e
distância de Mahalanobis onde vantagens como a fácil integração em sistemas SCADA
e a sua capacidade para detectar falhas em tempo real, como a possibilidade de esten-
der o método para análise estrutural dos elementos da turbina, tornam o método aliciante.
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Apêndice A
Caso 3
Sabendo que no dia 40 de 2011 a caixa de velocidades da turbina 1 do parque eólico em
estudo foi alvo de reparação, temos que R = 5760.
Reduzindo os dados recolhidos para valores de velocidade do rotor ∈ [9.6,16.9] rpm
resulta numR = 3788. A distribuição de valores de V elocidaderotor e T emperaturacomponente
podem ser vistas nos seguintes histogramas das Figuras A.1 e A.2.
Figura A.1: Histograma V elocidaderotor .
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APÊNDICE A. CASO 3
Figura A.2: Histograma T emperaturacomponente.
Limite Superior Variável β2
Seguindo a equação d =
nmax −nmin
0.5
temos que d = 11 bins. Aplicando a função do ma-
tlab histcounts a divisão dos valores de velocidade do rotor e temperatura do rolamento
da caixa de velocidades por esses mesmos 11 bins é realizada, cuja distribuição pode ser
observada na Figura A.3.
Figura A.3: Histograma distribuição dos dados pelos bins
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A média dos valores de velocidade do rotor e de temperatura de rolamento da caixa
de velocidades podem ser vistos na Tabela A.1.
Tabela A.1: Valores de média em cada bin
Bins
1 2 3 4 5 6 7 8 9 10 11
VelocidadeRotor 10.00 10.33 10.83 11.29 11.78 12.28 12.77 13.28 13.78 14.30 14.89
TemperaturaRolamento 53.16 53.42 54.47 56.19 57.54 58.98 59.16 60.13 60.86 61.65 62.57
Por fim, com vista a obtermos a função T emp(n), é utilizada uma regressao polinomial
de segundo grau, da qual concluímos que T emp(n) = −0.1874 ∗ n2 + 6.5626 ∗ n + 5.6116
cujo gráfico está presente na Figura A.4. Equação que nos permite obter o limite superior
Variável β2.
Figura A.4: Gráfico da função T emp(n) = −0.1874 ∗n2 + 6.5626 ∗n+ 5.6116.
Limite Inferior Variável β1
Após normalização da matriz de velocidade do rotor, o algoritmo Fuzzy C-means é
aplicado. Utilizando a lógica fuzzy C-means, em que para efeitos de demonstração será
utilizado o registo R = 3500 e iniciando com 2 clusters, obtemos:
Membership =
0.9988 0.9525 1 0.9715 0.3763 0.0018 0.0532 0.03400.0012 0.0475 0 0.0285 0.6237 0.9982 0.9468 0.9660

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APÊNDICE A. CASO 3
Resultando na seguinte distribuição das turbinas pelos 2 grupos (Tabela A.2),
Tabela A.2: Grupos de Turbinas Caso 3
Grupos de Turbinas pós-clustering
Grupo 1 Grupo 2
Turbina Vrotor Temp Turbina Vrotor Temp
1 14.00 60.77 5 13.44 62.70
2 14.35 60.75 6 12.92 63.64
3 14.04 61.82 7 12.63 62.49
4 13.89 60.16 8 13.14 61.89
Tendo em atenção que a condição ∆n = nmax(t) −nmin(t) < 1 rpm é respeitada em am-
bos os grupos e lembrando que a turbina em estudo é a Turbina 1, situada no Grupo 1,
então Tmin = 60.16 ºC correspondente ao Limite Inferior Variável, β1 = 60.16 para o registo
R = 3500.
Grau de deterioração g
Uma vez calculados os limites inferior e superior, o grau de deterioração o grau de
deterioração em R = 3500, cuja velocidadedorotor = 14.00 rpm pode ser calculado de
acordo com a equação A.1:
g(14.00) =
x(14.00)− β1(14.00)
β2(14.00)− β1(14.00) =
60.77− 60.16
61.30− 60.16 = 0.54, (A.1)
Relembrando a Tabela 3.4 verificamos que se encontra no intervalo g ∈ [0.30,0.55] o
que revela um valor “Bom” do grau de deterioração.
Pela Figura A.5 é difícil retirar ilações, apenas que é possível identificar um grupo de
valores de grau de deterioração acima de 1. No entanto, pela regressão linear de 2º grau
apresentada no gráfico A.6 podemos ver uma tendência crescente do grau de deterioração
aproximando-se de valores de alerta ou de perigo perto da data de reparação.
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Figura A.5: Gráfico deterioração Caso 3.
Figura A.6: Regressão polinomial 2º grau Caso 3.
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Apêndice B
Caso 4
Temos que dia 42 de 2011 a caixa de velocidades da turbina 3 do parque eólico em estudo
foi alvo de reparação, temos que R = 6048.
Reduzindo os dados recolhidos para valores de velocidade do rotor ∈ [9.6,16.9] rpm
resulta numR = 4068. A distribuição de valores de V elocidaderotor e T emperaturacomponente
podem ser vistas nos seguintes histogramas (Figuras B.1 e B.2).
Figura B.1: Histograma V elocidaderotor .
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APÊNDICE B. CASO 4
Figura B.2: Histograma T emperaturacomponente.
Limite Superior Variável β2
Seguindo a equação d =
nmax −nmin
0.5
temos que d = 10 bins. Aplicando a função do
Matlab, histcounts a divisão dos valores de velocidade do rotor e temperatura do rola-
mento da caixa de velocidades por esses mesmos 10 bins é realizada, cuja distribuição
pode ser observada na Figura B.3.
Figura B.3: Histograma distribuição dos dados pelos bins.
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A média dos valores de velocidade do rotor e de temperatura de rolamento da caixa
de velocidades podem ser vistos na Tabela B.1.
Tabela B.1: Valores de média em cada bin
Bins
1 2 3 4 5 6 7 8 9 10
VelocidadeRotor 9.98 10.30 10.85 11.36 11.91 12.48 13.02 13.56 14.18 14.78
TemperaturaRolamento 55.37 54.90 57.08 58.64 60.34 62.54 63.37 63.48 66.18 67.18
Por fim, com vista a obtermos a função T emp(n), é utilizada uma regressão polinomial
de segundo grau, da qual concluímos que T emp(n) = −0.1070 ∗ n2 + 5.2538 ∗ n+ 12.8958
cujo gráfico está presente na Figura B.4. Equação que nos permite obter o limite superior
Variável β2.
Figura B.4: Gráfico da função T emp(n) = −0.1070 ∗n2 + 5.2538 ∗n+ 12.8958.
Limite Inferior Variável β1
Após normalização da matriz de velocidade do rotor, o algoritmo Fuzzy C-means é
aplicado. Utilizando a lógica fuzzy C-means, em que para efeitos de demonstração será
utilizado o registo R = 3800 e iniciando com 2 clusters, obtemos:
Membership =
0.2050 0.1076 0.3347 0.9974 0.8331 0.9701 0.9662 0.96700.7950 0.8924 0.6653 0.0026 0.1669 0.0299 0.0338 0.0330

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APÊNDICE B. CASO 4
Resultando na seguinte distribuição das turbinas pelos 2 grupos (Tabela B.2,
Tabela B.2: Grupos de Turbinas Caso 4
Grupos de Turbinas pós-clustering
Grupo 1 Grupo 2
Turbina Vrotor Temp Turbina Vrotor Temp
4 14.27 70.95 1 14.47 63.63
5 14.37 61.55 2 14.73 61.28
6 14.22 76.99 3 14.45 70.96
7 14.22 76.64
8 14.33 72.72
Tendo em atenção que a condição ∆n = nmax(t) −nmin(t) < 1 rpm é respeitada em am-
bos os grupos e lembrando que a turbina em estudo é a Turbina 3, situada no Grupo 2,
então Tmin = 61.28ºC correspondente ao Limite Inferior Variável, β1 = 61.28 para o registo
R = 3800.
Grau de deterioração g
Uma vez calculados os limites inferior e superior, o grau de deterioração o grau de
deterioração em R = 3800, cuja velocidadedorotor = 14.45 rpm pode ser calculado de
acordo com a equação B.1:
g(14.45) =
x(14.45)− β1(14.45)
β2(14.45)− β1(14.45) =
70.96− 61.28
66.47− 61.28 = 1.87, (B.1)
Relembrando o quadro (Tabela 3.4) verificamos que se encontra no intervalo g ∈
[0.80, inf] o que revela um valor “Perigo” do grau de deterioração, que corresponde à
expectativa uma vez que o componente foi substituído .
O gráfico (Figura B.5) não consegue revelar o que de facto se está a passar com o com-
ponente. Já através do gráfico presente na Figura B.6 é possível observar o aumento do
grau de deterioração ao longo do registo, no entanto, revelando sempre valores um pouco
acima do expectável ([0.1]), apresentando também no inicio uma tendência decrescente
do grau de deterioração, o que na prática se traduz num melhoramento da condição do
componente, que acaba por não fazer muito sentido, assumindo que nenhuma acções
externas foram tomadas.
92
Figura B.5: Gráfico deterioração Caso 4.
Figura B.6: Regressão polinomial 2º grau Caso 4.
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Apêndice C
Caso 5
Uma vez que dia 38 de 2012 a caixa de velocidades da turbina 4 do parque eólico em
estudo foi alvo de reparação, temos que R = 5472.
Reduzindo os dados recolhidos para valores de velocidade do rotor ∈ [9.6,16.9] rpm
resulta numR = 3189. A distribuição de valores de V elocidaderotor e T emperaturacomponente
podem ser vistas nos seguintes histogramas (Figuras C.1 e C.2).
Figura C.1: Histograma V elocidaderotor .
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APÊNDICE C. CASO 5
Figura C.2: Histograma T emperaturacomponente.
Limite Superior Variável β2
Seguindo a equação d =
nmax −nmin
0.5
temos que d = 10 bins. Aplicando a função do
Matlab, histcounts a divisão dos valores de velocidade do rotor e temperatura do rola-
mento da caixa de velocidades por esses mesmos 10 bins é realizada, cuja distribuição
pode ser observada na Figura C.3.
Figura C.3: Histograma distribuição dos dados pelos bins.
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A média dos valores de velocidade do rotor e de temperatura de rolamento da caixa
de velocidades podem ser vistos na Tabela C.1.
Tabela C.1: Valores de média em cada bin
Bins
1 2 3 4 5 6 7 8 9 10
VelocidadeRotor 9.99 10.32 10.88 11.42 11.95 12.54 13.06 13.67 14.23 14.75
TemperaturaRolamento 54.79 54.81 58.05 59.47 60.28 61.70 62.43 63.44 64.88 67.49
Por fim, com vista a obtermos a função T emp(n), é utilizada uma regressão polinomial
de segundo grau, da qual concluímos que T emp(n) = −0.0836 ∗ n2 + 4.5338 ∗ n + 17.86
cujo gráfico está presente na Figura C.4. Equação que nos permite obter o limite superior
Variável β2.
Figura C.4: Gráfico da função T emp(n) = −0.0836 ∗n2 + 4.5338 ∗n+ 17.86.
Limite Inferior Variável β1
Após normalização da matriz de velocidade do rotor, o algoritmo Fuzzy C-means é
aplicado. Utilizando a lógica fuzzy C-means, em que para efeitos de demonstração será
utilizado o registo R = 3000 e iniciando com 2 clusters, obtemos:
Membership =
0.8453 0.9967 0.0055 0.0488 0.8727 0.01768 0.0001 0.71220.1547 0.0033 0.9945 0.9512 0.1273 0.9824 0.9999 0.2878

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APÊNDICE C. CASO 5
Resultando na seguinte distribuição das turbinas pelos 2 grupos (Tabela C.2),
Tabela C.2: Grupos de Turbinas Caso 5
Grupos de Turbinas pós-clustering
Grupo 1 Grupo 2
Turbina Vrotor Temp Turbina Vrotor Temp
1 14.51 63.55 3 14.37 67.53
2 14.56 66.72 4 14.29 61.23
5 14.71 64.46 5 14.38 69.75
8 14.49 65.08
7 14.35 70.64
Tendo em atenção que a condição ∆n = nmax(t) −nmin(t) < 1 rpm é respeitada em am-
bos os grupos e lembrando que a turbina em estudo é a Turbina 4, situada no Grupo 2,
então Tmin = 61.23C correspondente ao Limite Inferior Variável, β1 = 61.23 para o registo
R = 3000.
Grau de deterioração g
Uma vez calculados os limites inferior e superior, o grau de deterioração o grau de
deterioração em R = 3000, cuja velocidadedorotor = 14.29 rpm pode ser calculado de
acordo com a equação C.1:
g(14.29) =
x(14.29)− β1(14.29)
β2(14.29)− β1(14.29) =
61.23− 61.23
65.57− 61.23 = 0, (C.1)
Aqui, surge um dos pontos fracos deste algoritmo. Como podemos ver o grau de de-
terioração para o registo R = 3000 é 0. Isto acontece quando a temperatura mínima do
grupo onde está inserida a turbina (no caso, grupo2) corresponde à temperatura da tur-
bina em estudo(turbina 4). Isto leva a que o numerador da nossa função de deterioração,
nomeadamente g(n) = (x(n)− β1(n)), seja 0 .
Os gráficos nas Figuras C.5 e C.6 são apresentados de seguido, chamando a atenção
para os valores de g(n) = 0 que correspondem a casos identicos ao do apresentado(R =
3000).
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Figura C.5: Gráfico deterioração Caso 5.
Figura C.6: Regressão polinomial 2º grau Caso 5.
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