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Abstract
This paper considers the case of a one-stage production system with several products and
operating under tight production capacity constraints. The production schedule is cyclical,
and there are long and sequence dependent setup times. The production system is
regarded to consist of two components, namely a production unit and an inventory unit.
The performance, with respect to inventory costs, timing and production quantity
determination, of two types of control of the production system are compared, namely so-
called decomposed and integrated control. For the generation of production orders,
decomposed control uses only information from the inventory unit, while integrated
control combines the information from both units. The main conclusion, based on
simulation experiments, is that the inventory costs are just slightly lower in case of
integrated control. Integration outperforms decomposition with respect to timing and
quantity determination. However, since the differences between both approaches are
small, the less sophisticated approach of decomposition is preferable when choices
between both types of control have to be made.2
1  One-stage Production System; Decomposed and Integrated Control
One of the characteristic aspects of MRP-controlled production inventory
systems and SIC-controlled systems is that the production is assumed to take
place in a fixed period of time. In SIC-controlled systems there is no capacity
check, whereas in MRP-controlled systems the average capacity required is
checked only roughly. In both cases the production orders are therefore generated
more or less independent of the state of the resources. Each production stage is
assumed to require a fixed throughput time. On the other hand, there may occur
large queues of production orders in front of the resources, especially when the
resources are highly utilized and inflexible. So, it is conceivable that a better
approach includes the generation of production orders only when it is possible to
start its production. This leads to a system where production orders are generated
by production opportunities instead of by demand. This paper discusses this last
approach. We consider the situation of only one production stage with a
cyclically working machine; see e.g. Fransoo[1993]. A production opportunity
for a certain product is a moment of occurance of that product in the (fixed)
production cycle. The set-up times are assumed to be large (in comparison with
the production runs and cycles), and sequence dependent. All products are made
to stock. The product order generation problem is the problem of determining
how much of a certain product is to be produced during a certain run (i.e. the run
length and the quantity determination), and at what moment in the production
cycle the production is to be executed (i.e. the timing).3
Figure 1: Production system with a production unit and an inventory unit for four
different products.
We consider the system to consist of two units, a production unit (PU) and an
inventory unit (IU). There are N products, labeled 1,...,N, produced in a fixed
cycle, and also N stock points. Figure 1 depicts the production sytem for the
situation of four products (N = 4). Figure 2 represents a part of a production
schedule. The schedule starts with a production opportunity for product 1, which
occurs after the setup for that product. When a production opportunity occurs, the
PU-manager has to decide whether or not to actually start a production run
(timing) of that product and how much (quantity determination).
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The IU-manager is responsible for the IU unit and knows the inventory levels of
the N stock points. Clearly, the degree of exchange of information between the
PU- and the IU-manager (the control) has influence on the performance of the
system (with respect to inventory costs, timing, and quantity determination). The
purpose of production order generation and control (POGC) of the system is to
keep the inventory level nonzero during the time span between two consecutive
production order arrivals, such as to limit the amount of backlogged demand
without making unnecessary holding costs. More precisely, POGC has to find an
optimal balance between holding costs and backlog costs. For the POCG we use
two types of control, namely decomposed control (DC) and integrated control
(IC). In case of DC, the timing and quantity determination of the production
orders is only based on the information of the IU-manager. So only the
inventory levels and demands are used, and not the actual state of the machine
(the progress of the production cycle). With this type of control, the IU-
manager does not receive information of the PU-manager: the IU-manager
simply delivers his orders to the PU-manager. In Figure 3 this situation is
schematically depicted. The stock point ‘orders’ in Figure 3 refers to the queue
that may occur in front of the PU. In this figure the large dotted rectangle
around the PU can be seen as an ‘information wall’ reflecting the fact that
information about the progress of the production cycle is not used by the IU-
manager. The dotted ‘order generation’ arrow from the IU unit to the orders
queue refers to the fact that orders are generated by using information about the
inventory levels and the characteristics of the demand for each product.5
Figure 3: Decomposed Control.
In case of IC, the timing and quantity determination is not only based on the
knowledge of the IU-manager, but also on the state of the machine. The IU-
manager uses the information of the PU-manager for the timing and quantity
determination of his orders. Actually, the IU-manager only places an order
when there occurs a production opportunity in the cycle. So, in case of IC there
is no queue of orders in front of the PU. In Figure 4 the situation of IC is
schematically depicted. The double arrow ‘order generation’ means that there is







Figure 4: Integrated control.
The problem of this paper is to test the hypothesis that a POGC system with IC
performs better than with DC. This hypothesis is based on the naive idea that a
more sophisticated control system is better. To be more precise, we use
simulation for obtaining an idea on how much better IC is compared with DC
with respect to holding and backlog costs, timing, and quantity determination.
If there is no significant difference, than DC might be preferable in practice,







2  Reorder Levels and Production Quantities
In order to obtain a fair comparison between decomposed and integrated
control we have to determine very carefully the reorder levels, the production
quantities, and the implementation of the production cycle. Of course, there are
many ways to do this, but maybe the best way is to use a formulation in which
integrated control outperforms a best variant of decomposed control. In this
paper we will not discuss all variants that we have simulated, but only the ones
that resulted in a ‘fair’ comparison (for the reader who is interested in the
results of the various variants that we have tested, the detailed information can
be obtained from the authors). We will use the following symbols.
The parameters:
N =  number of products;
i =  product label (i = 1,...,N);
T
* =  estimated cycle time;
t =  time label;
c(i)  =  set up time;
pr(i) =  production rate per time unit;
d(i) =  demand per time unit;
SS(i) =  safety stock;
I* =  desired aggregate inventory level.
The input variables:
td(i) =  demand arrival time;
tp(i) =  production opportunity;
ta(i) =  production arrival at stock point.8
The decision variables:
Qt(i)  =  production order quantity at time t;
Q(i) =  production order quantity (if time independent);
R(i) =  reorder level (used in case of DC);
S(i) =  reorder level (used in case of IC).
The output variables:
It(i) =  inventory level at time t;
Î
+(i) =  average holding;
Î
-(i) =  average backlogged demand;
TC(i) =  total costs.
The safety stock parameter SS(i) for product i is used because of the demand
uncertainty, and may obtain negative values in case the maximal throughput
times are longer than necessary for an optimal performance with respect to the
total costs. We only consider so-called simple cyclic production schedules.
These are schedules of the form ...ABCD.ABCD.ABCD..., with no repeats
within a cycle (non-simple cyclic schedules contain repeats, such as
...ABABCD.ABABCD.ABABCD...). The cycle time is equal to the time
between the start of two consecutive cycles. The cycle time depends on the
length of the production runs (including the fact that a run may not be executed
in a certain cycle, in which case the run length is taken zero), the set-up times,
and the implementation of the cycle schedule. The length of a production run
depends on the production order quantity Qt(i) and the production rate pr(i) for
each product i in the cycle. The production rate of a product is the amount of
that product produced in the PU per time unit.9
Decomposed Control
In the simulations concerning DC, it is assumed that the run length of the
orders is fixed, although it is possible that in one run more than one order of is
produced. This is called a multiple order system. The production cycle is
implemented as follows. If there is no order in the queue and the last order is
finished, then the production cycle turns immediately to the first one that
arrives in the queue. In this case the PU is idle until the first order arrival, and
the run lengths of the ‘inbetween’ products together with the corresponding
setup times are zero.
The parameter values of our simulation model are set in such a way that the PU
operates under full capacity and with long sequence dependent setup times. The
estimated cycle time T
* is the time needed when the production quantities are


































In this formula E[d(i)] is the expected demand per time unit for product i, so
that E[d(i)]/pr(i) is the time part used for the production. Hence the
denominator in the above formula is the time part that is used for the total
setup. Therefore T
* can be seen as a minimum cycle time when the capacity of
the machine is completely used. The reorder levels and the production
quantities are now defined as follows.10
R(i) = SS(i) + T
* ´ E[d(i)] for i = 1,...,N.
In the above formulation, the reorder level R(i) of product i is the sum of the
safety stock SS(i) for product i plus the ’safety time’ of product i. The safety
time is the product of the expected demand per time unit for product i times the
estimated cycle time. Each time the inventory level of product i drops below
R(i), a new order for product i is generated and added to the PU queue. In case
of DC the production order quantity is independent on the state of the machine;
i.e.
Q(i) = Qt(i) for i = 1,...,N.
Define,
Q(i) = T
* ´ E[d(i)] for i = 1,...,N.
Hence, if the inventory of product i becomes less then the reorder level R(i),
then a production quantity Q(i) is ordered. The experienced reader has
recognized that we have implemented a so-called (R,Q)-order system; see e.g.
Sarkar & Zangwill[1989].
Integrated control
In case of IC it is possible to use all information, including information about
the state of the production unit, for the determination of the production
quantities. Figure 4 reflects the fact that for the order generation, the
information stream is in both directions. The production quantity for a product11
is determined at the very time an opportunity for that product occurs in the
cycle. As a result, IC does not lead to queues for production orders. For the
determination of the refill level S(i) for product i, we need to know the time
span between a production opportunity for product i and the next product
arrival of product i. Clearly, this time span is equal to T* ´ (1+1/N) - c(i).
Hence,
S(i) = SS(i) + (T* ´ (1+1/N)-c(i)) ´ E[d(i)] for i = 1,...,N.
Moreover, the production quantity at time t satisfies:
Qt(i) = max{0, S(i)-It(i)} for i = 1,...,N.
In Sarkar & Zangwill [1989], it is observed that a basic cyclical polling model
represents the special control rule in the class of strategies in which the base
stock levels are zero and no idle times are included. Note that our order
generation strategy is actually a basic cyclical polling model; see also
Takagi[1986] and [1990].
There are several ways to include a waiting rule into the model. We have
chosen a waiting rule based on the aggregate inventory level. If the inventory
levels are all relatively high, it may be better to leave the machine idle until the
total inventory is at a more desirable level. Let I* be the desired aggregate
inventory level. When a production opportunity occurs at time t, the total
inventory level is compared with I*, and if at time t
 It(i) > I*,12
then the machine waits until the total inventory level drops below I*. The
above inequality is checked continuously when the machine is waiting.
Moreover the inequality is checked at each time a production arrival occurs. In
order to find a minimal value for I*, we have calculated the total cost
(inventory cost plus backlog cost) for different values of SS(i) and I*. Figure 5
shows the results of the calculations. The minimal value for the total costs is
320, and is attained for I* = 1400. This value for the desired aggregate
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Figure 5a. 3D plot of total costs.13



























min. total cost = 320
Figure 5b. Iso-cost curves.
Note that for I* = 1700 the machine’s total waiting time is 0, because the total
inventory level never exceeds 1700. Also note that combinations of values of
I* and SS(i) for which the total costs are minimal satisfy I* £ 1700. Clearly, a
strategy with this waiting rule is better than one without.
Besides the above formulated waiting rule based on an aggregate inventory
level, we have also tested waiting rules based on the actual time span, and
based on the individual inventory levels. Since these rules are more
complicated, and the results turned out to be almost the same as with the
‘aggregate’ rule, we have decided not to present these rules in detail (the rules
plus the test results can be obtained from the authors).14
3. The simulation
We have used discrete-event simulation with next-event time advance; see Law
& Kelton [1991]. The time parameter t is used for the simulation clock. The
simulation stops when the simulation clock shows the value of the planning
period p (to be determined later on). After the warming up period w (its value
is also determined later on), the production system is supposed to be in a steady
state. The demand consists of the demand arrival td(i) and the demand d(i) for
each product i. As usual, the demand arrival times are assumed to be
exponentially distributed, with l=1/4. The number N of products is set at 4,
which is the smallest number we considered of interest. The cycle schedule is
the sequence 1234.1234. ..., with 1, 2, 3, 4 the labels of the four products. The
production rate pr(i) is set at 100 items per time unit for all products i. For the
holding cost we take h(i)=1. In order to avoid backlog we take as backlog cost
b(i)=10h(i) for each product i. The demand d(i)=20 for each product i. A
demand arrival is assigned to the products with probability l=1/4 according to
a discrete distribution. If we take for the setup time c(i)=1 for each i, then the
estimated cycle time satisfies:
T* = (4)(1)/(1 - 4(20/100)) = 20 for i = 1,2,3,4.
This results in an (average) production run at full capacity of 4 time units. Note
that the setup times are in fact relatively large compared to the length of a
production run: the setup is 1/4th of an average production run.15
The performance of the production system is measured by the costs of holding
and the indirect costs of backlogged demand, but not by setup costs and
production efficiency. For i = 1,...,N:
I
+
t(i) =  max {0, It(i)}  is the stock level at time t,
I
-
t(i) =  max {0, -It(i)}  is the backlogged demand at time t,
Î
+(i) =  w ò 
p  I
+
t(i) dt / (p-w) is the average holding costs, and
Î
-(i)  =  w ò 
p  I
-
t(i) dt / (p-w) is the average backlog costs.
Hence,
TC(i)  =  h(i) ´ Î
+(i) + b(i) ´ Î
-(i) is the average total costs.
The progress of the machine consists of the production opportunity tp(i), the
production order quantity Qt(i), and the production arrival for the inventory
ta(i). The total quantity of a production run of a product is added to the
inventory for that product at the end of its production run. There occurs a
production arrival at time ta(i) when a production run is finished, given that a
production run has been started for product i at time tp(i), with quantity Qtp(i)(i)
and production rate pr(i); i.e.
ap
t (i)




For example, let the current time be 150 and let a production run be started for
product 2 with a quantity of 400. Then, if the production rate is 100 per time
unit, then the production arrival time satisfies ta(2) = 150 + [400/100] = 154.16
Since the setup costs are discarded (they are small compared to the holding
costs), the production order quantities are kept as small as possible. This also
effects the backlog costs, because of the reduction in the variability of the
inventory levels resulting from the smaller time spans between two production
order arrivals.
In case of DC, the production order quantities depend on the estimated cycle
time; namely, Q(i) = T* ´ E[d(i)] for i = 1,2,3,4. In order to minimize the
production order quantity, the cycle time is set at T* = 20, so that Q(i) =
(20)(20) = 400 for each i. For values different from 400 the system turned out
to be unstable.
The quantity determination in case of IC is independent of T
*, because the
safety stock is used as a decision variable for the determination of the
production quantity; i.e. Qt(i) = max{0, S(i)-It(i)} for each i and t. The reorder
level in case of IC satisfies:
S(i) = SS(i) + 480  for i = 1,2,3,4.
For the approximate optimal safety stock values (SS(i) = 50, see Figure 5b), the
average production quantity is equal to approximately 400, which means that
the average cycle time is equal to 20. Hence the production unit operates in fact
at full capacity; recall that this was also assumed in case of DC.
It is not relevant which product is produced first, because of the cyclic
production structure, and because of the warming up period. Note that the
choice of large inventories result in large warming up periods. The initial state
of the machine is a production opportunity for product 1; i.e. tp(1) = 0. The17
initial inventory levels are set at 200, 300, 400 and 500 for the products 1, 2, 3
and 4, respectively. This results in a very short warming up period, because we
are close to a steady state situation. Therefore, the computer program should be
traced already from the beginning of the simulations (t = 0). In Table 1 we have
summarized the parameter values used in the simulation experiments.
We close this section with a number of technical remarks. The simulation
model is programmed in PASCAL. For each variant of DC and IC a different
computer program is used. The random number generator used for the
simulation experiments is borrowed from l’Ecuyer[1988]. The verification of
the computer program has been carried out by means of tracing. The
steady-state of the average total costs are statistically analyzed by means of the
‘initial data deletion’ technique. The warming up period of the model is only a
few cycles, because of the choice of the values of the initial inventory levels.
The length of the warming up period is set at 1000, which is approximately
equal to 500 cycles, reducing any possible bias in the estimation of the output
variable TC(i). This luxury is possible because the simulation program uses a
relatively small amount of computer time. The planning period is set at
160,000. The variability of the simulation output is a result of the combination
between the run length simulation and the number of replications. The number
of replications of the simulation is 30, which results in smaller variances then
the maximum desired level for the variances of the output variables.18





































Table 1: The parameter values for the simulation experiments.
4. Numerical results
For the (R,Q)-order system, with the PU allowing for ’multiple orders’ and idle
time, we averaged the results over all products. Averaging the results is
possible because the product characteristics are identical, yielding low
variances of the output variables. Although the PU allowed for idle time, the
amount of idle time is not more then 0.005%. It appears that there is always at
least one production order in the queue, when the PU is operated under full
production capacity. Table 2 summarizes the results. (Between brackets are
denoted the standard deviations.) The results of Table 2 are averaged over all
four (identical) products.
Table 3 shows the results for the ’refill’ policy in case of IC, with the waiting
rule based on the aggregate inventory level. The desired aggregate inventory
level I
* is set at 1400. The relative amount of idle time for the PU is zero for the19
lower safety stocks of refill levels (-20 £ SS £ 40), and only 1% for the higher
















-200 200 165.9  (0.034) 205.7  (0.17) 371.6  (0.15)
-180 220 182.2  (0.045) 169.2  (0.21) 351.4  (0.17)
-160 240 199.2  (0.053) 136.9  (0.17) 336.1  (0.13)
-140 260 216.4  (0.054) 111.3  (0.17) 327.8  (0.13)
-120 280 234.2  (0.055) 89.4  (0.13) 323.6  (0.08)
-100 300 252.4  (0.062) 70.5  (0.13) 322.9  (0.08)
-80 320 270.6  (0.062) 56.0  (0.08) 326.6  (0.05)
-60 340 289.7  (0.072) 43.4  (0.08) 333.0  (0.03)
-40 360 308.6  (0.056) 33.7  (0.06) 342.3  (0.04)
-20 380 327.5  (0.062) 26.4  (0.06) 353.8  (0.04)
0 400 347.2  (0.063) 19.6  (0.04) 366.8  (0.04)
Table 2: Multiple order (R,Q)-inventory system.
We finally compare the results for DC (Table 2) with those for IC (Table 3).
For relative low safety stock levels the amount of backlog will be higher, which20
results in more situations where detailed information for the generation of
production orders can be usefull.
In order to make a fair comparison between the average costs for DC and IC
we calculated the average holding costs of DC given that the average backlog
costs for DC are equal to the average backlog costs for IC, using linear
interpolation. From the results in Figure 6 it can be concluded that the average
holding costs for integrated control are 1-2% lower than for decomposed
control given the amount of average service levels (backlog costs).
5. Conclusion
In this paper alternative co-ordination mechanisms between production,
demand, and the role of inventory are investigated. A production system,
consisting of one production unit and four inventories, is operated under tight
production capacity constraints and according to a cyclical production
schedule. The performance, with respect to inventory costs, of two types of
control of the production system, namely decomposed control and integrated
control, have been compared. We concluded from the simultation results, that
the performance with integrated control of this production system is better than
the performance with decomposed control. With respect to the order
generation, this case is superior in the timing of the orders and in the
determination of the order quantity. However, the difference in performance is
remarkably small. Thus the dynamic variant, integrated control, which uses
more detailed information about the state of the production system, does not
perform much better than the simple variant decomposed control. It should be
noted that, although the variant used for decomposed control is optimal, for the21
case of integrated control the number of variants is large. Therefore it is

















-20 460 182.5  (0.048) 159.9  (0.23) 342.4  (0.19) 400.5  (0.12)
-10 470 191.0  (0.078) 146.1  (0.30) 337.1  (0.23) 400.7  (0.14)
0 480 199.7  (0.065) 130.2  (0.24) 329.9  (0.19) 400.4  (0.13)
10 490 208.0  (0.081) 119.5  (0.32) 327.6  (0.25) 401.4  (0.14)
20 500 215.9  (0.079) 108.6  (0.24) 324.5  (0.17) 403.7  (0.13)
30 510 224.7  (0.086)  97.4  (0.22) 322.0  (0.15) 404.5  (0.13)
40 520 231.8  (0.055)  89.1  (0.13) 320.9  (0.09) 408.4  (0.08)
50 530 239.6  (0.083)  80.6  (0.20) 320.2  (0.12) 411.8  (0.14)
60 540 246.4  (0.068)  73.8  (0.17) 320.3  (0.11) 416.7  (0.11)
70 550 252.1  (0.069)  69.9  (0.17) 322.0  (0.11) 423.0  (0.10)
80 560 258.1  (0.065)  63.4  (0.15) 321.5  (0.09) 429.4  (0.11)
Table 3: The results, with different refill levels, for the IC-version of the (s,S) policy,
including the waiting rule based on the aggregate inventory level I
* = 1400.22
and, unfortunately, a fair comparison can not be made. It is also difficult to say
in what degree the best investigated variant for integrated control
















Figure 6.  Holding costs versus backlog costs for DC and IC.23
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