In this article we consider new generalized functions for evaluating integrals and roots of functions. The construction of these generalized functions is based on Rogers-Ramanujan continued fraction, the Ramanujan-Dedekind eta, the elliptic singular modulus and other similar functions. We also provide modular equations of these new generalized functions and remark some interesting properties.
Introduction
Let η(τ ) = e πiτ /12 ∞
n=1
(1 − e 2πinτ )
denotes the Dedekind eta function which is defined in the upper half complex plane. It not defined for real τ . Let for |q| < 1 the Ramanujan eta function be
The following evaluation holds (see [12] ):
where k = k r is the elliptic singular modulus and K(x) is the complete elliptic integral of the first kind. The Rogers-Ramanujan continued fraction is (see [8] , [9] , [14] ):
which have first derivative (see [5] ): R ′ (q) = 5 −1 q −5/6 f (−q) 4 R(q) 6 R(q) −5 − 11 − R(q) 5
Ramanujan have proved that
Also hold the following interesting identity
which is a result of Ramanujan (see [7] and [8] ) for the first derivative of k = k r with respect to q = e −π √ r , r > 0.
Propositions Definition 1.
For any smooth function G, we define m G (x) to be such that
η (it/2) 4 G R e 
Proof.
From [5] it is known that if a, b ∈ (0, 1) then 
which is equivalent to write
f −e −tπ 4 e −tπ/6 G R e −πt dt = 5
R(e −πa 1 )
Setting b 1 = +∞, a 1 = m G (x) and then using Definition 1 and the Dedekind eta expansion (1) we get the result.
Also differentiating (8) one can get
then
and
where
Derivating (9) with respect to q m = q mG = e −π √ mG we get
or equivalent, using (7) and (5)
Also with integration of (15) we have
We define the function h as
Theorem 3. Set m G (A) = r, then
3 From relation (8) we have differentiating
Hence
where we have define F 1 by
Theorem 4.
From relations (19) and (18) and (9) we have
which by inversion of y(A) we get the desired result.
Also from relation (18) is
Hence knowing the function h we know almost everything. For this (see Example 5) for a given function a = P (x) we can set
Hence inverting b A we get the function h. Note also that P (A) = y (−1) (A) and
Note by definition that when we know G the m (−1) G (A) is a closed form formula and m G (A) is not (it needs inversion).
Continuing from relations (26) and y(x) = P (−1) (x) we have
Having in mind the above we can state the next Corollary 1.
Suppose the n-th order modular equation of y(A) is
Then we can find P n (x) by solving
with respect to P n (A). Setting Q n (A) to be
the n-nth degree modular equation of m G (A) and using (8), (12), (13) we have
.
and consequently
respectively iterated a 1 , a 2 , . . . , a s times. Hence
By this we lead to the following
, where Ω n (A) is the n-th modular equation of the Rogers-Ramanujan continued fraction and Q * n 2 (A) is the n-th order modular equation of m
Corollary 2.
The next relations hold
Remark. If we know f = y and f (−1) , (for example f (x) = e x and f
where n can take and positive real values as long as
where F Ap is Appell's hypergeometric function
Then the 2-nd order modular equation of m
and Ω 2 (x) according to Ramanujan is the solution of
then (see and Example 11 bellow)
where am is the Jacobi amplitude i.e the inverse of the incomplete elliptic integral of the first kind F [x, k] where k is a parameter. Hence
for every n ∈ N. Also for k = 1/2
3) It is easy consequence of the above that for the Rogers-Ramanujan modular equations holds
Hence we can say that R q 6 = Ω 2 • Ω 3 (R(q)). The modular equations of 2-nd and 3-rd degrees are solvable in radicals hence the 6-th degree modular equation is also solvable in radicals.
where P (x) is polynomial, then m
and Q * n (x) is an algebraic function T (x). Hence y(x) = P (−1) (x) and
If y(x) = x 5 +x, then P (x) = BR(x), where BR(x) is the Bring radical function then m
). In case we not want to use the inverse of y we have from Corollary 1 that
Also from Corollary 2 we have that m
• Ω 1/n (r 5 + r) and consequently
• Ω n r 5 + r
By this way we lead to the next evaluation Theorem
Theorem 6. The function m G (x) can be found in a closed form if we know y(x), more precisely it holds
Also holds the following Corollary for the Rogers-Ramanujan modular equations
where the function m R is defined by
Hence if we know y and y (−1) , we can always evaluate always y(n 2 x), from y(x). Proof. From Theorem 6 we get y(
and from y(
we get (44).
5)
If n ∈ N and y(x) = BR(x), then
and F 1 defined from (22).
6)
If n ∈ N and y(x) = am(x, k), then Q n 2 (x) = am Ω n F x, 
Solution of General Equations and Inversion
Consider a function f (x) = y = y(x). The inverse function as function of y is
Derivate (45) with respect to x then we have
Hence if we set U (t) = 1 y ′ (t) then clearly
Setting where y of (9) and (10) the function f (−1) (A), (the reader must not confuse the y of (10) with y = f (x) of (45)), and derivating with respect to A one gets
after inverting f (−1) (x) we have
Hence it will be
From the above we can state the following Theorem Examples. 7) Consider the quintic equation
For to solve it define the function f (x) = x 5 +x, then f (−1) (x) 5 +f (−1) (x) = x. From Theorem 8 we have
Setting x = a in (53), a solution of (52) is
Continuing, by inverting the above arguments for the quintic, we have
which is a way evaluating the m (−1) G (r) integrals. In general if the function Q(x) is smooth and invertible, then
and the function x = ρ(a) = R e −π √ mG(a) satisfies the equation
8) Suppose that y(x) is of the form (9),(10) and we wish to solve the equation
We find a m 0 such that R(e −π √ m0 ) = a then a solution x = x 0 of (58) is
In this case the solution is in closed-integral form and we don't have to find inverse integrals as in Example 7.
Suppose we have to solve the equation sin(x) = 1/5, then
we solve first the fundamental equation R e −π √ m0 = 1/5, then a solution is
9)
In general we have the next formula
which is consequence of the next identity
and was given by Ramanujan (see [3] ). We know that
and (see [13] ):
where ν > 0. Hence
is a polynomial of the form
where p m −positive reals and r 0 is the solution of R e
If y is a smooth function and G is of the form (63) then the equation
have a solution
10) Set
hence (see [4] ):
Hence if y(A) is defined by (9),(10) and sn(u) = sn(u, k), dn(u) = dn(u, k) then Theorem 10.
where k is independent parameter, m = m G (A) and F denotes the incomplete elliptic integral of the first kind, y is the function defined in (9),(10).
Inverting the above integral we get a formula for the Rogers-Ramanujan continued fraction. Set
For the function sn we have G(t) = G 1 (t) and the equation
The solution is x 1 :
Derivating (69) we get
hence
and from relations (21),(10) we get Theorem 11.
where y is the general function of Theorem 1.
The same result we have if we use (37), (31), (21) and (10).
Example 12. Set y(x) = BR(x) and for a certain n solve the equation Ω n (x 5 n + x n ) = 2, with respect to x n . Then BR(n 2 w n ) = sn
where x n is the root of the algebraic equation Ω n (x 5 + x) = 2.
Example 13. Consider the case of y(A) = k A , where k A is the elliptic singular modulus. Then
Hence in view of Theorem 11 we have
also from (7) and (26)
From the above we have m
Similar identities hold and for other functions.
More integrals
Let F be a function such that F i is inverse, with
then F i is a specific Appell function. Set also t = t(w) such that 
where F is the inverse of F i .
Corollary 5. 
