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Resumo
Com o crescimento do uso dos sistemas paralelos de computac¸a˜o em um grande nu´mero
de aplicac¸o˜es, torna-se fundamental a ana´lise de desempenho deste tipo de sistema. A
complexidade dos sistemas distribu´ıdos torna a ana´lise de desempenho um grande pro-
blema para aqueles que desenvolvem aplicac¸o˜es paralelas. Sa˜o apresentadas no presente
trabalho algumas novas metodologias para resolver tal problema. Formas apropriadas de
visualizar os programas paralelos em execuc¸a˜o sa˜o importantes ferramentas para entender
melhor o funcionamento dos sistemas e identificar gargalos e ineficieˆncias. A identificac¸a˜o
dos processos e ocasio˜es em que ocorrem tais problemas e ineficieˆncias em um sistema
simplifica muito a implementac¸a˜o de melhorias. Partindo do estudo de algumas te´cnicas
de profiling e trabalhos relacionados, sa˜o desenvolvidas novas formas de visualizac¸a˜o para
os programas paralelos baseados em trocas de mensagens. E´ apresentado um conjunto
de ferramentas de profiling para ana´lise de desempenho de sistemas de computac¸a˜o pa-
ralela baseados na MPI. A partir de arquivos de trace sa˜o geradas algumas novas formas
de visualizac¸a˜o do funcionamento do sistema analisado. Sa˜o propostas animac¸o˜es que
representam o funcionamento do sistema, trocas de mensagens e distribuic¸a˜o de carga
de processamento, bem como gra´ficos estat´ısticos referentes a tempos de espera de cada
processo pelos demais. E´ discutido no texto o uso das ferramentas desenvolvidas no es-
tudo de algumas aplicac¸o˜es paralelas reais. Sa˜o apresentados ainda alguns aspectos da
implementac¸a˜o do sistema de profiling.
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Abstract
The continuous growth of parallel computing systems use on a large number of applica-
tions makes the performance analysis of such systems of fundamental importance. The
distributed systems complexity turns performance analysis into a significant problem for
parallel applications developers. This work presents some new methodologies for solving
such problem. Appropriate visualizations of parallel programs executions are important
tools for a better understanding of the systems and identifying bottlenecks and inefficien-
cies. Recognizing the processes and occasions in which such problems and inefficiencies
take place in a distributed system makes the implementation of improvements significan-
tly easier. After the study of some profiling techniques and related work, we present new
forms of visualization for message passing parallel programs. We present a set of profiling
tools for performance analysis of MPI-based parallel computing systems. From trace files
we generate some new forms of visualization of system executions. We propose animations
that represent system execution, message passing and load balancing. Statistical graphics
representing wait times between each pair of processes are also developed. We discuss
the use of our tools for analyzing some real parallel applications. We also discuss some
details of the profiling system implementation.
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Cap´ıtulo 1
Introduc¸a˜o
Um sistema paralelo e´ constitu´ıdo de dois ou mais processos que colaboram para a re-
alizac¸a˜o de uma determinada tarefa. Cada processo pode ser visto como um programa
sequ¨encial em execuc¸a˜o. Os processos cooperam atrave´s do uso de memo´ria compartilhada
ou de trocas de mensagens.
Nos u´ltimos anos, tem crescido o interesse pela computac¸a˜o paralela. Com equi-
pamentos cada vez melhores, e custos relativamente mais baixos, e´ crescente o uso de
processamento paralelo nas empresas e instituic¸o˜es de ensino e pesquisa. As utilizac¸o˜es
de programac¸a˜o paralela encontradas na bibliografia sa˜o inu´meras [10]. Algumas destas
utilizac¸o˜es sa˜o apresentadas a seguir.
Muitas aplicac¸o˜es cient´ıficas e de engenharia com foco em simulac¸o˜es nume´ricas em
que vastas quantidades de dados devem ser processados com o objetivo de criar ou testar
um modelo sa˜o apropriadas para sistemas de processamento paralelo. Exemplos deste
tipo de uso dos sistemas paralelos sa˜o:
• Simulac¸o˜es da circulac¸a˜o atmosfe´rica;
• Circulac¸a˜o sangu¨´ınea no corac¸a˜o;
• A evoluc¸a˜o das gala´xias;
• Ana´lises aerodinaˆmicas de componentes de aeronaves;
• Movimento de part´ıculas atoˆmicas;
• Otimizac¸a˜o de componentes mecaˆnicos.
Uma func¸a˜o cada vez mais importante da computac¸a˜o paralela esta´ relacionada a`
bioinforma´tica, no que diz respeito ao mapeamento de genes dos mais diversos seres vivos,
possibilitando um entendimento da biologia nunca antes imaginado. Pesquisas na a´rea
1
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de bioinforma´tica podem auxiliar a prevenir doenc¸as, produzir alimentos mais sauda´veis,
combater pragas na agricultura, entre inu´meras outras possibilidades.
Outra aplicac¸a˜o significativa e´ a possibilidade de paralelizar sistemas de gerenciamento
de bancos de dados, especialmente em situac¸o˜es com um alto nu´mero de transac¸o˜es por
segundo ou quando casamentos de padro˜es complexos em grandes bases de dados esta˜o
envolvidos. Esse tipo de sistema tem se tornado bastante comum nas grandes empresas,
que precisam manter bancos de dados cada vez maiores e mais eficientes.
Existem ainda aplicac¸o˜es da programac¸a˜o paralela em inteligeˆncia artificial, um vasto
campo de pesquisa da cieˆncia da computac¸a˜o. Algumas das utilizac¸o˜es da programac¸a˜o
paralela em IA sa˜o:
• Busca atrave´s de regras de um sistema de produc¸a˜o;
• Implementac¸a˜o de algoritmos gene´ticos;
• Processamento de redes neurais;
• Processamento de visa˜o computacional.
A produc¸a˜o de imagens realistas para a televisa˜o e o cinema tambe´m e´ uma possibi-
lidade de utilizac¸a˜o do processamento paralelo. As aplicac¸o˜es da programac¸a˜o paralela
continuam a se expandir para a resoluc¸a˜o de diversos problemas nas mais diversas a´reas
tecnolo´gicas e cient´ıficas.
Com a diminuic¸a˜o do custo dos equipamentos e a melhoria das tecnologias de comu-
nicac¸a˜o, os clusters tornam-se uma opc¸a˜o interessante para a maioria das aplicac¸o˜es que
demandam alto desempenho. Em comparac¸a˜o com computadores de grande porte, os clus-
ters modernos apresentam custos de instalac¸a˜o e manutenc¸a˜o significativamente menores.
Ale´m disso, pode-se ampliar a capacidade de processamento de um cluster simplesmente
acrescentando novos equipamentos ao sistema. Com a ampla utilizac¸a˜o de clusters, o
desenvolvimento de programas eficientes para sistemas multiprocessados e´ fundamental.
Os programas paralelos sa˜o naturalmente mais complexos do que os programas sequ¨en-
ciais. De acordo com Andrews [2], em muitos aspectos, os programas paralelos esta˜o para
os sequ¨enciais assim como o jogo de xadrez esta´ para o jogo de damas. Muitas vezes,
centenas ou mesmo milhares de processos diferentes esta˜o ativos no sistema. Os processos
envolvidos precisam trocar mensagens entre si constantemente para realizar suas tarefas.
Nos sistemas sem memo´ria compartilhada a troca de mensagens e´ a u´nica forma de comu-
nicac¸a˜o e sincronizac¸a˜o entre os processos. Tal complexidade dificulta significativamente
o projeto e implementac¸a˜o das aplicac¸o˜es de processamento paralelo, bem como a iden-
tificac¸a˜o de eventuais ineficieˆncias dos programas desenvolvidos. Weihl [41] ressalta que
mo´dulos em sistemas paralelos sa˜o mais complexos do que em sistemas sequ¨enciais. Um
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procedimento, por exemplo, pode interagir com processos paralelos lendo e escrevendo
em memo´ria compartilhada ou trocando mensagens. Desta forma, uma simples relac¸a˜o
de entradas e sa´ıdas na˜o e´ suficiente para descrever o comportamento de um procedi-
mento ou func¸a˜o em sistemas concorrentes. Outra caracter´ıstica apontada por Weihl [41]
e´ o equil´ıbrio entre desempenho e funcionalidade, que deve ser uma preocupac¸a˜o para
aqueles que desenvolvem sistemas paralelos.
Uma das questo˜es centrais para ana´lise do funcionamento deste tipo de sistema dis-
tribu´ıdo baseado em mensagens e´ a relac¸a˜o entre o tempo de comunicac¸a˜o [37] e o tempo
de processamento.
A comunicac¸a˜o e´ um fator chave por tratar-se de uma operac¸a˜o que consome um tempo
excessivamente grande se comparado com as altas frequ¨eˆncias de operac¸a˜o atingidas pelos
processadores modernos. Quando na˜o ha´ um controle sobre essas operac¸o˜es e os mo-
mentos em que as mesmas devem ser executadas em um programa, pode-se comprometer
demasiadamente a eficieˆncia do programa, diminuindo e, em alguns casos extremos, ate´
anulando as vantagens do processamento paralelo. Bertsekas e Tsitsiklis [4] dividem o
atraso proveniente da comunicac¸a˜o em quatro partes:
• Tempo de processamento da comunicac¸a˜o: Tempo requerido para preparar a in-
formac¸a˜o para a transmissa˜o;
• Tempo de fila: Espera por uma se´rie de eventos tais como: disponibilidade de canais
de comunicac¸a˜o, envio de outras mensagens, disponibilidade de recursos como espac¸o
em buffer no destino, retransmisso˜es para correc¸a˜o de erros, etc;
• Tempo de transmissa˜o: Tempo requerido para a transmissa˜o de todos os bits da
mensagem;
• Tempo de propagac¸a˜o: Tempo entre a transmissa˜o do u´ltimo bit da mensagem pelo
emissor e o recebimento do mesmo bit no destino.
A sincronizac¸a˜o entre processos e´ outro fator citado por Bertsekas e Tsitsiklis [4]
como fundamental no desempenho de sistemas paralelos. Sistemas s´ıncronos tendem a
sofrer uma diminuic¸a˜o no seu desempenho. E´ necessa´rio encontrar o equil´ıbrio entre
sincronizac¸a˜o e desempenho apropriado para cada aplicac¸a˜o espec´ıfica.
Kumar et. al. [24] colocam entre as principais questo˜es que envolvem computac¸a˜o
paralela os me´todos para a avaliac¸a˜o de algoritmos paralelos. Dado um determinado
computador paralelo e um algoritmo paralelo, e´ necessa´rio avaliar o desempenho do sis-
tema resultante. Tal avaliac¸a˜o de desempenho deve buscar esclarecer questo˜es sobre a
velocidade e eficieˆncia do sistema na soluc¸a˜o do problema.
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Percebe-se, atualmente, uma tendeˆncia para a pesquisa e desenvolvimento de sistemas
e aplicac¸o˜es utilizando grids computacionais [18]. Aplicac¸o˜es paralelas neste tipo de pla-
taforma apresentam um comportamento ainda mais complexo devido a heterogeneidade
do sistema. Uma arquitetura de grid conta com diferentes tipos de equipamentos, siste-
mas operacionais e tecnologias de comunicac¸a˜o, ao contra´rio dos clusters que geralmente
sa˜o mais homogeˆneos nestes aspectos.
Uma das principais interfaces para comunicac¸a˜o utilizada em sistemas paralelos e´ a
Message Passing Interface (MPI) [28]. Trata-se de um conjunto de rotinas que realizam
tarefas de comunicac¸a˜o entre os processos em um sistema paralelo, tais como: envio e
recebimento de mensagens, broadcast, multicast e sincronizac¸a˜o. A MPI oferece tambe´m
uma interface para profiling que simplifica a obtenc¸a˜o de informac¸o˜es a respeito das rotinas
de comunicac¸a˜o e sincronizac¸a˜o em tempo de execuc¸a˜o.
Para Lucas Jr. [26], a avaliac¸a˜o de desempenho e´ de vital importaˆncia na escolha de
um determinado sistema entre duas ou mais opc¸o˜es, no desenvolvimento de aplicac¸o˜es e
equipamentos, e na ana´lise de equipamentos e softwares em uso. Desta forma, a com-
parac¸a˜o do desempenho de diferentes arquiteturas, a avaliac¸a˜o de proto´tipos em desen-
volvimento e o monitoramento do comportamento real de um determinado sistema sa˜o os
treˆs propo´sitos gerais da ana´lise de desempenho para Lucas Jr. [26].
Em face a complexidade dos sistemas paralelos, a importaˆncia da ana´lise de desem-
penho e a crescente utilizac¸a˜o de concorreˆncia nas mais diversas aplicac¸o˜es, o presente
trabalho apresenta os seguintes objetivos:
• Estudar o problema da ana´lise de desempenho de sistemas distribu´ıdos, com eˆnfase
no processamento paralelo baseado em troca de mensagens;
• Apresentar algumas abordagens ao problema encontradas na literatura e em produ-
tos comerciais;
• Desenvolver um conjunto de te´cnicas e metodologias, apoiadas por ferramentas de
software, que possam ser utilizadas no profiling de programas paralelos que utilizam
a MPI. Deseja-se atender da melhor forma poss´ıvel a` comunidade cient´ıfica em suas
necessidades de ana´lise de estrate´gias e algoritmos de programac¸a˜o paralela em um
nu´mero significativo de plataformas com diferentes configurac¸o˜es de hardware;
• Procurar novas formas de visualizac¸a˜o da execuc¸a˜o de sistemas que evidenciem ca-
racter´ısticas fundamentais na ana´lise de desempenho, tais como: a eficieˆncia das
comunicac¸o˜es, identificac¸a˜o de gargalos, o funcionamento de algoritmos e o balan-
ceamento da carga de processamento.
A elaborac¸a˜o de formas de visualizac¸a˜o apropriadas para a ana´lise de desempenho
de sistemas concorrentes representa uma a´rea ainda em desenvolvimento. Encontram-se
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dispon´ıveis ferramentas comerciais [15, 30] e, tambe´m, alguns trabalhos acadeˆmicos na
a´rea [7, 8, 21, 35].
Este trabalho apresenta metodologias e te´cnicas para o problema da ana´lise de desem-
penho de sistemas paralelos atrave´s do uso de te´cnicas de profiling e do desenvolvimento
de novas formas de visualizac¸a˜o da execuc¸a˜o de programas paralelos. No pro´ximo cap´ıtulo
e´ demonstrado o processo de profiling. A seguir, sa˜o descritos trabalhos relacionados que
tambe´m buscam uma avaliac¸a˜o do desempenho de sistemas distribu´ıdos. No cap´ıtulo 4
sa˜o apresentadas as ferramentas de profiling desenvolvidas neste trabalho. Apo´s a apre-
sentac¸a˜o das ferramentas, sa˜o mostrados resultados obtidos atrave´s do uso das ferramentas
desenvolvidas para analisar o desempenho de algumas aplicac¸o˜es paralelas. Sa˜o discuti-
dos, ainda, alguns aspectos da implementac¸a˜o das ferramentas de software. Por fim, sa˜o
expostas algumas concluso˜es do trabalho e suas refereˆncias bibliogra´ficas.
Cap´ıtulo 2
O Processo de Profiling
Profiling e´ definido por Bernecky [3] como sendo a ana´lise de um programa em execuc¸a˜o
a fim de determinar seu comportamento real em comparac¸a˜o ao esperado. As te´cnicas de
profiling facilitam o acompanhamento de programas computacionais em execuc¸a˜o. Tais
te´cnicas teˆm por objetivo auxiliar aqueles que desenvolvem as aplicac¸o˜es a compreender
melhor o comportamento dos programas. Como o pro´prio nome sugere, as ferramentas
de profiling buscam trac¸ar um “perfil” do funcionamento do programa, estabelecendo
quais as rotinas e operac¸o˜es que consomem o maior tempo, a quantidade de tempo con-
sumido, quais rotinas acionam quais outras, como se da´ o fluxo de dados, entre outras
caracter´ısticas, buscando sempre facilitar a ana´lise do sistema.
Definição
dos
Dados
Relevantes
Execução
Analisado
Programa
do
DADOS 1 DADOS 2
Obtenção
dos
Dados
Filtragem
dos
Dados
Técnicas de
Apresentação
dos Resultados
Resultados
Figura 2.1: As etapas do processo de profiling.
Estas te´cnicas sa˜o especialmente importantes em sistemas com muitos processos, em
que mesmo os analistas mais experientes encontram dificuldades para identificar eventuais
ineficieˆncias. Os sistemas distribu´ıdos nos quais existe processamento paralelo costumam
apresentar um n´ıvel de complexidade considera´vel, portanto representam uma importante
6
2.1. Definic¸a˜o dos Dados Relevantes 7
aplicac¸a˜o para sistemas de profiling.
O processo de profiling, em geral, envolve a coleta de um determinado conjunto de
dados em tempo de execuc¸a˜o e a exibic¸a˜o de tais dados de forma que facilitem a iden-
tificac¸a˜o de problemas relativos ao desempenho da aplicac¸a˜o em estudo. Especialmente
em sistemas complexos com muitos processos envolvidos e´ fundamental uma apresentac¸a˜o
dos dados que facilite a identificac¸a˜o de ineficieˆncias.
Pode-se dividir, de maneira geral, um processo de profiling em quatro etapas distintas:
definic¸a˜o dos dados a serem coletados, coleta de dados, filtragem ou tratamento dos dados
e apresentac¸a˜o gra´fica de resultados, conforme mostrado na figura 2.1. Nas pro´ximas
sec¸o˜es sa˜o descritas as etapas do processo de profiling.
2.1 Definic¸a˜o dos Dados Relevantes
A primeira etapa consiste na definic¸a˜o dos dados que devem ser coletados, tais como:
tempo de processamento, tempo ocioso e tempo de comunicac¸a˜o de cada processo. E´
fundamental que sejam definidos os eventos do sistema que sa˜o importantes para a ana´lise
do desempenho do sistema, para que se possa obter os registros destes eventos nas etapas
seguintes. Define-se um evento como sendo uma mudanc¸a de estado de um processo,
como o in´ıcio ou o fim de uma atividade de comunicac¸a˜o ou de uma operac¸a˜o de E/S, por
exemplo.
2.2 Coleta de Dados
A segunda etapa se da´ em tempo de execuc¸a˜o dos processos estudados pelo sistema de
profiling. Nesta etapa, deve-se obter os registros dos eventos na medida em que va˜o
acontecendo. Deve ser registrado o tipo do evento, um ro´tulo relativo ao tempo em que
o mesmo ocorreu (neste ponto, o tempo local do processador em que o evento acontece
e´ suficiente), e alguns dados espec´ıficos como o tamanho de uma mensagem, sua origem
e destino, por exemplo. Uma forma comum de se registrar estes dados e´ atrave´s da
instrumentac¸a˜o de pontos apropriados dos programas.
A te´cnica ba´sica utilizada por ferramentas de profiling de sistemas de processamento
paralelo e´ a manutenc¸a˜o de arquivos de trace, que apresentam os tempos de in´ıcio e final
dos eventos a serem considerados em um sistema. A pro´pria especificac¸a˜o da MPI [28]
define uma interface para profiling. Esta interface pode ser utilizada para a criac¸a˜o de
bibliotecas contendo rotinas com o mesmo nome das rotinas da MPI. Estas, por sua
vez, acionam as rotinas originais da MPI, registrando a informac¸a˜o em um buffer antes
e/ou depois da chamada a func¸a˜o MPI em tempo de execuc¸a˜o. O buffer e´, sempre que
2.3. Tratamento dos Dados Coletados 8
necessa´rio, gravado em disco.
Existe inclusive um banco de dados pu´blico [17] contendo uma se´rie de arquivos de trace
que sa˜o de extrema importaˆncia para a ana´lise de diferentes problemas. Esses arquivos
pu´blicos podem servir como entradas para as ferramentas de profiling, ampliando assim
as possibilidades de seus testes e de seu uso na ana´lise das mais diversas situac¸o˜es, sem
necessariamente ter de repetir implementac¸o˜es e experimentos ja´ realizados para se obter
uma ana´lise dos respectivos resultados.
E´ tambe´m na etapa da gerac¸a˜o dos arquivos de trace que devem estar concentrados
os esforc¸os para minimizar a intrusa˜o, ja´ que o registro dos eventos e´ a u´nica etapa do
profiling que deve, necessariamente, se dar em tempo de execuc¸a˜o do sistema analisado.
As demais etapas, em geral, sa˜o baseadas na ana´lise posterior destes arquivos de trace,
sem concorrer com o processo estudado. Uma das principais razo˜es para que esta etapa
consista apenas em registrar os eventos, minimizando qualquer carga adicional no sistema
e´ justamente minimizar a intrusa˜o, fazendo com que o programa se comporte de forma
ta˜o semelhante quanto poss´ıvel a uma situac¸a˜o real.
O resultado desta etapa e´ um arquivo contendo dados brutos de cada evento consi-
derado relevante. Este tipo de arquivo e´ chamado de arquivo de trace. Em geral, tais
arquivos apresentam uma grande quantidade de dados, sem qualquer filtragem ou oti-
mizac¸a˜o que possibilite um estudo adequado do programa.
2.3 Tratamento dos Dados Coletados
Tel [36] apresenta treˆs diferenc¸as ba´sicas entre sistemas distribu´ıdos e sistemas centrali-
zados: a falta de conhecimento do estado global do sistema, a falta de uma refereˆncia
de tempo global e o na˜o determinismo. Devido a estes aspectos, ordenar os eventos
que acontecem em um sistema distribu´ıdo na˜o e´ uma tarefa trivial. Uma diferenc¸a na
frequ¨eˆncia dos clocks de dois processadores pode gerar registros de mensagens enviadas
em um tempo posterior ao seu recebimento em outro processador, o que e´ absurdo. Na
terceira etapa do processo de profiling mostrado na figura 2.1, tem-se a preocupac¸a˜o de
ordenar os eventos de forma correta e buscar uma forma apropriada de estimar o tempo
decorrido entre os eventos com o objetivo de analisar o desempenho do sistema. A or-
denac¸a˜o dos eventos pode ser obtida atrave´s de te´cnicas conhecidas como relo´gios lo´gicos,
mas o tempo transcorrido entre dois eventos em processadores diferentes requer um tempo
de refereˆncia global para todo o sistema.
Nesta fase, e´ muito importante o estudo de formas de sincronizac¸a˜o e ordenac¸a˜o de
eventos do sistema.
Uma das principais metodologias para a ordenac¸a˜o de eventos e´ o uso de relo´gios
lo´gicos [25, 32, 34]. Um relo´gio lo´gico se preocupa em determinar relac¸o˜es de causalidade
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entre eventos que ocorrem em diferentes processos no sistema distribu´ıdo. E´ definida a
relac¸a˜o de causalidade “acontece antes”, denotada por →. Assim, se o evento a “acontece
antes” do evento b, escreve-se: a → b. Esta relac¸a˜o e´ transitiva, ou seja, se a → b e b → c,
enta˜o a → c.
a
b
c
d
e
f g
h
i
j
k l
m
n
o
Figura 2.2: Diagrama de tempo de uma execuc¸a˜o distribu´ıda.
A figura 2.2 ilustra um diagrama de tempo onde cada linha representa um processo em
um sistema distribu´ıdo. Pode-se perceber, por exemplo, que e → f e consequ¨entemente,
e → g, e → k e e → l. Por outro lado, nada podemos afirmar sobre a relac¸a˜o entre i e g
sem uma refereˆncia de tempo global. Eventos que na˜o apresentam relac¸o˜es de causalidade,
como i e g sa˜o ditos eventos paralelos. Uma eventual troca na ordem de eventos paralelos
na˜o causa alterac¸o˜es em estados futuros do sistema. Os relo´gios lo´gicos ordenam os eventos
do sistema, respeitando as relac¸o˜es de causalidade. Os eventos paralelos recebem valores
ordenados de alguma forma arbitra´ria. Existem ainda relo´gios lo´gicos cujos valores sa˜o
vetores ou matrizes, e na˜o valores escalares. Neste tipo de abordagem, cada evento e´
registrado com o valor de seu tempo lo´gico local, mais as informac¸o˜es que o processo
tinha a respeito dos tempos de outros processadores no momento do evento [34]. Com
esse tipo de relo´gio lo´gico e´ poss´ıvel, por exemplo, dados os valores de tempo lo´gico de
dois eventos quaisquer, determinar se os mesmos sa˜o paralelos ou se obedecem a alguma
relac¸a˜o de causalidade, o que na˜o e´ poss´ıvel com a utilizac¸a˜o de valores de tempo lo´gico
escalar.
Este tipo de algoritmo de sincronizac¸a˜o e´ uma das bases de funcionamento dos sistemas
distribu´ıdos, evitando situac¸o˜es de conflito que seriam comuns se na˜o houvesse este tipo
de preocupac¸a˜o.
Mesmo com a utilizac¸a˜o dos relo´gios lo´gicos, na˜o e´ poss´ıvel determinar o tempo de-
corrido entre dois eventos. Por exemplo, na figura 2.2, na˜o e´ poss´ıvel, sem uma refereˆncia
de tempo global, determinar quanto tempo se passou entre os eventos e e f . Maillet e
Tron [27] apresentam algoritmos para a implementac¸a˜o de uma refereˆncia de tempo global
para avaliac¸a˜o de desempenho em sistemas multiprocessados. A ide´ia e´ colher amostras
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dos tempos individuais de cada processador do sistema antes e/ou depois da execuc¸a˜o
dos processos em estudo. A partir destas amostras, identifica-se atrave´s de me´todos es-
tat´ısticos uma relac¸a˜o linear entre cada um destes tempos locais e o tempo global (em
geral o tempo de um processador escolhido como refereˆncia). Quanto maior for a amostra,
mais preciso sera´ o tempo global obtido para os eventos. Coletar este tipo de amostra
envolve um tempo considera´vel de trocas de mensagens entre os processadores do sistema,
e pode tornar o processo de profiling um pouco lento, embora na˜o haja nenhuma intrusa˜o
adicional na aplicac¸a˜o em si.
No caso do profiling, evidentemente, e´ fundamental uma preocupac¸a˜o com a ordenac¸a˜o
e com o tempo de cada evento que ocorre no sistema, pois disponibilizar estas informac¸o˜es
da maneira mais correta poss´ıvel e´ a pro´pria raza˜o de ser das te´cnicas de profiling nos
sistemas distribu´ıdos.
Busca-se a extrac¸a˜o de informac¸o˜es relevantes dos arquivos de trace obtidos anterior-
mente. Procura-se descobrir quais as informac¸o˜es mais importantes para o analista, o que
e´ necessa´rio para identificar eventuais ineficieˆncias da implementac¸a˜o estudada. Tendo
estipulado quais as informac¸o˜es desejadas, passa-se a` implementac¸a˜o de ferramentas que
automatizem a extrac¸a˜o das informac¸o˜es dos arquivos de trace.
Abordagens conhecidas sa˜o a classificac¸a˜o dos eventos de acordo com um padra˜o de-
terminado previamente como sendo o comportamento normal daquele evento [39]. Se o
evento ocorrido no sistema e registrado no trace apresenta uma diferenc¸a significativa em
comparac¸a˜o ao padra˜o, a execuc¸a˜o deste evento pode ser classificada como ineficiente. E´
importante perceber que o padra˜o estabelecido deve ser espec´ıfico para cada arquitetura
de hardware e carga de software, para refletir a real caracter´ıstica da situac¸a˜o estudada.
Este padra˜o pode ser estabelecido, por exemplo, em testes pouco antes da execuc¸a˜o do
programa que vai gerar o arquivo de trace, para refletir da melhor forma poss´ıvel as
caracter´ısticas do sistema.
Tambe´m nesta fase sa˜o obtidas estat´ısticas de tempos dos eventos, de atividade de
cada processador entre outras informac¸o˜es. Outra preocupac¸a˜o e´ tentar identificar no
co´digo fonte, as modificac¸o˜es que podem melhorar a performance do programa. Embora
este tipo de abordagem possa requerer arquivos de trace diferenciados, e ferramentas mais
sofisticadas.
2.4 Apresentac¸a˜o Gra´fica dos Resultados
Tendo os eventos adequadamente ordenados e uma refereˆncia global, e´ necessa´rio iden-
tificar as caracter´ısticas do sistema. A u´ltima etapa consiste em desenvolver formas de
apresentac¸a˜o destes resultados que facilitem a identificac¸a˜o, por parte do usua´rio, dos
pontos cruciais do seu programa que podem melhorar o desempenho. Esta fase repre-
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senta um dos maiores desafios do desenvolvimento de te´cnicas de profiling. E´ necessa´rio
buscar formas de sintetizar o grande volume de informac¸o˜es produzidos nas etapas anteri-
ores simplificando a tarefa de identificar pontos fortes e fracos do sistema estudado. Isto
e´ geralmente obtido atrave´s de gra´ficos.
A apresentac¸a˜o gra´fica dos resultados facilita bastante a ana´lise dos problemas, especi-
almente em sistemas grandes e complexos, onde a quantidade de dados e´ bastante extensa,
dificultando a correc¸a˜o de problemas e ineficieˆncias. A visualizac¸a˜o do funcionamento dos
programas paralelos atrave´s de gra´ficos e diagramas permite ao usua´rio um entendimento
dos sistemas dificilmente obtidos de outra forma. Ale´m disso, gra´ficos podem sintetizar
grandes quantidades de dados em uma u´nica imagem.
Para a gerac¸a˜o dos gra´ficos de ana´lise de desempenho existem opc¸o˜es que va˜o desde a
programac¸a˜o com bibliotecas gra´ficas como a OpenGL [42] ate´ a utilizac¸a˜o de ferramentas
de visualizac¸a˜o cient´ıfica existentes. As ferramentas de visualizac¸a˜o cient´ıfica, apesar de
serem idealizadas para a visualizac¸a˜o de fenoˆmenos naturais podem ser utilizadas para
representar o comportamento de sistemas de computac¸a˜o paralela.
Te´cnicas bastante utilizadas sa˜o gra´ficos de linha de tempo, ou diagramas de Gannt,
que podem ser elaborados diretamente a partir dos arquivos de trace e representam uma
visa˜o excelente dos acontecimentos envolvidos no sistema. A figura 2.3 representa um
exemplo simples deste tipo de gra´fico, com apenas dois processos e as operac¸o˜es MPI_Send
e MPI_Recv (envio e recebimento de mensagens, respectivamente). Observa-se facilmente
que a segunda mensagem, enviada do mo´dulo 2 para o mo´dulo 1, foi enviada com atraso,
pois o processo de destino esta´ pronto para receber a mensagem muito antes do seu envio.
Em situac¸o˜es onde existem inu´meras atividades e processos a serem considerados, gra´ficos
deste tipo podem ser extremamente u´teis.
MPI_Send
MPI_Recv MPI_Send
MPI_Recv
Módulo 1
Módulo 2
Figura 2.3: Exemplo simples de gra´fico de linha de tempo com dois processos.
Os diagramas de Kiviat [23], por exemplo, foram uma das primeiras formas de visuali-
zar a performance de sistemas multiprocessados. Neste tipo de gra´fico, cada processador
e´ representado por um eixo radial em uma circunfereˆncia. O grau de utilizac¸a˜o do pro-
cessador e´ um ponto no eixo correspondente. Sendo 0% de utilizac¸a˜o representado por
um ponto no centro do c´ırculo e 100% de utilizac¸a˜o por um ponto no seu per´ımetro. A
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figura 2.4 foi gerada por Hackstadt e Malony [20], utilizando o software Visualization
Data Explorer (DX) da IBM. Na representac¸a˜o utilizada na figura 2.4a, cada processador
e´ mostrado em uma cor diferente. Este tipo de diagrama apresenta apenas o estado do
sistema em um dado momento. Pode-se utilizar uma animac¸a˜o para exibir passo-a-passo
os diagramas de Kiviat dos processos em execuc¸a˜o, mas ainda assim na˜o se tem uma ide´ia
geral do funcionamento do sistema. Ja´ na figura 2.4b, e´ gerado um tubo de Kiviat. Esta
estrutura e´ desenhada a partir dos dados que geram diagramas de Kiviat, com um eixo
perpendicular aos diagramas representando o tempo, possibilitando que se tenha uma vi-
sualizac¸a˜o do comportamento de toda a execuc¸a˜o. Ja´ a figura 2.4c apresenta um quadro
de uma animac¸a˜o que mostra passo-a-passo a execuc¸a˜o, possibilitando que se tenha a
visa˜o do desempenho do sistema em cada etapa.
Figura 2.4: a) Diagrama de Kiviat tradicional, em 2D. b) Tubo de Kiviat formado pelas
duas dimenso˜es do diagrama de Kiviat tradicional e o tempo como terceira dimensa˜o. c)
Quadro de animac¸a˜o de um tubo de Kiviat.
Fonte: http://www.cs.uoregon.edu/research/paraducks/papers/ieeecga95.d/
Outro tipo de gra´fico bastante u´til sa˜o aqueles que mostram as estat´ısticas de cada
processo. Atrave´s de gra´ficos circulares em setores, ou em barras, pode-se identificar
facilmente caracter´ısticas importantes como o tempo consumido pelos processos em cada
atividade.
Pode-se ainda apresentar animac¸o˜es representando que atividade cada um dos pro-
cessadores esta´ executando a cada momento, possibilitando uma ana´lise passo-a-passo do
funcionamento do sistema como um todo.
A apresentac¸a˜o gra´fica de dados obtidos em profiling e em simulac¸o˜es [9] da execuc¸a˜o
de sistemas distribu´ıdos ainda e´ uma a´rea em pleno desenvolvimento, tendo muitas pos-
sibilidades a serem exploradas pelos pesquisadores.
O presente trabalho procura encontrar formas adequadas de se conduzir cada uma
das etapas descritas. Busca-se discutir as te´cnicas encontradas na literatura e em ferra-
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mentas comerciais e identificar metodologias eficientes para a ana´lise do funcionamento
e do desempenho de sistemas multiprocessados que utilizam trocas de mensagens, mais
especificamente o padra˜o MPI.
Cap´ıtulo 3
Trabalhos Relacionados
Neste cap´ıtulo sa˜o demonstradas algumas te´cnicas encontradas na literatura e ferramentas
dispon´ıveis para ana´lise de desempenho de sistemas distribu´ıdos. Em geral, as ferramentas
dispon´ıveis utilizam gra´ficos de linha de tempo como principal forma de visualizac¸a˜o das
atividades do sistema paralelo. Gra´ficos estat´ısticos tambe´m sa˜o bastante comuns nas
abordagens estudadas.
3.1 Vampir/Vampirtrace
Vampir (Visualization and Analysis of MPI Resources) e Vampirtrace [30] formam um
conjunto de ferramentas comerciais para ana´lise de desempenho de programas paralelos
que utilizam a MPI.
O Vampirtrace e´ o software responsa´vel pela gerac¸a˜o de arquivos de trace. O for-
mato utilizado pelo Vampir e´ chamado de STF (Structured Trace File Format). Uma das
principais vantagens deste formato, segundo o fabricante, e´ sua escalabilidade e uma re-
presentac¸a˜o dos dados compacta. O Vampirtrace inclui uma biblioteca de profiling para
ser utilizada na gerac¸a˜o dos dados do trace.
A partir do trace em formato STF, a ferramenta Vampir apresenta uma se´rie de formas
de visualizac¸a˜o para programas MPI.
A figura 3.1 demonstra um diagrama de linha de tempo, conforme gerado pela ferra-
menta Vampir. A ferramenta permite a obtenc¸a˜o de informac¸o˜es adicionais sobre mensa-
gens espec´ıficas tais como tamanho da mensagem, tempo de transmissa˜o e comunicador
MPI utilizado. Pode-se ainda identificar a mensagem no co´digo-fonte. O gra´fico em linha
de tempo gerado pelo Vampir define diferentes atividades, tais como atividades da MPI e
da aplicac¸a˜o. Cada atividade e´ representada por uma cor diferente. Na parte inferior da
figura 3.1 sa˜o mostrados quantos processos esta˜o realizando uma determinada atividade
em cada instante. O diagrama de linha de tempo apresenta inicialmente todo o tempo de
14
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Figura 3.1: Gra´fico de linha de tempo gerado pela ferramenta Vampir.
Fonte: http://pallas.com/e/products/vampir/index.htm
execuc¸a˜o. A partir da representac¸a˜o inicial, pode-se realizar operac¸o˜es de zoom para que
se possa visualizar mais claramente trechos espec´ıficos da execuc¸a˜o.
Ale´m do diagrama de linha de tempo, a ferramenta Vampir apresenta uma se´rie de
possibilidades de visualizac¸a˜o diferentes. Os gra´ficos estat´ısticos sa˜o bastante u´teis na
ana´lise de sistemas paralelos.
A figura 3.2 demonstra gra´ficos em setores, tambe´m gerados pelo software Vampir.
Estes gra´ficos permitem que se observe o tempo total consumido pelas diferentes ativi-
dades (computac¸a˜o, comunicac¸a˜o, etc.) em cada um dos processos. Todas as operac¸o˜es
da MPI sa˜o representadas como uma u´nica atividade denominada MPI. Esta aborda-
gem impossibilita que o usua´rio identifique o tempo consumido por cada uma das rotinas
individualmente.
O software permite tambe´m determinar quais pares de processos trocam maiores quan-
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Figura 3.2: Gra´ficos em setores representando o tempo total de cada atividade.
Fonte: http://pallas.com/e/products/vampir/index.htm
tidades de dados. Um diagrama como o reproduzido na figura 3.3 revela este tipo de
informac¸a˜o.
O uso de atividades em gra´ficos estat´ısticos e de linha de tempo pode, em muitos
casos, ser uma generalizac¸a˜o inconveniente. Colocar todas as rotinas MPI como uma u´nica
atividade, por exemplo, inclui operac¸o˜es como broadcast, multicast, mensagens ponto a
ponto e operac¸o˜es de sincronizac¸a˜o em uma mesma atividade. O fabricante justifica o
uso das atividades como conjuntos de operac¸o˜es pelo fato de o nu´mero de operac¸o˜es
eventualmente ser muito grande para que se possa representa´-lo adequadamente por meio
de cores.
O gra´fico da figura 3.3 mostra claramente a quantidade de informac¸a˜o trocada entre
os pares de processos, mas na˜o apresenta nenhuma informac¸a˜o referente ao desempenho
da comunicac¸a˜o realizada.
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Figura 3.3: Troca de informac¸o˜es entre processos.
Fonte: http://pallas.com/e/products/vampir/index.htm
3.2 Jumpshot
O Jumpshot [43] e´ uma ferramenta de visualizac¸a˜o baseada em gra´ficos de linha de tempo.
A interface do software e´ mostrada na figura 3.4.
A aplicac¸a˜o utiliza arquivos de trace no formato SLOG-2 (Scalable Logfile) [12], obtidos
atrave´s da extensa˜o a MPI chamada MPE (MultiProcessing Environment) [11]. Este tipo
de arquivo tambe´m e´ utilizado pelas ferramentas propostas no cap´ıtulo 4.
De forma semelhante a ferramenta Vampir, discutida anteriormente, o Jumpshot per-
mite operac¸o˜es de zoom para a visualizac¸a˜o de detalhes da execuc¸a˜o. Sa˜o mostradas
todas as rotinas MPI executadas pela aplicac¸a˜o alvo no diagrama de linha de tempo.
Estados definidos pelo usua´rio no co´digo-fonte atrave´s da MPE tambe´m sa˜o representa-
dos no gra´fico. As mensagens sa˜o representadas por setas ligando processos emissores e
receptores no diagrama.
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Figura 3.4: A ferramenta Jumpshot
Em viso˜es mais globais de execuc¸a˜o de programas, sa˜o utilizados estados e setas espe-
ciais (preview states e preview arrows) que representam conjuntos de estados e mensagens.
Com um n´ıvel mais detalhado de zoom torna-se poss´ıvel observar estados e mensagens
individuais.
3.3 Paragraph
O Paragraph [21] e´ um conjunto de ferramentas de visualizac¸a˜o para programas MPI.
Para a gerac¸a˜o dos arquivos de trace e´ utilizada uma biblioteca chamada PICL (Portable
Instrumented Communication Library), posteriormente adaptada para a MPI e denomi-
nada MPICL.
A ferramenta apresenta uma se´rie de formas de visualizac¸a˜o que podem ser classificadas
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em treˆs tipos: visualizac¸o˜es de utilizac¸a˜o, de comunicac¸a˜o e de tarefas.
As visualizac¸o˜es de utilizac¸a˜o classificam os processadores do sistema em ociosos, ocu-
pados ou sobrecarregados (utilizando comunicac¸a˜o). Tais visualizac¸o˜es incluem gra´ficos
de Gannt, diagramas de Kiviat, contagem de processos em cada estado (ocioso, ocupado
ou sobrecarga), entre outras.
As visualizac¸o˜es de comunicac¸a˜o incluem gra´ficos de linha de tempo, gra´ficos repre-
sentando o tra´fego de mensagens (curvas representando o total de mensagens ou bytes
enviados mas ainda na˜o recebidos pelo tempo), informac¸o˜es referentes a filas de mensagens
e animac¸o˜es em grafos e hipercubos representando redes de comunicac¸a˜o.
Visualizac¸o˜es de tarefas demonstram estados definidos pelo usua´rio atrave´s da biblio-
teca MPICL em gra´ficos de Gannt, contagens do nu´mero de processos em cada tarefa pelo
tempo, etc.
3.4 PVaniM
Figura 3.5: Visualizac¸o˜es da ferramenta PVaniM.
Fonte: http://www.cc.gatech.edu/gvu/softviz/parviz/pvanimOL/pvanimOL.html
PVaniM (Online and Postmortem Visualization Support for PVM ) [38] e´ um conjunto
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de ferramentas para profiling de aplicac¸o˜es PVM (Parallel Virtual Machine). A ferra-
menta apresenta algumas visualizac¸o˜es, mostradas na figura 3.5.
No canto superior esquerdo da figura 3.5 e´ apresentada uma lista dos computadores
utilizados e a quantidade de tarefas alocadas em cada ma´quina. Ao lado, e´ mostrado um
gra´fico em barras indicando o nu´mero me´dio de tarefas em execuc¸a˜o no no´. Ainda na fi-
gura 3.5, os gra´ficos com barras verdes, amarelas e vermelhas representa em verde o tempo
consumido com computac¸a˜o, em amarelo o tempo consumido em envio de mensagens e
em vermelho o tempo ocioso de espera por comunicac¸o˜es, sendo um gra´fico com valores
relativos a processadores e o outro com valores relativos a cada tarefa. O gra´fico no canto
superior direito da mesma figura representa a memo´ria utilizada pelas tarefas PVM em
cada processador. O gra´fico na parte inferior esquerda da figura mostra o nu´mero de
mensagens e de bytes enviados em um determinado intervalo. Por fim, a visualizac¸a˜o da
parte inferior direita da figura 3.5 mostra a quantidade de mensagens trocadas entre cada
par de tarefas.
3.5 Outros Trabalhos
Existem na literatura ainda outras ferramentas de profiling [6, 8, 22, 35].
Uma abordagem proposta por Vetter [39] procura classificar as mensagens trocadas
no sistema em normais, de recebimento tardio, de envio tardio, entre outras classificac¸o˜es.
Desta forma, o analista pode alterar o programa, retardando ou antecipando as operac¸o˜es
que esta˜o sendo executadas antes ou depois de seu tempo ideal. Segundo o autor, al-
terac¸o˜es deste tipo podem melhorar significativamente o desempenho de aplicac¸o˜es dis-
tribu´ıdas baseadas em troca de mensagens.
Rabenseifner [33] descreve uma soluc¸a˜o mais voltada para os administradores de siste-
mas, apresentando estat´ısticas semanais e mensais do uso do equipamento pelos diferentes
usua´rios e sistemas, indicando poss´ıveis ineficieˆncias dos programas. Existem ainda outras
soluc¸o˜es que priorizam a carga de processamento de cada processador [5].
Oliveira e Midorikawa [13] propo˜em uma metodologia para predic¸a˜o da performance
das rotinas MPI. Tal estudo e´ bastante relevante em teoria ou em situac¸o˜es pro´ximas
do ideal, como em clusters dedicados a uma aplicac¸a˜o espec´ıfica. Em casos mais gerais
como clusters na˜o dedicados ou em grids torna-se invia´vel fazer uma previsa˜o confia´vel
do desempenho da comunicac¸a˜o devido a interfereˆncia de outras aplicac¸o˜es e usua´rios no
tra´fego da rede de comunicac¸o˜es e na carga dos processadores.
Cap´ıtulo 4
Apresentac¸a˜o das Ferramentas
Desenvolvidas
Neste cap´ıtulo sa˜o discutidos brevemente alguns aspectos da coleta de dados utilizada. A
seguir as ferramentas de software de visualizac¸a˜o desenvolvidas sa˜o apresentadas.
Considera-se fundamental que seja poss´ıvel atrave´s das ferramentas identificar as se-
guintes caracter´ısticas ba´sicas de um sistema paralelo:
• Desempenho das rotinas de comunicac¸a˜o e sincronizac¸a˜o;
• Identificac¸a˜o da dependeˆncia (espera) entre os processos;
• Distribuic¸a˜o de carga entre os processadores;
• Comportamento de algoritmos.
Acredita-se que a identificac¸a˜o das caracter´ısticas citadas permite a identificac¸a˜o de
muitos gargalos e ineficieˆncias de aplicac¸o˜es.
4.1 Coleta de Dados
Foram definidos como dados relevantes a serem coletados para que as ferramentas pudes-
sem atingir seu objetivos:
• A ocorreˆncia de todas as rotinas MPI na aplicac¸a˜o alvo com um ro´tulo de tempo de
acordo com um relo´gio global, bem como a durac¸a˜o de cada chamada;
• Processos emissores e receptores de cada mensagem;
• As rotinas MPI associadas a cada mensagem nos processos emissor e receptor;
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• Ro´tulos de tempo e durac¸a˜o de trechos do programa definidos pelo usua´rio;
• Informac¸o˜es referentes a` utilizac¸a˜o (carga) dos processadores.
Durante a pesquisa sobre profiling, percebeu-se que todos os requisitos citados, com
excec¸a˜o das informac¸o˜es sobre a carga dos processadores, eram atendidos pela extensa˜o a
MPI denominada MPE (MultiProcess Environment).
O sistema de armazenamento e acesso aos dados da MPE tambe´m mostrou-se ade-
quado. Os formatos de arquivos CLOG e SLOG-2 permitem o armazenamento e a pesquisa
dos dados de profiling de maneira bastante escalar. Desta forma, grandes quantidades de
dados podem ser armazenados de forma eficiente e dados espec´ıficos podem ser encontra-
dos rapidamente mesmo em arquivos bastante grandes.
O grau de intrusa˜o da MPE tambe´m mostrou-se bastante satisfato´rio. Os dados
referentes aos eventos a serem registrados sa˜o armazenados em buffers de memo´ria locais
em tempo de execuc¸a˜o. As informac¸o˜es da memo´ria sa˜o gravadas em arquivos tempora´rios
locais conforme a necessidade. Os dados dos diferentes processos so´ sa˜o combinados
em um u´nico arquivo apo´s o te´rmino da execuc¸a˜o da aplicac¸a˜o alvo, de forma que na˜o
ha´ operac¸o˜es de comunicac¸a˜o por parte da MPE durante a execuc¸a˜o da aplicac¸a˜o alvo.
Assim, a intrusa˜o limita-se a operac¸o˜es de acesso a memo´ria e eventuais operac¸o˜es locais
de entrada e sa´ıda.
Outro fator favora´vel ao uso da MPE e´ sua popularidade. A biblioteca e´ distribu´ıda
individualmente ou em conjunto com a implementac¸a˜o da MPI chamada MPICH, sempre
como software livre. Ja´ existem verso˜es da biblioteca para uma se´rie de sistemas, incluindo
va´rias verso˜es de Unix, Linux, Windows (NT e 2000), plataformas como IBM SP, Intel
i860, Delta, Paragon e Cray T3D.
O relo´gio global da MPE e´ extremamente simples. E´ utilizado apenas um ponto
de sincronizac¸a˜o entre os processos ao final da execuc¸a˜o e o tempo desta sincronizac¸a˜o
e´ tido como refereˆncia para o ca´lculo dos tempos globais de todos os eventos. Esta
abordagem mostrou-se apropriada, embora na˜o seja totalmente confia´vel em per´ıodos de
execuc¸a˜o muito longos. Dado que mecanismos de relo´gio global mais sofisticados tendem
a aumentar a intrusa˜o significativamente ou exigir longos per´ıodos de sincronizac¸a˜o antes
e depois de cada execuc¸a˜o da aplicac¸a˜o alvo [27], optou-se pelo uso da MPE apesar da
limitac¸a˜o da sua implementac¸a˜o de relo´gio global.
Para obtenc¸a˜o dos dados referentes a` carga dos processadores, foi desenvolvida uma
aplicac¸a˜o MPI denominada cpustatmpi que, em conjunto com a MPE coleta dados da
carga local em cada um dos processadores durante o tempo de execuc¸a˜o da aplicac¸a˜o alvo.
Mais detalhes sobre a coleta de dados e os formatos dos arquivos utilizados pela MPE e
pelo cpustatmpi sa˜o discutidos na sec¸a˜o 6.1.
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4.2 Animac¸a˜o de Processos
Esta ferramenta apresenta uma animac¸a˜o da execuc¸a˜o do sistema. Cada processo e´ re-
presentado por um quadrado em uma matriz. A cor de cada processo muda de acordo
com seu estado em cada momento da execuc¸a˜o.
A ferramenta e´ mostrada na figura 4.1. A legenda na parte direita da figura apresenta
todas as rotinas MPI presentes na aplicac¸a˜o, bem como estados definidos pelo usua´rio
atrave´s da MPE. A ferramenta mostra tambe´m o tempo representado pelo quadro de
animac¸a˜o mostrado, alguns boto˜es de controle e menus.
Figura 4.1: A ferramenta de animac¸a˜o de processos.
Os boto˜es de controle na interface permitem a exibic¸a˜o da animac¸a˜o em velocidade
normal, buscando aproximar-se do tempo real, ou em slow motion. O slow motion torna
mais fa´cil a visualizac¸a˜o do funcionamento de partes espec´ıficas da execuc¸a˜o. Boto˜es
de avanc¸o e retrocesso ra´pidos permitem uma navegac¸a˜o eficiente atrave´s da animac¸a˜o
para que o usua´rio possa encontrar as partes mais relevantes da execuc¸a˜o da aplicac¸a˜o
rapidamente. Um controle deslizante tambe´m e´ disponibilizada para uma navegac¸a˜o ainda
mais eficaz.
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O nu´mero de quadros por segundo de tempo de execuc¸a˜o da aplicac¸a˜o alvo pode ser
alterado atrave´s do menu apropriado. Este recurso permite que se possa encontrar a
melhor relac¸a˜o entre a velocidade da animac¸a˜o e o n´ıvel de detalhe com que se deseja
trabalhar.
Muitas ferramentas de ana´lise de desempenho para sistemas paralelos [21, 30, 43],
discutidas no cap´ıtulo 3, usam gra´ficos de linha de tempo ou diagramas de Gannt para
representar a execuc¸a˜o de programas paralelos. Comparada a este tipo de gra´fico, a
animac¸a˜o de processos apresenta algumas vantagens, tais como a identificac¸a˜o de estru-
turas de repetic¸a˜o como loops frequ¨entemente encontradas em algoritmos distribu´ıdos. A
animac¸a˜o tambe´m torna simples a identificac¸a˜o de grupos de processos que se comportam
de maneira semelhante. Tambe´m e´ poss´ıvel identificar diferenc¸as de comportamento inde-
sejadas entre tais grupos de processos. A animac¸a˜o torna poss´ıvel uma visa˜o apropriada
de detalhes de uma execuc¸a˜o paralela, ao passo que gra´ficos de linha de tempo permitem
uma melhor ide´ia geral de toda a execuc¸a˜o. Neste sentido, as duas formas de visualizac¸a˜o
podem ser vistas como complementares.
A ferramenta permite ainda que se altere a topologia da animac¸a˜o. Atrave´s de uma
opc¸a˜o em um menu pode-se escolher o nu´mero de linhas e colunas de processos represen-
tados. Esta opc¸a˜o e´ u´til sempre que uma topologia f´ısica ou lo´gica do sistema e´ relevante
para a aplicac¸a˜o ou para sua ana´lise. E´ poss´ıvel adaptar a visualizac¸a˜o para represen-
tar adequadamente caracter´ısticas da rede f´ısica ou caracter´ısticas lo´gicas definidas pela
aplicac¸a˜o.
4.3 Estat´ısticas de Tempo de Espera
Uma das maiores questo˜es com relac¸a˜o ao desempenho de sistemas distribu´ıdos e´ o tempo
consumido por cada processo enquanto espera pelos demais. E´ proposta uma forma de
visualizac¸a˜o que torna poss´ıvel identificar claramente o tempo de espera dos processos por
cada um dos demais processos e tambe´m o tempo de espera por rotinas de comunicac¸a˜o
coletiva e sincronizac¸a˜o.
Atrave´s da definic¸a˜o de estados de espera como o recebimento de uma mensagem,
pode-se calcular quanto tempo um processo espera por cada um dos demais. Este tempo
de espera e´ comparado a seguir com o tempo total de execuc¸a˜o do sistema e com o tempo
total de espera do processo em questa˜o.
A figura 4.2 demonstra a ferramenta. A representac¸a˜o e´ feita atrave´s de um quadro
de tamanho p × p, onde p e´ o nu´mero de processos no sistema. Cada linha i no gra´fico
representa um processo. Cada coluna j representa um processo pelo qual o processo i
espera por um determinado tempo. A cor de cada ce´lula [i, j] no gra´fico representa uma
determinada percentagem de tempo consumida por i esperando por j. Esta percentagem
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Figura 4.2: Tempo de espera relativo ao tempo total de execuc¸a˜o.
pode ser em relac¸a˜o ao tempo de execuc¸a˜o ou em relac¸a˜o ao tempo total de espera, de
acordo com a opc¸a˜o escolhida pelo usua´rio atrave´s dos boto˜es de ra´dio dispon´ıveis na
parte inferior da interface. O gradiente de cores a direita na figura 4.2 permite uma fa´cil
identificac¸a˜o dos processos que esperam por maiores quantidades de tempo, e por quais
processos esperam. Tambe´m e´ poss´ıvel identificar quais processos fazem com que outros
processos esperem mais tempo. Desta forma, pode-se identificar gargalos onde um grande
nu´mero de processos esperam por alguns poucos. Nestes casos, uma poss´ıvel soluc¸a˜o e´
redistribuir a carga de processamento, passando algumas das tarefas dos processos ocu-
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pados para os processos que esperam muito. As duas colunas mais a direita no gra´fico da
figura 4.2 tem significados especiais. A penu´ltima coluna da esquerda para a direita re-
presenta o tempo de espera por operac¸o˜es coletivas, como comunicac¸a˜o coletiva broadcast,
multicast, etc.) e sincronizac¸a˜o. A coluna mais a direita do gra´fico representa o tempo de
espera total de cada processo.
Figura 4.3: Tempo de espera relativo ao tempo total de espera.
A figura 4.3 demonstra a possibilidade de mostrar os valores como percentagens dos
tempos totais de espera. Esta opc¸a˜o e´ importante, pois torna poss´ıvel uma identificac¸a˜o
mais precisa das diferenc¸as entre os tempos de espera individuais de cada processo. Es-
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pecialmente em casos onde o tempo de espera e´ pequeno em comparac¸a˜o com o tempo
total de execuc¸a˜o.
As formas de visualizac¸a˜o sa˜o complementares. E´ poss´ıvel identificar quais os processos
que esperam mais tempo na representac¸a˜o mais geral da figura 4.2 e, a seguir, verificar a
distribuic¸a˜o do tempo de espera de tais processos em mais detalhes conforme mostrado
na figura 4.3.
Tempos de espera inferiores a 0,1 por cento do tempo de execuc¸a˜o e do tempo de
espera na˜o sa˜o inclu´ıdos nas representac¸o˜es. Isto e´ feito porque tais tempos de espera
geralmente representam trocas ra´pidas de mensagens que muitas vezes ocorrem em fases de
sincronizac¸a˜o que tendem a preencher a maior parte das ce´lulas do gra´fico com informac¸a˜o
irrelevante. A exibic¸a˜o de tais dados dificultaria o reconhecimento por parte do usua´rio
da informac¸a˜o realmente importante representada pelos casos em que ocorrem tempos de
espera significativos.
Nas ferramentas de profiling pesquisadas na˜o foram encontradas formas de visualizac¸a˜o
que permitissem este n´ıvel de detalhamento dos tempos de espera dos processos.
4.4 Animac¸a˜o da Distribuic¸a˜o de Carga
A ferramenta mostrada na figura 4.4 apresenta a distribuic¸a˜o de carga das aplicac¸o˜es.
Como na ferramenta de animac¸a˜o de processos (sec¸a˜o 4.2), o sistema e´ representado por
uma matriz de processos. A porcentagem de tempo de uso da CPU e´ mostrada para
cada processo. Quanto maiores forem as porcentagens de tempo de uso, melhor sera´ o
aproveitamento dos recursos computacionais.
E´ importante notar que a ferramenta mede o uso das CPU’s, independentemente
das aplicac¸o˜es que estejam sendo executadas no momento da coleta de dados (tempo de
execuc¸a˜o da aplicac¸a˜o alvo). Isto significa que a ferramenta mede o uso da CPU por todos
os processos ativos no sistema, e na˜o somente pelos processos da aplicac¸a˜o alvo. Desta
forma e´ poss´ıvel avaliar a distribuic¸a˜o de carga do sistema em situac¸o˜es reais de utilizac¸a˜o,
com outras aplicac¸o˜es em execuc¸a˜o. Tambe´m e´ poss´ıvel estudar o comportamento da
aplicac¸a˜o isoladamente, executando apenas a aplicac¸a˜o alvo e os processos ba´sicos do
sistema operacional no momento da coleta de dados (gerac¸a˜o do arquivo de trace).
A ferramenta tambe´m exibe estat´ısticas totais da distribuic¸a˜o de carga. Isto e´ feito
atrave´s da exibic¸a˜o dos valores me´dios obtidos durante toda a execuc¸a˜o da aplicac¸a˜o alvo.
As cargas totais sa˜o mostradas no quadro inicial da ferramenta e podem ser vistas a
qualquer momento, sempre que a animac¸a˜o e´ parada.
Esta ferramenta, assim como a ferramenta de animac¸a˜o de processos, suporta visua-
lizac¸o˜es com diferentes topologias atrave´s da definic¸a˜o do nu´mero de linhas e colunas em
que os processos devem ser organizados na representac¸a˜o.
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Figura 4.4: A ferramenta de distribuic¸a˜o de carga.
4.5 Animac¸a˜o do Tra´fego de Mensagens
Esta animac¸a˜o, mostrada na figura 4.5, apresenta o tra´fego de mensagens no sistema. O
sistema e´ representado por uma matriz p×p de conexo˜es entre processos, sendo p o nu´mero
de processos. Uma a´rea colorida representa a transmissa˜o de uma mensagem no momento
representado. As linhas representam processos emissores e as colunas, processos receptores
de mensagens. As cores representam a taxa de transmissa˜o efetiva da mensagem, conforme
indicada pelo gradiente de cores a direita da figura 4.5.
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Neste trabalho, considera-se como taxa de transmissa˜o efetiva a quantidade de bits
transmitidos dividida pelo tempo transcorrido entre o in´ıcio do procedimento de envio
da mensagem no processo emissor e o final do procedimento de recebimento no processo
receptor. Desta forma, uma chamada tardia a um procedimento de recebimento de men-
sagem por um processo e´ uma causa prova´vel para uma taxa de transmissa˜o efetiva baixa.
Atrave´s desta taxa de transmissa˜o efetiva, pretende-se refletir tanto o tempo de resposta
dos processos receptores quanto o tamanho da mensagem, uma vez que ambos sa˜o fun-
damentais no desempenho das comunicac¸o˜es.
Figura 4.5: Tra´fego de mensagens.
O gradiente de cores auxilia a visualizac¸a˜o da eficieˆncia da comunicac¸a˜o. Tanto um
canal de comunicac¸o˜es ruim como recebimentos tardios tendem a reduzir a taxa de trans-
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missa˜o efetiva. Desta forma, ambos os problemas podem ser detectados atrave´s da ferra-
menta.
Tambe´m e´ poss´ıvel visualizar, em um gra´fico semelhante, a taxa de transmissa˜o efetiva
me´dia durante toda a execuc¸a˜o entre cada par de processos que se comunicam durante
o tempo de execuc¸a˜o. Tal gra´fico facilita o reconhecimento de gargalos na comunicac¸a˜o
entre processos evidenciando os pares de processos cuja comunicac¸a˜o foi, em me´dia, mais
ineficiente ao longo da execuc¸a˜o.
Frequ¨entemente a taxa de transmissa˜o efetiva dos dados mostra uma grande variac¸a˜o.
Isto ocorre por muitas razo˜es, tais como a ocorreˆncia de mensagens de diferentes tamanhos
e as diferenc¸as na disponibilidade dos processos para receber mensagens. Manter um
gradiente de cores grande o suficiente para incluir todas as velocidades de transmissa˜o
da aplicac¸a˜o e´ muitas vezes inadequado. Uma aplicac¸a˜o poderia, por exemplo, conter
um subconjunto de mensagens bastante lentas e outro subconjunto contendo mensagens
extremamente ra´pidas. Cada subconjunto, em um gradiente de cores grande, ficaria
pro´ximo a um dos extremos do gradiente, tornando dif´ıcil a identificac¸a˜o de diferenc¸as
de desempenho dentro de cada subconjunto. Para resolver este tipo de problema, e´
poss´ıvel ajustar os limites do gradiente, definindo os valores ma´ximos e mı´nimos a serem
representados.
Quando as taxas de transmissa˜o efetivas sa˜o maiores que o valor ma´ximo do gradiente,
a mensagem e´ representada pela cor branca. Mensagens com velocidades menores do que
o valor mı´nimo representa´vel aparecem na cor preta. Tambe´m e´ poss´ıvel efetuar uma
pausa na animac¸a˜o e otimizar o gradiente para o quadro corrente. Quando um gradiente
e´ otimizado para um quadro de animac¸a˜o, seus valores mı´nimo e ma´ximo correspondem
a`s taxas de transmissa˜o mı´nima e ma´xima representadas no quadro. De forma ana´loga,
pode-se otimizar o gradiente para toda a execuc¸a˜o.
4.6 Estat´ısticas de Processos
Pode-se acessar uma janela com mais detalhes a respeito de qualquer um dos processos
da aplicac¸a˜o atrave´s de um clique com o mouse na a´rea que representa tal processo em
qualquer uma das ferramentas apresentadas anteriormente. A informac¸a˜o apresentada
inclui a percentagem do tempo de execuc¸a˜o consumido em cada estado e esperando por
outros processos e por operac¸o˜es coletivas. Os dados nesta representac¸a˜o sa˜o referentes
ao tempo total de execuc¸a˜o.
A figura 4.6 mostra as estat´ısticas de um determinado processo. O gra´fico de barras
a esquerda na figura demonstra a percentagem de tempo consumido na espera por cada
processo e por operac¸o˜es coletivas. O tempo total de espera tambe´m e´ apresentado no
gra´fico de barras. O processo representado na figura 4.6 consome um tempo muito grande
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Figura 4.6: Detalhes de um processo.
esperando pelo processo 49, o qual pode ser um gargalo no sistema em questa˜o. O gra´fico
em setores a direita na mesma figura representa a percentagem de tempo consumido
por cada rotina MPI. O processo representado consome a maior parte do seu tempo de
execuc¸a˜o nas rotinas MPI_Wait e MPI_Recv.
Cap´ıtulo 5
Resultados
Neste cap´ıtulo sa˜o apresentados resultados obtidos atrave´s do uso das ferramentas desen-
volvidas em algumas aplicac¸o˜es paralelas.
Todos os testes descritos foram realizados no cluster do Laborato´rio de Alto Desem-
penho (LAD) do Instituto de Computac¸a˜o (IC) da UNICAMP. O cluster e´ composto por
dois computadores Pentium 4 com 512 megabytes de memo´ria RAM cada e 64 computa-
dores Pentium III de 450MHz, com 256 megabytes de memo´ria RAM cada. A tecnologia
de rede utilizada na comunicac¸a˜o entre os computadores do cluster e´ a Fast Ethernet de
100Mbps com switches ponto a ponto.
5.1 Soccer Real-Time Tracking System (SORTTS)
A aplicac¸a˜o estudada e´ um sistema de rastreamento de objetos em imagens obtidas atrave´s
de caˆmeras de v´ıdeo em tempo real. Particularmente, os objetos rastreados sa˜o aqueles
envolvidos em uma partida de futebol.
O sistema utiliza processamento paralelo devido a grande demanda computacional
necessa´ria para rastrear os objetos em tempo real. A aplicac¸a˜o chama-se SORTTS (Soc-
cer Real-Time Tracking System) [29] e foi desenvolvida no Instituto de Computac¸a˜o da
UNICAMP.
A aplicac¸a˜o encontra-se dividida em treˆs mo´dulos: o mo´dulo de leitura, o mo´dulo
de rastreamento e o mo´dulo de iniciac¸a˜o e acompanhamento. O mo´dulo de leitura e´
responsa´vel pela leitura das imagens a partir das caˆmeras e por enviar estas imagens
ou partes delas para outros processos. O sistema opera com imagens obtidas por seis
caˆmeras, de modo que o mo´dulo de leitura e´ composto por seis processos, cada um obtendo
imagens de uma caˆmera diferente. O mo´dulo de rastreamento envolve processos que
realizam rastreamento de objetos em imagens completas e em imagens reduzidas. O
rastreamento de imagens completas tambe´m e´ feito por seis processos, cada um recebendo
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imagens de um dos processos de leitura. O mo´dulo de inicializac¸a˜o e acompanhamento
e´ o responsa´vel por iniciar e interromper os rastreadores de imagens reduzidas de acordo
com as coordenadas obtidas atrave´s dos rastreadores de imagens completas e e´ formado
por um u´nico processo.
Figura 5.1: A ferramenta de animac¸a˜o de processos mostrando a execuc¸a˜o do SORTTS.
Atrave´s da animac¸a˜o dos processos, foi poss´ıvel identificar os diferentes grupos de
processos devido ao seu comportamento diferenciado. O sistema funciona com os seis
primeiros processos no mo´dulo de leitura, os seis processos seguintes no mo´dulo de rastre-
amento de imagens completas e com o de´cimo terceiro processo no mo´dulo de iniciac¸a˜o e
acompanhamento. Os demais processos atuam no rastreamento de imagens reduzidas. A
figura 5.1 demonstra um quadro da animac¸a˜o. A ferramenta permite perceber a constante
comunicac¸a˜o entre o mo´dulo de leitura e os rastreadores de imagens reduzidas, bem como a
constante atividade do processo que faz a iniciac¸a˜o e o acompanhamento. Periodicamente
pode-se perceber o envio de imagens do mo´dulo de leitura para o mo´dulo de rastreamento
de imagens completas. O envio de um conjunto de imagens completas e´ a situac¸a˜o retra-
tada pela figura 5.1. Em outros momentos da animac¸a˜o e´ poss´ıvel perceber a constante
atividade de comunicac¸a˜o envolvendo os mo´dulos de leitura, de acompanhamento e de
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Figura 5.2: Tra´fego de mensagens da aplicac¸a˜o.
rastreamento de imagens reduzidas.
O maior tra´fego de mensagens, conforme mostrado na figura 5.2, ficou entre o mo´dulo
de leitura (seis primeiros processos) e os processos responsa´veis pelo rastreamento de
imagens reduzidas (processos 13 a 43). Este comportamento deve-se ao fato de o mo´dulo
de leitura precisar enviar constantemente imagens reduzidas para os processos 13 a 43.
Salvo algumas excec¸o˜es, o tra´fego observado ficou abaixo de 10Mbps, em uma rede com
capacidade nominal de 100Mbps. Esta observac¸a˜o se confirma no gra´fico que representa o
tra´fego agregado de toda a execuc¸a˜o, mostrado na figura 5.3. A comunicac¸a˜o mais eficiente
foi dos processos zero a cinco (mo´dulo de leitura) para os processos 6 a 11 (processos que
fazem o rastreamento de imagens completas). A eficieˆncia desta comunicac¸a˜o e´ justificada
pelo fato de que sa˜o transmitidas imagens completas, formando mensagens grandes que
efetivamente podem aproveitar o potencial da rede. A velocidade de comunicac¸a˜o efetiva
nestes casos ficou em torno de 80Mbps.
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Figura 5.3: Tra´fego de mensagens total da aplicac¸a˜o durante todo o tempo de execuc¸a˜o.
As figuras 5.1 e 5.2 permitem apenas uma ide´ia aproximada das caracter´ısticas do
sistema apresentadas. Conve´m ressaltar que a observac¸a˜o das animac¸o˜es atrave´s das
ferramentas possibilita uma percepc¸a˜o muito mais clara das atividades de comunicac¸a˜o
do sistema e, consequ¨entemente, a identificac¸a˜o das caracter´ısticas da aplicac¸a˜o SORTTS
discutidas anteriormente.
O tempo de espera mostrado nas figuras 5.4 e 5.5 evidencia a centralizac¸a˜o das ati-
vidades no processador 12 (mo´dulo de inicializac¸a˜o e acompanhamento), sugerindo que
possivelmente este processador esteja sobrecarregado. Alguns processos esperam pelo
processo 12 durante cerca de 50% do seu tempo de execuc¸a˜o. Um grande nu´mero de pro-
cessos consome mais de 75% do tempo de espera em func¸a˜o do processo 12. Novamente,
os processos 6 a 11 se destacam por esperar bastante pelos seis primeiros. Mas, como
foi visto que a comunicac¸a˜o esta´ eficiente, o tempo de espera e´ grande apenas devido ao
grande volume de dados transferido.
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Figura 5.4: Estat´ısticas de tempo de espera mostram va´rios processos esperando pelo
processo 12 por porcentagens significativas do tempo de execuc¸a˜o do SORTTS.
Figura 5.5: Tempo de espera de cada processo relativo ao seu pro´prio tempo total de
espera no SORTTS.
Atrave´s do estudo da aplicac¸a˜o SORTTS, pode-se sugerir que o mo´dulo de inicializac¸a˜o
e acompanhamento inclua dois ou mais processos em vez de apenas um (o processo 12 na
execuc¸a˜o apresentada). Este tipo de modificac¸a˜o provavelmente melhoraria o desempenho
do sistema, uma vez que e´ poss´ıvel identificar o mo´dulo de inicializac¸a˜o e acompanhamento
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como sendo um gargalo do sistema.
5.2 HPL
A HPL (High-Performance Linpack Benchmark for Distributed-Memory Computers) [31]
e´ uma implementac¸a˜o porta´vel do benchmark Linpack [14] amplamente utilizada para
sistemas paralelos. O benchmark resolve um sistema linear aleato´rio em precisa˜o dupla
em sistemas de memo´ria distribu´ıda.
Ao analisar a HPL, pode-se ver claramente a forma como o algoritmo da aplicac¸a˜o
funciona. Na figura 5.6 e´ mostrado um quadro da animac¸a˜o do sistema. Atrave´s do ajuste
da topologia da representac¸a˜o para uma topologia semelhante a definida na aplicac¸a˜o
alvo, pode-se notar que a computac¸a˜o ocorre em uma linha de processadores por vez.
A computac¸a˜o ocorre inicialmente na primeira linha de processos da animac¸a˜o. Apo´s
conclu´ıda a computac¸a˜o na primeira linha, pode-se visualizar o in´ıcio do broadcast dos
resultados para as demais linhas. A seguir e´ iniciado o processamento na segunda linha e
assim sucessivamente.
A figura 5.6 demonstra a computac¸a˜o acontecendo na segunda linha de processos. No
momento retratado pela figura, os resultados calculados pela primeira linha sa˜o enviados
das linhas seis e sete para as linhas sete e oito, de acordo com o algoritmo de broadcast
utilizado.
Na figura 5.7 e´ apresentada a animac¸a˜o da distribuic¸a˜o de carga da HPL. Pode-se
perceber nesta animac¸a˜o um comportamento semelhante ao da animac¸a˜o de processos.
Apenas algumas poucas linhas na matriz de processos apresentam atividade intensa a
cada instante. O movimento das linhas em atividade da parte superior para a inferior
da matriz lembra bastante o comportamento do algoritmo evidenciado pela animac¸a˜o de
processos.
Tal possibilidade de visualizar ta˜o claramente a execuc¸a˜o de um programa e´ bastante
u´til para que os analistas possam avaliar o desempenho dos algoritmos implementados.
Desta forma, torna-se poss´ıvel aos usua´rios determinar se a execuc¸a˜o de um determinado
programa se comporta como o esperado ou na˜o.
5.3 Implementac¸a˜o Paralela do fecho Transitivo de
Dı´grafos
Esta aplicac¸a˜o implementa um algoritmo para determinar o fecho transitivo de grafos
dirigidos (d´ıgrafos) [1]. A aplicac¸a˜o baseia-se no algoritmo de Warshall [40]. O d´ıgrafo
e´ representado por uma matriz de adjaceˆncias de tamanho n × n, onde n e´ o nu´mero de
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Figura 5.6: Animac¸a˜o da HPL com a computac¸a˜o ativa na segunda linha de processos e
com broadcast sendo realizado nas linhas 6-8.
ve´rtices do grafo. A matriz e´ dividida em p faixas horizontais e p faixas verticais, sendo
p o nu´mero de processos. Os dados sa˜o distribu´ıdos entre os processos de forma que cada
processo receba uma faixa horizontal e uma faixa vertical.
Apo´s a distribuic¸a˜o dos dados, cada processo calcula as novas arestas do d´ıgrafo com
base nas informac¸o˜es recebidas. O processo atualiza sua parte da matriz e armazena
arestas a serem atualizadas pelos outros processos. Apo´s a computac¸a˜o das arestas, os
processos passam para uma fase de comunicac¸o˜es onde trocam as informac¸o˜es calculadas
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Figura 5.7: Animac¸a˜o da distribuic¸a˜o de carga da HPL com comportamento semelhante
ao da animac¸a˜o de processos.
no passo anterior. A seguir, o sistema volta a fase de ca´lculo de novas arestas com base nas
informac¸o˜es recebidas no passo de comunicac¸a˜o. O sistema continua alternando etapas
de comunicac¸a˜o e computac¸a˜o ate´ que nenhum processo realize atualizac¸o˜es.
O uso das ferramentas de profiling desenvolvidas permite notar o consumo de um
tempo muito grande nas etapas de comunicac¸a˜o. A animac¸a˜o do sistema apresenta um
tempo significativamente grande consumido pela rotina MPI_Alltoallv utilizada nas fases
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de comunicac¸a˜o.
Figura 5.8: Detalhes de um processo em uma execuc¸a˜o da aplicac¸a˜o original, com comu-
nicac¸a˜o coletiva.
A figura 5.8 mostra claramente o tempo de MPI_Alltoallv em um processo t´ıpico
da aplicac¸a˜o. O procedimento de comunicac¸a˜o coletiva consome quase a metade do
tempo de execuc¸a˜o da aplicac¸a˜o. Somando-se as duas rotinas de comunicac¸a˜o coletiva
(MPI_Alltoallv e MPI_Alltoall) chega-se ao total de 74, 3% do tempo de execuc¸a˜o do
processo mostrado consumido em rotinas de comunicac¸a˜o.
Tendo reconhecido as etapas de comunicac¸a˜o como um gargalo do sistema, foram
desenvolvidas algumas alternativas ao procedimento MPI_Alltoallv.
A aplicac¸a˜o foi modificada para utilizar cinco alternativas diferentes ao procedimento
de comunicac¸a˜o coletiva original (MPI_Alltoallv). As cinco alternativas utilizadas foram:
uso do procedimento Sendrecv com e sem algoritmo de round-robin; uso de envio de
mensagens na˜o bloqueante; uso de recebimento na˜o bloqueante; e uso de ambos envio e
recebimento na˜o bloqueantes simultaneamente.
Com excec¸a˜o da implementac¸a˜o utilizando round-robin, todas as implementac¸o˜es fa-
zem o envio de mensagens em ordem, ou seja cada processo envia primeiro a mensagem
para o processo zero, a seguir para o processo 1, e assim por diante. O recebimento, da
mesma forma, e´ feito em ordem. Primeiro e´ recebida a mensagem do processo zero, e
segue-se recebendo mensagens de cada um dos processos em ordem crescente. As quatro
implementac¸o˜es deste tipo variam apenas quanto a`s rotinas de comunicac¸a˜o utilizadas,
que podem ser envios e recebimentos bloqueantes, na˜o bloqueantes ou o uso da rotina
Sendrecv. Conforme mostrado a seguir, esta u´ltima abordagem foi a mais eficiente de
todas.
A abordagem com round-robin tambe´m usa Sendrecv, mas faz os envios e recebimen-
tos em uma ordem diferente. Utiliza-se uma topologia em anel onde cada processo n envia
uma mensagem para o processo d a sua direita e recebe outra mensagem do processo e a
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sua esquerda, a seguir, o processo n envia a mensagem para o no´ a direita de d e recebe a
mensagem do no´ a esquerda de e, e assim por diante, ate´ que o processo n tenha enviado
e recebido mensagens de todos os outros processos.
Primeira Rodada
No´s Arestas C. Col. Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 42.873.712 8,20 9,23 -12,56% 10,31 -25,64% 7,78 5,20% 6,40 22,02% 7,20 12,20%
16 86.114.460 13,50 10,88 19,39% 16,16 -19,67% 8,78 34,93% 7,02 48,03% 7,60 43.72%
32 80.225.532 8,80 7,09 19,45% 9,92 -12,67% 5,50 37,53% 4,26 51,65% 4,30 51,16%
64 27.548.820 1,22 1,10 9,36% 1,09 10,24% 1,06 13,30% 3,73 -205,88% 1,17 4,24%
Segunda Rodada
No´s Arestas C. Col. Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 99.732 0,09 0,12 -41,40% 0,13 -45,08% 0,12 -44,33% 0,15 -77,14% 0,11 -32,43%
16 8.485.996 1,22 2,00 -64,57% 1,33 -8,94% 1,15 5,73% 0,75 38,56% 1,03 15,58%
32 115.791.334 20,37 53,69 -163,59% 14,25 30,04% 6,51 68,02% 6,24 69,38% 6,59 67,66%
64 375.953.316 97,19 140,97 -45,04% 31,42 67,67% 11,20 88,48% 9,42 90,31% 10,26 89,45%
Terceira Rodada
No´s Arestas C. Col Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 0 0,08 0,12 -45,05% 0,12 -48,57% 0,12 -48,12% 0,14 -73,36% 0,10 -22,04%
16 0 0,08 0,09 -8,05% 0,12 -48,41% 0,10 -24,41% 0,07 22,15% 0,13 -56,14%
32 0 0,11 0,10 12,39% 0,09 20,16% 0,08 29,28% 0,10 11,71% 0,07 35,15%
64 0 0,32 0,27 15,50% 0,26 16,51% 0,22 30,42% 0,40 -27,15% 0,28 12,69%
Total
No´s Arestas C. Col. Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 - 96,83 97,82 -1,02% 98,92 -2,16% 96,36 0,49% 93,86 3,07% 94,69 2,21%
16 - 56,76 54,93 3,23% 59,47 -4,77% 51,94 8,49% 49,00 13,66% 49,73 12,39%
32 - 68,90 100,56 -45,95% 63,89 7,28% 51,94 24,62% 50,77 26,32% 49,67 27,91%
64 - 123,93 167,85 -35,44% 58,06 53,15% 38,17 69,20% 37,09 70,07% 36,58 70,48%
Tabela 5.1: Grafo com 1280 ve´rtices - Me´dia de cinco execuc¸o˜es
Primeira Rodada
No´s Arestas C. Col. Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 96.741.120 26,44 20,00 24,36% 21,19 19,85% 16,94 35,92% 13,98 47,13% 16,20 38,71%
16 214.207.202 27,57 22,60 18,04% 37,11 -34,59% 20,97 23,92% 17,54 36,37% 18,62 32,47%
32 446.695.252 48,43 83,63 -72,68% 70,45 -45,48% 25,57 47,20% 22,91 52,70% 22,13 54,30%
64 794.106.630 72,85 128,33 -76,15% 89,51 -22,86% 23,22 68,13% 19,18 73,68% 20,20 72,28%
Segunda Rodada
No´s Arestas C. Col. Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 0 0,10 0,12 -19,64% 0,11 -10,60% 0,11 -2,46% 0,11 -4,02% 0,10 -0,16%
16 6.958 0,09 0,09 1,07% 0,10 -10,30% 0,11 -19,77% 0,09 -3,66% 0,11 -24,59%
32 3.058.578 0,29 0,33 -16,04% 0,37 -30,58% 0,30 -5,09% 0,32 -11,50% 0,34 -17,72%
64 125.301.880 18,43 36,79 -99,65% 7,47 59,47% 30,65 -66,35% 3,50 80,98% 4,44 75,89%
Terceira Rodada
No´s Arestas C. Col. Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 - - - - - - - - - - - -
16 0 0,09 0,09 0,07% 0,10 -11,44% 0,11 -20,41% 0,09 -3,14% 0,11 -23,72%
32 0 0,12 0,14 -10,34% 0,20 -58,82% 0,10 18,39% 0,15 -19,38% 0,14 -9,07%
64 0 0,12 0,14 -15,24% 0,13 -4,74% 0,14 -11,36% 0,14 -13,24% 0,13 -11,24%
Total
No´s Arestas C. Col. Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 - 238,55 231,97 2,76% 233,18 2,25% 228,93 4,03% 224,48 5,90% 226,72 4,96%
16 - 181,07 176,01 2,79% 190,47 -5,19% 174,32 3,73% 169,31 6,50% 170,35 5,92%
32 - 198,55 230,48 -16,08% 216,26 -8,92% 171,34 13,70% 171,56 13,59% 166,16 16,31%
64 - 207,79 274,29 -32,01% 178,81 13,95% 136,63 34,25% 104,79 49,57% 105,48 49,24%
Tabela 5.2: Grafo com 1920 ve´rtices - Me´dia de cinco execuc¸o˜es
As tabelas 5.1 a 5.3 demonstram resultados de execuc¸o˜es da aplicac¸a˜o original em com-
parac¸a˜o a`s cinco alternativas. Cada tabela apresenta valores me´dios de cinco execuc¸o˜es
das aplicac¸o˜es. As tabelas 5.1, 5.2 e 5.3 apresentam resultados obtidos em execuc¸o˜es de
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Primeira Rodada
No´s Arestas C. Col. Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 80.455.808 27,08 16,07 40,65% 18,58 31,39% 14,06 48,07% 10,80 60,11% 13,66 49,56%
16 7.265.378 1,44 1,20 16,75% 1,39 3,11% 1,20 16,81% 0,68 52,53% 1,15 20,24%
32 2.869.498 1,31 2,51 -90,78% 1,44 -9,32% 1,51 -14,83% 0,18 85,93% 2,67 -103,32%
64 2.268.370 0,55 0,55 -1,20% 0,58 -6,79% 0,58 -5,50% 3,09 -463,50% 0,21 61,61%
Segunda Rodada
No´s Arestas C. Col. Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 79.485.494 24,35 15,87 34,82% 17,29 28,99% 15,28 37,27% 11,56 52,54% 13,63 44,05%
16 367.534.660 51,67 39,96 22,66% 63,19 -22,30% 36,69 28,99% 33,15 35,84% 32,74 36,64%
32 791.366.660 114,47 228,56 -99,67% 126,33 -10,36% 109,97 3,93% 109,42 4,41% 60,66 47,00%
64 1.490.196.114 282,49 348,56 -23,39% 217,66 22,95% 87,67 68,96% 128,23 54,61% 103,71 63,29%
Terceira Rodada
No´s Arestas C. Col. Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 0 0,10 0,06 36,94% 0,05 48,14% 0,07 30,40% 0,08 22,77% 0,08 19,17%
16 0 0,06 0,06 10,73% 0,07 -3,56% 0,10 -50,10% 0,04 31,00% 0,09 -33,40%
32 2.817.774 0,32 0,29 7,43% 0,31 1,85% 0,30 7,27% 0,43 -36,36% 0,33 -3,57%
64 141.505.614 10,68 20,68 -93,62% 8,04 24,67% 15,29 -43,16% 3,92 63,25% 5,27 50,66%
Total
No´s Arestas C. Col. Na˜o Bloqueante Recv Na˜o Bloq. Send Na˜o Bloq. Sendrecv R.Robin Sendrecv
8 - 644,02 624,55 3,02% 628,47 2,41% 621,89 3,44% 601,38 6,62% 606,25 5,86%
16 - 333,39 321,50 3,57% 344,85 -3,44% 318,08 4,59% 311,11 6,68% 307,95 7,63%
32 - 513,40 504,02 1,83% 511,65 0,34% 745,53 -45,21% 656,73 -27,92% 436,89 14,90%
64 - 529,25 540,70 -2,16% 444,46 16,02% 363,74 31,27% 484,05 8,54% 313,57 40,75%
Tabela 5.3: Grafo com 2560 ve´rtices - Me´dia de Cinco Execuc¸o˜es
grafos de 1280, 1920 e 2560 ve´rtices, respectivamente. Foram realizados testes com 8, 16,
32 e 64 processadores.
As tabelas apresentam o tempo das treˆs primeiras rodadas de comunicac¸a˜o executa-
das pela aplicac¸a˜o para resolver o problema do fecho transitivo de grafos de diferentes
tamanhos (1280, 1920 e 2560 ve´rtices). Apenas as verso˜es com 32 e 64 processadores da
resoluc¸a˜o do problema do grafo de 2560 ve´rtices precisaram de mais de treˆs rodadas para
resolver o problema, ainda assim, em ambos os casos a quarta rodada representava o final
do algoritmo, na˜o sendo trocada mais nenhuma aresta. Ale´m dos tempos das treˆs primei-
ras rodadas em cada conjunto de execuc¸o˜es, tambe´m sa˜o mostrados os tempos totais de
execuc¸a˜o das aplicac¸o˜es, para que se avalie o impacto das alterac¸o˜es na aplicac¸a˜o como
um todo e na˜o apenas na comunicac¸a˜o em si. Os percentuais sa˜o calculados a partir da
diferenc¸a entre o tempo da aplicac¸a˜o original e o tempo de cada alternativa em relac¸a˜o ao
tempo da aplicac¸a˜o original, de forma que percentuais positivos representam melhorias
e percentuais negativos representam pioras da implementac¸a˜o alternativa comparada a`
original.
Os gra´ficos mostrados nas figuras 5.9 e 5.10 apresentam um resumo dos dados apresen-
tados nas tabelas 5.1 a 5.3 para as execuc¸o˜es com 32 e 64 processadores, respectivamente.
O eixo vertical nos gra´ficos representa o tempo em segundos consumido por cada fase de
comunicac¸a˜o e o eixo horizontal representa o nu´mero de arestas trocadas em cada fase.
Deve-se notar que execuc¸o˜es relativas aos treˆs grafos diferentes testados encontram-se
representadas nos dois gra´ficos.
Ambos os gra´ficos mostram que treˆs das cinco alternativas desenvolvidas sa˜o melhores
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Figura 5.9: Tempos de diferentes rodadas de comunicac¸a˜o da aplicac¸a˜o utilizando 32
processos.
do que a implementac¸a˜o original com comunicac¸a˜o coletiva em todos as rodadas de comu-
nicac¸a˜o significativamente grandes. A abordagem que utiliza recebimento na˜o bloqueante
e´ pior que a comunicac¸a˜o coletiva em alguns testes, mas aparenta ser mais esta´vel. Ape-
nas uma das alternativas mostrou um comportamento pior do que a aplicac¸a˜o original em
todos os casos testados.
Pode-se comparar um processo da versa˜o original com a versa˜o que utiliza procedi-
mentos MPI_Sendrecv. Os resultados sa˜o mostrados nas figuras 5.8 e 5.11. A figura 5.8
apresenta um total de 74, 8% do tempo de execuc¸a˜o consumido por comunicac¸a˜o coletiva.
Na figura 5.11, o tempo total de comunicac¸a˜o cai para 65, 9% do tempo de execuc¸a˜o. Os
gra´ficos em setores mostram que a porcentagem do tempo gasto em computac¸a˜o aumen-
tou e que o tempo consumido pela rotina MPI_Sendrecv na figura 5.11 e´ muito menor
que o tempo do MPI_Alltoallv correspondente na versa˜o com comunicac¸a˜o coletiva.
Dada a significativa diferenc¸a entre o tempo consumido pela rotina MPI_Alltoallv
e suas alternativas, uma outra possibilidade que provavelmente melhoraria ainda mais
o desempenho da aplicac¸a˜o seria o uso de implementac¸o˜es alternativas tambe´m para a
MPI_Alltoall.
A execuc¸a˜o espec´ıfica demonstrada na figura 5.11 foi 27, 68% mais ra´pida que a versa˜o
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Figura 5.10: Tempos de diferentes rodadas de comunicac¸a˜o da aplicac¸a˜o utilizando 64
processos.
Figura 5.11: Um processo na versa˜o com MPI Sendrecv.
da figura 5.8. Para uma me´dia de cinco execuc¸o˜es das duas aplicac¸o˜es, tal diferenc¸a de
desempenho aumenta para 40, 75%, conforme a tabela 5.3.
Pode-se afirmar, em conclusa˜o ao estudo desta aplicac¸a˜o, que para os casos testados
foi poss´ıvel identificar um gargalo do sistema e desenvolver alternativas que melhoraram
significativamente o seu desempenho.
Cap´ıtulo 6
Implementac¸a˜o
Este cap´ıtulo apresenta alguns detalhes da implementac¸a˜o das ferramentas apresentadas
e avaliadas nos cap´ıtulos anteriores. Sa˜o feitas algumas considerac¸o˜es sobre a gerac¸a˜o dos
arquivos de log e, posteriormente, e´ apresentada a implementac¸a˜o das ferramentas em
Java.
6.1 Coleta de Dados
Para a maioria das ferramentas descritas neste documento, e´ utilizada a extensa˜o a MPI
chamada MPE [11]. Esta extensa˜o inclui bibliotecas de profiling e facilidades para a
gerac¸a˜o de arquivos de trace.
A MPE permite a instrumentac¸a˜o de todas as rotinas MPI automaticamente, sem que
se altere o co´digo original. Tambe´m e´ poss´ıvel a definic¸a˜o de outros estados e eventos
atrave´s de chamadas a func¸o˜es espec´ıficas no co´digo da aplicac¸a˜o estudada. A intrusa˜o
da MPE e´ mı´nima, pois requer apenas que os eventos sejam gravados em um buffer local
a cada processador. Toda a comunicac¸a˜o e a combinac¸a˜o dos dados obtidos em um u´nico
arquivo sa˜o feitos apo´s a execuc¸a˜o da aplicac¸a˜o alvo. A sincronizac¸a˜o entre diferentes
processadores para determinac¸a˜o de um relo´gio global tambe´m e´ feita apenas ao final
da execuc¸a˜o, na˜o ocasionando intrusa˜o. Para aplicac¸o˜es executadas por per´ıodos muito
longos, o modelo de relo´gio global da MPE pode ser inadequado devido a diferenc¸as entre
relo´gios locais dos processadores.
Com o aux´ılio da MPE, e´ gerado um arquivo de trace no formato CLOG. O formato
CLOG e´ baseado em eventos, ou seja, trata-se de um conjunto de eventos com os respectivos
ro´tulos de tempo.
O arquivo CLOG pode, posteriormente, ser convertido para o formato SLOG-2 com o
conjunto de aplicac¸o˜es slog2sdk [12]. O formato SLOG-2 e´ baseado em objetos Java
denominados drawables, e na˜o em eventos como o formato CLOG. Tais objetos podem
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representar um ou mais estados de processos ou mensagens do sistema. Um drawable
indica, entre outras caracter´ısticas, em que processo acontece e quais os tempos de in´ıcio
e fim no caso de tratar-se de um estado ou os processos de origem e destino e os tempos
de envio e entrega no caso de mensagens. O formato foi desenvolvido para ser visualizado
por ferramentas de visualizac¸a˜o. Uma caracter´ıstica fundamental do formato SLOG-2 e´
sua escalabilidade. E´ utilizada uma estrutura baseada em a´rvores bina´rias que classifica
os objetos no arquivo de acordo com sua posic¸a˜o no tempo. Tal estrutura possibilita uma
navegac¸a˜o eficiente mesmo em arquivos de alguns gigabytes de tamanho. Os arquivos
SLOG-2 sa˜o processados pelas ferramentas propostas.
Para a ferramenta de distribuic¸a˜o de carga, foi desenvolvida uma aplicac¸a˜o MPI em lin-
guagem C, bastante simples, denominada cpustatmpi, que se comunica diretamente com
o kernel do sistema operacional Linux para gerar arquivos de log, conforme especificado a
seguir. Para o uso da ferramenta de distribuic¸a˜o de carga em outras plataformas deve-se
desenvolver programas semelhantes que obtenham as informac¸o˜es do sistema operacional
espec´ıfico e gerem os arquivos de trace apropriados.
Para a gerac¸a˜o dos arquivos de trace da distribuic¸a˜o de carga sa˜o necessa´rias pequenas
modificac¸o˜es na biblioteca de profiling da MPE. Mais especificamente, e´ preciso alterar
as func¸o˜es MPI_Init e MPI_Finalize desta biblioteca. E´ conveniente ressaltar que toda
aplicac¸a˜o MPI executa, obrigatoriamente, estas func¸o˜es. A func¸a˜o MPI_Init deve criar
um arquivo tempora´rio que sera´ utilizado para sincronizac¸a˜o. Na implementac¸a˜o deste
trabalho, convencionou-se o nome deste arquivo como cpuloglock, o qual deve ser criado
no direto´rio /tmp do Linux. A func¸a˜o MPI_Finalize deve simplesmente apagar o ar-
quivo criado. O programa cpustatmpi coleta os dados da distribuic¸a˜o de carga em cada
processador, gerando um arquivo de log para cada processador. Os dados sa˜o coletados
uma vez a cada per´ıodo de tempo ∆t. Quanto menor for o valor de ∆t, mais fina sera´ a
granularidade e maior sera´ o n´ıvel de intrusa˜o. Valores de ∆t em torno de um segundo
permitem uma boa ana´lise da distribuic¸a˜o de carga sem excesso de intrusa˜o. O programa
cpustatmpi coleta os dados durante o tempo de existeˆncia do arquivo /tmp/cpuloglock,
ou seja, apenas durante a execuc¸a˜o da aplicac¸a˜o alvo. Os dados sa˜o mantidos em um
buffer na memo´ria e copiados para o arquivo de sa´ıda de acordo com a necessidade.
Em alguns casos, o tempo de in´ıcio da execuc¸a˜o pode variar significativamente entre
processadores diferentes. Tal variac¸a˜o tambe´m pode ser obtida atrave´s do cpustatmpi.
O valor do tempo de in´ıcio do profiling tp e´ medido em cada processador p com relac¸a˜o a
um tempo inicial de refereˆncia tr obtido atrave´s da rotina de sincronizac¸a˜o MPI_Barrier.
O menor tp entre todos os processadores sera´ considerado posteriormente, nas etapas de
visualizac¸a˜o, como o in´ıcio da execuc¸a˜o t0. Os tempos de in´ıcio de todos os processadores
podem enta˜o ser determinados com relac¸a˜o a t0.
O formato dos arquivos a serem gerados em cada um dos processadores e´ extremamente
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simples. Na primeira linha do arquivo, deve constar o valor de ∆t em segundos. A seguir,
na segunda linha, o valor do tp espec´ıfico do processador. As linhas subsequ¨entes conteˆm
os valores percentuais de tempo ocioso da CPU para cada per´ıodo ∆t a partir de tp,
conforme informado pelo kernel atrave´s do sistema de arquivos /proc.
Foi desenvolvida ainda uma aplicac¸a˜o em Java que, a partir do conjunto de arquivos
de log gerados pelo cpustatmpi, gera um objeto denominado BalanceData e grava este
objeto em um arquivo, o qual serve de entrada para a ferramenta de distribuic¸a˜o de carga.
Convencionou-se a extensa˜o deste tipo de arquivo como lb. O objeto BalanceData e
outros objetos Java das ferramentas desenvolvidas sa˜o discutidos na pro´xima sec¸a˜o.
6.2 Implementac¸a˜o das Ferramentas de Profiling
Para a implementac¸a˜o das ferramentas de visualizac¸a˜o desenvolvidas foi escolhida a lin-
guagem de programac¸a˜o Java. A implementac¸a˜o de todas as ferramentas totalizou apro-
ximadamente 3500 linhas de co´digo. Foi adotado para compilac¸a˜o e testes o J2SE (Java
2 Platform, Standard Edition) em sua versa˜o 1.4.1.
Os principais motivos que levaram a opc¸a˜o pela tecnologia Java foram:
• Portabilidade, possibilitando que as ferramentas possam ser executadas em qualquer
plataforma que possua uma ma´quina virtual Java;
• Compatibilidade com o formato SLOG-2, de forma que as ferramentas possam se
integrar de maneira simples e eficiente com os arquivos de log que devem ler;
• Adequac¸a˜o da estrutura modular da programac¸a˜o orientada a objetos ao sistema
desenvolvido;
• Suporte ao desenvolvimento de interfaces gra´ficas.
Foram desenvolvidos dois pacotes de classes Java para implementar as funcionalidades
de todas as ferramentas. Foram utilizados ainda va´rios pacotes da biblioteca padra˜o Java
e tambe´m alguns pacotes inclu´ıdos no slog2sdk para a leitura e utilizac¸a˜o de objetos dos
arquivos SLOG-2. A seguir sa˜o detalhados os dois pacotes desenvolvidos.
6.2.1 O Pacote profiling
A figura 6.1 mostra o diagrama de classes em UML (Unified Modeling Language) [19] das
ferramentas desenvolvidas.
A classe abstrata ProfilingAnimation e´ a classe base dos treˆs tipos de animac¸a˜o
desenvolvidos. Os tipos de animac¸a˜o sa˜o representados pelas classes SysAnim, MsgAnim
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Figura 6.1: Diagrama de classes das ferramentas de profiling.
e LBalanceAnim utilizadas nas ferramentas de animac¸a˜o de processos, de mensagens e
de distribuic¸a˜o de carga, respectivamente. Cada uma das treˆs classes derivadas imple-
menta um me´todo LoadFile diferente para carregar um arquivo. As classes SysAnim e
MsgAnim carregam arquivos SLOG-2 obtendo os dados que necessitam para cada animac¸a˜o
espec´ıfica. O mesmo me´todo LoadFile na classe LBalanceAnim carrega um arquivo lb.
Um dos principais atributos da classe ProfilingAnimation e´ um objeto Snapshot.
A classe Snapshot tambe´m e´ abstrata e e´ progenitora das classes SystemSnapshot,
MessagesSnapshot e LBSnapshot, uma para cada tipo de animac¸a˜o. A classe Snapshot
e suas derivac¸o˜es conte´m uma se´rie de atributos e me´todos que descrevem caracter´ısticas
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fundamentais de uma animac¸a˜o em exibic¸a˜o. Os principais atributos sa˜o: tempos cor-
rente, inicial e final, nu´mero de processos, tempo de simulac¸a˜o transcorrido entre quadros
consecutivos em velocidade normal e ra´pida (avanc¸o e retrocesso ra´pidos) e nome do ar-
quivo utilizado. O principal me´todo de um Snapshot e´ o me´todo abstrato setTime. O
me´todo SetTime recebe um valor de tempo como paraˆmetro e gerencia as alterac¸o˜es em
atributos e dispara me´todos de atualizac¸a˜o de componentes (paintComponent) apropria-
dos para exibir o quadro de animac¸a˜o correspondente ao tempo recebido como paraˆmetro.
A classe Snapshot implementa ainda as interfaces ActionListener e ChangeListener
para responder a ac¸o˜es do usua´rio como cliques com o mouse na animac¸a˜o, em boto˜es e no
controle deslizante. As classes SystemSnapshot e LBSnapshot possuem um atributo e um
me´todo para armazenar e alterar o nu´mero de colunas de processos a serem mostradas.
Desta forma, pode-se alterar a topologia apresentada nestas animac¸o˜es.
A classe BalanceData armazena alguns dados espec´ıficos da ferramenta de distribuic¸a˜o
de carga. O atributo cpuValues armazena todos os valores percentuais de ociosidade de
todos os processadores em cada per´ıodo medido. A classe deve implementar a interface
Serializable, pois seus objetos devem ser salvos em arquivos.
Uma classe muito importante utilizada por, praticamente, todas as ferramentas e´
chamada ProcessDetails. Esta classe armazena informac¸o˜es importantes como tem-
pos e tamanhos de mensagens trocadas, nu´mero de operac¸o˜es (estados) diferentes dos
processos e seus nomes, as rotinas definidas como de espera e de sincronizac¸a˜o ale´m
de objetos WaitTimes, que armazenam informac¸o˜es referentes a tempos de espera, e
DrawableAverage que guardam informac¸o˜es espec´ıficas para cada tipo de operac¸a˜o em
cada processo.
A classe ProcessDetailsPanel, utiliza um objeto ProcessDetails para exibir os
detalhes de processos individuais.
Por fim, a ferramenta de estat´ısticas de tempo de espera e´ implementada na classe
WTGPanel.
6.2.2 O Pacote graphtools
O pacote graphtools foi desenvolvido como um conjunto de classes auxiliares para o
pacote profiling. Este pacote tem por objetivo prover acesso´rios gra´ficos utilizados pelo
pacote principal. O diagrama de classes do pacote graphtools e´ mostrado na figura 6.2.
A classe PlayButtonPanel representa um painel que conte´m os boto˜es de controle
da animac¸a˜o que possibilitam exibir a animac¸a˜o, efetuar uma pausa, a exibic¸a˜o em slow
motion, avanc¸o e retrocesso ra´pidos, avanc¸o e retrocesso quadro a quadro, bem como
parar a animac¸a˜o. Ale´m dos boto˜es, a classe disponibiliza tambe´m o controle deslizante
para navegac¸a˜o e visualizac¸a˜o do progresso da animac¸a˜o.
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Figura 6.2: Diagrama de classes do pacote graphtools.
TopologyDialog e´ uma caixa de dia´logo que permite que o usua´rio altere a topologia
atrave´s da selec¸a˜o do nu´mero de linhas e colunas de processos a serem apresentadas. A
classe e´ utilizada sempre que a opc¸a˜o correspondente a mudanc¸a de topologia e´ selecionada
na barra de menus de qualquer animac¸a˜o que suporte este recurso. A classe implementa
as interfaces ActionListener e ChangeListener para interagir com o usua´rio.
As legendas utilizadas em va´rias ferramentas sa˜o implementadas na classe LegendPanel.
A partir de um objeto InputLog dispon´ıvel em arquivos SLOG-2 obte´m-se os nomes das
operac¸o˜es que devem ser representadas. Sa˜o disponibilizados me´todos para obter e para
alterar cores que representam os diferentes estados. O objeto CategoryMap armazena os
estados e as respectivas cores.
A classe Gradient armazena as caracter´ısticas e me´todos referentes aos gradientes
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de cores utilizados. Na criac¸a˜o de um Gradient, sa˜o informados os valores ma´ximo e
mı´nimo a serem apresentados e a unidade de medida. Com base nos valores ma´ximo e
mı´nimo, o gradiente utiliza uma escala normal, de quilos, megas ou gigas de acordo com
a necessidade na apresentac¸a˜o dos valores.
A classe MMenu possui me´todos esta´ticos que simplificam a criac¸a˜o de menus e e´ utili-
zada em todas as ferramentas.
Cap´ıtulo 7
Conclusa˜o
O presente trabalho apresentou o problema da ana´lise de desempenho de sistemas paralelos
de computac¸a˜o e desenvolveu algumas metodologias para auxiliar tal ana´lise. Foram
implementadas ferramentas u´teis na ana´lise dos algoritmos paralelos. As metodologias
permitem um estudo apropriado dos sistemas distribu´ıdos.
Foram apresentados conceitos ba´sicos de sistemas distribu´ıdos e de ana´lise de desem-
penho. Ressaltou-se a importaˆncia e as aplicac¸o˜es dos sistemas distribu´ıdos na atualidade.
Algumas abordagens da literatura e de produtos comerciais ao problema proposto foram
discutidas.
As ferramentas de software desenvolvidas foram apresentadas detalhadamente. Tais
ferramentas tornam poss´ıvel um grande detalhamento das comunicac¸o˜es envolvidas nos
sistemas. Pode-se identificar facilmente, atrave´s das novas formas de visualizac¸a˜o de-
senvolvidas, as comunicac¸o˜es eficientes e ineficientes em um programa. As ferramentas
permitem a identificac¸a˜o de gargalos e o estudo do comportamento dos processos envol-
vidos com mais detalhes.
A visualizac¸a˜o de gargalos e da eficieˆncia das comunicac¸o˜es, bem como o funciona-
mento de algoritmos paralelos e a distribuic¸a˜o de carga dos sistemas atrave´s das ferra-
mentas foram objetivos alcanc¸ados com sucesso. Algumas das contribuic¸o˜es do trabalho
ja´ encontram-se publicadas [16].
Foram apresentados estudos referentes a aplicac¸o˜es paralelas reais que comprovam
a eficieˆncia das ferramentas em atingir seus objetivos. Especificamente, a discussa˜o da
aplicac¸a˜o SORTTS permitiu a identificac¸a˜o de um gargalo naquele sistema, no sistema
HPL foi poss´ıvel visualizar claramente o funcionamento do algoritmo e na aplicac¸a˜o de
fechos transitivos de grafos foi poss´ıvel identificar e melhorar uma ineficieˆncia da comu-
nicac¸a˜o utilizada.
Foram apresentados ainda aspectos da implementac¸a˜o do trabalho. Tal discussa˜o
incluiu aspectos dos arquivos de trace e tambe´m a implementac¸a˜o orientada a objetos das
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ferramentas e suas interfaces.
Pode-se sugerir, como trabalho futuro, a implementac¸a˜o de melhorias no relo´gio global
da MPE. Isto pode ser feito atrave´s de etapas de sincronizac¸a˜o perio´dicas durante a
execuc¸a˜o ou atrave´s de ana´lises estat´ısticas da variac¸a˜o entre os relo´gios locais em per´ıodos
de teste antes e/ou depois da execuc¸a˜o da aplicac¸a˜o alvo. Este tipo de melhoria permitiria
que as ferramentas fossem utilizadas tambe´m em execuc¸o˜es de longa durac¸a˜o.
Outra possibilidade e´ procurar alternativas para que seja poss´ıvel acompanhar a
execuc¸a˜o das aplicac¸o˜es em tempo real, e na˜o apenas em ana´lises post-mortem como
foi apresentado neste trabalho. Ana´lises em tempo de execuc¸a˜o permitem identificar
problemas, como deadlocks por exemplo, em que o programa na˜o termina. Ale´m disso, a
possibilidade de monitorar sistemas em tempo de execuc¸a˜o permite que aplicac¸o˜es cr´ıticas
possam ser monitoradas constantemente de forma que eventuais medidas corretivas pos-
sam ser tomadas o mais rapidamente poss´ıvel.
Evidentemente, o presente trabalho na˜o esgota o assunto de ana´lise de desempenho
ou as maneiras de se visualizar a execuc¸a˜o de sistemas paralelos. Formas de visualizac¸a˜o
sa˜o bastante subjetivas no sentido de que cada pessoa pode se sentir mais conforta´vel
com um determinado tipo de visualizac¸a˜o de um mesmo fenoˆmeno. Ale´m disso, cada
diferente forma de visualizac¸a˜o tende a ressaltar determinadas caracter´ısticas espec´ıficas
dos sistemas. Assim, o presente trabalho atinge seus objetivos atrave´s da ampliac¸a˜o
da gama de possibilidades de visualizac¸a˜o de execuc¸o˜es de sistemas paralelos existentes
atualmente.
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Apeˆndice A
CD-ROM
Para possibilitar uma melhor visualizac¸a˜o das potencialidades das ferramentas propostas
neste trabalho foi inclu´ıdo um CD-ROM contendo algumas animac¸o˜es. A utilizac¸a˜o do
CD-ROM requer um software navegador de Internet capaz de abrir arquivos HTML e
exibir figuras no formato GIF animado (i. e. Netscape, Internet Explorer, Mozilla, etc).
O CD-ROM inclui tambe´m o texto completo desta dissertac¸a˜o em formato PDF. Para
visualizar arquivos PDF e´ necessa´rio um software apropriado.
Todos as animac¸o˜es e o texto da dissertac¸a˜o podem ser acessados a partir do arquivo
index.html dispon´ıvel no direto´rio raiz do CD-ROM. O arquivo citado funciona como
um ı´ndice com links de hipertexto para todo o conteu´do do CD-ROM.
Nas pro´ximas sec¸o˜es sa˜o descritas brevemente as animac¸o˜es do CD-ROM. Estas des-
cric¸o˜es tambe´m sa˜o disponibilizadas no pro´prio CD-ROM, nos arquivos HTML corres-
pondentes a cada animac¸a˜o.
A.1 Apresentac¸a˜o das Ferramentas Desenvolvidas
Estas animac¸o˜es correspondem a`s figuras apresentadas no cap´ıtulo 4 da dissertac¸a˜o.
A.1.1 Animac¸a˜o de Processos
Esta animac¸a˜o apresenta a ferramenta de animac¸a˜o de processos (figura 4.1). Cada qua-
drado representa um processo e a legenda a direita mostra o significado de cada uma
das cores. A cada instante, os diferentes processos mudam de cor de acordo com a ta-
refa que executam a cada momento. A aplicac¸a˜o alvo apresentada nesta animac¸a˜o e´
uma implementac¸a˜o da funcionalidade da rotina MPI_Alltoaallv, onde cada processo
recebe/envia mensagens de diferentes tamanhos de/para todos os demais processos. A
implementac¸a˜o utiliza envio de mensagens na˜o-bloqueante (MPI_ISend) e recebimento
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bloqueante (MPI_Recv). A comunicac¸a˜o se da´ em ordem, ou seja, os processos enviam
mensagens primeiramente para o processo 0, depois para o processo 1 e assim por diante.
A seguir, cada um dos processos passa a receber suas mensagens na mesma ordem cres-
cente dos identificadores dos processos. Pode-se notar claramente, na animac¸a˜o, que os
treˆs primeiros processos encontram-se atrasados em relac¸a˜o aos demais. A animac¸a˜o que
demonstra o funcionamento da ferramenta de tra´fego de mensagens apresenta esta mesma
situac¸a˜o.
A.1.2 Distribuic¸a˜o de Carga de Processamento
A ferramenta de distribuic¸a˜o de carga (figura 4.4) e´ apresentada nesta animac¸a˜o. A
animac¸a˜o apresenta o sistema inicialmente em um per´ıodo de relativamente pouca ativi-
dade, culminando com um per´ıodo de utilizac¸a˜o plena da capacidade de processamento.
A.1.3 Tra´fego de Mensagens
A animac¸a˜o ilustra o funcionamento da ferramenta referente ao tra´fego de mensagens
(figura 4.5). O sistema e´ representado por uma matriz p × p, sendo p o nu´mero de
processos. Uma a´rea colorida em uma posic¸a˜o qualquer (i,j) representa uma mensa-
gem sendo transmitida do processo i para o processo j. As cores representam a taxa de
transmissa˜o efetiva da mensagem, sendo mensagens com taxas de transmissa˜o maiores
que 6Mbps representadas em branco (A ferramenta permite que se alterem os limites
superior e inferior do gradiente de cores). A aplicac¸a˜o alvo apresentada nesta animac¸a˜o,
bem como na animac¸a˜o de processos anterior e´ uma implementac¸a˜o da funcionalidade da
rotina MPI_Alltoaallv, onde cada processo recebe/envia mensagens de diferentes tama-
nhos de/para todos os demais processos. A implementac¸a˜o utiliza envio de mensagens
na˜o-bloqueante e recebimento bloqueante. A comunicac¸a˜o se da´ em ordem, ou seja, os
processos enviam mensagens primeiramente para o processo 0, depois para o processo 1
e assim por diante. A seguir, cada um dos processos passa a receber suas mensagens na
mesma ordem crescente dos identificadores dos processos. Pode-se notar claramente, na
animac¸a˜o, que os processos 0-2 comec¸am a enviar e receber suas mensagens tardiamente,
ocasionando uma comunicac¸a˜o ineficiente. Os demais processos se comportam conforme
esperado, com as primeiras mensagens recebidas (mensagens dos processos de valores mais
baixos) sendo transmitidas mais rapidamente do que mensagens de processos com valores
mais altos.
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A.2 Resultados
Esta sec¸a˜o discute animac¸o˜es referentes a`s aplicac¸o˜es apresentadas no cap´ıtulo 5, utilizadas
para validac¸a˜o das ferramentas.
A.2.1 Aplicac¸a˜o SORTTS
Animac¸a˜o de Processos
A animac¸a˜o permite identificar cada um dos mo´dulos da aplicac¸a˜o devido a seus compor-
tamentos diferenciados. Os processos 0-5 representam o mo´dulo de leitura, os processos
6-11 rastreiam imagens completas, o processo 12 faz a inicializac¸a˜o e acompanhamento
e os demais processos funcionam rastreando imagens reduzidas enviadas pelo mo´dulo de
leitura. Periodicamente, e´ poss´ıvel notar na animac¸a˜o o envio de imagens completas do
mo´dulo de leitura (processos 0-5) para o mo´dulo de rastreamento de imagens completas
(processos 6-11).
Tra´fego de Mensagens
Esta animac¸a˜o permite verificar que a maior parte do tra´fego de mensagens da aplicac¸a˜o se
concentra entre os processos 0-6 que representam o mo´dulo de leitura e os processos 13-43,
mo´dulo de rastreamento de imagens reduzidas. Este comportamento se deve ao frequ¨ente
envio de imagens reduzidas do mo´dulo de leitura para o de rastreamento de imagens
reduzidas. Pode-se notar que periodicamente ocorre o envio de imagens completas do
mo´dulo de leitura (processos 0-5) para o mo´dulo de rastreamento de imagens completas
(processos 6-11). Estas transmisso˜es de imagens completas sa˜o as mais eficientes devido
ao tamanho das mensagens. Pode-se notar tambe´m a comunicac¸a˜o entre o mo´dulo de
inicializac¸a˜o e acompanhamento (processo 12) e os demais mo´dulos.
A.2.2 Aplicac¸a˜o HPL
Animac¸a˜o de Processos
A animac¸a˜o de processos da aplicac¸a˜o HPL permite identificar claramente o comporta-
mento do algoritmo da aplicac¸a˜o. Selecionando na ferramenta a topologia apropriada, o
processamento se da´ em uma linha por vez, com os resultados sendo repassados as linhas
inferiores atrave´s de um algoritmo de broadcast. Pode-se identificar o processamento na
linha em que ha´ maior atividade, com processos constantemente alternando entre envio de
mensagens (cor azul), espera (cor vermelha) e recebimento na˜o bloqueante (verde claro).
Os demais processos encontram-se efetuando o broadcast de resultados anteriores (azul
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para envio e verde para recebimento de mensagens) ou aguardando por novas mensagens
(verde escuro).
Distribuic¸a˜o de Carga
Nesta animac¸a˜o, apesar da granularidade de um segundo, e´ poss´ıvel identificar compor-
tamento semelhante ao da animac¸a˜o anterior, com algumas poucas linhas em atividade
mais intensa a cada momento.
A.2.3 Implementac¸a˜o Paralela do Fecho Transitivo de Dı´grafos
Animac¸a˜o de Processos - Aplicac¸a˜o Original
Esta animac¸a˜o apresenta o comportamento dos processos na aplicac¸a˜o original. E´ poss´ıvel
notar a grande quantidade de tempo consumido em comunicac¸a˜o, especialmente na ro-
tina MPI_AlltoAllv. Este comportamento encorajou o desenvolvimento de formas alter-
nativas de se implementar tal comunicac¸a˜o. A animac¸a˜o mostra uma u´nica rodada de
comunicac¸a˜o representada por MPI_AlltoAllv com durac¸a˜o de cerca de quatro minutos
e meio. Uma rodada de comunicac¸a˜o semelhante, com uma implementac¸a˜o alternativa
apresentada na pro´xima animac¸a˜o consome apenas cerca de um minuto e vinte segundos.
Animac¸a˜o de Processos - Aplicac¸a˜o Alternativa
A implementac¸a˜o alternativa da rotina MPI_AlltoAllv com o uso de rotinas de envio
na˜o bloqueante (MPI_ISend) e recebimento bloqueante (MPI_Recv) mostra-se muito mais
eficiente que a versa˜o original. A animac¸a˜o do tra´fego de mensagens desta mesma situac¸a˜o
e´ discutida na sec¸a˜o A.1.3.
Apeˆndice B
Glossa´rio de Func¸o˜es MPI
Este glossa´rio tem por objetivo apresentar brevemente o funcionamento de cada func¸a˜o
MPI apresentada no texto e/ou nas figuras do presente trabalho.
MPI Allreduce combina valores de todos os processos e distribui o resultado
MPI Alltoall envia dados de todos para todos os processos
MPI Alltoallv envia vetores de tamanho varia´vel de todos para todos os processos
MPI Barrier bloqueia o processamento ate´ que todos os processos tenham chamado
a rotina
MPI Bcast envia mensagem de um processo para todos os demais
MPI Finalize finaliza o ambiente de execuc¸a˜o MPI
MPI Gather coleta valores de um grupo de processos
MPI Init inicia o ambiente de execuc¸a˜o MPI
MPI Iprobe testa se uma mensagem chegou de maneira na˜o bloqueante
MPI Irecv recebimento na˜o bloqueante de mensagem
MPI Isend envio na˜o bloqueante de mensagem
MPI Probe testa se uma mensagem chegou, bloqueando o processamento ate´ que
a mensagem chegue
MPI Recv recebe uma mensagem
MPI Reduce reduz valores em todos os processos para um so´ valor
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MPI Scan calcula reduc¸o˜es parciais de dados em um grupo de processos
MPI Scatter envia dados de um processo para todos os demais em um grupo
MPI Send envia uma mensagem
MPI Sendrecv troca mensagens entre dois processos
MPI Ssend envia uma mensagem s´ıncrona
MPI Wait espera a conclusa˜o de um envio ou recebimento
MPI Waitall espera que todas as comunicac¸o˜es sejam conclu´ıdas
MPI Waitany espera que qualquer envio ou recebimento seja conclu´ıdo
