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Abstract
A comparison between a sliding discharge DBD actuator with grounded and AC
biased sliding electrode driven at kHz frequency is presented. The induced velocity
in the bulk flow was recorded with PIV and compared for multiple potential splits
between two test configurations and a baseline sliding discharge actuator over three
test phases. In the first test phase, varying potential splits were examined between the
primary and secondary electrode with the sliding electrode grounded. The potential
splits yielded a thicker induced jet than the baseline case with similar peak velocities
on the order of 1.25 m/s at the 61 mm test point.
The second test phase encompassed an examination of the effects of varying the
potentials applied to the primary and sliding discharge electrode with the difference
between the electrodes maintained at 15 kV. Induced velocities ranged from a low
of 0.17 m/s to a high of 1.87 m/s. The data suggests that the induced velocity is
essentially determined by the primary to secondary electrode potential difference.
Phase three examined the effect of applying an AC potential to the sliding
discharge electrode 180◦ out of phase with the AC potential of the primary electrode.
The applied potential to the sliding electrode affects the induced jet velocity and
morphology. The induced jet decreases in height and the vertical velocity component
decreases with an increasing bias on the sliding discharge electrode. Peak jet velocity
increases with increasing bias on the sliding electrode until such bias reaches the
ionization thresh hold of the bulk flow. Any further increase in potential results in an
induced small secondary wall jet which acts as a boundary layer trip, then steers the
jet away from the wall. The highest induced velocity improvement for a 10 kV sliding
electrode bias at 41 mm downstream was 22% greater than the baseline case and the
induced wall jet thicknesses varied from 21% thicker for the zero bias configurations
to 10% thinner than the base case for the 7 kV sliding electrod ebias.
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Increasing The Performance of a Sliding Discharge
Actuator
Through The Application of Multiple Potentials
I. Introduction
With aircraft performance continuing to improve and UAV’s operating in low
Reynolds number environments being developed, a need has emerged for better meth-
ods of flow control for stall avoidance, recovery, and aircraft maneuvering. The current
generation of flow control and generation devices such as suction and blowing devices
are impractical due to the eventual clogging of the small diameter tubes involved, and
leading edge slats increase the aircraft’s drag profile and have demonstrated a ten-
dency to cause undesirable vibrations [1], and ailerons and other control surfaces uti-
lize heavy mechanical mechanisms. Over the last decade, interest in the atmospheric
plasma created by dielectric barrier discharges (DBD) has grown tremendously due
to the DBD’s ability to maintain its discharge at atmospheric pressures while not
progressing into an arc discharge [2,3]. Research has demonstrated the ability of this
discharge to energize, accelerate, and reattach separated fluid flows [2–16]. DBD ac-
tuators have the advantages over other flow control devices of having no moving parts,
capable of being flush mounted into an airfoil, able to operate at very high frequencies
and having a very low power requirement on the order of 60 - 120 W/linear meter of
array [1, 2, 7, 17].
The plasma created from a DBD actuator is a non-thermal plasma that is sta-
ble at atmospheric pressures [2,17] and has been used in commercial applications for
the generation of ozone since 1857 [1, 2, 17, 18]. Significant amounts of research are
currently being conducted on DBD’s for flow control due to the simplicity of their
design, lack of moving parts, ability to be operated at atmospheric pressures under
non-equilibrium conditions, and their ability to both impart momentum and excite
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instabilities in the surrounding flow fields [2, 10, 18]. The standard DBD configura-
tion, as shown in Figure 1.1, consists of a dielectric material interposed between two
electrodes that are powered by a either a high voltage, high frequency AC potential
or by DC nanopulses. The dielectric material that separates the electrodes both pre-
cludes pure DC operation [19] and prevents the discharge from producing a spark and
transitioning from a filamentary cascade into an arc discharge.
Figure 1.1: Single DBD configuration for flow control
But, the short length and shallow depth of the plasma discharge coupled with
the small relative velocity imparted during the discharge limit the actuators effective-
ness at higher Mach Numbers, M [1, 2, 17]. The relatively small body force and the
experimentally demonstrated induced velocities of only up to 10 m/s [6, 17, 20] pro-
duced by the single DBD (SDBD) actuator are very low in comparison to the dynamic
pressures of the flow at Mach numbers above 0.2 [21]. With SDBD discharges having
discharge lengths of less then 35 mm [1,2,17], it is vital to have them precisely located
at the point of boundary layer separation, the stagnation line, or in a span wise array
designed to create vortices across a wider swath of the airfoil surface similar to that
tested by Poggie et. al as shown in Figure 1.2 [22].
Sliding discharge actuators, DBD arrays (both standard and finger arrays), and
three electrode configurations negate some of these concerns. Sliding discharges and
three electrode actuators can create sliding surface sparks that can cover linear dis-
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Figure 1.2: Chordwise arrayed DBD actuators increase the span wise effective area of
the DBD plasma. From Poggie et. al. [22]
tances of up to 1 m [19] and create a longer more homogeneous plasma than the
standard DBD actuator for the same input power and waveform [23]. Sliding dis-
charges, depending on electrode configuration also deliver a higher induced velocity
and thrust [24]. Arrays of SDBD’s or of sliding discharges can also be constructed
to cover the entire airfoil span in question, offering actuation across the entire airfoil
generating coverage for a wider range of stagnation lines. This enables excitation of
stagnation points across the entire airfoil and not just a 3-5 cm span.
1.1 Objective
For DBD actuators to become viable flow control devices the performance enve-
lope must be broadened. A sliding discharge actuator, as seen in Figure 1.3, consists
of the standard DBD actuator but with a third exposed electrode that is normally
grounded. The sliding discharge actuator produces a more homogeneous plasma with
a higher induced velocity then the SDBD for similar power consumption. But, slid-
ing discharge actuators plasma discharge lengths are limited and display very shallow
induced wall jets. While the sliding discharge design overcomes many of the SDBD’s
failings, research needs to be done to maximize its ionic wind, thrust output, and
efficiency.
The goal of this research was to quantify the improvement in the performance of
a sliding discharge actuator operating under multiple potential splits. To investigate
how the third electrode affects the induced velocity caused by the potential difference
between the primary and secondary electrodes, split potentials were applied to the
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Figure 1.3: Three electrode sliding discharge actuator on a silica glass dielectric.
electrodes of a silica glass based sliding discharge DBD actuator with the sliding
discharge electrode grounded. The effects of the application of an AC potential applied
to the third electrode in order to maximize actuator efficiency and peak performance
were then examined. The induced velocity profiles of all test cases measured were
compared to that of a standard 15 kV potential powered sliding discharge actuator
in terms of both magnitude and efficiency in terms of induced flow versus consumed
power. Finally, a potential split method that offers performance improvements in
terms of both peak induced velocity and efficiency over the standard sliding discharge
actuator was finally developed. The final potential scheme examined delivered an
actuator that was throttlable and capable of inducing a steerable wall jet. This allows
the three potential actuator to be used as a stall control device energizing the flow
to reattach separated boundary layers, as a flight control device similar to a spoiler,
and as a blower with a steerable jet.
1.2 Research Focus
For this research a 15 kV primary AC potential powered sliding discharge actua-
tor constructed upon a 1.8 mm thick silica glass dielectric was utilized. A dual pulsed
Nd:YAG laser PIV system and a 4 megapixel CCD camera with a field of regard of
85 mm by 85 mm was used to record the induced flow fields. Varying potentials and
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biases between the three electrodes were tested to develop performance curves on each
test potential. The examination was conducted over three distinct phases. In Phase I,
the effects of splitting the 15 kV primary to secondary potential between the primary
and secondary electrodes were examined. In Phase II, the effects of splitting a 15 kV
potential between the primary to sliding discharge electrode were examined utilizing
potential splits similar to those found in Phase I. After Phase II, a comparison was
conducted on the performance results for the first 11 test cases. The data suggested
that a primary to secondary electrode potential split of 13 - 2 kV would be the opti-
mum case for Phase III. In Phase III, the selected potential was modified by adding a
third potential to the sliding discharge electrode in an attempt to further accelerate
the bulk flow. Finally, an examination was conducted on the performance metrics of
induced flow magnitude, longevity, and power consumption.
Chapter 2 of this work entails a review of the physics of DBD operations and
prior research conducted on the mechanisms of momentum coupling by AC actuated
DBD actuators. Chapter 3 discusses the final actuator design and the methodology
used to test the actuator. In Chapter 4 the results from the experimental design and
the three final test phases are presented and analyzed. Finally, Chapter 5 contains the
overall conclusions and lessons learned and proposes a road map forward for future
research.
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II. Background
This section begins with a review of plasma basics as they apply to DBD actua-
tors. A review of plasmas generated at from air at pressures near one atmosphere
and the types of discharge that pertain to DBD’s is presented. DBD actuator types,
construction, and prior research are then examined. A simplified model is then de-
veloped to gain a better understanding of DBD operations. Finally, DBD limitations
and measurement techniques are reviewed.
2.1 Atmospheric Plasma
Plasma is the state of matter that is comprised of electrically charged, gaseous
particles. Ionization, the process of plasma formulation, occurs when a neutral
molecule or atom is split into an electron and positive ion pair or when an electron
attaches to the neutral molecule forming a negative ion. The separation of an electron
from a neutral molecule is caused when energy in excess of that molecule’s ionization
energy is applied. This can be accomplished in several ways such as through the ap-
plication of an electromagnetic field of sufficient strength, addition of large amounts
of thermal energy, or photon bombardment [17, 19]. In the case of DBD actuators,
ionization is most often achieved through the application of a high potential elec-
tric field. Free electrons, either present in the neutral gas or seeded by a charged
electrode, are then accelerated by the electric field. The high velocity electrons then
collide with molecules in the air above the actuator. If the collisional energy is greater
than the required ionization energy, ions are created. The required ionization energies
of selected gas species are found in Table 2.1. For atmospheric plasma, the four most
important species are nitrogen, oxygen, carbon dioxide, and wate vapor. Of the major
components of air, water has one of the lowest ionization energies and is among the
first particles to ionize leading to the formation of H2O
+ and OH−, explaining the
high acidity and oxidative ability of air and why DBD’s tend to have very limited
duty life cycles before the exposed electrodes begins to decay [2, 17,19].
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Table 2.1: Ionization Energy for Selected Atoms and Molecules [19]
Gas Ionization Energy Gas Ionization Energy
e+N2=N
+
2 +e+e I = 15.6 eV e+CO2=CO
+
2 +e+e I = 13.8 eV
e+H2O=H2O
++e+e I = 12.6 eV e+O2=O
+
2 +e+e I = 12.2 eV
DBD generated plasma consists of a mixtures of four types of particles: elec-
trons, positive ions, negative ions, and neutral particles. Electrons are the elementary
negative particle found in plasma. Their charge is the elementary one electron charge,
e = -1.6·10−19 C, and have a mass, me, of me = 9.11·10−31 kg. This low mass, com-
bined with a relatively large charge to mass ratio, in comparison to heavier charged
particles, gives the electron a high mobility and results in it being the first type of par-
ticle to react to external electromagnetic fields. Through their movement, electrons
will initiate ionization, dissociation and recombination through interactions with the
other plasma particle species. The rates of these interactions are dependent upon the
electron density, distribution, and average energy level. The electron distribution in
plasma is often highly dependent upon the strength and layout of the electric field.
Due to the fundamental role of electrons in plasma interactions, plasmas are
often classified by their electron densities, ne [17,19,25], and their degree of ionization,
αi:
αi =
ne
ne + nn
(2.1)
Where nn is the neutral density. Figure 2.1 illustrates where various types of plas-
mas fall in terms of electron density and temperature. If αi > 10
−3, the plasma is
considered fully ionized. If αi < 10
−3 then the plasma is considered weakly ionized,
often called a cold plasma [17]. Pavon and Fridman [17,19] note that weakly ionized
plasmas are then furthered categorized by the relative thermodynamic states of their
species. In a plasma that is in thermal equilibrium, also known as thermal plasmas,
the temperature of the species are all approximately equal. In a non-thermal, or non-
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equilibrium plasma, the electron temperatures exceed that of the neutral particles,
positive ions, and negative ions: Te > Ti ≈ Tn [17, 19]. DBD discharges are of the
weakly ionized, non-thermal variety with Te ≈ 10 eV [17,19].
Figure 2.1: Classifications of different types of plasmas [25].
When an electron collides with a molecule with enough energy to cause ion-
ization, the collision most often results in the formation of a positive ion, such as:
e +N2 = N
+
2 + e + e. In non-thermal, quasi-neutral plasmas of DBD’s, positive ions
are most often singly ionized and have a charge of 1.6·10−19 C, the positive equivalent
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charge of losing one electron. Positive ions are heavy particles, in comparison with
electrons, and are not accelerated as quickly by external electromagnetic fields. Pos-
itive ion velocities are furthered slowed by the collisional energy lost during elastic
collisions with the other plasma particles. In a non-thermal plasma, the nature of
these collisions results in an ion temperature, Ti, close the to the neutral gas temper-
ature, T0 [19].
Some gases, after undergoing a molecule-electron collision do not release an extra
electron and form positive ions, but instead absorb the electron and form negative
ions: e + O2 = O
−
2 . These gases, such as O2, Cl2, SF6 and TiCl4, are referred to as
“electronegative gases.” Singly charged negative ions formed in this process are heavy
charged particles with a charge of -1.6·10−19 C. A molecule’s affinity to absorb an
electron is called its electron affinity, EA; the binding energies for some common gases
are listed in Table 2.2. As can be seen in Table 2.2, the most prevalent atmospheric
“electronegative gases” is O2, comprising approximately 21% of the atmosphere at sea
level. Experimental results have shown that the presence of oxygen, and the negative
ions produced from it, does not degrade actuator performance in terms of momentum
coupling and thrust generation at 1 atm of pressure, and improves the actuator’s
performance at lower pressures [4]. It has also been suggested that the presence of
the negative oxygen ions is one of the main factors in the disparities observed between
the induced velocities and imparted momentums of the positive exposed electrode and
negative exposed electrode parts of the DBD cycle [26].
Table 2.2: Electron Affinity For Selected Atoms and Molecules
Gas Electron Affinity Gas Electron Affinity
O−2 + e 0.44 eV CH
−
2 + e 16.2 eV
OH− + e 1.8 eV O−3 + e 2.0 eV
Cl−2 + e 2.4 eV NO
−
3 +e 4.9 eV
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2.2 Atmospheric Plasma Discharges
When the electric field reaches a potential in excess of the breakdown voltage of
the surrounding gas, a breakdown occurs and the plasma discharge is then initiated [2].
The breakdown voltage is dependent upon the composition of the surrounding gas,
the electrode design of the actuator, the distance between the electrodes, and the type
of current [2, 4, 17]. Pavon [17] lists four main categories of stable plasma discharges:
• Dark Townsend Discharge
• Glow Discharges
• Corona Discharges
• Arc Discharges
and three processes that can initiate/sustain the discharge at atmospheric pressures [17]:
• Townsend Breakdown
• Streamer Breakdown
• Spark Breakdown
with Townsend and Streamer breakdowns being relevant to DBD actuators discharges,
which are usually composed of micro-filaments at atmospheric pressures [3, 17].
In a Townsend breakdown, an electric field is created between two electrodes
separated by a distance, d. Electrons located in this gap between the electrodes,
either naturally occurring or intentionally seeded, are accelerated by the electric field,
traveling from the cathode to the anode. If the electric field is of sufficient magnitude,
the electrons will have sufficient energy to ionize some of the gas particles through
inelastic collisions, causing the formation of ions in the gap. The ions impacting the
cathode cause the secondary release of additional electrons. It is this secondary release
that sustains the Townsend breakdown [17, 19]. The degree of ionization caused by
the electron motion is given by the Townsend ionization coefficient α:
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α =
1
ne
dne
dx
(2.2)
Where ne (x) = ne0e
αx. If x is assumed to be the gap length, d, between the electrodes,
and electronegative gases and recombination factors are ignored, this results in the
formation of eαd − 1 positive ions in the gap between electrodes. Upon impact the
positive ions cause the release of γ
[
eαd − 1
]
electrons, where γ, the secondary emission
coefficient, is dependent upon the electrode material, smoothness, the electric field,
and the type of gas being ionized. For a breakdown at a given voltage, V ≥ Vbr, to
be self-sustaining, γ
[
eαd − 1
]
>1 [17,19].
The minimum breakdown voltage, Vbr for this type of discharge depends upon
the type of gas, the pressure, electrode material, humidity, frequency of the applied
voltage and the distance between electrodes [17, 19]. The Paschen curve, named for
Frierdrich Paschen who studied the breakdown voltage of parallel plates in a gas [17],
showing the breakdown voltages for for air in terms of pd, is shown in Figure 2.2.
This curve follows the form of:
Vbr =
B ∗ pd
ln (A)− ln (ln (1/γ) + 1) + ln (pd)
(2.3)
with A and B being gas dependent constants and γ being the secondary emission coef-
ficient of the electrode material. For the actuator under examination, the breakdown
voltage for a discharge to form between the two exposed electrodes at one atmosphere
is on the order of 70 kV. But as can be seen in Figure 2.2, as the gap width is
maintained constant and the pressure is dropped to 200 Torr, equivalent to a flight
altitude of approximately 30,000 feet, the voltage necessary for a discharge between
the exposed electrodes decreases to on the order of 20 kV. This decrease in breakdown
voltage can be seen in the lengthening discharge plumes observed for DBDs tested
at lower pressures. The lower breakdown voltage also drives the maximum potential
split between the two exposed electrodes in the tested actuator.
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Figure 2.2: Paschen Curve For Air with A = 15, B = 365, and γ = 0.15. Adapted
from Fridman and Kennedy [19].
As the voltage is increased beyond the minimum breakdown voltage for a given
p ∗ d, humidity, and gas type, the breakdown progresses from a Townsend breakdown
to a streamer breakdown. This progression to a streamer is caused by a build up of
the local surface charge due to the electron avalanche [17]. Pavon [17] describes the
streamer to filament progression as a series of three steps as shown in Figure 2.3:
Figure 2.3: Electron Avalanche to filament development. Adapted from Pavon [17]
• Electron Avalanche to Streamer: As the electrons accelerate away from the cath-
ode they ionize the neutral particles in their path creating an electron avalanche
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and form a localized electric field in their wake. When this localized electric field
becomes stronger than the external electric field, a weakly ionized region will
develop and initiate a streamer as seen in Figure 2.3 (a) [17].
• Streamer Propagation: The streamer, once formed, then propagates towards the
cathode. For small to moderate gaps and voltages, the streamer will propagate
from the anode to the cathode after the electron avalanche has reached the
anode as shown in Figure 2.3 (b). For larger gaps and overvoltages, the streamer
will develop before the electron avalanche has reached the anode and then will
propagate towards both the cathode and the anode; see Figure 2.3 (c) [17].
• Filament Stage: The breakdown stage ends once the streamer connects the
two electrodes. Filaments, or ionized plasma channels, then form to bridge the
gap between the two electrodes. The filaments then balance out and negate the
localized electric field caused by the electron avalanche. The dielectric in DBD’s
prevent a filament to arc progression and cause the self-limiting nature of the
DBD discharge. Figure 2.3 (d) [17]. In DBD’s, if the amplitude of external
electric field is not continually increased, the deposition of the charges on the
dielectric forms a virtual electrode negating the potential difference between the
anode and cathode and causing the discharge to quench.
To the naked eye, SDBD discharges, in surface configuration, appear to exhibit a
diffuse glow discharge as seen in Figure 2.4. But, the nature of the discharge actually
varies across the plasma period. During the negative exposed electrode cycle and a
strong filamentary discharge during the positive exposed electrode part of the cycle [2,
3, 17] as can be seen in Figure 2.4 (b). Orlov, Font, and Edelstein [3] concluded that
the different discharge natures between the positive and negative exposed electrode
parts of the cycle are due to the negative charge build up on the dielectric surface
during the negative exposed electrode part of the cycle and the overall downstream
(greater than 5 mm in their set up) positive surface charge on the actuator.
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(a) Glow discharge as seen with a 30 Hz shutter speed for a 15 kV
potential DBD.
(b) High speed photography shot illustrating the differing nature of
the discharge between the positive and negative periods. Taken from
Orlov, Font, and Edelstein [3].
Figure 2.4: Full period discharge and half cycle discharge.
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2.3 DBD Configurations
(a) Volumetric Discharge Configuration
(b) Surface Discharge Configuration
Figure 2.5: Volumetric Versus Surface DBD Configurations
The DBD actuator normally consists of electrodes separated by a dielectric bar-
rier. The electrodes vary from wire to metallic meshes and are normally flat metal
plates that are either glued, printed, or electroplated onto the dielectric surface. The
dielectric can be any non conductive material that prohibits the breakdown from pro-
gressing from a glow discharge to an arc discharge. DBD actuators have two main
configurations, volumetric discharge configurations and the surface discharge configu-
rations. While the volumetric discharge configuration has been the most studied [17],
the surface discharge configuration is the most commonly used for aerospace applica-
tions. Figure 2.5 illustrates the differences between the two types of discharges.
Surface DBD actuators can then be further categorized by their electrode con-
figuration and geometry. The asymmetric electrode configuration, as shown in Figure
2.6 (a), is the standard DBD actuator that is used for thrust and ionic wind creation.
Ionic wind can be defined as the flow induced by the acceleration of charged ions
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by the actuator’s electric field. The ions then transfer their momentum to the bulk
flow through momentum transfer collisions. The symmetric configuration, as shown
in Figure 2.6 (b), can be used to create a vertical jet or vortices between the encap-
sulated electrodes. These actuators can be placed in parallel with the free stream
flow to excite flow instabilities and reattach separated flows more efficiently than the
standard DBD [22]. The electrodes can also be arranged in such a manner as to cre-
ate a plasma pump or jet by having the induced thrust and wind be created through
a cylindrical geometry as shown in Figure 2.6 (c). These configurations can be used
individually or in arrays to manipulate the flow as desired.
2.4 DBD Theory of Operation
DBD plasma is formed through the application of a high potential, most often in
the multiple kV range, to the air exposed electrode. This potential can take the form
of DC nanopulses, sawtooth, triangular, or AC waveforms, with AC (standard sine
wave) waveforms being examined in this work. DBD’s in surface configuration operate
by applying a potential of sufficient magnitude to induce the ionization of the ambient
air near the exposed electrode(s), producing an extremely thin plasma, less than one
mm [17] in height, in the air above the above the dielectric encapsulated electrode [2].
The DBD cycle, for AC waveform, consists of two half periods, the negative period
when the exposed electrode is negative and the positive period when the exposed
electrode is positive. During the cycle, electrons are accelerated to and from the
exposed electrode, depending upon electrode potential [11]. At high enough potentials
(V > Vbr, around 6 kV for this experimental set up), the electron-neutral collisions are
sufficiently energetic to initiate breakdown and plasma formation. During the negative
half-period, electrons are accelerated from the exposed electrode and gather on the
dielectric surface creating a local surface charge and orienting themselves to cancel
out the electric field between the exposed and encapsulated electrode, quenching
of the discharge [2, 11, 17, 26, 27]. During the positive half-period, the charges on
the dielectric are accelerated towards the exposed electrode, initiating the second
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(a) Asymmetric SDBD designed for the generation of thrust and ionic
wind.
(b) Symmetric SDBD designed for the generation of a vertical jet or
vortex.
(c) Circular SDBD designed for the generation of a vertical jet.
Figure 2.6: Various Surface DBD Electrode Configurations. Adapted from [1]
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discharge of the cycle [2,11,17]. Figure 2.7 illustrates typical charge movement during
one DBD cycle. Measurements have been taken of the electric field above the dielectric
throughout the DBD cycle showing that the potential difference between the exposed
electrode and the dielectric surface is up to three times larger during the positive
exposed electrode part of the cycle. Enloe, Font, McLaughlin, and Orlov [26] have also
shown that after a few AC cycles a positive DC biased charge develops on the dielectric
surface a small distance downstream of the exposed electrode. The implication of
adding a third potential to the SDBD actuator to minimize these differences, as has
been tested in this Thesis, will be discussed further in future sections [3, 26, 27].
The discharge produces a quasi-neutral ionized gas during both the positive
and negative half-cycle. During the negative half-cycle, the discharge is comprised
of overlapping micro discharges that develop at the edge of the exposed electrode
and traverse outwards and deposit negative charges on the dielectric surface. The
longevity of these streamers is determined by the capacitance of dielectric material
and the frequency and amplitude of the applied waveform. During the positive half-
cycle the discharge is comprised of streamers that propagate perpendicularly from the
exposed electrode parallel to the virtual electrode that was created from the deposition
of negative charges on the dielectric surface. Figure 2.7 shows the charge flow during
the different parts of the actuator period [2, 3, 10,11,26,28].
The plasma generated by the actuator is accelerated by the external electric field
and local electric field created by the charge build up on the dielectric surface. The
actuator thrust is a result of the force of the electric field on the positive and negative
ions and electrons. The interaction between the plasma and the applied electric field
is responsible for the body force and momentum transfer to the neutral fluid, and
subsequently generated ionic wind, through the ion-neutral particle collisions [2, 11,
20,26,27].
DBD actuators operate effectively across a wide range of voltages, frequencies,
and pressures. An optimal waveform, frequency, voltage, electrode configuration,
18
Figure 2.7: Surface charge accumulation on the dielectric causes the DBD to be self-
limiting and stable at atmospheric pressures. When the exposed electrode
applied voltage is negative the negative charges accumulate on the dielec-
tric. When the exposed electrode voltage reverses and goes positive the
electron flow reverses and the electrons flow from the dielectric back to
the exposed electrode. Adapted from Enloe [10].
dielectric constant, and dielectric thickness has yet to be determined. Table 2.3 lists
the normal range of DBD operating parameters.
Table 2.3: Normal Operating Characteristics of DBD Actuators. Adapted from [2,
17,19].
Parameter DBD
Pressure [bar] 10−3 - 1
Current [A] 10−4 - 10−1
Voltage [kV] 1 - 20
E [kV
cm
] 30 - 100
T0 [K] 300 - 600
Te [eV] 1 - 10
ne [
1
cm3
] 1011 - 1014
2.5 DBD Research
The current body of research on DBD actuators for aeronautical use can be
categorized into two main areas: optimization research and mechanism research.
The optimization research is focused on trying to optimize the DBD parameters and
configuration to maximize the induced ionic wind, delivered thrust, region of flow
reattachment, or actuator efficiency in terms of consumed power to delivered thrust
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[7–9,13,16,24,28–37]. Most of the DBD research for aeronautical applications is being
conducted with SDBD’s operating in a frequency range of 1 - 25 kHz, voltage ranges
of 1 - 20 kVpp, and at free stream velocities below Mach 0.2. Optimization studies
have shown that for a given voltage, an increase in the frequency and a decrease in
the thickness of the dielectric material results in increased thrust and momentum cou-
pling [20, 29, 35], with the optimum frequency being dependent upon the gas species
and static pressure [2]. Increasing the amplitude of the applied waveform has also
shown to deliver an increase in plasma discharge length, induced velocity, and thrust
as long as the amplitude applied is below the saturation amplitude [4, 11, 28]. For
amplitudes in excess of the saturation point of the actuator being tested there is little
increase in the induced thrust and momentum coupling.The saturation point, as de-
fined by Thomas [31], is the point at which the discharge transitions from a uniform
glow discharge to a discharge that is dominated by filaments as shown in Figure 2.8.
It has also been shown that for dielectrics with lower dielectric constants, an increase
in thickness results in an improved performance in terms of thrust generation, ex-
ceeding the thrust generated by actuators constructed on thinner dielectric materials
with higher dielectric constants. This is due primarily to the higher potentials that
can be applied to these actuators before the saturation point is reached. In all cases,
the optimum performance point is achieved when the plasma is fully developed but
has yet to transition to a fully filamentary discharge. Once the discharge has reached
the saturation point, further increases in applied potential yield negligible increases
in induced velocity and thrust while incurring marked increases in the amount of
consumed power [31].
DBDs can be operated either continuously or in a pulsed manner desgined to
excite instabilities in the free stream flow. The magnitude of the power consumed
during actuator operation is dependent upon the mode of operation, with the lower
frequency pulsed operation consuming less power [28]. Some models have been devel-
oped supporting these results and suggesting that at potentials on the lower end of the
spectrum, 1.5-2 kV, a sinusoid signal is ineffective due to the positive ion attraction
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Figure 2.8: 1.8mm thick silica dielectric based sliding discharge actuator at its satu-
ration potential of 19 kV.
to the exposed electrode in the negative half-cycle. Differing waveforms have been
used to overcome the lack of performance at lower voltages. Sawtooth and triangular
waves with long rise times corresponding to the negative portion of the AC frequency
cycle have produced more induced thrust than comparable to sine waves [2]. Work
by He et. al. [13] and Corke et. al. [8] also demonstrated that DBD actuators are
capable of increasing the coefficient of lift of the airfoil it is attached to, although the
magnitude of the increase decreases with increasing free stream velocity [7,8,13,28].
Electrode configuration and optimization work has also shown how improve-
ments in the thrust and induced velocity performance can be achieved through the
use of multiple encapsulated electrode configurations. Hale [32,33] was able to achieve
induced velocity improvements of up to 91.2%. This work also showed an optimum
driving frequency of 10 kHz for performance improvements by multiple encapsulated
electrodes.
The thickness and type of dielectric, in terms of dielectric constant, also plays
a role in actuator performance. Thinner dielectrics deliver better performance for a
given waveform, in terms of induced velocity and thrust, than thicker dielectrics of
the with similar properties [6, 10]. Conversely, thicker dielectrics, while less efficient
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in comparison to thinner ones in terms of thrust per volt applied, can handle a higher
peak voltage before becoming saturated and have a longer duty life before thermal
breakdown [29, 31]. For this reason, and the superior thermal qualities of silica glass
over Kapton, a 1.8 mm thick glass dielectric was selected for this study.
The breakdown mechanism research has been focused on the nature of the break-
down, effects of various gas species, and the development of mathematical models that
can be used to develop optimized electrode configurations and for use in flow solvers.
The breakdown has been characterized as a four stage process that occurs once every
DBD duty cycle:
• Stage One: Electrons migrate away from the negatively charged exposed elec-
trode and deposit themselves on the dielectric surface above the encapsulated
electrode creating a local surface potential [26,27,38,39]. This surface potential
is dependent upon the plasma/surface interactions and the capacitive voltage
division from the actuator’s geometry and fluctuates in both space and time.
This surface potential can be seen in Figure 2.9 [27].
• Stage Two: When the potential is greater then the breakdown potential, break-
down occurs. The discharge then deposits charges on the dielectric surface
negating the potential difference between the exposed and encapsulated elec-
trode. The discharge then quenches, thus self limiting the duration of the dis-
charge to a few nanoseconds [2, 3, 11,26].
• Stage Three: After the discharge, when the exposed electrode goes positive, the
deposited surface charges move back towards the exposed electrode.
• Stage Four: The electric field from the positively charged electrode and the
movement of these electrons causes a second ionization that lasts until the elec-
trode begins to negatively charge for the next duty cycle [3].
Research has demonstrated that the residual surface charge plays a role in both
the self limiting nature of the discharge and in the amount of generated thrust and
that performance improvements can be achieved by optimizing the amount and rate of
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Figure 2.9: Surface charge build up on the dielectric of a two electrode SDBD with a
Macor dielectric. The charge accumulation generates a surface potential
on the dielectric surface that varies across the dielectric surface during
actuator operation. Taken from [26].
surface charge build up [27,38,39]. Other research conducted on the gas species effects
has shown that the presence of oxygen increases the thrust to power performance of
the actuator. This suggests that the negative ions generated by oxygen increases the
actuators performance during the negative half cycle [4,40]. Low pressure examination
of DBD performance shows that this trend increases with a decrease of pressure and
that DBD actuators are more effective for aircraft flying up at altitude as the generated
thrust and reaction region both increase with a decrease in pressure [4, 5]. As will
be discussed in Chapter 3, PIV was used to determine the extent of induced velocity
disparities between half cycles of an SDBD and the sliding discharge actuator under
test.
2.6 Plasma Flow Interaction Models
DBD plasma is an ionized quasi-neutral plasma that can be assumed to be quasi
steady if the AC period is longer than the time required for the plasma charges to
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redistribute themselves [28] and can be modeled by Maxwell’s equations [2, 11, 28].
Humble gives the force equation for a charged particle as [41]:
mi
d−→ui
dt
= qi
−→
E + qi ·
(−→ui ×−→B)+∑Pik (2.4)
where:
mi = Particle Mass (kg),
qi = Particle Charge,−→u i = Particle Velocity (m/s),−→
E = Electric Field (V/m),
−→
B = Magnetic Field (Tesla),
−→
P ik = Collisional Force (N),
qi
(−→u i ×−→B) = Lorentz Force (N),
In the absence of an external magnetic field and a static flow, these equations can be
used to develop the body force generated by the actuator. The force per unit volume
on the neutrals can be expressed in terms of collisions between the neutral particles
and the electrons and ions, fi and fe respectively [42]:
fi = nimiνinui (2.5)
And:
fe = nemeνenue (2.6)
Where ns is the respective specie number density, ms is the respective specie mass, and
νsm is the momentum transfer collision frequency. Boeuf [42] then uses the particle
mobility, µs= e/msνs, and the charged particle current density, js, to characterize the
total body force acting on the neutral molecules in the control volume as:
fb =
ji
µi
− je
µe
(2.7)
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Utilizing drift-diffusion equations the current densities can be defined as:
ji = e (niµiE−Di∇ni) (2.8)
And:
je = e (neµeE−De∇ne) (2.9)
The Einstein relation can then be used to define the diffusion coefficients, Ds:
Ds =
µskTs
q
(2.10)
If the ions are assumed to all be singly ionized, equations 2.8, 2.9, and 2.10 can be
substituted into equation 2.7 to obtain an equation for the body force acting on the
neutral gas per unit volume:
fb = e (ni − ne)E− kTi∇ni − kTe∇ne (2.11)
In the non-neutral region of the plasma, the edge of the discharge as it travels to/from
the exposed electrode(s), and neglecting charged particle gradients, equation 2.11 can
be simplified to [3, 11, 15,42]:
fb ≈ e (ni − ne)E (2.12)
The ion density in the non-neutral region is generally much greater than the electron
density, ni  ne, and making the assumption that electron neutral collisions impart
negligible momentum, the body force equation can be simplified to [42]:
fb ≈ e (ni)E (2.13)
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Substituting in the charge density of the plasma, ρc =e (ni), and utilizing Poisson’s
equation for an electric field:
∇ · E = ρc
ε0
(2.14)
The force can be also be represented as the gradient of the electrostatic pressure [15]:
fb =
1
2
ε0
−→
∇
(
E2
)
(2.15)
If the viscous and gravitational forces are assumed to be much less then the electric
force, then the above body force can be utilized to calculate the imparted velocity:
1
2
ρu2 =
∫
fb · ds +
1
2
ρu2∞ (2.16)
Where u∞ is the bulk free stream velocity upstream of the actuator and u is the down-
stream velocity downstream after actuation. For actuators operating in a quiescent
flow such as was examined in this work (i.e. u∞ = 0, integrating across the control
volume and the solving for u yields an expression for the imparted velocity:
u =
√
ε0E2
ρ
(2.17)
This indicates that the direction and magnitude of the velocity imparted by the
actuator can be controlled by modifications of the electric field. It should also be
noted that the residual surface charge that develops on the dielectric surface [26, 27]
will affect the electric field.
2.7 Performance Measurement Techniques
DBD actuator performance and effectiveness as a flow control and momentum
impart device is primarily measured using direct velocity measurements, thrust stand
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measurements, and flow visualization techniques, Velocity measurement techniques
can be broken down into two main categories, probe measurements and particle image
velocimetry (PIV). In probe measurement techniques a probe, either a pitot static
probe or a CTA hot wire probe, is inserted into the flow downstream of the actuator.
The method is capable of delivering good spacial resolutions of the flow and temporal
resolution in the cases of hot wire probes. But, the probes are intrusive in the flow
field, must be adequately spaced from the exposed electrode to prevent arcing, and
can accumulate a charge build up modifying the electric field of the actuator.
Force balances and thrust stands are used to directly measure the thrust output
of an actuator. In balance measurement techniques, the DBD actuator is mounted
on either a scale [31, 40], fulcrum [11, 24, 36], or pendulum setup and the generated
thrust is measured. The thrust stand data is often time averaged to give an average
thrust per DBD cycle. Fulcrum and pendulum set ups offer the ability to measure the
thrust generated per plasma half cycles and allow the comparison of thrust generation
between the negative and positive half cycles. Due to the large applied potentials,
the thrust stand is often encased in a Faraday cage or otherwise electrically isolated
to reduce the signal noise [36, 38, 39], with fulcrum and pendulum arms made of
non-conductive materials.
One of the most common flow visualization techniques is smoke flow visualiza-
tion. In smoke flow visualization, particles small enough to track the fluid motion
(size ≤ 1µm) are suspended in the air, or other gas. The smoke is then released into
the flow, to form either fog or streamlines, and is then used to identify flow bound-
aries and characteristics. Smoke flows have the advantages of being relatively simple
and easy to set up and having the capability of showing complex flow structures.
Smoke flows have the disadvantage of causing accumulations in the test apparatus
and obscuring the observation windows, requiring occasional cleaning. Burning, con-
densation/vaporization, aerosol generation are the most common methods for smoke
generation [43] Smoke flows for BDB actuators have been used to show the reattach-
ment of a separated boundary layer from high AOA airfoils [44].
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PIV is a non intrusive technique that employs a laser that is modified to create
a light plane through a lightly particle seeded fluid. The laser illuminates the field of
regard and a digital camera records images at a given time interval. Distinct particles
on the frames are then compared and tracked to calculate the velocity and direction
of the flow. The main disadvantage of the 2-D PIV technique is the required two
dimensionality of the flow. Any particles moving into or out of the laser light plane
will skew the results and out of plane velocity won’t be measured or tracked [43].
The type of seeding material must be chosen with care, as the seeding material itself
may become charged and accelerated by the actuator skewing the results. Stanfield
compared the induced velocity of a nanopulsed DBD using PIV and pitot probes and
noted the differences that resulted between the probe results and the PIV results by
seeding material type [20]. The PIV setup for this work will be examined in greater
detail in Chapter 3.
2.8 DBD Limitations
Despite the ease of construction and operation, DBDs have inherent limitations
which need to be overcome. The first limitation is one of materials. Ionization of
atmospheric oxygen and water vapor causes extensive etching of the exposed electrode
and dielectric material eventually leading to thermal breakdown of the actuator. The
ionization of the water vapor increases the acidity above the exposed electrode and
the dielectric, eroding both surfaces. Oxidation of the copper electrodes used in this
work can be seen in Chapter 3. This places a limitation on the duration for which
an actuator can be continually run [17]. In addition to the degraded life-cycle caused
by the acidity, increases in the relative humidity of the surrounding air also result in
decreasing actuator preformance [45].
Effectiveness is further limited by the short plasma discharge duration in terms
of the linear length of the discharge. AC driven SDBD’s have demonstrated discharge
lengths of only 20 mm [23, 24], with multiple encapsulated electrodes showing slight
improvements in discharge duration and strength [32,33]. Sliding discharge actuators
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and nano-pulsed DC driven actuators have demonstrated an ability to maintain a
stable discharge of up to 50% longer then the standard DBD, but those discharges
are still less then 50 mm in length [23]. As a result, a single DBD actuator is only
capable of accelerating the airflow over a very small chordwise region of the wing [22].
The shallow vertical height of discharge further limits the actuator effectiveness.
DBD discharges only extend upwards from the dielectric surface to a maximum height
of 1 mm [3, 15]. The majority of the plasma, and induced flow, is trapped in the
boundary layer. Due to this lack of height in the discharge, the flows generated
separate and dissipate quickly as they exist purely in the shear region of the boundary
layer [1]. This effect may be slightly mitigated by actuating two offset SDBDs slightly
out of phase to create an elevated pulse away from the dielectric barrier or by creating
a steerable vertical wall jet that can be used to excite instabilities in the flow [46].
The boundary layer thickness for a flat plate actuator examined can be calculated
with Equation 2.18.
δ99 =
5.5x√
Rex
(2.18)
Where:
x Distance from plate leading edge
Rex
ρ·v
µ
x
ρ Air density [kg\m3]
v Free stream velocity [m\s]
µ Dynamic viscosity
The boundary layer thicknesses for the actuator for varying velocities 5 cm down-
stream are shown in Table 2.4 and a layer visualization can be seen in Figure 2.10.
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Figure 2.10: Boundary layer profile across a flat plat. Adapted from [1].
Table 2.4: Boundary layer thicknesses for varying velocities at x = 5.0 cm with ρ =
1.20 kg/m3 and µ = 1.983 ∗ 10−5 kg/ (ms)
Velocity m
s
Re δ99 (m)
1 3, 025 0.0050
3 9, 077 0.0029
5 15, 129 0.0022
7 21, 180 0.0019
9 27, 231 0.0017
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III. Methodology
3.1 Sliding Discharge Actuator Design
The plasma actuator examined in this thesis consists of two exposed electrodes
and one electrode encapsulated underneath a glass dielectric. The electrodes are
constructed of copper foil tape with adhesive on one side. The encapsulated electrode
is 25 mm wide, 25 µm thick, and 150 mm long. The encapsulated electrode is affixed
to the underside of the silica dielectric and is then encased in 75 µm thick Kapton.
The two exposed copper electrodes are 6 mm wide, 25 µm thick, and 150 mm long.
The exposed electrodes are affixed to the upper surface of the silica dielectric and are
aligned such that there is no gap or overlap with respect to the encased electrode. The
first 3 mm of upstream electrode for electrode one and the last 3 mm of downstream
exposed electrode for electrode two are then covered in 25 µm thick Kapton. This is
done to eliminate secondary discharges in these directions. Figure 3.1 illustrates the
actuator design.
Figure 3.1: Test Actuator Design
The final actuator design, as well as test potentials, was selected after sampling
several other design cases. Kapton dielectrics of varying thickness, exposed electrodes
with no Kapton coatings, an encapsulated electrode of 12 mm width, a single DBD
actuator, and various potential splits were also sampled for performance. Appendix B
contains selected results from these trials with the key design stages discussed further
in Chapter 4. The two primary considerations in the final design selections were
induced velocity performance and actuator robustness. The selected design exhibits
a minimum actuator robustness, measured in cycles, of over 200 million cycles at
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primary-secondary potential splits of 15 kV and a frequency of 10 kHz. Dielectric
heating was present at these potentials, but was insufficient to cause actuator failure.
Figure 3.2 shows one of the test actuators after 1 billion cycles, approximately 28
hours of cycling. That actuator was cycled for both PIV and power measurements
and oxidation of the exposed copper electrodes is beginning to become evident.
Figure 3.2: Sliding discharge actuator after 1 billion cycles, approximately 28 hours
of cycling. Actuator was operated intermittently with a maximum con-
tinuous cycling time of 30 minutes.
For primary to secondary electrode potential splits in excess of 15 kV, actuator
lifespans were greatly diminished. The observed actuator failures were all due to
dielectric failure, with small burn through holes appearing in the silica dielectric.
The failure points always appeared on the immediate downstream edge of the primary
electrode with no apparent trend as to where on the electrode the failure would occur.
There were no observed failures on either the upstream edge of the sliding electrode
or in the middle of the dielectric above the encapsulated electrode. Figure 3.3 shows
the dielectric failure that occurred at the end of the encapsulated electrode, with
subfigure (b) showing a 0.5 mm tipped pen for perspective.
The actuator was mounted on a wooden platform to protect the wiring to the
encapsulated electrode. The wooden base prevented the encapsulated electrode’s
wiring from coming into contact with the test stand and causing an unintentional
glow discharge or a full arc. The wooden platform was then mounted on a micrometer
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(a) Dielectric failure at the end of the encapsulated elec-
trode.
(b) Dielectric failure point with a 0.5 mm tipped pen for
perspective
Figure 3.3: Dielectric failure after less than 120,000 cycles for a 20 kV primary elec-
trode potential. The failure burned through the dielectric and caused
scorching and some erosion of the primary electrode as can be seen in the
subfigure (a).
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adjustable test stand in the test section. The test stand enabled the raising, lowering,
and leveling of the test actuator within the test section. Prior to each PIV test, the
test actuator was bubble leveled to minimize any gravitational effects on the induced
jet’s velocity. Figure 3.4 shows the adjustable test stand.
Figure 3.4: Micrometer adjustable test stand for the actuator
3.2 Test Potentials
The primary experiment was carried out in 19 tests over three distinct phases.
All test cases are compared to a Baseline case of a standard sliding discharge actuator
powered by a 15 kV - 10 kHz primary electrode potential, with the encapsulated
electrode and the sliding electrode grounded. Phase one examined the effects of
splitting the 15 kV potential between the primary and secondary electrode. The
examined potential splits began at potentials of 18-3-0 kV and terminated at a split of
7.5-7.5-0 kV, primary and secondary electrode potentials respectively. In the test cases
where with primary electrode potential exceeded of 15 kV, the secondary electrode
potential is in phase with the primary electrode potential. For cases where the primary
electrode potential was below 15 kV, the primary and secondary electrode potentials
were 180◦ out of phase. The final case, a potential split of 7.5-7.5-0 kV, was selected
after noting that applying a greater potential to the encapsulated electrode than was
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applied to the primary electrode no longer resulted in a single induced wall jet, but
a pair of competing wall jets. This is discussed further in the design of experiments
results section in Chapter 4.
Phase two examined the effects of splitting a 15 kV potential between the pri-
mary and sliding discharge electrodes with the secondary electrode grounded. The
potential splits began at potentials of 18 kV - 0- 3 kV and terminate at a split of
9-0-6 kV. The phase differences between the applied potentials remains the same as
conducted in Phase one. A potential split of 7.5-0-7.5 kV was not fully investigated,
as it resulted in a pair of competing wall jets vice the desired single induced wall jet.
Appendix B contains the results illustrating the effects of two competing wall jets
generated by nearly equi-potential electrodes.
Phase three explored the effects of applying an AC bias potential to the slid-
ing electrode. The primary electrode potential of 13 kV and a secondary electrode
potential of 2 kV was selected after examining and comparing the induced velocity
performances of the Phase one and Phase two test potentials. The 18 kV primary
potentials induced the highest peak observed velocities but resulted in a decreased
actuator life cycle and were therefore not considered for Phase three. Biases of be-
tween 2 kV and 12 kV were then applied to the sliding electrode in order to further
accelerate the bulk flow. Table 3.1 lists the Phases of the conducted study and Figure
3.5 illustrates the electrode naming convention.
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Table 3.1: Experiment Phases. Potentials are listed in kV - Phase Angle.
Phase Test Case Primary Secondary Actual
Number Potential Potential Potential Potentials
Phase 1 Baseline 15 - 0◦ 0 - 0◦ 0 - 0◦ 15-0-0
1 13 - 0◦ 2 - 180◦ 0 - 0◦ 12.6-2.7-0
2 11 - 0◦ 4 - 180◦ 0 - 0◦ 10.6-4.6-0
3 9 - 0◦ 6 - 180◦ 0 - 0◦ 9.1-6.3-0
4 7.5 - 0◦ 7.5 - 180◦ 0 - 0◦ 7.6-7.8-0
5 17 - 0◦ 2 - 0◦ 0 - 0◦ 17.9-2.6-0
6 18 - 0◦ 3 - 0◦ 0 - 0◦ 18.6-3.4-0
Phase 2 7 13 - 0◦ 0 - 0◦ 2 - 180◦ 13.5-0-2.2
8 11 - 0◦ 0 - 0◦ 4 - 180◦ 11.4-0-4.4
9 9 - 0◦ 0 - 0◦ 6 - 180◦ 9.7-0-6.2
10 17 - 0◦ 0 - 0◦ 2 - 0◦ 18-0-1.8
11 18 - 0◦ 0 - 0◦ 3 - 0◦ 18.8-0-2.7
Phase 3 12 13 - 0◦ 2 - 180◦ 2 - 180◦ 13-1.6-2.25
13 13 - 0◦ 2 - 180◦ 4 - 180◦ 12.9-1.6-3.75
14 13 - 0◦ 2 - 180◦ 6 - 180◦ 12.7-1.6-5.4
15 13 - 0◦ 2 - 180◦ 7 - 180◦ 13.3-1.6-7.0
16 13 - 0◦ 2 - 180◦ 9 - 180◦ 13.2-1.6-9.3
17 13 - 0◦ 2 - 180◦ 11 - 180◦ 13.0-1.5-11.0
18 13 - 0◦ 2 - 180◦ 12 - 180◦ 12.9-1.5-12.0
A wiring difference existed between the Baseline Case, Cases 1 - 11, and Cases
12 - 18. The Baseline case was wired in a similar manner to other sliding discharge
actuators tested in the literature [23, 24, 47] to establish a baseline performance esti-
mate. The baseline actuator was wired with only the primary electrode connected to
a transformer, the secondary and sliding discharge electrodes were both connected to
ground. In Cases 1 - 11, the primary and secondary electrodes were wired to indi-
vidual transformers with the sliding discharge electrode grounded. In Cases 12 - 18,
all three actuator electrodes are wired to and powered by independent transformers.
Figure 3.5 illustrates the different wiring configurations between Phases I, II, and III.
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Figure 3.5: Test Actuators. A.) Phase I and II (Cases 1 - 11): Primary and secondary
electrodes are set to receive potentials. Sliding electrode is grounded.
B.) Phase III (Cases 12-18): All three electrodes are receiving a potential
from their respective transformers.
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3.3 Waveform Generation
Independent channels of signal generation and amplification were utilized to cre-
ate the potentials applied to the electrodes. Two Agilent 3522A two channel function
generators provided the selected voltage required for the potential to be applied to its
respective electrode. The experimentally determined settings are listed in Appendix
A, Table A.1 for all the test Cases. Burst mode, the number of cycles, and the proper
start phase, 0 degrees or 180 degrees, were programmed for each channel. For the
PIV data collects, The burst length was 300,000 cycles for the PIV data collects and
900,000 cycles for the power consumption data collects. The determination for the
numbers of cycles per burst is discussed further in the PIV and power data sections.
Next, the trigger for each respective channel was set to activated by an external trig-
ger generated by the PIV computer that was coupled to the capture of Frame 1 of
the PIV image pairs. The channel outputs were then turned on utilizing the channel
menus. This resulted in the actuator being synchronized for the first image pair in
the 30 second PIV run, and then running independently of the camera timing signal
for the remainder of the data collection.
Two Crown XLS 1000 stereo amplifiers then amplified the signals output by the
function generators. Each amplifier channel was set in stereo mode on an amplification
of 13, out of a maximum of 20, with the high-pass filter set to 3 kHz to minimize low
frequency noise. Each channel has a maximum output of 350 Watts at these settings
and was used to amplified a single waveform. In Cases 5 and 6, the amplifiers were
operated in bridged mode in order to deliver a clean sinusoidal input to the electrodes.
In bridged mode, with the same filter settings, the amplifier provided 1000 Watts of
amplification, but only to a single channel. Figure 3.6 shows the function generator
and amplifier used in this research.
The amplified signals were then powered individual Corona Magnetic transform-
ers. The CMI-5530 transformers output potentials in the range of 2 - 10 kVrms and 4
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Figure 3.6: Function generator and corresponding amplifier.
- 24 kHz. The output high voltage signals are then routed to the respective electrodes
on the sliding discharge actuator. Figure 3.7 shows one of the CMI 5530 transformers.
3.4 Particle Image Velocimetry
A dual pulsed laser PIV system recorded the plasma actuator induced wall jet
velocity profiles. In this test, the actuators ran in a quiescent environment inside of
a 30 cm x 30 cm x 60 cm Lexan test section. Figure 3.8 shows the test box with
actuator in place prior to a PIV data collect.
The test box was equipped 3/4 inch thick quartz glass optical windows for the
laser and the PIV camera. Through fittings were created for the eight individual
high voltage inputs, eight ground lines, seeding inlet, and a 200 psi compressed air
fitting to vent and clear the test section between tests. As the test box itself is highly
reflective, matte black felt was placed inside the test section to reduce the level of
spurious reflections and maximize image contrast and quality.
A TSI Model 9306 Six Jet Atomizer, as seen in Figure 3.9, seeded the test section
with olive oil. The atomizer created droplets that average 1 µm in diameter. Olive
oil was selected as the seeding material due to its inert nature and ease of acquisition.
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Figure 3.7: CMI 5530 Transformer.
Figure 3.8: 30 cm x 30 cm x 60 cm Lexan test box with actuator in place. Induced
flow is from top to bottom. The actuator contained an alignment mark,
as highlighted, to ensure the laser light plane was parallel to the induced
flow direction for each test case.
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Figure 3.9: TSI Model 9306 Six Jet Atomizer
The Dantec Dynamics Flow Map System Hub PC captured the PIV image pairs.
A New Wave Research Solo PIV-120 120 mJ at 532 nm Nd:YAG Q-switched laser at-
tached to a Dantec Dynamics laser light arm provided the light source and a Megaplus
Model ES 4.0/E4 megapixel CCD camera captured the images. A 532 nm +/- 5nm
bandpass filter was used on the camera to prevent interference from background light
sources from distorting the results. The filter also helped to minimize the effects of
the plasma discharge itself, though the discharge plumes were still apparent in the
PIV images. Figure 3.10 shows the residual pick up of the plasma discharge by the
PIV camera.
Figure 3.10: Competing plasma discharges from Test Case 18. Though minimized by
the 532 nm filter, the two discharges still illuminated the surrounding
area.
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The camera, equipped with a 60 mm Micro Nikkor lens, has a resolution of 2048
x 2048 pixels and was positioned at a distance of 14 inches from the laser light plane.
Placing the camera at a distance of 14 inches yielded of regard of 85 mm x 85 mm
and a resolution of 24.09 pixels/mm. The fstop was set to 2.8 for all focus images
and to 5.6 for all PIV collects. Figure 3.11 shows the camera and laser light head
positioning.
Figure 3.11: Laser and Camera Setup. The induced flow in the test section is from
top left to bottom right.
Focus images of a millimeter demarcated ruler, as seen in Figure 3.12, were taken
prior to all data collects to ensure proper actuator placement within the 85 mm test
section. In all tests, the actuator was placed with the upstream edge of the primary
electrode 10 mm +/-0.5 mm from the edge of the field of regard. The distance between
the two points on the focus image was then measured to ensure the proper scale factor
was set for each data collect. Improper setting of the scale factor results in inaccurate
velocity reporting by the PIV software. The velocity reported in pixels/second will
remain accurate, but the velocity in meters/second will be inaccurate proportional to
the inaccuracy of the scale factor.
The acquisition software was set to record five image pairs per second, a 5 Hz
sampling rate, with 50 µs between image one and image two in each image pair.
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Figure 3.12: Focus Image. Two white crosses on the image were utilized to measure
the scale factor for field of regard determination.
Hardware limitations determined the 5 Hz sampling rate, with 5 Hz being the fastest
collection rate achievable with the laser-camera combination utilized. The 50 µs
frame rate was selected as this was 0.5 DBD cycles. This enabled measurement of
the induced velocity of the actuator at the sub period level and is discussed further in
the DOE section of Chapter 4. With the 5 Hz sampling rate, the data collection runs
lasted 30 seconds per collection, dictating the 300,000 cycle burst set for the actuator
as described previously. Hardware limitations required that the data collection be
done in bursts of 150 images pairs per collect. 2100 image pairs were collected for
each test case in 14 - 150 image pair bursts for Phases I an II and 1050 image pairs
were collected for each Phase III test case in 7 - 150 image pair bursts. To ensure
consistency, the test section was vented and reseeded every fourth run to prevent an
ozone build up from adversely affecting the results. Table 3.2 lists the PIV software
acquisition and processing settings and Figure 3.13 shows the test and measurement
equipment schematic and Dantec Dynamics Flow Map System.
Dantec Dynamics Flow Manager software processed all image pairs to produce
the initial vector maps utilizing an adaptive correlation method with two step downs.
The initial interrogation region contained 32 pixels by 64 pixels and after 2 step
downs the final interrogation region was 8 pixels by 16 pixels. All interrogation
regions contained a 50% overlap. These settings delivered a spatial resolution of
0.168 mm/vector (6 vectors/mm) in the vertical component and 0.333 mm/vector (3
vectors/mm) in the horizontal component. The peak to peak correlation filter was
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(a) Dantec Dynamics Flow Map System Hub
(b) Test Setup Schematic
Figure 3.13
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set to 1.5 and the peak size filter was set to 1.75 to 5.75 pixels. To reduce processing
time, only the 1000 x 2048 pixels of each image pair in the useful region of the image
are processed, resulting in a map of 249 x 255 vectors encompassing a 42 mm x 85
mm test section. After initial vector processing, a 10 m/s maximum range filter was
then applied to each vector map before the vector maps were further processed in
Matlab.
In Matlab, a momentum continuity check was performed on the vector maps
using an eight nearest neighbor approach. Any vector that was outside of four sigma
from the eight vectors around it was discarded and replaced with NaN in Matlab [48].
This method helps to minimize any errors induced by invalid correlations. Figure
3.14 illustrates this technique and the accompanying Matlab code can be found in
Appendix C.
(a) Center vector is being checked (b) Center vector is replaced by NaN
Figure 3.14: a.) Center vector is checked for continuity with the eight vectors sur-
rounding it.
b.) Vector falls outside of 4 σ and has been discarded as an improper
correlation and replaced with NaN.
After all the vector maps were processed in this manner, the vector maps were
averaged for horizontal and vertical velocity components and the horizontal and verti-
cal velocity component standard deviations calculated. The data presented in Chapter
4 is an average of 2044 image pairs for Phases I and II and 1022 image pairs for Phase
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Table 3.2: Image acquisition and processing software settings.
Acquisition Settings
Time Between Frames 50 µs
Time Between Image Pairs 200 ms
Image Pairs Per Burst 150
Burst Initiation User Command Via PC
Processing Settings
Adaptive
Correla-
tion:
Image Processing Area 1000 x 2048 (pixels)
Final Interrogation Region (Pixels) 8 x 16
Region Overlap 50%
Steps 2
Peak to Peak Correlation Requirement 1.5
Peak Width Filter 1.75 (min) to 5.5 (max)
Range Val-
idation:
Vector Length Filter -10 to 10 [m/s]
U Length Filter None
V Length Filter None
III. The first 4 image pairs of each run discarded from the averaging process to allow
the wall jet profile time to fully develop. Figure 3.15 shows how the wall jet becomes
fully formed within the first 600 ms of actuation. In the build profiles shown in Figure
3.15 it can be seen that as the induced jet becomes fully formed that height off of
the wall at which it interacts with the flow decreases. After 600 ms, the induced jet
reaches steady state, the air above the flow is quiescent, and the flow direction is
nearly parallel to the wall.
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(a) t = 50 µs
(b) t = 200 ms
(c) t = 400 ms
(d) t = 600 ms
Figure 3.15: Induced wall jet growth over time.
47
3.5 Actuator Power
A Tektronix DPO 4032 digital oscilloscope recorded the potential and current
of the electrodes to enable the calculation of each test case’s consumed power. Tek-
tronix P6015A high voltage probes recorded the potential measurements for each
electrode. The probe was placed on directly on the high voltage electrodes just after
their connection to the transformer. The P6015A probe has a bandwidth of 75 MHz
and is capable of recording voltages up to 20 kVrms with an accuracy of 3% when
terminated in a 1 MΩ load. Measurements of 10 data sets were taken per test case
with 100 ksamples taken per data collection and 10 zero data sets were taken for
probe bias calculations. Figure 3.16 shows the high voltage probe and current moni-
tor used. The order in which the electrodes were sampled for potential measurements
was randomized and will be discussed further in the error anaylsis section.
Current measurements for each electrode were taken using a Pearson Electronics
Model 2100 current monitor. The Model 2100 is a loop type current monitor that was
placed around the high voltage line leading into the electrode that was being recorded.
The current monitor is not insulated, so only insulated conductors were used and the
high voltage lines were run through the center of the current monitor with care taken
to ensure that no unintentional glow discharge occurred. The Model 2100 current
monitor has a bandwidth of 20 MHz and is capable of recording amperages up to
7.5 Arms with a manufacturer calibrated accuracy of 0.53% at a sensitivity of 1 V/A
when terminated in a 1 MΩ load. Currents for 10 data collects per test case with 100
ksamples taken per sample.
The average actuator power consumption was calculated using Equation 3.1:
Power =
n∑
i=1
1
T
∫ t2
t1
V (t) I (t) dt−
n∑
i=1
1
T
∫ t2
t1
Vbias (t) Ibias (t) dt (3.1)
Where T is the number of data samples in the time interval ∆t, n is the number of
electrodes, and V and I are the instantaneous potential and current.Vbias and Ibias
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(a) Tektronix P6015A High Voltage Probe.
(b) Pearson Model 2100 Current Monitor
Figure 3.16: Voltage Probe and Current Monitor
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are the measured instantaneous bias potential and current. Bias measurement will be
discussed further in the error analysis section. The power consumptions calculated for
the 10 collects were then averaged to produce an average power consumption for each
test case. Figure 3.17 shows the current and voltage results from one of the Baseline
case measurements.
Figure 3.17: Sample voltage and current readings for the Baseline test Case Waveform
of 15-0-0 kV. Note the high frequency spikes in the current readings
caused by the micro-discharges in the the plasma.
3.6 Efficiency Metric
To enable a comparison between the different test cases a performance metric
of induced velocity per Watt [m/s
W
], similar to that utilized by Forte et. al. [49], of
consumed power was utilized:
η =
UTest Case
PTest Case
(3.2)
This efficiency metric was selected as it normalizes for fluctuations in electrode
potentials that deviate from the exact desired test potentials. The efficiencies for all
50
test cases were calculated at the four evaluation points of x = 31, 41, 51, and 61
mm. A comparison of the 61 mm test point was used as the final evaluation point for
determination of the optimum test case.
3.7 Error Analysis
The first error that was quantified was PIV data errors. All PIV collects were
collected in the sealed test section with the actuator electrodes powered with the
settings listed in Table A.1. To reduce the effects of ozone accumulation in the test
section the test section was vented and reseeded every fourth data collection run.
PIV errors were the result of camera jitter, sub-pixel resolution error, and function
generator jitter. To account for these erros, the standard error in the mean flow field
was calculated using Equation 3.3
V elocityError = 1.96 ·
√
u2x,std + u
2
y,std
√
n
(3.3)
Where n is the number of vectors and ux,std and uy,std are the horizontal and vertical
velocity component’s standard deviations. The factor of 1.96 was used to obtain a
95% confidence factor on the error in the flow field velocity results [50].
The error for the consumed actuator power is comprised of four parts: instru-
ment bias for both the current monitor and high voltage probe and instrument error
for both the current monitor and the high voltage probe. To determine the bias, ten
data collections were taken with the actuator electrodes connected to the transformers
but under no load. The bias to be subtracted from the calculated power was then
found using Equation 3.1 as previously discussed.
The error associated resulting from equipment accuracies was calculated using
the quadrature technique shown in Equation 3.4:
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Errortest run =
1
T
T∑
i=1
Vtest run(t) ∗ Itest run(t) ∗
√
(errorvp)
2 + (errorcm)
2 (3.4)
Where errorcm is the current monitor accuracy of 0.53%, errorvp is the high voltage
probe accuracy of 3.0%, and T is again the number of samples in the data collection,
100 ksamples for this study. Using this error for each of the 10 data collections per
test case, the mean error for the data collections and bias can be calculated:
mean error =
n∑
i=1
(errortest run)
n
(3.5)
With n being the number of data collections, 10 for each test case and the bias.
The total error for each power data collection is therefore the sum of the mean
error for the test case and the bias:
PowerError = errordata + errorbias (3.6)
It was observed during data collection that actuator heating affected the results
of power consumption. Two steps were taken to minimize the effects actuator heating
would have on power consumption recordings. The actuator was first run for 10 min-
utes to warm the dielectric. The data was then collected in a randomized fashion both
in terms of test cases and electrodes. The order of the test cases was randomized and
then the order of the electrodes measured, primary, encapsulate and sliding electrode
as applicable, was further randomized to try and minimize and dielectric warming
effects.
The efficiency error was then calculated using the power and velocity errors.
The quadrature of errors technique was again used and is shown in Equation 3.7.
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The error results are contained in the Results Tables for the appropriate section in
Chapter 4.
EfficiencyError =
√
Power2Error + V elcoity
2
Error (3.7)
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IV. Results
This chapter is broken down into 5 main sections. The first Section discusses the
analysis that went into the selection of the final actuator design, PIV settings, and
test potential selections. Some analysis and commentary is conducted on these results
mainly focusing on results that deviate from the trends seen in prior DBD research. In
Sections 2-4, the sections that cover the main test potentials examined, the analysis is
limited to trends noticed in those sections only with comparisons made to any trends
seen in other published DBD research. In Section 5, the 3 test potentials phase results
are compared and final conclusions drawn about the effects of the addition of a third
AC potential to a sliding discharge actuator.
All wall jet profiles were measured at the same relative points: 31, 41, 51, and 61
mm downstream as measured from the trailing edge of the primary exposed electrode.
The 31 mm point was chosen as the first test point because it was the first point at
which no plasma was ever visible in the PIV imagery to obscure the results. Figure
4.1 illustrates the coordinate system convention that is used in this analysis.
Figure 4.1: Coordinate system used to extract wall jet velocity profiles. Actuator
electrodes are in red, velocity profile cross section locations are in denoted
in white. The waveform tested in this image consisted of a 15 kV primary
electrode potential with the encapsulated and sliding discharge electrodes
grounded.
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4.1 Test Design Selection
The final test design was selected after an extensive examination of several
design parameters. The first parameter examined was the effects of adding the third
electrode, in essence the performance improvement achieved by a sliding discharge
actuator over a standard DBD. The tests were conducted at a primary to encapsulated
potential of 12 kV and a frequency of 10 kHz. All images are captured utilizing the
settings listed in Table 3.2 and were taken for input waveforms with initial phase angles
of 0, 90, and 180◦. Full contour map and vector results highlighting the difference
between the starting phase angles are provided in Appendix B with selected results
seen below.
The two actuators produced velocity profiles with similar morphologies at all
starting phase angles. Both induced flows began 1-2 mm downstream from the pri-
mary electrode and had small suction zones in the same locations. Figure 4.2 shows
the induced velocity contours and magnitude of the two actuators for a 0◦ starting
phase angle. A rarefied vector map showing every 5th velocity vector in the hori-
zontal direction and every third direction in the vertical direction was overlayed onto
the contour plot to further aid in a comparison between the performance of the two
actuators.
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(a) SDBD Vectors and Contour Map
(b) Sliding Discharge Vectors and Contour Map
Figure 4.2: 12 kV SDBD versus 12 kV Sliding Discharge Actuator Comparison. 0◦
Start Phase
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While the induced flow shapes were similar, the two actuators imparted different
velocities to the bulk flow. The sliding discharge actuator imparted a peak velocity
25% greater than the standard DBD at the 41 mm point for a phase angle of 0◦ and
28% greater for a phase angle of 180◦. A comparison of the two actuators for starting
Phase Angles of 0◦ and 180◦ is made in Figure 4.3.
(a) 0 Degree Starting Phase Angle. Umax = 1.33
m/s.
(b) 180 Degree Starting Phase Angle. Umax =
1.20 m/s.
Figure 4.3: 12 kV SDBD versus 12 kV Sliding Discharge Actuator comparison for
various starting phase angles at the 41 mm point.
Next, a comparison was made between the induced flows of the actuators as
a function of phase angle. The SDBD actuator had a peak performance over the
positive half cycle of the applied waveform producing a peak velocity of 1 m/s. The
performance of the negative half cycle was 10% below that of the positive half cycle
with a peak velocity of 0.90 m/s. The sliding discharge actuator exhibited a similar
drop off, but if the one peak vector of 1.38 m/s is discounted there is a negligible
performance difference between the two starting phases. The induced velocity results
by phase for the two actuator designs can be seen in Figure 4.4. All future tests were
conducted for an initial phase angle of 0◦.
Next an examination was conducted on the range of the potential splits and
encapsulated electrode width to be examined in the final three phases. The tests
examined sliding discharge actuators with encapsulated electrodes of widths of 25 mm
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(a) Sliding Discharge Phase Velocity Comparison (b) SDBD Phase Velocity Comparison
Figure 4.4: 12 kV SDBD versus 12 kV Sliding Discharge Actuator Comparison for
various starting phase angles at the 41 mm point. Both actuators pro-
duced higher velocities during the positive half cycle.
and 12.5 mm, Cases A and B respectively, and three potential splits. The exposed
electrode dimensions remained the same. The waveforms examined are listed in Table
4.1.
Table 4.1: Velocity Comparisons between sliding discharge actuators of varying ge-
ometries and potentials. Velocity reported in m/s, Potentials in kV.
Test Case Electrode Potentials [kV] Phase Difference
Primary Encapsulated Sliding
Case A 17 0 3 180◦
12 0 8 180◦
10 0 10 0◦
10 0 10 180◦
Case B 17 0 3 180◦
12 0 8 180◦
10 0 10 0◦
10 0 10 180◦
For both cases a symmetric potential applied to the exposed electrodes induced
a vertical wall jet. The vertical wall jet, similar to the one generated by Porter [46]
and Fleming [51], developed regardless of the phase difference between the potentials
applied to the electrodes. The phase differences did impart differing peak velocities
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to the vertical wall jet. The 180 degree phase difference between the two exposed
electrodes created the largest accelerating electric field and thus the greatest vertical
velocities. Case A induced a greater vertical jet velocity than Case B for all potential
phase differences. The results for the 180 degree potential phase difference for Case
A and B can be seen in Figure 4.5.
Figure 4.5: Vertical jets induced by competing discharges over the same encapsulated
electrode. Small potential mismatches between the two exposed electrodes
caused the induced jets to angle away from the higher potential.
Changes in phase between the potentials applied to the electrodes resulted in
changing vertical velocities. Figure 4.6 illustrates the levels of the differing vertical
velocity components as a function of phase angle between the two electrodes for Case
A, with similar Case B profiles found in Appendix B. After observing this trend,
Phase 2 potential splits were stopped at a split of 9 kV - 0 - 6 kV since a waveform
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split of 7.5 - 0 - 7.5 kV resulted in a vertical jet and not the desired horizontal wall
jet.
Figure 4.6: Vertical jets velocity profile versus electrode phase angle difference at 10
mm above the actuator surface.
The data for the asymmetric potentials showed that the larger gap produced
better wall jet velocities. These results reaffirmed other published optimizations [28,
31,33,35]. The narrower encapsulated actuator also exhibited a tendency to form an
arc across the gap between the electrodes vice a glow discharge and experienced di-
electric failure faster then the large gap actuator. Due to these undesirable tendencies
of the narrower encapsulated electrode the wider encapsulate electrode was selected
for examination in Phases I-III. Figure 4.7 shows the velocity profiles of the two test
widths for the two test potentials.
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(a)
(b)
Figure 4.7: 12-0-8 and 17-0-3 kV induced velocity profiles at the 41 mm point.
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4.2 Phase I
The velocity profiles for the Phase I Test Cases and the Baseline Case were
recorded for a 15 kVpp primary to secondary electrode potential and a 10 kHz frequency
with the sliding discharge electrode grounded. The plasma discharges of the Test
Cases created wall jets that formed at the edge of the primary electrode and a small
suction zone over the plasma discharge itself. The suction zone extended to a height
of approximately 7 mm above the plasma discharge and had a peak velocity of -1 m/s.
Cases III and IV also created secondary discharges that disrupted the primary wall jet
inducing a bump into the wall jet profile. Figure 4.8 contains velocity contour plots
over layed with velocity vectors to aid in visualization. Only the Baseline Case and
Case 4 are shown as the other Case profiles are similar to that of the Baseline Case.
The remaining profiles and x and y component contours can be found in Appendix
B.
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(a) Baseline Case
(b) Case 3
(c) Case 4
Figure 4.8: Velocity contour map results for Baseline, Case 3, and Case 4. The small
suction zone can be seen at x locations of 0-5 mm, forming directly above
the discharge. The secondary discharges in Cases 3 and 4 cause a redirec-
tion in induced velocity that can be seen at x locations of 25-30 mm.
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The results for all Test Cases were examined at the downstream edge of the
tertiary electrode and then in 10 mm increments for the next 30 mm. Induced wall
jet heights were calculated at the 31 mm positions and are defined as the maximum
height at which U ≥ 0.1*Umax. These results were used to examine induced wall jet
morphology and are found in Table 4.2.
Table 4.2: Phase I Wall Jets Heights at 31 mm test point.
Test Case Potential Induced Jet Height [mm]
Baseline 15-0-0 5.33
Case 1 13-2-0 6.83
Case 2 11-4-0 6.50
Case 3 9-6-0 6.50
Case 4 7.5-7.5-0 6.67
Case 5 17-2-0 5.50
Case 6 18-3-0 5.50
The data suggests that the vertical height of the induced wall jet affects the rate
of velocity dissipation over distance. The Baseline Case had the highest peak induced
velocity but also the smallest induced jet height. This resulted the fastest velocity
dissipation of all the Phase I Test Cases. Figure 4.9 shows the U/Umax profiles for
the 61 mm test point location illustrating the results of the velocity dissipation. The
peak velocities for all the Test Cases and test points are tabulated in Table 4.3. Jet
profiles for the remaining test points can be found in Appendix B.
Table 4.3: Phase I peak wall jet velocities. Peak velocity and error reported in m/s.
Test Case Potential [kV] 31 mm 41 mm 51 mm 61 mm
Vel. Err. Vel. Err. Vel. Err. Vel. Err.
Baseline 15-0-0 1.89 0.022 1.45 0.022 1.30 0.018 1.20 0.018
Case 1 13-2-0 1.62 0.023 1.40 0.019 1.34 0.017 1.26 0.018
Case 2 11-4-0 1.71 0.020 1.48 0.018 1.38 0.021 1.24 0.017
Case 3 9-6-0 1.50 0.021 1.36 0.025 1.30 0.018 1.19 0.019
Case 4 7.5-7.5-0 1.45 0.023 1.33 0.021 1.26 0.018 1.14 0.022
Case 5 17-2-0 1.63 0.110 1.58 0.054 1.49 0.039 1.33 0.022
Case 6 18-3-0 1.59 0.101 1.65 0.045 1.46 0.028 1.29 0.020
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Figure 4.9: Phase I Normalized Velocity Profiles. Umax = 1.33 m/s.
To enable an efficiency comparison to be made, the power consumed by the
actuators was calculated as discussed previously. The data showed that the power
consumed by the actuator was related to the length and nature of the primary plasma
discharge and the presence of any secondary discharges. Power consumption increased
with increasing discharge lengths and the presence of a secondary discharge and if the
primary discharge started to make a filamentary transition. Table 4.4 contains the
Phase I power consumption results.
Table 4.4: Phase I Power Consumption Results. Power and power error reported in
Watts.
Test Case Potential [kV] Power Power Error
Baseline 15-0-0 13.1773 0.4014
Case 1 13-2-0 12.0363 0.3667
Case 2 11-4-0 12.0600 0.3674
Case 3 9-6-0 13.0505 0.3976
Case 4 7.5-7.5-0 14.6500 0.4463
Case 5 17-2-0 31.8900 0.9715
Case 6 18-3-0 37.0896 1.1299
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The efficiency results were then plotted at the test points 31, 41, 51, and 61
mm to examine any performance trends. The higher power consumption and velocity
dissipation of the Baseline Case coupled with a higher power consumption resulted in
decreased efficiency performance, despite having induced the peak induced velocity.
Cases 2 and 3 had nearly identical efficiencies and were 20% more efficient than the
Baseline Case. The 61 mm test point results are contained in Figure 4.10.
Figure 4.10: Phase I Normalized Efficiency Profiles
Analysis of the Phase I results revealed four trends. First, the Baseline Case,
while inducing a higher initial velocity than the Phase I cases, also had the shallowest
jet height which had an impeding affect on its duration and by 61 mm downstream its
velocity only exceeded that of Cases 3 and 4. Second, downstream velocity appears
unaffected by potential split between the primary and secondary electrode as long as
there is no secondary discharge formation on the sliding discharge electrode. Third,
power consumption was unaffected by the potential split, and only varied with the
extent of the discharge and the presence of any secondary discharges along the sliding
discharge electrode. Test Cases 3 and 4 both exhibited a secondary discharge along
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the edge of the sliding discharge electrode opening up a another channel for current
flow and increasing the power consumption for those Cases. The secondary discharge
effect was more prominent in some of the later Phase III Cases and will be discussed
in further in section 4. Cases 5 and 6 both exhibited a longer discharge that was more
filamentary in nature, indicating the discharge was approaching the saturation point.
Figures 4.11 and 4.13 show 10 second time averaged plasma discharge lengths for the
Phase I Cases.
(a) Baseline Case (b) Case 1 (c) Case 2
(d) Case 3 (e) Case 4
Figure 4.11: Secondary discharges are present in Cases 3 and 4. The intensity of
the secondary discharge grew as the potential applied to the secondary
electrode was increased.
In Cases 3 and 4, the secondary discharge initiated a small jet in the upstream
direction impeding the desired flow and degrading performance. In Case 4, the be-
ginnings of a small plasma induced boundary layer trip can be seen in the vector
contour plot. In all Test Cases increased power consumption resulted in much lower
efficiencies as there was no corresponding increase in induced velocity. The last trend
noticed was in the apparent morphology changes in the jet itself. In Case 1 - 4, the
Cases involving a biased encapsulated electrode with the 180◦ phase difference, the
induced jet was 20% taller then the Base Case and the Cases involving a repelling
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(a) Case 5 (b) Case 6
Figure 4.12: The filamentary discharges developing in Cases 5 and 6 indicate the
actuators are operating near the saturation point.
encapsulated electrode. Case 6 and Case 7 with the 15 kV potential created by im-
peding the primary potential with the encapsulated electrode both had induced jet
heights nearly identical to the Baseline Case.
(a) Case 1 Sliding Electrode Region (b) Case 4 Sliding Electrode Region
Figure 4.13: Case 1 has no secondary discharge and no change in flow direction over
the sliding discharge electrode region. The secondary discharge in Case
4 created a small plasma induced boundary layer trip that redirected the
flow and reduced its magnitude.
68
4.3 Phase II
The Phase II Test Cases involved potential differences of 15 kVpp between the
primary and sliding electrodes and a 10 kHz frequency. This examination conducted
examined the effects of adding a potential bias to the sliding electrode and whether
the above the dielectric potential split has as significant an effect as the primary to
secondary electrode potential split. The primary factor in velocity generation appears
to be the primary to secondary electrode potential difference. Decreasing primary
potentials resulted in decreased induced velocities despite increasing sliding discharge
electrode potentials. By Case 9 the induced velocity is only 0.35 m/s. Figures 4.14
through 4.18 contain velocity vector and contour plots similar to the Phase I cases.
Figure 4.14: Case 7 Vector Contour Map
Figure 4.15: Case 8 Vector Contour Map
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Figure 4.16: Case 9 Vector Contour Map
Figure 4.17: Case 10 Vector Contour Map
Figure 4.18: Case 11 Vector Contour Map
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The normalized performance comparison of the Phase II cases shown in Figure
4.19 further illustrates the correlation between a decrease in the primary to secondary
electrode potential split and decreases in induced velocity. At the 61 mm Test Point,
Test Case 18 with a primary potential of 18 kV generated an induced velocity that
was double the magnitude of Case 7 and nearly four times the magnitude of Case 8.
The peak velocities for all of the Test Points and Cases are contained in Table 4.5.
Figure 4.19: Phase II Normalized Velocity Profiles. Umax = 1.87 m/s.
Table 4.5: Phase II peak wall jet velocities. Peak velocity and error reported in m/s.
Test Case Potential [kV] 31 mm 41 mm 51 mm 61 mm
Vel. Err. Vel. Err. Vel. Err. Vel. Err.
Case 7 13-0-2 1.03 0.021 0.96 0.012 0.88 0.011 0.82 0.008
Case 8 11-0-4 0.80 0.005 0.67 0.007 0.61 0.008 0.56 0.011
Case 9 9-0-6 0.35 0.009 0.25 0.007 0.20 0.007 0.17 0.012
Case 10 17-0-2 2.05 0.048 1.87 0.033 1.80 0.024 1.70 0.023
Case 11 18-0-3 2.28 0.089 2.27 0.045 2.05 0.029 1.87 0.022
Induced wall jet heights were calculated in the previously described manner and
are presented in Table 4.6. No apparent trend in jet height was discernible as all Test
Cases induced jets of similar height. The similarity in jet height also yielded similar
velocity dissipations with only Case 9 having a dissipation in excess of 25%.
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Table 4.6: Phase II Wall Jets Heights at 31 mm test point.
Test Case Potential Induced Jet Height [mm]
Case 7 13-0-2 5.83
Case 8 11-0-4 5.50
Case 9 9-0-6 5.67
Case 10 17-0-2 5.83
Case 11 18-0-3 5.50
To enable an efficiency comparison to be made, the power consumed by the
actuators was recorded and calculated as discussed previously. Table 4.7 contains the
power consumption results and Figure 4.20 illustrates the efficiencies at the 61 mm
Test Point. Several trends were apparent in the examination and comparison between
the normalized velocity profile curves and the efficiency curves. First, the potential
split between the primary and sliding electrodes does not appear to play as large a role
in the induced velocity performance of the actuator as does the potential difference
between the primary and secondary electrode. This is evident in the velocity profile
curve at the 61 mm test point where the performance drops off in the same order as
the drop off of primary to secondary potential regardless of the exposed electrodes
potential split.
Table 4.7: Phase II Power Consumption Results. Power and power error reported in
Watts.
Test Case Potential [kV] Power Power Error
Case 7 13-0-2 10.0906 0.3074
Case 8 11-0-4 5.8022 0.1768
Case 9 9-0-6 3.7700 0.1149
Case 10 17-0-2 27.5260 0.8386
Case 11 18-0-3 39.0896 1.1897
The second trend observed was the change in efficiency. Unlike in Phase I where
the efficiency curves were similar for the non-secondary discharge inducing Test Cases,
in Phase II, Case 8, which exhibited only 28% of the induced velocity of the Case 11
and half the induced velocity of Case 7, had the best efficiency. This indicated that
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Figure 4.20: Phase 2 Normalized Efficiency Profiles
applying a large, sub-ioinzation level potential to the sliding electrode will improve
the actuators performance and this was examined further in Phase III.
The third trend apparent was the relationship between primary electrode poten-
tial, plasma discharge length, and power consumption. Decreasing primary potentials
yielded decreasing power consumptions and decreased plasma discharge lengths but
not in a linear manner. A 15% decrease in primary potential from Case 7 to 8 de-
livered a 50% decrease in power consumption and discharge length. The change in
plasma discharge lengths are illustrated in Figures 4.22 and 4.21. The secondary dis-
charge in Case 9 is illustrated in Figure 4.21. The secondary discharge was smaller
in size than that of Case 4 in Phase I, and no boundary layer trip was observed in
the flow field. This results, coupled with the lack of boundary layer trip in Case 3
seems to suggest that a minimum potential induced discharge of 7.5 kV is required
to initiate a boundary layer trip. This was again seen in Phase III.
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(a) Case 9 Sliding Electrode Region (b) Case Secondary Discharge
Figure 4.21: The secondary discharge is similar to that of Case 4 but is insufficient to
generate a secondary jet. Subfigure (a) illustrates the lack of a secondary
jet induce boundary layer trip.
(a) Case 7 (b) Case 8
(c) Case 10 (d) Case 11
Figure 4.22: Cases 10 and 11 displayed a longer discharge that was filamentary in
nature, approaching saturation. This resulted in better induced velocity
but at the cost of a much higher power consumption.
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4.4 Phase III
The primary and secondary electrode potential split of 13 - 2 kV with a 180◦
phase difference utilized for Phase III Test Case was selected after reviewing the
results from Phase I and II. This potential exhibited the best performance in Phase I
in terms of maximum downstream velocity and efficiency, although it was noted that
the difference between this Case and Case 2 was negligible. Case 7 also developed a
50% higher induced velocity than Case 8 in Phase II, albeit at a sacrifice of efficiency.
The velocity profiles of the Phase 3 Cases are presented in Figures 4.23 through 4.29.
The profiles show a decreasing jet height with an increase in sliding discharge electrode
potential until a secondary discharge was initiated. Increasing the sliding discharge
electrode further resulted in a secondary induced jet strong enough to perform as a
boundary layer trip, eventually leading to a vertical wall jet.
Figure 4.23: Case 12 Velocity Contour Map Results
75
Figure 4.24: Case 13 Velocity Contour Map Results
Figure 4.25: Case 14 Velocity Contour Map Results
Figure 4.26: Case 15 Velocity Contour Map Results
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Figure 4.27: Case 16 Velocity Contour Map Results
Figure 4.28: Case 17 Velocity Contour Map Results
Figure 4.29: Case 18 Velocity Contour Map Results
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The results for the Phase III Cases were also examined at the 31, 41, 51, and
61 mm test points except for Case 18 as it produced a near vertical vice horizontal
jet. Increases in sliding discharge electrode potentials yielded direct increases in the
induced jet velocity until a separation bubble was formed above the sliding discharge
electrode. The peak observed velocity was 27% greater than the Baseline Case and
50% greater Case 1. The U/Umax profiles for the 61 mm test point are shown in
Figure 4.30 and the peak velocities at the other Test Points are tabulated in Table
4.8.
Figure 4.30: Phase III Normalized Velocity Profiles. Umax = 1.52 m/s.
Table 4.8: Phase III peak wall jet velocities. Peak velocity and error reported in m/s.
Case 18 reported as N/A as no wall jet was produced.
Test Case Potential [kV] 31 mm 41 mm 51 mm 61 mm
Vel. Err. Vel. Err. Vel. Err. Vel. Err.
Case 12 13-2-2 1.96 0.029 1.61 0.026 1.44 0.022 1.30 0.028
Case 13 13-2-4 2.10 0.034 1.71 0.032 1.51 0.029 1.35 0.028
Case 14 13-2-6 2.16 0.030 1.75 0.029 1.54 0.025 1.37 0.025
Case 15 13-2-7.5 2.41 0.030 1.97 0.033 1.70 0.029 1.52 0.027
Case 16 13-2-9 2.40 0.031 1.98 0.032 1.71 0.028 1.52 0.029
Case 17 13-2-11 1.79 0.048 1.75 0.031 1.55 0.028 1.36 0.024
Case 18 13-2-12 NA NA NA NA NA NA NA NA
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Induced wall jet heights were calculated as discussed previously to see if the
applied waveform had any affect on jet morphology. Increasing the sliding discharge
electrode potential resulted in a shallower induced velocity profile. The Case 16
wall jet was 38% shallower than the jet for Case 1 (the 13-2-0 kV potential). This
indicated that the potential on the sliding discharge electrode affected both the wall
jet velocity and shape. To further examine the effects on the induced velocity of
the wall jets the individual x and y components of the velocity were examined. The
data showed that increasing the potential yielded an increase in the x component
velocity and a corresponding decrease in y component velocity. This indicates that the
induced velocity is more parallel to the dielectric. The Phase III velocity component
breakdowns are shown in Figure 4.31. Phase III wall jet heights are listed in Table
4.9.
Table 4.9: Phase III Wall Jets Heights at 31 mm test point.
Test Case Potential Induced Jet Height [mm]
Case 12 13-2-2 5.33
Case 13 13-2-4 5.67
Case 14 13-2-6 4.83
Case 15 13-2-7.5 4.33
Case 16 13-2-9 4.17
Case 17 13-2-11 6.17
Electrode potentials and currents were again recorded and used to calculate
Test Case power consumption and used to calculate Test Case efficiencies. Case 18
was omitted for the same reason as before. Power consumed increased for all Test
Cases that exhibited a secondary discharge. Increased secondary discharge lengths
corresponded increases in power consumption. Cases 12-14 consumed nearly the same
power despite increasing potentials between those Cases. Table 4.10 contains the
Phase III power consumption results.
The most efficient Test Case was Case 14 (13-2-6 kV potential). This Test
Case had the largest sliding discharge electrode potential prior to the initiation of
a secondary discharge. Case 15 exhibited the largest velocity but consumed a dis-
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(a) Case 13 x Velocity Component (b) Case 13 y Velocity Component
(c) Case 14 x Velocity Component (d) Case 14 y Velocity Component
(e) Case 15 x Velocity Component (f) Case 15 y Velocity Component
(g) Case 16 x Velocity Component (h) Case 17 y Velocity Component
Figure 4.31: Cases 13-16 all exhibit an increasing x component velocity and decreasing
y component velocity as the potential on the sliding discharge electrode
is increased. Case 16 exhibited an increase in the y component velocity
near the sliding discharge electrode caused by the secondary discharge.
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Table 4.10: Phase III Power Consumption Results. Power and power error reported
in Watts.
Test Case Potential [kV] Power Power Error
Case 12 13-2-2 12.6646 0.3858
Case 13 13-2-4 12.1950 0.3715
Case 14 13-3-6 12.1299 0.3695
Case 15 13-2-7 15.3395 0.4673
Case 16 13-2-9 17.0826 0.5204
Case 17 13-2-11 19.4802 0.5935
proportionate amount of power with the observed secondary discharge. Figure 4.32
shows the normalized Phase III efficiencies at the 61 mm test point.
Figure 4.32: Phase 3 Normalized Efficiency Profiles
In the Phase III tests, several trends in the data were apparent that reinforced
observations from Phase I and II. First, actuator power consumption and efficiency can
be correlated directly to the presence, or lack thereof, of a secondary discharge. Case
16 exhibited the greatest induced velocity performance with the 9 kV bias applied
to the sliding discharge electrode. But, this bias also induced a strong secondary
discharge that resulted in a 40% increase in the consumed power over the the cases
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in which a secondary discharge was not present. The secondary discharges were also
strong enough to firmly establish a plasma induced trip in the boundary layer. This
trip fully developed boundary layer separation by Case 17. The secondary discharge
that developed a suction that drew in bulk air from downstream and tripped the wall
jet induced by the primary discharge. A comparison of the sliding discharge electrode
regions of Case 15-17 is shown in Figure 4.33.
(a) Case 15 Sliding Discharge Electrode Region (b) Case 16 Sliding Discharge Electrode Region
(c) Case 17 Sliding Discharge Electrode Region
Figure 4.33: Phase 3 Boundary Layer Profiles. As the secondary discharge increased
in intensity the flow disruption also increased. By Case 17, subfigure (c),
a secondary jet had formed that separated the primary jet away from
the dielectric surface.
The discharges of the Phase III Test Cases were similar to those of Test Case
1 which utilized the same primary to secondary electrode potentials. There was no
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discernible difference between Case 1 and Cases 12-14, despite the increase in sliding
discharge electrode potential. The secondary discharges of Cases 15-18 intensified as
the potential on the sliding discharge electrode was increased. Figure 4.34 shows the
Phase III discharges in comparison to the discharge of Test Case 1.
(a) Case 1 (b) Case 12 (c) Case 13
(d) Case 14 (e) Case 15 (f) Case 16
(g) Case 17 (h) Case 18
Figure 4.34: Case 1 shown for reference only. Cases 12-14 exhibit only a primary
discharge with no discernible differences between the discharges. Cases
15-18 all exhibit both a primary and secondary plasma discharge. The
secondary discharge increases in intensity as the the sliding discharge
electrode potential is increased.
When the potential on the sliding electrode was increased further to 12.5 kV, the
induced jet from the primary discharge fully separated from the wall after colliding
with the secondary discharge jet. The vertical jet was similar to those in the Design
of Experiments Phase but was angled towards the lower potential exposed electrode.
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This suggested that a vertical steerable jet could be developed and controlled by
relative potential changes on the two exposed electrodes. Figure 4.35 shows the near
vertical jet that resulted.
Figure 4.35: Vertical wall jet resulting from a 2.5 kV potential difference between the
primary and sliding discharge electrodes.
84
4.5 Summary
A Final comparison between the three Test Phases was conducted to determine
any trends caused by the changes in applied potentials. The velocity performance
of the most efficient potential in each phase was examined at all test points. At all
test points, Case 14 generated the greatest velocity per watt of input power but had
an induced jet 30% shallower than Case 1 and Case 8. As the induced flow traveled
downstream, the difference between the optimum cases in each phase decreased. A
correlation can was observed between the initial jet height measured at the 31 mm
point and the rate of dissipation in total velocity. The peak performance of Case
14 was 20% faster then any other case at the 31 mm point, but due to the shallow
nature of its induced flow, it was only 10% faster by the 61 mm test point. The phase
comparisons at the 31 and 61 mm test points can be seen in Figure 4.36.
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(a) 31 mm Point
(b) 61 mm Point
Figure 4.36
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V. Conclusions
This chapter presents the preliminary findings of this body of work. Conclusions
based on all the test phases are put forth and discussed. Suggestions for future tests
and designs are also covered. This work encompassed an extensive examination of the
induced velocity profile of a sliding discharge actuator and the effects of applying a
third potential to the actuator and many parameters remain to be explored in future
works.
5.1 Findings Review
The SDBD actuators most often tested create induced velocities on the order
of 2 - 3 m/s and thrust on the orders of mN/m of array [31, 33]. However, surface
charge buildup imposes performance limitations during the positive exposed electrode
half-cycle. The addition of a third electrode, the sliding discharge electrode, to gather
and disperse the surface charge, is examined in this work.
Phase I of this work examined the effects of splitting the primary waveform
between the primary and secondary electrode. The results demonstrated that, in the
absence of a secondary discharge along the sliding discharge electrode, there is no
difference in induced velocity performance between similar split waveforms. Cases 1
and 2 delivered near identical profiles, as did Cases 5 and 6, although Cases 5 and
6 induced slightly higher velocites than Case 1 and 2. This will be discussed further
in the section on future work recommendations. The range of applicable primary
waveform split for the tested design was found to be such that any waveform with the
secondary to sliding discharge electrode potential below 6 kV was acceptable. Any
waveform with potential splits beyond that would result in the creation of a secondary
discharge and decreased performance.
Phase II examined the effects of splitting the potential between the primary
and sliding discharge electrode. The results clearly demonstrated that the primary
factor in velocity performance is the potential difference between the primary and
secondary electrode. Case 7 with a waveform of 13-0-2 kV produced a peak velocity
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35% below that of Case 1 which had a waveform of 13-2-0. Conversely, Case 10 with
applied waveforms of 17-0-2 kV induced a peak velocity 22% higher than that of Case
5 which had a waveform of 17-2-0 kV, although at the cost of a much higher power
consumption. These results also clearly demostrated the dramatic differences that
resulted from even minor changes in the primary to secondary electrode potential
differences.
Phase III explored the effects of applying a waveform to the sliding discharge
electrode to alter the electric field in addition to dispersing any built up surface charge.
Increasing the sliding discharge electrode potential resulted in increased velocities and
shallower induced velocity profiles. Unfortunately the shallower profiles also yielded
increased rates of velocity dissipation. Potential differences between the secondary
electrode and the the sliding discharge electrode in excess of 6 kV again resulted in
the creation of a secondary discharge. The trend of increasing velocity for increasing
potential continued, even in the presence of a secondary discharge, until the strength
of the secondary discharge was sufficient to cause the primary induced velocity to trip
and separate away from the dielectric.
5.2 Future Work Recommendations
The sliding discharge actuator tested was robust and exhibited a peak perfor-
mance on par with others that have been tested [31]. That being said, an actuator
of similar configuration could be expected to achieve even greater performance with
another dielectric material with properties superior to those of the silica glass tested.
The silica glass demonstrated a tendency to experience failure, either 0.5 mm burn
through holes or shattering, when exposed to large applied potentials. The author
also believes that there were large fluctuations in the dielectric constant of the glass.
The potentials measured on the encapsulated electrode fluctuated as the dielectric
between the two exposed electrodes became warm. The silica glass utilized was also
brittle, resulting in the minimum dielectric thickness of 1.8 mm.
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A dielectric material with better thermal shock values and a higher dielectric
constant such as quartz glass or borosilicate glass would have enabled further study
and enhanced the actuator performance envelope by allowing greater potential splits
to be applied before experiencing dielectric failure. The silica glass utilized required
a warm up period of 10 minutes prior to operation to allow for the glass to achieve
an even temperature distribution and allow the electrode potential fluctuations to
level out. Application of potentials in excess of 17 kV without a warm up period
resulted in the shattering of the dielectric. These dielectrics may also contain dielectric
constants that are more constant across the operating frequencies and temperatures
of the dielectric. A Macor dielectric ceramic should also be tested as it has a dielectric
constant of 6.3, nearly twice that of silica glass, can be machined to thinner dielectric
layers.
Several issues with the waveforms applied to the electrodes were encountered
and two recommendations for the applied potentials are made for future examinations.
While a sinusoidal input with no offset was easy to generate and apply, it proved
challenging for power measurements and phase matching for any signals not either
directly in phase or 180◦ out of phase with the primary signal. Several potentials with
phase offsets of 45◦, 90◦, and 135◦ were attempted without success as the resulting
inputs, both primary and secondary no longer possessed a sinusoidal form. A circuit
containing one way blocking diodes incorporated into the system between the high
voltage transformers and the electrodes may eliminate this issue and allow for a more
in depth look at the affects of applied potentials to the third electrode.
Upon review of the Phase III results, the 13-2 primary to encapsulated electrode
potential was not the ideal choice to examine in Phase III. The potential applied to
the sliding discharge electrode acted as an accelerator to the induced velocity. A
primary to secondary electrode waveform of 7.5-7.5 kV would have enabled a sliding
discharge potential of 13 kV before a secondary discharge would have been initiated.
An examination that includes larger secondary electrode potentials is therefore rec-
ommended.
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The velocity and power consumption data generated as part of this research pro-
vide a useful tool for further investigations into the affects that changes in the electric
field of a DBD actuator cause in terms of performance. Two pieces of experimental
data would have great aid in the understanding of the mechanism and performance of
the actuator: time resolved measurements of the accumulation of surface charge as has
been measured by others [26,27] on SDBD’s and time resolved thrust measurements.
While the velocity improvements and the negation in the velocity difference between
the positive and negative half cycles indicate a minimization in surface charge accu-
mulation, without direct measurement no conclusions can be drawn as to whether the
performance increases resulted solely from an increase in electric field strength or a
change minimization in surface charge.
Thrust measurement data coupled with the surface charge data could then be
utilized to examine the relative effects of positive and negative ions on the induced
thrust and velocity of the actuator. It has been demonstrated that on an SDBD the
accumulation of surfaces charges on the dielectric plays a direct role in the amount of
thrust generated on each half cycle and that during the positive half cycle there ap-
pears to be more self-induced drag by the actuator limiting its thrust performance [26].
A direct examination and comparison between the electric fields and dielectric surface
charging of an SDBD, sliding discharge actuator, and a three potential sliding dis-
charge actuator would greatly enhance the understanding of the AC actuated DBD’s
mechanisms. This data would permit a math model to be constructed that would
have taken into account electric field, residual charge on the dielectric surface, and
experimental data.
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Appendix A. Equipment and Settings
A.1 Waveform Generation Equipment Settings
Table A.1: Test Case Equipment Settings. All Function Generator settings Reported
in Vpp. N/A settings indicate electrode connected directly to Earth
ground. Amplifier settings marked with an * indicates a bridged am-
plification off of amplifier channels 3 and 4. All frequencies set to 10 kHz.
Equipment: Function Generator Amplifier
1 2 3 1 2 3
Test Case Actual Waveform Settings Settings
Baseline 15 - 0 - 0 8.16 V N/A N/A 13 N/A N/A
Case 1 12.6 - 2.7 - 0 7.0 V 640 mV N/A 13 13 N/A
Case 2 10.6 - 4.6 - 0 5.68 V 1.927 V N/A 13 13 N/A
Case 3 9.1 - 6.3 - 0 4.7 V 2.970 V N/A 13 13 N/A
Case 4 7.6 - 7.8 - 0 3.880 V 3.980 V N/A 13 13 N/A
Case 5 17.9 - 2.6 - 0 9.26 V 460 mV N/A 13 14* N/A
Case 6 18.6 - 3.4 - 0 9.9 V 581 mV N/A 13 15* N/A
Case 7 13.5 - 0 - 2.2 7.143 V N/A 1.21 13 N/A 13
Case 8 11.4 - 0 - 4.4 6.053 V N/A 2.69 V 13 N/A 13
Case 9 9.7 - 0 - 6.2 5.120 V N/A 3.68 V 13 N/A 13
Case 10 18 - 0 - 1.8 9.32 V N/A 585 mV 13 N/A 13
Case 11 18.8 - 0 - 2.7 9.67 V N/A 1.135 V 13 N/A 13
Case 12 13.0 - 1.6 - 2.25 6.89 V 500 mV 1.0 V 13 13 13
Case 13 12.9 - 1.6 - 3.75 6.89 V 510 mV 2.05 V 13 13 13
Case 14 12.7 - 1.6 - 5.4 6.75 V 630 mV 3.15 V 13 13 13
Case 15 13.3 - 1.6 - 7.5 6.90 V 730 mV 4.35 V 13 13 13
Case 16 13.2 - 1.6 - 9.3 6.90 V 780 mV 5.3 V 13 13 13
Case 17 13.0 - 1.5 - 11.0 6.90 V 800 mV 6.6 V 13 13 13
Case 18 12.9 - 1.5 - 12.0 6.90 V 850 mV 7.0 V 13 13 13
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A.2 Equipment List
Table A.2 lists the equipment the author utilized in this research.
Table A.2: Test Equipment
Equipment Type Manufacturer Model Number
Function Generators Agilent 3522A
Amplifiers Crown XLS 1000
Transformers Corona Magnetics Inc. CMI 5530
Oscilloscope Tektronix DPO 4032
Voltage Probe Tektronix P6015A
Current Monitors Pearson Electronics Model 2100
Laser New Wave Research PIV 120
Camera Megaplus ES 4.0/E4
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Appendix B. Data Compendium
The data compendium is comprised of four sections: Design of Experiment, Phase I,
Phase II, and Phase III. The design of experiments section contains the full quiver
plot and velocity profile results accumulated during that investigation for the SDBD
to sliding discharge comparison, phase angle comparison, and the vertical wall jet
comparison. The Phase I, II, and III sections all contain similar results. Each section
begins with normalized velocity and efficiency profiles for the 31, 41, 51, and 61 mm
Test Points. Each Test Case in the designated Test Phase then contains the following
Figures:
• Test Case Velocity Profile Plot Versus Distance
• 10 Second Time Averaged Plasma Discharge Photograph
• Test Case Velocity Contour and Velocity Vectors Plot
• x Component Velocity Contour Plot
• y Component Velocity Contour Plot
• Turbulent Intensity Plot: u’/Umax
• Turbulent Intensity Plot: v’/Vmax
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B.1 Design of Experiment
SDBD to Sliding Discharge Actuator Comparison:
Figure B.1: 0◦ starting phase angle. Both actuators powered by a 12 kV potential.
Umax = 1.33 m/s.
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Figure B.2: 90◦ starting phase angle. Both actuators powered by a 12 kV potential.
Umax = 1.20 m/s.
Figure B.3: 180◦ starting phase angle. Both actuators powered by a 12 kV potential.
Umax = 1.20 m/s.
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(a) SDBD Velocity Vectors and Contour Map 0◦ Starting Phase Angle
(b) SDBD Velocity Vectors and Contour Map 90◦ Starting Phase Angle
(c) SDBD Velocity Vectors and Contour Map 180◦ Starting Phase Angle
Figure B.4: 12 kV SDBD total velocity contours plots for various starting phase an-
gles.
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(a) Sliding Discharge Actuator Velocity Vectors and Contour Map 0◦ Starting Phase Angle
(b) Sliding Discharge Actuator Velocity Vectors and Contour Map 90◦ Starting Phase Angle
(c) Sliding Discharge Actuator Velocity Vectors and Contour Map 180◦ Starting Phase Angle
Figure B.5: 12 kV Sliding Discharge Actuator total velocity contours plots for various
starting phase angles.
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Sliding Discharge Actuator: Encapsulated Electrode Width Comparison
(a) Case A Sliding Discharge Actuator: 12-0-8 kV Waveform
(b) Case A Sliding Discharge Actuator: 17-0-3 kV Waveform
Figure B.6: Case A Sliding Discharge Actuator: 12-0-8 and 17-0-3 kV waveform ve-
locity contour plots.
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(a) Case B Sliding Discharge Actuator: 12-0-8 kV Waveform
(b) Case B Sliding Discharge Actuator: 17-0-3 kV Waveform
Figure B.7: Case B Sliding Discharge Actuator: 12-0-8 and 17-0-3 kV waveform ve-
locity contour plots.
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Vertical Jet Comparisons:
(a) Case A Vertical Profiles By Phase
(b) Case B Vertical Profiles By Phase
Figure B.8: Case A and Case B vertical velocity profile plots for a height of 10 mm
above the dielectric surface.
Figures B.9 and B.10 show that the wider encapsulated electrode produced both
higher vertical velocities and a thicker jet, 10 mm versus 5 mm.
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(a) Case A Vertical Velocity
Contour: 0◦ Phase Angle Dif-
ference
(b) Case A Vertical Velocity
Contour: 90◦ Phase Angle Dif-
ference
(c) Case A Vertical Velocity
Contour: 180◦ Phase Angle Dif-
ference
Figure B.9: Case A vertical velocity contours and vectors for phase angle differences
of 0,90, and 180 degrees.
(a) Case B Vertical Velocity
Contour: 0◦ Phase Angle Dif-
ference
(b) Case B Vertical Velocity
Contour: 90◦ Phase Angle Dif-
ference
(c) Case B Vertical Velocity
Contour: 180◦ Phase Angle Dif-
ference
Figure B.10: Case B vertical velocity contours and vectors for phase angle differences
of 0,90, and 180 degrees.
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B.2 Phase I
Figure B.11: Phase I Velocity Profiles: 31 mm Point. Umax = 1.89 m/s.
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Figure B.12: Phase I Velocity Profiles: 41 mm Point. Umax = 1.65 m/s.
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Figure B.13: Phase I Velocity Profiles: 51 mm Point. Umax = 1.49 m/s.
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Figure B.14: Phase I Velocity Profiles: 61 mm Point. Umax = 1.33 m/s.
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Figure B.15: Phase I Efficiency Profiles: 31 mm Point
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Figure B.16: Phase I Efficiency Profiles: 41 mm Point
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Figure B.17: Phase I Efficiency Profiles: 51 mm Point
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Figure B.18: Phase I Efficiency Profiles: 61 mm Point
109
Baseline Case: 15-0-0.
Figure B.19: Baseline Case: U vs Height
Figure B.20: Baseline Case: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.21: Baseline Case: Velocity Vectors and Components
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(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.22: Baseline Case: Turbulent intensities. The x component intensity is fairly
constant but the induced jet boundary is clearly demarcated. The y
component intensities are larger, but the induced jet boundary is still
clearly demarcated.
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Test Case 1: 13-2-0.
Figure B.23: Case 1: U vs Height
Figure B.24: Case 1: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.25: Case 1: Velocity Vectors and Components
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(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.26: Case 1: Turbulent intensities. The x component intensity is fairly con-
stant but the induced jet boundary is clearly demarcated. The y com-
ponent intensities are larger, but the induced jet boundary is still clearly
demarcated.
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Case 2: 11-4-0
Figure B.27: Case 2: U vs Height
Figure B.28: Case 2: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.29: Case 2: Velocity Vectors and Components
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(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.30: Case 2: Turbulent intensities. The x component intensity is fairly con-
stant but the induced jet boundary is clearly demarcated. The y com-
ponent intensities are larger, but the induced jet boundary is still clearly
demarcated. At the 0 mm point the small suction cone can be seen as
an outline.
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Case 3: 9-6-0
Figure B.31: Case 3: U vs Height
Figure B.32: Case 3: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.33: Case 3: Velocity Vectors and Components
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(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.34: Case 3: Turbulent intensities. The x component intensity peaks between
the primary and sliding discharge electrode but is fairly constant but the
induced jet boundary is clearly demarcated. The y component intensi-
ties are larger, but the induced jet boundary is still clearly demarcated.
At the 0 mm point the small suction cone can be seen as an outline.
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Case 4: 7.5-7.5-0
Figure B.35: Case 4: U vs Height
Figure B.36: Case 4: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.37: Case 4: Velocity Vectors and Components
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(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.38: Case 4: Turbulent intensities. The x component intensity peaks between
the primary and sliding discharge electrode but is fairly constant but the
induced jet boundary is clearly demarcated. The y component intensi-
ties are larger, but the induced jet boundary is still clearly demarcated.
At the 0 mm point the small suction cone can be seen as an outline.
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Case 5: 17-2-0
Figure B.39: Case 5: U vs Height
Figure B.40: Case 5: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.41: Case 5: Velocity Vectors and Components
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(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.42: Case 5: Turbulent intensities. The turbulent intensities are no longer
constant but the outline of the jet can still be seen.
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Case 6: 18-3-0
Figure B.43: Case 6: U vs Height
Figure B.44: Case 6: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.45: Case 6: Velocity Vectors and Components
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(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.46: Case 6: Turbulent intensities. The x component intensity peaks between
the primary and sliding discharge electrode and the intensities are fairly
constant in the jet, the induced jet boundary is clearly demarcated. The
y component intensities are larger, but the induced jet boundary is still
clearly demarcated. At the 0 mm point the small suction cone can be
seen and is larger than the one in Cases 1-4.
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B.3 Phase II
Figure B.47: Phase II Velocity Profiles: 31 mm Point. Umax = 2.28 m/s.
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Figure B.48: Phase II Velocity Profiles: 41 mm Point. Umax = 2.27 m/s.
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Figure B.49: Phase II Velocity Profiles: 51 mm Point. Umax = 2.05 m/s.
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Figure B.50: Phase II Velocity Profiles: 61 mm Point. Umax = 1.87 m/s.
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Figure B.51: Phase II Efficiency Profiles: 31 mm Point
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Figure B.52: Phase II Efficiency Profiles: 41 mm Point
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Figure B.53: Phase II Efficiency Profiles: 51 mm Point
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Figure B.54: Phase II Efficiency Profiles: 61 mm Point
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Case 7: 13-0-2
Figure B.55: Case 7: U vs Height
Figure B.56: Case 7: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.57: Case 7: Velocity Vectors and Components
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(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.58: Case 7: Turbulent intensities. The x component intensity peaks above
the suction zone and the intensities are fairly constant in the jet, the in-
duced jet boundary is clearly demarcated. The y component intensities
are larger, but the induced jet boundary is still clearly demarcated with
a marked shift in intensity.
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Case 8: 11-0-4
Figure B.59: Case 8: U vs Height
Figure B.60: Case 8: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.61: Case 8: Velocity Vectors and Components
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(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.62: Case 8: Turbulent intensities. The x component intensity peaks above
the suction zone and the intensities are fairly constant in the jet, the
induced jet boundary is clearly demarcated. The y component intensi-
ties are larger, but the induced jet boundary is still clearly demarcated
with a marked shift in intensity. The turbulence in the suction zone is
clearly seen near the 0 mm point.
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Case 9: 9-0-6
Figure B.63: Case 9: U vs Height
Figure B.64: Case 9: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.65: Case 9: Velocity Vectors and Components
146
(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.66: Case 9: Turbulent intensities. The x component intensity peaks above
the suction zone, but the intensities outside this region are very small
and there is no clear demarcation of the induced flow boundary. The y
component intensities are larger and the induced jet boundary is now
clearly demarcated with a marked shift in intensity. The turbulence in
the suction zone is clearly seen near the 0 mm point.
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Case 10: 17-0-2
Figure B.67: Case 10: U vs Height
Figure B.68: Case 10: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.69: Case 10: Velocity Vectors and Components
149
(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.70: Case 10: Turbulent intensities. The x component intensity peaks above
the suction zone, but the intensities outside this region are very small
and there is a clear demarcation of the induced flow boundary. The y
component intensities are larger and the induced jet boundary is now
clearly demarcated with a marked shift in intensity. The turbulence in
the suction zone is clearly seen near the 0 mm point. The filamentary
nature of this discharge has caused an increase in the turbulence of the
induced flow.
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Case 11: 18-0-3
Figure B.71: Case 11: U vs Height
Figure B.72: Case 11: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.73: Case 11: Velocity Vectors and Components
152
(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.74: Case 11: Turbulent intensities. The x component intensity peaks above
the suction zone, but the intensities in the jet outside this region are still
present and there is a clear demarcation of the induced flow boundary.
The y component intensities are larger and the induced jet boundary
is now clearly demarcated with a marked shift in intensity. The tur-
bulence in the suction zone is clearly seen near the 0 mm point and is
much stronger than was present in earlier cases. The intense filamentary
nature of this discharge has caused an increase in the turbulence of the
induced flow.
153
B.4 Phase III
Figure B.75: Phase III Velocity Profiles: 31 mm Point. Umax = 2.41 m/s.
154
Figure B.76: Phase III Velocity Profiles: 41 mm Point. Umax = 1.98 m/s.
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Figure B.77: Phase III Velocity Profiles: 51 mm Point. Umax = 1.71 m/s.
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Figure B.78: Phase III Velocity Profiles: 61 mm Point. Umax = 1.52 m/s.
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Figure B.79: Phase III Efficiency Profiles: 31 mm Point
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Figure B.80: Phase III Efficiency Profiles: 41 mm Point
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Figure B.81: Phase III Efficiency Profiles: 51 mm Point
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Figure B.82: Phase III Efficiency Profiles: 61 mm Point
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Case 12: 13-2-2
Figure B.83: Case 12: U vs Height
Figure B.84: Case 12: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.85: Case 12: Velocity Vectors and Components
163
(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.86: Case 12: Turbulent intensities. The x component intensity peaks be-
tween the exposed electrodes and the intensities in the jet outside this
region are still present with a clear demarcation of the induced flow
boundary and the far field region. The y component intensities are
smaller and the induced jet boundary is now clearly demarcated with a
marked shift from negative to positive intensity. The turbulence in the
suction zone is no longer seen near the 0 mm point. The large negative
values of the y component is present in all of the Phase III Test Cases.
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Case 13: 13-2-4
Figure B.87: Case 13: U vs Height
Figure B.88: Case 13: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.89: Case 13: Velocity Vectors and Components
166
(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.90: Case 13: Turbulent intensities. The x component intensity peaks be-
tween the exposed electrodes and the intensities in the jet outside this
region are still present with a clear demarcation of the induced flow
boundary and the far field region. The y component intensities are
smaller and the induced jet boundary is now clearly demarcated with a
marked shift from negative to positive intensity. The turbulence in the
suction zone is no longer seen near the 0 mm point. The large negative
values of the y component is present in all of the Phase III Test Cases.
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Case 14: 13-2-6
Figure B.91: Case 14: U vs Height
Figure B.92: Case 14: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.93: Case 14: Velocity Vectors and Components
169
(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.94: Case 14: Turbulent intensities. The x component intensity peaks be-
tween the exposed electrodes and the intensities in the jet outside this
region are still present with a clear demarcation of the induced flow
boundary and the far field region. The y component intensities are
smaller and the induced jet boundary is now clearly demarcated with a
marked shift from negative to positive intensity. The turbulence in the
suction zone is no longer seen near the 0 mm point. The large negative
values of the y component is present in all of the Phase III Test Cases.
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Case 15: 13-2-7.5
Figure B.95: Case 15: U vs Height
Figure B.96: Case 15: Discharge Plume
171
(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.97: Case 15: Velocity Vectors and Components
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(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.98: Case 15: Turbulent intensities. The x component intensity peaks be-
tween the exposed electrodes and the intensities in the jet outside this
region are still present with a clear demarcation of the induced flow
boundary and the far field region. The y component intensities are
smaller and the induced jet boundary is now clearly demarcated with a
marked shift from negative to positive intensity. The turbulence in the
suction zone is no longer seen near the 0 mm point. The large negative
values of the y component is present in all of the Phase III Test Cases.
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Case 16: 13-2-9
Figure B.99: Case 16: U vs Height
Figure B.100: Case 16: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.101: Case 16: Velocity Vectors and Components
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(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.102: Case 16: Turbulent intensities. The x component intensity peaks be-
tween the exposed electrodes and the intensities in the jet outside this
region are still present with a clear demarcation of the induced flow
boundary and the far field region. The y component intensities are
smaller and the induced jet boundary is now clearly demarcated with
a marked shift from negative to positive intensity. The turbulence in
the suction zone is no longer seen near the 0 mm point. At the 31 mm
point the shift in y turbulent intensities begins to mark the develop-
ment of the secondary discharge.
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Case 17: 13-2-11
Figure B.103: Case 17: U vs Height
Figure B.104: Case 17: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.105: Case 17: Velocity Vectors and Components
178
(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.106: Case 17: Turbulent intensities. The x component intensity peaks be-
tween the exposed electrodes and the intensities in the jet outside this
region are still present with a clear demarcation of the induced flow
boundary and the far field region. At the 25 mm point the beginnings
of the boundary layer trip can be seen. The y component intensities are
smaller and the induced jet boundary is now clearly demarcated with
a marked shift from negative to positive intensity. The turbulence in
the suction zone is no longer seen near the 0 mm point. At the 31 mm
point the shift in y turbulent intensities clearly marks the boundary
layer trip caused by the secondary discharge.179
Case 18: 13-2-12
Figure B.107: Case 18: U vs Height
Figure B.108: Case 18: Discharge Plume
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(a) Velocity Contours and Vectors
(b) x Velocity Component
(c) y Velocity Component
Figure B.109: Case 18: Velocity Vectors and Components
181
(a) Turbulent Intensity: u/́Umax
(b) Turbulent Intensity: v/́Vmax
Figure B.110: Case 18: Turbulent intensities. The x component intensity peaks be-
tween the exposed electrodes and there is no longer a clear demarcation
of the induced flow. At the 20 mm point the angle of the induced nearly
vertical wall jet call be seen. The y component intensities vary greatly
and no clear pattern emerges.
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Appendix C. Matlab Code
C.1 Vector Continuity Check
Listing C.1: Momentum Continuity Vector Check (Ap-
pendix3/thesisvectorchecks3.m)
1 %Thesis vector analysis script
clear all;
clc;
6 %Now I am going to do a rolling average over a three by three ...
window of
%vectors , not pixel positions. I am NOT going to validate on the ...
boundary.
%Each vector is going to be compared to the mean of its nearest ...
eight
%negihbors. If that vector is outside of a given number of ...
standard
%deviations , as specified by variable epsilon , it will be removed ...
from the
11 %data set.
load ’C:\ Users\Steve\Documents\MATLAB\Thesis\Results matrices \180 ...
0 3 matrix.mat’
%
tstart = tic
bbbb = 0;
16
epsilon = 4; %Numer of standard deviations. If vector is outside...
of this
%it is discarded.
replaced = 0;
vector_z = 1;
21
n = length(xmat(1,1,:));
for z = 1:n
z
26 for y = 2:254
for x = 2:248
x_mag_vec = [xmat((x-1) ,(y-1),z) xmat((x) ,(y-1),z) xmat((x+1)...
,(y-1),z)...
xmat((x-1) ,(y),z) xmat((x+1),y,z) xmat((x-1) ,(y+1),z) ...
xmat((x) ,(y+1),z)...
31 xmat((x+1) ,(y+1),z)];
x_mean = nanmean(x_mag_vec);
x_std_dev = nanstd(x_mag_vec);
36 y_mag_vec = [ymat((x-1) ,(y-1),z) ymat((x) ,(y-1),z) ymat((x+1)...
,(y-1),z)...
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ymat((x-1) ,(y),z) ymat((x+1),y,z) ymat((x-1) ,(y+1),z) ...
ymat((x) ,(y+1),z)...
ymat((x+1) ,(y+1),z)];
y_mean = nanmean(y_mag_vec);
41 y_std_dev = nanstd(y_mag_vec);
diff_x = abs(xmat(x,y,z) - x_mean);
diff_y = abs(ymat(x,y,z) - y_mean);
46 x_limit = epsilon*x_std_dev;
y_limit = epsilon*y_std_dev;
if diff_x >= x_limit
xmat(x,y,z) = NaN;
51 ymat(x,y,z) = NaN;
replaced = replaced + 1; %This lets me track how many ...
vectors
%I am discarding
elseif diff_y >= y_limit
xmat(x,y,z) = NaN;
56 ymat(x,y,z) = NaN;
replaced = replaced + 1;
end
end
end
61 end
%Now I am putting good_xmat and good_ymat into m/s from pixels/...
frame. the
%24.1 is derived from the number of pixels per mm of my field of ...
regard in
%the PIV setup: 24.1 = 2048/85.0.
66 x_mat_meters = xmat /24.1/(50*10^( -6))/1000;
y_mat_meters = ymat /24.1/(50*10^( -6))/1000;
tf = toc(tstart)
%
71 tstart = tic
%Now save the results to a .mat file so I dont have to do this all...
the time
dir = ’C:\ Users\Steve\Documents\MATLAB\Thesis\Results matrices\’;
filname = ’180 0 3 meters matrix.mat’;
save([dir filname],’x_mat_meters ’,’y_mat_meters ’)
76 tf = toc(tstart)
%
clear xmat ymat x_mag_vec y_mag_vec
%
results = zeros (249 ,255 ,5);
81
%Now I am creating a results matrix that will allow for easy ...
comparison
184
%between test cases and faster plotting then plotting above meters...
matrix.
%results(i,i,1) = x mean vel.
%results(i,i,2) = x std dev.
86 %results(i,i,3) = y mean vel.
%results(i,i,4) = y std vel.
%results(i,i,5) = vector magnitude.
%This script cascades through the vector map taking the standard ...
deviation
91 %and average at all points in the vector map.
for count = 1:255
for count2 = 1:249
results(count ,count2 ,1) = nanmean(x_mat_meters(count ,...
count2 ,:));
results(count ,count2 ,2) = nanstd(x_mat_meters(count ,count2...
,:));
96 results(count ,count2 ,3) = nanmean(y_mat_meters(count ,...
count2 ,:));
results(count ,count2 ,4) = nanstd(y_mat_meters(count ,count2...
,:));
end
end
101 results (:,:,5) = sqrt(results (:,:,1).^2 + results (:,:,3).^2);
tstart = tic
%Now save the results to a .mat file so I dont have to do this all...
the time
dir = ’C:\ Users\Steve\Documents\MATLAB\Thesis\Results matrices\’;
106 filname = ’180 0 3 results matrix.mat’;
save([dir filname],’results ’)
tf = toc(tstart)
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