Let R be a prime ring with center Z(R) and extended centroid C, H a non-zero generalized derivation of R and n ≥ 1 a fixed integer. In this paper we study the situations:
Introduction
Throughout this paper, R always denotes a prime ring with center Z(R) and with extended centroid C, U the Utumi quotient ring of R. For given x, y ∈ R, the Lie commutator of x, y is denoted by [x, y] and defined by [x, y] = xy − yx. A linear mapping d : R → R is called a derivation, if it satisfies the Leibniz rule d(xy) = d(x)y+xd(y) for all x, y ∈ R. We recall that an additive map H : R → R is called a generalized derivation, if there exists a derivation d : R → R such that H(xy) = H(x)y + xd(y) holds for all x, y ∈ R. Let S be a nonempty subset of R and F : R → R be an additive mapping. Then we say that F acts as homomorphism or anti-homomorphism on S if F (xy) = F (x)F (y) or F (xy) = F (y)F (x) holds for all x, y ∈ S respectively. The additive mapping F acts as a Jordan homomorphism on S if F (x 2 ) = F (x) 2 holds for all x ∈ S.
Several authors studied the situations, when some specific type of additive maps acts as homomorphisms or anti-homomorphisms in some subsets of R. For instance Asma, Rehman and Shakir in [1] proved that if d is a derivation of a 2-torsion free prime ring R which acts as a homomorphism or ani-homomorphism on a square closed Lie ideal L of R, then d = 0 or L ⊆ Z(R). Recently, in [10] Golbasi and Kaya study the case when derivation d is replaced by generalized derivation H. More precisely, they proved the following: Let R be a prime ring of characteristic different from 2, H a generalized derivation of R, L a Lie ideal of R such that u 2 ∈ L for all u ∈ L. If H acts as a homomorphism or anti-homomorphism on L, then either d = 0 or L ⊆ Z(R).
Recently in [7] , De Filippis studied the situation when generalized derivation H acts as a Jordan homomorphism on a non-central Lie ideal L of R and on the set [I, I], where I is a nonzero right ideal of a prime ring R.
In the present paper our motivation is to generalize all the above results by studying the following situations: 
Remark 2º
Let R be a prime ring and U be the Utumi quotient ring of R and C = Z(U ), the center of U . It is well known that any derivation of R can be uniquely extended to a derivation of U . In [16] Lee proved that every generalized derivation H on a dense right ideal of R can be uniquely extended to a generalized derivation of U and assume the form H(x) = ax + d(x) for all x ∈ U , where a ∈ U and d is a derivation of U .
Generalized derivations on Lie ideals
We establish the following results required in the proof of Theorem 2.1.
Ä ÑÑ

2.1º
Let R = M k (F ), be the ring of all k × k matrices over a field F with k ≥ 2, a ∈ R and n ≥ 1 a fixed integer. If (a[x, y] 2 ) n − (a[x, y]) 2n = 0 for all x, y ∈ R, then a ∈ F · I k and either a = 0 or a n = 1. P r o o f. Let a = (a ij ) k×k , where a ij ∈ F . By e ij , we mean the usual matrix unit, with 1 in the (i, j)-entry and zero elsewhere. By choosing x = e ii , y = e ij for any i = j, we have 0 = −(ae ij ) 2n .
(2.1) Left multiplying (2.1) by e ij , it gives 0 = e ij (ae ij ) 2n = a 2n ji e ij , implying a ji = 0. Thus for any i = j, we have a ij = 0, which implies that a
Hence a θ must also be diagonal. We have
a ii e ii + (a jj − a ii )e ij diagonal. Therefore, a jj = a ii and so a ∈ F · I k . Thus the main assumption reduces to a n (a n − 1)[x, y] 2n = 0 for all x, y ∈ R. By choosing x = e ij , y = e ji we get 0 = a n (a n − 1)[e ij , e ji ] 2n = a n (a n − 1){e ii + e jj }. This leads either a = 0 or a n = 1. 2n , z] = 0, for all x, y, z ∈ R. By choosing x = e ii , y = e ij and z = e ik for any i = j = k, we have
Thus b ji = 0. We conclude that b is a diagonal matrix. By the same argument in Lemma 2.1, we have b ∈ F · I k . Similarly we can conclude a ∈ F · I k . Therefore the main assumption says that
Hence a − b = 0 or (a − b) n = 1. 
By Chuang [4: Theorem 2], this generalized polynomial identity (GPI) is also satisfied by U . We assume either a / ∈ C or b / ∈ C and prove that a number of contradictions follows. In this case F (x, y) = 0 is a nontrivial (GPI) for U . In case C is infinite, we have F (x, y) = 0 for all x, y ∈ U C C where C is the algebraic closure of C. Since both U and U C C are prime and centrally closed [8] , we may replace R by U or U C C according to C is finite or infinite.
Thus we may assume that R is centrally closed over C which is either finite or algebraically closed and F (x, y) = 0 for all x, y ∈ R. By Martindale's Theorem [17] , R is then a primitive ring having nonzero soc(R) with C as the associated division ring. Hence by Jacobson's Theorem [12] , R is isomorphic to a dense ring of linear transformations of a vector space V over C.
We want to show that for any v ∈ V , v and bv are linearly C-dependent. Suppose on contrary that v and bv are linearly C-independent for some v ∈ V . By density there exist x, y ∈ R such that
Then [x, y]v = 0, [x, y]bv = v, and so [x, y] 2 bv = 0. Hence
a contradiction. Thus we conclude that {v, bv} is a linearly C-dependent set of vectors for any v ∈ V . By standard argument, it follows that b ∈ C. Then our assumption reduces to (a [x, y] 2 ) n − (a [x, y]) 2n = 0 for all x, y ∈ R, where a = a − b and a / ∈ C, since a / ∈ C. Notice that if dim C V = k, then by Lemma 2.1 it follows the contradiction a ∈ C. Thus dim C V = ∞ and for any e 2 = e ∈ soc(R) we have eRe ∼ = M t (C) with t =dim C V e. Since a does not centralize the nonzero ideal soc(R), then there exists h ∈ soc(R) such that [a , h] = 0. By Litoff's theorem [9] , there exists idempotent e ∈ soc(R) such that a h, ha , h ∈ eRe. We have eRe
y]) 2n = 0. Then by the above finite dimensional case, ea e is a central element of eRe. Thus a h = ea eh = hea e = ha , which contradicts our assumption. In light of previous argument, we have that both a and b must be central elements of U and then our identity reduces to a n (a n − 1)[x, y] 2n = 0, for all x, y ∈ R and for a = a − b ∈ C. By the primeness of R, and since R is not commutative, it follows the required conclusion a = 0 or a n = 1.
GENERALIZED DERIVATIONS AS A GENERALIZATION OF JORDAN HOMOMORPHISMS
Then one of the following holds:
(1) char(R) = 2 and R satisfies s 4 ;
(2) H(x) = bx for some b ∈ C and b n = 1.
P r o o f. We assume that either char(R) = 2 or R does not satisfy s 4 . Since L is non central by Remark 1, there exists a nonzero ideal I of R such that [I, I] ⊆ L. Thus by assumption, I satisfies the differential identity
Since I and U satisfy the same differential identities [16] , we may assume that
for all x, y ∈ U that is 
where n ≥ 1 is a fixed integer. Then one of the following holds:
P r o o f. Since R and U satisfy the same generalized polynomial identities (see [4] ), U satisfies
(2.3)
Suppose first that g(x, y, z) is a trivial generalized polynomial identity for R. Let T = U * C C{x, y, z} be the free product of U and C{x, y, z}, the free C-algebra in noncommuting indeterminates x, y, z. Then
is zero element in T . Let a / ∈ C. Then a and 1 are linearly independent over C. Thus from above, 
This gives either a − b = 0 or (a − b) n = 1, which is our conclusion. Next we assume that g(x, y, z) is a nontrivial generalized polynomial identity for R and so for U . Let Since I and U satisfy the same generalized polynomial identities (see [4] ) as well as the same differential identities (see [16] ), we may assume that U satisfies 
Generalized derivations on right ideals
In this section we will prove the following theorem: To prove this theorem, we need the following:
Ä ÑÑ
3.1º
Let R be a prime ring with extended centroid C and I a nonzero right ideal of R. If for some a, b ∈ R, (a[x 1 , x 
for all x 1 , x 2 ∈ I, then R satisfy a non-trivial generalized polynomial identity or there exist α, β ∈ C such that (a − α)I = 0, (b − β)I = 0 with α + β = 0 or (α + β) n = 1 or b = −α ∈ C.
P r o o f. By our hypothesis, for any x 0 ∈ I, R satisfies the following generalized identity
We assume that this is a trivial (GPI) for R, for otherwise we are done. If there exists x 0 ∈ I such that {x 0 , ax 0 } is linearly C-independent, then from above we have that R satisfies
and then by the same manner we have
which is nontrivial, a contradiction. Thus {x, ax} is linearly C-dependent for all x ∈ I that is (a − α)I = 0 for some α ∈ C. Then our generalized identity reduces to
If {x 0 , (b + α)x 0 } is linearly independent over C, then 
Since this is a trivial (GPI) for R, we conclude that either α + β = 0 or (α + β) n = 1 or b = −α ∈ C. In particular for X = 0, we have [xZ 1 , yY ] 2n = 0 for all Z 1 , Y ∈ U. In particular, [x, y] 2n = 0 for all x, y ∈ I. Then by [5: Lemma 2 (II)], [I, I]I = 0, which is our conclusion (1). From above Theorem 3.1 following corollary is straightforward. 
