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Abstract
We consider the problem
y′′ = a(x, y)(y − b), y(0)= 0, y′(1)= g(y(ξ), y′(ξ))
(0 < x < 1, ξ fixed in (0,1)) as a model of steady-state heat conduction in a rod when
the heat flux at the end x = 1 is determined by observation of the temperature and heat
flux at some interior point ξ . We establish conditions sufficient for existence, uniqueness,
and positivity of solutions. Existence and uniqueness for a semi-infinite problem with a
boundary condition of this form are also examined.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let a slender heat-conducting rod of normalized length one occupy the interval
0 < x < 1. Suppose that the lateral surface dissipates or absorbs heat according to
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Newton’s law of cooling into a constant ambient temperature b. Let the surface
coefficient of heat transfer and the heat transfer surface area per unit length
depend on location x and rod temperature y(x); both of these functions are
positive. Then the steady-state heat distribution in the rod satisfies the differential
equation y ′′(x) = a(x, y(x))(y(x) − b), where a is the product of the two
functions mentioned above and so positive. We are interested in the possibility
of determining the temperature distribution in the rod when the heat flux at one
end is determined by observation of the temperature and heat flux at some point(s)
in the interior of the rod; for example, by observation of a thermocouple reading
at a known interior point. Thus the boundary condition at, say, x = 1 will have the
form y ′(1) = g(y(ξ), y ′(ξ)) for some ξ ∈ (0,1) and suitable function g. At the
other boundary point x = 0 we suppose for simplicity that the temperature has
a specified value; by choosing the zero of the temperature scale to be this value
we may assume that the boundary condition at x = 0 is homogeneous. Thus the
problem proposed has the form
y ′′(x)= a(x, y(x))(y(x)− b) (0 < x < 1),
y(0)= 0, y ′(1)= g(y(ξ), y ′(ξ)) (1)
for some fixed ξ ∈ (0,1).
As an example of what may be expected, we consider the simple special case
y ′′ = a2y, y(0)= 0, y ′(1)= αy(ξ)+ βy ′(ξ)+ γ (2)
where a,α,β, γ = 0 are constants. We are interested in conditions sufficient
to guarantee existence for all a > 0 and all ξ ∈ (0,1). Since solutions of the
differential equation and the first boundary condition have the form y(x)= k×
sinhax for some constant k, this y will be a solution of the boundary value
problem if and only if k satisfies
k
(
a cosha − α sinh(aξ)− βa cosh(aξ))= γ. (3)
Considering briefly the case α = 0, we see that for β > 1 there is a value of ξ for
which no solution exists. Thus we expect that β  1 is necessary. Returning to the
case of general linear g in (2), i.e., to (3), we may take the limit as ξ → 1− to get
that
1− β
α
= 1
a
tanha
must hold. Since (tanha)/a has range (0,1) for a > 0, it is sufficient to require
that α+ β < 1. On the other hand, if αˆ > 0 and αˆ+ βˆ > 1, then 1 > (1− βˆ)/αˆ =
1
a
tanha for some a, so α + β  1 is also necessary if a solution is to exist for
each a > 0.
A related problem but with Dirichlet-type boundary conditions is studied in
[4]. In [8] rather similar problems of our basic form are considered, but the right-
hand sides of the differential equations are allowed to grow only sublinearly or
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at a sufficiently slow linear rate. [9,10] are devoted to three-point boundary value
problems for nonlinear equations with the boundary conditions having the special
linear form u(0)= c1, u(1−)= u(ξ)+ c2 for constants c1, c2. In [11] a general
linear boundary condition u(−1) = ∫ 10 u(x) dµ(x)+ c1 is considered for linear
equations. [2,3] study nonlinear equations with linear boundary conditions. Three-
point boundary conditions of the general form u(0)= c1, u(1/2)= c2, u(1)= c3
have been studied for nonlinear [12,13] or linear [7] second-order differential
equations with parameters. The Neumann-type multipoint boundary condition
in (1) seems not to have been studied before. A comprehensive introduction to
the question of existence of positive solutions in general is provided in [1].
In the following we first establish two rather specialized implicit function the-
orems which do not require—or guarantee—differentiability, but only continuity;
both of these theorems will be utilized in establishing certain a priori estimates in
the following two sections. We treat first existence and uniqueness questions for
g decreasing in both arguments, and then for g increasing in these arguments. We
then establish conditions under which the solution is positive. In the final section
we consider the problem on the semi-infinite interval [0,∞).
2. Implicit function theorems
The following lemmas are forms of the implicit function theorem that do not
require differentiability, only continuity. They were used without detailed proofs
in [4] and will be exploited systematically here in the sequel.
Lemma 1. Let µ ∈ Rn, let x ∈ R, and let g(x,µ) be continuous in all variables
and nonincreasing in x for each µ ∈ Rn. Then the equation
x = g(x,µ) (4)
has a unique solution x(µ), and x(·) is a continuous function of µ.
Proof. Uniqueness is obvious since the left side of (4) is increasing and the right
side is nonincreasing. Consider the function h(x,µ) ≡ x − g(x,µ), which is
increasing in x , and let x2 > x1. Then
h(x2,µ)− h(x1,µ)= x2 − x1 −
[
g(x2,µ)− g(x1,µ)
]
 x2 − x1.
Fixing x1 and letting x2 →+∞, we see that h(x,µ)→+∞ as x →+∞ for
any µ; similarly fixing x2 and letting x1 →−∞, we see that h(x,µ)→−∞ as
x →−∞. Existence of a solution to h(x,µ) = 0 follows from the intermediate
value theorem.
There remains only to prove continuity. Let  > 0 be given. Suppose first that
δ is such that x(µ+ δ) x(µ); then
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0 x(µ+ δ)− x(µ)= g(x(µ+ δ),µ+ δ)− g(x(µ),µ)
= [g(x(µ+ δ),µ+ δ)− g(x(µ),µ+ δ)]
+ [g(x(µ),µ+ δ)− g(x(µ),µ)]
 g
(
x(µ),µ+ δ)− g(x(µ),µ)
since g is nonincreasing in x . The last expression can be made less than  by
choosing ‖δ‖ small, from the continuity of g in its second argument. Suppose
next that x(µ+ δ) x(µ), so that
0 x(µ+ δ)− x(µ)= [g(x(µ+ δ),µ+ δ)− g(x(µ),µ+ δ)]
+ [g(x(µ),µ+ δ)− g(x(µ),µ)]
 g
(
x(µ),µ+ δ)− g(x(µ),µ)−
if ‖δ‖ is small enough, as before. ✷
Lemma 2. Let µ ∈ Rn, let x ∈ R, and let g(x,µ) have the following properties:
(a) for each x ∈ R, g(x, ·) is continuous,
(b) z2 > z1 ⇒ 0  g(z2,µ) − g(z1,µ)  γ (z2 − z1), where the constant γ
satisfies 0 < γ < 1.
Then the equation x = g(x,µ) has a unique solution x(µ), which is moreover
continuous in µ.
Remark. The second hypothesis on g is a combination of the requirement that g is
nondecreasing and that g satisfies a one-sided Lipschitz condition with Lipschitz
constant γ less than one. Of course it guarantees that g(·,µ) is continuous for
each fixed µ.
Proof. Set h(x,µ)= x − g(x,µ) and let z2 > z1; then
h(z2,µ)− h(z1,µ)= (z2 − z1)−
(
g(z2,µ)− g(z1,µ)
)
 (1− γ )(z2 − z1).
Fix z1 and let z2 →∞ to get that limz→∞ h(z,µ)=∞; fix z2 and let z1 →−∞
to get that limz→−∞ h(z,µ)=−∞. Existence of a value x(µ) satisfying x(µ)=
g(x(µ),µ) follows from the intermediate value theorem. Suppose for some µ that
z2 > z1 are two solutions of x = g(x,µ); then
0 < z2 − z1 = g(z2,µ)− g(z1,µ) γ (z2 − z1),
contradicting γ < 1. Thus the function x(µ) is well defined.
To establish continuity, let  > 0 and suppose first that δ is such that x(µ+δ)
x(µ). Then
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0 x(µ+ δ)− x(µ)= g(x(µ+ δ),µ+ δ)− g(x(µ),µ)
= g(x(µ+ δ),µ+ δ)− g(x(µ),µ+ δ)+ g(x(µ),µ+ δ)− g(x(µ),µ)
 γ
[
x(µ+ δ)− x(µ)]+ g(x(µ),µ+ δ)− g(x(µ),µ),
from which it follows that
0 x(µ+ δ)− x(µ) g(x(µ),µ+ δ)− g(x(µ),µ)
1− γ .
The right-hand side can be made small by choosing the vector δ small, by the
continuity of g(x, ·).
Suppose now that x(µ+ δ) < x(µ) for some δ. Then, much as before,
0 x(µ+ δ)− x(µ)= (g(x(µ+ δ),µ+ δ)− g(x(µ),µ+ δ))
+ (g(x(µ),µ+ δ)− g(x(µ),µ))
 γ
(
x(µ+ δ)− x(µ))+ g(x(µ),µ+ δ)− g(x(µ),µ)
or
0 x(µ+ δ)− x(µ) g(x(µ),µ+ δ)− g(x(µ),µ)
1− γ
which can again be made small by choosing ‖δ‖ adequately small. ✷
These lemmas can be strengthened in various ways, but the present forms are
adequate for our purposes.
3. Existence and uniqueness of solutions, I
Theorem 1. Let ξ ∈ (0,1); let g ∈ C(R2) be nonincreasing in each of its argu-
ments; let a(x, y) be continuous and positive on [0,1]× (−∞,∞). Then (1) has
a classical solution.
Proof. We first obtain a priori bounds, uniform in λ ∈ [0,1], on any solution yλ
of the one parameter family of problems
y ′′λ(x)= λa
(
x, yλ(x)
)(
yλ(x)− b
)
(0 < x < 1),
yλ(0)= 0, y ′λ(1)= g
(
yλ(ξ), y
′
λ(ξ)
)
. (5)
We treat the case λ= 0 separately. Obviously y0 = αx is then the solution of (5)
if and only if α = g(αξ,α). Since ξ is fixed, from Lemma 1 we see that this
equation has a unique solution for α, and thus that (5) has a unique solution for
this case.
We assume throughout the remainder of the derivation that λ > 0. Suppose that
yλ has an interior local maximum or minimum at some xˆ. Since y ′′λ(x) > 0 for
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yλ(x) > b and y ′′λ(x) < 0 for yλ(x) < b, we have that |yλ(xˆ)| |b|, providing the
desired a priori bound. There remains to consider the possibilities that yλ achieves
its maximum or its minimum at x = 1. We examine first the case that yλ achieves
an absolute maximum at x = 1; without loss of generality we may assume that
yλ(1) > b.
Case 1. b  0. In this case yλ(1) > 0. Were yλ(ξ) < 0 to hold, yλ would have a
negative minimum at some τ ∈ (0,1), where yλ(τ ) < b, implying in turn that
y ′′λ(τ ) < 0. This contradiction shows that yλ(ξ)  0 must be valid. From the
monotonicity of g we get that
y ′λ(1)= g
(
yλ(ξ), y
′
λ(ξ)
)
 g
(
0, y ′λ(ξ)
)
. (6)
Since the maximum of yλ occurs at 1, we must have y ′λ(1) 0. Were y ′λ(ξ) < 0
and yλ(ξ)  b, there would exist τ ∈ (0, ξ) such that yλ(τ ) > b and yλ has
a local maximum at τ , contradiction. Were y ′λ(ξ) < 0 and yλ(ξ) < b, there
would exist τ ∈ (ξ,1) such that yλ(τ ) < b and yλ has a local minimum at τ ,
again a contradiction. Therefore it must be that y ′λ(ξ)  0, whence (6) yields
y ′λ(1)  g(0,0). Since the graph of yλ is concave up whenever yλ(x) > b, it
follows that y ′λ(x) y ′λ(1) whenever yλ(x) > b and therefore that
yλ(x) yλ(1) b+ y ′λ(1) b+ g(0,0),
a suitable a priori upper bound.
Case 2. b < 0. There is no loss of generality in assuming yλ(1) > 0. If yλ  0 on
[0,1], then y ′′λ > 0 since yλ > b there. But then the graph of yλ is concave up, so
y ′λ(ξ) 0. It follows that y ′λ(x) y ′λ(1) g(0,0) on [0,1], supplying the a priori
upper bound yλ(x) g(0,0).
There remains to consider the subcase in which yλ has a negative minimum at
some τ ∈ (0,1). Then yλ(τ ) b, and hence yλ(x) b, must hold, implying that
yλ(ξ) b and thus that y ′λ(1) g(b, y ′λ(ξ)). If y ′λ(ξ) 0 holds, then from this we
have the bound yλ(x) yλ(1) y ′λ(1) g(b,0). Suppose finally that y ′λ(ξ) < 0.
By the mean value theorem for the derivative, there is a ζ ∈ (0, ξ) such that
b
ξ
 yλ(ξ)
ξ
= y ′λ(ζ ) y ′λ(ξ)
since the graph of yλ is concave up. From this we have that yλ(1)  y ′λ(1) 
g(b, b/ξ).
Combining all the arguments above yields the existence of a constant k1,
independent of λ ∈ [0,1], such that yλ(x) k1 for all x ∈ [0,1]. Since the change
of variables yλ → −yλ, b → −b, g(s, t) → −g(−s,−t) leaves the form and
properties of the problem (5) invariant, there is a constant k2 such that yλ(x) 
−k2. Thus there is a constantC0, independent of λ ∈ [0,1], such that |yλ(x)| C0
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for all x ∈ [0,1] and any solution yλ of (5). From the differential equation we have
that |y ′′λ(x)| C2 for C2 = maxx∈[0,1],|y|C0 a(x, y)|y − b|. By the mean value
theorem, there exists τ ∈ (0,1) such that |y ′λ(τ )| = |yλ(1)| C0; thus∣∣y ′λ(x)∣∣
∣∣∣∣∣
x∫
τ
∣∣y ′′λ(t)∣∣dt
∣∣∣∣∣+ ∣∣y ′λ(τ )∣∣ C2 +C0 ≡ C1
on [0,1]. This completes the derivation of a priori bounds.
Let C2 denote the Banach space {y ∈ C2[0,1]: y(0)= 0} with the norm
‖y‖2 =max
{
max
[0,1]
∣∣y(x)∣∣/C0, max[0,1]∣∣y ′(x)∣∣/C1, max[0,1]∣∣y ′′(x)∣∣/C2}
and C1 the space {y ∈ C1[0,1]: y(0)= 0} with the norm
‖y‖1 =max
{
max[0,1]
∣∣y(x)∣∣/C0, max[0,1]∣∣y ′(x)∣∣/C1};
let C0 denote the space C[0,1] with the usual norm ‖y‖0 = max[0,1] |y(x)|.
By the Ascoli–Arzela theorem, the injection map j : C2 → C1 defined by
jy = y is completely continuous. The map F : C1 → C0 defined by F(y)(x) =
a(x, y(x))(y(x)− b) is continuous.
We want now to define a map Lλ that is essentially the map u → uλ where
u′′λ = λu, uλ(0)= 0, u′λ(1)= g
(
uλ(ξ), u
′
λ(ξ)
);
solving this problem, we see that uλ must satisfy
uλ(x)= xg
(
uλ(ξ), u
′
λ(ξ)
)− λ x∫
0
su(s) ds − λx
1∫
x
u(s) ds.
Motivated by this in our search for fixed points, we define
(Lλu)(x)= xCλ(u)− λ
x∫
0
su(s) ds − λx
1∫
x
u(s) ds (7)
on C0, where the constant Cλ(u) must satisfy the equation
Cλ(u)= g
(
Cλ(u)ξ − λ
ξ∫
0
su(s) ds − λξ
1∫
ξ
u(s) ds,
Cλ(u)− λ
1∫
ξ
u(s) ds
)
. (8)
We must, of course, show that (8) has a unique solution. But the right-hand side
of (8) is a nonincreasing function of Cλ(u) and the left-hand side is linear with
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positive slope, so by Lemma 1 (8) does indeed have a unique solution. Moreover,
this solution obviously depends continuously on λ ∈ [0,1] and u ∈ C0 since the
coefficients in (8) do. Thus Lλ is well-defined on C0. In addition
(Lλu)
′(x)= Cλ(u)− λ
1∫
x
u(s) ds, (Lλu)
′′(x)= λu(x),
so Lλ(·) is continuous into C2.
We define a homotopy H by Hλ = Lλ ◦F ◦ j : [0,1]×C2 → C2. If u is a fixed
point of Hλ for some λ, then
u(x)= xCλ
(
a
(·, u(·))(u(·)− b))− λ x∫
0
sa
(
s, u(s)
)(
u(s)− b)ds
− λx
1∫
x
a
(
s, u(s)
)(
u(s)− b)ds (9)
where Cλ satisfies (8) with u(·) replaced by a(·, u(·))(u(·)− b). It follows that
u′(x)= Cλ
(
a
(·, u(·))(u(·)− b))− λ 1∫
x
a
(
s, u(s)
)(
u(s)− b)ds,
u′′(x)= λa(x,u(x))(u(x)− b).
From the first of these equations we get that u′(1) = Cλ(a(·, u(·))(u(·) − b))
which from (9) and (8) with u replaced by a(·, u)(u− b) gives
u′(1)= g(u(ξ), u′(ξ));
i.e., u is a solution of the problem (5). Conversely, solutions of (5) are fixed points
of Hλ. Our a priori estimates now show that any fixed point u of Hλ (λ ∈ [0,1])
satisfies ‖u‖2  1.
Pick any  > 0 and define U = {y ∈ C2: ‖y‖2 < 1 + }, so that U is an open
bounded subset of C2. Since j is completely continuous, Hλy |U¯ is compact. For
λ= 0 we have
(H0y)(x)= C0
(
a
(·, y(·))(y(·)− b))x
whence
C0
(
a
(·, y(·))(y(·)− b))
= g(ξC0(a(·, y(·))(y(·)− b)),C0(a(·, y(·))(y(·)− b))).
But the equation α = g(αξ,α) has a unique solution for α by Lemma 1. So
C0(a(·, y(·))(y(·)− b)) is independent of y . The a priori estimates show that the
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compact homotopy Hλ has no fixed points on ∂U , since any solution of (5) lies
in U . Because H0 is a constant map into U , it is essential [5,6]. By the topological
transversality theorem [5,6] so is H1, which therefore has a fixed point in U . This
fixed point provides the solution of (1). ✷
We turn now to establishing uniqueness of the solution.
Theorem 2. Let ξ ∈ (0,1); let g be nonincreasing in both arguments; let a(x, y)
be continuous and locally Lipschitz in y on [0,1] × (−∞,∞); and let a(x, y)×
(y − b) be nondecreasing in y for each fixed x ∈ [0,1]. Then any solution of (1)
is unique.
Proof. Let u and v be two distinct solutions of (1). By uniqueness for the initial
value problem for y ′′ = a(x, y)(y − b), it must be that u′(0) = v′(0). Suppose
then without loss of generality that v′(0) > u′(0), and consider the following all-
inclusive three cases:
Case 1. v(x) > u(x) on (0,1] and v′(x) > u′(x) on [0,1]. In this case v′(1) =
g(v(ξ), v′(ξ)) g(u(ξ), u′(ξ))= u′(1), a contradiction.
Case 2. v(x) > u(x) on (0,1] and v′(η)= u′(η) for some η ∈ (0,1]. Then
v′(η)= v′(0)+
η∫
0
a
(
s, v(s)
)(
v(s)− b)ds
> u′(0)+
η∫
0
a
(
s, u(s)
)(
u(s)− b)ds = u′(η),
a contradiction.
Case 3. There exists ζ ∈ (0,1] such that v(x) > u(x) on (0, ζ ) and v(ζ )= u(ζ ).
But this implies that
v(ζ )= v′(0)ζ +
ζ∫
0
(ζ − s)a(s, v(s))(v(s)− b)ds
> u′(0)ζ +
ζ∫
0
(ζ − s)a(s, u(s))(u(s)− b)ds = u(ζ ),
again a contradiction. ✷
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Remark. Theorems 1 and 2 extend easily to problems with the more general
boundary condition at x = 1
y ′(1)= g(y(ξ1), y ′(ξ1), . . . , y(ξn), y ′(ξn)), ξ1, . . . , ξn ∈ (0,1),
provided g is nonincreasing in all its arguments. The maps F and Lλ are un-
changed except that in the latter Cλ(u) must now satisfy
Cλ(u)= g
(
Cλ(u)ξ1 − λ
ξ1∫
0
su(s) ds − λξ1
1∫
ξ1
u(s) ds,
Cλ(u)− λ
1∫
ξ1
u(s) ds, . . .
)
(10)
instead of (8). Equation (10) still has a unique solution by Lemma 1. The
remainder of the proofs require little adjustment.
4. Existence and uniqueness of solutions, II
Theorem 3. Let ξ ∈ (0,1) and let a be continuous and positive on [0,1] ×
(−∞,∞). Let g be continuous on R × R and let there exist γ1, γ2 > 0 such that
γ1 + γ2 < 1 and for all zi and xi with zi  xi , i = 1,2, the inequalities
0 g(z1, z2)− g(x1, x2) γ1(z1 − x1)+ γ2(z2 − x2)
hold. Then (1) has a solution.
Proof. We again consider the one-parameter family of problems (5), starting with
the case λ = 0. Solutions then are of the form y0(x)= αx where α must satisfy
α = g(αξ,α). Set G(x, ξ)= g(ξx, x); then z2 > z1 implies that
0G(z2, ξ)−G(z1, ξ)= g(ξz2, z2)− g(ξz1, z1)
 γ1(ξz2 − ξz1)+ γ2(z2 − z1) < (γ1 + γ2)(z2 − z1).
Thus G(x, ξ) satisfies the hypotheses of Lemma 2 with n= 1 and γ = γ1 + γ2. It
follows that there is a unique α satisfying α = g(αξ,α) and thus a unique solution
of (5) for λ= 0.
We now establish a priori bounds on yλ for λ ∈ (0,1]. As in the proof of
Theorem 1, a solution yλ of (5) cannot have an interior maximum exceeding b
nor an interior minimum less than b. Suppose that the maximum of yλ occurs
at 1; then yλ(1) > 0. If yλ(1)  b we have our bound, so suppose further that
yλ(1) > b. We divide the analysis into three cases:
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Case 1. b > 0 and yλ(ξ)  b. By the mean value theorem there is a ζ ∈ (0, ξ)
such that
y ′λ(ξ) y ′λ(ζ )=
yλ(ξ)
ξ
 b
ξ
,
the first inequality coming from the convexity of yλ. It follows from the
monotonicity of g that y ′λ(1)  g(b, b/ξ) and therefore that yλ(x)  yλ(1) 
b+ y ′λ(1)(1− ξ) b+ g(b, b/ξ).
Case 2. yλ(ξ)  b, implying that y ′λ(ξ)  y ′λ(1) and that yλ(1)  b + y ′λ(1).
Therefore y ′λ(1)  g(b + y ′λ(1), y ′λ(1)). Suppose, by way of contradiction, that
the inequality z g(b+ z, z) were to hold for arbitrarily large z. Let z 0 be any
value for which this inequality holds. Then
z− g(b,0) g(b+ z, z)− g(b,0) (γ1 + γ2)z,
or
z g(b,0)
1− γ1 − γ2 .
Thus there must exist a number η (independent of λ ∈ (0,1]) such that z g(b+
z, z) implies that z η. It follows that y ′λ(1) η and that yλ(x) yλ(1) b+ η.
Case 3. yλ(ξ) b  0. Since yλ(1) > 0, we must have yλ(x) b for all x ∈ [0,1],
and yλ is concave up. Thus the maximum of y ′λ occurs at x = 1, and yλ(x) y ′λ(1)
for all x; in particular, yλ(ξ)  y ′λ(1). Since we also have y ′λ(ξ) y ′λ(1), we get
that y ′λ(1) g(y ′λ(1), y ′λ(1)). The existence of an upper bound for this case now
follows from the argument presented in Case 2, but with b set equal to zero.
We conclude that there exists a constant Ĉ0 such that any solution yλ of (5)
for any λ ∈ [0,1] satisfies yλ(x) Ĉ0 on (0,1]. Employing the invariance of the
form of (5) and the properties of g stated in the theorem under the change of
variables y →−y , b→−b, g(s, t)→−g(−s,−t), we conclude that there is a
constant C0 such that |yλ(x)|  C0 holds for x ∈ [0,1] and λ ∈ [0,1]. A priori
bounds |y ′λ| C1 and |y ′′λ |C2 now follow as before.
We define spaces C0, C1, C2 and operators j , F , and Lλ exactly as before. We
must again show that (8) has a solution Cλ(u), and that Cλ(u) depends continu-
ously on λ and u ∈ C0. Let us set w = Cλ(u) for convenience and abbreviate (8)
as w= g(ξw − p,w− q), where
p = λ
ξ∫
0
su(s) ds + λξ
1∫
ξ
u(s) ds, q = λ
1∫
ξ
u(s) ds
obviously depend continuously on λ and u. Let G(x,p,q)≡ g(ξx − p,x − q);
then for z2 > z1 we have
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0G(z2,p, q)−G(z1,p, q)= g(ξz2 − p, z2 − q)− g(ξz1 − p, z1 − q)
 (γ1ξ + γ2)(z2 − z1).
That is, the hypotheses of Lemma 2 are satisfied with n = 2 and γ = γ1ξ + γ2.
Existence and continuity of Cλ(u) now follow from that lemma, so Lλ is well-
defined and a continuous map into C2, as before.
We define the homotopy H as in the proof of Theorem 1, observing that fixed
points of H are precisely the solutions of (5). The remainder of the proof is
identical with that of Theorem 1, except that Lemma 2 must be cited in lieu of
Lemma 1. ✷
Theorem 4. Let ξ ∈ (0,1); let a(x, y) be continuous on [0,1] × (−∞,∞), let
a(x, y)(y − b) be nondecreasing in y , and let a(x, y)(y− b) be locally Lipschitz
in y on [0,1] × (−∞,∞). Let g be continuous on R × R and let there exist
γ1, γ2 > 0 such that γ1 + γ2 < 1 and for all zi and xi with zi  xi , i = 1,2, the
inequalities
0 g(z1, z2)− g(x1, x2) γ1(z1 − x1)+ γ2(z2 − x2)
hold. Then the solution of (1) is unique.
Proof. Suppose to the contrary that u and v are two distinct solutions of (1).
Since u(0) = v(0) = 0, we cannot have u′(0) = v′(0) else u ≡ v by uniqueness
for the initial value problem. Let v′(0) > u′(0). Then on some interval (0, δ) we
have v(x) > u(x) whence
v′′(x)= a(x, v(x))(v(x)− b) a(x,u(x))(u(x)− b)= u′′(x)
also holds on (0, δ] and therefore v′(x) > u′(x) on (0, δ]. Thus v(x) > u(x),
v′(x) > u′(x), and v′′(x) > u′′(x) must hold throughout (0,1]. We have from
this that
0 < v′(1)− u′(1)= g(v(ξ), v′(ξ))− g(u(ξ), u′(ξ))
 γ1
(
v(ξ)− u(ξ))+ γ2(v′(ξ)− u′(ξ))
 γ1
(
v(1)− u(1))+ γ2(v′(1)− u′(1)) (γ1 + γ2)(v′(1)− u′(1)),
contradicting the hypothesis that γ1 + γ2 < 1. ✷
5. Positivity of solutions
Theorem 5. Let a > 0 on [0,1] × (−∞,∞) and b  0. Then any solution of (1)
is nonnegative on [0,1] if any of the following holds:
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(i) g : R×R →[0,∞); or
(ii) g is nondecreasing on R2, and there exists η > 0 such that g(z1, z2)  z2
only for z2  η; or
(iii) g is nonincreasing on R2 with g(b, b/ξ) > 0.
Proof. Suppose that (i) holds. If a solution y is anywhere negative, then y has
a negative minimum at some xˆ ∈ (0,1]. From the differential equation, we have
the contradiction y ′′(xˆ) < 0 if xˆ ∈ (0,1). Since y ′(1) = g(y(ξ), y ′(ξ))  0, the
nonnegativity is established. For the case (ii) suppose that y has its minimum
at 1, so that y(1)  y(ξ). If y(ξ) > b, then y has a maximum exceeding b,
contradicting the differential equation. Since y(ξ)  b, y ′′(x)  0 must hold on
[ξ,1], so that y ′(1) y ′(ξ). Then g(y(1), y ′(1)) g(y(ξ), y ′(ξ))= y ′(1), which
implies y ′(1)  η > 0. Hence, y  0 on [0,1] and case (ii) is established. In
the case where (iii) holds, we continue to have that no solution has a negative
local minimum on (0,1), so it will again suffice to show that y(1)  0. By
way of contradiction, assume that y(1) < 0. Then y ′(1) 0. In addition, assume
that y(ξ)  0; if y ′(ξ) > 0, then y would have a negative minimum somewhere
on (0, ξ), so y ′(ξ)  0 must hold. Then y ′(1) = g(y(ξ), y ′(ξ))  g(0,0) 
g(b, b/ξ) > 0, a contradiction. Now suppose that y(ξ)  0. Since y cannot
have a local maximum greater than b, y(ξ)  b. Were y ′(ξ) < 0, we would
have y ′(1) = g(y(ξ), y ′(ξ))  g(b,0)  g(b, b/ξ) > 0, a contradiction. Were
y ′(ξ) > 0, we would have y ′(ξ)  y(ξ)/ξ  b/ξ from the concavity of y .
Hence, y ′(1) g(b, b/ξ) > 0. This contradiction to our assumption that y(1) < 0
completes the proof. ✷
6. Existence and uniqueness on a semi-infinite interval
In this section we study the existence of solutions for the problem
y ′′(x)= a(x, y(x))y(x) (0 < x),
lim
x→∞y(x)= 0, y
′(0)= g(y(ξ), y ′(ξ)) (11)
for some fixed ξ ∈ (0,∞). We will approach this problem by considering the
family of finite-interval problems
y ′′(x)= a(x, y(x))y(x) (0 < x <N),
y(N)= 0, y ′(0)= g(y(ξ), y ′(ξ)), (12)
where ξ is fixed and N > ξ is a parameter. Our goal is to show that a subsequence
of the solutions of (12) converges uniformly on [0,∞) to a solution of (11) as
N →∞; we use the Extended Ascoli–Arzela Lemma proved in [4]. The change
of variable x→ 1− x/N reduces (12) to the problem previously studied:
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u′′N(x)=A
(
N,x,uN(x)
)
uN(x) (0 < x < 1),
uN(0)= 0, u′N(1)=G
(
uN(ζ ), u
′
N(ζ )
)
, (13)
where A(N,x,uN)= N2a(N(1 − x),uN), ζ = 1 − ξ/N , and G(p,q)=−N ×
g(p,−q/N).
Theorem 6. Let ξ ∈ (0,∞); let a(x, y) be continuous and bounded below by
some σ 2 > 0 on [0,∞)× (−∞,∞); and let g ∈C(R×R) satisfy one of
(i) g is nondecreasing in the first argument and nonincreasing in the second.
(ii) g is nonincreasing in the first argument, nondecreasing in the second, and
there exists γ , 0 γ < 1, such that for all zi and xi with zi  xi , i = 1,2, the
inequality 0 g(x1,−x2)− g(z1,−z2) γ (z2 − x2) holds. Then (11) has a
solution.
Proof. By Theorem 1 in case hypothesis (i) holds and Theorem 3 in the case
of (ii), we see that (13) and hence (12) has solutions for each N > ξ . Extend
any solution yN of (12) to [0,∞) by setting yN(x) = 0 for x > N ; then the
extended solution is continuous on [0,∞). Let F be the set of these extended
solutions yN . To show that F is equicontinuous, it will suffice to show that
|y ′N(x)| is bounded uniformly on [0,∞). Suppose that yN(0) > 0 and yN has
a positive local maximum at xˆ. Then y ′′N(xˆ) > 0, contradiction. Similarly, yN has
no negative local minimum either. Therefore, if yN(0) > 0, y ′N  0 and y ′N is
nondecreasing. That is, y ′N(0)  y ′N(x)  0 and yN(0)  yN(x)  0 on [0,N].
Therefore, it is enough to bound |y ′N(0)|. First, let g satisfy (i). Then y ′N(0) 
g(0,0) independent of N . Hence, we obtain that for x ∈ [0,∞)
0 y ′N(x) y ′N(0) g(0,0).
Now, let g satisfy (ii). Then y ′N(0) g(yN(0), y ′N(0)). Since g is nonincreasing
in the first argument and yN(0)−y ′N(0)N , we have
−y ′N(0)+ g(0,0)−g
(
yN(0), y ′N(0)
)+ g(0,0)
−g(−y ′N(0)N,y ′N(0))+ g(0,0)
or
−y ′N(0)
−g(0,0)
1− γ .
For both conditions (i) and (ii), yN ≡ 0 for all x if yN(0) = 0 and a symmetric
argument holds for the case yN(0) < 0. This proves that F is equicontinuous.
Continuing to consider in detail the case yN > 0, y ′N < 0, we integrate
y ′Ny ′′N  σ 2yNy ′N over the interval [x,N] to conclude that
y ′N(N)2 − y ′N(x)2  σ 2
[
yN(N)
2 − yN(x)2
]
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so that y ′N(x)2  σ 2yN(x)2. From the preceding paragraph, it follows that there
is a constant C1 independent of N such that |y ′N(x)| C1; in fact, C1 = |g(0,0)|
if (i) holds and C1 = |g(0,0)|/(1− γ ) if (ii) holds. From |yN(x)| |y ′N(x)|/σ 
C1/σ ≡ C0, we see that there is a constant C0 independent of N such that
|yN(x)| C0 uniformly in N . By integrating −y ′N(x) σyN (x) over [0, x], we
obtain
yN(x) yN(0)e−σx  C0e−σx,
which implies that yN(x) is bounded by ±C0e−σx . Since the functions that bound
yN approach 0 as x → ∞, we conclude that there is a sequence, which we
continue to denote by yN , that converges uniformly on [0,∞) to a continuous
function y satisfying limx→∞ y(x)= 0. Without loss of generality, {y ′N(0)} also
converges. Since
y ′N(x)= y ′N(0)+
x∫
0
a
(
s, yN(s)
)
yN(s) ds,
it follows that {y ′N(x)} also converges uniformly on each [0,X], say to p(x).
Because differentiation is a closed operator, y is differentiable and y ′(x)= p(x).
From the integral equation
yN(x)= yN(0)+ xy ′N(0)+
x∫
0
(x − s)a(s, yN(s))yN(s) ds,
we see on passing to the limit as N →∞ that y is a solution of the differential
equation; passage to the limit in y ′N(0) = g(yN(ξ), y ′N(ξ)) finishes the proof
that (11) is satisfied. ✷
Finally, we examine uniqueness for the problem (11) on a semi-infinite in-
terval.
Theorem 7. Let ξ ∈ (0,∞); let a be continuous on [0,∞) × (−∞,∞); let
a(·, z)z be strictly increasing in z; let g ∈ C(R × R) satisfy either (i) or (ii) of
Theorem 6. Then the solutions of (11) are unique.
Proof. Suppose that u and v are two solutions of (11). Since any solution, y ,
of (11) satisfies limx→∞ y(x) = 0, both u and v are solutions of the integro-
differential equation
y ′(x)=−
∞∫
x
a
(
s, y(s)
)
y(s) ds.
We divide our argument into three cases.
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Case 1. v(x) > u(x) on [0,∞). Then we have
v′(x)=−
∞∫
x
a
(
s, v(s)
)
v(s) ds <−
∞∫
x
a
(
s, u(s)
)
u(s) ds = u′(x). (14)
First, let g satisfy the condition (i) of Theorem 6. Then
v′(0)= g(v(ξ), v′(ξ))> g(u(ξ), u′(ξ))= u′(0),
contradicting (14). Now, let g satisfy the condition (ii) of Theorem 6; then we
have
0 u′(0)− v′(0)= g(u(ξ), u′(ξ))− g(v(ξ), v′(ξ)) γ (u′(ξ)− v′(ξ)).
Since
v′(ξ)− v′(0)=
ξ∫
0
a
(
s, v(s)
)
v(s) ds 
ξ∫
0
a
(
s, u(s)
)
u(s) ds
= u′(ξ)− u′(0),
we have further that
u′(ξ)− v′(ξ) u′(0)− v′(0) γ (u′(ξ)− v′(ξ)),
which is impossible unless u′(ξ)= v′(ξ). From this it follows from (14) that
∞∫
ξ
[
a
(
s, v(s)
)
v(s)− a(s, u(s))u(s)]ds = 0,
which implies that v(x) ≡ u(x) on [ξ,∞), contradicting the hypothesis v > u
on [0,∞).
Case 2. v(x) > u(x) on [0, α) and v(x) < u(x) on (α,∞) for some α. Then
v(α)= u(α) and v′(α) u′(α). (15)
Since u and v both solve the integral equation
y(x)=
∞∫
x
∞∫
t
a
(
s, y(s)
)
y(s) ds dt,
we have
v(α)=
∞∫
α
∞∫
t
a
(
s, v(s)
)
v(s) ds dt <
∞∫
α
∞∫
t
a
(
s, u(s)
)
u(s) ds dt = u(α).
This contradicts (15).
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Case 3. u and v intersect at least twice. Suppose that there is an interval (α1, α2)⊂
(0,∞) such that u(αi)= v(αi) and u(x) < v(x) on (α1, α2). Then
(v − u)′(α1) 0 and (v − u)′(α2) 0. (16)
However,
(v − u)′(α1)− (v − u)′(α2)=
α2∫
α1
[
a
(
s, u(s)
)
u(s)− a(s, v(s))v(s)]ds < 0.
This final contradiction to (16) completes the proof of the theorem. ✷
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