Abstract. We review some of our results from the theory of product systems of Hilbert modules [BS00, BBLS00, Ske00a, Ske01, Ske02 
B(G) (G some Hilbert space) are in many respects the simplest von Neumann algebras. They are factors which contain their commutant, they contain all finite rank operators and this determines completely the theory of all normal representations.
Hilbert modules (or, more precisely, von Neumann modules; see Section 2) E over B(G) share this simplicity. E is always isomorphic to B(G, H) (H some other Hilbert space) equipped with the natural right module action and inner product x, y = x * y. The algebra B a (E) of all adjointable mappings on E is just B(H). If E is a two-sided B(G)-module, i.e. if H carries a normal representation of B(G), then H = G ⊗ H (H some other Hilbert space) and elements b ∈ B(G) act in the natural way as b ⊗ id H . The Hilbert space H can be identified naturally with the space {x ∈ E : bx = xb (b ∈ B(G))} of all elements in E which intertwine left and right action of B(G), where h ∈ H corresponds to the intertwiner id G ⊗h : g → g ⊗ h.
(It is not difficult to see that every intertwiner arises in that way, and that x, y ∈ B(G) ′ = C1 gives the correct scalar product as multiple of 1. ) We observe that every von Neumann B(G)-B(G)-module E = B(G)⊗ s H (⊗ s stands for strong closure in B(G, G ⊗ H)) contains its commutant with respect to B(G) and is generated by it (in the strong topology) as a right module.
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Let ϑ = ϑ t t∈R+ be a normal E 0 -semigroup (a semigroup of normal unital endomorphisms) on B(G). Arveson introduced product systems of Hilbert spaces (Arveson systems, for short) in [Arv89] by applying the preceding construction to the von Neumann B(G)-B(G)-modules E t = B(G) with left action b.x t = ϑ t (b)x t . Thus, E = B(G, G ⊗ H t ) and it is not difficult to see that H s+t = H s ⊗ H t in a natural (i.e. associative) way. Factorizable families of Hilbert spaces have been recognized before (Streater [Str69] , Araki [Ara70] , Parthasarathy and Schmidt [PS72] ). However, the examples were always of the simplest possible type I (symmetric Fock spaces). The systematic study of Arveson systems started with [Arv89] .
A different approach to Arveson systems was discovered by Bhat [Bha96] , by inventing an elegant and quick proof for the representation theory of B(G). Indeed, if we choose a unit vector Ω ∈ G, if we denote by p t = ϑ t (ΩΩ * ) the time evolution of the rank-one projection ΩΩ * , and if we set
(We repeat this more detailed for Hilbert modules in Section 1.) The restriction of this isomorphism gives isomorphisms G s ⊗ G t = G s+t and it is not difficult to see that the Arveson systems
The construction of Arveson systems from E 0 -semigroups has been generalized by Bhat [Bha96] and Arveson [Arv97] to normal CP-semigroups (semigroups of (unital) normal completely positive mappings) on B(G) with the help of minimal weak dilations. A weak dilation of a normal CP-semigroup T = T t t∈R+ on B(G) is a normal E 0 -semigroup ϑ = ϑ t t∈R+ on B(H), where H ⊃ G is another Hilbert space, such that the diagram
commutes, where i is the natural embedding of B(G) as a corner into B(H), and where p is the projection onto G. The dilation is minimal , if the vectors
are total in H. The minimal weak dilation is a unique universal object in the category of weak dilations and, therefore, there is no arbitrariness in saying the Arveson system of T is the Arveson system of the unique minimal dilating E 0 -semigroup ϑ.
The intersection of interest of quantum dynamical systems and quantum probability is dilation theory. CP-semigroups on B(G) can be dilated in many ways to E 0 -semigroups on B(H). Therefore, as long as we are interested in systems described by a full algebra B(G), dilations can be delt with on B(H). As soon as we want to dilate CP-semigroups on a more general unital C * -algebra B (e.g. in order to include also classical dynamical systems, where all algebras are commutative), this is no longer true. For instance, Bhat [Bha99] constructed for every such semigroup a dilation to a non-unital C * -subalgebra A of some B(H) and it was not possible to extend the dilating E 0 -semigroup to all of B(H).
It turns out that a good intermediate object on which dilating E 0 -semigroups can act is the algebra B a (E) of adjointable mappings on a Hilbert module over the algebra B. As explicit constructions of dilations from Bhat and Skeide [BS00] and Skeide [Ske00b] show, B a (E) is small enough (ϑ as constructed in [Bha99] 
, but not to B(H)), but, still sufficiently simple (B a (E) is generated by its rank-one operators). We have the following situation
of weak dilation on a Hilbert module, where ξ is a unit vector (i.e. ξ, ξ = 1 and we say E is unital).
It is the goal of these notes to explain some of the possibilites. In Section 1 we describe our construction from [Ske02] of product systems of Hilbert modules (product systems, for short) from E 0 -semigroups on B a (E), in the case when E is unital. This construction is the analogue of Bhat's [Bha96] approach to Arveson systems. It provides a complete treatment of the theory of strict representations of B a (E) on another Hilbert module for unital Hilbert modules E. The unit vector plays the same role in both cases and the we use it underlines the importance of the fact that both B(H) and B a (E) are generated by their rankone operaotrs. If E is the module on which a dilation acts, then the requirment for existence of a unit vector (a non-trivial requirment, in general; see Example 2.4) is always fulfilled. Nevertheless, it remains the question, whether it is possible to do the representation theory also for Hilbert modules without a unit vector. In Section 2 we show (for the first time) that this is possible for normal representations of B a (E) when E is a full von Neumann module. The proof is completely different from that in [Ske02] . It is inspired very much by an idea from Muhly and Solel [MS02] (see also their contribution to this meeting) to construct two-sided von Neumann modules over the commutant of B. The main new ingredient is to establish a one-to-one correspondence between von Neumann B-B-modules and von Neumann B ′ -B ′ -modules which generalizes the relation between B and B ′ . Product systems of Hilbert modules have appeared first probably in A. Alevras' PhD-thesis (reference unkown) in an attempt to construct product systems from E 0 -semigroups on type II factors in analogy with Arveson's intertwiner spaces. See also the contributions of R. Floricel and I. Hirshberg to this meeting. The first product systems of two-sided Hilbert modules over general C * -algebras appeared probably in Bhat and Skeide [BS00] where we constructed a product system directly from a CP-semigroup. In the case of CP-semigroups on B(G) we are able to construct directly the associated Arveson system without the way arround via minimal weak dilation. In Section 3 we use this possibility to answer a question raised by R. Powers in this meeting, whether a certain CP-semigroup constructed from two spatial E 0 -semigroups must have an Arveson system which is the tensor product of the Arveson systems of the E 0 -semigroups in the negative sense.
Finally, we explain that the product system of von Neumann B ′ -B ′ -modules constructed in [MS02] from a CP-semigroup on a von Neumann algebra B is just the commutant of the product system of von Neumann B-B-modules as constructed on [BS00] . We are able to generalize their construction to a construction starting from an E 0 -semigroup on B a (E). This construction of product systems from E 0 -semigroups on B a (E) (based on intertwiner spaces) yields the commutant system of that obtained in our generalization [Ske02] of Bhat's approach to Arveson systems (based on the representation theory of B(H)).
Product systems and dilations of CP-semigroups
In this section we review some of our results about product systems in dilation theory. Some results about classification of product systems can be found in the beginning of Section 3. The reader who wishes a more complete account about product systems might consult the survey Skeide [Ske03] .
Let B be a unital C * -algebra and let E be a Hilbert B-module. The strict topology on B a (E), the algebra of all mappings a : E → E which have an adjoint, is that obtained by considering B a (E) as mutliplier algebra of K(E), the C * -algebra of compact operators (i.e. the norm closure of the * -algebra generated by the rank-one operators xy * : z → x y, z ). On bounded subsets the strict topology coincides with the * -strong topology of B a (E). Suppose E is unital , i.e. E has a unit vector ξ, and let ϑ = ϑ t t∈R+ be a strict E 0 -semigroup on B a (E), i.e. all mappings ϑ t are continuous in the strict topology. Denote by p t = ϑ t (ξξ * ) the time evolution of the rank-one projection ξξ * . Then E t = p t E is a Hilbert B-submodule of E. It is easy to check that i : b → ξbξ * defines a representation of B on E (cf. Diagram ( * )). We turn E t into a two-sided Hilbert B-module by defining the left action bx t = ϑ t • i(b)x t . Observe that this left action is unital. Denoting by ⊙ the tensor product over B, the computation
, and since ϑ t is strict, we find that
(Of course, this concerns so far only a single endomorphism ϑ t , and, actually, it is not important that ϑ t maps into B a (E). We find the same results for aribitrary strict representations of B a (E) on another Hilbert C-module F ; see [Ske02] . One may, for instance, show that the unital Hilbert modules E and F have strictly isomorphic operator algebras, if and only if there is a Morita equivalence B-C-module F ξ such that F = E ⊙ F ξ ; see [MSS03] .)
It is not difficult to see that the restriction u st of u t to E s ⊙ E t defines a two-sided (i.e. a B-B-linear) unitary E s ⊙ E t → E s+t . Therefore, We ask under which circumstances the E 0 -semigroup ϑ and the unit vector ξ define a weak dilation (see Diagram ( * )). In other words, when does
It is easy to check that this happens, if and only if p t ≥ p 0 for all t. In this case, we have ξ t := ξ ∈ E t for all t and
Conversely, if E ⊙ is a product system with a (unital) unit ξ ⊙ , then T t (b) = ξ t , bξ t defines a (unital) CP-semigroup, and by an inductive limit construction in [BS00] (embedding E t as ξ s ⊙ E t into E s+t ) we construct a Hilbert module E ′ with an E 0 -semigroup dilating T . If in the preceding paragraph the projections p t increase to 1, then E ′ is the module E we started with. Finally, by another inductive limit construction in [BS00] we can construct from every CP-semigroup T a (unique) product system E ⊙ and a unit ξ ⊙ , such that E ⊙ is generated by ξ ⊙ (there is no proper subsystem containing ξ ⊙ ), and such that T t (b) = ξ t , bξ t .
For a more detailed introduction to these last constructions we refer the reader to the survey [Ske03] and, of course, to the original paper [BS00] .
Von Neumann modules, commutants and endomorphisms of B a (E)
In this section we repeat the definition of von Neumann modules [Ske00a] . Starting from the fact that a von Neumann algebra B is a concrete subalgebra of operators on a Hilbert space G, the definition of von Neumann modules makes use of the possibility to construct an explicit identification of a Hilbert B-module as a subspace of B(G, H) where H is another canonically associated Hilbert space. Then we show, based on a result from Muhly and Solel [MS02] , how it is possible to associate with a two-sided von Neumann module B-module E (a B-correspondence in the terminology of [MS02]) a commutant E ′ which is a two-sided von Neumann module over the commutant B ′ of B in B(G). Thanks to speaking about von Neumann modules, i.e. thinking always about concrete subspaces of B(G) and B(G, H), all the occuring functors are one-to-one (and not only up to isomorphism as in [MS02] ). We explain that the product systems constructed in [MS02] and in in [BS00] are just commutants of each other. Finally, we sketch how to use the idea of commutant to determine completely the theory of normal representations of B a (E) on a von Neumann B-module F for an arbitrary von Neumann C-module E. This improves the construction from Section 1 where we required existence of a unit vector. We use the representation theory to construct a product system from a normal E 0 -semigroup on B a (E) also without existence of a unit vector in E.
Let B ⊂ B(G) be a von Neumann algebra on a Hilbert space G. (Now and in the sequel, all representations, also the defining one, are assumed to act nondegenerately.) Let E be a Hilbert B-module and set H = E ⊙G. This is the module tensor product of a Hilbert B-module and a Hilbert B-C-module and, therefore, a Hilbert space. For
Indentifying L x = x we find E ⊂ B(G, H). We say E is a von Neumann B-module, if E is strongly closed in B(G, H). One may show that E is a von Neumann module, if and only if E is self-dual. Another important result is that submodules of E with zero-complement are strongly dense in E. H carries the unital faithful representation π(a) : x ⊙ g → ax ⊙ g of B a (E) and the range of π is a von Neumann subalgebra of B(H) which we identify with B a (E). If A is another von Neumann algebra and E also a Hilbert A-B-module, then E is a von Neumann A-B-module, if the representation
Straightforward computations show that the intertwiner space
is a von Neumann B-module containing E. (It is a right B-module and the inner product x, y = x * y has values in B.) Actually, C B ′ (B(G, H)) = E, because span EG = H (i.e. E has zero-complement and, therefore, is strongly dense). The following result from Muhly and Solel [MS02] shows, in a sense, the converse.
2.2.Lemma [MS02]. If ρ
′ is a normal representation of B ′ on a Hilbert space
Thus, we have a 1-1-correspondence between von Neumann B-modules and representations of B ′ (established by sending (ρ
If E is a von Neumann B-B-module, then ρ = π ↾ B is a representation of B "commuting" with ρ H) )) between von Neumann B-B-modules, triples (H, ρ, ρ ′ ) and von Neumann B ′ -B ′ -modules (with bilinear mappings as morphisms).
2.3.Theorem (more or less [MS02]). (E
) By multiple use of Lemma 2.2 and associativity of the tensor product we have [MS02] that it is the commutant of the product system constructed in [BS00] .
A von Neumann B-module E is strongly full , if B E := span s E, E = B. We may always pass to a full von Neumann module restricting B to B E . However, in general, we may not assume that E has a unit vector.
⊂ M 3 is a Morita equivalence B-B-module without a unit vector. In particular, E is a full non-unital von Neumann module.
We present now a new construction of a product system from a normal E 0 -semigroup ϑ on B a (E) for an arbitrary full von Neumann B-module E. It is based on the observation that the commutant of
and, once again, from the crucial Lemma 2.2 it follows that this embedding is surjective. (Associativity is gifted by that of multiplication in B(H).) Therefore,
is a product system of B ′ -B ′ -modules and,
consequently, E ⊙ = E t t∈R+ , defined by setting E t = (E ′ t ) ′ , is a product system of B-B-modules. Most important are the following equalities
which settle (as the corresponding formulae in Section 1) the representation theory of B a (E). The identification is done by sending x⊙y
Clearly, this identification intertwines the corresponding representations of B ′ so that, indeed, the modules (being intertwiners for the same representation) coincide. Since y ′ t , by definition, intertwines ϑ t (a) and a also the second equality follows. The preceding constructions are joint work with P. Muhly and B. Solel. Detailed proofs and some more results will appear in [MSS03] . For instance, we will show that the question whether E ⊙ comes from an E 0 -semigroup ϑ is equivalent to the question whether E ′ ⊙ admits a unitary representation on some B(H) in the sense of [MS02] .
The product of spatial product systems and a problem of Bob Powers
The classification of Arveson systems, in a first step, is based on the existence of units. If the Arveson system is generated by its units, then it is type I, if there exist units, but they do not generate the system, then it is type II, and if there are no units, then it is type III. For Hilbert modules we have many parallels, but, sometimes the situation is more complicated. Also here we make a first distinction into type I, type II and type III accordings to how many units exist. (We should say that Arveson units are measurable, hence, "continuous" in a suitable sense. We speak only about "continuous" units; see [Ske03] for details.) The analogue of the symmetric Fock space is the time-ordered Fock module; see [BS00, LS01] . Unfortunately, it is easily possible to write down examples for type I product systems which are not time-ordered Fock modules (see [Ske03] ). On the other hand, type I systems of von Neumann modules are always time-ordered Fock modules [BBLS00] . The crucial point is to show existence of a central unit, i.e. a unit whose elements commute with all algebra elements. (For Hilbert spaces this is trivial, because every vector commutes with C. For von Neumann modules the result from [BBLS00] that a product system with units has also central units is, in fact, equivalent to the results by Christensen and Evans [CE79] on the generator of a normal uniformly continuous CP-semigroup on a von Neumann algebra.) Once a central unit is given, a type I system must be a Fock module even in the case of Hilbert modules. Also here a product system with a central unit contains a maximal type I subsystem which is a Fock module. In Skeide [Ske01] we called such product systems spatial and defined the index as the bimodule which characterizes the Fock module. (This bimodule is no longer determined by a simple dimension.) Summarizing, for spatial product systems of Hilbert modules we have analogy with Arveson systems, and product systems of von Neumann modules, if not type III, are spatial automatically.
Another thing which does not work, is the tensor product of product systems. (At least not, if we insist to stay inside the category of B-modules. Of course, it is possible to consider the exterior tensor product of product systems.) In [Ske01] we constructed a product of spatial product systems, roughly speaking, by taking the central units as reference unit which are identified in the product. The product contains the original product systems and is generated by them. Components from different factors which are orthogonal to the respective reference units are orthogonal to each other in the product. By these properties the product (E 1 ⊚E 2 ) ⊙ of spatial product systems E i ⊙ with central (and unital) reference units ω i ⊙ is already determined uniquely. More precisely, (E 1 ⊚ E 2 ) t is spanned by expressions
t . It can be shown by an inductive limit that such an object exists. The index (i.e. the module which determines the Fock module isomorphic to the maximal type I subsystem) behaves additively (direct sum) under the product. In the case of spatial Arveson systems our product is a subsystem of the tensor product. If one of the factors is type I, then it coincides with the tensor product. However, one can show (see Liebscher [Lie03] ) that there are type II Arveson systems whose product is different from their tensor product.
In this meeting R. Powers constructed a CP-semigroup T on B(G ⊕ G) starting from two E 0 -semigroups ϑ i on B(G) with spatial product systems H i ⊗ and reference units ω i ⊗ by setting is just ϑ i t (a ii ).) Powers asked for the Arveson system of this CP-semigroup and, in particular, whether it could be the tensor product. In the remainder we will outline a proof that the Arveson system is just our product of the Arveson systems of ϑ i . Together with the preceding remark this shows that the Arveson system of T can be the tensor product, but, there are counter examples.
One problem Powers had to face is that, in the usual approach, one first has to find the minimal dilation of T and then to find the Arveson system of the dilating E 0 -semigroup. Our approach from [BS00] , instead, is more direct. We construct directly from a CP-semigroup a product system E ⊙ of two-sided Hilbert modules (in this case two-sided von Neumann B(G ⊕ G)-modules). As outlined in the introduction, as two-sided von Neumann modules over B(G ⊕ G) the E t have the form E t = B(G ⊕ G)⊗ s H t = B G G , G G ⊗ H t and it is not difficult to understand (see [BS00] ) that H ⊗ = H t t∈R+ is nothing but the Arveson system of T .
The members E t of the product system from [BS00] are constructed as inductive limits over x n tn ⊙ . . . ⊙ x 1 t1 (n ∈ N , t n + . . . + t 1 = t , x i ti ∈ E ti ) where E t is the GNS-module of T t , i.e. E t = span s Bξ t B and ξ t , bξ t = T t (b). By comparison with (3.1) it is almost clear that we are done, if we find back in the GNS-construction for T t the inner product structure from (3.2).
We claim E t = B G G , G G ⊗ H t with H t = Cω t ⊕ (H
