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We consider one dimensional potential trap that connects two reservoirs containing cold Bose
atoms. The thermal current and single-particle bosonic Green functions are calculated under non-
equilibrium conditions. The bosonic statistics leads to Luttinger liquid state with non-linear spec-
trum of collective modes. This results in suppression of thermal current at low temperatures and
affects the single-particle Green functions.
PACS numbers: 03.75.Kk, 05.30.Jp
I. INTRODUCTION
Systems of ultracold Bose gases have recently attracted
a great deal of experimental1–4 and theoretical attention,
see Refs. 5,6 for reviews. A high control over experimen-
tal conditions, including geometry, density, and interac-
tion strength, as well as absence of uncontrolled disorder
allow one to explore new aspects of many-body physics.
Among experimental achievements, the coherence of non-
equilibrium Bose condensate was studied based on the
interference measurement7, correlations of density fluc-
tuations were measured in Ref.8, and the distribution of
the bosons over momenta was explored in Ref. 3,4,9.
Unlike the classic example of a bulk Bose fluid (4He),
atomic gases are usually realized in optical traps or in
atom chips where magnetic and electric fields confine the
system to a geometry with strong asymmetry with re-
spect to three-dimensional rotations. In many exper-
imental situations, one deals with arrays of quasi-1D
systems2,9,10. These geometrical restrictions strongly in-
fluence the dynamics as they lower the effective dimen-
sionality of the system. Indeed, in three dimensions a
Bose system undergoes a famous Bose-Einstein conden-
sation, its thermodynamic properties are well accounted
by the mean free theory11, while its hydrodynamics is
governed by the Gross-Pitaevskii equation. On the other
hand, in two dimensions and especially in one dimen-
sion fluctuations of the order parameter destroy the long
range order, necessitating a more microscopic treatment.
In this work we focus on the impact these effects have on
transport properties of one-dimensional bosonic systems.
As is well known, a clean one-dimensional (1D) sys-
tem forms a strongly correlated ground state, so-called
Luttinger liquid (LL). Though this description holds for
both, fermionic and bosonic systems, the bosonic char-
acter begets new properties in Luttinger liquid state. To
explore these features, we consider Landauer type setup
shown in Fig.1, where bosons are trapped in the system
that consists of two reservoirs connected by a one dimen-
sional “wire”.
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FIG. 1: Two reservoirs with cold atoms are connected by one-
dimensional trap. The temperatures and chemical potentials
in the reservoirs are assumed to be different (upper panel);
interaction strength g(x) as a function of coordinate (lower
panel).
Far-from-equilibrium realizations of Landauer setup
have been recently studied in the framework of corre-
lated 1D electronic (or, more generally, fermionic) sys-
tems. The tunneling spectroscopy of the non-equilibrium
carbon nanotube have been measured in Ref. 12. The
thermal current in the edge state of QHE was studied
in Ref. 13. On the theory side, one can distinguish
several types of non-equilibrium setups, ranging from
partially14,15 to fully non-equilibrium situations16. In the
partial-equilibrium setup, electrons coming from different
reservoirs have different values of chemical potential and
temperature. In the case of full non-equilibrium, elec-
trons in the reservoirs are characterized by an arbitrary
single-particle density matrix. Remarkably, correlation
functions of the interacting many-body problem can be
calculated exactly even in the latter case, and can be cast
in terms of Fredholm determinants.
In this paper, we address analogous questions in the
context of bosonic system. Though at this moment we
are not aware of any direct experimental realization of
Landauer-type setup for bosons, the idea seems experi-
2mentally feasible. Indeed, the confinement of bosons to
1D optical wire has been accomplished in Ref.8. Since
the case of partial equilibrium seems to be more natu-
ral from the point of view of experimental realization,
we focus on it in the current work. We assume that the
interaction between the atoms is of a hard core type.
Inside the reservoirs it plays little role, and we approxi-
mate the atoms there as an ideal Bose gas. Inside the 1D
“wire” connecting the reservoirs the hard core repulsion
can not be neglected. We thus describe the system by
LL with spatially varying interaction parameter g(x), see
Fig.1. One of the key features distinguishing this bosonic
setup from its fermionic counterpart is the absence of
Fermi surface. In other words, the excitation spectrum
of particles in the non-interacting regions of the system is
quadratic. Another interesting realization of excitations
with quadratic spectrum are transverse spin waves in a
ferromagnetic Bose gas17.
The non-linearity of the excitation spectrum is known
to have a significant impact on the properties of the LL.
In the fermionic case it leads to a number of interest-
ing and important effects, see Refs. 18–20 for reviews.
However, for most characteristics of low-temperature dy-
namics of correlated electronic systems such non-linearity
can be discarded. This is done indeed in the case of the
standard LL model. In the present situation, the spec-
trum for weak interaction is not linear even in the leading
approximation. This should be accounted for in the cor-
responding theory and may be expected to profoundly
affect the results of our analysis.
To deal with a non-linear dispersion of the spec-
trum in the bosonic case, we use the so-called harmonic
approximation21. Remarkably, this approach accurately
describes the system in both the “quasi-condensate”
(weakly interacting Bose gas) and the LL (sufficiently
strong repulsive interaction) regimes. Within this frame-
work, we study the thermal current and single-particle
Green functions. The latter contain information about
the density of states and the distribution function of
bosons, as well as about information about phase-
coherence correlations that are probed in interference
experiments2.
II. BOSONIZATION OF BOSONS
We begin with the Hamiltonian
H = H0 +Hint , (1)
that consists of the free part (we set ~ = 1),
H0 = − 1
2m
∫
dxΨˆ†∂2xΨˆ , (2)
and the interaction,
Hint =
∫
dxdx′ρˆ(x)V (x, x′)ρˆ(x′) . (3)
Here we define the density of the bosonic field ρ(x) =
Ψ†(x)Ψ(x); the bosonic field Ψ satisfies canonical com-
mutation relations,
[Ψˆ(x), Ψˆ†(x′)] = δ(x− x′) . (4)
To analyze the problem we use the hydrodynamic
approach21, similar to the bosonization for fermionic sys-
tems. The term “bosonization” in the present context is,
perhaps, not optimal since the original system is bosonic
to begin with. What actually happens is a transforma-
tion from the original bosonic fields ΨB, Ψ
†
B to new col-
lective degrees of freedom described by bosonic fields φ, θ.
The original field operator is expressed in term of the new
fields as22,23
ΨˆB(x) =
√
ρ+ Πˆ(x)eiθˆ(x) . (5)
Here the field φˆ(x) is related to the smeared density
ρˆ(x) = ρ + Πˆ(x) (where ρ is the average density) via
Πˆ(x) = −∂xφˆ(x)/π. The collective bosonic fields (φˆ, θˆ)
satisfy the commutation relation
[φˆ(x), θˆ(x′)] =
iπ
2
sgn(x− x′) . (6)
The substitution of Eq. (5) into the Hamiltonian (1) leads
to a hydrodynamic description of 1D bosons11. This is
a non-linear theory that can be considerably simplified
by using the harmonic approximation. Expanding the
Hamiltonian in the fields θ, φ, one keeps terms only up
to the quadratic level, which yields
H0 =
1
2m
∫
dx
[
1
4ρ
(∂xρˆ)
2 + ρ(∂xθˆ)
2
]
. (7)
The harmonic approximation allows us to account for the
non-linear (in the present case quadratic) spectrum of the
low energy sound mode in the collective theory. Its valid-
ity is restricted to the low-energy (large-density) regime,
T ≪ max{Λ, ρg}. Here Λ = ρ2/m is the bosonic coun-
terpart of Fermi energy, and g is the interaction strength
introduced below.
Clearly, the harmonic approximation is not an exact
theory. By neglecting the interaction between low-energy
modes (represented by terms of higher order in ρˆ and θˆ in
the Hamiltonian), one discards relaxation precesses that
are important, in particular, for thermal equilibration,
drag, and thermoelectric effect19,20,24–27 . We will assume
that our “wire” is not too long, so that neglecting these
processes is justified. In that situation the harmonic ap-
proximation is sufficient to describe thermal transport
and tunneling spectroscopy in the system.
In terms of the collective bosonic fields θ and φ we
obtain
H0 =
∫
dx
[
1
8π2mρ(x)
(
∂2xφ
)2
+
ρ(x)
2m
(
∂xθˆ
)2 ]
,
Hint =
∫
dx
g(x)
π2
(
∂xφˆ
)2
. (8)
3Here we model the interaction with a short range poten-
tial,
V (x, x′) = g(x)δ(x − x′) . (9)
Let us note that Eq. (8) in fact corresponds to the micro-
scopic model (9) in the limit of weak interaction only. In
the local interaction model (9), the large-g limit yields
the Tonks-Girardeau gas28 that can be mapped onto
a free-fermion model (characterized by the LL param-
eter K = 1). However, it makes sense to consider g
in Eq. (8) as a phenomenological parameter of underly-
ing LL model, which allows us to go beyond the Tonks-
Girardeau limit. On a microscopic level, this corresponds
to the replacement of the delta-like repulsion (9) by a
finite-range hard-core interaction.
Equation (8) is the Hamiltonian of a 1D LL for inter-
acting bosonic system in the harmonic approximation6.
As one clearly observes, the Hamiltonian (8) contains
a fourth-order spatial derivative [the term (∂2xφˆ)
2], at
odds with the standard fermionic LL model that con-
tains only a second spatial derivative [(∂xφˆ)
2]. For
large values of the interaction constant, ρg ≫ ρ2/2m,
the fourth-derivative term is relatively small, leaving us
with the standard LL with the interaction parameter
K2 = π2ρ/2mg. When the interaction is weakened,
ρg ≪ ρ2/2m, the standard (linear-spectrum) LL descrip-
tion is valid for the lowest temperatures only, T ≪ ρg.
The LL parameter becomes larger for weaker interaction
and tends to infinity in the limit of free bosons but the
region of applicability of the standard LL theory vanishes
in this limit.
In the general case, one should use the full theory
(rather than the standard LL theory). The correspond-
ing spectrum of bosonic excitations ω(q) is non-linear29
, interpolating between quadratic (ω = q2/2m for non-
interacting bosons) and linear (ω = uq for strongly in-
teracting bosons; u being the sound velocity). Finally,
we mention that the Hamiltonian (8) depends on the
mean bosonic density, ρ(x). To find the profile of the
bosonic density, one needs to go beyond the LL descrip-
tion and solve the non-linear hydrodynamic equations,
see Appendix B4.
To deal with the non-equilibrium conditions, we use
the Keldysh formalism. The fields on the upper and lower
branches are labeled by + and − respectively. It is con-
venient to perform a rotation in Keldysh space
φ, φ¯ = (φ+ ± φ−)/
√
2 , (10)
θ, θ¯ = (θ+ ± θ−)/
√
2 . (11)
where we will refer to (φ, θ) as classical and to (φ¯, θ¯) as
quantum components30. We then find that the system is
described by the following action
S =
1
2
ΦTD−1Φ , (12)
where we have defined the vector Φ = (φ, θ, φ¯, θ¯) .
The inverse propagator has a standard structure in the
Keldysh space
D−1 =
(
0 (D−1)r
(D−1)a (D−1)K
)
, (13)
where each component is a matrix in the θ, φ space. The
inverse retarded propagator is given by
(D−1)r =
(
Kˆ−1 − iω+2pi ∂x
− iω+2pi ∂x − 12m∂xρ∂x
)
, (14)
with
Kˆ−1 =
∂x
8π2m
[
2ρx
ρ2
∂x − ρ
2
x
ρ3
+ ∂x
1
ρ
∂x − 8mg
]
∂x
and ω+ = ω + i0. The advance component is related to
the retarded one by complex conjugation, (D−1)a(ω) =[
(D−1)r(ω)
]∗
. The Keldysh component (D−1)K carries
information about the distribution functions in two reser-
voirs: right-moving modes coming from the left reservoir
have the temperature TR, while the left-moving modes
coming from the right reservoir are characterized by the
temperature TL.
To simplify the analysis from now on we consider the
large density limit, approximating the mean bosonic den-
sity ρ(x) by a constant. Variation of the action with re-
spect to the classical components of the fields θ and φ
yields the saddle point equations(
− 1
8π2mρ
∂4x + ∂x
g(x)
π2
∂x
)
φ¯ω +
iω
2π
∂xθ¯ω = 0 ,
iω
2π
∂xφ¯ω +
ρ0
2m
∂2xθ¯ω = 0 . (15)
These two equations can be conveniently combined into
the wave equation[
ω2 + ∂x
(
2ρg(x)
m
− 1
4m2
∂2x
)
∂x
]
J(ω, x) = 0 , (16)
where we have introduced J = π−1∂xθ¯. Equation (16)
describes propagation of plasmons inside the wire with
dispersion that varies in space (as a result of the vari-
ation of g(x)). Due to these variation, a plasmon may
experience scattering but the total number of plasmons
is conserved. To make this conservation explicit, we mul-
tiply Eq. (16) by J∗ from the left and subtract a complex-
conjugated equation. This yields the plasmons conserva-
tion law
∂tQ+ ∂xJ = 0 (17)
which has a form of the continuity equation that states
that the charge
Q = J∂tJ
∗ − J∗∂tJ (18)
is carried by the current
J = 2ρg
m
(J∗Jx − JJ∗x) (19)
− 1
4m2
(J∗Jxxx − J∗xJxx − JJ∗xxx + JxJ∗xx) .
4C 1
B 1
A1 A 2
B 2
D2
FIG. 2: The boundary between the regions with different in-
teraction constants. Propagating and decaying waves on both
sides of the boundary are shown.
In a region with a constant interaction strength g
Eq. (16) yields the Bogolubov’s excitation spectrum for
the acoustic phonons,
ω2q =
2ρg
m
q2 +
q4
4m2
. (20)
This dispersion relation has four solutions, resulting in
oscillating and exponentially decaying (growing) waves
(see Fig. 2),
Jω(x) = Ae
iqx +Be−iqx + Cepx +De−px , (21)
where
q =
√
2m
√
−g +
√
g2 + ω2/m2, (22)
p =
√
2m
√
g +
√
g2 + ω2/m2. (23)
We consider now the situation when the interaction
strength changes from one value to another in a boundary
region, see Fig. 2. If we consider the solution not too close
to the boundary, the exponentially decaying components
can be neglected, and the propagating waves are related
via a scattering matrix. To take into account the different
velocities of propagation, we define a =
√
uA, b =
√
uB,
where uq =
∂ωq
∂q is a sound velocity in corresponding
region. It is easy to verify that coefficients a and b in
different regions (see Fig. 3) are related
a2
b1

 = S

a1
b2

 (24)
through a unitary scattering matrix,
S =
(
t r
r′ t′
)
, (25)
with |t| = |t′| and |r| = |r′|.
The transmission coefficient has to be calculated for
a particular realization g(x) of the interaction in the
boundary region. In the limiting case of an adiabatic bar-
rier, when the interaction changes smoothly on the scale
of the plasmon wave length, one finds the ideal trans-
mission, |t| = 1 and r = 0. We focus on the opposite
case of a sharp-step barrier, with interaction constant g1
to the left of the boundary and g2 to the right. To find
a
b
a
b1
1 2
2
S
FIG. 3: The scattering of plasmons at the boundary between
regions with different values of interaction can be described
by scattering matrix S.
the transmission and reflection amplitude of such a bar-
rier, we derive matching conditions for the amplitudes at
the boundary. For this purpose, we integrate Eq. (16)
over a small region around the boundary. This leads to
a requirement that J , J ′, J ′′, and 2ρgJ ′ − J ′′′/4m are
continuous at the boundary [which implies that J ′′′ has
a jump equal to 8mρJ ′(g2 − g1)]. These four conditions
allow us to find the amplitudes A2, B1 of the outgoing
waves and C1, D2 of the decaying waves for given am-
plitudes A1 and B2 of the incoming waves, and thus to
establish the scattering matrix. We obtain the transmis-
sion
t = − 2
Z
√
q1q2
(q1 + ip1)(q2 + ip2)
(q1 − ip1)(q2 − ip2) (26)
×[8πmρp2(g1 − g2)− (p1 + p2)(q21 + p22)] ,
and the reflection amplitude
r =
1
Z
q2 + ip2
q2 − ip2
[
− (p1 + p2)(q1 + ip2)(q2 − ip1)(q1 − q2)
+8πmρ(p1q1 + p2q2)(g2 − g1)
]
, (27)
where we have introduced the notation
Z = (p1 + p2)(q1 + ip2)(q2 + ip1)(q1 + q2)
+8πmρ(p1q1 − p2q2)(g2 − g1). (28)
For our model with non-interacting reservoirs, we now
consider the case of the scattering between interacting
and non interacting regions, i.e. g1 = 0 and g2 = g. In
this case the transmission amplitude is a function of a di-
mensionless parameter s = ω/2πρg with the asymptotics
t (s) =


−23/4s1/4, for s≪ 1
1, for s≫ 1.
(29)
III. KINETICS OF 1D BOSE FLUID: THERMAL
CURRENT
In the preceding section, we have found the plas-
mon transmission coefficients at the boundaries between
5B
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FIG. 4: Distribution functions for transmitted and reflected
plasmons inside the wire
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FIG. 5: Total plasmon transmission for a system of two iden-
tical sharp barriers as a function of s = ω/2piρg.
the interacting region and the reservoirs. Supplement-
ing these results with the boundary conditions on the
distribution functions of plasmons in the reservoirs, we
straightforwardly calculate the distribution functions of
the right and the left moving modes (BR/L) inside the
wire, see Fig. 4.
For a wire longer than the thermal wave length of plas-
mons, the Fabry-Perot-type plasmon interference can be
neglected, and one finds
BwR =
T1
1−R1R2B
(0)
R +
T2R1
1−R1R2B
(0)
L ,
BwL =
T2
1−R2R1B
(0)
L +
T1R2
1−R2R1B
(0)
R , (30)
where B
(0)
R = coth(ω/2TR), B
(0)
L = coth(ω/2TL), TL and
TR are temperatures of the left and the right moving col-
lective modes, T1 = |t1|2, T2 = |t2|2 are the transmission
coefficients of the left and right barriers, and Rj = 1−Tj
are the corresponding reflection coefficients. .
Using the plasmon distribution function one can cal-
culate, in particular, the thermal current
IE =
1
4π
∫ ∞
0
dωω[BwL (ω)−BwR(ω)] . (31)
Substituting Eq.(30) into Eq.(31), we find
IE =
1
4π
∫ ∞
0
dωω[B0L(ω)−B0R(ω)]Ttot(ω) . (32)
Here Ttot is the total transmission coefficient
Ttot(ω) = T1(ω)T2(ω)
1−R1(ω)R2(ω) ; (33)
it is shown in Fig. 5 for the case of two sharp barriers
characterized by the transmission amplitude (26).
Substituting Ttot for the case of two sharp barriers into
Eq. (32) and performing the frequency integration, we
find
IE = FE(TL)−FE(TR) , (34)
where
FE(T ) =


3
8pi
1√
ρg ξ
(
5
2
)
T 5/2, for T ≪ 2πρg
pi
12T
2 , for T ≫ 2πρg
(35)
In the limit of small temperature difference ∆T = TL −
TR we have
IE =
∆T
8πT 2
∫ ∞
0
dω
ω2
sinh2 ω/2T
Ttot(ω) , (36)
where T = TL+TR2 . Eq.(36) can be cast in the scaling
form
IE = ∆TTf
(
T
2πρg
)
. (37)
The function f entering Eq. (37) can be calculated nu-
merically and is plotted in Fig. 6. It has the following
asymptotic limits:
f (s) =


as1/2, for s≪ 1 ,
pi
6 , for s≫ 1 ,
(38)
where a ≃ 1.003.
At relatively high temperatures, T ≫ ρg, we repro-
duce the thermal current of non-interacting bosons31,
see Appendix A). This result can be considered as a
thermal-current counterpart of the Landauer quantiza-
tion of charge conductance: the numerical coefficient in
the second line of Eqs. (35) and (38) is fully univer-
sal in 1D geometry and does not depend on the form
of the spectrum, interaction strength, carrier statistics
(fermions vs. bosons), etc. The only condition is the
absence of back-scattering of plasmons. In the low-
temperature regime, we find that the thermal current
is suppressed due to reflection of the bosons on the
boundary between interacting and non-interacting re-
gions. This T 1/2 suppression of the thermal conductance
distinguishes the bosonic setup from its fermionic coun-
terpart.
IV. PHASE COHERENT DYNAMICS: GREEN
FUNCTIONS
We now proceed with the analysis of the single-particle
Green functions of the original bosons,
G>B(x, τ) = −i〈ΨˆB(x, t)Ψˆ†B(0, 0)〉 ,
G<B(x, τ) = −i〈Ψˆ†B(0, 0)ΨˆB(x, t)〉 , (39)
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FIG. 6: Scaling function f(s) governing the dependence of
the heat current on s = T/2piρg, see Eq. (37)
that carry information about spectral properties (den-
sity of states and distribution functions) of the system.
The results for the non-interacting case are well known;
for completeness we present them in Appendix A. Our
approach allows us to analyze the Green functions in
a broad range of parameters, with the only assump-
tion being T ≪ max(ρg, ρ2/2m). To relate it to well-
accepted terminology in the field32,33, the harmonic ap-
proximation allows us to describe the system in the “De-
coherent Quantum”, “Quasi-Condensate”, and “Tonks-
Girardeau” regimes, and in the strong-interaction LL
regime, ρg ≫ T, ρ2/2m (which is not realized in the
delta-interaction model considered in Ref. 32,33), as well
as in crossovers between them.
Using the representation of the boson creation and
annihilation operators in terms of the collective field,
Eq. (5), we write the Green function as a correlation
function of the harmonic fluid,
G≷(x, τ) = −i〈TK ρˆ1/2∓ (x, τ)eiθˆ∓(x,τ)ρˆ1/2± (0, 0)e−iθˆ±(0,0)〉 .
(40)
It is convenient to represent this correlation function
as
G≷(X, τ) = −iρ
(
1− i
(
∂
∂α1
+
∂
∂α2
)
− ∂
2
∂α1∂α2
)
×〈ei
∫
(dω)dxJ
≷
−ω,xΦ
T (ω,x)〉 . (41)
Here we have defined a four-component “source” vector
J
≷
1,−ω,x =
−1
2πρ
√
2
∂
∂x
[
e−iωτα1δ(x−X) + α2δ(x)
]
,
J
≷
2,−ω,x =
1√
2
[
e−iωτδ(x−X)− δ(x)
]
,
J
≷
3,−ω,x =
±1
2πρ
√
2
∂
∂x
[
e−iωτα1δ(x−X)− α2δ(x)
]
,
J
≷
4,−ω,x = ∓
1√
2
[
e−iωτ δ(x−X) + δ(x)
]
, (42)
and it is understood that one should set the sources
α1,2 = 0 after the derivatives in Eq. (41) have been eval-
uated.
Since the action (12) is Gaussian, the functional in-
tegration over fields θ and φ can be easily performed,
yielding
G≷(X, τ) = −iρ
(
1− i
(
∂
∂α1
+
∂
∂α2
)
− ∂
2
∂α1∂α2
)
exp
(
− i
4
∫
(dω)dx1dx2J
≷
−ω,x1Dω,x1,x2J
≷T
ω,x2
)
.
Thus, the problem of calculation of the Green functions
has been reduced to the calculation of the bosonic prop-
agator
D =
(
DK Dr
Da 0
)
. (43)
We now focus on the case of coinciding spatial points
(X = X ′) deeply inside the interacting part of the wire
(for X 6= X ′ see Appendix B3). Expanding the bosonic
density operator up to second order in φ, and calculating
Gaussian functional integral over the bosonic fields (see
Appendix B 3 for technical details), we obtain
G≷(τ) = −iρ
(
1− Φ≷1 (τ)
)
e−Φ
≷
2
(τ) . (44)
Here we have defined the pre-exponential factor
Φ
≷
1 (τ) =
m
2πρ
∫ ∞
0
dω
4ρgq + q3/m
[
(BwR +B
w
L ) (45)
×
(
iω sinωτ − q
2
4m
cosωτ
)
± iq
2
2m
sinωτ ∓ 2ω cosωτ
)
,
and the exponential factor
Φ
≷
2 (τ) =
m
2ρ
∫ ∞
0
dω
2π
e−ω/Λ
g + q2/8mρ
q(g + q2/4mρ)
×
(
(BwR +B
w
L )(1− cosωτ)± 2i sinωτ
)
. (46)
In these formulas q should be understood as related to ω
via the dispersion law (22).
It is instructive to compare our results for the Green
functions of a bosonic system in a partial non-equilibrium
state, with their fermionic counterparts15. It is seen that
the bosonic results differ in two respects: (i) the appear-
ance of a pre-exponential factor and (ii) a more compli-
cated form of the exponential factor reflecting the non-
linear character of the spectrum of collective excitations.
In fact, Eq. (44) interpolates between the standard-
LL results (applicable in the limit of strongly interacting
bosons) and Eq.(B1) which is valid for free bosons. The
characteristic energy scale for the crossover between these
two regimes is set by the interaction (ω0 = ρg). For en-
ergies well below ω0, the model behaves as a standard
LL system (with a linear plasmonic spectrum). In this
case the pre-exponential factor Φ1 is small (of the order
of T/ω0 ≪ 1), and therefore can be neglected. The ex-
ponential factor Φ2 in this limit turns into the LL result
7of Ref. 15 (which, of course, reduces to the conventional
LL formula in the equilibrium case). In the high-energy
limit (max{τ−1, T } ≫ ω0) the spectrum of excitations
is quadratic, and one recovers the free-boson results, see
Appendix A.
V. SUMMARY
In this work, we have studied a system of bosonic
atoms in a Landauer setup, subject to temperature and
chemical potential difference. We have developed a non-
equilibrium bosonization approach that describes the sys-
tem within the harmonic approximation. This approach
ignores the interaction between different collective modes
but takes into account the non-linear dispersion of their
spectrum.
We have studied the plasmon propagation in a two-
terminal setup formed by two non-interacting reservoirs
connected by an interacting 1D “wire”. The plasmon
back-scattering is controlled by the dimensionless param-
eter s ∼ ω/ρg, where ω is the plasmon frequency (whose
characteristic value is set by the respective tempera-
tures of the reservoirs), ρ is the density of bosons, and
g the interaction strength. At large s, back-scattering
is suppressed, and the thermal current acquires a uni-
versal value (that depends neither on the spectrum of
the original particles nor on their statistics). In the low-
temperature regime, reflection of plasmons is strong, and
the thermal current exhibits a T 1/2 suppression com-
pared to the universal value. As another application of
this formalism, we have calculated the bosonic single par-
ticle Green function in the same non-equilibrium setup.
The result interpolates between the conventional (linear
spectrum) Luttinger-liquid and free-boson limits.
The approach developed in this work can be used to
study other properties of the system, e.g., higher cor-
relation functions or non-steady-state characteristics. A
more ambitious perspective will be development of a gen-
eral non-equilibrium bosonized theory of non-linear LL
(formed by interacting fermionic or bosonic particles) in-
cluding both non-linear spectral dispersion of plasmon
modes and their coupling.
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Appendix A: Transport properties of free bosons
In this Appendix we summarize basic properties of
non-interacting bosons, using the original description.
1. Landauer approach: Particle current
For the case of non-interacting bosons the particle cur-
rent can be straightforwardly found within the Landauer
approach:
I =
∫ ∞
0
dǫν(ǫ)v(ǫ)[NL(ǫ)−NR(ǫ)] , (A1)
where ν is the density of states, v the velocity, and Nj
the distribution function in the corresponding reservoir.
Using the relation ν(ǫ)v(ǫ) = 1/2π, one finds the relation
I =
∫ ∞
0
dǫ
2π
[NL(ǫ)−NR(ǫ)] . (A2)
Assuming Bose distributions with the same temperature
T and two different chemical potentials µL, µR and per-
forming the integration, we obtain
I = − T
2π
ln
(
1− eµL/T
1− eµR/T
)
. (A3)
We note that the particle current is determined by the oc-
cupation numbers in both reservoirs at the bottom of the
band (at ǫ = 0). In the linear response regime, expand-
ing the current in the difference of chemical potentials,
we find
I =
1
2π
(µL − µR)NB(ǫ = 0) . (A4)
To relate the occupation number at the bottom of the
band to macroscopic parameters of the problem we com-
pute the particle density∫ ∞
0
dǫν(ǫ)NB(ǫ) = ρ . (A5)
For |µ| ≪ T one finds
ρ = T
√
m
|µ| , (A6)
thus leading to NB(ǫ = 0) = ρ
2/mT and
I =
1
2π
ρ2
mT
(µL − µR) . (A7)
We note that the particle current of bosons is enhanced
by a large parameter ρ2/mT as compared to the particle
current of fermions subjected to the same difference of
chemical potentials. The large conductance is reminis-
cent of superfluidity of Bose condensate in higher dimen-
sions.
On a more formal level, the appearance of the “Fermi
energy” ρ2/m entering the large factor ρ2/mT indicates
that the particle current can not be calculated within
the harmonic approximation. In the interacting case its
calculation would require the use of a full non-linear hy-
drodynamic theory, see Appendix B below.
82. Thermal current
The thermal current is given by
IE =
∫ ∞
0
dǫ
2π
ǫ[NL(ǫ)−NR(ǫ)] (A8)
Performing the integration one finds
IE =
π
12
(T 2L − T 2R) . (A9)
We note that the heat current in the system of non-
interacting bosons coincides with the heat current of 1D
free fermions34. Moreover, this result is universal and
does not depend on the shape of single particle spectrum
of elementary carriers, either fermions or bosons31. This
universality survives the adiabatic switching of interac-
tion (again for both fermions and bosons), when back-
scattering of plasmons is negligible, but is ultimately vi-
olated in the generic case [see, in particular, Eq.(37)].
Appendix B: Green functions, G≷
In this Appendix, we present details of the calculation
of the bosonic Green function. We begin by consider-
ing the case of non-interacting bosons, first in the origi-
nal formulation and then in the within the bosonization
framework. Then we calculate the Green function in the
interacting case.
1. Non-interacting bosons: Original description
We consider the non-interacting 1D bosons and cal-
culate the Green functions for coinciding spatial points,
X = X ′ (the case of X 6= X ′ treated similarly). Equa-
tions (39) yield
G
≷
B(τ) = −
i
2π
√
m
2
∫ ∞
0
dω√
ω
e−iωτ
(
coth
ω − µ
2T
± 1
)
.
(B1)
In the energy representation it reproduces well known
results
G<(ω) = −2πiν(ω)NB(ω − µ) , (B2)
G>(ω) = −2πiν(ω)[1 +NB(ω − µ)] , (B3)
where NB is the Bose distribution function and
ν(ω) =
θ(ω)
π
√
m
2ω
(B4)
is the density of states of non-interacting bosons. To
compare with the bosonized theory, we consider the high-
density (µ → 0) limit. Next, we show how these results
can be derived using the bosonization approach.
2. Non-interacting bosons: Bosonized description
The Green function within the bosonization framework
is given by Eq. (44). Substituting the spectrum of free
bosons in Eq. (45), we get
Φ
≷
1 (τ) =
1
2πρ
√
m
2
∫ ∞
0
dω√
ω
[
Bω(i sinωτ − 1
2
cosωτ)
±
(
i
2
sinωτ − cosωτ
)]
. (B5)
Similarly, Eq.(46) yields for the function in the exponent,
Φ
≷
2 (τ) =
1
4πρ
√
m
2
∫ ∞
0
dω√
ω
[
(1− cosωτ)Bω
±i sinωτ
]
(B6)
Let us emphasize that the integral over frequency in
Eq.(B5) converges (as opposed to the logarithmically di-
vergent integrals in the LL case). The resulting function
Φ2 is actually small. Therefore, one can expand the ex-
ponent in Eq.(44). Combining all terms together, one
finds
G≷(τ) ≃ iρ
(
−1 + Φ≷1 (τ) + Φ≷2 (τ)
)
. (B7)
To compare this with the exact result, we take Eq. (B1),
subtract its value at τ = 0 (density), and then consider
the limit µ → 0. The result is in full agreement with
Eqs. (B7), (B5), and (B6).
3. Interacting bosons, Bosonized description
We now consider the case both coordinates X and X ′
are located inside the interacting part of the system. In
this case the Green function depends on the x = X−X ′.
For the problem of the sharp barrier one finds
G≷(τ, x) = −iρ
(
1− Φ≷1 (τ, x)
)
e−Φ
≷
2
(τ,x)+Ix . (B8)
Here the pre-exponential
Φ
≷
1 (τ, x) =
m
2πρ
∫ ∞
0
dω
4ρgq + q3/m
[
BwR
(
iω sin ξR
− q
2
4m
cos ξR
)
± iq
2
4m
sin ξR ∓ ω cos ξR + (R↔ L)
]
,
and exponential factor
Φ
≷
2 (τ) =
m
2ρ
∫ ∞
0
dω
2π
g + q2/8mρ
q(g + q2/4mρ)(
BwR(1− cos ξR)± i sin ξR + (R↔ L)
)
, (B9)
where ξR/L = ωτ∓qx and I is an average value of the par-
ticle current flowing through the system, see Appendix
9B 4. It is given by the mean value of 〈∂xθ〉, which is
determined by a non-linear hydrodynamic equation.
We note that calculating the correlation function of the
bosonic fields we neglected the modulation of the mean
density of bosons. It is possible to generalize the har-
monic approximation and to allow the modulation of the
mean density in space. We now present general formulas
applicable in the case of spatially varying mean density.
To calculate the correlation functions of bosonic fields,
one needs to find the inverse of the operator
D−1D = 1ˆ . (B10)
Employing Eq. (14), we find that components of the
matrix correlation function D satisfy the following equa-
tions:
LˆDrφφ(ω, x, x
′) = −2π
2ρ
m
1ˆ , (B11)
LˆDrφθ(ω, x, x
′) = 2πiω∂−1x 1ˆ ,
LˆDrθφ(ω, x, x
′) = 2πiω1ˆ ,
Lˆ∂xD
r
θθ(ω, x, x
′) = (2π)2Kˆ−1(x)∂−1x 1ˆ,
where we have defined an operator
Lˆ ≡ ω2 − 2π
2ρ
m
Kˆ−1(x) . (B12)
In order to find the components of the correlation func-
tion D, we construct the scattering states χq,η(x), char-
acterized by the momentum q and index η that labels the
reservoir from which the state was “emitted”. The scat-
tering state wave function satisfy the following equation
2π2ρ
m
Kˆ−1χηq(x) = ω
2
qχ
η
q(x) . (B13)
In terms of the scattering states, the correlation func-
tions of the bosonic fields can be written as follows:
D
r/a
φφ (ω, x, x
′) =
2π2ρ
m
Dr/a, (B14)
D
r/a
φθ (ω, x, x
′) = −2πiω∂−1x′
2π2ρ
m
Dr/a,
D
r/a
θφ (ω, x, x
′) = 2πiω∂−1x
2π2ρ
m
Dr/a,
D
r/a
θθ (ω, x, x
′) = −(2π)2Kˆ−1(x′)∂−1x ∂−1x′ Dr/a.
Here we defined
Dr/a =
∑
q>0,η
χηq (x)χ
η∗
q (x
′)
ω2± − ω2q
. (B15)
The Keldysh component can be constructed from the re-
tarded and advanced one, by imposing the “partial equi-
librium” condition in each direction of plasmon propaga-
tion,
DK = −2πi
∑
q>0,η
χηq(x)χ
∗η
q (x
′)Bη(ω)δ(ω2 − ω2q), (B16)
and similarly for other components.
4. Mean density current for interacting bosons
To find the particle current one needs to calculate the
expectation value of the operator
I =
ρ
m
∂xθ(x) . (B17)
In the presence of a weak external potential U(x, t) the
linear response theory predicts
〈I(x, t)〉 = ∂t
∫
dx′dt′Drφφ(x, t;x
′, t′)∂xU(x′, t′) . (B18)
We now analyze this expression in different limits. If the
interaction between bosons in the leads gr is finite (we
now relax the assumption gr = 0 we used throughout the
manuscript), it sets the energy scale ρgr. For energies
below this scale the spectrum of collective modes is linear,
and one restores the known LL result35,36
〈I〉 = KrV/h . (B19)
Here Kr =
√
π2ρ/2mgr is the LL parameter in the leads,
and V is a difference between the chemical potentials in
the leads. In the absence of interactions in the leads, the
value of current in this case is unaffected by the interac-
tion inside the system, as in the fermionic case37–42.
For the case of free bosons (gr = g = 0) Eq.(B18)
yields
〈I(ω)〉 = ρ
2m
√
m
2ω
V , (B20)
implying that the “conductance” diverges in the d.c.
limit (ω → 0). This divergence signals that the harmonic
approximation is not a suitable framework to calculate
the particle current. Indeed, while developing the har-
monic approximation we took the µ→ 0 limit, assuming
that characteristic energies of the collective excitations
are much greater than the chemical potential. While
this assumption is valid for the thermal current and the
single-particle Green function it does not hold for the
particle current of the free bosons. To cure this prob-
lem, one should restore the low energy cut-off, replacing
ω with µ. Doing so and using Eq.(A6), one recovers the
conductance of non-interacting bosons, Eq.(A7).
While the limits discussed above give us some idea
about the particle current, this problem remains to be
solved for bosons that do interact in the wire (g 6= 0), but
do not interact in the leads (gr = 0). In particular, it re-
mains to be seen whether the value of particle current in
this case is affected by interaction inside the system. To
answer this question, one has to go beyond the harmonic
approximation and to resort to the full (non-linear) hy-
drodynamic description.
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