Nonlinear system behavior is not always well characterized by linearized system models, especially if the system is chaotic. This research studies the use of a neural network algorithm structure to model two nonlinear systems, a quadratic system and a chaotic system. An evolutionary programming approach is employed to train the neural nets so that the training process might better avoid selecting weighting parameters that represent a local minimum rather than a global minimum. This training approach is compared with the more standard back propagation technique.
Introduction
Neural nets are becoming widely used in the study of dynamic systems, both in the areas of system identification and control [ 1-41. This research focuses on system identification using a neural network architecture to map inputs to outputs.
Actual system models examined here have state and output equations of the following form: k ( t ) = f ( x ( t ) ) +Bu(t) YO) = Cx(t> where the input, u ( t ) , and the output, y(t), are two dimensional, and the state, x ( r ) , is three dimensional. The input and output matrices are given by: These last equations are the Lorenz equations for the attractor of the same name. The twodimensional output trajectory of the Lorenz attractor for a 30 second simulation is given in Figure 1 . The distinctive butterfly pattern is clearly discerned. The input vector, u(c), used to generate the figure consists of two piecewise constant functions of time, where the amplitude sequence for each function is an independent sequence of pseudo random variables chosen from the standard normal distribution. The time over which ~( t )
is constant is 0.1 second. This same input function is also used to generate the data for the quadratic system. 
Neural Net Topology
Inputs for the system identification problem consist of current and past input vectors, as well as current and past output vectors for the corresponding sampled data system, where the object is to determine the output one time step in the future [2] . A neural network is trained on the measured input-output data for a realization of the actual system over a set of measured sampling times. The sampling rate used throughout is 10 samples per second.
The neural network topology used here is that of a multilayer perceptron [2, 4] . This topology is depicted in Figure 2 . The input retina at sample k, rk, consists of current and past input vectors, as well as current and past output vectors. Following some preliminary tests, input retinas of dimension 20 were the main focus of study. The single hidden layer contains 20 nodes (also the result of preliminary tests) and uses the hyperbolic tangent function, tanh, to obtain a differentiable sigmoidal function with asymptotes at -1 and 1. The output layer is a purely linear function of the hidden nodes. This topology does not include bias terms in the hidden or output layers because the underlying systems, both quadratic and chaotic, are zero when all past outputs and inputs are zero.
Neural Net Training
Learning algorithms examined here are back propagation [2, 4] and evolutionary programming [5] . Evolutionary programming is an optimization technique designed to inhibit the selection of a local optimal set of parameter values in place of the true globally optimal set for a given problem. Here, the weights and biases involved in the neural network constitute the parameters to be chosen optimally.
The specific form of the evolutionary programming learning algorithm used here is one in which there are n l parents in each generation and each parent generates n2+ 1 children across a generation. A parent or child is characterized by the particular values for the weighting matrices associated with it. A child is generated from a parent using the equations: When all children from all parents have been created, the n l with the lowest SSE are chosen to become parents for the subsequent generation. Here nl=n2=10. Figure 3 shows the results of 1000 training epochs using back propagation in training the net to identify the quadratic system. Figure 4 shows the final 300 epochs of this training. These data depict the volatile nature of this training algorithm, which is clearly not uniformly decreasing. The minimum SSE attained during this training was approximately 18. The training for the evolutionary programming algorithm does produce a uniform decrease in SSE across generations. This was accomplished by mixing training rates: half the children in each generation were generated using a CJ value of lo0 times the learning rate used in back propagation training, while the other half used a CJ only 10 times this learning rate. Lower and higher values of 0 trained substantially more slowly. Overall, however, this training is much slower than using back propagation, and the final SSE is nearly 50% higher after longer training.
Results
A final technique which combined evolutionary programming with backpropagation was also studied. In this implementation, each newly generated child is trained for 100 iterations using back propagation. The results of training in this fashion across 7 generations is presented in Figure 7 . Here, the first two generations achieve approximately the same minimum SSE as does back propagation training, while subsequent generations are able to break out of the local minimum found by back propagation and achieve a reduction in SSE by a factor of 3.
However, this achievement was bought at the expense of an order of magnitude increase in training time, The final trajectories for the true and neural network system dynamics are presented in Figure 8 .
These techniques were then transferred to the study of the chaotic system where reasonable results were not forth-coming. Again, the combined training technique achieved a substantial performance gain ( 
