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Telman B. GASYMOV, Ali A. HUSEYNLI
ASYMPTOTICS OF EIGENVALUES AND
EIGENFUNCTIONS OF A DISCONTINUOUS
BOUNDARY VALUE PROBLEM
Abstract
The boundary problem is considered which occurs in the theory of small
transversal vibrations of a smooth inhomogeneous string. The ends of the string
assumed to be xed and the midpoint of the string is damped by a pointwise force.
The asymptotic behavior of eigenvalues and eigenfunctions of the considered
boundary value problem is studied.
Consider the following boundary value problem
 y00 + q(x)y = y; x 2 ( 1; 0) [ (0; 1); (1)
y( 1) = y(1) = 0
y( 0) = y(+0)
y0( 0)  y0(+0) = my(0):
9=; (2)
For the case q(x)  0 the asyptotics of eigenvalues and eigenfunctions, also the
basis properties of eigenfunctions were investigated completely in [1].
We denote  = 2; Im  =  . Suppose that q(x) is a complex valued summable
function on ( 1; 1). Denote by y1(x; ) the solution of (1) satisfying the initial
conditions
y1( 1) = 0
y01( 1) = 

(3)
and by y2(x; ) the solution of (1) satisfying the initial conditions
y2(1) = 0
y02(1) = 

(4)
Lemma 1. The following integral representations hold:
y1(x; ) = sin (1 + x) +
1

xR
 1
sin (x  t)q(t)y1(t; )dt;   1 < x < 0 (5)
y01(x; ) =  cos (1 + x) +
xR
 1
cos (x  t)q(t)y1(t; )dt;   1 < x < 0 (6)
y2(x; ) = sin (1  x) + 1

1R
x
sin (t  x)q(t)y2(t; )dt; 0 < x < 1 (7)
y02(x; ) =  cos (1  x) 
1R
x
cos (t  x)q(t)y2(t; )dt; 0 < x < 1: (8)
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Proof. Since y1(x; ) satises (1) on ( 1; 0), then
xR
 1
sin (x  t)q(t)y1(t)dt =
xR
 1
sin (x  t)y001(t; )dt+ 2
xR
 1
sin (x  t)y1(t; )dt:
Integrating by part the rst integral in the right-hand side of the last equation twice
and taking into account (3), we nd
xR
 1
sin (x  t)q(t)y1(t)dt =   sin (x+ 1) + y1(x; );
i.e. the equality (5).
The equality (6) is obtained by dierentiating the equality (5).
The equalities (7) and (8) are obtained similarly.
Lemma 2. The following asymptotic formulas hold when jj ! 1
y1(x; ) = O(e
j j(1+x)); (9)
y2(x; ) = O(e
j j(1 x)); (10)
more precisely
y1(x; ) = sin (1 + x) +O
 
ej j(1+x)
jj
!
; (11)
y2(x; ) = sin (1  x) +O
 
ej j(1 x)
jj
!
: (12)
All estimates are satised uniformly on x for y1(x; ) when  1  x  0 and for
y2(x; ) when 0  x  1.
The proof repeats that lemma in [2] word for word.
Theorem 1. Let q(x) is a complex valued function summable on [ 1; 1] and let
d = 4 + (mq2(0))
2 + (mq1(0))
2 + 8mq2(0)  2m2q2(0)q1(0) 6= 0;
here
q1(0) =
1
2
0R
 1
q(t)dt
and
q2(0) =
1
2
1R
0
q(t)dt:
Then the spectrum of problem (1)-(2) consists of two sequences 1;n = 
2
1;n; n =
1; 2; ::: and 2;n = 
2
2;n; n = 1; 2; ::: of asymptotically simple eigenvalues, where 1;n
and 2;n holds the following asymptotic equalities
1;n = n+
1
n
+ o

1
n

and
2;n = n+
2
n
+ o

1
n

;
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here 1 and 2 are dierent numbers and are dened by the following way:
1 =
 (2mq2(0) +mq1(0)) +
p
d
 2m ;
2 =
 (2mq2(0) +mq1(0)) 
p
d
 2m ;
0  arg
p
d < :
Proof. Substitute asymptotics for y1(x) from (11) in the right-hand side of (5):
y1(x) = sin (1 + x) +
1

xR
 1
sin (x  t)q(t)
"
sin (1 + t) +O
 
ej j(1+t)
jj
!#
dt =
= sin (1 + x) +
1

xR
 1
sin (x  t) sin (1 + t)q(t)dt+
+
1
2
xR
 1
sin (x  t)q(t)O

ej j(1+t)

= sin (1 + x)+
+
1
2
xR
 1
[cos (x  2t  1)  cos (1 + x)] q(t)dt+
+
1
2
xR
 1
sin (x  t)q(t)O

ej j(1+t)

dt = sin (1 + x) 
  1
2
cos (1 + x)
xR
 1
q(t)dt+
1
2
xR
 1
cos (x  2t  1)q (t) dt+
+
1
2
xR
 1
sin (x  t)q(t)O

ej j(1+t)

dt = sin (1 + x) 
 1

cos (1 + x)
 
1
2
xR
 1
q(t)dt
!
+
1
2
xR
 1
cos (x  2t  1)q(t)dt+
+
ej j(1+x)
2
xR
 1
sin (x  t)
ej j(x t)
O(1)q(t)dt:
Hence,
y1(x) = sin (1 + x)  1

q1(x) cos (1 + x)q1(x)+
+
1
2
xR
 1
cos (x  2t  1)q(t)dt+O
 
ej j(1+x)
jj2
!
; (13)
here for  1  x  0
q1(x) =
1
2
xR
 1
q(t)dt:
Substitute asymptotics for y1(x) from (11) in the right-hand side of (6):
y01(x) =  cos (1 + x) +
xR
 1
cos (x  t)q(t)
"
sin (1 + t) +O
 
ej j(1+t)
jj
!#
dt =
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=  cos (1 + x) +
xR
 1
cos (x  t) sin (1 + t)q(t)dt+
+
1

xR
 1
cos (x  t)q(t)O

ej j(1+t)

dt =  cos (1 + x)+
+
1
2
xR
 1
[sin (1 + x) + sin (1  x+ 2t)] q(t)dt+
+
1

xR
 1
cos (x  t)
ej j(x t)
O(1)q(t)dt  ej j(1+x):
Hence
y01(x) =  cos (1 + x) +
1
2
sin (1 + x)
xR
 1
q(t)dt+
+
1
2
xR
 1
q(t) sin (1 + 2t  x)dt+O
 
ej j(1+x)
jj
!
: (14)
The following asymptotic equalities are obtained analogously:
y2(x) = sin (1  x)  1

q2(x) cos (1  x)q2(x)+
+
1
2
1R
x
cos (2t  x  1)q(t)dt+O
 
ej j(1 x)
jj2
!
(15)
and
y02(x) =   cos (1  x)  q2(x) sin (1  x) 
 1
2
1R
x
q(t) sin (1 + x  2t)dt+O
 
ej j(1 x)
jj
!
; (16)
here for 0  x  1
q2(x) =
1
2
1R
x
q(t)dt:
Obviously, for any  6= 0 the solution y(x; ) of the problem (1)-(2) have to be
in the form
y(x) =

C1y1(x); for   1 < x < 0;
C2y2(x); for 0 < x < 1;
here C1 and C2 are complex numbers.  6= 0 is an eigenvalue of the problem (1)-(2)
if and only if C1 and C2 are nontrivial solutions of following homogeneous system
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of linear equations:8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:
C1
 
sin   q1(0)

cos +
1
2
0R
 1
cos (1 + 2t)q(t)dt+O
 
ej j
jj2
!!
 
 C2
 
sin   q2(0)

cos +
1
2
1R
0
cos (2t  1)q(t)dt+O
 
ej j
jj2
!!
= 0
C1
 
 cos + q1(0) sin +
1
2
0R
 1
q(t) sin (1 + 2t)dt+O
 
ej j
jj
!!
 
 C2
 
  cos   q2(0) sin   1
2
1R
0
q(t) sin (1  2t)dt+O
 
ej j
jj
!!
=
= C1
2m
 
sin   q1(0)

cos +
1
2
0R
 1
cos (1 + 2t)q(t)dt+O
 
ej j
jj2
!!
To dene eigenvalues we obtain following equation
4() =
 A11() A12()A21() A22()
 = 0;
here
A11() = sin   q1(0)

cos +
1
2
0R
 1
cos (1 + 2t)q(t)dt+O
 
ej j
jj2
!
;
A12() =   sin + q2(0)

cos   1
2
1R
0
cos (2t  1)q(t)dt+O
 
ej j
jj2
!
;
A21() = ( cos   2m sin ) + (q1(0) sin + mq1(0) cos )+
+
1
2
0R
 1
q(t) sin (1 + 2t)dt  1
2
m
0R
 1
cos (1 + 2t)q(t)dt+O(ej j);
A22() =  cos + q2(0) sin +
1
2
1R
0
q(t) sin (1  2t)dt+O
 
ej j
jj
!
:
Using that, for any complex number z
jsin zj  ejIm zj
and
jcos zj  ejIm zj;
we can write
jcos (2t  1)j  ej j; for 0  t  1;
jsin (1 + 2t)j  ej j; for   1  t  0;
jcos (1 + 2t)j  ej j; for   1  t  0;
jsin (1  2t)j  ej j; for 0  t  1:
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Taking into account the last inequalities, for jj ! 1 we obtain:
0R
 1
q(t) cos (1 + 2t)dt = O(ej j);
1R
0
q(t) cos (2t  1)dt = O(ej j);
0R
 1
q(t) sin (1 + 2t) = O(ej j);
1R
0
q(t) sin (1  2t)dt = O(ej j):
From the last asymptotic formulas we obtain that 4() can be written as the form:
4() =
 sin    sin  cos   2m sin   cos 
+
+
 sin 
q2(0)

cos 
 cos   2m sin  q2(0) sin 
+
+

sin 
1
2
1R
0
cos (2t  1)q(t)dt
 cos   2m sin  1
2
1R
0
q(t) sin (1  2t)dt
+
+

sin  O
 
ej j
jj2
!
 cos   2m sin  O
 
ej j
jj
!

+
+
  
q1(0)

cos    sin 
q1(0) sin +mq1(0) cos   cos 
+
+
  
q1(0)

cos 
q2(0)

cos 
q1(0) sin +mq1(0) cos  q2(0) sin 
+
+

 q1(0)

cos    1
2
1R
0
cos (2t  1)q(t)dt
q1(0) sin +mq1(0) cos 
1
2
1R
0
q(t) sin (1  2t)dt
+
+

 q1(0)

cos  O
 
ej j
jj2
!
q1(0) sin +mq1(0) cos  O
 
ej j
jj
!

+
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+

1
2
0R
 1
q(t) cos (1 + 2t)dt   sin 
1
2
0R
 1
q(t) sin (1 + 2t)dt  1
2
m
0R
 1
q(t) cos (1 + 2t)dt  cos 
+
+

1
2
0R
 1
q(t) cos (1 + 2t)dt
q2(0)

cos 
1
2
0R
 1
q(t) sin (1 + 2t)dt  1
2
m
0R
 1
q(t) cos (1 + 2t)dt q2(0) sin 
+
+

O
 
ej j
jj2
!
  sin 
O(ej j)  cos 
+O
 
e2j j
jj
!
Opening all determinants in the last equality, we obtain the following for the function
4():
4() =  m2 + q2(0) + q1(0) sin2 +
+

2+mq2(0) +mq1(0)  2q1(0)q2(0)


sin  cos +
+
"
1
2
1R
0
q(t) sin (1  2t)dt+ 1
2
m
1R
0
cos (2t  1)q(t)dt+ O
 
ej j
jj
!
+
+O

ej j

  q1(0) 1
2
1R
0
cos (2t  1)q(t)dt+ O
 
ej j
jj2
!
+
1
2
0R
 1
q(t) sin (1 + 2t)dt 
 1
2
m
0R
 1
q(t) cos (1 + 2t)dt+
q2(0)
2
0R
 1
q(t) cos (1 + 2t)dt
#
sin +
+
"
 1
2
1R
0
cos (2t  1)q(t)dt+O
 
ej j
jj
!
  q1(0)
2
1R
0
q(t) sin (1  2t)dt 
 mq1(0)
2
1R
0
cos (2t  1)q(t)dt+O
 
ej j

!
+O
 
ej j

!
+
+
1
2
0R
 1
q(t) cos (1 + 2t)dt  q2(0)
2
0R
 1
q(t) sin (1 + 2t)dt+
+
q2(0)
2
m
0R
 1
q(t) cos (1 + 2t)dt
#
cos +
+ [q2(0)  q1(0) mq2(0)q1(0)] cos2 +O
 
e2j j

!
: (17)
Circle the points ek = k; k = 1; 2; ::: by the circles with radius 4 . Out of these
circles the inequality
j()j  C jj2 e2j j
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holds for the function
() =
 2 + q2(0) + q1(0) sin2 ;
here C > 0 is a constant. Since modules of remained summands of the right-hand
side of equality (17) don't exceed A jj e2j j (here A > 0 is a constant), then by
Rouchet theorem for suciently large k function 4() posseses exactly two zeroes
multiplicity taking into account in the

4
neighborhood of every point k. Hence, all
zeroes of 4() lie in some horizontal strip jIm j  , here  is a positive constant.
Since, all zeroes of 4(2) belong to strip jIm j   in sequel assume that  runs
only in this strip. Under this assumptation the following asymptotic equalities are
true for jj ! +1 :
O
 
ej j

!
= O
 
e2j j

!
= O

1


;
O
 
ej j
2
!
= O

1
2

;
O
 
ej j

= O(1):
9>>>>>>=>>>>>>;
(18)
In the other hand, in the strip jIm j  
0R
 1
q(t) cos (1 + 2t)dt =
1R
0
q(t) cos(2t  1)dt =
0R
 1
q(t) sin (1 + 2t)dt =
=
1R
0
q(t) sin (1  2t)dt = o(1) (19)
for jj ! +1:
In the discs centrated at the points ek = k; k = 1; 2; :::; with radius 4 the
inequality  1cos 
 M; (20)
holds, where M is a constant not depend on .
Taking into account (17)-(20) the equation4(2) = 0 can be written in the form: m2 + q2(0) + q1(0) tg2+ [2+mq2(0) +mq1(0) + o()] tg+
+ [q2(0)  q1(0) mq2(0)q1(0) + o(1)] = 0: (21)
The prime part of the discriminant of this quadratic equation (by tg) is
4 + (mq2(0))
2 + 8mq2(0)  2m2q2(0)q1(0)

2 = d2;
here
d = 4 + (mq2(0))
2 + 8mq2(0)  2m2q2(0)q1(0)
The set of roots of (21) are the union of roots of equations
tg =
 (2 +mq2(0) +mq1(0) + o(1))+
p
d+ o(1)
2 [ m2 + q2(0) + q1(0)]
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and
tg =
 (2 +mq2(0) +mq1(0) + o(1)) 
p
d+ o(1)
 2 [ m2 + q2(0) + q1(0)] :
We write these equations in the form
tg =
a1

+ o

1


(22)
and
tg =
a2

+ o

1


; (23)
correspondingly, here
a1 =
 (2 +mq2(0) +mq1(0)) +
p
d
 2m
and
a2 =
 (2 +mq2(0) +mq1(0)) 
p
d
 2m ;
and
p
d is the number satisfying 0  argpd < . By the condition of the Theorem
1 d 6= 0, we obtain that a1 6= a2. Consider the equation (22). From the Rouche the-
orem we obtain that the roots 1;n of this equation are asymptoticaly simple and
are in the form
1;n = n+ "n;
here lim
n!1"n = 0. Taking this into account in (22), we obtain
tg(n+ "n) =
a1
n+ "n
+ o

1
n

;
or
tg"n =
a1

n
+ o

1
n

:
From here we have
"n =
1
n
+ o

1
n

;
here 1 =
a1

:
Hence, for the sequence 1;n of roots of the equation (22) we obtained following
asymptotic formula
1;n = n+
1
n
+ o

1
n

:
By the same way we obtain the asymptoticaly simpleness and following asymp-
totic formula for the sequence 2;n of roots of equation (23):
2;n = n+
2
n
+ o

1
n

here 2 =
a2

: By the theorem d 6= 0, then 1 6= 2.
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Theorem is proved.
Now, let's pass to study the asymptotic behavior of eigenfunctions of the problem
(1)-(2). From the asymptotic equalities obtained for 1;n and 2;n and asymptotic
expression for A22() for the suciently large n we have
A22(1;n) 6= 0 and A22(2;n) 6= 0:
Hence, for the suciently large n the eigenfunction of the problem (1)-(2) cor-
responding to eigenvalue 1;n = (1;n)
2 will be
y1;n(x) =
8>><>>:
1
1;n
A22(1;n)y1(x; 1;n); for x 2 [ 1; 0]
  1
1;n
A21(1;n)y2(x; 1;n); for x 2 [1; 0];
and the eigenfunction corresponding to eigenvalue 2;n = (2;n)
2 will be
y2;n(x) =
8>><>>:
1
2;n
A22(2;n)y1(x; 2;n); for x 2 [ 1; 0]
  1
2;n
A21(2;n)y2(x; 2;n); for x 2 [ 1; 0]:
Let x 2 [ 1; 0] : Since,
cos z = 1 +O(z2); z ! 0
sin z = z +O(z3) = O(z); z ! 0

;
then we have:
1
1;n
A22(1;n) = cos

n+
1
n
+ o

1
n

+O

1
n

=
= ( 1)n cos

1
n
+ o

1
n

+O

1
n

=
= ( 1)n

1 +O

1
n2

+O

1
n

= ( 1)n +O

1
n

:
From (11) we have
y1(x; 1;) = sin 1;n(1 + x) +O

1
n

:
In the other hand
sin 1;n(1 + x) = sin

n+
1
n
+ o

1
n

(1 + x) =
= sin

n+ nx+O

1
n

= ( 1)n sin

nx+O

1
n

=
= ( 1)n

sinnx+O

1
n

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Finally, for x 2 [ 1; 0] we have
y1;n(x) =

( 1)n +O

1
n

( 1)n sinnx+O

1
n

= sinnx+O

1
n

:
Now, let x 2 [0; 1]: We have:
  1
1;n
A21(1;n) =   cos 1;n +m1;n sin 1;n   q1(0)m cos 1;n + o(1) =
=  (1 +mq1(0)) cos

n+
1
n
+ o

1
n

+m

n+
1
n
+ o

1
n


 sin

n+
1
n
+ o

1
n

+ o(1) = (1 +mq1(0))( 1)n+1 cos

1
n
+ o

1
n

 
 m( 1)n+1

n+
1
n
+ o

1
n

 sin

1
n
+ o

1
n

+ o(1) =
= (1 +mq1(0))( 1)n+1

1 +O

1
n2

 m( 1)n+1

n+
1
n
+ o

1
n




1
n
+ o

1
n
+O

1
n3

+ o(1) = ( 1)n+1(1 +mq1(0) m1) + o(1)
By the same way as for y1(x; 1;n) we can prove, that
y2(x; 1;n) = ( 1)n+1 sinnx+O

1
n

:
Finally, for x 2 [0; 1] we have
y1;n(x) = 1;n sinnx+O

1
n

here
1;n = 1 +mq1(0) m1 + o (1) : (24)
The following asymptotic equality for the eigenfunction y2;n(x) proves analogously:
y2;n(x) =

sinnx+O
 
1
n

; x 2 [ 1; 0]
2;n sinnx+O
 
1
n

; x 2 [ 1; 0]
here
2;n(x) = 1 +mq1(0) m2 + o (1) (25)
We proved the following
Theorem 2. Let the function q(x) satises the conditions of the Theorem 1.
Then the eigenfunctions y1;n(x) coressponding to eigenvalues 1;n = (1;n)
2 and
the eigenfunctions y2;n(x) corresponding to eigenvalues 2;n = (2;n)
2 satises the
following asymptotic equalyties:
y1;n(x) =
8>><>>:
sinnx+O

1
n

; x 2 [ 1:0]
1;n sinnx+O

1
n

; x 2 [0; 1]
(26)
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y2;n(x) =
8>><>>:
sinnx+O

1
n

; x 2 [ 1:0]
2;n sinnx+O

1
n

; x 2 [0; 1]
(27)
here 1;n and 2;n holds (24) and (25) respectively.
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