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Large quantum simulators, with sufficiently many qubits to be impossible to simulate classically,
become hard to experimentally validate. We propose two tests of a quantum simulator with Heisen-
berg interaction in a linear chain of spins. In the first, we propagate half of a singlet state through
a chain of spin with a ferromagnetic interaction and subsequently recover the state with an anti-
ferromagnetic interaction. The antiferromagnetic interaction is intrinsic to the system while the
ferromagnetic one can be simulated by a sequence of time-dependent controls of the antiferromag-
netic interaction and Suzuki-Trotter approximations. In the second test, we use the same technique
to transfer a spin singlet state from one end of a spin chain to the other. We show that the tests are
robust against parametric errors in operation of the simulator and may be applicable even without
error correction.
I. INTRODUCTION
Quantum simulators [1] provide the opportunity
for a controlled quantum system to emulate the be-
havior of another system whose properties we would
like to better understand. Progress towards build-
ing quantum simulators is occurring rapidly, with
demonstrations up to and beyond 50 qubits [2–8].
However, a key question remains: how do we test
the behavior of such a system without fault toler-
ance while at the same time dealing with the expo-
nential growth of classical simulation costs [9, 10]? A
variety of approaches are being considered in this do-
main, including comparison of classical versus quan-
tum behavior [11–13] or demonstrating so-called [14]
‘quantum supremacy’ [15–21].
Here we consider an approach for testing the per-
formance of a spin-based quantum simulator that
can be easily implemented in quantum dot comput-
ing systems [5, 22, 23], as well as other systems that
have nearest neighbor Heisenberg interactions [24–
27]. Starting with an intrinsically antiferromag-
netic system, we show how time-dependent control
of the exchange interaction enables us to make a
Suzuki-Trotter-type simulation of a ferromagnetic
system. This in turn allows us to propose two differ-
ent tests for a linear chain of spins. In the first, one
does a Loschmidt echo, propagating a single up spin
through a chain of down spins with the ferromag-
netic interaction, then back with the antiferromag-
netic interaction. In the second, one transfers a spin
singlet through a chain of spins following the proto-
col outlined in Ref. [28]. Successful recovery of the
singlet on the far end provides a test of the quantum
channel capacity of the underlying quantum simula-
tor. These techniques are ideal for quantum dot-
based computer, where preparation and measure-
ment of singlet states [29, 30] and antiferromagnetic
Heisenberg interactions [31] are natural elements of
the system.
II. SIMULATING FERROMAGNET WITH
ANTIFERROMAGNET
In this section, we describe how to simulate time
evolution under a ferromagnetic interaction using
an antiferromagnetic interaction. In our scenario,
we assume that one can prepare n spins and let
them evolve for some time t under antiferromagnetic
nearest-neighbor interactions:
Ha,n =
n−1∑
i=1
Ji,i+1(t)Si · Si+1, (1)
where Si is the spin operator vector of the ith qubit
and the arbitrary positive Ji,i+1(t) are tunable pa-
rameters. In what follows, we take ~ = 1. Using
the above Hamiltonian, we would like to simulate a
ferromagnetic Hamiltonian,
Hf,n = −
n−1∑
i=1
J˜i,i+1(t)Si · Si+1, (2)
for arbitrary positive parameters J˜i,i+1(t). Let us
first consider a two-spin system, i.e. n = 2.
A. Basic element: a two-spin system
In this case, the antiferromagnetic and ferromag-
netic Hamiltonians in Eq. (1) and Eq. (2) are re-
ar
X
iv
:1
71
2.
05
28
2v
1 
 [q
ua
nt-
ph
]  
14
 D
ec
 20
17
2duced to
Ha,2 = J12(t)S1 · S2, (3)
Hf,2 = −J˜12(t)S1 · S2. (4)
Let us first consider time-independent Hamiltonians,
i.e. J1(t) = J and J˜1(t) = J˜ , for all t.
In order to investigate the simulation of time evo-
lution under the ferromagnetic and the antiferro-
magnetic Hamiltonians (Eq. (1), (2)), we first pre-
pare an arbitrary two-spin initial state |ψ (0)〉 at
t = 0. Let it evolve under the ferromagnetic interac-
tion Hf,2 in Eq. (4) for time t and the time evolution
operator would be Uf (t) = e
−iHf,2t . Since we can
always represent the state |ψ(0)〉 in the eigenstates
of Hf,2, i.e.
|ψ(0)〉 = c0 |s〉+
3∑
m=1
cm |tm〉 , (5)
where c0 and cm are coefficients, the state of the
system at time t will be∣∣∣ψ˜ (t)〉 = Uf (t) |ψ (0)〉
= c0e
iJ˜εst |s〉+ eiJ˜εtt
3∑
m=1
cm |tm〉 (6)
= eiJ˜εtt
(
c0e
iJ˜∆εt |s〉+
3∑
m=1
cm |tm〉
)
, (7)
with
∆ε = εs − εt, (8)
where εt =
1
4 and εs = − 34 are the eigenvalues of
two-spin system, the triplets |tm〉 and the singlet |s〉
respectively. The degeneracy of the triplets allows
us to simplify Eq. (6) to (7). Similarly, for the an-
tiferromagnetic interaction, Uaf (t
′) = e−iHa,2t
′
, we
have
|ψ(t′)〉 = e−iJεtt′
(
c0e
−iJ∆εt′ |s〉+
3∑
m=1
cm |tm〉
)
.
(9)
In this two-spin case, we can describe the evo-
lution by two phase terms. The first terms in
Eq. (7), (9) are global phases. Meanwhile, the phase
added to the singlet will cause the twist of the spin
chain on which we lay more focus. Also, these evo-
lutions as stated in Eq. (6) and Eq. (9) are periodic
and their periods are correlated to J and J˜ . Now
we try to utilize this periodic property to realize our
simulation of the ferromagnetic interaction by the
antiferromagnetic one. The goal here is to find t
and t′ for the ferromagnetic and the antiferromag-
netic time evolutions respectively which will bring
about identical final states:∣∣∣ψ˜(t)〉 = |ψ(t′)〉 , (10)
up to a possibly a global phase. Here we state
how evolution of different t can make our desired
simulation possible. Due to the fact that eiθ(t) =
e−i(2kpi−θ(t)) = e−iθ
′(t′), where θ(t) and θ′(t′) re-
fer to the phases in
∣∣∣ψ˜(t)〉 and |ψ(t′)〉, we wish to
find a proper relation between t and t′ which will
make Eq. (10) possible (Fig. 1). The rotation angle
θ(t) = J˜∆εt generated by the ferromagnetic interac-
tion is anti-clockwise while the angle θ′(t′) = J∆εt′
generated by the antiferromagnetic interaction is
clockwise. A restriction for t and t′ exists to en-
able θ = 2pi − θ′. To translate these into equations,
the times t and t′ must satisfy
J˜∆εt = 2kpi − J∆εt′, (11)
for some integers k. Solving the equation, we have
the relation between t and t′
t′ =
J˜
J
(
2pi
J˜ |∆ε| − t
)
(k = −1). (12)
The value of k are chosen to give a minimal experi-
mental time t′. According to this restriction, when
we start with the same initial state, an evolution for
t′ under an antiferromagnetic interaction is equiva-
lent to an time evolution for t under a ferromagnetic
interaction. That is
Uf (t) |ψ〉 = Uaf (t′) |ψ〉 , (13)
up to a global phase for any two-spin states |ψ〉.
Note that while our discussion is for a time-
independent interaction, we can also use this tech-
nique to simulate a time-dependent J by splitting
into smaller time periods in each of which we as-
sume J to be a constant.
B. Trotterization for a larger spin chain
In order to simulate the Hamiltonian in Eq. (2),
we start from simulating for three-spin case, where
the contributing Hamiltonians are
H12 = −J1,2S1 · S2, (14)
H23 = −J2,3S2 · S3. (15)
Using the protocol from the last subsection, we can
simulate U12(t) = e
−iH12t and U23(t) = e−iH23t.
However, since H12 and H23 do not commute, i.e.
3FIG. 1. The rotation angles θ and θ′ generated by fer-
romagnetic (red) and antiferromagnetic (blue) interac-
tion are of opposite clockwise direction. To let these two
rotations end up with the same effect, there should be
θ = 2pi − θ′. We show how this allows us to simulate
ferromagnet with antiferromagnet in section II A.
[H12, H23] 6= 0, a direct combination of these two
time evolution operations is not equivalent to the
system we intend to simulate:
e−i(H12+H23)t 6= e−iH12te−iH23t. (16)
Instead, we use a Trotterization technique [32].
The Trotter formula is a good way to approximate
the time evolution Hamiltonian Hf,3 = H12 + H23,
with the two-body interaction Hamiltonians. Here
we use second-order Trotter expansion which gives
a considerably small error term:
e−iHt =
(
e−i
H12
2
t
N e−iH23
t
N e−i
H12
2
t
N
)N
+O
(
t3
N2
)
,
(17)
where N is the number of Trotter steps which can
be increased to reduce the approximation error for a
given time t. Therefore, the time evolution e−iHf,2t
can be approximated by a series of alternative time
evolutions under H12 and H23, each of which can be
simulated using our technique described in II.A.
Furthermore, we can use the same technique to
simulate time evolution under the general Hamilto-
nian in Eq. (2) with n spins. To do that, we group
the terms in Eq. (2) in terms of time evolution under
Ho and He (Fig. 2)
Ho = J1,2S1 · S2 + J3,4S3 · S4 + . . . , (18)
He = J2,3S2 · S3 + J4,5S4 · S5 + . . . , (19)
where Ho + He = −Hf,n. The terms in Eq. (18)
(Eq. (19)) mutually commute with each other.
Therefore, we can further expand the time evolu-
tion under Ho(He) in terms of time evolutions un-
der each interaction pair and simulate those within
a same group simultaneously, i.e.,
e−iHot
′
= e−iH12t
′
e−iH34t
′
. . . . (20)
FIG. 2. Illustration of the interactions in Ho and He in
Eq. (18) and Eq. (19). The dots represent spins and the
links between them refer to the included interactions.
And with our technique in section II A, each term
on the right hand side can be simulated by the anti-
ferromagnetic interaction and an appropriate choice
of t′, that is, eiHot using Eq. (12).
Next, using Trotterization, we can then approxi-
mate the time evolution under the general Hamilto-
nian Eq. (2) in terms of the time evolutions under
Ho and He as
Uf,n(t) ≡
(
e−i
Ho
2 τ
′
e−iHeτ
′
e−i
Ho
2 τ
′)N
, (21)
where τ ′ = J˜J
(
2pi
J˜|∆ε| − tN
)
, as per Eq. (12). Note
that we here assume that the Ji,i+1’s take the same
value J = J˜ when turned on. One can adjust in-
dividual gate timings to correct for this if they are
of different amplitudes. With these choices, we have
Uf,n ≈ exp(−iHf,nt) up to a small Trotter error.
Therefore, we have managed to simulate Eq. (2) for
n spins using the underlying antiferromagnetic in-
teraction.
In order to demonstrate and verify our tech-
nique of simulating ferromagnetic interaction, we
further propose two protocols in the following sec-
tions, namely the Loschmidt echo protocol and the
perfect state transfer protocol.
III. LOSCHMIDT ECHO
A. Loschmidt echo
Here we are going to use our simulation technique
to perform a Loschmidt echo [33, 34]. With an initial
state |ψ(0)〉 and some Hamiltonians H1 and H2, a
Loschmidt echo process is defined as
|ψ(2t)〉 = e−iH2te−iH1t |ψ(0)〉 , (22)
where the time evolution operations of H1 and H2
are successively applied to |ψ(0)〉 for a same time
period t. When H1 = −H2 = H, the two processes
e−iH1t and e−iH2t correspond to forward and back-
ward evolutions under the same Hamiltonian. This
time reversal process will result in a revival of the
4initial state |ψ(2t)〉 = |ψ(0)〉. This is the Loschmidt
echo. We notice that the relation between H2 and
H1 corresponds well with the systems we are work-
ing on:
Ha,n = −Hf,n. (23)
Therefore, if we manage to simulate ferromag-
netic and antiferromagnetic interactions that satisfy
Eq. (23), we can obtain a revival of the initial state
within the Loschmidt echo protocol.
Our Loschmidt echo protocol is as follows. We
first prepared n spins in the initial state
|ψ(0)〉 = |s〉 |000...0〉 , (24)
where |s〉 is a singlet for the first two spins and
|000...0〉 represents spin-ups for the other n − 2 fol-
lowing spins. Experimentally, this state is easy to
prepare and the choice of singlet for the first two
spins help us not only confirm ferromagnet but also
rule out a classical simulator. We choose to turn off
the interaction between the first two spins in the fol-
lowing processes, leaving the first spin as a reference.
Next, let the initial state |ψ(0)〉 evolve for exactly
the same time period for time t under Hf,n and Ha,n
successively
|ψ(t)〉 = Uf,n(t) |ψ(0)〉 , (25)
|ψ(2t)〉 = Uaf,n(t) |ψ(t)〉 (26)
= Uaf,n(t)Uf,n(t) |ψ(0)〉 , (27)
with
Uaf,n(t) =
(
e−i
Ho
2
t
N e−iHe
t
N e−i
Ho
2
t
N
)N
, (28)
where we take all Ji,i+1, J˜i,i+1 (1 < i < n) equal to
J , and J1,2, J˜1,2 = 0 during the relevant steps. Here
we note that although such Uaf,n(t) can in princi-
ple be implemented continuously by the simulator,
using Trotterization for this unitary exactly cancels
out the Trotterization errors introduced during the
simulation of the ferromagnetic unitary Uf,n(t). We
later confirm this observation in our numerical re-
sult. Note also that, the interaction between the first
two spins is turned off. Therefore, in our Loschmidt
echo protocol, Ho does not contain the first term in
Eq. (18),
Ho = J
2bn2 c−1∑
i=2
S2i−1 · S2i, (29)
where bn2 c is the floor function of n2 . He is still the
same as in Eq. (19).
In Eq. (27), Uaf (t), the time evolution under the
antiferromagnetic interaction, can be directly ap-
plied due to our assumption and from the last section
Classical
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FIG. 3. The echo fidelity of quantum (blue) and classical
(orange) simulations for 10-spin chain, as a function of
evolution time t (J was taken to be 1).
we know that we can simulate Uf,n(t) by an anti-
ferromagnet. Therefore, the whole Loschmidt echo
process in Eq. (27) can be realized by experiment.
To quantify the success of a Loschmidt echo evolu-
tion in our protocol, we define the (effective) fidelity
of an echo process to be the projection of the first
two spins on the singlet state at the final time 2t:
fec(t) ≡ 〈ψ(2t)|Pec |ψ(2t)〉 , (30)
where Pec = |s〉 〈s| ⊗ 1 is the projection operator.
If Eq. (23) is satisfied by our simulation method,
the revival of the singlet state will be achieved with
fec(t) = 1 for all evolution time t.
B. Classical model
As we have mentioned, the choice of initializing
the first two spins in a singlet state allows us to
confirm certain quantum behaviors of the simula-
tor. Indeed, since the singlet is entangled, revival is
not guaranteed in a classical mean field approxima-
tion where the two-body interactions in Eq. (2) are
approximated by local Hamiltonians on individual
spins, i.e.
Hi(t) = hi(t) · Si, (31)
with hi(t) being the mean field experienced by the
ith spin. For the Hamiltonian in Eq. (2), the mean
fields are:
h2(t) = J2,3〈S3(t)〉, (32)
hi(t) = Ji−1,i〈Si−1(t)〉+ Ji,i+1〈Si+1(t)〉, (33)
hn(t) = Jn−1,n〈Sn−1(t)〉, (34)
where Eq. (33) is for i ∈ [3, n− 1].
Since the initial state is a product state of a singlet
and n−2 spin-ups, the Hamiltonians in Eq. (32)-(34)
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FIG. 4. Loschmidt echo infidelity Iec at n = 25, t =
pi
2
as a function of the standard deviation v of gate error.
The mean values (dots) and standard deviation of Iec
are obtained by repeating the simulation 100 times for
each value of v. Using the fit function Iec = exp(a)v
b,
we can find the slope b(n) for each n.
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FIG. 5. The slope b(n) from the fit function in Fig. 4 as
a function of n.
result in a system of n − 1 time-dependent coupled
differential equations. One of the equations is
i
∂
∂t
|ψ12(t)〉 = H2(t) |ψ12(t)〉 , (35)
where |ψ12(t)〉 is the state of the first two spins at
time t and |ψ12(0)〉 = |s〉. The other n−2 equations
are
i
∂
∂t
|ψi(t)〉 = Hi(t) |ψi(t)〉 , (36)
with |ψi(t)〉 being the state of the ith qubit at time
t and |ψi(0)〉 = |0〉. We numerically solve the cou-
pled equations using Runge-Kutta method to find
the state of the n spins at time t. We then measure
the same projection of the first two spins and obtain
the fidelity as in Eq. (30).
C. Numerical result
The numerical results for both the quantum and
classical cases within the Loschmidt echo protocol
are shown in Fig. 3. The fidelity in quantum con-
dition maintains to be 1 for all evolution time t.
This indicates that our simulation process satisfies
Eq. (23) and our simulation of ferromagnet with an-
tiferromagnet is a success. In comparison, when we
apply the mean-field approximation as described in
last section, there is a deviation from the perfect
fidelity. This obvious difference between how the fi-
delities vary as evolution time grows provides a pos-
sible verification of a claimed quantum simulator.
We also note the reason why there is no Trotteriza-
tion error in the numerical fidelity of the quantum
model is because Trotterization is applied to simu-
late both the ferromagnetic and the antiferromag-
netic time evolution unitaries as we have discussed
earlier. If we instead apply Trotterization on only
the ferromagnetic unitary Uf (t) and simulate the
antiferromagnetic one continuously without Trotter-
ization, the fidelity is expected to deviate from 1 as
time grows due to Trotterization error. This devia-
tion therefore serves as a possible measure of Trot-
terization error in the quantum simulator.
D. Robustness
In experiment, the gate error will be inevitably
involved and effect the simulation. Here we consider
the gate error as an additional term of exchange en-
ergy for Ji,i+1 (Eq. (1)), expressed by Ji,i+1(1 + ηi)
(ηi  1), where ηi is a random error sampled from
a normal distribution
p(ηi) =
e−
x2
2v2√
2piv2
, (37)
of a standard deviation v. For each step of the time
evolution in this series, a new ηi is sampled from
the distribution above. We ran the numerical exper-
iments for 100 times for different n. Recall that in
our simulation technique, the time evolution Uf,n(t)
(Eq. (21)) is approximated by a series of time evo-
lutions under two-spin ferromagnetic Hamiltonians
which are relatively long (nearly a 2pi phase evolu-
tion) for each Trotter step. In contrast, the return
under Uaf,n uses short steps. This discrepancy will
lead to the potential for large errors under small vari-
ations of Ji,i+1.
Here we define infidelity Iec = 1−fec as a measure
of imperfect revival. For each v, n, we repeat the
numerical simulation 100 times to get an averaged
infidelity. In Fig. 4, we plot this averaged infidelity
6for several choice of v at fixed n = 25. The plots
shows that infidelity grows only polynomially with
v for a fixed n, i.e. Iec ∝ σb for some order b. By
taking log-log plot and finding the linear fit of it as
log(Iec) = a+b(n) log(v), we obtained the slope b(n)
of Fig. 4 and we further define order b(n) as the ro-
bustness of the specific systems. In Fig. 5, the slope
b(n) is plotted as a function of n. We see that b is
largely independent of n, and thus we can conclude
that this protocol is ’robust’ in the sense that the fi-
delity does not decrease exponentially with increas-
ing numbers of spins. Regarding the source of this
robustness, we note that our protocol does not nec-
essarily send the spin information through arbitrary
distances in an infinite chain, possibly due Anderson
localization in our one dimensional system.
IV. PERFECT STATE TRANSFER
A. State transfer
The Loschmidt echo protocol provides us with a
verification of the existence of ferromagnetic inter-
action in our simulation. However, since Loschmidt
echo only gives the measure result of the first two
spins, there is no guarantee that the information is
transferring throughout the whole spin chain, espe-
cially from one end to the other. A perfect state
transfer from one end to the other can be achieved
under the Hamiltonian [28]
Htr = −2
n−1∑
i=1
Ji,i+1Si · Si+1 +
n∑
i=1
Biσ
z. (38)
Compared to the Heisenberg model for ferromag-
netic interaction we used, the differences included
are a non-uniform exchange interaction between the
ith and the (i+ 1)th spins
Ji,i+1 =
√
i(n− i), (39)
and a nonuniform magnetic field
Bi =
1
2
(Ji,i+1 + Ji−1,i), (40)
on the ith spin. Such a nonuniform magnetic field
can be engineered using the architecture illustrated
in Fig. 6. The spins can be realized as electrons in
quantum dots placed in a magnetic field gradient.
The magnetic field strength on each spin can be ad-
justed using an electrode which may pull or push the
electron to a different magnetic field strength. With
this extra magnetic field term in the state transfer
Hamiltonian Eq. (38), we split it into three Trot-
ter elements, i.e. Ho, He and the magnetic field
e e e e e e
B-field equalfield
FIG. 6. This is the illustration of the architecture of
magnetic field gradient in experiment. Spins are aligned
on a equal field line of the magnetic field of a magnetic
dipole and each spin is manipulated by separated elec-
trodes so that they can move in the field and finally line
up in a gradient field.
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FIG. 7. The figure shows the fidelity in our state transfer
protocol as a function of the evolution time t. The state
is perfectly transfered through the chain at t = pi
2
.
term HB =
∑n
i=1Biσ
z. Under the Hamiltonian in
Eq. (38), the initial state |ψ(0)〉 = |s〉 |000...0〉 would
evolve to
∣∣ψ(pi2 )〉 = |000...0〉 |s〉 after a time t = pi2 .
Note that when we apply our method of simulat-
ing ferromagnet with antiferromagnet, the different
Ji between spins will cause different simulation time
interval t′ under the antiferromagnetic interactions.
We therefore simulate each pair separately. These
simulations can be done in parallel and hence do
not change our Trotterization choice. After evolving
for the time t = pi2 under Htr, we are expecting a
final state
∣∣ψ(pi2 )〉 = |000...0〉 |s〉. We measure the
projection of the last two spins onto |s〉 using
Ptr = 1⊗ |s〉 〈s| . (41)
We further define the fidelity ftr of this protocol to
be
ftr ≡
〈
ψ
(pi
2
)∣∣∣Ptr ∣∣∣ψ (pi
2
)〉
. (42)
The numerical result in Fig. 7 shows that the state
is transferred throughout the whole chain perfectly
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FIG. 8. Perfect state transfer infidelity Itr at n = 25, t =
pi
2
as a function of the standard deviation v of gate error.
The mean values (dots) and standard deviations of Itr
are obtained by repeating the simulation 100 times for
each value of v. Using the fit function Itr = exp(a)v
b,
we can find the slope b(n) for each n.
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FIG. 9. The slope b(n) from the fit function in Fig. 8
as a function of n. b(n) for even n (orange) and odd n
(blue) show different dependence of n.
at t = pi2 . This provides us with the confidence to
say that the interaction we introduced to the simu-
lation is the nearest-neighbor two-body interactions
we mean to simulate.
B. Robustness
Similar to the robustness for Loschmidt echo dis-
cussed above, we add the gate error term to Eq. (39)
and get Ji,i+1(1 + ηi)(ηi  1), where ηi is a ran-
dom error sampled from the normal distribution in
Eq. (37). The time evolution under Htr (Eq. (38))
is approximated by a series of time evolutions under
two-spin ferromagnetic Hamiltonians. For each time
evolution in this series, a new ηi is sampled from the
distribution above.
We define infidelity Itr = 1− ftr as the deviation
of the fidelity from the perfect value 1. For each
v and n, we repeated the numerical simulation 100
times to get an averaged infidelity. Fig. 8 describes
how infidelity changes with the standard deviation
v at n = 25. The linear fit log Itr = a + b log v of a
log-log plot gives the slope b(n) which tells us how
fast the infidelity grows with the error strength. In
Fig. 9, we plot how b(n) changes with n. It indicates
that, the robustness in state transfer protocol takes
on different pattern in response to n. For odd n, the
system appears to be robust, i.e., b(n) does not have
exponentially bad performance as a function of n.
However, for even n this is no longer the case. We
attribute this to the role a single, bad link plays in
the even case right in the center of the chain — it
could be this worst case scenario that dominates the
success or failure of the transfer protocol. In contrast
for odd n, two links are equally strong in the center,
leading to multiple failure pathways and (possibly)
our source of exponentially decreasing fidelity.
V. OUTLOOK
In this paper we consider two tests of a quantum
simulator with Heisenberg interactions and the abil-
ity to prepare and measure singlet states of spins.
Starting with a technique to simulate ferromag-
netic interactions using antiferromagnetic interac-
tions, our protocols are surprisingly robust to para-
metric errors in operation of the simulator. However,
properties of the system in the middle of these pro-
tocols have not been investigated, nor have scenar-
ios in which depolarizing noise or state preparation
error play a key role. We also do not yet have a
way to estimate how much and how fast entangle-
ment entropy grows in the system as a function of
time. Answering these questions are intriguing fu-
ture directions of research. On the other hand, our
state transfer protocol has demonstrated the ability
to transport quantum entanglement between subsys-
tems. We suspect that a more complicated quantum
computation tasks can be also implemented, which
might be able to lower bound the computational
power of our proposed simulator.
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