Abstract We address the NP-hard problem of finding a non-overlapping dense packing pattern for n Unequal Circle items in a two-dimensional Square Container (PUC-SC) such that the size of the container is minimized. Based on our previous work on Action Space-based Global Optimization (ASGO) that approximates each circle item as a square item to find large unoccupied spaces efficiently, we propose an optimization algorithm based on the Partitioned Action Space and Partitioned Circle Items (PAS-PCI). The PAS is used to partition the narrow action space on the long side to find two equal action spaces to fully utilize the unoccupied spaces. The PCI are used to partition the circle items into four groups based on item sizes for the basin-hopping strategy. Experiments on two sets of benchmark instances show the effectiveness of the proposed method. In comparison with our previous ASGO algorithm on the 68 tested instances published with ASGO, PAS-PCI not only achieves smaller containers in 64 instances and matches the other 4 but also runs faster in most instances. In comparison with the best record of the Packomania website for 94 instances, PAS-PCI finds smaller containers for 82 and matches the other 12. Note that we updated 19 records (47-48, 51-54, 57, 61-72) that had remained unchanged since 2013.
Introduction
The aim of single container packing problem is to find the densest possible packing patterns for the given items in a single container. The container can be square, circular, semi-circular, polygonal, cube-shaped or rectangular, and the items can be rectangles, circles or irregularly shaped. As an important class of optimization problems, packing problems have numerous applications in industry and academia, such as applied mathematics, material manufacturing, material cutting, logistics, wireless communication, the fashion industry, architecture layout, and the motor cycle industry. As an NP-hard problem, however, there is no exact algorithm to obtain optimality in polynomial time unless N = NP, and researchers have resorted to heuristics or approximation methods.
We consider a two-dimensional Circle Packing Problem (CPP) in which items are circles. The CPP has been well studied in a wide range of papers. Hifi and M'Hallah [9] reviewed the most relevant literature on efficient models and methods for packing circular items in different types of containers. The CPP is classified into two categories based on whether the circle items are equal [21, 29, 32] or unequal [1, 2, 12] . Other variants exist that consider additional constraints, such as the CPP with equilibrium constraints [8, 18] .
For the equal-circle packing problem, the most common approaches are based on the quasi-physical method. Lubachevsky and Graham [24] evaluated each item as a rigid billiard, viewed its movement under a collision force, and proposed a billiards simulation algorithm based on the collision forces between the objects. They also proved that their algorithm could obtain an optimal solution if n, the number of circles, equals 3k(k + 1) + 1 for any positive integer k. Huang and Ye [13, 14] proposed a quasi-physical global optimization method that considered each circle item an elastic object and considered two types of movement, a smooth movement driven by elastic forces and a violent movement driven by strong repulsive and attractive forces. Liu et al. [19] proposed another quasi-physical algorithm incorporating a new pattern update mechanism with an improved Energy-Landscape-Paving method. Other researchers applied meta-heuristics to solve the CPP. For example, Grosso et al. [4] proposed a genetic algorithm for packing equal circles in a circular container based on the Monotonic Basin-Hopping approach and a populationbased variant basin-hopping strategy.
For the unequal-circle packing problem, there are two main categories: construction methods and global optimization methods. The construction methods start by constructing a pattern by placing circles one by one according to specific rules. Some researchers fix the container size and rearrange the positions of the circles through each constructive procedure, whereas others adjust the container radius and container centre through the constructive procedure.
Huang et al. [15] proposed two greedy algorithms, B1.0 and B1.5. B1.0 placed the circles one by one according to the maximum-hole degree of the current placement, and B1.5 improved B1.0 with a self-look-ahead search strategy. Lü and Huang [25] incorporated a Pruned Enriched Rosenbluth Method (PERM) using the maximum-hole degree strategy, in which the PERM strategy was to efficiently prune and enrich branches and the maximum-hole degree was defined to evaluate the benefit of a partial pattern. Hifi and M'Hallah [10] proposed a three-phase algorithm: a dynamic search phase that successively packed the ordered set of circles, an adaptive phase that used intensification and diversification to find a smaller container, and a restarting phase based on the hill climbing approach. Kubach, Bortfeldt and Gehring [17] formulated several greedy algorithms and parallelized these algorithms by using a masterslave approach followed by a subtree distribution model.
Global optimization methods for solving the unequal-circle packing problem concentrate on improving the pattern iteratively rather than constructing a good initial pattern. Hi et al. [11] presented a Simulated Annealing (SA) approach that defined an energy function for local optimization by using certain pattern transformation methods. Stoyan and Yaskov [28] utilized a combination of tree search and reduced gradient methods for local optimization and translated from one local minimum to another local minimum based on the concept of active inequalities and the Newton method. Fu et al. proposed an Iterated Tabu Search approach (ITS) [3] starting from randomly generated solutions, and a perturbation operator was subsequently employed to reconstruct the incumbent solution. Zeng et al. [31] presented a Tabu Search and Variable Neighbourhood Descent (TS-VND), which is an adaptation of the tabu search procedure of ITS algorithms [3] . Lopez and Beasley [22] viewed this problem as scaling the radii of the unequal circles so that all of them could be packed into a fixed-size container; they improved the pattern quality by using a perturbation strategy of swapping two circles. Additionally, in 2016, they used a new and merged metaheuristic for packing unequal circles in a fixed-size container [23] . Specht [26] proposed a novel algorithm to analyse the unoccupied areas in a packing pattern by graph theoretical methods. It used the object-jumping strategy to achieve densification. This strategy is efficient when the smallest jammer is smaller than the largest unoccupied space.
In this paper, we address an important version of the Circle Packing Problem that attempts to find a non-overlapping dense Packing pattern for n Unequal Circle items in a two-dimensional Square Container (PUC-SC) such that the size of the container is minimized. We propose a Partitioning Narrow Action Space and Circle Items (PAS-PCI) algorithm for solving the PUC-SC. The proposed method is inspired by our previous work. In 2011 and 2012, He et al. defined the concept of an action space for the rectangular packing problem [6, 7] , and each maximal unoccupied rectangular space is called an action space in a packing pattern. In 2015, He et al. [5] proposed an Action Space based Global Optimization (ASGO) algorithm for the problem that packs unequal circles into a square container. For some given patterns, ASGO utilized the Limited-memory Broyden-Fletcher-Goldfarb-Shanno (LBFGS) al-gorithm [20] for continuous optimization to reach the local minimums. Then, each circular item is approximated as a square item, and an action-space-based basin-hopping strategy is adapted to find the larger unoccupied spaces as candidate places to replace some of the most overlapping items to jump from a local minimum.
Specifically, PAS-PCI uses a new basin-hopping strategy based on our observation that the small circles and the large unoccupied circle are robustly complementary to each other. We initially partition the circles into several groups according to their sizes. When reaching a packing pattern with the local minimal potential energy, we select items with the maximal deformation from each group and move them to the best-matching or randomly chosen unoccupied action spaces. For the narrow action spaces, we place two items selected from one or two adjacent groups, indicating that they are similar sizes, in the centre of the two partitioned action spaces, which we call neighbour spaces. The new basin-hopping strategy helps reduce local cycling and pushes the search to a promising area.
PAS-PCI also applies a perturbation operator to escape from the local minimum, which is obtained using LBFGS continuous optimization and the basin-hopping strategy. The perturbation operator swaps two similar-size circles or two randomly selected circles. Finally, a post-processing procedure is applied to reduce the container size further when a feasible packing pattern is reached. We perform computational experiments on two sets of benchmark instances and demonstrate the effectiveness of the proposed method by comparing it with ASGO [5] , the current best algorithm published in the literature, and the best-known results downloaded from the Packomania website [27] .
Problem formulation and the general quasi-physical approach
For the PUC-SC problem, we are given n(n ∈ N + ) circles C 1 , C 2 , . . . , C n , with integer radii r 1 , r 2 , r 3 , . . . , r n , and asked to find the smallest square container of size L such that all circle items are packed feasibly, i.e., without any overlapping between any pair-wise circles (C i C j = φ) and with all circles fitting completely inside the container.
Specifically, let the centre of the square container be located at the origin of a two-dimensional Cartesian coordinate system. Denote the centre coordinate of circle C i (1 ≤ i ≤ n) as (x i , y i ), as shown in Fig. 1a . We define a packing pattern as X = (x 1 , y 1 , . . . , x i , y i , . . . , x n , y n ). Let (x i − x j ) 2 + (y i − y j ) 2 indicate the Euclidean distance between the centres of circle C i and C j (Fig.  1b) . The PUC-SC problem can be formulated as follows.
Here, (1) imposes the condition that any circle should not be extended outside the container, and (2) imposes no overlap between any pair-wise circles. The quality of a feasible solution is measured by the size of the square container L. We start from the current known best container size L best−current−result published by ASGO, and in the case when a feasible solution is found, we will try to reduce the container size and seek a better solution.
For a fixed container size L, we adopt the quasi-physical approach [30] , considering all n circles smooth elastic solids and the square container L a hollow rigid solid. Initially, the circles are randomly placed; then, they will move according to the forces generated by the deformation. For a pattern (X, L), the overlapping between any pair-wise solids will cause elastic deformation and generate potential energy. The overlapping depth between circle C i and the vertical border is as follows:
However, the overlapping depth between circle C i and the horizontal border is as follows:
The embedding depth of two circles C i and C j is as follows:
Then, we compute the total elastic potential energy for pattern (X, L) as the penalty function [5] :
U e (X ) measures the extent of overlap and is clearly nonnegative. If U e (X ) = 0, then we reach a feasible solution. If U e (X) > 0, then overlap exists.
When the circles movement reaches a local minimum of the penalty function, the circles can no longer move even when some overlap exists. We define the pain degree [5] for a circle i in Eq. 5, where D iv and D ih indicate the overlapping depth to the container borders vertically and horizontally, and D ij indicates the overlapping depth to circle item j.
We then pick a circle C i with the largest pain degree, i.e., the most squeezed circle, and move it to an unoccupied place. This approach is the basin-hopping strategy that drives the search to a promising area. Then, the physical movement can continue; we run the above process iteratively until we find a feasible solution or the iterative process reaches a predefined limit.
PAS-PCI approach
The Limited-memory BFGS (LBFGS) is in the family of the Quasi-Newton method and is usually used to solve large nonlinear optimization problems. For a fixed container size L 0 , initialized by the current best record for each instance, we randomly place the circle items inside the container to generate multiple patterns. For each pattern, we apply the LBFGS algorithm for continuous optimization until a local minimum is reached. For example, Fig.  2a shows a random pattern, and Fig. 2b shows the new pattern in the local minimum after applying LBFGS, in which overlaps remain. We then use a basin-hopping strategy based on the Partitioned Action Space and Partitioned Circle to jump out of the stuck pattern. 
Basin-hopping strategy
Researchers have proposed many basin-hopping methods to help the stagnated pattern escape from the local optimum by learning the advantages from the search history. An intuitive strategy is to transfer the most squeezed circle to a random place inside the container; however, this method is not effective when the search is located in a large space. Another popular strategy is to swap two circles by various rules, such as swapping pair-wise circles of similar sizes. Although the second strategy is not efficacious for packing equal circles, it is very useful for packing unequal circles. In this paper, we propose a new basinhopping strategy by partitioning the narrow action spaces and partitioning circle items according to their sizes.
Definition 1 (Partitioned Circle Items, PCI) For a pattern (X, L) with n circle items, we partition the items into four sets, S 1 to S 4 , based on their radii. Without loss of generality and assuming the circles are numbered from 1 to n from small to large, we then obtain [ The locations of large circles in the container are fixed to some extent, whereas the small circles are relatively flexible. Therefore, we give circles in S 1 and S 2 more priority to move to the Best Matching Spaces (BMS) or other suitable unoccupied spaces and drive the search to a promising area.
Definition 2 (Best Matching Space, BMS)
The best matching action space of an item is an action space in which the length of the short side is closest to the diameter of the circle.
For a stuck pattern (X, L), we must discover and measure the unoccupied spaces to move a squeezed circle to the right place, but it is difficult to perform accurate calculations because the unoccupied spaces are irregularly shaped. Some researchers pseudo-place a number of additional check disks randomly in the container [16] and calculate the elastic energy of the check disks to evaluate the size of the unoccupied spaces, which is effective for packing equal circles. However, this strategy might not find all of the useful occupied space due to the random placement of the check disks, and some check disks may be placed inside some circle items.
The key issue for the basin-hopping strategy is how to find all of the large unoccupied spaces effectively. We borrow the action space concept from the rectangular packing problem to find the unoccupied spaces. For the rectangular packing problem, an action space is an unoccupied rectangular space into which a dummy rectangle could be feasibly placed, and each edge of the dummy rectangle touches at least one item or the container [6, 7] . By approximating the circles to square items, He et al. proposed a novel approach to find all unoccupied spaces as action spaces [5] . The action spaces could approximately measure the sizes of the corresponding unoccupied spaces, and the action spaces could be calculated quickly. We adopt the action space method to find unoccupied spaces, and we consider additional characteristics of the action spaces to fully utilize the unoccupied spaces. For a stuck pattern, we approximate each circular item as a square item and adapt the idea of the action space to find all large unoccupied spaces. In the beginning, there is only one action space, the container O 0 . After placing all of the square items into the action spaces, the action space list is updated. If a square item coincides completely with an action space, then no more action space can be created. If a square item intersects and coincides with an action space in three dimensions, then one new action space is created. If the item coincides with an action space in two dimensions, then two new action spaces are created.
For an action space i, denote its width and height as w i and h i , and denote the coordinates of its left-bottom vertex and right-top vertex as (x i1 , y i1 ) and (x i2 , y i2 ), respectively. We measure the size of an action space in two ways, the length of the short side and the perimeter, and sort all action spaces in non-ascending order based on the two metrics to create two lists. Let l 1 and l 2 are two lists, and each list contains the top 10 action spaces, respectively.
There are more narrow action spaces in list l 2 , and the narrow action spaces are sorted towards the front compared with their positions in list l 1 . Thus, we can find more suitable action spaces for moving squeezed circles, particularly for small circles. Fig. 5a shows the action spaces in list l 1 , and Fig. 5b shows the action spaces in list l 2 . Definition 4 (Narrow Action Space, NAAS) An action space i is called narrow if the long side is at least double the short side, i.e., either h i ≤ 0.5w i , or w i ≤ 0.5h i .
Definition 5 (Neighbour Action Spaces, NEAS)
We partition all narrow action spaces in lists l 1 and l 2 by dividing each Narrow Action Space at the centre of the long side to obtain two equal-size action spaces, which we call Neighbour Action Spaces, as shown in Fig. 6 . Definition 6 (Neighbour Space Occupying, NSO) Neighbour Space Occupying (NSO) is the placement of two items in the centres of the Neighbour Action Spaces.
For a narrow action space, we select two items with the greatest pain degree from S 1 , or one from S 1 and the other from S 2 , and perform NSO. Fig. 7 shows an example. 
Algorithm description
The PAS-PCI algorithm includes three phases: the initial continuous optimization phase, iterative processing phase and post-processing phase. In the initial continuous optimization phase, we randomly generate a number of packing patterns and use LBFGS for continuous optimization to reach patterns with the local minimum potential energy. Then, in the iterative processing phase, we use basin hopping and perturbation operators together with LBFGS to find a feasible pattern. We initially run the basin hopping and LBFGS iteratively for at most 20 iterations. The basin-hopping algorithm uses intelligent strategies to jump out of the local minimum trap, whereas LBFGS is applied to reach new local minimum patterns. Then, the perturbation operator strategy is used to perturb the patterns to some extent before we run 20 iterations of the basin hopping plus LBFGS once again. The outer iterations for perturba-tion will run for 5 loops. The entire iterative processing phase will stop once a feasible pattern is found. Finally, we use the post-processing algorithm to reduce further the container size for a feasible pattern. For the parameters, we refer to the ASGO algorithm and make some tiny changes. Fig. 8 illustrates the framework of the PAS-PCI algorithm.
In the following subsections, we will initially discuss the entire framework and then the details for the basin hopping and post-processing strategies.
PAS-PCI framework
The first phase, the initial continuous optimization phase, corresponds to the first level in Fig. 8 . Its objective is to generate patterns with local minimum potentials and to select good patterns for the iterative processing phase. Parameter L represents the container size and is initialized by the current best record L best−current−result published by ASGO. We randomly generate G patterns (G = 32) to increase the diversification; then, we use LBFGS on each of the patterns for continuous optimization to reach their local minima. We will switch to the post-processing phase if a feasible solution is found.
The iterative processing phase corresponds to the second level in Fig. 8 . The main strategy is to call the basin-hopping algorithm to jump out of the local minimum trap. We select m patterns (m = 3) with the lowest total elastic potential energy from the set of patterns G i |1 ≤ i ≤ 32 and apply the basin-hopping algorithm to the selected patterns to obtain a total of 39m =117 new patterns to increase the diversification. And we apply k p successive iterations (k p = 20) of basin hopping. At each iteration, we run the basinhopping algorithm to generate new patterns that inherit some good properties of the old patterns. We then apply LBFGS to reach their local minima. We will check the feasibility at the end of each iteration and switch to the postprocessing phase if there exists a feasible pattern. If we execute the basinhopping algorithm for k p = 20 times and cannot obtain a feasible solution, we then believe that the current patterns cannot be improved using the basinhopping strategy alone. For the above parameters, we still refer to the ASGO algorithm and make some tiny changes. We therefore modify the perturbation operator proposed by Fu et al. [3] to perturb each of the m = 3 selected patterns to jump out of the local minimum trap. The details are shown in the following:
Step1: Compute the pain degree P i for each circle C i (1 ≤ i ≤ n). Step2: Remove all circles in sets S 1 and S 2 that contain smaller circles. Step3: Sort all circles in S 3 and S 4 by their pain degrees in non-ascending order to obtain a list B. The perturbation operator strategy will guide the patterns to some promising areas by constructing an updated pattern instead of destroying the pattern.
Then, we run the 20 iterations of basin hopping plus continuous optimization again. The outer iteration with the perturbation will run for at most k b = 5 times. If we still cannot find a feasible solution in k b attempts, we consider that the initial patterns make it difficult to reach a feasible solution and restart the whole process.
The post-processing phase, or the final phase, corresponds to the third level in Fig. 8 . If we obtain a feasible solution from the above two phases, we then use the post-processing strategy to further reduce the container size while maintaining the feasibility to improve the solution. The details are shown in Algorithm 24. 
Basin-hopping algorithm
The basin-hopping strategy attempts to relocate some circular items in the unoccupied spaces to generate new and better patterns. Based on the partitioned action space and partitioned circle items, we adopt several strategies to jump out of the local minimum trap for the stuck pattern. Our idea is based on the robust complementary relationship between the small circles and the large unoccupied spaces. Our main basin-hopping strategy consists of the Neighbour Action Space and the Partitioned Circle Items (PCI). In particular, we select m patterns (m = 3) with the lowest U e to generate diverse patterns and partition the n circles into four sets (S 1 , S 2 , S 3 , S 4 ) according to their radii. For each set, we choose a circle item with the highest pain degree P i and place that item in the largest action space, a matching action space, or a random action space from the two action space lists (l 1 , l 2 ) such that its centre coincides with the centre of the action space. For a narrow action space, we partition the long side to obtain two equally sized action spaces and select two items with the highest pain degree from S 1 or one from S 1 and the other from S 2 . We then perform Neighbour Space Occupying in the largest narrow action space, a matching narrow action space or a random narrow action space. This strategy develops a pattern to patterns of a wide extent while simultaneously maintaining the merits of previous patterns. It also helps prevent local cycling because we choose the most painful circles from each group instead of the most painful circles overall, thus increasing the diversity. We also tabu the jammer of each group for one step to prevent further cycling.
Furthermore, to enhance the diversification, we combine several other basinhopping strategies to generate new patterns, such as randomly swapping pair-wise similar circle items in each set of (S 1 , S 2 , S 3 , S 4 ). By "similar", we mean that when circles of each set (S 1 , S 2 , S 3 , S 4 ) are stored according to their radii, two adjacent circles are of similar radii. All of these strategies drive the search process to explore new areas in the solution space. The details of the basinhopping algorithm are shown in Algorithm 2.
Algorithm 2: Basin-hopping algorithm.
input : m selected pattern; output: For each of the m patterns, a list of new patterns is generated as follows:
1 Generate 24 new patterns by choosing one not tabued circle item from each set (S 1 , S 2 , S 3 , S 4 ) with the highest pain degree and remove it from the square container. For each of the four selected items, (1) Place it into the largest action space in list l 1 , and obtain four new patterns. (2) Place it into the largest action space in list l 2 , and obtain four new patterns. (3) Place it into the best matching action space in list l 1 or l 2 , and obtain eight new patterns. (4) Place it into a randomly selected action space in list l 1 or l 2 , and obtain eight new patterns.
2 Generate three new patterns by choosing two not tabued circle items from set S 1 with the highest pain degree, and then
(1) Perform Neighbour Space Occupying (NSO) on the largest Narrow Action Space (NAAS) to obtain a new pattern. (2) Select the best matching NAAS for the most painful circle item in S 1 and perform NSO to obtain a new pattern. (3) Perform NSO on a random NAAS to obtain a new pattern. For random swap of C i , C i + 1 of a set and C j , C j+1 of another set, we mean swap C i and C j and swap C i+1 and C j+1 .
5 For each set of (S 1 , S 2 , S 3 , S 4 ), select a circle item C i with the greatest pain degree P i and swap C i with C i+1 . Thus, obtain four new patterns. 6 For each set of (S 1 , S 2 , S 3 , S 4 ), randomly swap two circle items. Thus, obtain four new patterns.
Post-processing algorithm
Finally, the PAS-PCI algorithm calls for post-processing of a feasible pattern to find a better feasible solution with a smaller container size. The post-processing algorithm repeatedly shrinks the container size by a constant factor of ∝= 0.999 until a feasible pattern can no longer be obtained. Then, a dichotomy method is applied to find the best feasible solution. Algorithm 3 shows the details of the post-processing algorithm.
Algorithm 3: Post-processing algorithm.
input : A feasible solution (X, L), shrinking factor ∝; output: 
Computational results
To assess the efficiency of the proposed approach, we implemented PAS-PCI in the Visual C++ programming language. We ran PAS-PCI on a personal computer with 3.0 GHz and 4.0 GB memory.
We tested PAS-PCI on two groups of benchmark instances: r i = i and r i = √ i (r i is the radius of circle i, 1 ≤ i ≤ n). The instances for r i = i are large-variation instances, and the second group r i = √ i) contains smallvariation instances. On the Packomania website, the range of n is from 1 to 72. We executed each instance 10 times to reduce the effects of randomness and find the best results compared with the ASGO algorithm. For each instance, the search process will terminate if PAS-PCI yields a feasible solution no worse than the current best results or if it reaches the time limit. We compared PAS-PCI with both our previous Action Space based Global Optimization (ASGO) algorithm [5] and the best results downloaded from the Packomania website, which were obtained by different authors [27] . The new records obtained in these experiments are published on www.packomania.com by Eckard Specht [27] . He also has further optimized our originally obtained results using some exchange heuristics and relocations [26] . In general, PAS-PCI generates moresatisfying solutions.
Parameter setup
All of the parameters used in the PAS-PCI algorithm are shown in Table  1 , selected based on a small number of trials or referred to parameters of the previous algorithm ASGO. In Table 2 , we give two examples to show the impact of parameter m, the number of selected patterns with the lowest elastic potential energy for basin hopping. Here we only show the evaluations on sampled instances of n = 27, and n = 64 for the r = i benchmark set. We run PAS-PCI on each instance for 5 times (m = 1, 2, 3, 4, 5) and record the results. For each selected value of m, we show the number of hit times for 5 trials, and the average running times for successful trails. We also list the best, worst and average solutions. We could see that m = 3 yield the best performance. For other key parameters, we also fix other parameters and do small number of trials to select the appropriate value. Table 1 provides a brief summary of the parameters used in the algorithm. In the basin hopping process, the circles are sorted based on their sizes, and they are evenly partitioned into four groups S 1 to S 4 based on their radii. S 1 and S 2 contain smaller circles and they have higher priority for the movement, and we tabu the jammer of each group for one step to prevent the cycling. The container size L is initialized by the current best record L best−current−result , and the quality of a feasible solution is measured by the final L for each instance. l 1 and l 2 are two lists, each list contains the top 10 action spaces depending on the evaluation metric. Fig. 9 illustrates the comparison of the parameters for PAS-PCI and ASGO [5] in the framework. In previous work, He et al. [5] generated 16 initial patterns and choose 2 patterns at the end of each LBFGS iteration. To increase the diversity, we double the initial number of random patterns to G = 32, and select m = 3 patterns with the lowest elastic potential energy at the end of each LBFGS iteration. Then in the following basin hopping process, we will reach a total of 39m = 117 new patterns. For every k p = 20 iterations of basin hopping, He et al. [5] use a perturbation operator to perturb the patterns to some extent, and their outer iterations for a perturbation run for k b = 10 loops. In the following experiments that n ∈ [14, 72], as we generate considerably more new patterns in the inner iteration, we set k b = 5 to save the total running time. Finally we use the same time limit of 48 hours to compare with ASGO [5] .
Comparison on r i = i
We compared our results on the benchmark instances of r i = i with two works: ASGO [5] and the results on the Packomania website [27] . The number of circle items per instance that ASGO executed ranges from 15 to 45, in addition to instances 50, 55 and 60. We compared all 34 benchmark instances that ASGO executed with the proposed PAS-PCI algorithm. PAS-PCI returned feasible patterns with smaller container sizes in 33 instances and matched one other instance; PAS-PCI also ran faster in most instances. We then compared the record results for i = 14 to 72 on the Packomania website obtained by several researchers. PAS-PCI returned smaller container sizes in 50 instances and matched the other 9 instances. Note that we updated 19 records for the set of r i = i (47-48, 51-54, 57, 61-72) that had been kept unchanged since May 21, 2013. 
Comparison on
We also compared our results to the instances for r i = √ i. For ASGO, the range of ASGO instances started from 15 to 45, in addition to the instances 50, 55 and 60. We compared all of the 34 benchmark instances that ASGO executed with the proposed PAS-PCI algorithm. PAS-PCI returned feasible patterns with smaller container sizes in 31 instances and matched the other three; PAS-PCI also ran faster in most instances. Comparison of 35 instances (from 14 to 45, in addition to instances 50, 55 and 60 for larger instances) from the Packomania website with the PAS-PCI results shows that PAS-PCI returned feasible patterns with smaller container sizes in 32 instances and matches for the other 3 instances. Tables 3 and 4 show the computational results for PAS-PCI, ASGO and the Packomania website for r i = i and r i = √ i, respectively. The first column includes the lists of the number of circles, the second column includes the lists of the best-known results obtained by the ASGO algorithm, and the third column includes the lists of the record results we downloaded from the Packomania website. Column 4 includes the best solutions of PAS-PCI, columns 5-8 show the best running time and average running time for ASGO and PAS-PCI, and columns 9 and 10 include the number of hit times for 10 tests on ASGO and PAS-PCI, respectively. With the new results of the instances, several of the new forms can be seen in Fig. 10 and 11 . strategies on different sets to prevent local cycling and increase the possibility of finding appropriate unoccupied spaces for the circles with low computational complexity. We approximate each circle item as a square item and measure the size of an action space in two ways, the length of the short side and the perimeter. We then sort all action spaces in non-ascending order based on the two metrics to order the two lists, which can find more suitable action spaces when moving squeezed circles, particularly small circles. Then, we partition all of the top narrow action spaces in the two lists by dividing each Narrow Action Space at the centre of the long side to produce two equal-size action spaces that we call Neighbour Action Spaces. We select two items with the greatest pain degree from S 1 , or one from S 1 and the other from S 2 , and perform Neighbour Space Occupying.
Furthermore, to enhance diversification in the process of research, we take the best features of the previous basin-hopping strategies and combine them with a perturbation operator by randomly swapping two large or small circles. Experimental results from two previous works, each of which consist of two sets of instances, show the effectiveness of the proposed method.
In future work, we will apply the idea of the Action Space (AS) and the Narrow Action Space (NAAS) to other circle packing problems, such as packing equal or unequal circles into a circular container. One could also expand our approach to address three-dimensional circle-packing problems.
