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Preface 
This thesis presents the results of far-infrared optical studies on a number 
of solids which are presently very popular in the world of solid state physics. 
The first three chapters deal with the dynamics inside and perpendicular to 
the СиОг layers in some high temperature superconductors. Chapter 4 is 
dedicated to the magnetic-field-induced spin-density-wave formation in the 
organic conductor (TMTSF)2C104 and chapter 5 is devoted to an optical 
study of the metal-insulator transition in ceramic rare earth nickelates. 
In optical studies one makes use of the electric interaction of light 
waves with charges, electric dipoles etc. in the material. A magnetic equiv­
alent of this interaction is also present but is generally much smaller. Quan-
tummechanically described, matter interacts with light by absorbing and 
emitting photons. Through conservation of energy and momentum these 
processes create respectively annihilate excitations in the material such as 
phonons, magnons, and so on. The reason why we used far-infrared light is 
that its energy is comparable to the energies of the excitations we want to 
study, such as low-energy collective modes or correlation gaps in the elec­
tronic density of states. Examples of these are the pinned spin-density-wave 
collective mode and the superconductive gap. 
An important parameter used in our experiments is the magnitude of 
the applied magnetic field. The interesting feature about applying a mag­
netic field is that this does not simply add an extra energy scale in the 
system such as temperature does but it fundamentally changes the equa­
tions of motion of the charges. This leads to interesting new physics such 
as Landau level formation, the quantum Hall effect and the creation of 
magnetic vortices in type II superconductors. 
The materials that we have investigated share a number of common 
features which distinguish them from other conductors such as normal met­
als and highly doped semiconductor systems. These features are the cause 
3 
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of the importance of electronic correlations in these solids. 
First, the number of mobile carriers is rather low, typically a factor 
of ten smaller than in classical metals. As a result, the total kinetic energy 
of these carriers, the Fermi energy eF, is relatively small. Therefore, the 
potential energy caused by Coulomb interactions and magnetic exchange 
interactions between the carriers are no longer negligible compared to ep. 
Second, the delocalized states necessary for conductivity are not 
formed by highly itinerant isotropic s-states but are formed by the smaller 
overlap (hybridization) of molecular p- or d-orbitals. In the high T
c
 su­
perconductors and the nickelates the overlap is mainly between the transi­
tion metal 3d and the oxygen 2p states and in (TMTSF)2C104 the overlap 
is largest between Selenium π-orbitals. These narrow bands imply that 
the electrons are rather localized which increases the effect of the on-site 
Coulomb repulsion (the energy cost to have a site doubly occupied). Be­
cause the overlap of the molecular orbitals varies strongly in different direc­
tions the electronic properties of these materials are highly anisotropic. The 
anisotropy ranges from quasi three-dimensional to almost two-dimensional 
for different members of the high T
c
 family. The electronic structure of 
(TMTSF)2C104 is almost one-dimensional. Because the reduced dimen­
sionality restricts the movements of the electronic system and because the 
charge carrier density is low, the screening of the electron-electron interac­
tions is small. This further increases the importance of correlation effects. 
Due to the large on-site Coulomb repulsion, these physical systems are 
theoretically hard to tackle [1]. This is caused by the fact that the on-site 
repulsion is most naturally represented in real space whereas the electron 
wave states are most conveniently described in reciprocal space. Further­
more, the description of the energy bands and their hybridization requires 
two creation/annihilation operators. In contrast, the on-site repulsion in­
volves two density operators and thus four creation/annihilation operators. 
The mathematical difficulties which arise when these ingredients have to be 
accounted for are enormous. An overview of the many different approaches 
to solve these difficulties are given in Ref. 2. Models which are being used 
to tackle the physics of specifically the high T
c
 superconductors are given 
in Ref. 3. 
The properties of electron systems including correlation effects have 
been described very successfully within the Landau theory for Fermi liq­
uids [4]. The observation of clear Shubnikov-de Haas oscillations in closed 
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orbit organic salts and the understanding of the spin-density-wave prop-
erties on the basis of band structure calculations shows that the organic 
salts can still be described within this framework. A topic presently under 
intense discussion is whether this also holds for the doped copper oxides. 
It goes beyond the scope of this thesis to give an elaborate account 
of all the sophisticated models which have been developed to describe the 
unusual properties of the correlated electron systems investigated in this 
thesis. I have therefore restricted myself to explain very briefly the concepts 
necessary to be able to follow the lines of thought in this thesis and have 
given references to guide the interested reader to more extensive and detailed 
work. 
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1.1 Introduction 
Shortly after the discovery of the first high temperature superconductor 
La-Ba-Cu-0 [1] many more similar materials with extremely high critical 
temperatures were found*. The members of this new class of superconduc-
tors have a common structural building block, the Cu02 planes. Soon, the 
general belief arose that the peculiar physical properties of these cuprates 
originate from the spin and charge dynamics within the Cu02 layers. As 
a result, most theoretical and experimental efforts were directed towards 
exploring the basic physics inside a single Cu02 layer. The only importance 
of the layers separating the superconducting planes was considered to be 
their ability to act as charge reservoirs which can supply additional carriers 
to the Cu02 planes. 
Another, more practical reason why the out-of-plane or c-axis prop-
erties were initially less intensively studied is that no high quality single 
crystals of sufficient c-axis dimensions could be grown and thin films grew 
preferentially with their c-axis perpendicular to the substrate. The develop-
ment of new growth techniques such as the Traveling Solvent Floating Zone 
technique [3] with which it is possible to grow high quality single crystals 
with characteristic dimensions of several millimeters, resolved this problem 
to a large extent. 
Although the initial investigations focused on the dynamics inside the 
Cu02 planes, the interest of the interplane coupling must not be under-
estimated as it determines many of the anisotropic properties of the high 
temperature superconductors. Even new physical phenomena which are re-
lated to the anisotropy, such as 2D-3D dimensional crossover effects, have 
been observed in these materials. Thus, a thorough understanding of the 
highly anisotropic properties of the cuprate superconductors requires sound 
insight in the nature of the interplane coupling. 
Even in the normal state, the nature of this coupling is rather puzzling. 
The interlayer hopping rate, for instance, is much smaller than expected 
from band structure calculations. Likewise, the actual value of the out-
of-plane conductivity is mostly much smaller than the Mott minimum for 
metallic conductivity (~ 100 Œ_1cm_1), which is very counter-intuitive for 
materials that can superconduct. 
"The cuprate superconductor which, until now, has the highest transition temperature 
is HgBa2Ca2Cu40g+¿ (134 К at ambient pressure) [2]. 
c-axis properties of LàL85Sr015CuO4 g 
The discussion of interlayer coupling is further hampered by the fact 
that the cuprates consist of well separated blocks or cells of η closely 
spaced Cu0 2 plane layers. The number η = 1 in unilayer systems (e.g. 
Ьа 2_ х8г хСи0 4), η = 2 in bilayer compounds (e.g. Bi2Sr2CaCu208) and 
η = 3 in trilayer materials (e.g. Т12Ва2Са2Си30ю). Thus, in the η > 1 
systems, one has to make a distinction between the coupling between the 
closely spaced Cu0 2 planes ('interplane' coupling) and coupling between 
adjacent cells ('intercell' coupling). 
As a consequence, much more effort was put forth in the last few years 
to explore the mechanism behind the large anisotropy and the interlayer 
coupling in the high T
c
 cuprates. A summary of recent development can be 
found in the review by Cooper and Gray [4]. 
One of the more interesting topics in this field is that of the low fre­
quency reflectance edge which appears below T
c
 in far-infrared spectra. This 
feature was originally observed in ceramic samples [5] and grains embedded 
in a dielectric host [22] but its origin was not identified before Tamasaku et 
al. [7] measured the c-axis interlayer infrared response of large single crys­
tals of La 2 - x Sr x Cu0 4 . They found that, in the normal state, the optical 
c-axis conductivity is completely phonon dominated with only a marginal 
contribution of free carrier transport. Below T
c
 a zero crossing developed in 
the real part of the dielectric function causing a very weakly damped plasma 
edge in the reflectance. The appearance of the low frequency plasmon marks 
the onset of coherent transport perpendicular to the Cu0 2 layers. 
The energy of the plasmon is found to be lower than the super­
conductive gapt. It is often stated that this indicates a violation of the 
Anderson-Higgs mechanism, which pushes collective modes involving 
density changes in the electron system to energies above the gap energy 
due to the Coulomb interaction [9]. However, the theorem only holds for 
isotropic systems and for collective modes with an acoustic dispersion. 
Soon after the work of Tamasaku et al., similar observations were done 
in single crystals of YBa2Cu306.7 [10] and YBa2Cu408 [П]*. Therefore, 
tThe gap energy is the minimum energy needed for a photon to break up a supercon­
ducting Cooper pair. In the weak coupling Bardeen-Cooper-Schrieffer (BCS) theory [8], 
this energy equals 3.52квТ
с
. In the rest of this chapter we will implicitly assume that 
the gap in Lai.gsSro.isCuCU is close to the BCS value (и 80 c m - 1 ) . 
*The low frequency plasmon was not seen in BÌ2Sr2CaCu20s down to 30 cm - 1 [12] 
but it may be found at lower frequencies. 
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the low frequency plasmon seems to be a universal feature in the very 
anisotropic layered high T
c
 superconductors. 
To study the nature of the interplane coupling that causes the low 
frequency plasmon we performed an infrared study on La 2 - x Sr I Cu0 4 as 
a function a temperature and magnetic field. In section 1.2 we present 
new measurements on the c-axis reflectivity of Lai.gsSro.isCuC^ and 
show that the plasma edge can be explained by Josephson interlayer 
coupling. A subsequent study in high magnetic fields is described in section 
1.3. We found that the plasma edge changes with increasing magnetic 
field. In contrast, the plasma frequency is field independent up to the 
highest magnetic fields used which shows that the edge changes cannot 
be explained by magnetic vortices moving in the sample under the influ­
ence of the Lorentz force. The theoretical models that we developed with 
regard to this plasmon are described in detail in the last part of this chapter. 
1.2 Josephson plasma edge 
We start this section by introducing the concept of Josephson coupling. 
When two superconductors A and В are brought in close proximity to each 
other (but not in direct contact) superconducting electron (or hole) pairs 
can travel from one superconductor to the other without altogether loos­
ing their phase coherence [13]. This takes place by either tunneling (when 
the separation region is isolating) or diffusion (when the separation region is 
conducting). Through this process, the macroscopic phases of the two super­
conductors are weakly coupled. This coupling is called Josephson coupling 
and has two main characteristics: 1. a supercurrent can flow between A and 
В (de Josephson effect) 2. with an applied dc voltage V between A and B, 
the structure emits radiation with frequency ν = 2eV/h « 483 MHz//iV 
(ac Josephson effect). 
Measurements of the upper critical field of the cuprate superconduc­
tors indicate that the superconducting coherence length along the c-axis is 
of the order of the interplanar distance d. This suggests that one can ap­
proximate these highly anisotropic materials as Josephson coupled stacks of 
two dimensional (2D) superconducting building blocks. In the mixed state 
c-axis properties of Lâ1,85Sr015CuO4 11 
it has for example become necessary to describe vortices perpendicular to 
the layers as pancake-like Abrikosov vortices weakly coupled by Josephson 
strings [14]. Direct observation of Josephson-like interplane coupling in sev-
eral different high Tc compounds with double and triple СиОг layers, was 
reported in the work by Kleiner and Müller [15]. 
In this section we present reflectivity measurements on single crys-
tals of the unilayer compound Lai.gsSro.isCuC^ and show that the observed 
reflectance edge in the c-axis optical response of this compound can be un-
derstood in terms of a simple model based on Josephson coupling which 
we describe in detail further on (section 1.4.1). In this model the sample 
is treated as a stack of superconducting sheets, separated by dielectric or 
very weakly conducting barriers. The bulk superconductivity and coher-
ent c-axis transport is then induced by the Josephson coupling between the 
layers. For such a layered system with characteristic conductance σ4Ρ and 
capacitance C, the following dielectric function can be derived, 
«,(*) = Ц і - ^
 + !2) (i.i) 
ч. = Щ (1.2) 
7 = ^ (1.3) 
where u;p8 is the Josephson plasma frequency, and 7 is the plasmon damp­
ing. Equation 1.1 shows that for low values of 7 no radiation can penetrate 
the sample at frequencies below ups. The plasmon can be characterized as a 
propagating electromagnetic mode coupled to local oscillations of the phase 
of the complex superconductive order parameter. From expression 1.2 one 
can deduce directly the critical current density j
c
, which provides an alter­
native (spectroscopic) method for the determination of j
c
. An advantage of 
this approach is that the electromagnetic field probes the bulk properties of 
the sample at near equilibrium conditions and at very low effective current 
densities. 
1.2.1 Experimental details 
For the measurements we used various single crystals of La2-iSr ICu04 
grown by the Traveling Solvent Floating Zone method at the University of 
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Frequency [cm ] 
Figure 1.1 ReñectanceofLaL85Sro.i5Cu04 at 10, 13, 16, 18, 21, 23, 
25, 27, 29, 32, 35, and 36 К. The small regular wiggles in the spectra 
are interference fringes and not intrinsic to the material. The inset 
shows the real part of the dielectric function e ¡(ω). 
Amsterdam [16]. We concentrate on the samples that are close to optimal 
doping (x = 0.15, T
c
 as determined by magnetization measurements is 
34 K). The size of the α-e oriented sample surface was typically 3 x 5 
mm
2
. Reflectivity measurements were done with a Bruker IFSH3v 
Fourier Transform spectrometer coupled to a variable temperature cryostat 
(Oxford CF1104). Reference measurements were performed on a 0.5 μπι 
thick gold mirror evaporated on glass. To polarize the infrared radiation 
we used a commercial metal grid polarizer and a silicon plate Brewster 
polarizer made in the group of van der Marel at the University of Groningen. 
1.2.2 Results and discussion 
Figure 1.1 shows the c-axis reflectance 1Z below 80 c m - 1 at various temper­
atures between 10 К and 36 K. The data are very similar to the previous 
results of Tamasaku et al. [7]. Above T
c
 the spectrum resembles that of an 
c-axis properties of La185Sr0.i5CuO4 13 
10 
2 4 
^ 2 
0 
0 10 20 30 40 
Temperature (K) 
Figure 1.2 The temperature dependence of the critical current de­
duced from the measured plasma frequency (circles) along with a 
BCS based theoretical prediction. 
insulator whereas below T
c
 a weakly damped plasma edge appears. The 
frequency of the plasma edge is somewhat lower than reported in Ref. 7. 
Although the critical temperature of our sample determined by magneti­
zation is 34 K, from the analysis below we find that the T
c
 which fits the 
data best is 32 K. When we take this value to be the correct value for T
c
 we 
find agreement with results on a 32 К sample investigated by Tamasaku 
et al. which also shows a plasma edge around 42 cm - 1 . The difference is 
that Tamasaku's sample has a lower T
c
 because it is has a lower Sr content 
whereas in our sample (microprobe analysis revealed the optimal Sr content 
of 0.15) the reduced T
c
 is more likely caused by a lower oxygen content. 
The inset clearly shows the characteristic feature of a plasmon edge related 
to the zero crossing of the real part of the dielectric function €\(ω). The 
real part of the conductivity σ\{ω) decreases substantially at low frequen­
cies when cooling below T
c
. This is consistent with the opening of a gap. 
However, the conductivity does not vanish completely, which explains why 
the damping of the plasmon is low but not zero. 
Figure 1.2 shows the j
c
 deduced from equation 1.2 versus tempera­
ture (circles). The only unknown parameter in the conversion from ш
рв
 to 
j
c
 is the capacitance C, which we calculated from the measured dielectric 
function. The solid line represents the functional dependence of j
c
 on tem­
perature using the Ambegaokar-Baratoff (AB) expression [17] for a BCS 
weak coupling gap Δ(Τ) with Δ(0) = 1.76fcBTc and Tc = 32 K. A better 
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agreement with the temperature dependence is obtained if we use a slightly 
larger gap value (Δ(0) = 2.5kBTc). The absolute value of the measured j c 
agrees well with the AB result and the optically determined normal state 
conductivity σ
η
 = 8 íl_1cm_1 . 
The absolute value of jc at low temperatures is larger than the 
values found e.g. in the magnetization measurements of Ref. 18 by roughly 
a factor of 10. This is related to the fact that the infrared probes the 
intrinsic critical current due to Josephson coupling whereas magnetization 
experiments measure the current at which vortices get depinned. The 
difference between these currents will be illustrated in the magnetic field 
data of section 1.3.2. 
The feature which appears in TZ just above the plasma frequency gives 
rise to a small peak in the conductivity. This peak, which is also visible 
in Tamasaku's data, shifts to lower frequencies when the temperature is 
increased and closely follows the position of the plasma edge. The origin 
of this feature is most likely related to the fact that just above the plasma 
frequency the real part of the dielectric function is close to one. Because the 
absorption is low the sample is effectively transparent and any residual ab-
sorption is therefore easily detected around this frequency. This absorption 
can originate from normal inclusions in the sample such as inhomogeneities 
or small off-stoichiometric grains. Figure 1.3 shows the data at 10 К together 
with a fit according to equation 1.1 (dashed line). The solid line represents 
an effective medium calculation [19] for the same model, but now with a 
volume fraction of 10 % of non-superconducting spherical inclusions. We ad 
hoc assumed a Drude-like conductivity of the normal inclusions described 
by the dielectric function 
^ - « . - - p - ^ · (1.4) 
With ω
ρι
 = 215 cm - 1 , 7; = 4 c m - 1 and e¡ = 8, the correspondence we 
find between fit and experimental data is quite good. The 10 % volume 
fraction of non-superconducting material is much larger than expected from 
crystallographic data and microprobe analysis of the sample. This indicates 
that the defects probably have a more extended character. 
Furthermore, figure 1.3 shows that part of the non-zero conductivity 
observed inside the gap can be due to the normal inclusions. On the other 
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Figure 1.3 Reflectance at 10 К (small dots) together with a bare 
plasma flt (dashed line) and a fìt (solid line) assuming 10 % normal 
inclusions in the sample. The inset shows the corresponding conduc-
tivity. 
hand, this background conductivity is not incompatible with an order pa-
rameter with d-wave or anisotropic s-wave symmetry. Unfortunately, we 
cannot determine the (anisotropic) gap in this direction due to the very 
strong contribution of the phonons at higher frequencies. 
1.2.3 Summary 
We presented the c-axis reflectivity data on Lai.gsSro.isCuO^ Using a simple 
model based on Josephson coupling we obtain a good quantitative descrip-
tion of the observed plasma edge. Details of the spectrum near the zero 
crossing of €χ(ω) can be explained by taking into account a small fraction 
of normal inclusions in the sample. 
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1.3 Magnetic field dependence 
It is known that an external magnetic field suppresses superconductivity 
through the breaking of time-reversal symmetry which is essential for the 
formation of Cooper pairs. A magnetic field, thus, tends to break up super­
conducting pairs (the pair breaking effect), which leads to, for instance, a 
reduced superconducting order parameter Δ and critical temperature T
c
 [20] 
(see also chapter 2). 
When the applied magnetic field В is sufficiently low, it is completely 
expelled from the interior of the superconductor (Meissner effect) [21]. For 
В > B
c
\ (typically 10 mT) the high temperature superconductors are in the 
vortex state. In this state, part of the magnetic field penetrates in the form 
of Abrikosov vortices, each carrying one flux quantum. The structure of an 
isolated vortex is such that the order parameter Δ decreases towards the 
middle of the vortex on the scale of the coherence length ξ and vanishes at its 
center. This structure is sometimes approximated by a zero Δ at distances 
r < ξ (the vortex core) and an undisturbed Δ outside this range. The 
vortex is surrounded by screening currents which decrease on a characteristic 
length scale λ, the magnetic penetration depth. The reduction of the order 
parameter in the vortex center costs energy. Therefore, it is energetically 
favourable for an Abrikosov vortex to stay at positions where the order 
parameter is locally reduced due to e.g. impurities. This effect is called 
vortex pinning. 
In a pure Josephson tunnel structure the order parameter is zero in 
the isolating region. Vortices which enter this region are only accompanied 
by screening currents; no local reduction of the order parameter is involved. 
These so-called Josephson vortices can therefore not be pinned to the 
underlying lattice. 
In this section we investigate the magnetic field dependence of the 
c-axis reflectance of single crystal Lai.85Sr0.i5CuO4. Related measurements 
have been reported before on small particles of La2_
x
Sr
x
Cu04 albeit with 
a smaller Sr content [22]. 
The fact that there is a plasma resonance in a frequency region where 
there is little or no damping allows a detailed study of the electromagnetic 
interaction with the vortices introduced by the magnetic field. In the geom­
etry we use (B || ab planes) the vortices will enter the sample preferentially 
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between the superconducting layers. As we will show, this spectroscopic 
investigation of the vortex dynamics provides specific constraints on the 
nature of the vortices, the pinning potential and vortex viscosity. This in­
formation can, in principle, also be derived from transport measurements. 
However, a full spectral analysis provides self-consistency checks on model 
assumptions and is not hampered by extrinsic problems such as local heat­
ing, self field effects, edge problems etc. 
1.3.1 Experimental Details 
We used two complementary techniques to measure the magnetic field de­
pendence of the reflectance of the ас oriented surface of the same samples 
which were studied in the previous section. We coupled the Bruker IFS113v 
spectrometer to a superconducting magnet system in which a special sam­
ple insert with 3He cooled bolometers was placed to measure the wide band 
reflectivity at 1.2 К in magnetic fields up to 17.5 Tesla. The zero field 
measurements in this setup were in good agreement with the results ob­
tained in the flow cryostat. This allowed us to deconvolute the unpolarized 
magnetic field data to obtain the c-axis spectra, where we assumed that 
the flat α-axis reflectivity is relatively insensitive to the applied field. This 
assumption is quite reasonable in view of the in-plane reflectivity data of 
YBa 2Cu 30 7 films in similar fields (see chapter 2). In principle, the о and 
c-axis response will be mixed due to the Hall field. However, from previous 
measurements on the ab response there are no reasons to assume that the 
magnetic field will induce any features in the α-axis reflectivity. The spec­
tral position and shape of the plasma edge will be exclusively determined by 
the c-axis response. Therefore, any Hall field mixing is expected to give a 
small featureless renormalization of the reflectivity within the experimental 
noise. 
In another setup we measured the temperature dependent microwave 
and far-infrared reflectivity in a hybrid Bitter/superconductor magnet at 
fields up to 25 Tesla using both an optically pumped molecular gas FIR laser 
and a tunable millimeter wave vector network analyzer with heterodyne 
detection. In this case, the magnetic field dependent reflectance of the 
sample is measured at various discrete energies as a function of temperature. 
The magnetic field was in all experiments parallel to the crystal 6-axis. 
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Figure 1.4 Reñectance spectra at 1.2 К for magnetic fields of 0.8, 
2.5, 5, 7.5, 10, 12.5, 15 and 17.5 Tesla. 
1.3.2 Results 
Figure 1.4 shows the normal incidence c-axis at 1.2 К at various fields up 
to 17.5 Tesla. The spectra were taken in three separate runs, always with 
increasing field and were averaged afterwards. A hysteresis corresponding 
to a remanent magnetic field of about 2 Tesla is found in the spectra when 
after each run the applied field is lowered to zero again. We observe a 
clear renormalization of the reflectance edge which increases with field. In 
contrast, the position of the reflectance minimum at 43 c m - 1 does not shift 
appreciably to lower frequencies and its depth is also rather field insensitive. 
From these data a few qualitative observations are obvious: In contrast 
to theoretical predictions, there is no appreciable field induced shift of the 
plasma frequency (or zero crossing in the real part of the dielectric function 
β\(ω)). This shows that in this field range and for this geometry (B || 6) 
pair breaking effects can be neglected and the interlayer coupling remains 
largely unaffected. A second qualitative observation is that there is no 
clear reduction of the reflectivity at low frequencies, as would be expected 
if the vortices could freely move in the layers separating the Cu0 2 planes. 
This illustrates that the vortices are rather efficiently pinned and cannot be 
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described in terms of ideal Josephson vortices. Instead, their character is 
Abrikosov-like. 
This is consistent with the observed hysteresis. Using Bean's 
model [23] and an average sample diameter of 4 mm, we find that the hys­
teresis corresponds to a critical current of 1.6 χ 109 A/m2. We can compare 
this value with results obtained from magnetization measurements on sim­
ilar samples [18] and find a reasonable agreement. It is important to note 
the difference between this pinning limited transport critical current density 
and the intrinsic critical current density which is limited by the coupling 
between the layers. It is this last critical current which we measure in the 
infrared. (In the simple Josephson model the observed plasma frequency is 
equivalent to an intrinsic upper limit for j
c
 of 8 χ IO9 A/m2). 
Typical curves of the reflectivity versus temperature, taken at 6.5 and 
17.5 cm - 1 , are shown in figure 1.5a and 1.5c, respectively, at four different 
fields between 0 and 25 Tesla. The pronounced reflectance drop upon heat­
ing is caused by the plasma edge shifting below the frequency of the applied 
radiation. After applying the magnetic field, the reflectance edge shifts only 
slightly to a lower temperature and the main effect of the field is an increase 
of the transition width. This again illustrates that even at 25 Tesla there 
is no appreciable pair breaking reduction of both T
c
 or ω
ρ3. Although it 
is known that the low temperature upper critical field BC2 for the present 
orientation is quite high (> 100 Tesla), it is still surprising that the plasma 
frequency, which is a measure of the interplanar coupling strength, is hardly 
affected by the magnetic field even at elevated temperatures. 
1.3.3 Discussion 
We will now give a more quantitative discussion of the results in terms of 
existing theoretical models. 
As described in section 1.2, the zero field reflectance edge can be fitted 
suitably to a Josephson coupled layer model, where the screened plasma 
frequency squared ω2 is proportional to the critical current density j
c
 which 
in turn is related to the order parameter Δ by the Ambegaokar-Baratoff 
expression for a Josephson tunnel junction. The electromagnetic interaction 
of the induced currents with the vortex lattice due to the Lorentz force 
was treated explicitly in the work of Brandt [24], Coffey and Clem [25] 
(CC), and more recently by Tachiki, Koyama and Takahashi [26] (TKT). In 
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Figure 1.5 Measured réflectance as a function of temperature for 
(a) ω = 6 and (c) 17.5 cm1 at (from right to left) В = 0, 8, 20 and 
25 Tesla. Corresponding calculations based on the model by CC are 
shown in (b) resp. (d). 
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these models, the interaction with the vortices is treated phenomenologically 
by introducing an effective pinning force constant κ
ρ
, vortex viscosity η 
and vortex mass M. In the absence of pinning, one expects an enhanced 
microwave absorption due to dissipation in the cores of moving vortices. In 
the Bardeen-Stephen approximation [27] one can relate the vortex viscosity 
to the normal state resistivity multiplied by the density and size of the 
vortex cores. It is not evident that the mass of the vortices can be neglected 
at FIR frequencies. Nevertheless, in the analysis presented here we took 
M=0. Taking a finite value for M only adds an extra fitting parameter and 
does not change the main conclusions of this analysis. 
A drawback of these models is that they are based on the semi-
phenomenological London approximation for the ac response of the super­
conductor with a two-fluid description of the quasiparticle contribution to 
the complex conductivity. As a result, none of the models is strictly ap­
plicable near the plasma edge. This is due to the fact that in the London 
approximation dielectric displacement currents are neglected. However, the 
essential cause of the plasma edge is that the inductive current carried by 
the condensate is balanced by the out of phase dielectric current of the 
bound charges, manifested by a zero crossing of €\{ω). The unique aspect 
of the high T
c
 superconductors is that the low c-axis conductivity leads to 
a plasma edge below the gap frequency. The fact that there is almost no 
damping due to dissipative currents (ег is small) below the gap leads to the 
pronounced plasmon effects that are observed. It is important to note that 
it is the total current that drives the vortex motion by the Lorentz force and 
not just the free carrier supercurrent. This general argument shows that, at 
the zero crossing in €\(ω), the electromagnetic coupling to the vortices van­
ishes (except for the small resistive currents due to excited quasiparticles). 
Thus, in contrast to some theoretical predictions, we expect basically no re­
flectance change near the plasma frequency due to the presence of vortices. 
The experimental observation that the reflectance minimum is independent 
of the field as shown in figure 1.4 confirms this picture. 
A shift of the plasma frequency would, however, be possible due to 
a pair breaking reduction of the superconductive order parameter. For the 
present orientation (B \\ ab planes), the upper critical field is very high 
(above 100 Tesla). Using standard theory for quasi-2D superconducting 
layers in a parallel field [20] this would lead to a depression of the plasma 
frequency of 0.4 cm - 1 at the maximum field. This is within the experimental 
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Figure 1.6 Calculation using the TKT model of the effect of vortex 
motion on the plasma edge at 17.5 Tesla (dashed line) together with 
a zero fìeld calculation (solid line). 
accuracy of the data. 
For a more quantitative comparison with theoretical predictions we 
calculated the reflectance using the dielectric function of TKT: 
eT(w) 
= te 1 -
2 2 
ω η — ui ω pn 
Ê0 
Φο В 
1 + μ
ο
λ
2(0) /Ср — ίωη — Μ ω2 (1.5) 
The results for zero and 17.5 Tesla are shown in figure 1.6, where we used 
the following parameters /cp = 2500 Pa, λ(0) = 6.8 μπι, ωρο = 42.5 cm - 1 , 
= 15 cm - 1 , 7 = 20 cm - 1 , and e
c
 = 30. The vortex viscosity η was 
ω pn 
calculated from the Bardeen-Stephen relation using p
n
(T) = 0.125 Qcrn. In 
this parameter set «p is the basic unknown. All other parameters are either 
determined directly by the experiment, or taken from independent measure­
ments on similar samples. For the present parameter range the TKT result is 
c-axis properties of La1,85Sr0.i5CuO4 23 
identical to that of the earlier work by CC. Although the general agreement 
between theory and experiment is not too bad, an essential disagreement is 
the fact that the experimental plasma frequency is not field dependent as 
predicted. This is due to the London approximation that is used in these 
models, as already mentioned. We generalized the theoretical expressions 
to include displacement currents of the bound charges, and indeed find a 
much better agreement near the reflectance minimum. However, at present 
we are not able to reproduce the detailed shape of the observed reflectance 
edge. In particular, for the same parameters as above we find only a very 
small deviation from the zero field curve. If we assume a much lower pin­
ning force constant we find a somewhat better agreement near the edge, 
but a serious discrepancy at low frequencies arises. A full description of the 
generalized model and details is presented in section 1.4.2. We conclude 
that the qualitative agreement of the data with flux flow models is some­
what fortuitous and more theoretical work is needed to decide whether the 
renormalization of the edge can be understood in terms of electromagnetic 
interaction with flux motion. Also it is not clear whether collective pinning 
and vortex deformation need to be incorporated. However, it is clear that 
pinning is substantial and a description in terms of pure Josephson vortices 
for magnetic fields parallel to the planes is not appropriate. 
This brings us to another possible cause for the reflectance changes 
that occur in a magnetic field: the presence of the vortex cores. In a 
generalized Abrikosov vortex model it is plausible to assume that the 
coupling between adjacent planes is no longer uniform and is locally 
depressed near the vortex cores. Within the assumption of local electro­
dynamics, this will lead to a local suppression of the plasma frequency 
and a broadening of the reflectance edge. Despite the small characteristic 
dimensions of the vortex core this influence can be quite substantial. This 
is because the large anisotropy in the coherence length implies a large 
elliptical eccentricity of the vortices and thus a large depolarization factor. 
Unfortunately, an effective medium model for a continuously varying 
dielectric function cannot be solved analytically. A preliminary numerical 
discrete approximation shows that accounting for the local depression of 
ω
ρ3 can indeed have an influence on the reflectivity close to the observed one. 
Finally, we turn to the analysis of the data taken at high temperatures. 
At these elevated temperatures one may expect that vortices become more 
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mobile and thermally activated (Brownian) motion becomes possible. To 
account for the thermal effects, we will use the CC approach. The basic 
expression for the dielectric function есс(ш) which includes both vortex 
motion and thermally activated creep effects is: 
¿ c c H
 = e _ c
2
 1 + 2ιλ2(Β,Τ)δ^(ω,Β,Τ) 
бо
 e c
 ω4*(Β,Τ)-(ί/2)~δΙ(ω,Β,Τ) 
in which δ
η
{(ω, Β, Τ) and δ
ν
€
(ω, В, Τ) are, respectively, the normal fluid skin 
depth and the complex effective skin depth due to vortex motion and creep. 
We replaced some of the two fluid expressions used by CC by their ana­
logues in the Josephson picture. The temperature dependent (Josephson) 
penetration depth λ(Τ) in the absence of pair breaking effects follows from 
the relation λ = C/UJP, 
^ > = * 2(°>^ tanh(A(Wy (1'7) 
The normal fraction is accordingly replaced by f(T) — 1 — ^ М - For 
magnetic fields parallel to the planes, we assumed that B^2(T) = 52г(1 — 
£2)/(l + i2) with t — T/Tc the reduced temperature. 
The results, for the same parameters as in figure 1.6, and for Bc2 = 120 
Tesla, Tc = 32 К are shown in figures 1.5b and 1.5d. U, the parameter which 
sets the energy scale for depinning is taken as 1.5 eV Tesla. Although there 
is no exact agreement, the general tendency of the magnetic field effect is 
reproduced quite well. 
1.3.4 Summary 
We presented measurements of the c-axis reflectance in La1.85Sro.i5Cu04 
from 6 to 70 c m - 1 in fields up to 25 Tesla. A small renormalization of the 
plasma edge is observed. No significant change in the plasma frequency nor 
in the absorption at the plasma frequency is found. This demonstrates that 
near the plasma edge one cannot neglect the displacement current due to 
bound charges as assumed in existing models. The various results are fairly 
consistent and all imply a rather strong pinning of the vortices. 
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1.4 Theoretical description 
The appearance of the c-axis plasma edge is intimately related to the super-
current which can flow in the c-direction. This is illustrated by the following 
argument based on the Kramers-Kronig relations [28]. These relations state 
that causality closely links the real and imaginary parts of the conductivity 
spectrum in linear response theory. If the real part is known for all frequen­
cies then the imaginary part can be calculated and vice-versa. Therefore, if 
there is a dissipationless dc supercurrent, described by a delta function at 
zero frequency in σχ(ω) then it follows from the Kramers-Kronig relations 
that there should be a corresponding contribution to the imaginary part 
σ2(ω) proportional to Ι/ω. With ε(ω) = e + ισ(ω)/ω this directly gives a 
plasmon-type of dielectric function. 
Moreover, this reasoning shows that the presence of a plasma edge is 
not restricted to the specific type of interlayer coupling. In the classical 
bulk superconductors the same argument applies, but because the metallic 
conductivity is usually much larger, a pole would occur at frequencies far 
above the gap, and the response in the superconducting state is very similar 
to that of the normal state. Note that in the latter case the plasma edge 
is due to a resonance in the charge density oscillation, in contrast to the 
Josephson case described below where the plasma edge is due to resonant 
oscillations of the local phase of the order parameter. 
Below we will show how the c-axis plasmon in the high T
c
 cuprates can 
be described by a Lawrence-Doniach type of model [29] if we assume that 
the superconducting Cu0 2 layers are Josephson coupled. This assumption 
is not unreasonable since the thickness of the poorly conducting layers sep­
arating the superconducting planes is of atomic dimensions, so that Cooper 
pairs can tunnel or diffuse from one Си0 2 plane to another, thereby estab­
lishing phase coherence. A similar model has been proposed by Bulaevskii 
et αϊ [30]. 
In section 1.4.1 we present this Josephson model and show that the 
plasmon appears naturally in this model as an oscillation of the order 
parameter phase difference between adjacent layers. In section 1.4.2 we 
investigate the behaviour of this plasmon in a magnetic field. In particular, 
we will calculate the extra dissipation in the mixed state due to vortices 
moving under the influence of the Lorentz force. The usual starting point 
in literature is a London approximation for the complex conductivity. 
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However, in this approximation one neglects the polarization current due 
to bound charges. We will show that the inclusion of the polarization 
current is essential at frequencies near the plasma edge. 
1.4.1 Josephson plasmon 
In this section we will show that a small interlayer coupling in a layered 
superconductor will give rise to a low frequency plasmon in the out-of-
plane response. We start from a Lawrence-Doniach [29] picture i.e. we 
assume that the material can be treated as a stack of quasi two dimensional 
superconductors at a periodic distance d. The macroscopic wave function 
of layer η can be written as: Φ
η
 = Aoe1^". The superconducting layers are 
separated by weakly metallic or dielectric layers through which Josephson 
coupling is established. As a consequence, the supercurrent density j
s
 and 
the potential difference V between adjacent layers are connected by the 
Josephson relations: 
j
a
 = j
c
 sin(<ßn - φ
η+ι) = je sin{<p) (1.8) 
v
 = it <"» 
We will assume that the dc Josephson relation for the supercurrent remains 
valid at finite frequencies ω much smaller than the gap frequency ojg. At 
the end of this section we will come back to the regime w « u g where this 
assumption is no longer valid. 
The total ac current j(t) induced by the electromagnetic field can 
be written as j{t) — j
s
 + jqp + j p where jB is the Josephson supercurrent, 
jqp is the dissipative current due to excited quasiparticles, and j p , is the 
polarization current due to the bound carriers and is thus proportional to 
the dielectric susceptibility of the material for this field direction, χ
α
. Using 
the Josephson equations we can write: 
j
s
 = j
c
s\n(p (1.10) 
•CTqp άψ 
2e dt Jqp = νσ4Ρ= -^—-n (1.11) 
. сохшей/ eoXc_ftdV
 n )1}) 
Jp
 d dt d 2edt2 ' l j 
c-axis properties of LaL85STQ.i5Cu04 27 
where the quasiparticle conductivity σςρ is, in principle, temperature and 
frequency dependent. At low current densities we can linearize equation 
(1.10) with respect to φ. For solutions that have the same harmonic е~гші 
time dependence for j(t) and φ, we obtain: 
eoXc 
V(t) = -iujj
c
Lw, (1.14) 
Jit) = j M ^ - ^ L ^ + Lja^) (1.13) 
where Lj = h/2ej
c
 is the nonlinear Josephson inductance. Using j = aV/d 
and С = е0(Хс + \)/d = €oec/d, it is straightforward to deduce the complex 
conductivity CTJ(U;), 
The corresponding dielectric response ej(a>) = eo + ισ^(ω)/ω is, 
2 
6 J H = 60ec(l -ЧЬ + Ч). (1.16) 
In the last two equations we have introduced the screened plasma frequency 
ω
ρΒ
 = 1/y/LjC and the damping 7 = СТцрС-1. 
The reflectance 72. can now be calculated from: 
Tl = 
1 \AJMAQ 
1 + ^ез(ш)/е0 
(1.17) 
From this derivation it is clear that any layered superconductor with a suf­
ficiently weak (Josephson) coupling between the planes will have a plasma 
resonance at frequencies below the energy gap. The electrodynamic proper­
ties are completely analogous to the classical results derived for large single 
junctions, with the exception that the effective width of the junction d + 2λ 
is replaced by the interlayer distance. 
When we want to calculate the actual value of ups, we need to know the 
size of the dc critical current density j
c
. For simplicity, we will determine j
c 
from the Ambegaokar-Baratoff relation for Josephson tunnel junctions [17]: 
π ACT) , Δ(Τ) J
= = w tanh¿í· (1Л8) 
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In this equation, R
n
 is the characteristic normal state resistance of the 
junctions which we put equal to the normal state resistivity p
n
 times the 
layer separation d. Using typical parameters for Lai esSro.isCuC^ (e
c
 = 
30, p
n
 = 0.00125 Q - 1 m _ 1 , T
c
 = 34 K) and a BCS weak coupling order 
parameter Δ 0 = 1.76квТс, we find ups = 46 c m
- 1
 at low temperatures, 
which is indeed close to the experimental result for this material (see section 
1.2). 
In Lai.85Sro.i5Cu04 the screened plasma frequency ups is approxi­
mately half the BCS weak coupling gap frequency ug. It is thus not evident 
that we can use the simple relation (1.10) to describe the Josephson current 
near this frequency. 
To check this, we use the model developed by Ferrell [31]. He derived the 
generalized ac response of a Josephson junction at arbitrary frequency and 
Τ = 0 using standard BCS expressions and causality arguments. The basic 
result for the dielectric function at zero applied dc current which can be 
derived from this model is 
eF{u) = €0tc(l--^-,E(u/ug)] , (1.19) 
in which E is the complete elliptic integral of the second kind. Figure 
1.7 shows the reflectance following from equation (1.19) together with 
that from our simple dielectric function with no damping. We used 
the same parameters as above and a BCS weak coupling gap frequency 
ω
ε
 = 3.52A;BTC. It is clear that for this parameter range the deviations 
between the two reflectance curves are marginal which shows that it is 
indeed valid to use equation (1.10) up to frequencies ω « ι2ω%. 
1.4.2 Influence of vortices 
In this section we will evaluate the effect of a finite magnetic field В paral­
lel to the wave vector of the incident light. Vortices will enter the sample 
preferentially between the superconducting layers. Again we will assume 
ω <& Ljg and we will neglect pair breaking effects of B. When the bar­
rier layers are (weakly) metallic there will be a proximity induced order 
parameter and the vortices will be Abrikosov-like in nature rather than 
Josephson-like. Nevertheless, we will neglect the possible influence of the 
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Figure 1.7 Computed reflectance curves at zero magnetic field. The 
circles are calculated with the model presented here (equation 1.16) 
and the solid line represents a calculation with Ferrell's model (equa­
tion 1.19). 
vortex cores on the dielectric response. As usual, we will characterize the 
vortices by a phenomenological vortex mass per unit length M, a vortex 
viscosity η and a pinning force constant «p. 
In the present geometry, the vortices will be accelerated by the Lorentz 
force FL that is exerted by the current j(t). The influence of Lorentz force 
driven vortex motion on the electromagnetic response of a superconductor 
was studied in many papers [24-26,32,33]. In all these papers the London 
approximation was used and, thus, the effects of the polarization current j p 
were neglected. This is perfectly valid when describing the electromagnetic 
response of superconductors at frequencies much lower than either u>g or 
ω
ρΒ
. This approach fails however for the c-axis response of high tempera­
ture superconductors in which the highly unusual situation is encountered 
that the plasma frequency is smaller than the gap frequency. This means 
that when we want to study the effect of moving vortices on the low fre­
quency plasma mode, near which j
s
 sa —jp, polarization effects may not be 
neglected. In particular, the polarization current should be included in the 
expression for FL. This leads to the following harmonic equation of motion 
i i i i i i m n m i i i i i i i > 
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for the vortices [25], 
d?u du 
M
~d¥ + ηΜ+ KpU = ^'s + J q p + jp^° ' ^1'20^ 
in which и is the displacement of the vortices from their equilibrium posi­
tions. We neglect forces related to deformation of the vortex lines which are 
brought about by e.g. the finite wavelength of the light in the sample and 
a nonuniform pinning force constant along the length of the vortex. 
Below we will calculate the extra absorption due to moving vortices 
following the Josephson model described in the previous section. Note, 
however, that the effect of the polarization currents is more general and 
not restricted to specific assumptions regarding the coupling of the layers. 
Moving vortices cause a change in the phase difference between two 
adjacent layers given by, 
В , , 
φ = 2πη—-ά. (1.21) 
Φο 
Together with the equation of motion (1.20) and j = aV/d we obtain for 
the conductivity of the vortex system σ
ν
(ω): 
°Л") = ^БІ + гКр-- Μω) . (1.22) 
We account self-consistently for the current changes due to the vortex mo­
tion by taking σ
ν
(ω) electrically in series with the Josephson conductivity 
(1.15). The total conductivity follows in a straightforward way, 
at(u) = σ3(ω) 1 + 
σ3(ω)/σν(ω)ι 
-ι 
= -гш(е3(ш) - e0) 1 + _ ^ , (1.23) 
\ ω2 ω / 
and yields a total dielectric function 
£ l H = £ „ + Mu) - £0) (l + ψ^^Υ' (1.24) 
If we neglect the polarization current in equation (1.20), σ
ν
(ω) will only 
be in series with the inductive part of the Josephson conductance eo£
c
(7 + 
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frequency (cm1) 
Figure 1.8 Reflectance versus frequency and magnetic fìeld using 
the model presented here. 
iu>pS/u>2). If we further neglect any damping and add a separate capacitive 
response, equation (1.24) reduces to the TKT result [26]: 
е
т
И = Wc - e 0 e c -y 1 + 2 -— , (1.25) 
with е
с
Шр
а
 the unscreened plasma frequency used in Ref. 26. 
The reflectances calculated with the model presented above and with 
the TKT model are given in figures 1.8 and 1.9, respectively, for the case of 
low damping. In both figures the following parameters were used: M = 0, 
к
р
 = 500 Pa, η = 1.85 χ 10 - 1 0 Pa s, e
c
 = 30, and ups = 42.5 cm
- 1
. Our 
result in figure 1.8 shows almost no changes in reflectance near ω
ρ5 as the 
field increases, only some increased absorption at frequencies away from u;ps 
is observed. The field induced effect on the plasma frequency itself is very 
small. This is exactly what one should expect near the plasma frequency: 
The polarization current and the free carrier supercurrent are out of phase 
and nearly cancel when ω « ups which results in a zero Lorentz force on the 
vortices and, hence, no extra dissipation. 
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Frequency (cm ') 
Figure 1.9 Reflectance versus frequency and magnetic field using 
the TKT model [26]. 
1.4.3 Summary 
We presented a simple model which describes the electromagnetic response 
of Josephson coupled layered superconductors. The model is applicable to 
e.g. the c-axis response of high temperature superconductors and provides 
an elegant description of the low frequency plasmon that was observed in 
these materials. In a parallel magnetic field, we find that, in contrast to 
recent predictions, vortex motion does not have an appreciable influence on 
the plasma frequency itself nor on the damping near the plasma frequency. 
The reason for this is that the supercurrent and the polarization current 
cancel each other at frequencies near the plasma frequency. 
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Chapter 2 
Far-infrared reflectance of 
Y B a 2 C u 3 0 7 at high magnetic fields 
Parts of this chapter have been published in: 
- Physica С 235-240, 1115 (1994). 
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2.1 Introduction 
It was shown by Glover and Tinkham [1] that the electromagnetic absorp-
tion of conventional superconductors at low energies is reduced when they 
enter the superconducting state. In many cases, the absorption even com-
pletely vanishes below a certain threshold energy hug called the quasiparticle 
gap or superconductive gap. This discovery played a central role in estab-
lishing the validity of the Bardeen, Cooper and Schrieffer (BCS) theory [2]. 
In this theory, the gap energy huê is equal to S.52kBTc at low temperatures. 
The lost spectral weight in the real part of the conductivity is transferred 
by coherence effects to a delta function at zero frequency. This delta func-
tion represents the energy absorption from a dc electric field in order to 
accelerate the superconducting condensate. 
In view of the success of infrared studies on classical superconductors, 
many similar studies were undertaken on the СиОг or ab planes of the 
high temperature superconductors. As these planes are a common feature 
of these compounds, studying their conductivity may provide clues on the 
mechanism causing the extremely high critical temperatures observed in 
these materials. Results on the ab optical properties of several high T
c 
compounds were recently reviewed by Tanner and Timusk [3]. 
In the high T
c
 compound most intensively studied, УВа2Сиз07, many 
groups have observed a clear 'knee'-like feature at 400-500 cm - 1 in infrared 
reflectivity spectra. This feature had a large temperature dependence near 
T
c
 and a gap-like structure could be seen in the conductivity. As a con­
sequence, a number of groups attributed this feature to the quasiparticle 
gap [4-6]. Many arguments have been brought up against this assignment 
because the feature showed very anomalous behaviour for a superconductive 
gap. The 'knee' appeared at an unusually high frequency (пи)&/квТс « 8) 
and did not shift as a function of temperature. Furthermore it did not 
change its frequency in materials with doping-reduced T
c
 and it was visible 
in the spectra above T
c
. 
Another objection against the gap assignment was that the ab plane 
electrodynamics of the high temperature superconductors is in the clean 
limit i.e. the electronic mean free path I is (much) larger than the coher­
ence length £ and that therefore the superconductive gap can not be seen. 
The reason for this is that when such a clean superconductor enters the su-
perconducting state, nearly all spectral weight of the conductivity vanishes 
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into the delta function at zero frequency leaving only a marginal conduc-
tivity above the gap which is therefore difficult to detect [7,8]. 
Direct absorption measurements by Pham et al. [9] indicated, with 
an order of magnitude better accuracy than the reflectivity data, a finite 
ab conductivity at least down to 80 cm - 1 . The absorption increased con-
siderably above 500 cm -1 , but there was no sharp feature which one could 
identify with the gap. The classical BCS s-wave order parameter proposed 
for УВагСизОу in Refs. 4-6 is not in agreement with these observations. 
The results of Pham et al. are not inconsistent with a d-wave order 
parameter: in this case low energy excitations are possible and the onset 
of absorption at ug is less pronounced. Recently, a number of experiments 
have yielded strong evidence that the order parameter in the ab planes 
indeed has this ¿-wave symmetry. In one of these experiments, Hardy et 
al. observed a linear temperature dependence of the magnetic penetration 
depth [10] which is characteristic for a superconductor having an order 
parameter with nodes such as a d-wave order parameter. A d-wave order 
parameter should moreover change sign across these nodes. Experiments 
based on the Josephson effect are the only ones that can show whether the 
order parameter actually does this. The observation of a Josephson super-
current minimum at zero magnetic field in РЬ-УВа2Сиз07 SQUIDs [11,12] 
and the observation of spontaneous magnetization of a three junction ring 
with half a flux quantum [13] both gave strong evidence for these sign 
changes. 
Because the 'knee'-like feature appears both above and below T
c
, and 
is insensitive to changes in the doping level, Timusk, Porter and Tanner 
(TPT) [14] suggested that its origin should be phononic rather than elec­
tronic. They proposed that the explanation of the 'knee' should be found in 
a mechanism similar to what they called the charged-phonon mechanism. 
This mechanism was originally discussed by Rice [15] (who used the term 
'phase phonons') to explain anomalous phonon features commonly seen in 
the spectra of quasi one-dimensional organic conductors [16] and describes 
how normally forbidden phonons can become visible with unusually large 
oscillator strengths by coupling to the electronic system via charge den­
sity wave distortions. TPT argued that, in the high T
c
 compounds, the 
phonons coupled to bound carriers responsible for the mid-infrared absorp­
tion band [3] commonly observed in these materials. The origin of the cou-
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pling itself was supposed to be related to an incipient structural instability 
or to spin fluctuations [17]. 
It is well known that the normal state properties of the high T
c
 su­
perconductors such as the electronic relaxation rate and the phonon dy­
namics are strongly temperature dependent. Thus, an intrinsic problem of 
using temperature to drive the material superconducting is that reflectance 
changes due to the normal state properties obscure those due to supercon­
ductivity. One way to influence only the superconductivity of a material 
without affecting its normal state properties is to apply a magnetic field 
because it changes the coupling between the superconducting pairs. We 
will use just this method in the present chapter. 
In the BCS theory superconducting singlet pairs are formed in a time 
reversed way i.e. by coupling a quasiparticle with wave vector A; to a quasi-
particle with wave vector — k. When a magnetic field is applied time-reversal 
symmetry is broken. This has the effect that the wave vector of one paired 
quasiparticle in a Cooper pair is changed with ok with respect to the wave 
vector of its 'mate' which results in a net momentum of the Cooper pairs 
—* 
transverse to the field direction. At a critical value of the magnetic field ok 
becomes too large and the pairs break apart. This process, called orbital 
frustration or diamagnetic pair breaking, is one example of a pair break­
ing effect caused by a perturbation which destroys time reversal degener­
acy of the paired states. Pair breaking was first treated by Abrikosov and 
Gor'kov [18] for the case of a superconductor containing magnetic impuri­
ties (which also break time-reversal symmetry) and was later generalized 
by Maki [19] and de Gennes [20] for other pair breaking perturbations such 
as an applied magnetic field. It is found that the presence of these pair 
breaking perturbations will cause superconducting quantities such as the 
order parameter Δ and the gap frequency ω
ε
 to decrease [21]. Tinkham 
and coworkers [22] were very successful investigating this effect on the far-
infrared and millimeter wave absorption of classical superconductors. 
When the critical magnetic fields for diamagnetic pair breaking are 
very large or when the Meissner effect is only partial because of geometrical 
reasons another effect becomes important. The magnetic field will split 
the quasiparticle density of states (QP-DOS) by the Zeeman energy which 
leads, for a finite spin-flip scattering time, to an additional decrease of ω
ε
 by 
2μ
Β
Β and to additional fine structure in the conductivity. For finite spin-
orbit coupling this simple picture is no longer valid but the effect on ug 
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will be basically the same. This Zeeman splitting of the QP-DOS has been 
observed by van Bentum and Wyder [23] in infrared experiments on thin 
superconducting Al films in a parallel magnetic field and this observation 
confirmed the spin singlet state of the condensed pairs. Before it had been 
demonstrated very convincingly in the tunneling experiments of Tedrow and 
Mersevey [24]. At very high magnetic fields, when the pairs are not already 
broken by orbital effects, it becomes energetically more favourable for all 
spins to align than to pair antisymmetrically into Cooper pairs. This effect 
is called Pauli pair breaking. 
The pair breaking effect of a magnetic field on the high temperature 
superconductors has not been studied intensively. This is partly because 
the critical magnetic fields are much larger than any available laboratory 
magnet can supply stationarily. 
In this chapter we investigate the ab plane reflectance of YBa2Cu307 in 
perpendicular magnetic fields. The field, although it enters in the form 
of Abrikosov vortices (see chapter 1), is almost uniform inside the film. 
This is because the penetration depth is much larger than the inter-vortex 
distance at typical magnetic field values used (up to 15.5 Tesla). and thus 
diamagnetic pair breaking effects are rather small. Although these fields 
are still far below the critical field for УВа2Сиз07(ВС21 « 60-100 Τ) it is 
estimated that pair breaking effects and the paramagnetic shift due to the 
Zeeman splitting of the QP-DOS are sufficiently strong to cause a noticeable 
shift of the gap structure(s). 
2.2 Experimental details 
Our experiments were done on a 2000 Â thick microtwinned 
УВагСизОу thin film grown by laser ablation onto a (100) БгТіОз 
substrate. The spectrometer used was a Bruker IFSH3v. Infrared 
measurements as a function of temperature at В = 0 were done using a 
cold finger cryostat (Oxford CF1104) with polyethylene windows. Field 
dependent measurements at 1.2 К were done in a 3He system equipped with 
a bolometer at 0.4 К which had been placed in a superconducting mag­
net system. The magnetic field was oriented perpendicular to the ab planes. 
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Figure 2.1 In-plane reñectance of УВагСизО? at magnetic fìelds of 
0, 5, 10 and 15.5 Tesla (all at 1.2 K). Inset: zero fìeld reñectance at 
1.2, 40, 100, and 300 К. 
2.3 Results and discussion 
In the inset of figure 2.1 we show the reflectance spectra of the film at В — 0 
at different temperatures. Part of the structure visible at room temperature 
is due to substrate phonons. With decreasing temperature, most structure 
disappears but a clear absorption edge develops at 400-500 cm - 1 , in accor­
dance with spectra measured by many other groups. When the temperature 
is lowered to 1.2 К this edge sharpens into a sharp kink. Note that such a 
clear kink in the reflectance can only be due to the opening of an energy gap 
if the material is in the dirty limit [7]. If this feature was attributed to the 
superconductive gap, both the size of this gap (which would correspond to a 
value 2А/квТ
с
 и 6.4), and its temperature dependence would be distinctly 
non-BCS. An independent test for this possible assignment is to investigate 
the magnetic field dependence of the feature. To estimate the diamagnetic 
pair breaking effect for the particular geometry of a thin superconducting 
film in a perpendicular magnetic field we use the work of Hendriks [25]. 
Assuming that the critical field perpendicular to the ab planes is of order 80 
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Figure 2.2 УВа^СизОг reflectance at various different magnetic 
fìelds normalized to the reflectance in zero fíeld. The spectra are 
offset for clarity. 
Tesla, we expect the kink to shift about 10 c m - 1 to lower energies due to 
pair breaking effects for the maximum fields used and about 15 c m - 1 due 
to the Zeeman splitting of the QP-DOS. 
The reflectance spectra with applied magnetic field are shown in figure 
2.1. Within the experimental accuracy (0.5 % in relative intensity, resolution 
1 cm - 1 ) the 400 c m - 1 kink is found at the same frequency (± 10 cm - 1 ) in 
fields up to 15.5 Tesla. 
In order to enhance any field possible dependence we have normalized 
the spectra taken in a magnetic field В on a zero field spectrum and have 
plotted the resulting spectra in figure 2.2. The curves are offset for clarity. 
As indicated before, no change in reflectivity is observed near 400 c m - 1 . 
However, we do find a weak shoulder above approximately 500 c m - 1 which 
increases with increasing magnetic field but which cannot be due to an 
isotropic superconductive gap because the absorption onset is clearly below 
this frequency. The field independence of the 400 c m - 1 edge favours expla­
nations of this feature which are not directly related to superconductivity 
such as the charged-phonon model. 
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The absence of a clear gap structure is in agreement with a com­
bination of both the proposed clean limit ab plane electrodynamics of 
УВа2Сиз07 films and a considerable (anisotropic) spreading of the gap 
value as expected in a very anisotropic s-wave or d-wave symmetry ground 
state. In both cases, one does not expect a clear reflectivity edge which 
would shift in field but rather a small decrease of reflectivity in the whole 
subgap region. Although the absolute accuracy in our data does not allow 
distinct conclusions one could speculate that the fc-dependent gap has a 
fairly flat distribution up to about 500 cm - 1 . 
2.4 Summary 
We observed that the reflectance edge of УВагСизОу at 400 cm - 1 develops 
into a distinct kink when the temperature is lowered to 1.2 K. This absorp­
tion edge is, within the experimental accuracy, independent of the magnetic 
field up to 15.5 Tesla. This observation favours explanations of the absorp­
tion edge such as given in the charged-phonon model. The absence of clear 
field induced changes in the reflectance is consistent with both clean limit 
electrodynamics and a considerable spread in the value of the gap. 
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Chapter 3 
c-axis infrared response of 
ТІ2Ва2Са2СіізОіо studied by 
oblique-incidence 
polarized-reflectance measurements 
The work presented in this chapter was done in cooperation with Jae H. Kim, B.J. 
Feenstra, H.S. Somal, and D. van der Marel from the University of Groningen 
and parts of it have been published in: 
- Phys. Rev. В 49, 13065 (1994). 
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3.1 Introduction 
In the previous chapter we have introduced the charged-phonon model which 
was proposed by Timusk, Porter and Tanner [1] as an explanation for the 
400-500 cm - 1 'notch'-like absorption feature in the optical ab conductiv-
ity of high temperature superconductors and which describes the coupling 
of phonons to the bound charge carriers responsible for the mid-infrared 
absorption in these compounds. Shortly after the appearance of Ref. 1, 
Reedyk and Timusk (RT) [2] demonstrated a remarkable correspondence 
between the structure in the ab conductivity and peaks in the c-axis dielec-
tric loss function Im(—e"1) caused by the longitudinal optic (LOc) phonons. 
From this correspondence it was concluded that the bound carriers couple 
specifically to these LOc phonons. Momentum conservation implies that 
the incident light can only couple to the LOc phonons when its wave vector 
q has a component parallel to the crystal c-axis. Indeed, no 'notches' were 
found for q ± c. 
In a Comment on the RT paper, van der Marel et al. [3] showed both 
theoretically and experimentally that a similar correspondence between ab 
response and c-axis dielectric loss function can be expected if one assumes 
that the incident radiation has an electric field component parallel to the 
c-axis. In the reflectance set-ups commonly used, this component is always 
present because the (unpolarized) light beam is not strictly normal to the 
surface. Instead it is focused rather strongly on the sample with an average 
angle of incidence of about 10°. From this point of view it is expected that 
the features related to the c-axis dielectric function should only be observed 
with p-polarized light and not with s-polarized light. Reedyk, Timusk and 
Basov showed, however, in their reply [4] that the same structures are ob-
served with both p- and s-polarized light. 
In another paper opposing the RT interpretation, Leskova et al. [5] 
suggested that the observed structures were caused by surface roughness. 
Roughness breaks the translational symmetry of a surface. By coupling 
to this roughness, a photon can acquire an additional wave vector parallel 
to the surface. As a result, the photon can excite normally non-optically 
active surface polaritons which would give rise to the observed features. 
This mechanism may qualitatively explain the c-axis features in most data 
shown in Ref. 2. It would be very interesting to extend Leskova's work to 
other crystal faces and see whether surface polaritons can also account for 
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the RT results in the q _L с geometry. 
Although the explanation by van der Marel et al. could not account 
for the presence of the c-axis phonon features in s-polarized geometry in 
Ref. 4, it does hint towards a technique to study the anisotropy of the elec­
tronic properties of the cuprate high T
c
 superconductors and, more specifi­
cally, the c-axis response of these compounds. In most cases a direct study 
of the c-axis optical properties requires preparation of single crystal sam­
ples with large faces containing this axis. Such an analysis has been car­
ried out with normal-incidence infrared reflectometry for La2_iSr ICu04 [6], 
YBa2Cu307-a [7,8], Pb2Sr2DyCu308 [2], and Bi 2Sr 2CaCu 20 8 [9]. Although 
larger single crystals gradually become available for this kind of studies, it 
is useful to have an experimental technique for determining the dielectric 
function along the c-axis for those materials of which only thin films or thin 
single crystal platelets exist. Such a technique may also serve as a second 
complementary approach since, for example, in epitaxially grown thin films 
it is often easier to obtain a homogeneous oxygen distribution than in single 
crystals. 
In this chapter we introduce this experimental technique which was 
developed in the group of van der Marel at the university of Groningen 
and is based upon reflectance measurements at oblique angles of incidence 
with two different polarizations of the light. Using Kramers-Kronig rela­
tions for the experimentally measured R
s
(u) and Rp(u>) (the reflectance 
measured with s- and p-polarized light, respectively), it is possible to cal­
culate the tensor components е
а
ь(ш) and e
c
(uj) of the complex dielectric 
function for the directions parallel and perpendicular to the ab plane, re­
spectively. It is demonstrated both theoretically and experimentally that 
indeed this method gives reasonable results for the dielectric loss function 
along the c-axis even if only the ab faces of the crystal are available for 
reflectance measurements. The physical mechanism behind this technique 
is in fact similar to that causing the Berreman effect [10] for dielectric layers 
on metallic substrates but this time used for anisotropic solids. 
The technique bears a great resemblance to standard ellipsometric 
techniques [11]. A disadvantage of our technique with respect to normal 
ellipsometric techniques is that we have to rely on Kramers-Kronig calcu­
lations to obtain the desired dielectric function which implies that we need 
to measure the reflectance in a frequency range as broad as possible and 
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have to rely on extrapolations outside this range. On the other hand, our 
technique is rather easy to implement, and instead of two polarizers and a 
compensator only one polarizer is needed. 
As an example we study a c-axis oriented epitaxial thin film of the 
high T
c
 superconductor Tl2Ba2Ca2Cu3Oio, for which single crystals were 
synthesized only recently and the typical c-axis dimension of the platelet­
like crystals is again much smaller than 1 mm. Hence, most optical studies 
of this material were limited to the ab plane response and only a glimpse 
of the c-axis response is present in early studies of ceramic samples [12]. 
Although it has been shown that the optical anisotropy of thin platelets 
of YBa2Cu307_i [13] and E^S^CaC^Og [14] can be determined with an 
infrared microscope with the light beam focused to a very small region (typ­
ically 200 μπι) on the ac face, the operational wavelengths were diffraction-
limited to the mid-infrared region. Such limitations do not occur if oblique-
incidence reflection spectroscopy of the much larger ab face is employed. 
3.2 Outline of the Method 
The complex reflection coefficients for a uniaxial crystal in air, with its 
optical axis oriented perpendicularly to the surface of reflection, are given 
by the expressions [11,15,16] 
cos θ — y ni — sin2 θ 
^
3 =
 / ι 
cos θ + \Jnl — sin θ 
(3.1) 
n0ne cos θ — J ri* — sin2 Θ 
τ = 
ρ — ι ' 
n0ne cos θ + J ri* — sin2 θ 
for s- and p-polarized light, respectively. Here θ is the angle of incidence 
and n 0 and n e are the complex refractive indices for the ordinary and ex­
traordinary rays, respectively. 
Experimentally one has to determine the reflected intensities R(LJ) for 
a wide range of frequencies. Hence, one has r 2 = пе2гф of which only R 
is measured experimentally, while the phase φ is calculated from R using 
the Kramers-Kronig relations. For s-polarized light the usual convention 
is to have φ restricted to the interval from 0 to π. Due to experimental 
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uncertainties negative values of φ may arise, leading to spurious negative 
values of the real part of the aò-plane optical conductivity σ^(ω) which one 
obtains by inverting the expression for r
s
. For p-polarized light the situation 
is different, as even in the absence of experimental errors the phase may 
become negative. 
Once the coefficients r
s
 and rp are known, the indices n0 and n e, or 
the corresponding complex dielectric functions e0 and ee can be found by 
solving equation (3.1) for them in terms of r
s
 and rp: 
e0 = sin
2
 0 +cos 2 o f 1 — — ) , 
\ 1 + r
s
 J 
= sin20 1 - e0 cos 2 θ 
" 
Í1_r'i1 [l+rj J 
(3.2) 
Given e0 and ee, it is possible to derive all other spectral functions such as 
optical conductivity and loss functions. 
Our method can be applied directly to reflectance measurements on 
c-axis oriented high Tc superconducting thin films. This is allowed provided 
that the film is optically 'thick' (for our ТІгВагСагСизОю films of thickness 
~ 5000 Â this condition is reasonably satisfied). For thinner films, the 
equations 3.1 are no longer appropriate and should be replaced by more 
complicated expressions involving the index of refraction of the substrate 
and multiple reflections inside the film [11]. The quantities with subscript 
о (for 'ordinary') then correspond to the in-plane (the ab plane) parameters 
(we assume a tetragonal crystal structure) and those with subscript e (for 
'extraordinary') correspond to the axial (the c-axis) parameters. As for 
these materials the conduction parallel to the planes is known to be metallic, 
with an almost insulating or semiconducting behavior along the c-axis, we 
can derive an approximate expression of the reflectance for p-polarized light 
when the sample surface corresponds to the ab plane. Let us first introduce 
the complex parameters / = (cos#) - 1 y l — e"1 sin2θ and χ — n~¿, with the 
help of which we can write the corresponding absorptivity for the p-polarized 
light in the form 
^ |l + rr- /* | 2 ' 
in which the asterisk denotes the complex conjugate. As Imn0j, ^ 1 in the 
limit of metallic conductivity along the ab plane, we can use 1/Imn0(, as the 
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expansion parameter of a Taylor series. Furthermore we make an expansion 
for | sin2 /е
с
\ <C 1, so that the leading term of the series expansion is given 
І-Ъ-^^ІтГ-І). (3.3) 
ітпаь coso V e
c
J 
We see that, for a smoothly varying nQ¡,, the absorptivity of p-polarized 
light has peaks which are essentially the peaks in the loss function along 
the c-axis. Although we will use the full inversion formulas of equation 
3.2, equation 3.3 already shows that the c-axis loss function obtained from 
such an inversion is less prone to experimental errors than e.g. the c-axis 
conductivity. 
3.3 Experimental details 
With this motivation, we have undertaken a study of optical anisotropy 
in Т12Ва2Са2СизО10, for which high-quality large-area c-axis oriented thin 
films are available. Our superconducting c-axis oriented Tl2Ba2Ca2Cu30io 
thin films were grown by Lee et al. [17] using a sputter deposition technique 
at ambient temperature in a symmetrical RF diode sputtering system from 
two identical 1/2 inch targets. The films are typically 5000 Â thick and 
have critical temperatures in the range 120-123 K. 
Our oblique-incidence reflectance measurements were carried out in a 
Bruker IFS113v Fourier Transform Infrared Spectrometer with a CryoVac 
variable temperature exchange gas cryostat. The infrared spectra were ac-
quired at temperatures of 108, 163, and 300 K. The samples and the refer-
ence Au mirrors are mounted together inside the cryostat for calibration of 
reflectance at each temperature during the measurement. 
3.4 Results and Discussions 
In figure 3.1 we present the reflectance spectra for s- and p-polarization 
at various temperatures. As expected, the reflectance Rs for s-polarized 
light is higher than the reflectance Rp for p-polarized light throughout the 
frequency and temperature range of our measurement. The Rs spectra of 
Т12Ва2Са2СизОі0 are quite representative of the aò-plane response of high 
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Figure 3.1 (a) Reflectivity of ТІгВагСагСизОю for s-polarized 
light (the top three curves) and p-polarized light (the bottom three 
curves), measured at 45° angle of incidence. The temperatures are 
108, 163 and 300 К from top to bottom for each set of three curves, 
(b) Room temperature reflectance (thick curves) measured at the 
University of Groningen with s-polarized (top) and p-polarized (bot­
tom) light and high- and low-frequency extrapolations used for the 
Kramers-Kronig analysis (thin curves) above 6000 cm'1 and below 
100 cm1. 
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T
c
 superconductors in general. The more or less featureless, quasi-linear 
frequency dependence is quite evident. 
A marked difference between our R
s
 and Rp spectra is the existence 
of strong absorption features in Rp positioned at 400 and 620 cm
- 1
 due 
to the excitation of c-axis longitudinal optical phonons. This assignment 
is supported by the absence of these fairly strong features in the R
s
 spec­
tra. Furthermore, from the reflectance spectra of ceramic Т12Ва2Са2СизОю 
samples [12] where a number of c-axis longitudinal optical phonons clearly 
appear in the infrared range, one can easily identify the two phonon peaks 
positioned near 400 and 620 cm - 1 . The lattice dynamics calculation for 
ТІ2Ва2Са2СизОю by Kulkarni et al. [18] also predicts two c-axis A2u lon­
gitudinal optical modes situated at 421 and 616 cm - 1 . The former corre­
sponds to vibration along the c-axis of the oxygen atoms in the Cu0 2 and 
BaO planes against Ca atoms. The latter corresponds to vibration along 
the c-axis of the oxygen atoms in the BaO planes and Ca atoms against the 
oxygen atoms in the central Cu0 2 planes. 
In figure 3.2 we display the c-axis loss function of Tl 2Ba 2Ca 2Cu 3O 1 0 at 
various temperatures. We can easily recognize the two corresponding fea­
tures due to the aforementioned c-axis longitudinal optical phonons. These 
phonon modes do exhibit some change with temperature. Both the 400 
c m
- 1
 and 620 cm - 1 shift to higher frequencies by about 5 cm - 1 as the tem­
perature changes from 300 К to 108 K. The electronic background in the 
c-axis loss function is more or less flat at room temperature and the 163 К 
spectra are not much different from the 300 К case. However, in the case 
of 108 К (below T
c
), there is a rise in the electronic-background intensity in 
the low frequency region. This can be interpreted as the high-frequency tail 
of the loss function peak due to the formation of the c-axis optical plasmon 
of the superconducting electrons. Based on this observation, we place an 
upper limit of 200 cm - 1 or 25 meV on the c-axis plasmon energy. 
Let us compare our findings with the experimental reports on other 
high T
c
 superconductors. Even though all of La2-
x
SrICu04, УВа2Сиз07_5, 
Bi2Sr2CaCu208,
 a n d Т12Ва2Са2СизОіо have an in-plane optical plasmon 
at about 1 eV [19], the energy of the c-axis plasmon varies from one sys­
tem to another. In the case of YBa2Cu307_¿; there is a zero-crossing of ec 
at around 100 cm - 1 , i.e. below the lowest transverse optical mode, corre-
sponding to a longitudinal mode of mixed vibrational and electronic charac-
ter [7]. At higher temperatures this zero-crossing shifts to lower frequencies 
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Figure 3.2 The loss function for Ё \\ c. The temperatures are 108 
(diamonds), 163 (crosses) and 300 К (solid curve). 
and eventually disappears, apparently due to enhanced damping. A sim­
ilar behaviour has been observed in La2_
x
Sr
x
Cu04 [6], where the lowest 
longitudinal out-of-plane mode is found at 30 cm - 1 . E^S^CaC^Og [9] 
does not show any trace of an out-of-plane plasmon either at room temper­
ature or well below T
c
 even down to 30 cm - 1 , which is then taken as an 
experimentally determined upper limit. 
One can use band structure calculations based on the local density 
approximation (LDA) to determine the normal state intra- and interband 
plasmon frequencies. Calculations for Bi2Sr2CaCu208 were done by Ush-
penskii and Rashkeev [20], who obtained plasmon energies of 3.3 and 0.9 
eV for E _L с and E \\ с respectively, and about 1.5 eV for the screened in-
plane plasmon. The calculation of Maksimov et αϊ for YBa2Cu307_í gives 
unscreened intra-band plasma frequencies (determined from a properly 
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weighted Fermi velocity) of 3.5, and 4.2 and 1.05 eV for Ë parallel to the 
a, b and с directions [21], respectively, which should be scaled with a fac­
tor of 0.5 to obtain the screened plasma frequencies (ω™τ = ω
ρ
/,/ε^, with 
e» ~ 4). For La 2 _ x Sr x Cu0 4 the LDA result for the screened in-plane and 
out-of-plane plasmons is 1.9 eV and 0.4 eV, respectively [22,23]. So we see, 
that the experimental value of the in-plane plasmons of optimally doped 
samples is about half the value of the LDA calculation. This discrepancy 
is not surprising since LDA calculations do not take into account strong 
electron-electron interactions which are known to exist in the Cu0 2 planes. 
In the c-direction the discrepancy is even more dramatic. The optical 
c-axis conductivity in the normal state is phonon-dominated; no plasmon 
is observed above T
c
. One reason for this could be that the plasmon in the 
normal state is strongly overdamped [24] and thus hard to detect. In an 
interpretation by Anderson [25], the dynamics inside the ab planes involves 
spin-charge separation which leads to confinement of the carriers in these 
planes. The finite conductivity in the c-direction is then caused by incoher­
ent hopping which means that no properly defined band structure exists in 
this direction. Coherent transport only sets in below T
c
 [6]. 
Regardless of the reason why the normal state plasmon is absent in the 
infrared spectra, the plasmon which appears in the superconducting state 
can be explained by oscillations of phase difference of the superconductive 
order parameter (see chapter 1). This Josephson effect based interpretation 
gives a natural explanation as to why the c-axis plasmon appears at such 
low frequencies and why it is only visible below T
c
. 
In figure 3.3 we display the c-axis conductivity for our 
ТІгВагСагСизОю sample at various temperatures. As we mentioned 
previously the c-axis conductivity is more susceptible to errors than the 
c-axis loss function. However, one can see that below T
c
 there is a tendency 
of depression in the c-axis conductivity below 600 cm - 1 . We can compare 
our results with the c-axis conductivity of YBa2Cu307_i above and below 
T
c
 determined from reflection measurements on the ac plane of single 
crystals by Bauer [7] and Homes et al. [8]. According to these authors, 
there is a gap-like depression of conductivity at low temperatures below 
600 cm - 1 but there is no clear evidence of a true BCS-like gap. Hence the 
situation for YBa2Cu307_i is quite similar to what we found in our own 
investigation of Т12Ва2Са2СизОіо. 
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Figure 3.3 The conductivity for E \\ c, for Τ = 108 К (diamonds), 
163 К (crosses), and 300 К (squares). 
3.5 Summary 
We demonstrated the feasibility of an experimental technique to obtain the 
dielectric function in the direction parallel and perpendicular to the optical 
axis of a uniaxial sample by oblique-incidence polarized reflectometry. 
We applied this technique to a thin film of ТІ2Ва2Са2СизОіо in order to 
study the c-axis infrared response. For this material no single crystals are 
available which are sufficiently elongated along the c-axis to allow a direct 
scattering experiment on the ac face. Although the longitudinal optical 
phonons in the c-axis are clearly present, no plasma-related zero crossing 
of e
c
 is found above 200 cm - 1 , which indicates that 200 cm - 1 is an upper 
limit for the out-of-plane plasmon. 
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4.1 Introduction 
The charge-transfer salts of the Bechgaard family [1], (TMTSF)2X (where 
TMTSF is tetramethyltetraselenafulvalene, and X is C104, PF 6 , Re0 4 etc.), 
have a unique set of properties which depend on temperature, magnetic field 
and pressure. The discovery of superconductivity in these materials marked 
the onset of extensive research, devoted to the understanding of the physical 
properties of these quasi-one-dimensional organic conductors [2-4]. Besides 
superconductivity, these quasi-one-dimensional conductors show Quantum 
hall-like behaviour, spin-density-wave (SDW) states and field-induced spin-
density-wave (FI-SDW) states.* 
The Bechgaard Salts consist of large organic TMTSF molecules, the 
cations, and smaller inorganic monovalent anions e.g. P F 6 or C104. The 
crystal structure of (TMTSF^A" consists of stacks of the large planar 
TMTSF molecules in the α-direction with a slight tendency towards dimer-
ization. The anions are ordered in sheets separating the TMTSF stacks in 
the c-direction and accept one electron from each donor pair of TMTSF 
molecules. The delocalized states necessary for metallic conductivity are 
formed by the overlap of molecular orbitals. In the α-direction this overlap 
is largest (predominantly via Selenium π-orbitals in the TMTSF molecules). 
The transfer energies t in the different directions as calculated within the 
tight binding approximation [6-8] bear the following proportions to one an­
other: t
a
 : tb : t
c
 = 1 : 0.1 : 0.001. One usually neglects the overlap in 
the c-direction. The above band parameters lead to an open Fermi surface 
consisting of two parallel, slightly warped planes (see figure 4.2). The de­
gree of warping is proportional to tb (= interaction between the stacks) and 
determines the 'degree' of two-dimensionality. 
(TMTSF)2PF6 is a prototypical member of the Bechgaard salt family; 
it exhibits a transition to a spin-density-wave insulator at 12 К at ambient 
pressure. This state is suppressed above 6 kbar at which pressure supercon­
ductivity sets in. This can in turn be suppressed by a small magnetic field. 
At much higher fields (> 3 T) a cascade of field-induced spin-density-wave 
'For a long time, the Bechgaard salt family was the only class of compounds known 
to exhibit the FI-SDW state. Recently, Oshima et al. observed FI-SDW-like behaviour 
in the magnetoresistance and magnetization of (DMET-TSeF^X {X — АиІ2, АиВгг, 
AuCb) [5]. The effect in these materials is however less pronounced than in the Bechgaard 
salts. 
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Figure 4.1 A schematic phase diagram of (TMTSF)2ClC-4 (solid 
line), based on a compilation of calorimetrie [9] and magnetiza­
tion [10, 11] measurements. The fìnal FI-SDW state is referred to 
as the N = 0 state, the one before N — 1 state, etc.. The question 
mark indicates another possible state observed by Yu et al. [12]. SC 
denotes the superconducting phase. 'The Standard Model' (see text) 
is shown as a long dashed line and does not cover the experimental 
data at very high fìelds. 
transitions is found. 
The PF6 anion is octahedral. When the anion is of tetrahedral 
symmetry (e.g. C104) it can take two orientational positions with respect 
to the crystal lattice. When (TMTSF)2C104 is cooled down slowly (0.1 
K/min) below 24 K, the anions take alternating orientations along the 
6-direction which leads to a doubling of the unit cell in this direction and a 
halving of the Brillouin zone. At more rapid cooling rates (> 50 K/min), 
no anion ordering takes place and (TMTSF)2C104 enters a SDW insulating 
state at 6 К [13]. In the ordered state (TMTSF)2C104 at ambient pressure 
has a very complex phase diagram (see figure 4.1) with FI-SDW's [14,15], 
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Figure 4.2 Fermi surface for a quasi-lD conductor (TMTSF)2X 
(solid line) and a truly ID conductor (long dashed line) in the k
a
-
кь plane. The dotted lines show the deviation of the Fermi surface 
from this simple form as a result of higher harmonic components. 
Qo — (2Αρ,π/6) is the nesting vector discussed in the text. 
reentrance to a metallic state [11]. Shi et al. reported many sharp peaks 
in this high field phase boundary [16]. A controversial 'insulating phase' 
above 27 Τ was reported in Refs. 12 and 17. The ordering of the CIO4 ions 
is considered crucially important for these features [18], and are the subject 
of ongoing controversy and considerable theoretical attention [19-22]. 
Peierls instability 
It is well known that in quasi-ID conductors such as the Bechgaard salts the 
electronic system is subject to a nesting or Peierls instability [23]. Peierls 
showed that in these systems any perturbation of amplitude Δ and wave 
vector Qo = (2/гр,7г/6) will couple (or 'nest') a large number of degenerate 
states which results in a strongly peaked response (infinite at Τ = 0) to 
perturbations with this wave vector. To avoid this instability, the system 
sets up an electronic modulation of wave vector Qo and as a result, a gap 
2|Δ| opens up across the entire Fermi surface (see figure 4.2). The physical 
principle behind the opening of the gap is basically the same as that caus­
ing Bragg scattering [24]. Peierls first demonstrated that below a critical 
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temperature Tp the energy gain of opening the gap will always exceed the 
energy cost of creating a modulated distortion with wave vector Q0. Hence, 
all ID conductors have this Peierls instability towards an insulating state 
at low temperatures. 
When only nearest neighbour interactions are taken into account (solid 
lines in figure 4.2) the Fermi surface has a sinusoidal shape and the vector 
Qo will nest the entire Fermi surface. However, when next nearest neighbour 
corrections are included (dotted lines in figure 4.2) the surfaces are more 
corrugated and become less prone to nesting instabilities. This correction is 
proportional to t\/ta = t'b [25] and hence increases when the system becomes 
more 2D-like. With these corrections complete nesting of the warped Fermi 
surface will not be possible. In this case a gap may open only on a restricted 
part of the Fermi surface. 
In most quasi-lD conductors the low temperature state is a charge-
density-wave (CDW) state; a periodic density modulation with wave vec-
—* 
tor Qo of the electronic density which is usually accompanied by a lattice 
modulation. However, in the Bechgaard salts the low temperature insu-
lating state cannot be a CDW since the relevant lattice modulations are 
not observed. Instead this state was shown to be antiferromagnetic by the 
observation of a characteristic anisotropy of the magnetic susceptibility [26] 
and a strong inhomogeneous line broadening of the 77Se NMR line [27] in-
dicating the existence of strong local magnetic fields. The state is known as 
a spin-density-wave (SDW) state; a periodic modulation with wave vector 
Qo of the electronic spin density. The driving mechanism for this state is 
the on-site Coulomb interaction which in the anisotropic Bechgaard salts is 
relatively large with a magnitude comparable to the electronic bandwidth. 
This is a result of the limited screening of the Coulombic charge due to re-
straints on the electronic movements [28]. In addition, the electron-phonon 
coupling which leads to a modulation of charge density is opposed by this 
large on-site Coulombic repulsion [29]. 
The different ground states among the various members of the 
Bechgaard salt family can be qualitatively understood from their degree of 
one-dimensionality and hence the nesting properties of the Fermi surface. 
CIO4 is the smallest anion in the Bechgaard salt family and as a result the 
transfer energy tb is largest and at low temperatures the Peierls instability 
does not occur. The PFe ion, which is larger, leads to a slightly smaller tb 
in (TMTSF)2PF6, and thus, there is a transition to the SDW state below 
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12 К. When pressure is applied the transfer energy tb is increased, which 
makes the band structure more quasi-2D: this results in a suppression of 
the SDW state. 
Field Induced Spin-Density-Waves 
One of the most special properties of (TMTSF)2X is that a series of SDW 
phase transition can be induced by applying a magnetic field parallel to 
the least conducting c'-axis [30,31]. This leads to a cascade of SDW phase 
transitions manifested by nearly quantized steps in the Hall voltage and 
related features in the magnetoresistance, heat capacity, and magnetiza­
tion [9,10,32,33]. 
As stated previously, application of pressure makes the band struc­
ture more two-dimensional and decreases the degree of nesting. In contrast, 
a simple semi-classical picture due to Chaikin [34] shows that the SDW 
formation is favoured in magnetic field because it makes the system effec­
tively more one-dimensional. Chaikin pointed out that the nearly sinusoidal 
band structure leads to a zig-zag like motion of the carriers in real space 
perpendicular to the applied magnetic field. It is easy to show that the 
amplitude A of the zig-zag motion is equal to 4tbb/hui
c
 with u
c
 = eB/m* 
the cyclotron frequency. Increasing the magnetic field will decrease A and 
make the carrier motion more one-dimensional. 
Of course, more profound models have been proposed to explain the 
FI-SDW formation in the (TMTSF)2X salts. Gor'kov and Lebed' [35] first 
tackled the problem by calculating the nesting vector dependent spin sus­
ceptibility x{Q). They showed that in a magnetic field orbital effects can 
improve the nesting conditions making x(Qo) (with Qo the optimum nesting 
vector defined above) periodically divergent in I/В even if it remains finite 
in zero field. 
Later, Montambaux, Héritier and Lederer [36, 37] put forward the 
quantized nesting mechanism which was based on a mean field approxima-
tion. In this model, which later became known as the standard model, the 
mechanism of successive field-induced SDW (FI-SDW) transitions can be 
described naively in the following way. With the imperfect nesting such as 
shown in figure 4.3 translating one sheet of the Fermi surface with the wave 
vector Q leaves an area A between this sheet and the other one. The total 
energy is minimized when A is quantized in units of 2πεΒ/Η and contains 
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Figure 4.3 SDW wave vector Q for which the left hand side of the 
Fermi surface is translated so that it is tangent to the right hand 
side. In a magnetic fìeld, x(Q) has a maximum when the area of the 
hatched part is quantized in terms of2neB/h. For clarity, the width 
of the pocket ~ t'b/v (v is the Fermi velocity) has been exaggerated 
and in reality it only spans и 1 % of the Brillouin zone. The arrows 
indicate semi-classical trajectories of electrons at the Fermi surface 
in momentum space. After Ref. 37. 
an integer number of completely filled Landau levels and, hence, the sys­
tem still conducts. Because the degeneracy of the Landau levels increases 
linearly with the field, so does the carrier density. This is made possible 
thanks to small variations of the nesting vector with the field Q(B). There 
is then a critical field above which the nesting deteriorates so much that 
the quantum number N decreases by one unit to get back to the better 
nesting condition. This mechanism describes a cascade of subphases each 
of them characterized by an integer number N of completely filled Landau 
levels. The Hall voltage is then quantized in each subphase, and due to 
the discontinuity of the number of carriers, there is a first order transition 
between the subphases. When the last N = 0 phase is entered no Landau 
levels are contained in A and the system is insulating. 
The standard model has been very successful in explaining many of the 
features observed in the Bechgaard salts in particular for (TMTSF^PFe- It 
nicely demonstrates the opposite effects of pressure and magnetic field on 
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the dimensionality of the Fermi surface. The observation of a well developed 
quantum Hall effect (QHE) with a transition to the insulating N = 0 state 
at high fields strongly supports the assumption of completely filled Landau 
bands around the Fermi level. However, deviations from the usual QHE 
observed in 2D-electron gasses occur in that the ratios between quantized 
plateaux depend strongly on pressure [38]. 
The (TMTSF)2C104 compound shows strong deviations from the stan­
dard model. At high fields it shows a reentran ce from the FI-SDW into the 
metallic state [11]. Furthermore, the insulating phase at low temperatures 
and high magnetic fields and the oscillating high field phase boundary can­
not be explained within this framework. The large and extremely stable 
state between 8 and 27 Τ was first thought to be the final N — 0 SDW 
phase. However, this phase is not an insulator and a lot of the discus­
sions in the literature centered on the correct assignment of it (JV = 0 [39], 
N = 1 [21], and even N = 1/3 [14]). Up to now no conclusive assignment 
has been possible. The reentrant behaviour is generally thought to be inti­
mately related with the anion ordering in this compound. This could give 
rise to an additional periodic potential in the crystal which might suppress 
the N = 0 phase [20,21]. It must be noted that neither of the two models 
mentioned above is yet capable of predicting the correct shape of the phase 
diagram of (TMTSF)2C104. In addition, the QHE is poorly developed in 
this compound and at certain magnetic field values the Hall-voltage even 
changes sign (the 'Ribault anomaly' [40]). 
The fact that the band parameters of the C104 and P F 6 compounds 
only differ by a few percent [7] and that yet their phase diagrams do not 
universally converge to that predicted by the standard model, is an indi­
cation that there are some essential parts missing in the theory. Certainly 
the CIO4 compound seems to require additional ingredients, or maybe a 
completely different approach [19]. In a recent report [18] on the complete 
phase diagrams of the P F 6 and CIO4 compounds versus magnetic field, 
temperature and pressure, it was found that above a critical pressure of 
5 kbar the anion ordering is suppressed, and it was suggested that above 
this pressure (TMTSF)2C104 does show normal standard model behaviour 
like (TMTSF) 2PF 6. However, the magnetic fields available currently are 
too low to justify such a conclusive assignment. 
We now discuss the predictions of the standard model for the single 
particle excitation spectrum in the FI-SDW phase. According to Refs. 41 
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and 42 this spectrum consists of a series of Landau-like bands separated by 
more or less equidistant gaps. The main SDW gap is predicted to occur at 
the Fermi level. An important point is the proportionality relation between 
TSDW and the magnetic field dependent ground-state properties formulated 
by Montambaux et al. [43]. This relation is based on a very general model-
independent thermodynamic description of a system with many gaps. It is 
found that in such a system there still exists a BCS-like proportionality be-
tween the gap at the Fermi level and TSDW(-S). This means that the ground 
state SDW gap should roughly follow the contour of the phase diagram in 
figure 4.1). Therefore, measuring this energy gap and establishing its mag-
netic field and temperature dependence could give a conclusive verification 
of the standard model. 
Sofar, the FI-SDW formation was mainly studied with techniques 
probing the dynamics at the Fermi surface. The advantage of using an op-
tical technique is that energies comparable to the SDW gaps are available 
allowing a very direct way of probing gaps in the electronic density of states. 
A large number of Bechgaard salts has been optically investigated [44] in 
the past but up until now there have been no reports of studies of the SDW 
excitation spectrum in magnetic field. This is probably due to the con-
siderable complexity of combining an optical measurement on these small 
opaque crystals with both high magnetic fields and low temperatures. 
In this chapter we report an extensive optical study of the excita-
tion spectrum of the magnetic-field-induced spin-density-wave phases in the 
quasi-lD organic conductor (TMTSF)2C104. By the use of several exper-
imental techniques we have been able to investigate the magnetic field-, 
energy-, and temperature-dependence of the spectrum, covering a large part 
of the phase diagram at ambient pressure. We find good general agreement 
of the optical features with the phase diagram, well established from non-
optical experimental studies. However, the specific information which is 
derived from the current optical study is in serious disagreement with the 
accepted theoretical understanding of the magnetic field dependent band 
structure of quasi-lD organic conductors. In section 4.2 we present the evo-
lution of the excitation spectrum in the various SDW subphases. The main 
result of this study is that a gap opens up that is independent of magnetic 
field and subphase index. The temperature dependence of the excitation 
spectrum is investigated in section 4.3. In addition to the energy gap we re-
port the observation of a pinned collective mode resonance, which suggests 
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a coupling between the SDW condensate and the lattice. 
4.2 FIR spectroscopy of the FI-SDW gap in 
(TMTSF)2C104 
In the past decade a large number of extensive spectroscopic studies have 
been performed on the Bechgaard salts [44], however, none were performed 
in magnetic fields strong enough to induce the FI-SDW states. Instead 
these investigations concentrated on the low temperature conductivity in 
the metallic, density-wave (SDW or CDW), and superconductive states. 
The conductivity in the metallic state is in general very different from 
the Drude-type conductivity observed in ordinary metals and is strongly 
anisotropic in the o6-plane. A discrepancy is observed between the high dc 
conductivity above the density wave transition temperature and a depressed 
optical conductivity in the FIR regime. This discrepancy has been generally 
explained in terms of a narrow zero-frequency mode with very large effec-
tive mass. This mode would get weakly pinned at low temperatures [45] 
removing the disagreement between infrared and dc transport results. A 
second explanation that is widely accepted is in terms of a single particle 
picture of carriers with a very long mean free path [46,47]. The reduction 
in low frequency conductivity is then attributed to extrinsic causes such as 
a damaged surface which is then not representative for the bulk properties 
of the material [48]. 
In the group of materials with octahedral anions (AsF6, SbF6, PFÖ) a 
SDW transition takes place at ~ 12 K. In the spectra clear changes are ob-
served when passing the transition temperature, corresponding to a develop-
ing gap in the density of states [45,47,49]. However, the conductivity below 
the gap energy does not vanish completely as expected, suggesting that the 
gap is anisotropic with parts of the Fermi surface being gapless [44,45,49]. 
Quinlivan et al. [50] investigated the microwave and submillimeter proper-
ties of the SDW state in (TMTSF)2PF6. They observed a conductivity edge 
in the spectra which was interpreted as evidence for the opening of a SDW 
gap, accompanied by the appearance of a collective mode resonance of the 
SDW condensate. Later the former statement was recalled because the con-
ductivity edge was seen up to room temperature [51]. It was furthermore 
stated that the gap cannot be visible in the spectra because the material 
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shows clean limit electrodynamics in the α-direction (see also page 36). 
In addition, Eldridge et al. [52] measured the absorption spectra of 
a large number of powdered Bechgaard salts. From these spectra a large 
number of low energy phonon modes could be identified. Most interesting 
are the low frequency phonon modes which only appear after the structural 
ordering in the salts with tetrahedral anions and can therefore only be 
observed in the slow-cooled state of (TMTSF)C104. 
In the first optical study that did cover the FI-SDW regime, Perei 
et al. concluded that a reversal of the background reflection signal in their 
optical data indicated the opening of a FI-SDW gap. However, from a few 
monochromatic energies alone it is impossible to derive the theoretically 
predicted [43] behaviour of the gap in the various subphases. In this section 
we present a detailed FIR and microwave study in the range between 1.5 
and 45 c m - 1 in fields up to 20 T, covering both the metallic and FI-SDW 
states in (TMTSF)2C104 at a temperature of 400 mK. The broad-band in­
terferometer technique allows a detailed investigation of the threshold fields 
of the FI-SDW subphases which are well separated at this low temperature 
(cf. figure 4.1). We report the spectroscopic observation of the evolution of 
the excitation spectrum in the various FI-SDW subphases. The main result 
of this work is that a gap opens up with a magnitude that is independent 
of magnetic field or subphase index. We interpret this as evidence that the 
gap is nonuniform in fc-space and that the gapped area on the Fermi surface 
appears to increase discontinuously upon each phase transition to a lower 
index spin-density-wave state. We will discuss additional observations re­
lated to a collective mode excitation in the microwave region and a coupling 
of low energy phonons to the spin-density modulation. 
4.2.1 Experimental details 
The samples used in this work were prepared in a standard electrochemical 
way, yielding very pure crystals with a typical size of 0.5 χ 1 χ 7 mm3. In 
order to enhance the optical signal from these small crystals, we arranged a 
dozen crystals in a grid like structure, so that the plane of the grid coincides 
with the ab plane of the crystals. The samples were then placed in a 3He 
cooled sample holder, mounted in the bore of either a 10 Τ superconducting 
magnet or of a 20 Τ Bitter magnet. The magnetic field direction was chosen 
along the c'-axis, perpendicular to the grid. We used different FIR set-ups; 
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an optically-pumped molecular FIR-laser, providing approximately 20 lines 
in the submillimeter range (10-30 cm - 1 ) , several microwave klystrons in the 
frequency range between 30 and 70 GHz (1-2.5 cm - 1 ) , a set of microwave 
pumped diode frequency multipliers, yielding a nearly continuous output 
between 2 and 15 c m - 1 and a Bruker IFS 113v Fourier Transform IR spec­
trometer. All sources could be connected to the insert using light guides and 
could be interchanged without affecting the sample conditions. The com­
bination of these different sources allows a quasi-continuous spectroscopy 
from the infrared range down to approximately 1.0 cm - 1 . 
The FIR light intensity was measured with Si bolometers cooled to 
1.2 K. The sample was cooled at a rate of 30 mK/min through the anion 
ordering transition at 24 К and was kept at 400 mK during the experiment. 
Both reflection and transmission of the sample grid could be measured si­
multaneously, a technique first exploited by Ng et al. [54] on these materials. 
Because of the large conductivity along the a-axis, the reflectivity is close 
to unity and field dependent changes in the extreme FIR are difficult to 
detect. The basic reason for using a grid arrangement is that transmission 
is restricted to a polarization along the less conducting 6-axis and multiple 
reflections will enhance the effect of changes in conductivity. Therefore the 
signal measured by the transmission bolometer basically corresponds to the 
sample 6-axis reflectivity. A disadvantage of this configuration is that it is 
difficult to calibrate the absolute value of the sample absorption and per­
form Kramers Kronig analysis. The linear polarization of the transmitted 
light in the spectral region of interest (below 30 cm - 1 ) was confirmed in 
a separate experiment for temperatures down to 4 К using a commercial 
metal grid polarizer. 
A second sample was placed outside the optical path but in good 
thermal contact with the holder. The magnetoresistance of this reference 
sample was used to monitor the formation of FI-SDW states. 
4.2.2 Results 
Figure 4.4(a) shows the normalized transmission through the sample grid 
versus magnetic field for several monochromatic FIR energies. Here the 
transmission (T) taken in an applied field В is divided by the transmission 
in zero field. Large changes are found in T(B)/T(0) at the various phase 
transitions. At this low temperature the transmission changes in a step-like 
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Figure 4.4 (a) Transmission (normalized to transmission at В = 0) 
versus magnetic fìeld for different frequencies both below and above 
the SDW gap. The arrows indicate the cyclotron resonance. Dashed 
lines correspond to the fìelds where magnetoresistance steps were 
observed, as shown in (b). (b) Magnetoresistance of the reference 
sample, where arrows indicate the phase transitions between the FI-
SDW subphases. 
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fashion with nearly field independent plateaux in between. With the help 
of the magnetoresistance data (figure 4.4(b)) taken on the reference sample 
these steps can be identified to correspond with transitions between different 
FI-SDW subphases. Above 7 Τ the spectra exhibited a large hysteresis 
depending on the magnetic field history. Because of this effect only traces 
recorded with increasing field are shown. Some of the microwave-energy 
T(S)/T(0) traces are shown figure 4.6. 
The most interesting aspect of these traces at fixed radiation energy is 
that the changes near the phase transitions are quasi-steplike, reminiscent 
of the steps in the Hall voltage. At low frequencies the sample reflectivity, 
proportional to T(ß)/T(0), generally decreases with field. This would in-
dicate a smaller conductivity, in agreement with the opening of a (partial) 
gap in the excitation spectrum. A remarkable exception is the behaviour in 
a narrow range around 2.4 cm - 1 , where T(B)/T(0) increases sharply. At 
frequencies above 14 cm -1 , T(B)/T(0) increases at the phase transitions, 
which could possibly be related to a piling up of the single particle density of 
states above the gap edge. Normalized FIR spectra are shown in figure 4.5, 
showing the complete energy dependence. The spectra in magnetic field are 
normalized to the zero field transmission spectrum. The data taken with 
monochromatic energy sources (laser or klystron) are indicated by the dif-
ferent symbols. For values of the field between the thresholds for different 
phase transitions the spectra were virtually identical, so we have limited 
the data to the three generic spectra that are shown in this figure. For 
historical reasons we labeled the FI-SDW phases with index iV=2,l,0 corre-
sponding to fields of 6, 7.5, and 8 T. More spectra at fields up to 15 Τ have 
been taken but these did not differ substantially from the 8 Τ spectrum. In 
figure 4.5 several features can be identified:(a) a large decrease is found for 
T(B)/T(0), below approximately 14 c m - 1 in all FI-SDW phases, indicating 
the opening of a (partial) gap. Note that the energy of the gap is the same 
in all subphases, (b) Sharp spectral features at 17 and 32 cm - 1 appear 
suddenly with the formation of each SDW subphase. A smaller structure 
appears near 23 cm - 1 , (c) Finally, a resonance peak at 2.4 cm - 1 is found. 
All features become more pronounced at higher fields or, equivalently, for 
lower FI-SDW index. However, none of them tend to shift in energy with 
increasing magnetic fields. 
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Figure 4.5 F i n transmission spectra (normalized to the В = 0 
spectrum) for three different magnetic fìelds corresponding to the 
N = 0,1, and 2 FÍ-SDW subphases. The microwave and FfR laser 
data are indicated by the different symbols. The upper (lower) spec-
trum has been offset by +(—)0.5 for clarity. 
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Figure 4.6 Field dependence of the normalized transmission 
through the grid of samples for three frequencies in the microwave 
regime. 
4.2.3 Discussion 
The main feature in the spectra is the opening of a gap below 14 cm - 1 . This 
value is slightly higher than that estimated from the 1.2 К reflectivity in 
Perel's work [53], however still within the accuracy which can be expected 
from the monochromatic experiment. 
We have already mentioned the work of Montambaux et al. [37] who, 
trying to explain the quasi-quantized Hall behaviour, assumed a constant 
carrier density and concluded that a multiplet of gaps would form, separat­
ing Landau-like bands. As a consequence the magnitude of the gaps would 
be strongly field dependent and should even show small discontinuities be­
tween the various SDW subphases. 
Our spectroscopic results do not confirm this picture. We find no 
evidence for multiple gaps, and more specifically, our data show that the 
fundamental gap is independent of the magnetic field or subphase index. 
However, the signal strength in the gap is not zero but does depend on the 
subphase index. We must conclude that the gap is not uniform in fc-space. 
To explain the data we propose the following simple qualitative model: 
When the field increases, the system will become more sensitive to a nesting 
Τ Ι г 
2.4 cm 
1.5 cm -1 
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instability, part of the charge carriers condense into a collective SDW ground 
state and it will take a finite amount of energy (the gap) to create a free 
electron excitation. In the original treatment of Gor'kov and Lebed' [35] the 
free energy of the system is lowest if the area of the normal carrier pockets 
on the Fermi surface is quantized. The total gapped area, or equivalently 
the density of electrons in the collective state will increase discontinuously 
upon each phase transition. (This agrees with the general observation of 
an increase of the magnetoresistance and a stepwise increase of the Hall 
voltage.) 
The fact that, in contrast to Donovan et al. [55], we do see the gap is 
most likely related to the fact that we mainly probe the 6-axis conductivity 
which is more a hopping type of conductivity and does not show the same 
clean limit electrodynamics. Moreover, the clear gap feature suggests an 
anomalous enhancement of the SDW dynamical mass (see page 79) which 
could be due to higher-order electron-phonon interactions. 
We associate the low frequency resonance at 2.4 cm - 1 in figure 4.5 
with the collective mode of the SDW condensate. Both the extremely low 
frequency (well inside the SDW gap) and the magnetic field dependent 
behaviour of the resonance support this assignment. A somewhat surprising 
result is the fact that the collective mode appears at a rather high frequency 
(still much lower than the phonon modes) in comparison with the collective 
mode observed in (TMTSF)2PF6 [50,55]. This would indicate a strong 
pinning of the electronic spin modulation to the lattice. 
The change in the phonon response, especially near 32 cm - 1 , demon-
strates an appreciable interaction of the SDW formation with the lattice. 
The 32 cm - 1 phonon is expected to be basically an acoustic mode, which 
becomes FIR active because of the zone folding caused by the CIO4 anion 
ordering transition [52]. This mode is depicted in more detail in figure 4.7, 
where the transmission signal is normalized to the transmission of the same 
sample after it had been coating with gold. The 32 cm - 1 phonon mode 
is distorted from a simple Lorentzian, partly due to the varying dielectric 
constant in this frequency region. However, it is clear that, especially in 
the N = 0 SDW state the phonon lineshape changes and becomes more 
asymmetric. This indicates an enhanced coupling of this phonon to the 
electronic system in the SDW state. Part of this coupling could result from 
the opening of the gap, which shifts electronic spectral weight to higher 
frequencies closer to the phonon frequency. 
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Figure 4.7 Normalized transmission spectra (using a reference spec-
trum taken on a gold coated sample) in two FI-SDW states and the 
low fìeld metallic state. 
The origin of the feature around 17 cm - 1 is not understood. One 
could speculate that the additional incommensurate periodicity of the spin-
density-wave leads to additional minigaps in the phonon dispersion and in-
duces new FIR active modes that correspond to the original acoustic mode. 
Such phenomena have been observed in the related material MEM(TCNQ)2 
(which exhibits a spin-Peierls transition below 19 K) [56] and in incommen-
surately modulated crystals such as calaverite [57]. For a quarter filled 
band and a 2kp modulation this would lead to additional modes at about 
half of the zone folding 32 cm - 1 mode induced by the anion ordering. The 
observation of this phonon mode in the zero field (metallic state) spec-
tra in figure 4.7 contradicts this supposition. The mode slightly shifts in 
frequency with magnetic field and becomes very asymmetric in the SDW 
phases. These facts make a mechanism via double folding due to SDW for-
mation unlikely. This phonon is therefore more likely another zone folded 
acoustic phonon not previously observed by other workers [52, 58, 59]. It 
probably appears distorted at higher fields due to large changes in the di-
electric response very close to the gap. 
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Figure 4.8 Normalized transmission spectra (using 15 К spectra) 
through a grid of (TMTSF)2PFe crystals at 4 different temperatures 
around the SDW phase transition. 
In order to check the assignment of the 14 cm - 1 edge to the SDW 
gap we performed FIR measurements on a similar grid of ( T M T S F ^ P F Ô 
crystals, which exhibit a SDW state at low temperatures in zero field. In 
figure 4.8 several spectra are shown, measured both above and below the 
SDW ordering temperature which is 12 К at ambient pressure for this 
material. The spectra are of considerable lower quality than those ob­
tained on (TMTSF)2C104 crystals due to the poor crystal quality of the 
(TMTSF)2PF6 batch we had available. Below the SDW ordering tempera­
ture a decrease of the transmission signal below ~ 30 cm - 1 is observed. Near 
this edge we find no visible phonon structure in the spectra, and this absence 
is indeed expected as there is no anion disorder in the centro-symmetric P F 6 
compound and, thus, no zone folding. Assigning this edge to the opening 
of the SDW gap, we indeed find that the size of the gap is about twice as 
large as for the sharp edge in the (TMTSF)2C104 spectra, in accordance 
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with the twice larger value of TSDW in (TMTSF)2PF6. 
Further confirmation of our observations was given recently by Lefeb-
vre et al. [60] who performed far infrared photoconductivity (PC) measure-
ments on (TMTSF)2C104 in the FI-SDW regime. Their results show a large 
PC peak at 19 cm - 1 (stretched from 14 to 20 cm -1) caused by resonant pho-
ton absorption near the SDW gap. The PC peak does not shift as a function 
of field or temperature. 
A final remark concerns the appearance of broad shallow dips in the 
field dependent data, marked in figure 4.4(a) by arrows. When compared 
with the work in Ref. 53 at higher temperature, the number and sharpness 
of these features, which are interpreted as the cyclotron resonance of free 
carriers, is considerably reduced. This result is consistent with the general 
observation [15] that Landau level type behaviour is thermally activated 
below TSDW(5) in this material. We calculate the effective mass to be 
m* = 0.7me which is in the range of values found in Ref. 53. The observation 
of a cyclotron resonance in these open orbit systems is quite astonishing and 
was recently discussed by Gor'kov and Lebed' [61]. 
4.2.4 Summary 
Spectroscopic evidence has been presented that the gap in the field induced 
spin-density-wave state is independent of the value of the magnetic field. 
The data are consistent with a stepwise increase of the carrier density in 
the condensed SDW ground state upon each phase transition into a lower 
index subphase. In addition, the first indication of a pinned collective mode 
excitation in the microwave region is reported, and of an enhanced coupling 
of the 32 cm - 1 zone folding phonon mode with the electronic system as a 
result of SDW formation. 
4.3 Temperature dependence of the excita-
tion spectrum in (TMTSF)2C104 
In the previous section we established the low temperature magnetic field 
induced excitation spectrum of (TMTSF)2C104. In principle, the spectrum 
was found to consist of two parts; a contribution from single particle exci-
tations across the SDW gap, and a collective mode resonance originating 
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from the excitation of the density-wave itself at a pinning frequency inside 
the SDW gap. This spectrum is in many respects similar to that known 
from CDW compounds [62]. However, such a spectrum is not theoretically 
expected for SDW systems [63]. A review on the dynamics of spin-density-
waves was given by Grüner [64]. 
Grüner, following the work of Lee, Rice, and Anderson [63], defines 
the dynamical mass m* of a density-wave as the band mass times the ratio 
of the total spectral weight in the metallic state (which is assumed Drude-
like) and the total spectral weight of the density wave. In a CDW, m* is 
strongly enhanced over the band mass т ь , because it is associated with 
a large lattice distortion. The CDW collective mode resonance appears 
with weight тпъ/тп* at zero frequency or at a finite frequency if pinned to 
lattice imperfections. The single particle excitations occur with oscillator 
weight (1 — тпъ/m*) commencing at the gap. In the ideal SDW case m* 
equals т ь , because the SDW does not interact with the lattice. Hence, 
the single particle contribution to the excitation spectrum would be zero 
with all oscillator strength concentrated at the zero frequency collective 
mode. As shown in the previous section this is far from being the case 
since we do observe both collective and single particle contributions. Other 
experiments also indicate that the SDW is strongly pinned to the lattice [65] 
and has a SDW dynamical mass enhanced over the band mass [50]. One 
generally assumes that the SDW pinning is established via impurities in the 
lattice [66]. Alternatively, it has been predicted that Coulomb repulsion 
could raise the collective contribution to finite frequencies [67]. However, 
the understanding of these mechanisms is still far from complete. 
In this section we present a magneto-optical study of the excitation 
spectrum of (TMTSF)2C104 covering the phase diagram around the FI-
SDW threshold fields. The observed transition temperatures of the various 
FI-SDW subphases follow closely the phase diagram derived from transport 
data. From the excitation spectra we derive the magnitude of the SDW gap 
as a function of temperature. In addition we find evidence of a developing 
collective mode excitation in the gap with decreasing temperature, confirm­
ing the relatively strong pinning of the SDW to the lattice. Finally we 
present novel hysteresis and memory effects near the FI-SDW phase transi­
tions which might point to a possible new mechanism for coupling between 
the condensed SDW electrons and the lattice. 
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4.3.1 Experimental details 
Basically the experimental setup was identical to the one described in sec­
tion 4.2.1 except that a heater, capacitance sensor and calibrated Allen-
Bradley temperature sensor were incorporated, which allowed precise con­
trol of the sample temperature in a range from 0.4 to 7 К without essen­
tially affecting the bolometer sensitivity. In addition we used a slow-scan 
Grubb-Parsons interferometer with either a 50 μπι beamsplitter, or a 250 
μπι beamsplitter which enabled us to measure down to 2 cm - 1 . 
4.3.2 Results 
In figure 4.9 normalized transmission spectra taken at monochromatic en­
ergies are shown for a set of temperatures covering the phase diagram of 
(TMTSF)2C104. The laser was tuned to 8.3 c m - 1 which corresponds to an 
energy well within the SDW gap. With increasing temperature the num­
ber of FI-SDW phase transitions decreases and those still present move to 
higher magnetic fields. The transition field at each temperature is taken 
as the midpoint of the steps in the transmission signal. The points thus 
acquired in the phase diagram have been plotted in figure 4.10, together 
with the specific heat data of Fortune et al. [17]. 
In figure 4.11 we show the complete energy spectrum as a function of 
temperature for a magnetic field of 10 Τ measured with a slow-scan Fourier 
interferometer optimized in the long wavelength region. At this field we 
probe only the N = 0 FI-SDW phase. The spectra were normalized using 
zero field spectra taken at the same temperature, hence dividing out any 
temperature dependence in the bolometer sensitivity. The signal strength 
inside the gap remains nearly constant with increasing temperature until 
the transition temperature is reached. This sharp transition is more evi­
dent from the inset in figure 4.11 where the normalized signal intensities 
at 9.5 c m - 1 well within the gap are plotted versus temperature. Note the 
remnants of a shallow structure above TsDw in the main part of figure 4.11. 
After all measurements were performed a layer of gold was evaporated 
onto the sample. This was done from different angles to obtain complete 
coverage also in between the crystals. All measurements were then repeated 
in order to obtain reference spectra. Unfortunately, due to small alignment 
and source intensity changes in the time elapsed between the sample and 
reference spectra, the quality of the normalized spectra was poor. In spec-
Magneto-optics of (TMTSF)2C104 81 
о 
S 
Τ = 5.2 К 
О 
EpIR = 8.3 cm 
50% 
10 15 20 
Magnetic Field (Τ) 
Figure 4.9 Normalized transmission spectra T(B)/T(0) versus 
magnetic field at different sample temperatures at 8.3 cm'1. The 
traces are offset for clarity. 
troscopic studies of organic materials it is common practice to perform a 
Kramers-Kronig analysis on the normalized spectra obtained with a refer­
ence spectrum of a gold coated sample. However, the conductivities thus 
obtained are not very accurate and show a large difference in magnitude 
due to irregular crystal surfaces and open spaces between the separate crys­
tals [44]. For a transmission-type experiment on a grid of crystals as used 
by us these effects would be even more severe. Therefore we have not pur­
sued such an analysis and only base our analysis on the changes directly 
observable in the spectra. Nevertheless, the normalized spectra do reveal 
a clear change in phonon lineshape when the temperature changes through 
the phase transition. This is demonstrated in figure 4.12 where the details 
of the 17 and 32 c m - 1 phonon modes are shown for a few temperatures 
above and below TSDW at 10 T. 
82 Chapter 4 
1 1 1 
• Fortune et al. 
о FIR data о · j 
ц.· 
• 
a 
•я Si 
.,;·:$ 3 
• · о * ш α 
· · • · • " ¿ , 
О 4 8 12 16 
Magnetic Field (Τ) 
Figure 4.10 Phase diagram composed of the FIR transmission data. 
Here the midpoints of the transitions such as in fìgure 4.9 have been 
used. The specifìc heat data reproduced from Fortune et al. [17] are 
shown for comparison. 
4.3.3 Discussion 
The monochromatic data summarized in figure 4.9 for different tempera-
tures show a behaviour identical to that of the data presented in figure 4.4(a) 
in section 4.2.2. With increasing temperature we find that the number of 
resolved FI-SDW phase transitions decreases and that they shift to higher 
fields. At low temperatures the transitions are almost discontinuous and 
occur within a very narrow field range, indicative of a first order nature of 
these phase transitions. At higher temperatures the transitions are broad-
ened and the change in the FIR transmission becomes smaller, probably re-
lated to the presence of thermally excited carriers above the SDW gap. The 
overall agreement with the specific heat data (see figure 4.10) is quite good, 
giving confidence that we are indeed optically probing the SDW formation. 
The conclusion of the previous section was that the gap is not uniform in 
¿-space, and that in all subphases there is a remaining free carrier density, 
related to the non-gapped area of the Fermi surface. The present data are 
consistent with this conclusion. 
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Figure 4.11 Normalized spectra (using zero field spectra at the 
same temperature) as a function of frequency at various temperatures 
and a magnetic field of 10 T. The spectra taken with 50 and 250 цт 
beamsplitter are merged together. The traces are offset for clarity. 
Inset: Plot of the signal intensities at (9.5 cm'1) within the SDW gap 
as a function of temperature. 
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Figure 4.12 Normalized spectra (using reference spectra on a gold 
coated sample at the same temperature) at 10 Τ for several diner-
ent temperatures both above and below the SDW phase transition 
temperature. The spectra are offset for clarity. 
In the energy spectra in figure 4.11 we observe a gap-like structure 
below 14 cm - 1 similar to the low temperature data in figure 4.5 for the N = 
0 FI-SDW phase. With increasing temperature the gap edge does not shift 
to lower energies, as one would expect in a mean field picture, but remains 
at a fixed position. The signal strength inside the gap depicted in the inset 
of figure 4.11 remains nearly constant with increasing temperature up to 
the phase transition. Again, this behaviour is quite different from BCS-like 
mean field predictions. A similar sharp decrease of the order parameter was 
found in the muon spin resonance data by Le et al. [68]. 
The fact that, above Tgowi shallow remnants of the gap remain visible 
is unexpected in a mean field model and indicates the possible presence of 
SDW fluctuations with no long range magnetic order. Fluctuations are an 
issue which have lead to a lot of debate in the past [3,13]. Evidence is con­
clusive that the phase boundary of (TMTSF^CIC^ is second order up to a 
temperature of 3 К where the subphases disappear; the subphase transitions 
themselves are thought to be first order [9,10]. Above 3 К the magnetization 
data indicate a first order phase transition [10], contradicting the specific 
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heat measurements which point to a second order transition [17]. On the 
other hand, we observe hysteresis in our data at the phase transition also 
above 3 К like for the subphase transitions, and this points rather to a first 
order transition. Fluctuations are predicted to be present in anisotropic 
conductors but would be strongly suppressed for first order phase transi­
tions. One could argue that the origin of the shallow structure is less subtle 
than proposed above, and caused by the inability of the heater to reach the 
proper sample temperature at the highest temperatures during the mea­
surement. However, the fact that in the experiments with monochromatic 
energies the exact phase diagram can be reproduced, indicates that the 
sample temperature is correct. On the other hand, temperature gradients 
may exist in the samples because they are not cooled by exchange gas but 
by contact with a cold finger. However, because the material is still a good 
conductor in the N = 0 phase we do not expect that these gradients are 
significant. 
At low frequencies we find in figure 4.11 a strong excitation mode 
which slightly hardens when going to lower temperatures. This confirms 
the earlier observation of this mode with monochromatic microwave sources 
shown in figure 4.6 of section 4.2.2. Although the relative accuracy decreases 
near the extreme low frequency end of the spectrum, it is clear that the 
intensity of this mode is weakly temperature dependent until it vanishes 
near the critical temperature. This is in agreement with its interpretation 
as a collective mode excitation of the SDW state, where the hardening 
at low temperatures is due to a more effective pinning of the condensate. 
To observe this hardening unequivocally, additional measurements down to 
lower frequencies will be necessary. 
The phonon features observed in the spectra in figure 4.11 also change 
when going from the metallic state to the SDW state below TSDW· AS men­
tioned before, these are probably both related to zone folding due to the 
anion ordering superlattice. We find a strong change in the phonon line-
shape when lowering the temperature into the SDW state. When the spectra 
are normalized to the reference spectrum taken on the gold-coated sample 
(figure 4.12) it is indeed clear that the 17 cm - 1 phonon peak decreases in 
intensity and becomes strongly asymmetric, again similar to the case where 
the magnetic field changes the SDW subphases (figure 4.7). This could be 
due to an increased coupling to the electronic excitations just above the 
SDW gap. A similar effect appears at the high energy side of the 32 cm - 1 
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phonon structure. These changes, although unexpected for SDW systems, 
are in themselves not very surprising given the additional incommensurate 
modulation which breaks the translation symmetry and changes the selec­
tion rules for optically active (A; = 0) phonon modes. However, it must 
be noted that both phonons are also present in the metallic state and the 
major effect of the SDW formation is a change in lineshape. 
4.3.4 Hysteresis and memory effects 
In this last section we want to discuss some interesting hysteresis and mem­
ory effects observed in the experiments taken with microwave sources at 
energies well within the SDW gap. Normally the hysteresis observed in 
magnetotransport measurements at the last SDW phase transition depends 
on how far the magnetic field has been swept beyond the threshold field. In 
figure 4.13(a), a field sweep at 7.2 cm - 1 is shown. When the field was swept 
up, we found the signal to show the usual steps at the FI-SDW transition 
fields. Just after the N — 0 SDW state was entered, the magnetic field 
sweep was stopped, and the field was held constant at 8.0 T. During the 
pause the transmission signal relaxed back very slowly (on a time scale of 
minutes) to the level corresponding to the previous N = 1 subphase. When 
after about 20 minutes the field was swept down, the signal was found to 
drop again to the level of the N = 0 state. At even lower fields the trans­
mission rose again and after this the usual steps of the phase transition were 
observed. Figure 4.13(b) shows the signal intensity at a magnetic field of 
8.0 Τ versus time for an initial sweep rate of 0.04 T/min. At this slow sweep 
rate induction effects in the magnetic field or temperature changes due to 
sweeping of the magnetic field are, to our estimates, insignificantly small. 
The time scale for the relaxation is very long, in the order of minutes; 
this suggests besides simple heating effects either the presence of domain 
formation or possibly some sort of coupling to the nuclear spins of the or­
ganic molecules. The fact that the system relaxes back to the N = 1 state 
after it already made the transition to the N — 0 state rules out hystere­
sis effects and heating. The nucleation of domain structures also seems 
unlikely because the system already made the full phase transition. Fur­
thermore, on the down sweep the transition occurs on a much shorter time 
scale. The appearance of a memory effect while sweeping down in field 
suggests the build up of an internal magnetic field. A similar sort of effect 
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was first predicted by Overhauser [69] for metallic systems. He suggested 
that microwave energies are capable of saturating the electronic system via 
electron-spin-resonance (ESR). The electron system will then effectively po­
larize the nuclei via paramagnetic relaxation processes that can occur by 
means of the hyperfme interaction between electrons and nuclei. Such a 
strong nuclear polarization has been observed by Dobers et al. [70] in an 
ESR experiment on GaAs-(Ga,Al)As heterostructures. In the present sys­
tem one could envision a similar effect where the electronic system carries 
a stationary magnetic moment which varies in space. The hyperfine inter­
action could effectively induce a coupled magnetization of the nuclei (pre­
sumably Se or H) with the same periodicity as the electronic SDW. This 
mechanism implies that memory effects could also appear in non-optical 
experiments. With NMR experiments, Azevedo et al. [71] estimated the 
local field in (TMTSF)2C104 to be at least of the order of 0.1 Τ on the 
Selenium sites. A very slow proton relaxation rate (minutes) was observed 
in the FI-SDW states indicating a change in relaxation mechanism at the 
phase transition. Because the FI-SDW formation is the result of a delicate 
energy balance it is possible that the lowest energy state for a given exter­
nal field in the presence of the polarized nuclei is different from the state 
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without polarization. This kind of coupling could also be the origin of the 
frequently observed hysteresis effects near the SDW transitions. It could 
also explain the unusual pinning of the SDW electronic ground state to the 
lattice. A possible check for the mechanism will be to quench the relaxation 
effect via saturation of the nuclear spins with RF radiation [70]. In that 
case no spin-flip process can take place due to absence of empty levels in the 
nuclei, as a result the up and down sweep in the experiment should appear 
unshifted, without the memory effect. 
4.3.5 Summary 
We have presented spectroscopic data on the temperature dependence of 
the FI-SDW formation in (TMTSF)2C104. The value of the SDW gap is 
relatively insensitive to temperature. The phase transitions as a function 
of temperature at high magnetic fields, as well as the phase transitions as 
a function of magnetic field at low temperatures are of first order. The 
optically detected phase transitions follow closely the phase diagram es-
tablished from thermodynamic measurements. Above TSDW some shallow 
gap structure in the spectra remains. This indicates possible fluctuations 
of the FI-SDW state. We confirm the presence of a collective mode near 
2.4 cm - 1 which is weakly temperature dependent, indicating possible de-
pinning at higher temperatures. In addition we report the measurement of 
peculiar memory effects near the SDW subphase transitions, which suggest 
magnetic coupling to the lattice. 
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Far-infrared studies of the 
metal-insulator transition in P r N i 0 3 
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5.1 Introduction 
There has recently been a revival of interest in the properties of transi­
tion metal oxides and related compounds. The interest was triggered by 
the discovery of high temperature superconductivity of several copper oxide 
compounds and recent progress in the understanding of electronic correla­
tions in narrow-band transition metal systems [1,2]. 
In 1985, Zaanen, Sawatzky and Allen (ZSA) [1] proposed a simple, 
and yet powerful, framework to describe the nature of the different states 
of various transition metal (TM) compounds (see figure 5.1). Two types 
of charge fluctuations are considered in this framework and the relative 
positions of the electronic bands involved determine the actual state in 
which these materials are found. 
The first type of fluctuation considered by ZSA is the transfer of one 
electron at a TM site г to a neighbouring TM site j . In the presence of 
sufficiently delocalized d-states and in the absence of strong Coulomb re­
pulsion this leads to d-type metallic conductivity (the far right of figure 5.1). 
Double occupancy of the transition metal sites will be suppressed when the 
on-site Coulomb repulsion U is large. As a result, the d-band splits in two 
subbands (the upper and lower Hubbard band)* separated by an energy U. 
We assume a half filled d-band (i.e. a completely filled lower Hubbard band 
and an empty upper Hubbard band) and thus arrive at an insulating state, 
the so-called Mott state or Mott-Hubbard state. 
The other charge fluctuation considered and which is mainly of im­
portance in the late (Mn-Cu) transition metal compounds is the transfer of 
an electron from an anion p-state to an empty TM (¿-state. When the anion 
p-band and the TM ¿-band overlap, one has a semi-metallic conductor (far 
left side of figure 5.1. On the other hand, when the charge transfer en-
ergy Δ is larger than the electronic bandwidth W, the charges are localized 
and the system is called a charge transfer insulator. The undoped parent 
compounds of the superconducting copper oxides are generally regarded as 
charge transfer insulators. 
A schematic phase diagram which results from these considerations is 
given in figure 5.2. 
Although the copper oxides are doped with carriers to make them 
'These subbands are not strictly one electron bands but for the present purpose this 
one electron picture is sufficient. 
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Oxygen 
States 
A<W 
Semi-metal 
A<U 
Charge-
Transfer 
Insulator 
Mott-
Hubbard 
Insulator 
u<w 
Low U 
Metal 
Figure 5.1 This diagram shows various possible states that can 
occur in transition metal compounds. The anion (for our material 
Oxygen) p-states are shown on the left sides of the vertical lines. The 
transition metal d-states are shown on the right sides. The hatched 
parts represent tilled states. Δ is the charge transfer energy and U 
is the on-site Coulomb repulsion on the transition metal sites. For 
simplicity we took the width of all bands involved equal to W. After 
Ref. 4. 
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Figure 5.2 Schematic phase diagram showing the different regions 
in which the transition metal compounds may lie, depending on their 
values ofU and Δ. After Ref. 4. 
conducting, a charge transfer insulator can also become conducting when, 
due to an increased bandwidth W, the p- and d-bands start to overlap. 
Such MI transition has been proposed recently by Torrance et al. [3] for 
the іШЮз (R = La, Pr, Nd, Sm, Eu) family. From an extensive study on 
numerous transition metal oxides [4,5] they found that the position of the 
А№Оз system in a U versus Δ phase diagram is close to the metal-insulator 
boundary (see figure 5.2) where charge transfer energies are small. On 
the other hand, V 2 0 3 , which is well known for exhibiting a Mott-Hubbard 
metal-insulator transition, is close to the metal-insulator boundary at which 
the Coulomb repulsion is small. 
-RNi03 compounds have the GdFe04 structure. This structure is close 
to the ideal cubic perovskite structure but the Ni0 6 octahedra are slightly 
tilted with respect to each other. This distortion comes about because the 
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size of the rare earth ion is relatively small so that the Ni0 6 octahedra tilt 
and rotate to fill the space available around the rare earth ion [6,7]. A 
decrease of the ionic radius of the rare earth (and also a decrease of the 
temperature) causes further buckling of the Ni0 6 octahedra and a decrease 
of the Ni-O-Ni bond angle. It was further known that the electronic band­
width decreases with decreasing Ni-O-Ni bond angle [8]. These observations 
lead Torrance et al. to propose the metal-insulator transition mechanism of 
Ref. 3. 
The metal-insulator transition temperature in i?Ni03 was found to rise 
systematically with decreasing rare earth ion size from Pr to Eu. LaNi03, 
which has the smallest distortion, is found to remain metallic down to 0.5 К 
(nevertheless, low temperature specific heat, magnetization and transport 
data point to a correlated behaviour of the 3d electrons [9]). For the other 
rare earth elements the MI transition temperatures are 135, 200, 400 and 
460 K, respectively. A hysteretic behaviour has been found, associated with 
a first order phase transition. From a structural point of view no change in 
lattice symmetry at TMI has been seen up to now but the transition is accom­
panied by a very slight expansion of the unit cell (AV/V « 0.25%) with a 
subtle increase of Ni-0 distances of Δ ^ ί - ο ~ +0.004 Â. Furthermore, this 
effect is accompanied by tilts of the Ni06 octahedra and hence changes in 
the Ni-O-Ni angles (ΔΘΝΙ-Ο-NÌ ~ —0.5°) which govern the transfer integral 
between the nickel 3d and the oxygen 2p orbitale [7]. 
Resistivity data show semiconducting behaviour of PrNi03 [10] and 
NdNi03 [11] in the insulating state with an activation energy of 22 and 25-
28 meV respectively, which decreases slightly with increasing temperature. 
When the temperature rises above TMi, the resistivity drops about three 
orders of magnitude. In the metallic state, dc-transport and thermopower 
measurements show that the dc-resistivity and the Seebeck coefficient de-
pend linearly on temperature. This would suggest that the carrier density 
is constant which is in apparent disagreement with the model suggested 
by Torrance et al. [3] where one would rather expect the carrier density to 
increase with temperature. 
Furthermore, in the regime in which transport properties show hys-
teretic behaviour (70-130 К for PrNi0 3 and 130-205 К for NdNi03) the 
metallic and the insulating phases are found to coexist [10,11]. No depen­
dence of TMI on the cooling or heating rate of the sample was observed. The 
measured transport properties are the result of the mixing of the contribu-
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tions of both phases and have been described within the effective medium 
approximation. 
Finally, muon spin resonance experiments [3] have shown that below 
TMi, antiferromagnetic ordering occurs in P r № 0 3 and NdNi03 [12]. The 
Sm and Eu compounds first become paramagnetic insulators just below 
TMi and antiferromagnetic ordering sets in at a much lower temperatures. 
The importance of magnetic correlations for the electronic properties is not 
yet clear. 
The understanding of the nature of the band gap and of the contribut­
ing terms leading to electronic localization in these oxides requires further 
work. Besides the dramatic change of dc conductivity at the MI transition, 
also an interesting and unusual temperature and frequency dependence of 
the dynamic dielectric function β(ω) is expected. Therefore, we study in 
this work the temperature evolution of the optical conductivity in the far 
infrared of i?Ni03 (R = La, Pr, Nd) and we focus our attention on the spec­
tral changes at the transition from the metallic phase into the insulating 
phase of the latter two compounds. 
5.2 Experimental details 
The LaNi03, PrNi0 3 and NdNi0 3 polycrystalline samples were prepared at 
the IBM Almadén Laboratory in San Jose by synthesis under high oxygen 
pressure. Details of the synthesis can be found elsewhere [6]. X-ray and 
neutron diffraction experiments show that the samples are well crystallized, 
single phase and have the structure of a slightly rhombohedral (LaNi03) or 
orthorhombically (PrNi03, NdNi03) distorted perovskite. Extensive struc-
ture analysis, transport and thermodynamic measurements have been re-
ported in Refs. 7 and 11. The samples used for this study were pressed 
pellets, almost black in color. Unfortunately, their surfaces were brittle and 
remained rather rough, despite various attempts to polish them. The re-
flectance measurements over the range from 30 to 5000 cm - 1 were made 
with a Bruker IFSll3v interferometer in a continuous flow helium cryostat 
(Oxford model CF1104) at temperatures between 300 К and 15 K. Sub­
sequent spectra were always taken with decreasing temperature. A gold 
mirror was used as a reference. Subsequently, in order to eliminate the ef-
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feet of diffuse scattering due to the sample surface roughness, a gold film 
was evaporated onto the samples. Then, the reflectance was measured again 
and the spectra were corrected. 
5.3 Results and discussion 
Figure 5.3(a) shows the reflectivity of NdNi03 at several temperatures be­
tween 15 К and 225 К in the range 30-700 cm - 1 . Figure 5.3(b) shows 
the reflectivity of PrNi0 3 between 15 К and 155 К in the same spectral 
range. The most pronounced feature of these spectra is a rapid change of 
character from metallic-like to insulator-like over a relatively narrow range 
of temperatures. Whereas the optical phonons are completely screened by 
free carriers in the metallic phase, they dominate the spectrum at lower 
temperaturest. For NdNi03 that change takes place between 195 К and 
185 K, for РгІЧіОз between 135 К and 125 K. These temperatures are close 
to the MI transition temperature TMI, defined here as the temperature of 
the resistivity increase in a cooling down trace. Above 700 cm - 1 the spectra 
are featureless. The temperature dependent changes in the spectra extend 
over a broad energy range, up to « 2500 cm - 1 in NdNi0 3 and up to « 4000 
cm
- 1
 in PrNi0 3 . 
From room temperature down to the transition temperature, the spec­
tra show basically no reflectance changes in the entire frequency range mea­
sured. Below TMi a trace of metallic reflectivity persists which is in agree­
ment with the presence of both phases in a large temperature interval below 
TMi- Upon further cooling these traces gradually diminish and, ultimately, 
below 145 К (75 К) in NdNi03 (PrNi03) they vanish. This is more or less in 
agreement which the lowest temperatures at which hysteresis is observed in 
dc-transport experiments. It is rather surprising that below TMI no spectral 
feature is seen at energies comparable to the gap energy as determined by 
transport measurements. We will come back to this point at the end of this 
section. 
The reflectivity of LaNi03, for which spectra are shown for comparison 
in figure 5.3(c), retains quasi-metallic character over the whole temperature 
tThe features visible in the metallic state and the absolute reflectivity were strongly 
dependent on the surface treatment of the sample and did not reproduce after further 
polishing. We will therefore focus on the changes observed in the spectra when the 
material enters the insulating state. 
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Frequency (cm ) 
600 
Figure 5.3 (a) The reñectance ofNdNi03 at 225 К -125 К (in steps 
of 10 K), and at 95, 65, and 15 K. (b) The reñectance of PrNi03 at 
155 К - 15 К (in steps of 10 К), (c) The reñectance of LaNi03 at 
300 К - 50 К (in steps of 50 K) and at 20 K. Inset: the reflectivity 
of NdNi03 between 30 and 2200 cm'1 (at the same temperatures as 
in (a)). 
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range measured. 
We used a model dielectric function and applied a multi-oscillator fit to 
the measured reflectivity. At temperatures below TM I this model dielectric 
function е(ш) was composed of a high frequency electronic part e^, a sum of 
Lorentz oscillators ep£ representing phonons at frequency u>k with a strength 
Sk and damping jk- An additional Lorentz oscillator was added representing 
a mid-infrared absorption band with frequency ω
Μ ) oscillator strength 5м 
and damping 7м yielding a total dielectric function, 
η 
€(ω) = 600 + Σβρ'ίι(ω) + εΜ(ω) , (5.1) 
к=1 
where 
β>) =
 2
 Sfk. , and вмИ =
 2
 5 f " , . (5.2) 
Η
 ι,if — t,i¿ — IJ. m,. ι,¡f. — Í,Í¿ — ) . ( , П ч 
The structure of the nickelates, determined from neutron diffraction 
studies is well described by the space group Pbnm, corresponding to an 
orthorhombically distorted perovskite. This symmetry allows in principle 
up to 28 infrared-active optical modes [13], of which up to 20 could be re­
solved in our spectra at the lowest temperature. A satisfactory fit (shown 
in figure 5.4) was obtained with a sum of phonon modes and a broad mid-
infrared band. The phonon parameters of the fit are given in Table 5.1. We 
want to stress here that because of the limited accuracy of the measured re­
flectance the absolute values for the oscillator strengths are not well defined. 
For comparison, recently published [14] phonon frequencies of the weakly 
metallic isostructural LaTi0 3 are also shown. The analysis of Crandles et 
al. [14] of the LaTi0 3 phonons, which follows closely Couzi and Huong [13] 
is, to a large extent, also applicable to nickelates. According to that anal­
ysis, the three strongest peaks are attributed to F l u modes of the parent 
cubic lattice. In Рг№Оз these modes are at 175 cm - 1 , 286 cm - 1 , and 
567 cm - 1 . Below TMI the effect of temperature on the phonon spectrum is 
fairly minor. With increasing temperature the phonon frequencies decrease 
monotonically. However, even close to TMI we do not observe any signifi­
cant increase of this phonon softening which could be related to the phase 
transition. The inset in figure 5.4 shows the temperature dependence of the 
most pronounced phonon in PrNi0 3 at 175 cm
- 1
. The full analysis of the 
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Frequency (cm ) 
Figure 5.4 Measured reflectance of РгМОз (a) and ofNdNiC>3 (b) 
(dashed lines) at 15 К are shown together with fìtted curves (solid 
lines). The model dielectric function used for the fit is shown in 
equation (5.1) and the phonon oscillator parameters are shown in 
Table 5.1. The inset in (a) displays the temperature dependence of 
PrNi03 phonon at 175 cm'1. 
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Table 5.1 Phonon frequencies ω
χ
 ofШЫОз and PrNi03 determined 
from the least-squares fit of equation (5.1) to the measured reflectance 
at 15 K, and just below the M-I transition (at the highest temperature 
where phonon lines could be resolved in the spectra). Other phonon 
parameters, oscillator strengths St and linewidths ъ are shown for 
Рг№Оз at 15 К only. For comparison the phonon frequencies of the 
isostructural compound ЬаТіОз are also shown (from Ref. 14). 
Sample 
T(K) 
Mode 
NdNi03 
15 
W, 
NdNi03 
185 
ω, ω
τ 
PrNi03 
15 
s
x ъ 
PrNi0 3 
125 
ω
τ 
LaTi0 3 
300 
ω
τ 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
98 
133 
149 
180 
230 
257 
276 
292 
302 
317 
327 
360 
377 
405 
434 
458 
500 
582 
131 
176 
272 
309 
375 
428 
580 
120 
137 
161 
175.5 
220 
232 
250 
263 
271.5 
280 
286 
301 
311 
322 
345 
363 
395 
420 
500 
567 
1.2 
0.18 
2.2 
2 
0.3 
0.5 
0.7 
0.35 
0.42 
0.12 
0.65 
0.35 
0.21 
0.06 
0.44 
0.4 
0.3 
0.42 
0.55 
0.25 
12 
2.8 
19 
5 
18 
10 
20 
8 
8 
7 
12 
10 
8 
7 
27 
16 
30 
20 
80 
22 
133 
171 
280 
363 
416 
562 
169.4 
245.3 
314.9 
341.8 
377.3 
410.7 
503.7 
522.9 
556.9 
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phonon features and lattice dynamics of PrNi0 3 and NdNi0 3 will be pre­
sented elsewhere [15]. Here we only remark, that the phonon frequencies of 
PrNi0 3 and NdNi0 3 are almost identical. This is to be expected, regarding 
the almost identical masses of the Nd and Pr ions. 
On the other hand, the parameters of the mid-infrared band used 
in the fit are quite different. For completeness, we mention here that 
for PrNi0 3 the best fit at 15 К was obtained with ωΜ = 800 cm
- 1
, 
Su = 4,7м = 600 cm - 1 , e^ = 7.5, and for NdNi0 3 with CJM = 140 cm
- 1
, 
5M = 25,7M = 400 cm - 1 , 6œ = 8.5. The physical meaning of these band 
parameters is, however, not so clear because the mid-infrared band feature 
did not reproduce very well with successive polishing treatments. 
As in the hysteretic regime regions of metallic character coexist with 
regions of insulating character, an effective medium model should be used 
to analyse the data in this temperature region properly. However, we do not 
want to investigate this coexistence in detail here and thus, for simplicity 
we modeled the remaining metallic conductivity below TMI by adding to the 
model dielectric function (5.1) the following Drude term 
*вИ = І Д - · (5-3) 
Γ — ιω 
By increasing gradually both ω
ρ
 and Γ and decreasing uiu we could fit 
the spectra over the entire temperature range. In figure 5.5(a) we show the 
results of the fitting procedure for PrNi0 3 at 125 K. The fitting parameters 
are basically unchanged from those at 15 К in figure 5.4, except for the 
added Drude term and small changes of phonon parameters. We used the 
Drude parameters: ω
ρ
 — 4000 c m - 1 and Γ = 2500 cm - 1 . 
Once at temperatures above the hysteretic regime, the effective 
medium approach is no longer necessary and, within the assumption of 
a Drude-like free carrier conductivity*, the simple addition of ε
Ό
(ω) is jus­
tified. Figure 5.5(b) shows the fit above the MI transition, at 155 K, in 
which we switched off the phonon part of the dielectric function, We got 
the following parameters: ω
ρ
 — 11000 cm - 1 , Γ = 16000 c m - 1 , ω
Μ
 = ПО 
cm
- 1
 , Su = 500 and 7M = 10 cm
- 1
. 
*It is not evident at all that the conductivity in the metallic state of the present 
system with partially filled and overlapping p- and d-bands can be described in a simple 
one band Drude model. 
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Figure 5.5 Measured (dashed lines) and fìtted (solid line) re-
flectance of PrNiÖ3 at 125 К (a) and at 155 К (b). Inset in (a) dis­
plays the temperature dependence of PrNi03 resistivity after Ref. 11, 
and the inset in (b) shows the temperature dependence of partial f-
sum η(Τ) — η(0) for NdNiÜ3 and PrNiOs obtained from Kramers-
Kronig analysis of the spectra. The temperature scale in both plots 
is in units of 1000/K and both the resistivity and integrated conduc-
tivity are shown in logarithmic scale and arbitrary units. 
106 Chapter 5 
The plasma frequency values extracted from the fit can be used to 
get estimates of the n/m* ratio (m* is the effective electron mass) by using 
the classical Drude expression u>2 = ne2/e0m* where η is the charge car­
rier density. For instance, in PrNi0 3 at Τ = 155 Κ ωρ и 11000 cm
- 1
 and 
η ¡m* « 1.34 χ ΙΟ21 cm _ 3 /ra
e
 (m
e
 is the free electron mass). If, accord­
ing to Ref. 10 one assumes one electron per unit formula participating in 
electronic conduction, the corresponding electron density is η « 1.8 χ IO22 
cm
- 3
. Consequently, m* « 13m
e
. In view of the uncertainties in the re­
flectance measurements and the (in)appropriateness of the Drude model to 
describe the metallic state, this value for m* is not very accurate. We be­
lieve however, that the value found does illustrate that the effective mass 
m* is considerably enhanced above the free electron mass m
e
 which is an 
indication for strong correlations between the electrons in the conduction 
band. Very large mass enhancements (m* « 9m
e
) were also observed in 
Seebeck and calorimetrie studies [10]. 
The relaxation rate Γ (w 16000 cm - 1 ) can be combined with n/m* 
to calculate the Drude conductivity σ = (n/m*)e2/T. When we insert Γ 
and the value for n/m* which has been extracted from ω
ρ
, it turns out 
that for PrNi0 3 the specific resistivity ρ « 1.3 mQcm. This value compares 
favourable with the dc resistivity 2.0 πιΩαη [10] and gives confidence that 
the above analysis is quite reasonable despite the serious assumptions made. 
Instead of using a model dielectric function to fit the reflectance, one 
can use a Kramers-Kronig analysis to obtain the dielectric function e(u) 
and the conductivity σ(ω). However, due to diffuse scattering in the ceramic 
samples and the extrapolations needed towards low and high frequencies this 
method is not likely to produce accurate results. However, it is instructive 
to follow the trend of the integrated conductivity in the vicinity of the MI 
transition. We will consider a finite-energy /-sum 
V(T) = / σ{ω,Τ)άω (5.4) 
•'«min 
as a function of temperature. The integral is cut off at a certain frequency 
ш
тах so as to include only intraband contributions to σ(ω,Τ) but no contri­
butions related to interband transitions. Such a finite /-sum is proportional 
to the density of electrons in the conduction band [16]. 
In the inset of figure 5.5 we plot r¡(T) for a frequency range between 
^min = 30 cm - 1 and u>max = 2500 cm - 1 . We subtracted the low temper-
ature conductivity sum 77(0) for which we used the data measured at the 
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lowest temperature (15 K). Near Tui, the /-sum or, equivalently, the num­
ber of carriers in the conduction band clearly shows a dramatic change. 
It should be noted that this change extends over a broader range of tem­
peratures than the dc resistivity (also shown in figure 5.5). Moreover, it 
does not show a semiconductor-like simple activated behaviour. Although 
it might be tempting to fit η(Τ) — η(0) with a straight line (with a single 
activation energy in the range 10-15 meV, compatible with dc transport 
measurements), both the dc and the present infrared data indicate, that 
the MI transition probably has a more complicated character. 
An optical sum rule requires that the area under σχ{ω) integrated over 
all frequencies is proportional to the total number density of electrons in 
the system and must therefore be constant. This means that across the 
MI transition the missing conductivity (50 cm - 1 < ω < 2500 cm - 1 ) is 
shifted to other parts of the spectrum. From the low value of £\{UJ) we 
know that the missing area is not shifted to low frequencies (as happens 
in a superconductor). Instead, it should be compensated by contributions 
extending up to very high frequencies, well above our upper limit. 
In conventional semiconductors this shifting of spectral weight pri­
marily occurs within a frequency range of the order of several times the 
gap [17] and, in principle, a clear feature is expected at the gap energy. In 
the insulating phase of the ÄN1O3 system we do not observe any feature 
that could be related to the gap. This may be due to a conductivity that 
only has a weak onset above the gap causing the feature to be obscured by 
the phonons and the mid-infrared band. The value of the activation gap 
Eg deduced from the transport data is approximately 80 cm -1 . One would 
therefore expect that all spectral weight should be recovered within the ex-
plored frequency range. Our data indicate that this is not the case. The 
physical origin of this very broad frequency-dependent conductivity is not 
yet clear. Because the samples are ceramic, it could be produced by surface 
states or impurity states. Another possibility is that this conductivity is of 
intrinsic origin, like in the high Tc superconductors where the mid-infrared 
absorption is also observed in high quality single crystals. It could possibly 
be related to the empty states in the Ni 3d band. 
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5.4 Summary 
We have studied the reflectance of LaNi03, NdNi03 and PrNi03 from 30 to 
5000 cm - 1 at temperatures between 300 and 15 K. At temperatures below 
the metal-insulator transition, the far-infrared spectrum is dominated 
by phonon structures superimposed on a weak mid-infrared background. 
We observe a dramatic change of the spectra from nearly insulating to 
metallic-like in a narrow range of temperatures around the Tui which is 
consistent which a closing energy gap. In the metallic regime, the infrared 
data shows that the phonon structures are completely screened. Our results 
are qualitatively in agreement with the mechanism for the metal-insulator 
transition proposed by Torrance et al. When the data in the metallic state 
is analyzed within a Drude model the conduction can be understood in 
terms of rather heavy electrons. 
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Summary 
In this thesis we have presented far-infrared studies on a number of solids 
which exhibit strong electronic correlation effects. The large importance of 
these correlations is mainly brought about by the reduced dimensionality of 
the systems, the narrow electronic bands and the low density of electrons. 
The systems investigated are some high T
c
 superconductors (chapter 1-3), 
the organic charge transfer salt (TMTSF)2X (chapter 4), and some rare 
earth nickel oxides (chapter 5). 
The basic structral building blocks of the high temperature supercon­
ductors are the two-dimensional (2D) copper oxide planes which are con­
sidered to be responsible for the generation of the extremely high critical 
temperatures (up to 150 Kelvin) observed in these materials. The physical 
processes inside these copper oxide planes have been studied much more in­
tensively than the out-of-plane properties. Nevertheless, because bulk (3D) 
superconductivity is observed in these materials proper knowledge of the 
out-of-plane dynamics is required to understand thoroughly the supercon­
ducting state of the cuprates. Recently it was found that, below the critical 
temperature and for light polarized perpendicular to the planes, a clear low 
frequency plasma edge develops in infrared reflectance spectra. In chapter 1 
we have investigated the out-of-plane far-infrared response of the high tem­
perature superconductor Lai.gsSro.isCuC^ and have shown that the plasmon 
can be explained by a Josephson coupled layer model. In a magnetic field 
study, we have found a small field dependent change of the plasma edge 
but the screened plasma frequency ш
ра
 itself is basically field independent, 
in contrast to recent theoretical predictions. Also at ω
ρ 8 there is no change 
in the absorption. We have developed a simple model which describes the 
dielectric response of type II superconductors in the mixed state at frequen­
cies small compared to the gap frequency. Key ingredient of the model is 
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that the current which exerts the Lorentz force is formed not only by the 
free carrier current but also by the polarization current. This prevents an 
appreciable influence of vortex motion near the plasma frequency which is 
in agreement which the experimental data. 
In chapter 2 we report on low temperature far-infrared reflection mea­
surements on the most intensively studied high T
c
 compound, УВа2Сиз07, 
at magnetic fields up to 15.5 Tesla. In these experiments the light was polar­
ized parallel to the ab planes. Our measurements on thin film УВагСизОу 
have shown for the superconductive state a clear edge in the reflectance near 
400 cm - 1 , which develops into a distinct kink if the temperature is lowered 
to 1.2 K. Many groups have argued that this feature is caused by an unusu­
ally large superconductive gap (hujg « 8квТс). We have observed practically 
no influence of the magnetic field on the infrared reflectance of YBa 2Cu 30 7. 
In particular we find no field induced shift of the 400 cm - 1 edge, as would 
be expected from the effects of pair breaking and Zeeman splitting on a 
single gap structure. This finding favours non-electronic explanations of 
this feature such as the charged phonon mechanism. The absence of dis­
tinct field-dependent features is consistent clean-limit electrodynamics and 
a very anisotropic gap in the ab plane. 
In chapter 3 we have shown that from measurements of the reflectiv­
ity of a uniaxial medium taken at a finite angle of incidence using both 
s- and p-polarized light it is possible to determine the dielectric function 
parallel and perpendicular to the optical axis. When applied to layered 
compounds with the surface parallel to the layers, this technique allows 
an accurate determination of the loss function perpendicular to the layers. 
This technique is particularly useful for crystals of which only thin films or 
thin single crystal platelets exist. High temperature superconductors gener­
ally fall into this category although larger single crystals gradually become 
available. The technique may also serve as a second complementary ap­
proach for investigating the out-of-plane response of these materials since, 
for example, in epitaxially grown thin films it is often easier to obtain a 
homogeneous oxygen distribution than in single crystals. The technique 
has been demonstrated for the example of c-axis-oriented thin films of the 
high-T
c
 superconductor Т^ВагСагСизОю, on which we have carried out 
polarized reflectivity measurements at 45° angle of incidence above and be­
low T
c
. We could clearly observe the longitudinal optical phonons in the 
c-axis. From the behaviour of the c-axis dielectric loss function we could 
Summary 113 
conclude that 200 cm - 1 is an upper limit for the out-of-plane plasmon. 
In chapter 4 we have investigated the FIR excitation spectrum of the 
compound (TMTSF)2C104 ) which is a well known member of the quasi-
1D family of organic charge-transfer salts, also known as Bechgaard salts. 
This compound exhibits a complex phase diagram in the presence of a 
magnetic field. The specific emphasis in our work has been on the details 
in the excitation spectrum related to a specific kind of antiferromagnetic 
ordering induced by the magnetic field (the so-called field-induced spin-
density-wave (FI-SDW) ordering). We covered large parts of the phase 
diagram of this charge transfer salt (magnetic field up to 16 T, energy 
between 0.3 and 6.0 meV, and temperature between 0.3 and 7 K). We 
have found that the optically detected phase transitions as a function of 
magnetic field and temperature follow closely the phase diagram established 
from thermodynamic measurements. The experiments have demonstrated 
that the cascade of FI-SDW phase transitions can be optically detected. 
The spectroscopic data has indicated that the gap in the FI-SDW state is 
independent of the value of the magnetic field and temperature as opposed 
to the predictions of the standard model. However, this result is consistent 
with a stepwise increase of the carrier density in the condensed SDW ground 
state upon each phase transition into a lower index subphase. In addition, 
the first indication of a pinned collective mode excitation in the microwave 
region has been reported, and of an enhanced coupling of the 31 c m - 1 
zone folding phonon mode with the electronic system as a result of SDW 
formation. 
Finally, chapter 5 has been dedicated to infrared reflectivity measure­
ments on the гаге-earth nickelates LaNi03, PrNi0 3 and NdNi0 3 between 30 
cm
- 1
 and 5000 c m - 1 at temperatures between 15 К and 300 K. It is known 
that most members the i?Ni03 (R = La, Pr, Nd, Sm, Eu) family exhibit a 
metal-insulator transition at TMI· It has recently been proposed that this 
metal-insulator transition is related to the charge transfer gap which opens 
(closes) when the width of the electronic bands decreases (increases) as the 
temperature drops (rises). In the insulating state the infrared reflectance of 
NdNi03 and PrNi0 3 is mainly determined by phonons. We have observed 
a dramatic change of the spectra from nearly insulating to metallic-like in 
a narrow range of temperatures around the TMI which is consistent which 
a closing energy gap. In the metallic regime, the phonon structures are 
completely screened. LaNi03 showed metallic behaviour at all tempera-
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tures in agreement with previous results of e.g. dc transport measurements. 
Our results are qualitatively in agreement with the above mentioned mech-
anism for the metal-insulator transition. When the conductivity above TMI 
is assumed Drude-like the data in the metallic state indicate a rather heavy 
effective mass of the conduction electrons. 
Samenvatting 
In dit proefschrift worden ver infrarode onderzoeken beschreven aan 
een aantal vaste stoffen waarin sterke elektronische correlatie-effecten 
optreden. De correlatie-effecten zijn juist in deze systemen zo belangrijk 
vanwege hun lage dimensionaliteit, de smalle elektronische banden en 
de lage elektronendichtheid. De onderzochte systemen zijn enkele hoge 
temperatuur supergeleiders (hoofdstuk 1 t/m 3), het organische charge 
transfer zout (TMTSF)2X (hoofdstuk 4) en enkele zeldzame aard nikkel 
oxides (hoofdstuk 5). 
De structurele basiseenheden waaruit de hoge temperatuur superge-
leiders zijn opgebouwd zijn de tweedimensionale (2D) koper oxide vlakken 
welke verantwoordelijk worden geacht voor het genereren van de extreem 
hoge kritische temperaturen (tot ca. 150 Keivin) die in deze materialen wor-
den waargenomen. De fysische processen in deze koper oxide vlakken zijn 
veel intensiever bestudeerd dan de eigenschappen loodrecht op deze vlakken. 
Omdat bulk (3D) supergeleiding wordt waargenomen in deze materialen is 
goede kennis van de dynamica loodrecht op de koper oxide vlakken nodig om 
de supergeleidende toestand in de koper oxides grondig te begrijpen. On-
langs is ontdekt dat zich beneden de kritische temperatuur een scherpe laag 
frequente plasma edge ontwikkelt in infrarode reflectie spectra, wanneer het 
invallende licht loodrecht gepolariseerd is ten opzichte van de koper oxide 
vlakken. In hoofdstuk 1 hebben we de "uit-vlaks" ver infrarode respons van 
de hoge temperatuur supergeleider Lai.85Sro.i5Cu04 onderzocht en aange-
toond dat het plasmon kan worden verklaard met behulp van een Josephson 
gekoppeld lagen model. We hebben een kleine afhankelijkheid gevonden van 
de vorm van de plasma edge als funktie van een aangelegd magnetisch veld 
maar de plasma frequentie ups zelf is, in tegenstelling tot enkele theoretische 
voorspellingen, veldonafhankelijk. Ook vinden we geen absorptieverande-
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ring bij ω
ρ5. We hebben een eenvoudig model ontwikkeld dat de dielektrische 
respons van type II supergeleiders in de vortex toestand beschrijft bij fre­
quenties die klein zijn ten opzichte van de gap frequentie. Het belangrijkste 
ingrediënt van dit model is dat de stroom die de Lorentzkracht veroorzaakt 
niet alleen wordt gevormd door de stroom van vrije ladingsdragers maar ook 
door de polarisatiestroom. Dit verhindert een noemenswaardige invloed van 
vortex beweging in de buurt van de plasmafrequentie, in overeenstemming 
met de experimentele resultaten. 
In hoofdstuk 2 hebben we ver infrarode reflectiemetingen gepre-
senteerd aan de meest onderzochte hoge temperatuur supergeleider, 
УВагСизС^, bij lage temperaturen en magnetische velden tot 15.5 Tesla. 
In dit experiment was de lichtpolarisatie parallel aan de ab vlakken. Onze 
metingen aan dunne lagen van YBa 2 Cu 3 0 7 laten in de supergeleidende toe­
stand een duidelijke reflectierand zien die zich tot een duidelijke knik ont­
wikkelt als de temperatuur wordt verlaagd tot 1.2 K. Vele onderzoekers 
hebben beweerd dat deze structuur veroorzaakt wordt door een ongewoon 
grote supergeleidende gap (hu>g « 8квТс). We hebben nagenoeg geen in­
vloed gezien van het aangelegde magnetische veld op de infrarode reflectie 
van YBa2Cu307. In het bijzonder hebben we geen veld geïnduceerde ver-
schuiving van de 400 cm - 1 rand zoals men bij een simpele gap structuur zou 
verwachten als gevolg van paarbrekende effecten en Zeemansplitsing. Deze 
bevinding ondersteunt niet-elektronische verklaringen van deze structuur 
zoals het charged phonon mechanisme. De afwezigheid van een duidelijke 
veldafhankelijkheid is consistent met clean-limit elektrodynamica en een 
zeer anisotrope gap in de ab vlakken. 
In hoofdstuk 3 laten we zien dat het mogelijk is om via reflectieme-
tingen aan een uniaxiaal medium gedaan bij een eindige invalshoek met 
zowel s- als p-gepolariseerd licht de dielektrische funktie te bepalen parallel 
aan en loodrecht op de optisch as. Wanneer deze techniek wordt toege-
past op gelaagde systemen met het oppervlak parallel aan de lagen, kan 
de verlies funktie loodrecht op de lagen nauwkeurig worden bepaald. De 
techniek is vooral nuttig voor kristallen waarvan alleen dunne lagen of zeer 
dunne éénkristallen bestaan. De hoge temperatuur supergeleiders behoren 
in het algemeen tot deze categorie hoewel grotere éénkristallen langzaam-
aan beschikbaar komen. De techniek kan ook gebruikt worden als een aan-
vullende benadering bij het bestuderen van de c-as respons van de koper 
oxide supergeleiders omdat het in epitaxiale films bijvoorbeeld gemakke-
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lijker is om een homogene zuurstof verdeling in het monster te verkrijgen 
dan in een éénkristal. Als voorbeeld hebben we zowel boven als beneden 
Tc gepolariseerde reflectiemetingen gedaan bij een invalshoek van 45° aan 
dunne c-as georiënteerde dunne lagen van de hoge temperatuur superge-
leider Tl2Ba2Ca2Cu3Oio. We kunnen duidelijk de longitudinale optische 
c-as fononen waarnemen. Uit het gedrag van de dielektrische verlies funk-
tie kunnen we een bovengrens van 200 cm - 1 afleiden voor het "uit-vlaks" 
plasmon. 
In hoofdstuk 4 hebben we het ver infrarood excitatiespectrum onder-
zocht van het charge transfer zout (TMTSF^CIO^ Dit materiaal is een 
bekend lid van de quasi-ID familie van Bechgaard zouten. (TMTSF)2C104 
heeft als funktie van een magnetisch veld een complex fasediagram. De 
nadruk in ons werk is gelegd op de details in the excitatiespectrum die sa-
menhangen met een bijzondere vorm van antiferromagnetische ordening die 
geïnduceerd wordt door de aanwezigheid van het magnetische veld (de zoge-
naamde veldgeïnduceerde-spindichtheidsgolven). We hebben een groot deel 
van het fasediagram van dit charge transfer zout onderzocht (magnetische 
veld tot 16 T, energie tussen 1.5 en 45 cm - 1 (0.2 en 6.0 meV, respectieve-
lijk) en temperatuur tussen 0.3 en 7 K). We hebben gevonden dat de optisch 
waargenomen faseovergangen als funktie van de temperatuur en magnetisch 
veld nauwkeurig het fasediagram volgen zoals dat is bepaald met thermo-
dynamische metingen. De experimenten hebben aangetoond dat de reeks 
van fase-overgangen optisch waargenomen kan worden. De spectroscopische 
gegevens wijzen erop dat de gap in de veldgeïnduceerde-spindichtheidsgolf-
toestand onafhankelijk is van het magnetische veld en de temperatuur. Dit 
in tegenstelling tot de voorspellingen van het "standaard model". Ons re-
sultaat is wel consistent met een dichtheid van ladingsdragers die in de 
gekondenseerde toestand stapsgewijs toeneemt bij een fase-overgang naar 
een subfase met een lagere index. Bovendien hebben we voor het eerst 
aanwijzingen gevonden voor een "gepinde" collectieve excitatie in het mi-
crogolfgebied en voor een versterkte koppeling tussen het 31 cm - 1 fonon en 
het elektronische systeem als gevolg van de spindichtheidsgolfvorming. 
Ten slotte is hoofdstuk 5 gewijd aan ver infrarode reflectiemetingen 
aan de zeldzame aard nikkel oxides LaNi03, PrNi03 en NdNi03 tussen 30 
en 5000 cm - 1 bij temperaturen van 15 К tot kamertemperatuur. Het is be­
kend dat de meeste leden van de familie /?Ni03 (R = La, Pr, Nd, Sm, Eu) 
een metaal-isolator overgang vertonen bij Τ
Μ
ι· Onlangs is voorgesteld dat 
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deze metaal-isolator overgang gerelateerd is aan het openen (sluiten) van de 
charge transfer gap doordat de elektronische bandbreedte kleiner (groter) 
wordt bij dalende (stijgende) temperatuur. In de isolerende toestand wordt 
de infrarode reflectie van NdNi0 3 and PrNi0 3 voornamelijk bepaald door 
fononen. We zien een dramatische verandering van de spectra van bijna 
isolerend naar metallisch in een smal temperatuurvenster rond Tui m over­
eenstemming met een sluitende energie-<?ap. In het metallische regime zijn 
de fononstructuren volledig afgeschermd. Ьа№Оз vertoond metallisch ge­
drag bij alle temperaturen in overeenstemming met eerdere resultaten van 
bijvoorbeeld de transport studies. Onze resultaten zijn kwalitatief in over­
eenstemming met het bovengenoemde mechanisme voor de metaal-isolator 
overgang. Als wordt verondersteld dat de geleiding boven TMI Drude-achtig 
is, wijzen de meetgegevens op een nogal zware massa van de geleidingselek­
tronen. 
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