Introduction
The present manuscript examines the KdV equation, described as
where subscripts t and x denote partial derivatives with respect to time and space, respectively, and ε and µ are constant parameters.
In the natural world, the Korteweg-de Vries (KdV) equation has been widely used to model a variety of nonlinear phenomena such as ion acoustic waves in plasmas, and shallow water waves. In the equation, the derivative U t characterizes the time evolution of the wave propagating in one direction, the nonlinear term U U x describes the steepening of the wave, and the linear term U xxx stands for the spreading or dispersion of the wave. The KdV equation was derived by Korteweg and de Vries to describe shallow water waves of long wavelength and small amplitude. The KdV equation is a nonlinear evolution equation modeling a diversity of important finite amplitude dispersive wave phenomena. The equation has been the simplest nonlinear equation describing two important effects: nonlinearity, which is represented by U U x , and linear dispersion, which is represented by U xxx . Nonlinearity of U U x tends to localize the wave whereas dispersion spreads the wave out. The stability of solitons is a result of the delicate equilibrium between the two effects of nonlinearity and dispersion [1, 2, 13, 17] .
The differential quadrature method (DQM) was first introduced by Bellman et al. [9] in 1972. The DQM has widely become a preferable method in recent years due to its simplicity for application. Numerous researchers have developed different types of DQMs by utilizing various test functions such as Legendre polynomials and * Correspondence: alibashan@gmail.com 2010 AMS Mathematics Subject Classification: 65D07, 65L20, 65M99, 65L06 spline functions [9, 10] , Lagrange interpolation polynomials [23, 29, 30] , Hermite polynomials [14] , radial basis functions [32] , harmonic functions [37] , Sinc functions [12, 24] , and B-spline functions [5-8, 20, 25, 26] .
In the present manuscript, the modified cubic B-spline differential quadrature method (MCBC-DQM) is applied to obtain approximate solutions of the KdV equation. Since modified cubic B-splines are third-order functions, to obtain directly third-order weighting coefficients is impossible. To overcome this obstacle we used the matrix multiplication approach.
Modified cubic B-spline DQM
We are going to consider Eq. (1) with the following boundary conditions:
and with the following initial condition:
where g 1 (t) and g 2 (t) are constants. The DQM can be defined as an approximation to a derivative of a given function by using the linear summation of its values at specific discrete grid points over the solution domain of a problem. Let us take the grid distribution a =
Provided that any given function U (x) is smooth enough over the solution domain, its derivatives with respect to x at a grid point x i can be approximated by a linear summation of all the functional values in the solution domain, namely,
where r denotes the order of derivative, w (r) ij represents the weighting coefficients of the r − th order derivative approximation, and N denotes the number of grid points in the solution domain. Here the index j represents the fact that w (r) ij is the corresponding weighting coefficient of the functional value U (x j ). In this study, we are going to need the first-and third-order derivatives of the function U (x). However, third-order derivatives of the cubic B-spline functions do not exist. Hence, we are going to find the value of the equation (4) for the r = 1 and then by using first-and second-order weighting coefficients obtain third-order weighting coefficients.
If we consider Eq. (4) carefully, we see that the fundamental process for approximating the derivatives of any given function through the DQM is to find out the corresponding weighting coefficients w (r) ij . The main idea behind DQM approximation is to find out the corresponding weighting coefficients w (r) ij by means of a set of base functions spanning the problem domain. While determining the corresponding weighting coefficients, a different basis may be used. In the present study, we are going to try to compute weighting coefficients with a modified cubic B-spline basis.
Let Q m (x) be the cubic B-splines with knots at the points x i , where the uniformly distributed N grid points are taken as a = x 1 < x 2 < · · · < x N = b on the ordinary real axis. Then the cubic B-splines {Q 0 , Q 1 , . . . , Q N +1 } form a basis for functions defined over [a, b] . The cubic B-splines Q m (x) are defined by the relationships:
otherwise.
where h = x m − x m−1 for all m. [28] The values of cubic B-splines and its derivatives at the grid points are given in Table 1 . Table 1 . The value of cubic B-splines and derivatives functions at the grid points.
Using the modified cubic B-splines results in a diagonally dominant matrix system of equations. This structure has great importance for the stability analysis. Modification of cubic B-splines can be carried out differently. Among others, Mittal and Jain [27] have introduced modified cubic B-splines at the grid points as follows:
where ϕ k , (k = 1, 2, ..., N ) forms a basis functions over the [a, b] domain. This modification provides some advantages such as having a larger stability region and does not need any additional equations to obtain weighting coefficients like the cubic-DQM [22] .
Weighting coefficients of first-order derivatives
From Eq. (4) with value of r = 1, we have obtained
equation. For the first grid point x 1 (6), we get the form
and by using the value of modified cubic basis functions
. . .
equation system is obtained. Similarly, by using the value of modified cubic basis functions at the
equation system is obtained. Thus, weighting coefficients w (1) i,j , which are related to x i , (i = 1, 2, ..., N ) are found quite easily by solving (8), (9), and (10) equation systems with the Thomas algorithm.
Weighting coefficients of second-order derivatives
This method depends on the first-order weighting coefficients when obtaining weighting coefficients of the second-order derivatives. By Shu's recurrence formula, the second-order weighting coefficients are determined for i = 1, 2, ..., N and j = 1, 2, ..., N as below [33] :
,
Weighting coefficients of third-order derivatives
This method depends on the first-and second-order weighting coefficients to obtain weighting coefficients of the third-order derivatives. By the matrix multiplication approach, the third-order weighting coefficients are determined as below [33] :
where
] are the weighting coefficient matrices of the (m − 1) − th and m − th order derivatives, respectively. Although equation (13) looks simple, it involves more arithmetic operations as compared to (11) and (12). It is noted that the calculation of each weighting coefficient by Eq. (13) involves N multiplications and (N − 1) additions, i.e. a total of (2N − 1) arithmetic operations. On the other hand, Shu's recurrence relationship (11) involves two multiplications, one division, and one subtraction, i.e. a total of four arithmetic operations [33] .
Numerical discretization
The KdV equation of the form
with the boundary conditions (2) and the initial condition (3) is rewritten as
Then the differential quadrature derivative approximations of the first and the third orders have been used in Eq. (15) dU
and ordinary differential equation (16) is obtained. Then the ordinary differential equation given by (16) is integrated in time by means of an appropriate method. Here we have preferred the strong stability-preserving Runge-Kutta (SSP-RK43) method [36] due to its advantages such as accuracy, stability, and memory allocation properties. By using different types time integration methods and obtaining second-and third-order weighting coefficients by Shu's recurrence relationship and matrix multiplication approach the numerical results will change. Thus, we may say by using MCBC-DQM and SSP-RK43 together a hybrid method has been applied.
Numerical examples and stability
In this section, we have obtained the numerical solutions of the KdV equation by the MCBC-DQM. The accuracy of the numerical method is checked by using the error norms L 2 and L ∞ , respectively:
The following lowest three invariants corresponding to conservation of mass, momentum, and energy will be computed:
Relative changes in invariants are defined as
Stability analysis of a numerical method for a nonlinear differential equation requires the determination of eigenvalues of coefficient matrices. With the numerical discretization of the partial differential equation KdV, it turns into an ordinary differential equation.
The stability of a time-dependent problem:
with the proper initial and boundary conditions, where l is a spatial differential operator. After discretization with the DQM, Eq. (19) is reduced to a set of ordinary differential equations in time as follows: 
i,j − µw (3) i,j , where α i = U (x i , t) [33] . The eigenvalues of matrix A should be in the stability region as shown in Figure 1 [21].
Single soliton
The initial condition:
where A , C , and D are constants given by the boundary conditions U (0, t) = U (2, t) = 0 for all times.
For this condition, the KdV equation has an analytic solution given in the form of
provided that Figure 2 . If we plot the graphs of the numerical solution and the exact solution, their curves will be indistinguishable. The agreement is very good. To make a comparison quantitatively, we have also computed the error norms L 2 and L ∞ in Table 2 and Table 3 . Moreover, the first three invariants I 1 , I 2 , and I 3 and relative changes in invariants are reported in Table 4 until t = 3 .
In Table 2 , the L 2 norm is less than 4.7 × 10 −5 while the L ∞ norm is less than 1.3 × 10 −4 at time t = 3 and so they are small enough to be accepted. As it is straightforwardly seen from Table 2 , the present [38] 6 10000 250 0.125 173.0 Global scheme [38] 6 10000 308 0.12 477.0 results are in good agreement with those given in earlier works. To show the difference between the cubic-DQM and MCBC-DQM a comparison of results with the same parameters is given in Table 3 . It is obviously seen from Table 3 that the present results are better than those of the cubic-DQM [22] . As it is straightforwardly seen from Table 4 , the absolute maximum relative changes of invariants are less than 7.0 × 10 −7 , 1.2 × 10 −7 , and 6.5 × 10 −7 , respectively, during all simulations. We may say that the three invariants computed are satisfactorily constant.
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Double solitons
Our second test problem has the initial condition given in [15] U (x, 0) = 3c 1 sec h
and boundary conditions As seen noticeably in Figure 3 the greater soliton, which has 0.9 amplitude, is located at the left of the smaller soliton initially. By the time the faster soliton has caught the slower one and at the end of the simulation the double solitons have a reverse situation. The invariants I 1 , I 2 and I 3 are recorded and reported with relative changes in invariants in Table 5 for the present case. It is noticeably seen from Table 8 
Triple solitons
Our third test problem is reproduction of three solitons from a single solitary wave initial condition is given by [16] U (x, 0) = 2 3 sec h
with values of ε = 1, µ = 0.0001, ∆t = 0.0001, and N = 751.
The simulation is run up to time t = 4 in the region [0, 3] . Reproduction of triple waves from single solitary waves is shown in Figure 4 . The three lowest invariants are computed and reported with comparison of some earlier works given in Table 6 . Relative changes in invariants are also added to Table 6 . It is seen noticeably from Table 6 that maximum absolute values of relative changes in invariants are less than 7.3 ×
10
−7 , 2.6 × 10 −6 , and 9.9 × 10 −6 , respectively, during the simulation and therefore they can be considered almost constant again. 
Maxwellian initial condition
For the fourth test problem we have selected the Maxwellian initial condition given by [18] U (x, 0) = exp
with boundary conditions U (−15, t) = U (15, t) = 0 to observe propagation of a single solitary wave.
With the value of µ , the solutions will change. The critical value of µ was given as µ c = 0.0625 in [11] . We have investigated solutions of the Maxwellian initial condition for µ = 0.0625, ∆t = 0.001 , and N = 481 and we fix the value of ε = 1 to all solutions.
All of the simulations are run up to time t = 10 and shown in Figure 5 . When the critical value of µ is used in simulations as µ c = 0.0625 the single solitary wave is observed with no oscillatory tail. This is the result of balance between the nonlinear and dispersive effects [11] . By decreasing the value of µ to µ = 0.04 with The three lowest invariants are computed and reported as given in Table 7 . Relative changes in invariants are also added to Table 7 . It is seen noticeably from Table 7 
Train of solitons
Our fifth and the last test problem has the initial condition given by [19] U (x, 0) = 0.5
and boundary conditions U (−50, t) = U (150, t) = 0, (27) where −50 ≤ x ≤ 150, d = 5, and x 0 = 25 will be considered in all simulations.
The solution vector after a very long run time t = 800 with ε = 0.2 , µ = 0.1, ∆t = 0.02, and ∆x = 0.2 has been shown in Figure 6 . A train of 10 solitons has been formed at the end of the simulation. The invariants I 1 , I 2 , and I 3 are recorded and reported with relative changes in invariants in Table 8 for the present case. It is noticeably seen from Table 8 that the maximum absolute values of relative changes in invariants are less than 9.2 × 10 −6 , 4.5 × 10 −6 , and 1.8 × 10 −5 , respectively, during this very long run and therefore they can be considered almost constant. 
Stability analysis
A matrix stability analysis is also investigated for the MCBC-DQM. We have used MATLAB to obtain the eigenvalues of the coefficient matrix for all of the test problems. Eigenvalues of the suggested method for N = 201 , N = 301, N = 401, and N = 501 number of grids are presented in Figure 7 − 11. The maximum absolute values of eigenvalues for all of the test problems at various numbers of grid points are also tabulated in Table 9 . The eigenvalues have real and imaginary parts for all numbers of grid points. As the numbers of grid points increase, eigenvalues get greater. This means that to get into the stability region time increments must be decreased. All the eigenvalues are consistent with the stability criteria [21] . Table 9 . Maximum absolute value of eigenvalues at various numbers of grid points. 
Grid

Conclusion
In this work, we have implemented DQM based on modified cubic B-splines for numerical approximation of KdV equation. Five different test problems have been solved. The performance and accuracy of the present method have been shown by calculating and comparing the L 2 and L ∞ error norms with earlier works. As it seen at Table 2 , the present results are acceptable good when compared with some earlier works. As it seen at Table 3 , the present results are better than cubic-DQM [22] . Three lowest invariants are calculated and reported for all of the test problems. The obtained invariants are acceptable good when compared with some earlier works. Stability analysis have been done for all of the test problems and all of the eigenvalues are in convenience with stability criteria [21] . So, MCBC-DQM may be useful to get the numerical solutions of other important nonlinear problems.
