In this paper, we study the simple modules for the restricted Lie superalgebra gl(m|n). A condition for the simplicity of the induced modules is given, and an analogue of Kac-Weisfeiler theorem is proved. (2000): 17B50; 17B10.
Introduction
The notion Lie superalgebras was defined by Kac in [6] . It is a generalization of Lie algebras. Let F be an algebraically closed field with char F = p > 0. Lie superalgebras over F were studied in [9] and [10] . Also the notion of restricted Lie superalgebras was given.
Let g = g0 ⊕ g1 be a restricted Lie superalgebra over F. Then the p-characters were introduced for the g-modules in [16] . It is simply a linear function on the even part g0. Each simple g-module has a p-character χ( [16] ).
The present paper is addressing the following questions: 1. What is the possible maximal dimension of each simple u(g, χ)-module?
2. How is a simple u(g, χ)-module related to its simple u(g0, χ)-submodules?
3. In studying a simple u(g, χ)-module, can its p-character χ, as in the case of classical Lie algebras, be reduced to a nilpotent one?
The paper is organized as follows: Section 2 gives the preliminaries. In Section 3, we work on Question 1 and study the condition for the simple u(g, χ)-module to attain the maximal possible dimension. Section 4 deals with Question 2. We study the simple modules for gl(m|n) and determine the condition for the graded baby verma module to be simple.
In Section 5 we work on Questions 3. We have proved a version of the KacWeisfeiler Theorem for g = gl(m|n): Each simple u(g, χ)-module is induced by a simple u(l, χ) − submodule, where χ |l is nilpotent. Then we discuss the properties of Z χ (l) when χ is in the standard Levi form.
After the first submission of the present paper, I received from Weiqiang Wang their independent work on modular representations of Lie superalgebras: Representations of Lie superalgebras in prime characteristic I. I would like to thank him for the comments.
Preliminaries

Basic definitions
Let F be an algebraically closed field with char F = p > 0. Assume Z 2 = Z/2Z = {0, 1}. Let V = V 0 ⊕ V 1 be a Z 2 -graded vector space over F. We denote by p(a) = θ the parity of a homogeneous element a ∈ V θ , θ ∈ Z 2 . We assume throughout that the symbol p(x) implies that x is Z 2 -homogeneous.
A superalgebra is a Z 2 -graded vector space A = A 0 ⊕ A 1 endowed with an algebra structure such that A θ A µ ⊂ A θ+µ for all θ, µ ∈ Z 2 . A superalgebra g = g 0 ⊕ g 1 over F is called a Lie superalgebra provided that Let g = g 0 ⊕ g 1 be a Lie superalgebra. Then the even part g 0 is a Lie algebra and the odd part g 1 is a g 0 -module under the adjoint action. Note that in the case char F = 2, a Lie superalgebra is a Z 2 -graded Lie algebra. Thus one usually adopts the convention that char F = p > 2 in the modular case.
Let V = V 0 ⊕ V 1 be a Z 2 -graded vector space, dim V 0 = m, dim V 1 = n. The algebra End F (V ) becomes an associative superalgebra if one defines End F (V ) θ := {A ∈ End F (V ) | A(V µ ) ⊂ V θ+µ , µ ∈ Z 2 } for θ ∈ Z 2 . On the vector superspace End F (V ) = End F (V ) 0 ⊕ End F (V ) 1 This superalgebra endowed with the new multiplication is a Lie superalgebra, denoted by gl(V ) = gl 0 (V ) ⊕ gl 1 (V )or gl(m|n) = gl 0 (m|n) ⊕ gl 1 (m|n).
define the supertrace: str(A) = tr(α) − tr(δ).
is an ideal in gl(m|n) of codimension 1. One can find further information on Lie superalgebras in [6, 7, 12] .
A Lie superalgebra g = g 0 ⊕g 1 is called restricted if g 0 is a restricted Lie algebra and if g 1 is a restricted g 0 -module (see [9, 10] ). Let g = g 0 ⊕ g 1 be a restricted Lie superalgebra. The p-mapping [p] : g 0 → g 0 is also called the p-mapping of the Lie superalgebra g. Note that gl(m|n) is restricted with the usual p-mapping (p-th power taken in End(V )).
General properties
Let g = g0 ⊕ g1 be a Lie superalgebra and V = V0 ⊕ V1 a Z 2 -graded vector space. If there is an even homomorphism ρ from g to gl(V )(by "even" we mean that ρ(g¯i) ⊆ gl(V )¯i,ī ∈ Z 2 ), then we call V a g-module. A g-module is called simple if it does not have any proper Z 2 -graded submodules.
Lemma 2.1. [16] (1) Let g be a restricted Lie superalgebra and M a simple gmodule. Then there is a unique χ ∈ g * 0
(2) Let I be a finite dimensional Z 2 -graded ideal of a Lie superalgebra g and M a simple g-module. If ρ(x) is nilpotent for all x ∈ I, then IM = 0.
Let g be a restricted Lie sueralgebra and U(g) its universal enveloping algebra. For each χ ∈ g * 0 , define the χ-reduced enveloping algebra of g by u(g, χ) = U(g)/I χ , where I χ is the Z 2 -graded two sided ideal of U(g) generated by elements {x
is called the restricted universal enveloping algebra of g and simply denoted by u(g).
Let (g, [p]) be a restricted Lie superalgebra. Suppose that u 1 , . . . , u m and v 1 , . . . , v n are ordered bases of g 0 and g 1 respectively. Applying a similar arguments as that for the modular Lie algebra case, we have that u(g, χ) has the following PBW-basis:
provided that
Clearly, u(g, χ)-modules may be identified with g-modules having character χ.
Let Φ = Φ + ∪ Φ − be the root system of g. We also write Φ = Φ 0 ∪ Φ 1 , where Φ 0 and Φ 1 are the set of even and odd roots respectively( [6] ). We denote
As a subalgebra, g inherits a natural p-mapping from gl(m|n). We denote
for any x ∈ g0}.
Let g be one of the following classical Lie superalgebras [6, Prop. 2.1.2]:
Let G be the subgroup of Aut(g ′0 ) such that Lie(G) = g ′0 . In particular, we take G = GL(m)×GL(n) for gl(m|n). If g = gl(m|n), let G be the Chevalley group of g ′0 . Each element of G can be extended naturally to an even automorphism of g. So we identify G with the subgroup of Aut(g) consisting of elements extended from those of G. By [5, p.14], our restriction on (m, n) ensures that there is a non-degenerate G-invariant bilinear form on g ′0 if we assume p > 3.
Let χ ∈ g0 * . For the convenience, we sometimes regard χ as a linear function on g by letting χ(g1) = 0. 
we denote by M Ψ the g-module having M as its underlying vector space and a new g-action given by xm = Ψ(x)m for x ∈ g and m ∈ M, where the action on the right is the given one. Then M For each χ ∈ g * 0 , let λ ∈ H * satisfy λ(h) p − λ(h) = χ p (h) for every h ∈ H. Define Fv to be the one dimensional u(B, χ)-module as follows:
, where
has a basis f 1 , . . . , f k . Then the PBW theorem shows that
We denote
s is even
s is odd
then we say that v is a maximal vector of highest weight λ.
By [16] , any simple u(g, χ)-module contains at least one maximal vector.
Lemma 2.4. [16] The following are equivalent:
Since χ is semisimple, Lemma 2.1 implies that f acts nilpotently. Thus 1 + f is invertible in gl(Z χ (l)). This leads to v ∈ V , a contradiction. So we have V ⊆ u(N − , χ)N − v. It follows that the sum of all the proper Z 2 -graded submodules is the unique maximal Z 2 -graded submodule of M.
Applying a similar arguments as that used in [11, Prop. Let g be one of the Lie superalgebras listed in last section. Let Φ = Φ 0 ∪ Φ 1 be the root system of g. In this section, we assume χ is semisimple. i.e., χ(g α ) = 0 for any α ∈ Φ.
Let e α i (resp., f α i ), α i ∈ Φ + denote the positive (resp., negative) root vectors. Define a functionp:
We writep(α i ) simply asp. We abuse the notation F 2 as the subset {0,1} ⊆ F p .
Assume |Φ + | = n. Put elements in Φ + in the order of ascending heights:
and f
respectively. Then using a similar argument as that for [11, Prop.4], we have
Let g be a restricted Lie superalgebra. Consider U(g) as a g0 -module with the adjoint action, then we get
Take a basis of g:
where the positive roots α 1 , . . . , α n is in the order of descending heights. Then u(g, χ) has a PBW basis
Since χ(N + ) = 0, so that ep α l = 0 for l = 1, . . . , n, each nonzero element of π(U(g)N + ) is a linear combination of the basis vectors of u(g, χ) with
We call the projection map from π(U(g) 0 ) to u(H, χ) with the kernel π(L) the Harish-Chandra homomorphism, denoted by γ.
For the maximal vector v which defines Z χ (λ), we have
Note that the definition of f (λ) is dependant on the positive root system Φ + and the corresponding Borel subalgebra.
Conversely, assume Z χ (λ) is simple. We see that w =:
Hence we get f (l) = 0.
Fixing a simple root system ∆ and the positive root system Φ + , let N + = ⊕ α∈Φ + g α . For α ∈ ∆ 0 , the refection s α can be extended to an automorphism of g, also denoted by s α . We have [4, p.277]
Assume p > 3. Then s α is well defined in all cases. Each s α can be naturally extended to an automorphism of the tensor algebra T (g) such that s α (1) = 1. Let I be the two sided ideal of T (g) generated by
Then it is clear that s α stabilizes I. Hence s α induces an automorphism of u(g, χ) = U(g)/I, also denoted by s α .
The induced action of s α on H * is defined as:
We identify H with (H * ) * by letting h(λ) = λ(h) for any λ ∈ H * and h ∈ H. So U(H) can be identified with the polynomial function ring on H * . If dimH = s, regard H * as the affine variety F s . Then all weights related to χ makes a closed subset X defined by the relation l p − l = χ and u(H, χ) is the coordinate algebra.
Put elements of ∆ in a fixed order: α 1 , α 2 , . . . , α r . For g = gl(m|n), we take a basis of H: h 1 =: h α 1 , . . . , h r =: h αr . For g = gl(m|n), fix a h such that H = {h α |α ∈ ∆} ⊕ Fh. We take the basis of H:
p } ⊆ F s and |X| = p s . For our purposes, it is sufficient to work on X instead of H * .
For
′ be the maximal vector defined by the Borel subalgebra s α (B) of weight λ ∈ H * and character χ. i.e., Fv
be the polynomial defined with respect to the new positive root system s α (Φ + ). Then we have
,
have the same set of zeros.
Proof. Let Φ + be the fixed positive root system with which Z χ (l) and f (l) are defined. Let v be the maximal vector that defines Z χ (l). Assume Z χ 1 (l) is the baby verma module defined with respect to the new positive root system s α (Φ + ). It is easy to see that v
is a maximal vector with respect to s α (B) and has weight l + α.
Since v
′ is homogeneous, the inclusion map
If f (l) = 0, then the simplicity of Z χ (l) shows that κ is onto, hence an isomorphism, so that Z χ 1 (l) is simple and hence f α (l) = 0. On the other hand, if f α (l) = 0, then Z χ 1 (l) is simple, hence the Z 2 -graded submodule kerκ must be zero. Therefore κ is an isomorphism. This implies that f (λ) = 0, since Z χ (l) is simple.
Let α ∈ ∆ be a simple root. Consider the subalgebra A of g with basis e α ,f α ,
For each simple root α ∈ ∆, we take a parabolic subalgebra of g: P = B + Ff α . Let N = N0 ⊕ N1 be the nilradical of P. Let χ ∈ g * 0 be semisimple. For each l ∈ X, a simple u(A, χ |A )-module V can be extended to a u(P, χ)-module as follows:
is not simple, hence we have f (l) = 0.
Recall that f (l) = t(h)(l). Let V(g) denote the set of zeros in X of g ∈ u(H, χ). Then we get V(h α + 1 − c) ⊆ V(t(h)) for every c ∈ Fp \ 0.
By the earlier discussion, each element in u(H, χ) is a polynomial of the variables h 1 , . . . , h r (h 1 , . . . , h r+1 for g = gl(m|n)). It is no loss of generality to assume h α = h 1 . For every c ∈ Fp \ 0, using the Remainder Theorem, we have
where the variable h 1 is not appearing in r(h). Taking the value at a point in
For the basis of H given earlier, we define ρ ∈ H * such that ρ(h i ) = 1, i = 1, . . . , r, and ρ(h r+1 ) = 0 if g = gl(m|n). Note that l + ρ ∈ X for any l ∈ X. . By definition, it is easy to get s α (λ) = l − l(h α )α for l ∈ H * and α ∈ ∆ 0 . Using the root system given in [6, p.51-53], one sees that there is τ ∈ W 0 such that τ (β) ∈ ∆ 1 . Theorem 3.7.
Proof. By Corollary 3.5,
Then the theorem follows from Lemma 3.6 and a similar argument as that for [11, Prop. 8 ].
4 The simplicity of the graded baby verma modules for g = gl(m|n)
Let g = gl(m|n). Then g = g −1 ⊕ g0 ⊕ g 1 , where
The reader may refer to [6] for more detailed description of g −1 and g 1 .
Let χ ∈ g * 0 and assume χ(N + 0 ) = 0, where
Let M be a simple u(g0, χ)-module. We regard M as a u(g + , χ)-module by letting g 1 M = 0. As in [16] , we define the induced module Z χ (M) = u(g, χ) ⊗ u(g + ,χ) M. We call it the graded baby verma module.
Proof. By [16, Lemma 3.12] , there is a simple u(g
Let v ∈ M be a maximal vector of weight l. Let e 1 , . . . , e l (resp., f 1 , . . . , f l ) denote the following basis of g 1 (resp., g −1 ):
{e ij |i ≤ m, j > m}(resp., {e ij |i > m, j < m}).
We put them in the order of ascending heights. For e 1 . . . e l f 1 . . . f l ∈ π(U(g) 0 ), assume e 1 . . . e l f 1 . . .
Proof. (1) Let V be any proper submodule of Z χ (M). Taking
let t be the smallest such that f i 1 . . . f it m i 1 ,...,it = 0. Let
By applying f j 1 . . . f j l−t , we get 0 = f 1 . . . f l m ∈ V for some 0 = m ∈ M. Hence e 1 . . . e l f 1 . . . f l m ∈ V.
Since M is a simple u(g0, χ)-module, there is a polynomial
such that f m is the maximal vector v ∈ M. Note that for i, j ≤ m with i = j, 
Therefore, e 1 . . . e l f 1 . . . f l v = 0, so that f 1 (l) = 0.
Proof. If l is such that f 0 (l) = 0 but f (l) = 0, then by [11, Th. 3] , M(l) is simple, where M(λ) is the simple u(g0, χ)-module with the unique maximal vector v of weight λ. Since Z χ (M(l)) is not simple, we get f 1 (l) = 0. By Theorem 3.7, f (l)/f 0 (l) ∈ u(H, χ) is the product of linear factors. So we have [f (l)/f 0 (l)]|f 1 (l). A direct computation on e 1 · · · e l f 1 · · · f l v shows that the highest term of γ(e 1 · · · e l f 1 · · · f l ) is h β 1 · · · h β l , where β 1 , . . . , β l are all the positive odd roots of g. So we get deg(
Hence we get f 1 (l) = cf (l)/f 0 (l) for some c = 0.
By Theorem 3.7, f 1 (l) = Π α∈Φ
, it is easy to see that h α = e ii + e i+j,i+j . So we get ρ(h α ) = m − i + j ∈ F p . Let χ be semisimple. If χ(h α ) = 0, then l(h α ) / ∈ F p . So we have Theorem 4.4. Let g = gl(m|n) and let χ be semisimple. If χ(h α ) = 0 for every
be a composition series of u(g0, χ)-submodules. Then it can also be regarded as a composition series of u(g + , χ)-modules. This induces a filtration of Z 2 -graded u(g, χ)-submodules of Z χ (λ):
We see that each factor module
is a graded baby verma module. 
Definition 5.2. An associative F-superalgebra A is called a Frobenius superalgebra if it has a non-degenerate invariant bilinear form f . A Frobenius superalgebra is said to be supersymmetric if f is supersymmetric.
Let A = A0 ⊕ A1 be a Frobenius superalgebra. We use the notation A L (resp., A R ) to denote the left (resp., right) regular A-module A. Let
It is easy to check that A * L (resp., A * R ) is a right (resp., left) Z 2 -graded A-module. 
The proof is similar to that of [ 
Then both Fxī are trivial u(g)-submodules. So we may assume x is homogeneous. Therefore
Lemma 5.8. Let g be a finite dimensional unipotent Lie superalgebra. Then the regular(both left and right) u(g)-module u(g) has a unique trivial submodule Fv.
Proof. We only give the proof for the left regular u(g)-module. By Corollary 5.6, there is v ∈ u(g) such that Fv is a trivial u(g)-submodule. Let f be the nondegenerate invariant bilinear form on u(g). By assumption, f (x, v) = f (1, xv) = 0 for any x ∈ g. So v is in the (right ) orthogonal complement of u(g)g. Since u(g)g has codimension 1 in u(g), its orthogonal complement is 1-dimensional. This implies that u(g) has a unique trivial submodule Fv. The uniqueness implies that v is homogeneous.
Lemma 5.9. Let g be a finite dimensional unipotent Lie superalgebra. If
Proof. By assumption, u(g) is a supersymmetric superalgebra. Let f be the nondegenerate invariant bilinear form on u(g). The super symmetry of f implies that both v L and v R are in the right orthogonal complement of u(g)g, which is 1-dimensional, so v L = v R (up to a nonzero constant multiple). 
Let g be a Lie superalgebra. By the Jacobi identity, ada:
Assume g1 has a basis u 1 , . . . , u l . Then U(g) = U(g)0 ⊕ U(g)1 is naturally Z 2 -graded, where
Use induction we can show that
Recall I χ for χ ∈ g * given in Section 2. Let g be a restricted Lie superalgebra and let a ∈ g0 ∪ g1. For each generator
This induces a derivation on u(g, χ). We denote it also by ada. Note that I χ is generated by elements in U(g)0. Then u(g, χ) inherits the Z 2 − gradation from that of U(g), and Lemma 5.11 also holds in u(g, χ).
The Kac-weisfeiler Theorem
The F-vector space gl(m + n) has a structure of the Lie superalgebra g = gl(m|n), and also a structure of Lie algebra gl(m + n). The two strutures share the same cartan subalgebra H = e ii |i = 1, . . . , m + n and the corresponding root space decomposition.
Let g = gl(m|n). Then g0 = gl(m) ⊕ gl(n) and g = H + ⊕g α , where g α = Fe ij , 1 ≤ i, j ≤ m + n. With respect to H, the root system of g is given in [6, p.51 ].
If we write ǫ m+1 = δ 1 , . . . , ǫ m+n = δ n , where ǫ i (e jj ) = δ ij , then the root system of gl(m|n) coincides with that of gl(m + n)(denoted by Φ), and each simple root system of gl(m|n) coincides with that of gl(m + n).
For α ∈ Φ + , we use e α (resp., f α ) to denote the positive(resp., negative) root vector. i.e., g α = Fe α (resp., g −α = Ff α ).
If we use [, ] s momentarily to denote the Lie product in gl(m|n), then we see
For each positive root α ∈ Φ + 1 , we define s α (β) =: τ α (β), β ∈ Φ, where τ α is the reflection defined in the root system of gl(m + n). The definition of s α is justified by the next lemma.
Lemma 5.12. s α (Φ + ) is a positive root system of gl(m|n) with the simple root system s α (∆).
Proof. Since τ α (Φ + ) is a positive root system of gl(m + n) with simple roots τ α (∆),
(2) {e γ , f γ |γ ∈ τ α (∆)} generates gl(m + n).
Note that
So each e γ above is also a root vector in the Lie superalgebra gl(m|n). Then ( * ) says that {e γ |γ ∈ τ α (∆)} is the set of root vectors of a simple root system∆ of g = gl(m|n), and {e γ |γ ∈ τ α (Φ + )} is the set of root vectors of the corresponding positive root systemΦ + .
By ( * * ), we have∆ = τ α (∆) andΦ + = τ α (Φ + ); that is, τ α (Φ + ) is a positive root system of gl(m|n) with the simple root system τ α (∆). 
Proof. Let x ∈ I be homogeneous. Then
Note that if g = g0, the lemma recovers [3, Lemma 8.3] .
Let χ ∈ g * 0 . Without loss of generality we assume χ vanishes on N + = α>0 g α . Let χ = χ s + χ n , where χ s is the semisimple part and χ n is the nilpotent part. Let
Then we get
and let B = H + N + . P = B + l is a parabolic subalgebra of g. First we take the natural root system of g with the simple roots
Then N = χ(hα) =0,α>0 g α is the nilradical of P. Let N = N0 ⊕ N1, where
Let Φ l be the root system of l.
Lemma 5.14. ( [15] , [3] ) There is an order of the roots in Proof. Now that s α is defined for α ∈ Φ 1 , the proof in [15] and [3] also works here. We give here only a χ-related proof to the first part. We treat χ as a linear function of g with χ(g1) = 0. Note that we can assume g = sl(m|n) for this lemma.
Suppose ∆ ∩ Φ ′ = φ. Then we have ∆ ⊆ Φ l . Since Φ l is a closed root system and H ⊆ [g, g], we get χ(H) = 0. Thus, χ is nilpotent and the case being trivial.
Using a similar argument as above, we can find α 2 ∈ ∆ 2 ∩ Φ ′ . We continue this process. Suppose there is i < j such that α i = α j . Then since −α i ∈ Φ + j and α j ∈ ∆ j ∈ Φ + j , we get a contradiction. Therefore Φ ′ can be ordered as required.
Let Φ ′ = {α 1 , . . . , α s } be in the order as above. As in [3] , we let
Proof. Let B i denote the Borel subalgebra of g with respect to ∆ i and
We define an increasing filtration of W :
Clearly we have W s+1 = W .
Let W ′ be a simple u(g, χ)-submodule of W and choose i minimal such that
Suppose i > 0. We shall derive a contradiction. We first show that
For each root α of N i , we have [e α , f α i ] ∈ N i , since N i is the nilradical of P i . Let
Then we obtain f
Hence we have, for any
for 0 ≤ k ≤p − 1, and fp α i x = 0.
We use induction on k to prove that
Since N i is an ideal of B i and e α i ∈ B i , e α i W
i . Thus we get [e α i , f
It follows that
This gives (k − 1 − h α i )w k = 0 for 1 ≤ k ≤p − 1.
i.e., h α i w k = (k − 1)w k . It follows that
So we obtain w k = 0, 1 ≤ k ≤p − 1 and hence x = 1 ⊗ w 0 ∈ W N i i . From (1) and (2), we get
This implies that W ′ ∩ W i = 0, a contradiction.
Then we must have W ′ ∩ (1 ⊗ W 1 ) = 0, and hence W ′ = W . Therefore W is a simple u(g, χ)-module, so that M ∼ = W .
Since N is the nilradical of P with χ(N) = 0, Lemma 2.1 (2) shows that each simple u(P, χ)-module is a simple u(l ′ , χ)-module and vice versa. So M ′ is a simple u(l ′ , χ)-module. 
Standard Levi form
The study of the simple u(g, χ)-modules is now reduced to the case where χ is nilpotent. Let B be a Borel subalgebra of g. Each nilpotent p-character is conjugate under G to the standard Levi form. Let χ be in the standard Levi form and let I be the set of simple roots as above. For each α ∈ I, let l(h α ) = a. Then since l(h α ) p − l(h α ) = 0, we get a ∈ F p . Write 0 ≤ a ≤ p − 1. Then it is easy to see that f a+1 α v is another maximal vector in Z χ (l) with weight l − (a + 1)α. So we get Z χ (l − (a + 1)α) ∼ = Z χ (l).
Recall ρ defined earlier. We define the dot action of w ∈ W on H * by w · l = w(l + ρ) − ρ.
If α ∈ ∆ 0 is simple, then we have
Denote W I the subgroup of W generated by the reflections of s α with α ∈ I. Let L χ (l) be the unique simple quotient of Z χ (l).
Corollary 5.18. Let w ∈ W I , then
