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Previous research indicated that the surface-averaged forced convective heat transfer coefﬁcient (CHTC)
at a windward building facade can vary substantially as a function of building width and height. How-
ever, existing CHTC expressions generally do not consider the building dimensions as parameters and are
therefore strictly only applicable for the building geometry for which they were derived. Most CHTC
expressions also categorize facades only as either windward or leeward. This indicates the need for new
and more generally applicable CHTC expressions. This paper presents new generalized expressions for
surface-averaged forced CHTC at building facades and roofs that contain the reference wind speed, the
width and the height of the windward building facade as parameters. These expressions are derived from
CFD simulations of wind ﬂow and forced convective heat transfer for 81 different isolated buildings. The
3D Reynolds-averaged Navier-Stokes equations are solved with a combination of the high-Re number
realizable k-ε model and the low-Re number Wolfshtein model. First, a validation study is performed
with wind-tunnel measurements of surface temperature for a reduced-scale cubic model. Next, the
actual simulations are performed on a high-resolution grid with a minimum near-wall cell size of 400 mm
to resolve the entire boundary layer, including the viscous sublayer and the buffer layer, which dominate
the convective surface resistance. The new CHTC expressions are analytical formulae (trivariate poly-
nomials) that can easily be implemented in Building Energy Simulation (BES) and Building Envelope
Heat-Air-Moisture (BE-HAM) transfer programs. The accuracy of the expressions is conﬁrmed by in-
sample and out-of-sample evaluations.
© 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Wind ﬂow around buildings is very complex, as it is character-
ized by ﬂow impingement, separation, recirculation, reattachment
and von Karman vortex shedding in the wake (Fig. 1). This
complexity also governs the exterior forced convective heat
transfer coefﬁcient (CHTC) at the building surfaces. Knowledge of
the CHTC is essential for research and practice in building energy
and building component durability [3,4]. It is known that using
inappropriate CHTC expressions can lead to considerable errors in
Building Energy Simulation (BES) [4] and Building Envelope Heat-
Air-Moisture (BE-HAM) transfer simulations [5e9]. Values for theepartment of Civil Engineer-
. Montazeri).
r Ltd. This is an open access articleCHTC can be obtained either directly, by so-called primary sources
such as measurements and numerical simulations, or indirectly, by
secondary sources, in which case these sources have been derived
from primary sources.
Direct assessment of the CHTC at building facades and roofs can
be performed using either of threemethods: on-sitemeasurements
(e.g. Refs. [10e14]), wind-tunnel experiments (e.g. Refs. [15e20]) or
numerical simulation with Computational Fluid Dynamics (CFD)
(e.g. Refs. [21e28]). Each approach has particular advantages and
disadvantages. Themain advantage of on-sitemeasurements is that
they allow capturing the full complexity of the problem under
study. However, on-site measurements of CHTC that are often
based on the one-dimensional energy balance for the building
envelope surface [29] are generally only performed in a limited
number of points in space and time [30]. Most on-site measure-
ments of CHTC were performed using one or a few heated plates
installed at the facades of a building [10e14]. Another well-knownunder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Fig. 1. Schematic illustration of the complexity of wind ﬂow around an isolated rect-
angular low-rise building ([1] as modiﬁed by Ref. [2]).
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limited control over the boundary conditions such as the meteo-
rological parameters (wind speed, wind direction, temperature,
relative humidity, insolation, cloudiness). Wind-tunnel measure-
ments allow a strong degree of control over the boundary condi-
tions. Most available high-resolution wind-tunnel data of CHTC
were obtained from measurements either on ﬂat plates parallel or
inclined to the approaching ﬂow [15,16] or on bluff bodies, mostly
cubes, at relatively low Reynolds numbers (103-104) and thin tur-
bulent boundary layers [17e20]. Wind-tunnel experiments for ﬂat
plates could be considered as full-scale experiments performed on
plates in their full dimensions. However, the ﬂow structure around
buildings is more complex than the one over ﬂat plates, which casts
doubt on the validity of expressions from ﬂat-plate experiments for
building applications. Wind-tunnel experiments for small wall-
mounted obstacles could be used to obtain information for build-
ing applications, but then these wind-tunnel experiments are
clearly reduced-scale experiments, where the building model can
be at scale 1/20, 1/50 or smaller [18e20]. Due to the much lower
Reynolds numbers than in reality (Re ¼ 105-107) they can suffer
from the inability to adhere to similarity requirements, which can
also limit the applicability of the resulting data for building appli-
cations. Numerical simulationwith CFD allows either to alleviate or
to remove a number of the aforementioned limitations. CFD can
provide whole-ﬂow ﬁeld data, i.e. data on the relevant parameters
in all points of the computational domain. Unlike reduced-scale
wind-tunnel testing, CFD does not suffer from potentially incom-
patible similarity requirements because simulations can be con-
ducted at full scale. CFD simulations also easily allow parametric
studies. However, the accuracy and reliability of CFD simulations
should be ensured by veriﬁcation, validation and adherence to best
practice guidelines [31e36]. Because of these advantages, the use of
CFD has rapidly increased in the ﬁeld of computational wind en-
gineering (CWE) throughout the past 50 years, as highlighted by
several recent and not so recent review papers [2,37e47].
CWE also encompasses studies of convective heat transfer on
building surfaces. CWE applied to buildings is considered difﬁcult
and challenging because of the speciﬁc difﬁculties associated with
the ﬂow ﬁeld around bluff bodies with sharp edges, many of which
are not encountered in CFD computations for simple ﬂows such as
channel ﬂow and simple shear ﬂow (see e.g. Refs. [37,40,48,49]).
Murakami [40] meticulously outlined the main difﬁculties in CWE:
(1) the high Reynolds numbers in wind engineering applications,
necessitating high grid resolutions, especially in near-wall regions
as well as accurate wall functions; (2) the complex nature of the 3D
ﬂow ﬁeld with impingement, separation and vortex shedding; (3)
the numerical difﬁculties associated with ﬂow at sharp corners andconsequences for discretization schemes; and (4) the inﬂow (and
outﬂow) boundary conditions. Concerning the accurate and reliable
CFD simulation of CHTC, the ﬁrst difﬁculty is strongly ampliﬁed,
because of the necessity to resolve the entire thermal boundary
layer at all building surfaces, including the very thin viscous sub-
layer and the buffer layer, which dominate the convective surface
resistance. This requires a y* value smaller than 5 and preferably
equal to 1 [50,51] which implies a very high near-wall grid reso-
lution, yielding wall-adjacent cell sizes that can go down to 300 mm
[22,23]. Note that the dimensionless wall distance y* is deﬁned as
uyp=v, where yP is the distance from the center point P of the wall-
adjacent cell to the wall, v is the kinematic viscosity, and u* is the
friction velocity based on the turbulent kinetic energy kP in the
wall-adjacent cell center point P and on the constant Cm
(u ¼ C0:5m k0:25p ). Given the typical length scale of buildings
(1e100 m) let alone that of cities (1e10 km), it is clear that accu-
rately resolving all thermal boundary layers at building surfaces in
an urban area is very challenging, both in terms of ensuring grid
quality and grid economy. It should be noted that some authors
have resorted to the development of adjusted temperature wall
functions [52e54], which is a promising approach, but this
approach needs to be investigated further before it can be applied
with conﬁdence for various types of buildings.
Because of the complexities and expenses involved in obtaining
accurate CHTC information using the direct approach by mea-
surement or simulations, the indirect approach is often pursued.
This refers to the use of analytical expressions (often called “cor-
relations”) that have been establishedmostly based on previous on-
site measurements or wind-tunnel measurements or on CFD sim-
ulations. Many of these expressions are implemented in Building
Energy Simulation (BES) programs [3,4,55] and BE-HAM (Buildings
Envelope Heat, Air an Moisture transfer) computational codes
[5,7,56e58]. Comprehensive reviews on these expressions were
presented by Palyvos [3] and Mirsadeghi et al. [4]. Although a wide
range of such expressions exists, there are a fewmain shortcomings
that most have in common, and which are described below. This
discussion will be limited to forced convective heat transfer.
A ﬁrst main shortcoming is that existing (forced) CHTC ex-
pressions focus onwind speed as the main (or only) parameter and
do not consider the building dimensions or surface width and
length as parameters. To the best of our knowledge, the only
exception is the BLAST detailed convection expression in which the
surface perimeter and surface area are included, mainly from the
perspective of boundary layer development over a ﬂat plate [59,60].
This inherently implies that every expression (except BLAST) is
strictly only applicable for the building geometry (and other con-
ditions) for which it was established. This implicationwould not be
very important if the inﬂuence of building geometry on the forced
CHTC statement would be limited. However, recent CFD research
for a wide range of building geometries [28] has shown that this
inﬂuence can be very large and to some extent counter-intuitive, as
shown in Fig. 2. For example, for a 10 m wide windward facade,
increasing the height from 10 m to 80 m increases the forced
surface-averaged CHTC on the windward facade by about 20%
(Fig. 2a). However, for H¼ 10m, increasing the building width from
10 to 80 m has the opposite impact on the forced surface-averaged
CHTC, which decreases by more than 33% (Fig. 2b). The ﬁrst trend
can be explained by the increase of wind speed with height in the
atmospheric boundary layer. The second is attributed to the so-
called wind-blocking effect. This effect was ﬁrst deﬁned in 2006
[61] and refers to the upstream wind deceleration due to the
blockage by the building. The higher and wider the building, the
stronger the wind-blocking effect, and the larger the upstream
wind deceleration [28,62e64]. To the best knowledge of the
Fig. 2. Proﬁle of surface-averaged CHTC=ðU0:8410 Þ on the windward facade of buildings with (a) W ¼ 10 m and different values of H, (b) H ¼ 10 m and different values of W, and (c)
H ¼ W [28].
H. Montazeri, B. Blocken / Building and Environment 119 (2017) 153e168 155authors, these geometry effects have not yet been implemented in
any CHTC expression. The trend in Fig. 2c, for buildings with a
square windward surface, is a result of both facts combined (in-
crease of wind speed with height and wind-blocking effect).
A second main shortcoming is that most existing CHTC ex-
pressions only consider building facades and not building roofs. In
addition, facades are generally only classiﬁed as either windward or
leeward, while ﬂow structures on the side facades and the back
(leeward) facade are clearly very different, as shown in Fig. 1. The
two main shortcomings indicate the need for new and more
generally applicable CHTC expressions, for building facades and
roofs, in which the building dimensions are present as parameters.
This paper presents new generalized expressions for surface-
averaged forced CHTC at building facades and roofs that contain
the referencewind speed, thewidth and the height of thewindward
building facade as parameters. The new expressions are analytical
formulae that can be easily implemented in Building Energy
Simulation (BES) and Building Envelope Heat-Air-Moisture (BE-
HAM) transfer programs. First, a validation study is conducted based
on wind-tunnel measurements of wind ﬂow and surface tempera-
ture for a reduced-scale cubic model. Next, the actual simulations
are performed for 81 different isolated buildings. The 3D steady
Reynolds-averaged Navier-Stokes (RANS) equations are solved with
a combination of the high-Re number realizable k-ε model and the
low-Re number Wolfshtein model. The simulations are performed
on a high-resolution grid resulting from grid-sensitivity analysis
and with a minimum near-wall cell size of 400 mm to resolve the
entire boundary layer, including the viscous sublayer and the buffer
layer, which dominate the convective surface resistance. Finally, the
multivariate polynomial interpolation technique is used to derive
the new expressions from the CFD results.
This paper contains six sections. In Section 2, the CFD validation
study is outlined. Section 3 describes the CFD simulations for the
full-scale buildings. Section 4 presents the CFD results and the
resulting new CHTC expressions. In Section 5, a discussion on the
limitations of the study is given. The main conclusions are pre-
sented in Section 6.
2. CFD validation study
The CFD validation was reported in an earlier publication [28].
However, because of its importance for the present paper, a sum-
mary is provided below.
2.1. Wind-tunnel experiments
Meinders et al. [19,65] analyzed convective heat transfer at the
surfaces of a cube in turbulent channel ﬂow. The channel had a
height of 0.05 m and a width of 0.6 m. The approach ﬂow had aconstant air temperature of 21 C. The cube had a height (Hc) of
0.015 m resulting in a blockage ratio in the channel of 0.75%. The
cube had a copper core (12 12 12mm3) aroundwhich an epoxy
layer of 0.0015 mwas applied on all surfaces. This core was heated
at a constant temperature of 75 C by a resistance wire inside the
core. Due to the high thermal conductivity of the copper, a uni-
formly distributed temperature at the interior of the epoxy layer
was obtained. Experiments were performed under perpendicular
approach ﬂow and for several Reynolds numbers (based on Hc)
ranging from 2000 to 5000. In the present study, only Re ¼ 4440 is
considered. The approach-ﬂow turbulent boundary layer mean
velocity and turbulent kinetic energy were obtained by laser-
Doppler anemometry. The external surface temperature distribu-
tion of the epoxy cube surface was measured with infrared ther-
mography. Meinders et al. [19,65] used the Finite Volume Method
to solve the equation for the three-dimensional heat conduction
problem for the epoxy layer to obtain the local convective heat
transfer coefﬁcient.
2.2. CFD simulation and validation
The computational geometry includes the cube with its epoxy
layer (Fig. 3). The upstream and downstream domain lengths are
4Hc ¼ 0.06 m and 10Hc ¼ 0.15 m, respectively. Note that the up-
stream length is smaller than proposed by best practice guidelines
[33,34], to limit unintended streamwise gradients in the inlet
proﬁles [66,67]. The domain height is chosen equal to that of the
channel in the experiments (¼ 3.3Hc). The computational grid is
generated with the surface-grid extrusion technique [68]. 40 cells
with a uniform grid spacing (i.e. stretching ratio ¼ 1) are applied
along the cube edges (with 4 cells across the epoxy layer thickness)
(Fig. 4). The cubical cells extend up to a distance of Hc/3 from the
cube surfaces. Beyond this distance, a stretching factor of 1.05 is
applied, to limit the total number of cells, resulting in a total of
2,180,960 hexahedral cells. The grid resolution results from a grid-
sensitivity analysis (not outlined in this paper). The distance from
the center point of the wall-adjacent cell to the wall is
yP¼ 1.88 104 m, corresponding to an average y* value of 3.8 over
the cube surfaces. The maximum y* value of 6.9 only occurs at the
top corners of the windward surface. Planes with labels “1” and “3”
in Fig. 3a are the inlet and outlet planes, while planes with labels
“2” and “4” are the side planes. The inlet velocity proﬁle needed for
the CFD simulations is not given in Ref. [19] but was obtained by
Montazeri et al. [28] and shown in Fig. 5 for meanwind speed U and
turbulent kinetic energy k. The turbulence dissipation rate 3¼ u*3/
(k(z þ z0)) with u* the friction velocity (¼ 0.25 m/s), k the von
Karman constant (¼ 0.42) and z0 the aerodynamic roughness
length based on a ﬁt with the measured mean wind speed proﬁle
(¼ 7.6  106 m).
Fig. 3. Perspective view of computational domain and cube including epoxy layer, with numbers referring to boundary condition types.
Fig. 4. High-resolution computational grid at cube surfaces and part of the ground surface (total number of cells: 2,180,960).
Fig. 5. (a) Schematic and (b) measured (dots) and modeled (solid line) vertical proﬁle of normalized mean wind speed. (c) Measured (dots) and modeled (solid line) vertical proﬁle
of turbulent kinetic energy.
H. Montazeri, B. Blocken / Building and Environment 119 (2017) 153e168156Zero static pressure is applied at the outlet plane. Symmetry
conditions, i.e. zero normal velocity and zero normal gradients of all
variables, are applied at the lateral sides of the domain. The ground
and top of the domain are deﬁned as no-slip smooth walls. The
thermal boundary conditions are a uniform inlet air temperature of
294 K (21 C) and a ﬁxed surface temperature of 348 K (75 C) for
the inner surface of the epoxy layer (planes with label “6” in
Fig. 3b). To couple the two zones on the solid/ﬂuid interface (planes
with label “5” in Fig. 3b), heat transfer is calculated directly from
the solution of temperature in the adjacent cells of the ﬂuid (air)
and solid (epoxy layer). For the bottom of the epoxy layer (planes
with label “7” in Fig. 3b), the average value of the surface temper-
ature of the windward surface close to the ground plane (Hc/65)
and the copper core is used. The bottom and top surfaces of the
computational domain are adiabatic walls.
The 3D steady RANS equations are solved with the commercial
CFD code Ansys/Fluent 12.1 [69]. The high-Re number realizable k-ε
model (Rk-ε) [70] is used in combination with the low-Re number
Wolfshtein model [71] for closure. The relative importance ofbuoyancy effects is assumed negligible as the ratio of the Grashof
number to theReynolds number squared (Gr/Re2) is smaller than0.3
[65]. Therefore, only forced convection is considered. Note that
because of the relatively high temperature difference between the
cube surfaces and the surroundings, radiative heat transfer has also
occurred in the measurements. In order to investigate the contri-
bution of the radiative heat ﬂux compared to the convective heat
ﬂux, the following analysis is performed. The radiation in the mea-
surement can be simpliﬁed by the Stefan Boltzmann law, i.e.
Q}rad ¼ εs

T4surf  T4amb

, where ε is the surface emissivity of the
cube (¼ 0.95), s the Stefan Boltzmann constant (¼ 5.67  108 W/
m2K4), Tsur the surface temperature and Tamb the ambient temper-
ature (¼ 21 C). The conductive heat ﬂux can be approximated with
the one-dimensional Fourier law, i.e. Q}cond ¼ l

Tco  Tsurf
.
L;
where l is the thermal conductivity of the epoxy (¼ 0.24W/mK), Tco
the copper temperature (¼ 75 C) and L the epoxy layer thickness. A
heat balance at the surface yields the local convective heat ﬂux,
Fig. 6. Comparison of radiative heat ﬂux and convective heat ﬂux along trajectory 0-1-2-3 on the cube surfaces.
H. Montazeri, B. Blocken / Building and Environment 119 (2017) 153e168 157Q}conv ¼ Q}cond  Q}rad. Using the measured surface temperatures,
the local convection and radiation heat transfer can be estimated
along lines forwhich the experimental data are available. The results
are shown in Fig. 6. It can be observed that the convective heatﬂuxes
were much larger than radiative heat ﬂuxes. This was also pointedFig. 7. Comparison of simulated and measured surface tempout by Meinders et al. [19,65]. Therefore, in the present study, ra-
diation is not taken into account.
The SIMPLE algorithm is used for pressure-velocity coupling,
pressure interpolation is second order and second-order dis-
cretization schemes are used for both the convection terms and theerature along trajectory 0-1-2-3 on the cube surfaces.
Fig. 8. Comparison of simulated and measured convective heat transfer coefﬁcient
(CHTC) averaged along lines on the cube surfaces.
H. Montazeri, B. Blocken / Building and Environment 119 (2017) 153e168158viscous terms of the governing equations. Convergence is declared
when all the scaled residuals level off and reach the values 107 for
x, y, z momentum and energy, 105 for continuity and 106 for k
and ε.
Fig. 7a and b compare the experimental and CFD results of
surface temperature along lines in a vertical and horizontal mid-
plane, and Fig. 8 compares experimental and numerical CHTC
averaged along the lines for which data were available. For the
windward surface, the general agreement is good with average
deviations of about 1.7 and 2.4% along the vertical and horizontal
lines, respectively, in spite of some overestimation close to the
ground (Fig. 7a). This could be due to (1) additional heat loss of the
epoxy layer through the base wall in the experiment which is notTable 1
Geometry of the 87 building geometries and values of reference wind speed.
Objective Building geometry No. of geometries No. of simulat
GROUP 1: Obtain
CHTC-Re correlations
8 32
3 12
3 12
GROUP 2: Obtain
CHTC-building
dimension correlations
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
9 9
GROUP 3: Out-of-sample
ﬁt evaluation
1 5
1 5
1 5
1 5
1 5
1 5taken into account in the simulations and/or (2) incorrect pre-
diction of the size and shape of the standing vortex due to the
upstream longitudinal gradients in the approach-ﬂow proﬁles
[66,67]. Less good agreement is present at the top and side sur-
faces of the cube with average deviations in excess of 6.5 and 6.6%.
These deviations are attributed to the well-documented inaccurate
ﬂow ﬁeld prediction by steady RANS downstream of the wind-
ward facade [45,72e74]. Nevertheless, for the leeward surface,
CFD shows a good performance along the horizontal line, espe-
cially in the middle of the line. Close to the side edges, however,
overestimations occur. A large overestimation occurs close to the
upper edge of the leeward surface (along the vertical line), which
is probably due to intermittent reattachment of the ﬂow near the
downwind roof edge and the related ﬂow behavior near this upper
edge. Driven by the good agreements between CFD and wind-
tunnel experiments for the windward and the leeward surface,
and to a lesser extent for the top and side surfaces, the compu-
tational parameters and settings of the validation study are also
used for the study for the full-scale buildings in the next sections.
Note that the new CHTC expressions will be derived based on the
surface-averaged CHTC values, though the validation study is
performed by comparing the experimental and CFD results of
surface temperature and CHTC along lines for which the experi-
mental data are available.3. CFD simulations for 87 full-scale buildings
3.1. List of cases
CFD simulations are performed for 87 different isolated building
geometries (81 geometries to establish the CHTC expressions, and 6
geometries to evaluate the out-of-sample accuracy of the expres-
sions). The simulations can be classiﬁed into three groups based on
their objective (Table 1):ions Height
(m)
Width
(m)
Depth
(m)
U10
(m/s)
10 10, 20, 30, 40, 50, 60, 70, 80 20 1, 2, 3, 4
10, 20, 30 10 20 1, 2, 3, 4
10, 20, 30 W ¼ H 20 1, 2, 3, 4
5 5, 10, 20, 30, 40, 50, 60, 70, 80 20 1
10 5, 10, 20, 30, 40, 50, 60, 70, 80 20 1
20 5, 10, 20, 30, 40, 50, 60, 70, 80 20 1
30 5, 10, 20, 30, 40, 50, 60, 70, 80 20 1
40 5, 10, 20, 30, 40, 50, 60, 70, 80 20 1
50 5, 10, 20, 30, 40, 50, 60, 70, 80 20 1
60 5, 10, 20, 30, 40, 50, 60, 70, 80 20 1
70 5, 10, 20, 30, 40, 50, 60, 70, 80 20 1
80 5, 10, 20, 30, 40, 50, 60, 70, 80 20 1
15 65 20 0.5, 1, 1.5, 2.5, 3.5
25 35 20 0.5, 1, 1.5, 2.5, 3.5
25 25 20 0.5, 1, 1.5, 2.5, 3.5
25 45 20 0.5, 1, 1.5, 2.5, 3.5
25 65 20 0.5, 1, 1.5, 2.5, 3.5
35 65 20 0.5, 1, 1.5, 2.5, 3.5
Fig. 9. High-resolution grid at building surfaces and part of the ground surface for building H ¼ 40 m and W ¼ 20 m (total number of cells: 1,911,316).
H. Montazeri, B. Blocken / Building and Environment 119 (2017) 153e168 159 Group 1: Simulations to establish the expressions of forced
surface-averaged CHTC as a function of reference wind speed
U10 (or Re). Simulations aremade for 12 building geometries and
4 reference wind speeds U10 ¼ 1, 2, 3 and 4 m/s.
 Group 2: Simulations to establish the expressions of forced
surface-averaged CHTC as a function of width and height of
windward facade. Simulations are made for 81 building geom-
etries, all with U10 ¼ 1 m/s.Fig. 10. Forced surface-averaged CHTC on the windward facade as a function of U10 for bui Group 3: Simulations to evaluate the out-of-sample accuracy of
the expressions. Simulations are made for 6 building geome-
tries, and for U10 ¼ 0.5, 1, 1.5, 2.5 and 3.5 m/s.
3.2. Computational settings and parameters
The dimensions of the computational domains are chosen based
on the best practice guidelines by Franke et al. [33] and Tominagaldings with (a) H  W, (c) H  W and (e) H ¼ W. (b,d,f) Same for ratio CHTCavg/U0:8410 .
H. Montazeri, B. Blocken / Building and Environment 119 (2017) 153e168160et al. [34]. The upstream and downstream domain length are 5H
and 15H, respectively. A high-resolution hybrid grid with 1,911,316
prismatic and hexahedral cells is generated using the surface-grid
extrusion technique [68] (Fig. 9). In this case, yp, the distance
from the center point of the wall-adjacent cell to the wall, is about
400 mm. The maximum y* value is below 5 for all building
geometries.
At the inlet of the domain, neutral atmospheric boundary layer
inﬂow proﬁles of mean wind speed U (m/s), turbulent kinetic en-
ergy k (m2/s2) and turbulence dissipation rate ε (m2/s3) are
imposed:
U zð Þ ¼ u
*
ABL
k
ln

zþ z0
z0

(1)
k zð Þ ¼ 1:5ðIU zð ÞU zð Þ Þ2 (2)
εðzÞ ¼ u
*
kðzþ z0Þ
(3)Fig. 11. Forced surface-averaged CHTC on the leeward facade as a function of U10 for buildThe wind direction is perpendicular to one of the building fa-
cades. The buildings are situated on a large grass-covered terrain
with an aerodynamic roughness length z0 ¼ 0.03 m [75]. The
reference wind speed at 10 m height, U10, ranges from 1 to 4 m/s,
yielding building Re ranging from0.7 106 to 8.5 106 based on the
building height H. Note that using the relatively low reference wind
speed is to avoid a prohibitively high total number of computational
cells and the need for excessive computational resources, because
the thickness of the boundary layer at the building surfaces de-
creases with increasing Re. For all simulations, the longitudinal
turbulence intensity Iu, that is imposed at the inlet ranges from 20%
at ground level with exponential decay to 5% at gradient height. The
turbulent kinetic energy k is calculated from U and Iu using Eq. (2)
and assuming that the standard deviations of the turbulent ﬂuctu-
ations in the three directions are similar (su ¼ sv ¼ swÞ. The
building and ground surfaces are considered smooth no-slip walls.
Zero static pressure is applied at the outlet plane. Symmetry con-
ditions (zero normal velocity and zero gradients) are applied at the
top and lateral sides of the domain. The thermal boundary condi-
tions are a uniform inlet air temperature of 10 C and a ﬁxed surfaceings with (a) H  W, (c) H  W and (e) H ¼ W. (b,d,f) Same for ratio CHTCavg/U0:8910 .
H. Montazeri, B. Blocken / Building and Environment 119 (2017) 153e168 161temperature of 30 C for the building surfaces. The adiabatic
boundary condition is used for the ground surface.
The solver settings are identical to those in the validation study
reported in Sec. 2.2. The 3D steady RANS equations with the real-
izable k-ε turbulence model are solved in combination with the
low-Re number Wolfshtein model [71]. The results of the simula-
tions will be reported in the next section along with the estab-
lishment of the new expressions.4. New expressions
4.1. Relationship between CHTC and reference wind speed
The simulations from Group 1 (see above and Table 1) are used
to establish the relationship between the forced surface-averaged
CHTC and the reference wind speed U10. Fig. 10 summarizes the
results of the CFD simulations for the windward facade. Fig. 10a
shows the increase of CHTC with increasing U10 for buildings with
H ¼ 10 m and W ranging from 10 m to 80 m. Based on ﬁtting withFig. 12. Forced surface-averaged CHTC on the side facade as a function of U10 for buildpower-law functions, the ﬁt with power-law exponent 0.84 yields
the best performance for all building geometries (R2 ¼ 0.9829 to
0.9994). This is also demonstrated in Fig. 10b, where the parameter
CHTCavg/U0:8410 is plotted versus U10. With exponent 0.84, it appears
that the ratio CHTCavg/U0:8410 is independent of U10. Similar results
are provided in Fig. 10ced for buildings with W ¼ 10 m and H
ranging from 10 to 30 m, and in Fig. 10eef for buildings withW¼ H
ranging from 10 to 30 m. The power-law relationship with U10 is
known from previous studies for particular building geometries
(e.g. Refs. [21e23,28]). The fact however that the same power-law
seems to hold irrespective of building width and height, has to
the best of our knowledge not be revealed before.
Figs. 11e13 provide similar CFD simulation results for the
leeward facade, the side facade and the roof, respectively. The same
observations apply as for the windward facade, although the ex-
ponents are slightly different: 0.89 for the leeward facade, 0.88 for
the side facade and 0.90 for the roof. However, each of these ex-
ponents seems to hold for a wide range of geometries studied,
which greatly simpliﬁes the establishment of a generally validings with (a) H  W, (c) H  W and (e) H ¼ W. (b,d,f) Same for ratio CHTC/U0:8810 .
Fig. 13. Forced surface-averaged CHTC on the roof as a function of U10 for buildings with (a) H  W, (c) H  W and (e) H ¼ W. (b,d,f) Same for ratio CHTCavg/U0:9010 .
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relationship between CHTC and building width and height should
only be performed for a single value of U10. Therefore, this approach
is adopted in the next subsection. Afterwards, out-of-sample
evaluations will be performed to validate this approach.
4.2. Relationship between CHTC and building width and height
The simulations from Group 2 (see above and Table 1) are used
to establish the relationship between the forced surface-averaged
CHTC and building width W and height H. As indicated in Table 1,
simulations are only performed for U10 ¼ 1 m/s.
Fig. 14a displays the surface-averaged ratio CHTC/U100.84 as a
function of W and H for the windward facade. This plane can be
described with good approximation (R2 ¼ 0.9977) by the poly-
nomial in Table 2. Using the coefﬁcients with 2 decimal digits
instead of 8 provides a deviation of about 0.19%. Using the co-
efﬁcients with 3 decimal digits instead of 8 provides a deviation of
only 0.018%, therefore only 3 decimal digits are retained in the
table. Although the expression is quite lengthy, its analytical formallows very easy implementation and use in numerical BES and BE-
HAM programs. Fig. 14b illustrates the proximity of the in-sample
CFD simulations (black dots) to the 1:1 line, indicating the very
close agreement in line with the high value of R2.
Fig. 15 and Table 3, Fig. 16 and Table 4, and Fig. 17 and Table 5,
provide similar results for the leeward facade, side facade and roof,
respectively. High coefﬁcients of determination R2 are found:
0.9851, 0.9870 and 0.9950. Note that the choice of fourth-order
polynomial equations including cross-terms (i.e. terms involving
the product of the independent variables) is based on a sensitivity
analysis inwhich polynomials of different orders are evaluated. Ten
polynomials are considered: second, third, fourth, ﬁfth and sixth-
order polynomials including and excluding cross-terms. The in-
sample accuracy of the polynomials is evaluated by comparing
the coefﬁcients of determination (R2). The results are provided in
Table 6. It can be seen that fourth, ﬁfth and sixth-order polynomials
including cross-terms yield the best performance for all facades (i.e.
R2 > 0.9850). As the number of coefﬁcients in a fourth-order
polynomial is less than that in a ﬁfth and sixth-order polynomial,
in this study fourth-order polynomials are implemented.
Fig. 14. (a) Forced surface-averaged ratio (CHTC/U100.84) on the windward facade as a function of H and W. (b) Fitted values versus values by CFD: data points used for ﬁt (black dots)
for the windward facade.
Table 2
Expression for forced surface-averaged CHTC on the windward facade as a function of reference wind speed U10 and building dimensions W and H.
CHTC ¼ U0:8410 : ða0 þ a1:W þ a2:W2 þ a3:W3 þ a4:W4 þ a5:H þ a6:H2 þ a7:H3 þ a8:H4 þ a9:W :H þ a10:W :H2 þ a11:W :H3 þ a12:W2:H þ a13:W2:H2 þ a14:W2:H3
þ a15:W3:H þ a16:W3:H2 þ a17:W3:H3Þ
a0 ¼ 7:559 a1 ¼ 2:277E  1 a2 ¼ 6:037E  3 a3 ¼ 7:801E  5
a4 ¼ 3:810E  7 a5 ¼ 4:485E  2 a6 ¼ 8:190E  4 a7 ¼ 1:080E  5
a8 ¼ 6:020E  8 a9 ¼ 1:047E  3 a10 ¼ 2:430E  5 a11 ¼ 1:793E  7
a12 ¼ 3:591E  6 a13 ¼ 1:385E  7 a14 ¼ 1:353E  9 a15 ¼ 9:369E  8
a16 ¼ 1:757E  9 a17 ¼ 9:134E  12
R2 ¼ 0:9977
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width and height
Combination of the expressions established in the two sub-
sections above yields the CHTC as a trivariate polynomial with U10,
W and H as variables. The accuracy of these expressions isFig. 15. (a) Forced surface-averaged ratio (CHTC/U100.89) on the leeward facade as a function of
the leeward facade.
Table 3
Expression for forced surface-averaged CHTC on the leeward facade as a function of refe
CHTC ¼ U0:8910 :ð a0 þ a1:W þ a2:W2 þ a3:W3 þ a4:W4 þ a5:H þ a6:H2 þ a7:H3 þ a8:H4 þ
þ a15:W3:H þ a16:W3:H2 þ a17:W3:H3Þ
a0 ¼ 3:691E  1 a1 ¼ 5:848E  2
a4 ¼ 4:174E  7 a5 ¼ 5:621E  2
a8 ¼ 3:011E  7 a9 ¼ 7:582E  3
a12 ¼ 1:488E  4 a13 ¼ 2:751E  6
a16 ¼ 1:569E  8 a17 ¼ 9:019E  11
R2 ¼ 0:9851evaluated by their application for out-of-sample combinations of
(U10, W, H) and comparison with the direct results of the extra CFD
simulations (category 3 in Table 1), see Fig. 18. For all combinations,
the resulting values of the forced surface-averaged CHTC are also
well described by the trivariate polynomials in Tables 2e5. The
maximum and average deviations are 6.1% and 3.5% for theH and W. (b) Fitted values versus values by CFD: data points used for ﬁt (black dots) for
rence wind speed U10 and building dimensions W and H.
a9:W :H þ a10:W :H2 þ a11:W :H3 þ a12:W2:H þ a13:W2:H2 þ a14:W2:H3
a2 ¼ 3:662E  3 a3 ¼ 6:995E  5
a6 ¼ 2:847E  3 a7 ¼ 5:155E  5
a10 ¼ 1:455E  4 a11 ¼ 8:924E  7
a14 ¼ 1:646E  8 a15 ¼ 8:907E  7
Fig. 16. (a) Forced surface-average ratio CHTC/U0:8810 on the side facade as a function of H and W. (b) Fitted values versus values by CFD: data points used for ﬁt (black dots) for the
side facade.
Table 4
Expression for forced surface-averaged CHTC on the side facade as a function of reference wind speed U10 and building dimensions W and H.
CHTC ¼ U0:8810 :ða0 þ a1:W þ a2:W2 þ a3:W3 þ a4:W4 þ a5:H þ a6:H2 þ a7:H3 þ a8:H4 þ a9:W :H þ a10:W :H2 þ a11:W :H3 þ a12:W2:H þ a13:W2:H2 þ a14:W2:H3
þ a15:W3:H þ a16:W3:H2 þ a17:W3:H3Þ
a0 ¼ 3:217 a1 ¼ 4:235E  3 a2 ¼ 1:118E  3 a3 ¼ 2:301E  5
a4 ¼ 1:382E  7 a5 ¼ 6:551E  3 a6 ¼ 1:843E  3 a7 ¼ 4:576E  5
a8 ¼ 3:014E  7 a9 ¼ 6:985E  3 a10 ¼ 1:402E  4 a11 ¼ 8:728E  7
a12 ¼ 1:043E  4 a13 ¼ 2:052E  6 a14 ¼ 1:268E  8 a15 ¼ 5:537E  7
a16 ¼ 1:070E  8 a17 ¼ 6:574E  11
R2 ¼ 0:9870
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(Fig. 18def), 12.9% and 3.9% for the side facade (Fig. 18gei), 9.4% and
3.2% for the roof (Fig. 18jel). The related coefﬁcients of determi-
nation are 0.9925, 0.9903, 0.9851 and 0.9955, respectively. Given
the complexity involved in this study, in spite of some limitations,
the in-sample and out-of-sample evaluations provide conﬁdence in
the new expressions for the accurate prediction of the CHTC for
different buildings.Fig. 17. (a) Surface-averaged ratio (CHTC/U100.90) on the roof as a function of H and W. (b)
Table 5
Expression for forced surface-averaged CHTC on the roof as a function of reference wind
CHTC ¼ U0:9010 :ða0 þ a1:W þ a2:W2 þ a3:W3 þ a4:W4 þ a5:H þ a6:H2 þ a7:H3 þ a8:H4 þ
þ a14:W2:H3 þ a15:W3:H þ a16:W3:H2 þ a17:W3:H3Þ
a0 ¼ 5:383 a1 ¼ 1:320E  1
a4 ¼ 6:369E  8 a5 ¼ 2:320E  1
a8 ¼ 2:004E  7 a9 ¼ 5:224E  3
a12 ¼ 1:643E  4 a13 ¼ 3:810E  6
a16 ¼ 2:541E  8 a17 ¼ 1:921E  10
R2 ¼ 0:99505. Discussion
This paper has presented a set of four trivariate polynomials
expressing the forced CHTC as a function of reference wind speed
U10 and building width W and height H. Such expressions help in
overcoming some the current main limitations associated with
existing CHTC expressions. A ﬁrst main shortcoming is that existing
(forced) CHTC expressions focus on wind speed as the main (orFitted values versus values by CFD: data points used for ﬁt (black dots) for the roof.
speed U10 and building dimensions W and H.
a9:W :H þ a10:W :H2 þ a11:W :H3 þ a12:W2:H þ a13:W2:H2
a2 ¼ 2:211E  3 a3 ¼ 6:099E  6
a6 ¼ 4:653E  3 a7 ¼ 4:830E  5
a10 ¼ 1:244E  4 a11 ¼ 9:642E  7
a14 ¼ 2:892E  8 a15 ¼ 1:115E  6
Table 6
Coefﬁcient of determination (R2) for in-sample accuracy evaluation of CHTC expressions using different polynomials.
Polynomials 2nd order 3rd order 4th order 5th order 6th order
Excluding
cross-terms
Including
cross-terms
Excluding
cross-terms
Including
cross-terms
Excluding
cross-terms
Including
cross-terms
Excluding
cross-terms
Including
cross-terms
Excluding
cross-terms
Including
cross-terms
No. of coefﬁcients 4 5 6 10 8 17 10 26 12 37
0.9689 0.9710 0.9899 0.9923 0.9951 0.9977 0.9964 0.9992 0.9967 0.9995
0.7940 0.8041 0.9054 0.9380 0.9407 0.9851 0.9471 0.9943 0.9488 0.9966
0.7382 0.8000 0.8203 0.9445 0.8403 0.9870 0.8427 0.9956 0.8429 0.9977
0.9789 0.9828 0.9871 0.9920 0.9877 0.9950 0.9878 0.9975 0.9880 0.9990
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surface width and length as parameters. A second main short-
coming is that most existing CHTC expressions only consider
building facades and not building roofs. In addition, facades are
generally only classiﬁed as either windward or leeward, while ﬂow
structures on the side facades and leeward facades can bemarkedly
different. In spite of the large number of CFD simulations made
underlying the new expressions, the study contains a number of
limitations that provide fertile ground for future research.
The simulations were performed with the 3D steady RANS
equations. The validation study has shown that such simulations
can accurately reproduce the CHTC at the windward and leeward
facade, but less accurately at the side facades and the roof. For all
simulations, building depth was ﬁxed and equal to D ¼ 20 m.
Especially for the side facades and the roof, and to a lesser extent
also for the leeward facade, building depth inﬂuences the CHTC and
should be considered as a parameter in future extensions of the
new expressions. Wind direction was perpendicular to the wind-
ward facade, and future research should integrate wind direction in
extensions of the new expressions. Furthermore, the validationwas
performed for a wall-mounted cube in turbulent ﬂow at a Reynolds
number of only 4440. While the selection of this validation case
was due to the lack of available high-resolutionwind-tunnel data of
CHTC at realistic Reynolds numbers for building applications (~105-
107), this low Reynolds number does entail limitations. Actually, it
is likely that the boundary layers over the model surfaces are
mostly laminar [76]. Therefore, further CFD validation studies are
required at sufﬁciently high Reynolds numbers to ensure the tur-
bulent boundary layer is obtained. Future validation studies should
also include a larger range of building geometries.
A particular item of concern is surface roughness. All simula-
tions were performed for perfectly smooth buildings surfaces,
which is an implicit assumption of low-Re number modeling when
the geometry of roughness features is not modeled explicitly.
Future work should allow for facade and roof surface roughness to
be taken into account in the new expressions.
In this study, the accuracy of the new expressions has been
conﬁrmed by in-sample and out-of-sample evaluations that fall
within the range of the data for which the CFD simulations have
been performed. However, this is not the case for the building di-
mensions beyond the original data. Therefore, extrapolated resultsshould be treated with caution. Note that the original CFD simu-
lations have been performed for 81 different geometries, with
building width (W) and height (H) varying from 5m to 80 m. Given
the typical length scale of buildings (1e100 m), the new expres-
sions therefore cover the majority of buildings.
In spite of these limitations, the new expressions substantially
transcend the state of the art, and can easily be implement in
Building Energy Simulation programs and BE-HAM (Building En-
velope Heat, Air and Moisture transfer) programs.
6. Summary and conclusions
Previous research indicated that the surface-averaged forced
convective heat transfer coefﬁcient (CHTC) at a windward building
facade can vary substantially as a function of building width and
height. However, existing CHTC expressions generally do not
consider the building dimensions as parameters and are therefore
strictly only applicable for the building geometry for which they
were derived. Most CHTC expressions also categorize facades only
as either windward or leeward. This indicates the need for new and
more generally applicable CHTC expressions. This paper presented
new generalized expressions for surface-averaged forced CHTC at
building facades and roofs that contain the reference wind speed,
the width and the height of the windward building facade as pa-
rameters. These expressions were derived from three groups of CFD
simulations of wind ﬂow and forced convective heat transfer
around 81 different isolated buildings. The 3D Reynolds-averaged
Navier-Stokes equations are solved with a combination of the
high-Re number realizable k-ε model and the low-Re number
Wolfshtein model. First, a validation study was performed with
wind-tunnel measurements of surface temperature for a reduced-
scale cubic model. Next, the actual simulations were performed
on a high-resolution grid with a minimum near-wall cell size of
400 mm to resolve the entire boundary layer, including the viscous
sublayer and the buffer layer, which dominate the convective sur-
face resistance. The following conclusions are made:
 The validation study showed that fair to very good agreement
can be obtained between the CFD simulations and the wind-
tunnel measurements. For the windward surface, the general
agreement was very good with average deviations of about 1.7
Fig. 18. Out-of-sample evaluation of the expressions for forced CHTC for six building models for U10 ¼ 0.5, 1.5, 2.5 and 3.5 m/s: (aec) windward facade, (def) leeward facade, (gei)
side facade, and (jel) roof.
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with average deviations of about 3.4 and 2.5%. Less good
agreement is present at the top and side surfaces of the cube
with average deviations in excess of 6.5 and 6.6%.
 The three groups of simulations around the isolated buildings
were performed according to the international best practice
guidelines.
 The ﬁrst group of simulations was performed to establish the
expressions of forced surface-averaged CHTC as a function of
reference wind speed U10 (or Re). The results show that for a
given building geometry the relationship between the surface-
averaged CHTC and U10 is a power law with an exponent a
that depends on the type of surface (windward, leeward, side
face, roof). This suggests that the establishment of the rela-
tionship between CHTC and building width and height should
only be performed for a single value of U10, which saved time
and computational cost in this study and can do the same in
future studies.
 The second group of simulations was performed to establish the
expressions of forced surface-averaged CHTC as a function of
width and height of windward facade. The results show that the
surface-averaged ratio CHTC/U10a for every building surface can
be presented with high accuracy by a bivariate polynomial with
windward building facade width and height as parameters.
 The third group of simulations was performed to evaluate the
out-of-sample accuracy of the expressions, indicating similarly
high coefﬁcients of determination as the in-sample evaluation.
 The new CHTC expressions are analytical formulae (trivariate
polynomials as a function of U10, windward facade width and
building height) that can easily be implemented in Building
Energy Simulation programs and Building Envelope Heat-Air-
Moisture (BE-HAM) transfer programs.
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