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Abstract
Simulation of charge transport in disordered organic materials requires a huge number of quan-
tum mechanical calculations and becomes particularly challenging when the polaron eﬀect is
explicitly included, i.e. the inﬂuence of the electrostatic environment of the molecules on the
energy disorder. The polaron model gives rise to tasks of varying resource footprints and to
dependencies between a large number of tasks. We solve the resulting tightly coupled multiscale
model using the quantum patch approach by accounting for the dependencies arising from the
self-consistency loops for constructing the workﬂow and applying a speciﬁc scheduling strategy
for diﬀerent task types. Our implementation of the method fully exploits the parallelism of the
multiscale model alleviating the eﬀects of load imbalance and dependencies so that it can be
eﬃciently used on high performance computing machines.
Keywords: multiscale modeling, organic electronics, density functional theory, computational nano-
science, computational materials science
1 Introduction
Organic materials have many novel and promising applications, for example for organic light
emitting diodes (OLEDs), organic ﬁeld-eﬀect transistors and organic photovoltaics. Currently,
development eﬀorts are focused mainly on improvement of performance and durability, as well
as on reduction of production costs. The conventional way to develop these materials is by
high-throughput screening of possible candidates including the synthesis, fabrication and char-
acterization of prototypes. An alternative or at least an eﬀective supplement to this approach
is oﬀered by modeling and computer simulation, which not only provide deeper understanding
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Figure 1: Multiscale model hierarchy for charge transport simulation in amorphous aluminium-
tris(8-hydroxychinolin). For the calculation of the site energies in the system, each molecule
has to be charged and the polarization of the environment has to be evaluated. For that, we use
a core region of about 5 nm in diameter. The outer region of 12 nm is used for convergence of
the electrostatic background. For good statistics, this procedure has to be repeated for O(1000)
hopping sites.
of the non-trivial relationships between material structure and properties on diﬀerent time and
length scales, but also accelerate development and reduce development costs.
In a computer simulation, properties of numerous organic materials can be virtually ex-
plored. Based on the result, material composition, morphology and manufacturing processes
can be systematically optimized. For instance, to compute charge transport properties, e.g.
charge mobilities, this can be achieved eﬃciently by multiscale modeling, i.e. by integrating
submodels on diﬀerent length scales to investigate charge transport in thin crystalline or amor-
phous organic semiconductors ﬁlms. In order to include the important disorder eﬀects, the
underlying quantum mechanical (QM) submodel, in particular the density functional theory
(DFT), has to be applied in many pre-selected locations of the material that are called charge
hopping sites each consisting of one single molecule. This gives rise to many thousands single
QM computations which, although in total computationally highly demanding, can be per-
formed in arbitrary order, i.e. would represent an embarrassingly parallel problem.
DFT is currently the most commonly employed QM method and implemented in a number
of eﬃciently parallelized electronic structure codes. However, the computational scaling of
a single DFT calculation applied to amorphous organic materials is naturally limited by the
molecule size. We have previously found that a single DFT calculation of the electronic ground
state of the 107-atom pFFA molecule can scale up to 1024 cores on a BlueGene/Q taking about
15 minutes employing the NWChem code [1].
The electrostatic eﬀect of the local environment within a polaron model has turned out to be
essential for the calculation of electronic properties such as the charge-carrier mobility [2, 3, 4].
This is because the energy levels of each molecule depend on the local electrostatic environment
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yielding a signiﬁcant contribution to the energy disorder. Because electrostatic interactions are
eﬀective also on long length scales (≥5 nm) compared to the scale of single molecules (1 nm),
including the polaron model for charge transport in organic materials leads to computational
issues, causing a tightly-coupled multiscale problem: i) Dependencies exist between a number
of QM computations for diﬀerent molecules within a core region shown in Figure 1, and ii)
these QM computations have to be iterated until the charges induced by each molecule in its
environment and the electronic state of the molecule become self-consistent, i.e. numerically
converge.
After every iteration cycle, data is exchanged for all molecules of the core region to update
the electrostatic environment of each site. On the one hand, the relatively short execution times
and the low parallelism of individual QM computations mean that scheduling all computing
steps as single jobs is not the optimal exploitation strategy for a high performance computing
(HPC) system. Moreover, some tasks have interdependencies and task run times can vary sig-
niﬁcantly meaning that such tasks cannot be scheduled asynchronously in arbitrary order, while
task scheduling satisfying all dependencies may lead to severe load imbalance. On the other
hand, deployment on high-throughput systems in distributed environments, such as computing
clouds and grids, is ineﬃcient because of the signiﬁcant number, frequency and volume of data
transfers. The idle times due to scheduling and data staging of O(106) single jobs cause that the
simulation is completed only after very long time, making the approach impractical. We note
that similar issues have been recently encountered in other domains of computational science,
for examples in astroparticle physics [5, 6] and an HPC strategy has been adopted therein as
well.
In this contribution, we present a scale-out computational strategy for a tightly coupled
multiscale model for simulation of charge transport in organic electronics, called the quantum
patch method [2]. The model consists of a core region with 500 molecules acting as charge
hopping sites and an embedding region, containing about 10,000 electrostatically interacting
molecules (see Figure 1). The polaron eﬀect that is explicitly included in the QM sub-model in
a self-consistent manner not only increases the total number of QM evaluations (of the order
of 105-106) but also introduces dependencies and diﬀerent types of QM computations. The
concept is outlined in Section 3. Furthermore, in Section 4 we provide an overview of our
implementation as part of the software package Shredder, that has been already successfully
used in a number of studies [2, 4, 7], and eventually assess the scalability of the implemented
model.
2 Related work
Previously, workﬂow frameworks have been employed for multiscale modeling of organic light
emitting diodes [8, 9, 10, 11]. These approaches make use of the fact that without electrostatic
polarization eﬀects the model turns into a loosely coupled multiscale model where characteristic
quantities on diﬀerent scales (e.g. individual energies and electronic couplings on the molecular
versus energy disorder and charge mobilities on the mesoscale) can be computed in two con-
secutive workﬂow steps. Therefore it was possible to distribute the simulation on computers at
many diﬀerent sites using for example the UNICORE middleware [8, 9, 10].
Many other eﬀorts exist in the domain of materials modeling which focus on integrating
diﬀerent codes/models in one platform or workﬂow, e.g. in Espresso++ [12], VOTCA [13],
AiiDA [14], Pymatgen [15] in combination with the FireWorks workﬂow engine [16], and the
Atomic Simulation Environment (ASE) [17]. All these frameworks solve various issues related
to task and workﬂow management, data transformations between workﬂow steps and data
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analysis. However, while they are suitable for implementing the quantum patch method, these
frameworks do not include the speciﬁc scheduling and parallelization strategy discussed in this
paper.
In other domains, tightly coupled multiscale models have been successfully tackled using
frameworks such as the MUSCLE computing environment [18, 19] combined with a domain
speciﬁc Multiscale Modeling Language (MML) [20]. In MML [20], the multiscale model ar-
chitecture is analyzed using directed acyclic task graphs, that facilitate validity checking and
task scheduling, and a formal multiscale model and its pertinent computational architecture are
speciﬁed in a modular fashion. In future work, the MML and existing tools to process MML
(e.g. for editing, code generation and mapping) can be evaluated and adopted for modeling
organic electronics.
3 Concept and framework architecture
3.1 Handling workload: Asynchronous QM farm
The master process reads in a list containing all tasks of the workﬂow. Each task includes
the preparation, execution and analysis of one single QM calculation for one single molecule in
a speciﬁed charged or excited state including embedding. A task list contains O(10) strictly
ordered blocks where each block consists of O(105) tasks.
There are two types of tasks: Type-1 tasks as depicted in Figure 2 include the calculation
of central molecules which are in charged and/or excited state. In these tasks quantum chem-
istry methods going beyond DFT might be necessary. For example, the time-dependent DFT
(TDDFT) or post-Hartree–Fock methods are necessary for excited electronic states. The Type-1
tasks require further parallelization, e.g. via Message Passing Interface (MPI) or OpenMP, on
several processor cores each, because of their high computational (duration up to one day on
one core) and memory demands (more than the memory pertinent to a processor core). Typ-
ically between seven and ten subsequent iteration steps N are required until convergence and
therefore Type-1 tasks are critical for the duration of the overall simulation because at least N
(one per iteration step) of such tasks have to be performed consecutively.
For each Type-1 task, O(102) shorter Type-2 tasks have to be performed for the evaluation of
the polarization eﬀects in the environment of the central charged and/or excited molecule. These
Type-2 tasks can be typically executed without further parallelization (i.e. on one processor core
each) in 5 up to 20 minutes, depending on the size of the molecule.
Choosing an optimal degree of parallelization and appropriate scheduling strategies for the
Type-1 tasks, it is possible to achieve overall parallel eﬃciency of approximately 100%. To this
end, the total number of cores has to be a multiple of the degree of parallelization of the Type-1
tasks. If now all Type-1 tasks are scheduled at the beginning of each block, the load imbalance
due to the Type-1 calculations is alleviated to a great extent by scheduling the much shorter
Type-2 tasks at the end. We note that Type-2 tasks do not have to wait for Type-1 tasks of
the same iteration to ﬁnish so that they are executed as soon as computing resources are freed
(see Figure 2).
Typical amorphous organic materials require the calculation of the excited/charged states
of about 200 molecules. A converged polarization shell contains ∼100 molecules leading to at
least 20,000 tasks per iteration block. For molecules in excited electronic state, the properties
are computed per excited state leading to several tasks for each relevant excited state.
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Figure 2: Execution and data ﬂow diagram for a group of tasks for one central (charged or
excited) molecule (*) embedded into a cluster of three neutral molecules which become polarized.
Type-1 and Type-2 tasks, which can be executed in parallel, are arranged vertically. Type-1
tasks within each block (in this example only one per block) are scheduled at the beginning of
the block and then the Type-2 tasks are distributed on the remaining free computing elements.
The dashed boxes delimit the blocks of tasks that must be executed consecutively. Arrows
indicate data ﬂow between diﬀerent tasks.
3.2 Data management
The data generated in O(105) QM calculations have to be managed with great care in order
to reduce the load of the cluster ﬁle system. The main fraction of data is written by the QM
code itself. A single-point calculation in Turbomole generates a ﬁle containing the molecular
orbitals with a size of typically 10-100 MB. This ﬁle is overwritten 5-20 times during a QM
calculation and is needed in some cases after the QM calculation. Additionally, several other
smaller ﬁles in the kilobyte range containing input/output (I/O) data are generated. Only
a very small amount of data is extracted from these ﬁles and stored in an output directory.
Mostly, this includes energies and partial charges in the very low kilobyte range. Therefore,
we use temporary local directories for the QM tasks and store only the extracted data on the
cluster ﬁle system. This procedure reduces the I/O data volume to the cluster ﬁle system by
90%, if the ﬁnal molecular orbitals are needed for further analysis, or by even more than 99%
otherwise. The directory structure on the cluster ﬁle system is designed to use subdirectories
for each calculation in order to avoid contention of metadata on the cluster ﬁle system.
Using the converged molecular orbitals from the previous iteration step as initial guess
input allows speeding up the QM calculations remaining in the loop by factors of 2 up to 10.
This of course requires to copy the converged molecular orbitals to the cluster ﬁle system to
make them accessible in the next iteration step. A perfect solution to this problem would
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be the integration of the QM engine via a direct interface to Shredder. This would allow
to keep the QM data stored in memory or in a database rendering frequent or large ﬁle I/O
operations unnecessary. The realization of this solution is discussed in Section 4.2 in more
detail. More explicitly, a database containing all results such as energies, partial charges and
orbital information in a structured way would be ﬁlled during the calculations. This would
include master-slave communication in order to set up the point-charges environment for the
QM calculations and slave-master communication after each QM calculation in order to ﬁll the
database for the next iteration step.
The second operation which requires a lot of I/O is the import of the molecular morphology.
A typical morphology contains the positions and orientations in space of all molecules. We
employ a compressed archive in which we store each of these molecules separately. This allows
the tasks to extract only the necessary molecules (O(103)) from the archive without reading
the entire morphology thus reducing the I/O volume. The total number of I/O operations is
unchanged, however, their frequency is limited by the task scheduling events. In fact in none of
the use cases we have observed an essential bottleneck owing to the frequency of morphology
reads. We note that in the limit of very large simulations, i.e. O(>105) concurrent tasks, a low-
latency solution has to be considered such as replacing the morphology reads with messages via
the Message Passing Interface (MPI).
4 Implementation in Python
We implemented the asynchronous QM farm in Python as part of the simulation package
Shredder using the mpi4py module [21]. The communication between the master and the
workers is restricted to job instructions from the master to the worker in form of a string
containing the Python module, the name of a function which has to be called by the worker
and the necessary arguments for this function. As this is the minimal information required by
the worker, there is no communication overhead. After completion of a task, the workers send
a ready signal back to the master.
In the remainder of this section we will present two diﬀerent techniques for embedding QM
engines into Shredder and in the next Section 5 we provide performance measurements and
analysis for the ﬁrst approach.
4.1 Embedding QM engines as external executable code
In this approach Shredder calls the QM engine as external binary which is installed on the
system. Therefore, each Shredder task consists of a Python function, which prepares, runs
and analyses one QM calculation of one molecule in a speciﬁc state. The preparation (pre-
processing) and analysis (post-processing) parts include reading the required information, the
generation of the input ﬁles needed for the QM calculation, and parsing of the required informa-
tion from output ﬁles, respectively. The calculation itself is executed using the Python package
subprocess. Here, an additional process is spawned, which runs the speciﬁed QM executable.
After a successful termination of the sub-process, Python continues with the analysis.
4.2 Embedding QM engines as Python modules
If the QM engine is available as a Python library, then one has the following advantages: i)
There is principally no need of pre- and post-processors, as introduced above, because all data
are transfered in Python internally. This accelerates the tasks because ﬁle access operations are
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Figure 3: Parallel scaling (strong scaling, i.e. at nearly constant workload) of Shredder for
a morphology including 10,000 molecules, from which 5000 were self-consistently evaluated,
leading to 65,000 tasks employing the ”Polarization” method in Friederich et al. [2]. Red lines
and black symbols denote the ideal and the measured scalings, respectively. The run times are
the job wall times.
eliminated. ii) There is no need to make system calls to launch the QM engine which is practical
on HPC systems where process forking is not allowed. iii) The parallel execution environment
is managed more easily in the case of parallelized tasks, i.e. when the task and thus the QM
engine run on multiple cores.
Here, we only will discuss on the example of pyQuante how this embedding method is
implemented in Shredder. pyQuante is an open source quantum chemistry package written
in Python [22]. A short benchmark of this code using the benzene molecule in a Hartree–Fock
calculation with the cc-pVDZ basis set yields a diﬀerence in total energy of 7×10−4 Hartree
between Turbomole and pyQuante. The Turbomole calculation takes 17 seconds on one
core of a Intel Core i5-3210M CPU@2.50GHz, while pyQuante takes 952 seconds which is 56
times longer. This test shows that, in principle, embedding of QM engines without process
forking is possible, while in practice, a fast quantum chemistry package with a suitable direct
interface to Python is needed.
To combine the advantages in design, maintenance and performance of Python module
integration, as discussed above, with the high eﬃciency of established QM codes, usually written
in Fortran or C++ (e.g. Turbomole, which is to date mostly used with Shredder, or the
open-source code NWChem), it is necessary to develop direct Python interfaces to these QM
codes. This is possible by using Fortran-to-Python interface generators such as f2py. This
approach has been applied for generic numerics packages, e.g. the BLAS/LAPACK integration
the scipy package.
Multiscale simulation of organic electronics . . . P. Friederich et al.
1250
5 Scalability assessment
In this section, we present performance measurements and analysis based on the Shredder
package with the QM engine Turbomole embedded as external executable, as introduced in
Section 4.1. The computational scaling proﬁle of the solution with a direct Python module in-
terface would be similar, because we have taken measures to reduce the pre- and post-processing
times (see Section 3.2). A direct comparison is not possible because no direct Python module
interface to Turbomole exists so far.
All measurements have been performed on the HPC system ForHLR-1 at the Steinbuch
Centre for Computing (SCC) which provides more than 10,000 Intel Xeon E5-2670 processor
cores (Ivy Bridge EP), 3.2 GB RAM per core and an InﬁniBand FDR interconnect. Anaconda
2.4.1 (Python 2.7) and parallelization with Open MPI 1.8.5 were used in the measurement runs.
We have tested the QM farm on a system of 10,000 molecules chloro[subphthalocyaninato]-
boron(III) (SubPC). Here, the polarization method [2] was used which self-consistently evalu-
ated the polarization and energy levels of 5000 molecules within the core region in 10 iterations.
The simulation has been run with slightly diﬀerent morphologies so that the workloads diﬀer
only within 2%. The simulation contains approx. 65,000 tasks and consumes in total 8500 core
hours. So far we have no performance data for smaller and larger problem sizes (weak scaling).
However, we expect that a model with more molecules will generally scale better following the
Gustavson’s law. For a smaller number of molecules in the structure the model will scale worse
because the ratio of Type-1 and Type-2 tasks will become unfavorable to load balance.
We have compared the total simulation run times with increasing the number of parallel
processes, whereby each process was bound to a single core and worked on one task at a
time. The ridft module of the Turbomole [23] package was used as QM engine with no
parallelization. The speedup is deﬁned as S = T100/T (P ), where T100 and T(P) are the run
times on 100 and on P cores, respectively. We choose T100 as reference for the calculation of
the speedup, because runs with a smaller number of processes require times much longer than
the maximum allowed job run time on the HPC system.
The measured run times and the resulting speedups as depicted in Figure 3 (a) and Fig-
ure 3 (b), respectively, conﬁrm nearly perfect scaling of Shredder for up to 800 parallel
processes. For 800 processes the parallel eﬃciency, i.e. S/P , is 92%. Starting from 1600 cores,
the deviation from the ideal speedup becomes considerable with parallel eﬃciency lower than
81%. As it was noted above, the scalability of the QM farm is limited mainly by load imbalance
that becomes signiﬁcant when the number of parallel processes P becomes close to the num-
ber of molecules in the core region M . However, already for relatively small ratios P/M (for
P = 1600 it is about one third) there is signiﬁcant deviation from the perfect parallel eﬃciency.
In order to estimate the load imbalance, we consider a simple model for the speedup:
S =
1
100
T100
T100/P + τ
, (1)
where τ is an estimate of the time overhead caused by the imbalance. A non-linear ﬁt to the
measured speedups, shown as a blue line in Figure 3 (b), yields an overhead τ = 40 seconds.
This is smaller than the minimum run time of a Type-2 task that can be used as an upper
bound for the overhead for P < M . Therefore, we may conclude that our assumption that the
load imbalance has major impact on the scalability is consistent with the measured speedup.
We note that here we consider the simulation run times on the HPC machine rather than
the total time to solution. Carrying out the input setup, simulation and data analysis, giving
rise to the total time to solution, is not feasible in manual mode because of the huge number
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of diﬀerent operations and individual QM calculations. This is why, the model has never been
applied productively without the implementation in the Shredder package and the time to
solution is not measurable in manual mode. In this paper we focus on scaling-up the computing
performance of the model, which is the bottleneck for this model, and thus on enabling the
deployment on HPC systems and not on the issues of input setup and data analysis.
6 Remarks on accuracy
Generally, a multiscale model is regarded as an approximation of a single-scale model with
highest possible physical scale resolution. In the following we make a remark regarding the
relative accuracy of the results of the quantum patch method.
The multiscale quantum patch approach, either with or without the polaron eﬀects, has
no physically and computationally tractable single-scale alternatives. From the computational
point of view, the QM method scales as ∼ O(A3) with the number of atoms A. Thus it is
not feasible doing a full QM calculation for all 10,000 molecules (about a half million atoms)
or rather for the 500 molecules in the core region (about A =25,000 atoms) because of the
extremely high computational costs, even in the case of perfect QM code parallel scaling.
Moreover, the proper physical validation requires that the single-scale model accounts for the
disorder in the amorphous material. This implies that the single-scale QM simulation must be
either performed in the core region many times with diﬀerent disorder realizations or on regions
suﬃciently larger than the core region. This is why the quantum patch multiscale model has
been directly validated against experimental data [2, 4, 7] rather than a high-resolution single-
scale model. In this work we have focused on the high-scalability realization of the model on
high performance computing machines.
7 Conclusion
In this contribution, we presented the quantum patch approach to solve a tightly coupled mul-
tiscale model for simulation of charge transport in organic electronics. In contrast to previously
used models, the quantum patch method treats the polaron eﬀect explicitly and self-consistently
on the QM level. The polaron treatment gives rise to dependencies between some tasks which,
in addition, belong to two diﬀerent task types with very diﬀerent resource requirements, and
thus represents a considerable computational challenge. The concept is based on embedding the
QM tasks into a workﬂow which accounts for the dependencies arising from the self-consistency
loops and applies sorted scheduling according to the given task types.
Furthermore, we have outlined our implementation as part of the software package
Shredder focusing here on task embedding and scheduling, as well as handling I/O data.
This implementation has been used productively in previous research [2, 4, 7], also on large su-
percomputers within the PRACE infrastructure. Additionally, we have shown that the concept
and its current implementation can exploit the inherent parallelism of the multiscale model
mitigating negative eﬀects of load imbalance and dependencies.
Future work will focus on integrating Fortran and C++ implementations of the QM engine
via an application programming interface (API). In this course, alternative and additional
frameworks will be evaluated and employed for designing the interface between the Python
gluing code and the QM engine code, written in Fortran or C++, and optimizing data transfers
between the tasks. In addition, a dataﬂow driven architecture could be evaluated to generalize
the concept and to extend its beneﬁts for solving problems in other domains.
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