Abstract. In this paper, we prove the central limit theorem for Hotelling's T 2 statistics when the dimension of the random vectors is proportional to the sample size via investigating asymptotic independence and random quadratic forms involving sample means and sample covariance matrices.
Introduction and main results
Sample covariance matrices are of essential importance in multivariate statistical analysis because many test statistics involve their eigenvalues and/or eigenvectors. Since the famous Marcenko and Pastur law was found in [16] , the theory of large sample covariance matrices has been further developed. Among others, we mention Jonsson [14] , Yin [23] , Silverstein [18] , Watch [22] , Yin, Bai and Krishanaiah [24] and Bai and Yin [8] . Lately, Johnstone [13] discovered the law of the largest eigenvalue of the Wishart matrix, Bai and Silverstein [6] established the central limit theorems (CLT) of linear spectral statistics, and Bai, Miao and Pan [3] derived CLT for functionals of the eigenvalues and eigenvectors. We also refer to [12] , [21] , [10] for CLT on linear statistics of eigenvalues of other classes of random matrices. For further literature, see the excellent review paper [2] and the most recent book [7] .
The sample covariance matrix is defined by
(s j −s)(s j −s) T , wheres = n −1 n j=1 s j and s j = (X 1j , · · · , X pj ) T . Here {X ij }, i, j = · · · , is a double array of independent and identically distributed (i.i.d.) real r.v.'s with EX 11 = 0 and EX 2 11 = 1. However, in the large random matrices theory (RMT), the commonly used sample covariance matrix is
where X n = (s 1 , · · · , s n ).
Note that S = S −ss T and thus by the rank inequality there is no difference when one is only concerned with the limiting empirical spectral distribution (ESD) of the eigenvalues in large random matrices. Therefore the limiting ESD of S is Marcenko and Pastur's law F c (x) (see [16] and [14] ), which has a density function p c (x) = (2πcx) Observe that the spectra of n −1 X n X T n and n −1 X T n X n are identical except for zero eigenvalues. This leads to the equality where m S n (z) and m S n (z) denote, respectively, the Stieljes transform of the ESD of n −1 X n X T n and n −1 X T n X n , and, correspondingly, m(z) is the limit of m S n (z). It is well known that the sample means is independent of the sample covariance matrix S when the underlying r.v.'s obey Gaussian distribution and are i.i.d.. As we know, in the large dimensional RMT, the general sample covariance matrices behave like the Wishart matrices, in other words, most properties of the Wishart matrices are robust. For example, the limiting spectral distribution, Marcenko-Pastur's law, does not depend on the population distribution under the finite second moment assumption, and the asymptotic behavior of the eigenvector matrices is like Haar matrices ( [18] , [19] and [3] ).
Thus, what is the relationship in high dimensions between sample means and sample covariance matrices in the general case? Indeed, we conjecture that sample means and sample covariance matrices are asymptotically independent in the large dimensional case. However, it is hard to characterize this asymptotic independence because the objects we are considering are vectors and matrices, and because their dimensions both go to infinity. In this work, we make an attempt to address this problem via investigating asymptotic independence and random quadratic forms involving sample means and sample covariance matrices. Another motivation behind considering this possible relationship is that it will be desirable if one can obtain the asymptotic distribution of the famous Hotelling's T 2 statistics, which is the origin of multivariate linear hypothesis tests and the associated confidence sets, when the dimension of the random vectors is proportional to the sample size. Hotelling [11] proposed the T 2 statistics and various uses of the T 2 statistics are presented in [1] and [15] . The T 2 statistic is defined by
whose distribution is invariant under the transformation s ′ j = Σs j , j = 1, 2, · · · , n with Σ any non-singular p by p matrix. If {s 1 , · · · , s n } is a sample from the p-dimensional population N(µ, Σ), then T 2 /(n−1) (n−p)/p follows a noncentral F distribution and moreover, the F distribution is central if µ = µ 0 . When p is fixed, the limiting distribution of T 2 for µ = µ 0 is the χ 2 -distribution even if the parent distribution is not normal. In addition, we would like to point out that some discussions about the T 2 statistic for two samples under the assumption that the underlying r.v.'s are normal were presented in [4] .
Before stating the results, let us introduce some notation. Let m(z) = (x − z) −1 dF c (x) and m n (z) = (x − z) −1 dF cn (x), where c n = p/n and F cn (x) denotes F c (x) by substituting c n for c.
The main results are then presented in the following theorems. Then, when µ = µ 0 = (µ, · · · , µ), √ n
where U T diag(λ 1 , · · · , λ p )U denotes the spectral decomposition of the matrix S and f (x) is some function. 
Then,
, Y is independent of X, a Gaussian r.v. with EX = 0 and
Remark 1. Note that X is also the limiting distribution of x T n f (S)x n and x T n f (S)x n (see [3] and [17] ). Here x n = 1, where · denotes the Euclidean norm. This result clearly provides evidence that sample means are asymptotically independent of sample covariance matrices. Theorem 2 relies on the next theorem, which deals with the asymptotic joint distribution of
, where u l is any positive number smaller than the left end-point of (1.5) or any negative number, and u r any number larger than the right end-point of (1.5).
Theorem 3. Under the assumptions of Theorem 2, we have for
, Y is independent of X(z) and X(z) is a Gaussian stochastic process with mean zero and covariance function Cov(X(z 1 ), X(z 2 )) equal to
Remark 2. Also, note that X(z) is exactly the weak limit of the stochastic process
, whose covariance function is,
(see [3] ).
Before concluding this section, let us state the structure of this paper. Since the function f (x) is analytic, the argument from Theorem 3 to Theorem 2 is straightforward. Then, the main body of this work dedicates to the proof of Theorem 3. Furthermore, note that
, where A −1 (z) = (S − zI) −1 . The stochastic process X n (z) in Theorem 3 is then transferred to the stochastic process M n (z), where
).
Thus, indeed, we mainly focus on the investigation of the relationship between the stochastic process M n (z) ands T . To this end, write
The convergence of the stochastic process M n (z) is given in the next three sections. The proofs of Theorems 1-3 and Remark 2 are included in section 5. The last section picks up the truncation of the underlying r.v.'s.
Throughout this paper, to save notation, M may denote different constants on different occasions.
Weak convergence of the finite dimensional distributions
In this section, the aim is to prove the finite dimensional convergence of M (1) n (z) and to determine the covariance function. To this end, we will derive a manageable expression for M (1) n (z) first. Another preliminary task is to truncate the underlying r.v.'s. However, since the truncation step is tedious and lengthy, it is deferred until the last section in order not to affect the main ideas involved in the argument. As a consequence of the truncation step, the underlying variables satisfy
where ε n is a positive sequence which converges to zero as n goes to infinity.
The simplification of M
n (z). Let v = ℑz > 0. We first introduce some notation. Define the σ-field F j = σ(s 1 , · · · , s j ), and let E j (·) = E(·|F j ) and E 0 (·) be the unconditional expectation. Moreover, introduce
It is easily seen that
are bounded by |z|/v. For later use we list some estimates after truncation steps: (2.1)
where p ≥ 2, and (2.2)
The first two estimates in (2.1) follow from Lemma 2.7 of [5] and Section 4 of [5] directly, while as for (2.2) we have
(the case p = 2 is easier and this also gives the order of α j (z)). Indeed, one can verify that
(also see (2.8) in [17] ).
We also need two equalities, which are frequently used below.
and 
j (z)(s −s j ). The above three terms will be further simplified one by one below. j (z) and splittings into the sum ofs j and s j /n, we have
n1 , where
It is a simple matter to show that
Appealing to (2.1) and (2.2) we have
which, together with (2.8), leads to
This further gives
Secondly , the term a n2 is further broken into (2.10)
and thus, as in treating a
n1 , we have
Therefore, picking up the above argument, we arrive at
where
Here we also use a well-known fact that
In what follows, we resort to Theorem 35.12 of [9] . From (2.1) and (2.2) we obtain
which ensures that the condition (2) of Theorem 35.12 of [9] holds. Thus, for z 1 , z 2 ∈ C\R, the next task is to find the limit in probability for (2.13)
In fact, it is enough to find the limit in probability for the following:
To this end, write
Multiplying by A −1 j (z) from the right on both sides of the above equality we have
we obtain (2.18)
2.2. The limit of (2.14). It is easily seen that
From (2.18) we immediately obtain
and
Heres ij =s − s i /n − s j /n.
As will be seen, the contribution from c n3 is negligible. To show this, decompose c n3 as
(see the definition of A ij (z) at the beginning of Section 2.1). In addition, it follows from (2.1) that
where A −1 ij (z) denotes the complex conjugate of A −1 ij (z) and · the spectral norm on the matrices. Holder's inequality also gives 1 n 4 E|s
Having these estimates at hand, along with (2.1) and (2.2), we have
This argument applies to c (j) n3 , j = 2, 3, 4 as well and therefore, the term c n3 is negligible, as claimed.
Secondly, split c n2 into
Note that
which is ensured by (2.21)-(2.23). It follows that
where o L 1 (1) means the convergence to zero in L 1 .
To handle it further, split A −1
and that
which gives
Similarly, from (2.1) we also have
As in establishing (2.36) below, one can verify that
In addition, note that
This, together with (2.1), (2.26) and (2.29), implies that
Hence, from (2.25), (2.27) and (2.28) we conclude that
and c
n1 is equal to
It immediately follows from (2.24) that 
we have E|c (2) n1 | = o(1). This argument applies to c (4) n1 as well, that is, E|c
To further deal with the above term, define
which, together with (2.17), ensures that
Similarly, one can also verify that
With respect to the term c
First it is immediate that
Secondly, let us compute the crossed term of the expansion of (2.36). The idea behind the computation is to split each A
, ands ij into the sum ofs i 1 i 2 j and (s ij −s i 1 i 2 j ). With the notation
Before proceeding, we introduce some further notation and define
Such estimates ensure that the crossed term, and then (2.36), converges to zero. Indeed, similar arguments apply to all remaining terms of the expansion of (2.36). We do not list them here one by one, as the computations are tedious.
Consider the first term on the right hand side of (2.20) now. Appealing to (2.18) yields (2.37)
, where
As in handling the term c n3 we have
For f n2 write
n2 , where
we get
Moreover, by a standard martingale argument one can show that
which further gives
Indeed, it is easy to check that
This also ensures that
Regarding f n1 , expand (2.41)
As in establishing (2.36), one can show that
Finally, it follows from (2.20), (2.42), (2.35) and (2.31) that
Note that (2.43) and that (2.44)
(see page 22 in [6] ). In addition, by (1.1) we also have
These give 
As before, it is straightforward to show that
We claim that
To see this, first compute g
n2 with E j (D j (z 2 )) replaced by E j (D ij (z 2 )). Recalling the estimate (2.2) we obtain
2 ). Second, computing the difference between the term involving E j (D ij (z 2 )) and g (1) n2 we get the same estimates, which implies (2.49), however, the proof is omitted here because it is similar to that in the last subsection. This argument also works for g
n1 + g
Similar to (2.49), we also have
As in dealing with c n2 , we find
Moreover, via an argument analogous to that for c
n1 , one can get
, and
Note that the argument for c n1 applies to g (1) n1 as well and we can therefore write g
(1)
Furthermore, it is easy to check that
As before,
Then, obviously, E|(s
. On the other hand, by the martingale argument employed in Section 2.1, one can verify that
It follows that
Routine arguments give
Moreover, break q n1 into
One can verify that
n1 | = o(1), j = 3, 4, and that (2.56) and that (2.57) q
So far, we have proved that
Again, the application of (2.18) gives
As before, E|κ nj | = o(1), j = 3, 4, 5. The argument for c n1 also works for κ n1 and therefore we have
In addition,
where the last step is from (2.40).
Similarly,
Likewise, we have
Moreover,
Also, it is observed that
It follows that (2.63)
Therefore, recalling (2.45) and combining (2.59), (2.60) with (2.64), we have
Finally, it follows from (2.43), (2.58) and (2.65) that
We now turn to the second0 term in (2.47) and claim that
The argument for (2.67) is similar to that in the next subsection and then omitted. Here we only prove that
which is necessary for (2.67).
Note that E(D j (z 1 )) ii = r n1 + r n2 , where
Moreover, we have
By (2.17) we decompose r n2 as
Holder's inequality gives max
and max
All remaining terms can be verified to converge to zero similarly.
The limit of (2.15).
In this subsection, we will show that (2.15) converges to zero in probability. A direct calculation indicates that
where and in what follows () i denotes the i-th element of a vector. Below, we first present a lemma.
Lemma 1. Under the assumptions of Theorem 3, if
where e j is the vector with the j-th element being 1 and others 0.
Proof. Applying an identity similar to (2.18) we obtain
Moreover, it is observed that
On the other hand, by an equality analogous to (2.17), (2.1), and (2.5) we find
Therefore, the Lemma is complete.
We proceed with the argument of (2.15) and note that
Thus it is sufficient to prove that
To this end, we claim the following is true:
Assuming this claim for the moment, we obtain that the absolute value of (2.70) is not larger than
which clearly converges to zero in probability.
Now let us take a look at (2.71). It is observed that
Obviously,
while a direct calculation yields
using Lemma 1, which implies (2.71).
Tightness of M
In this section we proceed to prove tightness of M
n (z) for z ∈ C u by verifying
As in Section 2.1, write
Moreover, expanding the above difference we get
and q n3 =s
With respect to q n2 , expanding its difference term by term we have
It is straightforward to verify that
For example, for j = 1, by (2.3) we have
All remaining terms can be handled similarly. Finally, the above argument also works for the term q n1 and the details are skipped.
In this section, we will show that
It follows from (2.18) that
Obviously, t n1 = − √ nc n . Decompose t n2 as follows:
(see Section 4 of [6] ), we conclude that
In this section, convergence or o(1) stands for uniform convergence in z. Note that
which can be easily established by (2.3). Direct computation gives
2 ), where we use Theorem 2 in [3] . Finally,
where θ
is of order O(n −1/2 ). As for θ (1) , simple calculations show that
Thus, the contribution of all terms whose indices i and j are equal in θ (1) is of order O(n −1/2 ). Consider i = j below. Since
which is of order O(n −1/2 ), and Ee
using Lemma 1. Here we skip the step from A −1
Now consider the term t n3 and write
n3 , where
The contribution of t n3 to M (2) n (z) is negligible. As an illustration, we evaluate the term t (1) n3 only, because the remaining terms are similar and even simpler. Since
we obtain
as expected. Here we also use (2.5) as well as the fact that
Summarizing the above arguments we obtain
which, together with (2.45) and (4.2), finishes the argument for M (2) n (z).
The proofs of main theorems
In this part we first prove Theorem 3 by Theorem 35.12 of [9] .
Proof of Theorem 3. First, write
Moreover, on one hand, it is straightforward to check that
In fact, the above argument already gives a central limit theorem fors Ts , which yields 
Third, by the Markov inequality and the Doob inequality (1 + m(z 1 ))(1 + m(z 2 )) − cm(z 1 )m(z 2 ) .
Therefore, the argument in the preceding sections for M n (z) implies that M n (z) has a limiting Gaussian process and moreover, Note that the above computed term corresponds to a (4) n1 in Section 2.1. All remaining terms can be handled similarly.
To handle the term u n2 , we write u n2 = u Splittings into the sum ofs j andŝ j /n and then following a similar line of Section 7 in [3] we can prove
However, since the process is lengthy and tedious, it is then omitted here.
Finally, u n1 and the normalizing step can be performed similarly and the details are skipped here as well.
