Abstract: A more general class of stochastic nonlinear systems with Markovian switching are considered in this paper. As preliminaries, the stability criteria and the existence theorem of strong solution are firstly presented by using the inequality of mathematic expectation of Lyapunov function and its infinitesimal generator. The state-feedback controller is designed by regarding Markovian switching as constant such that the closed-loop system has a unique asymptotically stable solution. The output-feedback controller is designed based on a quadratic-plus-quartic-form Lyapunov function such that the closed-loop system has a unique asymptotically stable solution in unbiased case and has a unique bounded-in-probability solution in biased case.
INTRODUCTION
Stability of stochastic differential equations(SDE) has been one of the most important research topics not only for pure mathematics but also for other subjects such as cybernetics. For some representative work on this general topic, to name a few, we refer readers to [1, 3, 7, [13] [14] [15] 21] , and the references therein. Recently, stability of SDE with Markovian switching has received a lot of attention. [4] studied the stability of a jump linear equation; [2] discussed the stability of a semi-linear SDE with Markovian switching; [16] discussed the exponential stability of general nonlinear differential equations with Markovian switching. As a direct application and also an origination, controller design for this type of hybrid SDE has been an important issue [16, 17, 24] . It should be noted that these design methods are in linear case, which means much strict conditions imposed on the practical controlled system such as global Lipschitz condition or linear growth condition. For nonlinear control a breakthrough came in 1990s: backstepping, a recursive design for systems with nonlinearities non constrained by linear bound [8, 10, 19] . Backstepping designs for systems with stochastic disturbance were firstly proposed by [9, 20] and were further developed by the recent work of [11, 12, 23] . The purpose of this paper is to introduce the backstepping techniques into the controller design for stochastic strict-feedback systems with Markovian switching. This is more challenging work considering of the following facts.
(i) Backstepping technique essentially is a kind of nonlinear design methods, which only results in Local Lipschitz condition.
(ii) Due to Markovian switching, the infinitesimal generator of Lyapunov function usually can't be made negative.
To overcome these difficulties, some preliminaries are presented firstly, which consist of the existence and uniqueness theorem of strong solution, stability criteria for SDE with * This work is supported by Program for the New Century Excellent Talents in University of China (No: NCET-05-0607) and the National Natural Science Foundation of China (60774010).
Markovian switching. By adopting standard backstepping control design used in [9, 23] , the effect of Wiener process can be well dealt with. By the aid of the theory developed in mathematical preliminary, firstly, a backstepping state-feedback controller is designed for a class of stochastic nonlinear systems and it is proved that the controller designed without Markovian switching has strong robustness against Markovian switching by tuning design parameters appropriately. Based on a quadratic-plus-quartic-form Lyapunov function, an output-feedback controller is designed and it is proved that the closed-loop system has a unique solution, which is bounded in probability in biased case where the equilibrium of system is not at the origin. Meanwhile, the solutions of the closed-loop system can be regulated to the origin asymptotically in unbiased case. Notations The following notations are used throughout the paper. For a vector x, |x| denotes its usual Euclidean norm,
T . R + denotes the set of all nonnegative real numbers; R n denotes the real n-dimensional space; R n×r denotes the real n × r matrix space. C i denotes the set of all functions with continuous ith partial derivative; C 2,1 (R n × R + × S; R + ) denotes the family of all nonnegative functions V (x(t), t, r(t))) on R n × R + × S which are C 2 in x and C 1 in t.
MATHEMATICAL PRELIMINARIES
In this section, we will extend the existence and uniqueness theorem of strong solution, the asymptotic stability criterion, boundedness in probability to hybrid stochastic nonlinear systems, which is required for backstepping control design. Consider the following stochastic nonlinear system with Markovian switching
where x ∈ R n is the state of system. W (t) is an m-dimensional independent standard Wiener process (or Brownian motion). The underlying complete probability space is taken to be the quartet (Ω, F , F t , P ) with a filtration F t satisfying the usual conditions (i.e., it is increasing and right continuous while F 0 contains all P -null sets). Let r(t) be a right-continuous Markov process on the probability space taking values in a finite state space S = {1, 2, · · · , N} with generator Γ = (γ pq ) N ×N given by
where Δ > 0. Here γ pq > 0 is the transition rate from p to q if p = q while
We assume that the Markov process r(t) is independent of the Brownian motion W (t). It is known that almost every sample path of r(t) is a right-continuous step function with a finite number of simple jumps in any finite subinterval of R + . The following hypothesis is imposed on the the Borel measurable functions f :
Both f and g are locally Lipschitz in x ∈ R n for all t 0, namely, for any R > 0, there exists a constant C R 0 such that
. Just for the convenience of the reader we cite the following useful property proposed by [18, Lemma 1.9]: Let V (x(t), t, r(t)) ∈ C 2,1 (R n × R + × S; R + ) and τ 1 , τ 2 be bounded stopping times such that 0
The following statement about the existence and uniqueness of strong solution to a jump stochastic differential equation and the line of its proof are originated from [7, Theorem 3.4.1].
Lemma 1 Let H holds for system (1) . Assume that there exist a function V (x(t), t, r(t)) ∈ C 2,1 (R n × R + × S; R + ) and parameters d and D 0 such that
Then for every x(t 0 ) = x 0 ∈ R n and r(t 0 ) = i 0 ∈ S, there exists a solution x(t) = x(x 0 , i 0 ; t, r(t)), unique up to equivalence, of system (1).
Proof Please see [22] The following two definitions about stability are presented. [24] The solution of (1) is said to be almost surely asymptotically stable if for any x 0 ∈ R n and i 0 ∈ S such that
Definition 1
Definition 2 [7] A stochastic process x(t) is said to be bounded in probability if the random variables |x(t)| are bounded in probability uniformly in t, i.e.,
The asymptotic stability criterion is given as follows.
Theorem 1 Let H holds for system (1) . Assume that there exist a function V ∈ C 2,1 (R n ×R + ×S; R + ) and parameters D > 0 and c > 0 such that
Then for any x 0 ∈ R n and i 0 ∈ S, there exists a unique almost surely asymptotically stable solution of system (1).
Proof Please see [22] The criterion for boundedness in probability is given as follows.
Theorem 2 Let H holds for system (1) . Assume that there exist a function V ∈ C 2,1 (R n ×R + ×S; R + ) and parameters
Then for any x 0 ∈ R n and i 0 ∈ S, there exists a unique bounded-in-probability solution of system (1).
Proof Please see [22] 
STATE-FEEDBACK BACKSTEPPING CON-TROLLER DESIGN
Consider the stochastic nonlinear systems with Markovian switching as follows
where x =x n = (x 1 , · · · , x n ) T ∈ R n , u ∈ R are the state, the input of system, respectively. The known function ϕ i is smooth and ϕ i (0, r(t)) = 0. Other explanations see those for system (1) . The objective of this section is to design a state-feedback controller such that the state of the closed-loop system is regulated to the origin asymptotically, in an almost surely sense.
Controller Design
Introducing the following transformation
) where smooth function α i−1 will be designed later. Choose the Lyapunov function candidate
For the simplicity, we introduce the notions
By ignoring this "interconnected" item and following the same line of this work by M. Krstić et al., we obtain the controller = 0 and β ikj is the j-th component of the vector β ik ; and ψ ik is smooth function defined by
Then the infinitesimal generator of the system satisfies:
where c = min{4c 1 , c 2 , · · · , c n }; choose c 2 , · · · , c n such thatc = 3 min n i=2 {c i } c = max
Stability Analysis Theorem 3
By choosing the design parameters c 2 , · · · , c n such thatc >c, the closed-loop system consist of (9) and (12) has a unique asymptotically stable solution for any x 0 ∈ R n and i 0 ∈ S.
Proof According to the generalized Itô's formula (3), it follows from (14) that
Following the Gronwall-Bellman lemma, it comes from (15) that
which means that EV (x(t), r(t)) N EV (x 0 , i 0 )e −c(t−t0) (16) From (10) and (12), step by step, we can conclude that bounded z i implies bounded x i , which results in that
Similarly, we can obtain
Combining (16), (17) and (18), according to Theorem 1, we complete the proof.
OUTPUT FEEDBACK BACKSTEPPING CONTROLLER DESIGN
n , the uncertain functions Δ i and Ω i are locally Lipschitz; other explications are as same as that for system (9) . The objective of this section is to design an output-feedback controller such that the solution of the closed-loop system is bounded in probability in biased case and asymptotically stable in unbiased case. The following assumption is made on system (19).
A1:
where φ i , ϕ i are known nonnegative smooth functions with φ i (0, r(t)) = ϕ i (0, r(t)) = 0, which means that there exist smooth functionsφ i ,φ i such that φ i (y, r(t)) = yφ i (y, r(t)), ϕ i (y, r(t)) = yφ i (y, r(t)) Remark 1 When Δ i and Ω i are known and all the states x i are measurable, system (19) is reduced to (9) . From A1 the static uncertainties are nonlinear parameterized, which is considered by [5, 6] in the deterministic and by [23] in the stochastic case without Markovian switching.
Controller Design
Since x i (i = 2, · · · , n) is unavailable, as in [5] , the following reduced-order observer is introduced
T is chosen such that
is asymptotically stable. By (19) and (20), the observer error ε defined by
where
From assumption A1, we have
From (19) and (21), one gets
which together with (19) , (22) and (24) consist of the following interconnected system
Next, we will develop an output-feedback controller along the (y,x 1 , · · · ,x n−1 )-system of (25) step by step using backstepping techniques.
Let us introduce the following notions for the use of the recursive design
(with Ξ = Ξ n , X = X n ). Introducing the following transformations
where the smooth function α i will be designed later. Just for the simplify, let us further introduce the notions
Step 1 Let us consider the Lyapunov function candidate
where P is the solution of P A 0 + A T 0 P = −I n−1 , r 0 > 0 is design parameter. By choosing the stabilizing function α 1 (X 1 , r(t)) as
where 
By choosing the virtue control α i (X i , r(t)) as
It follows that the infinitesimal generator of V i satisfies
. At the end of the recursive procedure, we obtain the control law
From (30) and (31), by selecting c 1 2 
Stability Analysis Theorem 4
For any x 0 ∈ R n and i 0 ∈ S, by choosing the design parameters c 1 , · · · , c n such that c 1 2 n j=1 d j and c c , the closed-loop system consist of (19) and (31) has a unique solution, which is bounded in probability. Furthermore, ifď i =d i = 0 is given, the same closed-loop system has a unique asymptotically stable solution for any x 0 ∈ R n and i 0 ∈ S.
Proof Following the generalized Itô's formula (3) and the Gronwall-Bellman lemma, it follows from (32) that Combining (34) and (35), according to Theorem 2, we obtain that, for any Ξ 0 ∈ R 2n−1 and i 0 ∈ S, the system consist of (25) and (31) has a unique bounded-in-probability solution, which implies the first result of this theorem. V n (Ξ, r(t)) → 0 =⇒ R → 0
From (35), (36) and (37), according to Theorem 1, we obtain the second result of this theorem.
Remark 2
To overcome the observation errors and adaptive errors, the quadratic form Lyapunov functions are used in the initial step of backstepping design. To deal with the effect of Hessian items, the quartic Lyapunov functions are remained in the subsequent steps.
CONCLUSION
Two important issues: backstepping and hybrid diffusion are well combined so that the stochastic nonlinear control has been improved to a new level, in which the mode studied has the capability to describe complex systems not only exterior random perturbations but also with inner jumping parameters. Meanwhile, the novel existence theorem and stability criterion of solution are proposed to SDE with Markovian switching for nonlinear controller design without linear growth condition.
