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Abstract 
Kron's method has been used successfully by engineers for over 30 years to find eigenvalues of large symmetric matrices. 
These matrices arise from domain decomposition of nonoverlapping domains of self-adjoint partial differential operators. 
This paper discusses ome theoretical aspects of Kron's method. Specifically, the poles and zeroes of eigenvalues of the 
Kron matrix and their relationships with the eigenvalues of the original matrix are given. © 1998 Elsevier Science B.V. 
All rights reserved. 
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1. Introduction 
Kron's method has been used successfully by engineers in the last three decades to solve large- 
scale symmetric matrix eigenvalue problems. These matrices result from the discretization of a 
self-adjoint differential operator on a domain which consists of nonoverlapping subdomains. It can 
be shown that the problem reduces to solving a nonlinear eigenvalue problem involving the Kron 
matrix, a symmetric matrix of much smaller dimension (which is equal to the number of unknowns 
along the interface(s) of the subdomains). This paper gives a self-contained theoretical treatment of 
the zeroes and poles of the Kron matrix and their relationships with the eigenvalues of the original 
matrix. 
Let f2 be a bounded open domain with a smooth boundary dr2. Consider the model eigenvalue 
problem 
-Au  = 2u 
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Fig. 1. 
with homogeneous Dirichlet boundary conditions. We are interested in finding the smallest few 
eigenvalues and the corresponding eigenfunctions u ing domain decomposition techniques. Suppose 
f2 is a disjoint union of two subdomains O1 and f22 with a smooth, simple interface F. In other 
words, the subdomains are nonoverlapping. See Fig. 1. (The extension of all results of this paper to 
the multiple subdomain case is straightforward.) 
Assume that the discrete igenvalue problem can be written in the form 
A22 A23 u2 -~-,~, u2 • 
LA1T3 AT  A33 u3 u3 
(1.1) 
Here, 2 is some eigenvalue, ui is the vector of unknowns in ~2i,  = 1,2 and u 3 is the vector of 
unknowns along the interface. We call the global matrix A and its eigenvalues are denoted by 
'~1 ~/]'2 ~ " ' ' .  The spectrum of Agi is denoted by Ai, i = 1,2. 
Fundamental Assumptions 
1. Aii, i=  1,2,3 are symmetric matrices and fast linear solvers for Al l  and A22 are available. 
2. The sets of eigenvalues of All,A22 and of A are mutually disjoint. 
3. The highest multiplicity of any eigenvalue of A is less than or equal to k, the dimension of A33. 
The first assumption certainly holds for any reasonable discretization of the Laplacian. The second 
assumption is taken to simplify some of the results and is assumed throughout this paper except in 
Section 3. Note that it does not preclude the matrices A, A,: and A22 from having multiple igenvalues. 
The third assumption guarantees that Kron's method will always find the correct multiplicity of any 
eigenvalue. This will become clear in Section 3. 
Explicitly solving for Ul and u2 in terms of u3, we obtain, formally, 
Ul = -- (All -- ~)- lm13u3, U2 = -- (A22 - )],)-lA23u3. (1.2) 
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On substitution i to the third equation in (1.1), we obtain 
S(2)u  3 ~_ [(A33 - 2)  - AT3(AI1 - 2)-1A13 - A~3(A22 - 2)- IA23]u3 = 0. 
An equation for 2 is 
f (2)  = det S(2) = O. (1.3) 
Note that S is a k x k symmetric matrix where k is the number of unknowns on the interface and 
is typically much smaller than the size of A. 
Let the dimensions of Al l  and A22 be m and n, respectively. Some properties of f which are 
straightforward to check are: 
1. 2 ~ A1 U A2 and f (2)  = 0 iff 2 is an eigenvalue of A. 
2. f is a rational polynomial with m + n + k real zeroes (counting multiplicity). 
We shall show in the next section that under some mild conditions, f has poles located at Al U A2. 
A typical graph of f is shown in Fig. 2. 
Once an eigenvalue 2 of A has been found, we may determine u3, the third component of the 
corresponding eigenvector by using one inverse iteration on S(2). The other components of the 
eigenvector can be found from (1.2). 
The operator S(2) is reminiscent of the Schur complement occurring in the solution of linear 
systems. It is called the Kron matrix in the engineering literature. This scheme of determining the 
eigenvalues of A by determining the eigenvalues of S(2) was first derived by Kron [19] and later 
improved in [26-28]. Ref. [26] contains a detailed escription of Kron's method and its improvements 
and numerical experiments. While the correctness of the Kron algorithm has already been proven 
by other authors, this work focuses on some mathematical properties of the method. 
An alternative way of looking at the matrix in (1.1) is that it is a low-rank perturbation of the 
block-diagonal part of A. Very general bounds for the eigenvalues as well as complete information 
38 S.H. Luil Journal of Computational and Applied Mathematics 98(1998) 35-48 
about the poles and zeroes of a certain reduced matrix have been obtained in [1, 2] for a different 
class of problems. 
There are basically two classes of domain decomposition methods for the eigenvalue problem for 
nonoverlapping domains. Kron's method is one and the other one is component mode synthesis, 
where a nonlinear eigenvalue problem is avoided by restricting the solution to a certain subspace. 
For some recent work in this area, see [3-6, 12] and references therein. 
While domain decomposition methods for linear equations have been well-studied, the eigenvalue 
problem has not received the same attention. The following is an incomplete list of other papers on 
domain decomposition methods for the eigenvalue problem: [1, 2, 8-11, 14, 16-24, 26, 27, 29]. See 
also the references in these works. 
In the next section, we discuss the generic case when the second fundamental ssumption holds 
while the most general case is considered in Section 3. In Section 4, we suggest an improvement 
to a root-finder for the eigenvalues. This is followed by a short discussion of this method and other 
alternatives. 
2. Zeroes and poles o f f :  generic case 
In this section, we discuss ome theoretical spects of the zeroes and poles of f for the case where 
the second fundamental ssumption holds. First, we fix some notation. Let e~ represent the ith unit 
vector of an appropriate dimension and N(2) denote the number of negative igenvalues of S(2). 
The eigenvalues of AlL are denoted by #1 ~<'" ~<#m, with corresponding orthonormal eigenvectors 
xl,...,Xm. Label the columns of A13 by Cl,..., Ck. (Recall k is the dimension of the matrix A33. ) The 
notation #+ means any real number sufficiently close to the real number # but is strictly greater 
than/z. Similarly, #-  means any real number strictly less than/~ but is close to it. The first result 
gives a necessary and sufficient condition for f to have a pole at a given point. 
Theorem 1. Let 1 <~i<<.m. Suppose All has exactly l - i+ l  eigenvalues qual to #i, i.e., #~ . . . . .  #t, 
where l>~i. A necessary and sufficient condition for f to have a pole at #~ is AT3[xi,...,xt ] ~0. A 
similar statement holds for an eigenvalue of A22. 
Proof. First, write 
Cp ~- ~ O~pqXq, p = 1,...,k, 
q=l 
where O~pq is a real number. Let B =A~3(Alt - 2 ) -1A13 . The (r,s) entry of B is 
brs -~ cT(A l l  - -  "~)-lCs : ~ O~rqO~sq 
q=l ~.Zq - -2"  
Thus 
2 l 2 
Eq=i ~jq 2 
efBe,=b,j= #q~ 2--  #-7/:~ +O(1)  as #i. 
q=l 
(2.1) 
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Fig. 3. A plot of the eigenvalues of S(2) as a function of 2. 
Therefore, 
eT S( 2 )ej - Elq=i O~)2q +0(1)  as  ,~---~].~i. 
#i - 2 
If A T3[x~ ....  ,x t] # O, there exists some j (1 ~<j ~< k) and some q (i ~< q~< l) such that eTXq----~jq # O. 
Thus the coefficient of 1/(pg- 2) is nonzero. Since the sets of eigenvalues of A and of A1, have no 
intersection, S(2) can have no zero eigenvalue at 2 near/~ and so f must have a pole at tti. 
Now suppose AT3xj = 0 for every j = i .... , l. This is equivalent to %j = 0 for every p = 1,..., k. 
Hence the coefficient of 1 / (# i -  2) in (2.1) is 0 and thus every entry of B is bounded as 2~#i .  
Thus, f can have no pole at/a~. [] 
Before proceeding further, we examine a typical plot of the eigenvalues of S(2) in Fig. 3 (cf. 
Fig. 2). Here, we assume k = 3. We note that across any pole of f from left to right, generically, 
N(2) decreases by one. Also, any eigenvalue of S(2) is a monotonically decreasing function of 2 in 
any interval bounded by consecutive poles of f .  These are the contents of the following theorems. 
Theorem 2. Let 1 <<. i <~ m. Suppose A~I has exactly l - i+  1 eigenvalues equal to #,-, i.e., #i . . . . .  pt, 
where l>>.i. Assume the (l - i+  1) x k matrix [xi,...,xt]TA13 has rank q (O<~q<~ min(l - i+  1,k)). 
Then, N(#i+) =N(/~i - )  - q and #i is a pole of  f o f  order q. A similar statement also holds at 
the eigenvalues of  A22. 
Proof. If q = 0 then the statement is trivially true. Assume q # 0. We use the same notation as in 
the previous proof. Let the eigenvalues of B be ]~1 ~< "'" ~< flk (all functions of 2) with corresponding 
eigenvectors Yl,..., Yk. For 2 approaching #~ from the right, ~j (1 <<.j<<.k) can be characterized by 
the minimax principle as 
m k vTBv Ep: |  E r ,  s= l  ~r~r~°~s~Vs /zp -2  
min max - min max 2 dimX=jvEX\O 110112 dimX=jvEx\o ~-'~r 1)r 
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= min max 
dim X=j vEX\0 
pi--2 
= min max 
dim X=j vEX\O Er  v2 
~ v 2 
,,_~ + 0(1) 
In the above, X denotes a subspace of •k. Now, we claim that i l , ' ' ' , l q  ~--(2(3 as 2---~#i+ while 
all other eigenvalues of B remain bounded. 
Indeed, for tq, take X to be the subspace spanned by the vectors xfA13, j = i,..., l. It is then 
immediate that iq ~--(X3 as ,~------r #i'~- and thus similarly for i l l , . . . ,  tq-1. If q = k, then we are done. 
Otherwise, we need to show that iq+l,..., tk remain bounded as 2 --~ #i+. We first show that tq+L is 
bounded below as 2 ~ #i+ by taking X to be a subspace of dimension q+ 1 such that the minimum 
is achieved in the minimax characterization. Now X must have a nontrivial element, v, which is 
orthogonal to every xfAl3, j = i,..., l. From the variational characterization, tq+l is bounded below 
as 2---~#i+. (The coefficient of 1/(#~- 2) is 0.) Note every l j  (l~<j~<k) is bounded above as 
2 ~ #~+ because lk is bounded above. Similarly, we can show that lk-q+l,..., lk ~ O0 as 2 ~ #~-- 
while other eigenvalues remain bounded. The bounded eigenvalues are in fact analytic because vTBv 
is an analytic function of 2 for any v which is orthogonal to xfA13, j = i,..., l. 
We can thus conclude that q eigenvalues of S (2)~ ±c~ as 2 ~ #i+ while the others are analytic 
at #~. Since none of these other eigenvalues are 0 by the fundamental ssumption, they do not change 
sign at #i. Hence f has a pole of order q at #i and N(#i - ) -N(#i+)=q.  [] 
We remark that the case when #~ is a simple eigenvalue of All is particularly easy to state. A 
necessary and sufficient condition for f to have a pole at #i is xTAI3 ~ O. In this instance, the pole 
must be simple and N(#i+)=N(#i-) - 1 .  
Theorem 3. Let Yl <)'2 be either (i) consecutive poles of f or (ii) 71 <21 and 72 is the smallest 
pole of f or (iii) 71 is the largest pole of f and 72 is larger than every eigenvalue of A. Then, 
the number of eigenvalues of A in the interval (71,V2) is N(72- ) -  N(Vl+). 
Proof. In (Yl,)'2), the eigenvalues of S(2) can be chosen to be analytic functions of 2 [15]. Denote 
any one such eigenvalue by 0~(2). The theorem is established once we show that ~(2) is a decreasing 
function on the interval. 
Differentiate Sw = ~w with respect o 2 and then take the dot product with w. Here, each term in 
the eigenvalue quation is a function of 2 and w denotes a normalized eigenvector: wTw = 1. Using 
the fact that S is symmetric and wTw'= 0 (prime denotes derivative with respect o 2), we obtain, 
after some simplification, 
d~ 
d--~ = --wT(I ± AT3(All -- )~)-2A 13 ± AT3(A22 - '~)-2A23 )w. (2.2) 
Noting the matrix in the outer brackets is positive definite, we get ~'< 0. [] 
These results yield an algorithm for computing any eigenvalue(s) of A. First, compute N(7 i - )  for 
a few relevant poles ~i of f .  Then from above theorems, there are exactly N(7;÷1-) - N(7 i - )  + q 
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eigenvalues of A in (~i,~i+1), where q is defined in the statement of Theorem 2. Note that this 
number can be zero. If it is greater than one, then we can use a bisection method to narrow down to 
intervals each containing a unique root. Finally, we may apply any root-finding algorithm to compute 
the eigenvalues. This topic will be addressed in Section 4. 
3. Generalization 
In this section, we no longer assume that the sets of eigenvalues of All,A22 and of A are mutually 
disjoint. While the monotonically decreasing nature of the eigenvalues of S still holds (whenever they 
exist), the other theorems require some modifications. Developments here are not mere academic 
exercises. For instance, if All =A22, i.e., the subdomains are identical, then the theorems of the 
previous section do not hold. 
In the following, for a positive integer p, a zero of f of order -p  means a pole of f of order 
p. The null space is denoted by sV'(). If  # E A1 tO A2, then S(#) may not exist. However, certain 
eigenvalues and entries of S(2) may still exist in the limit as 2 ~ #. Whenever we write S(#) or 
f (#) ,  it should be interpreted in this limit sense. 
The next theorem completely describes the spectrum of A in terms of the spectrum of S(2). 
Examples following the proof give helpful illustrations. 
Theorem 4. 
1. Suppose 2 q~ A1 tO A2 and p is a nonnegative integer. Then, 2 is a zero of  f (2 )  of  multiplicity 
p iff 2 is an eigenvalue of A of  multiplicity p. 
2. Suppose #1 . . . . .  #p is an eigenvalue of  All of  multiplicity p and it is not in the spectrum 
of  A2z. Let Xl . . . . .  Xp be corresponding orthonormal eigenvectors of  A11 and Q = [xl,...,Xp]. 
Suppose 0 is an eigenvalue of  S(#1) of  multiplicity r. Then #1 is a zero of  f of  order r -  
min(k, rank (A~3Q)) and N(#I +)  = N(#1 - )  + r - min(k, rank (AT Q)). Furthermore, if 
(a) s denotes the dimension of  A/'(AT3Q) and 
(b) t denotes the dimension of sV'(~T[A~3(A22- #1)-1A23- (A33- #1)]U), where • is a matrix 
whose columns consist of  a basis of  JV'(A13) and U is a matrix whose columns consist of  
a basis of  Y(QTA13), 
then #1 is an eigenvalue of A of  multiplicity s + t. 
3. Suppose #1 . . . . .  #p is an eigenvalue of  All of  multiplicity p and it is also an eigenvalue 
of  A22 of  multiplicity q. Let Xl,...,xp be corresponding orthonormal eigenvectors of  All with 
Q1 = [Xl,...,xp] and yl , . . . ,yq be corresponding orthonormal eigenvectors of  A2z with Q2 = [yl, 
...,yq]. Suppose 0 is an eigenvalue of  S(#t) of multiplicity r. Then, f has a zero of  order 
r - min(k, rank[A~3Ql,A~3Qz]) at #l and N(#I+)=N(#I - )  + r - min(k, rank [A13QI,A23Q2]) T 
Furthermore, if 
(a) s denotes the dimension of  slr([A~3QI,A~3Q2]) and 
(b) t denotes the dimension of  sV'(~T[A33 --#I]U),  where qb is a matrix whose columns con- 
sist of  a basis of  .Ar([AIT3,A~3] v) and U is a matrix whose columns consist of  a basis of  
sV'(Q~A13 ) f-) .An(Q~A23 ), 
then #1 is an eigenvalue of  A of  multiplicity s + t. 
42 S.H. Lui l Journal of Computational nd Applied Mathematics 98 (1998) 35~8 
Proof .  
1 Let u (j) • 3 , J = 1,..., p be linearly independent eigenvectors of S(2) corresponding to the eigenvalue 
0. Define u°~)= - (A l l -  2)-~A~3u3 °) and u~)= - (A22-  2)-lA23u~ ) for j=  1 .... , p. It is straight- 
forward to check that ruU), u (j), u (j)IT 1 1 2 3 J , J = 1,..., p are linearly independent eigenvectors of A with 
eigenvalue 2. If T a- [ul ,u2,u~] T is an eigenvector of A with eigenvalue 2, it is easy to show that 
S().)u3 = 0. Hence u3 is a linear combination of {u~l),. . .  ,u~ p)} which implies that [Ul,U2,u3]T T T T
is a linear combination of {[u~ )~, c/)~ o)~,a- u2 ,u3 I , j= I , . . . , P} .  Hence 2 is an eigenvalue of A of 
multiplicity p. The converse is shown similarly. 
2. As in the proof of Theorem 2, min(k, rank(A~3Q) ) eigenvalues of S(2) go unbounded as 2~ #1. 
Since S(/~I ) has r zero eigenvalues, f has a zero of order as claimed at #1. The formula relating 
N(~l-k-) and N(/~l-)  holds because (i) the unbounded eigenvalues jump from -oo  to +c~ as 2 
varies from/~1- to #1 + and (ii) the monotonically decreasing nature of the other eigenvalues, in
particular the ones which are zero at #1. Suppose [uT, uT2, uvV3~ is an eigenvector f A corresponding 
to the eigenvalue #1. Then, 
(All -- ]A1)Ul -[- A13u3 ---- 0, 
(,422 - ~1 )u2 -b A23u3 : 0, 
(A33 - + A 3ul + Ainu2 = 0. 
We 
(a) 
(3.1) 
(3.2) 
(3.3) 
divide into two cases. 
u3 = 0. Since #l is not an eigenvalue of A2z, we can conclude that u2 = 0. Hence [u~, 0, 0] a" is 
an eigenvector of A with eigenvalue #1 if uL E JV(A~3)\0 and ul is a linear combination of 
{xl,...,Xp}, i.e., ul =Q¢ for some 4. Eq. (3.3) requires that AT3Q~=0. Hence the number 
of linearly independent eigenvectors of A is dim JIr(A~3Q). 
(b) u3 ~ 0. By the Fredholm Alternative, (3.1) has a solution iff xf.A 13 u3 = 0 for every j = 1,..., p 
or equivalently, u3 C JV'(QTAI3). In other words, u3 = Ux for some x which is a vector of 
dimension equal to the number of columns of U. 
Given u3, (3.2) always has a unique solution because #1 is not an eigenvalue of A22. 
Eq. (3.3), which can be written as 
AT3ul---- (AT3(A22 -/ . /1)-1A23 -- (A33 - -  ~1))U3, 
has a solution iff the Fredholm Alternative is satisfied. This is equivalent to #a'[A~3(A22 - 
#1 )- 1A23 - (A33 -/~1 )] Ux = 0 for some x. The number of such solutions is dim sV(Oa" [A~3 (A22 -
#)-1A23 -- (A33 - kt l )]U).  
3. The proof is similar to the last part. The only difference is that the Fredholm Alternative must 
be applied to (3.2) as well• [] 
Example .  Let 
1 
1 
2 
A= 2 
11 
11 
11 
11 
1 
1 
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It has eigenvalues 1, 1 ,2 ,2 , -1 ,3 .  Now, 
] 1-2 -  1----~ 1 -2  2 S(2) = 2 1 - 2 
1-2  
has eigenvalues 1 - 2 and 1 - 2 - 4/(1 - 2) and thus f (2 )=(1  - 2) 2 - 4. Note that S(1) has one 
zero eigenvalue. At 2 = 1, s = 1, t = 1 and all conclusions of  the theorem (case 2) can be verified. 
Example. Let 
1 
1 
A= 
11 
11 
1 
1 
11 
11  
2 
2 
It has eigenvalues 1, 1, 1,2, (3 + x /~) /2 .  Now, 
2 -2  1 -2  1 -2  
S(2) = 2 2 - 2 2 
1 -2  1 -2  
has eigenvalues 2 - 2 and 2 - 2 - 4/(1 - 2) and thus f (2 )=(2  - 2)(2 - 2 - 4/(1 - 2)). At 
2 = 1, r = 0, s = 1, t = 1 and all conclusions of  the theorem (case 3) can be verified. 
Example. Consider the usual second-order finite difference approximation to the eigenvalue problem 
-u"  = 2u, u (0)  = u(~)  = 0. 
Suppose the interval [0, ~] is divided into 2n equal subintervals and let h = rc/2n. The global matrix 
for this problem is 
2 -1  
-1  2" ' .  
' .  ' .  -1  
-1  2 
A= 2-1  
-1  2""  
".. ".. 
-1  
-1  
-1  
-1  
2 
2 -1  -1  
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Its eigenvalues are 4 sin2(ih/2), i = 1 .... ,2n - 1. Let the subdomains be [0, 7r/2] and [n/2, rJ. Then 
All and Az2 are (n - 1) × (n - 1) matrices with eigenvalues 4sin 2 ih, i=  1,... ,n - 1. Note that they 
can be diagonalized by an orthogonal sine transform matrix and this permits an expression of S(2) 
in closed form: 
S(2) = 2 - 2 - 8h ,-1 sin 2 2ih 
n 4 sin 2 ih - 4" 
At 2 = 4 sin 2 ih, i = 1 .... , n - 1, f (2 )  = S(2) has a pole of order 1 and s = 1, t = 0. This is a simple 
eigenvalue of A, as predicted by the theorem (case 3). 
Note without he Fundamental Assumption 3, Kron's method oes not find the correct multiplicity 
of an eigenvalue of A of multiplicity greater than k. 
We finally give a formula for the number of eigenvalues of A less than a prescribed number. 
Simpson calculates this quantity using the Sturm sequence property for symmetric matrices but does 
not give an explicit formula. 
Theorem 5. Suppose 2 ~ A1 UA2~{TI  ~<72~ < "" "}. Let p be the smallest index such that 2<yp, fi 
denote the number of  unbounded eioenvalues of  S(~,i), ri denote the number of  zero eioenvalues of  
S(~'i) and si and ti denote the dimensions of  the subspaces defined in Theorem 4 at 2 = Yi. Then 
the number of  eigenvalues of  A less than 2 is ~iPfll f • + si + ti -- ri +N(2).  
Proof. The proof is by induction on p. When p = 1, A < y~ and thus the number of eigenvalues of 
A less than 2 is simply N(2). 
Now suppose 7p<2<Tp+~. By induction hypothesis, the number of eigenvalues of A less than 
~p-- is 
p--1 
E f i  "q- Si "~- ti -- ri + N(yp- ) .  
i=l  
By the previous theorem, A has Sp + tp eigenvalues equal to ~p and N(Tp+) + fp - rp =N(Tp-  ). 
Thus the number of eigenvalues of A less than ~,p+ is 
P 
~-'~f,.+ si + ti - ri + N(yp+ ). 
i=l  
Hence for any 2 E (~p,~p+~), the number of eigenvalues of A less than 2 is 
P 
+ s, + - r, + g(2) .  [] 
i=l  
Note that except for N(2), every quantity in the above formula is computable from the submatrices 
of A and is independent of 2. 
The theory in this section yields an algorithm to locate any eigenvalue of A. The only difference 
with the algorithm in the last section is that there may be eigenvalues of A at the poles of f .  Their 
multiplicities may be determined by the formulae given in Theorem 4. 
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In [1, 2], they prove similar results but for a different class of problems. They consider eigenvalues 
of A0 + VV T, where A0 is a symmetric matrix with a known eigenvalue decomposition and V E R r 
has full rank. The following example illustrates that this class of matrices does not always include 
the symmetric matrices that we are interested in (cf. (1.1)). Consider the n x n matrix 
' ' .  
0 
1 1 
This matrix is a rank-2 perturbation from the zero matrix of the form envT+ veT, where v is a 
n-vector whose components are all 1 except the last component which is 0. It is not difficult to 
show that this matrix cannot be represented in the form VV T for any V E R ~ × r for any r. 
In the next section, we suggest an improvement to the secant method for locating eigenvalues 
between consecutive poles of f .  
4. Zero finder 
From Fig. 2, it is apparent that the usual Newton's/secant method is not ideal if the initial guess 
is far from the desired root. Assume that we have computed the eigenvalues of A tl and of A22. 
Hence we know the poles of f (2) .  We now describe a simple modification to improve the rate of 
convergence to the root. 
We first consider the case of finding the first (smallest) eigenvalue 21, with an upper bound ~,~ 
which is a simple pole of f .  For simplicity, assume that 21 is the only eigenvalue of A less than 
71. Because 71 is a pole of f ,  a natural method is to find the zero of the de-singularized function 
9 (2)=(2-  71)f(2). This idea is certainly not new. See [1]. Suppose we already have the points 
(~i,9(~;)), i=  1,2,3. We fit a parabola which passes through these points and set the next iterate as 
one zero of this parabola if the roots of this parabola re real. From the data points alone, it does not 
seem possible to tell which root should be taken in general. Our strategy is to choose the one which 
is closest to the most recent iterate. Now it is also possible that the roots of the parabola are not 
real. In this case, we take the secant iterate as the next iterate. The entire procedure is safeguarded 
by bisection. 
Now we consider the other case where the desired eigenvalue is bounded by two consecutive 
simple poles 7i and 7i÷1 of f .  For simplicity, we assume that there are no other eigenvalues of A in 
this interval. In an analogous manner, we find the root of g(2) = (2 - 7i)(2 - Y i+ l  ) f (2)  instead of 
that of f .  We model g locally by a parabola s before. The function g can be appropriately modified 
for higher-order poles. 
Bunch et al. [7] gave an elegant algorithm to find the eigenvalues of a symmetric matrix modified 
by a rank-one matrix. Our algorithm is not as elegant because of two reasons: (1) our matrix is 
modified by a rank-k matrix where k is in general arger than 1 and (2) derivative information is 
prohibitively expensive to obtain for our problem. However, our algorithm still performs adequately. 
A typical example is illustrated in Table 1 where our method, which we call the rational Muller 
method, is compared against the usual secant method. (Muller [25] analyzed an iteration similar 
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Table 1 
Comparison of the convergence rate of two methods 
Iteration i 2 (0 (secant) 2 (0 (rational Muller) 
-1  58.49745715166667 58.49745715166667 
0 62.45449400878925 62.45449400878925 
1 60.56323156215716 60.56323156215718 
2 60.38667580466773 60.12822549335254 
3 60.12386738196144 60.13565547445297 
4 60.13621905211460 60.13569034091106 
5 60.13569167979250 60.13569034042146 
6 60.13569034027086 Converged 
7 60.13569034042143 Converged 
to the one described above but without the de-singularizing step for solving a root of a nonlinear 
function.) Note that near quadratic onvergence is apparent for this example. The number of steps 
it takes for the rational Muller method to converge is mostly insensitive to the choice of the initial 
iterates while the secant method may take as many as five times more iterations than the rational 
Muller method if, for instance, the initial iterates are close to one pole. This example is from an 
eigenvalue problem on a T-shaped domain. The details are unimportant. 
5. Discussion 
In general, Kron's method requires the explicit formation of the matrix S which can be expensive. 
We now make a crude estimate of the cost of this evaluation. Assume All and A22 are both n × n 
matrixes with n much larger than k. One computation of S(2) requires solving k linear equations 
involving All and the same for -422. Assuming multigrid is used, each linear solve requires O(n) 
operations. Also assume that multiplication of AT by an n-vector requires O(n) operations, then 
the explicit calculation of S(2) requires O(k 2 -4- nk) operations. In two dimensions, k is typically 
O(n m) and thus the formation of S(2) requires O(n3/2). In three dimensions, k is typically O(n 2/3) 
and hence the corresponding complexity is O(n5/3). 
We mention that our description is only one version of Kron's method. Another version which is 
described in the literature is to first perform an eigenvalue decomposition of Aii = QiDiQ T, i = 1,2, 
where Q~ is an orthogonal matrix of eigenvectors and Di is a diagonal matrix of eigenvalues. The 
Kron matrix now takes the form 
S()~) =A33 - 2 -AT3QL(D1 -- )],)-IQ1TA13 --AT3Q2(D2 -- 2)-lQTA23 
and matrix operations involving S become more convenient. 
We now discuss an alternative to the rational Muller method. It tracks when the magnitude of 
an eigenvahie of S(2) is zero. One way to do this is to perform a LDL T decomposition [13] of 
pTS(2)P,  where L is unit lower triangular, D is diagonal and P is a permutation matrix. Because S 
and D are congruent, the Sylvester Law of Inertia implies that there is a zero eigenvalue of S(2) 
iff there is one of D(2). Hence the procedure reduces to finding the 2 at which di, a diagonal entry 
of D is zero. Note that Newton's method can now be applied to find this zero because the cost of 
S. H. Lui l Journal of Computational nd Applied Mathematics 98 (1998) 35-48 47 
evaluating d~(A) is reasonable. The method now is locally quadratically convergent and is similar to 
the original method of Kron and later improved by Simpson and Sehmi. Following [2], we derive 
an expression for d~(2). 
Now 
di = eTi Dei = eTi L-1PT SPL-T ei. 
Suppose P is independent of 2. Then 
d~(2) = e~(L -~ )'PTSPL-T e~ + e~L-IpTs'PL-T ez +efL -  IpTSP(L-T)'ei 
= eTi L-  IpTS'PL-Tei 
= --e'~L-1pT(l + AT3(AII - ,~)-2A13 + AT3(A22 - )O-2A23)PL-Tei. 
Note that di is monotonically decreasing in any interval bounded by consecutive poles of f (cf. 
(2.2)). The LDL T decomposition takes O(k 3) operations but it is probably a necessary step in any 
robust code because of the requirement to compute N(2 - )  to ensure the correct eigenvalue is being 
computed. The quantity d~ should not be evaluated in the above form but rather as 
- [[zl[ z - [[(A,l - ~.)-lA13zl[ 2 -- [[(AEz - 2)-lA23z[[ z, (5.1) 
where z=PL-~e,  This takes O(k z + nk) operations because the matrices occurring in (5.1) have 
to be formed anyway when computing S(2). Based on our experience, we recommend the rational 
Muller method over this method because of the simplicity of the former method and its near quadratic 
convergence without he need to evaluate derivatives. 
The main purpose of this paper is to discuss the theoretical aspects of the Kron's method. We 
conclude by mentioning that many important implementation issues have not been discussed. For 
instance, strategies for evaluating S(2) and parallel implementation issues. 
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