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STRUCTURED INVERSE MODELING IN PARABOLIC
DIFFUSION PROBLEMS
VOLKER H. SCHULZ, MARTIN SIEBENBORN AND KATHRIN WELKER∗
Abstract. Often, the unknown diffusivity in diffusive processes is structured by piecewise
constant patches. This paper is devoted to efficient methods for the determination of such struc-
tured diffusion parameters by exploiting shape calculus. A novel shape gradient is derived in
parabolic processes. Furthermore quasi-Newton techniques are used in order to accelerate shape
gradient based iterations in shape space. Numerical investigations support the theoretical results.
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1. Introduction. Inverse modeling in diffusive processes is one of the major
themes in the field of inverse problems. Inverse problems were already tackled for
example in [4, 12]. Often, a distributed diffusivity parameter is to be estimated
from observations of the diffused state, as in [14, 24, 25]. In many cases, however,
the rough overall structure of the parameter distribution is known, but the details
are missing. In the present paper, we assume that the distributed diffusion param-
eter to be estimated is piecewise constant in subdomains with smooth boundaries.
The detailed shape of the subdomains is to be estimated. Thus, we elaborate on
a very similar setting as in [10]. The difference is that in [10] the source term is
assumed being piecewise constant, whereas here the diffusion parameter is assumed
piecewise constant. Furthermore, a novel quasi-Newton approach in shape space is
presented and convergence properties are observed, which are superlinear as long
as the increments are larger than the discretization error. Newton-type methods
have been used in shape optimization since many years, e.g. [7, 19]. Quasi-Newton
methods on general manifolds have already been discussed in [1, 8, 22]. Here, we
specify them for the particular case of shape manifolds. From a different stand-
point, the discussion in this paper can be viewed as a generalization of the elliptic
structured inverse modeling in the publications [13, 21] to the parabolic case. The
methodology and algorithm derived in this paper applies for example to the problem
of inversely determining cell shapes in the human skin as investigated in [17].
The paper is organized in the following way. In section 2, we derive the shape
derivative for the parabolic inverse problem. Section 3 presents a limited memory
BFGS quasi-Newton technique in shape space and discusses the theoretical back-
ground from optimization on Riemannian manifolds. Finally, section 4 discusses
numerical results for the inverse problem of finding the interfaces of two subdo-
mains.
2. Interface problem formulation and derivation of the shape deriva-
tive. We first set up notation and terminology. Then we formulate the parabolic
interface problem which is motivated by electrical impedance tomography. In the
third part of this section we deduce the shape derivative which is achieved by an
application of the theorem of Correa and Seger [5, theorem 2.1] and a generalization
of the approach in [21] for parabolic problems.
2.1. Notations and definitions. Let d ∈ N and τ > 0. We will denote by
Ω ⊂ Rd a bounded domain with Lipschitz boundary Γ := ∂Ω and by J a real-
valued functional depending on it. Moreover, let {Ft}t∈[0,τ ] be a family of bijective
mappings Ft : Ω → Rd such that F0 = id. This family transforms the domain Ω
into new perturbed domains Ωt := Ft(Ω) = {Ft(x) : x ∈ Ω} with Ω0 = Ω and the
boundary Γ into new perturbed boundaries Γt := Ft(Γ) = {Ft(x) : x ∈ Γ} with
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2Γ0 = Γ. If you consider the domain Ω as a collection of material particles which
are changing their position in the time-interval [0, τ ], then the family {Ft}t∈[0,τ ]
describes the motion of each particle, i.e., at the time t ∈ [0, τ ] a material particle
x ∈ Ω has the new position xt := Ft(x) ∈ Ωt with x0 = x. The motion of each such
particle x could be described by the velocity method, i.e., as the flow Ft(x) := ξ(t, x)
determined by the initial value problem
dξ(t, x)
dt
= V (ξ(t, x))
ξ(0, x) = x
(2.1)
or by the perturbation of identity which is defined by Ft(x) := x + tV (x) where V
denotes a sufficiently smooth vector field. We will use the perturbation of identity
throughout the paper. The Eulerian derivative of J at Ω in direction V is defined
by
DJ(Ω)[V ] := lim
t→0+
J(Ωt)− J(Ω)
t
. (2.2)
The expression DJ(Ω)[V ] is called the shape derivative of J at Ω in direction V and
J shape differentiable at Ω if for all directions V the Eulerian derivative (2.2) exists
and the mapping V 7→ DJ(Ω)[V ] is linear and continuous. The material derivative
of a generic function p : Ωt → R at x ∈ Ω with respect to the deformation Ft is
given by
Dmp(x) := lim
t→0+
(p ◦ Ft) (x)− p(x)
t
=
d+
dt
(p ◦ Ft) (x)
t=0
(2.3)
and its shape derivative with respect to the vector field V by
Dp[V ] := Dmp− V T∇p. (2.4)
In the following, we will also use the symbol p˙ to denote the material derivative
of p. Let p, q : Ωt → R be two generic functions and Dm the material derivative
with respect to Ft = id+ tV . The following rules for the material will be needed in
subsection 2.3. For the material derivative the product rule holds, i.e.,
Dm(p q) = Dmp q + pDmq. (2.5)
While the shape derivative commutes with the gradient, the material derivative
does not, but the following equality was proved in [3]
Dm∇p = ∇Dmp−∇V T∇p. (2.6)
Combining (2.5) with (2.6) yields
Dm
(∇qT∇p) = ∇DmpT∇q −∇qT (∇V +∇V T )∇p+∇pT∇Dmq. (2.7)
Moreover, in subsection 2.3 we need the following rule for differentiating domain
integrals
d+
dt
(∫
Ωt
f(t)
)
t=0
=
∫
Ω
(Dmf + div(V )f) (2.8)
which was proved in [11, lemma 3.3].
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Fig. 2.1: Example of a domain Ω = Ω1 ∪· Γint ∪· Ω2 where Γout := ∂Ω = Γbottom ∪·
Γleft ∪· Γright ∪· Γtop and n denotes the unit outer normal to Ω2 at Γint
2.2. Interface problem formulation. In the previous subsection we denoted
by Ω a bounded domain of Rd with Lipschitz boundary ∂Ω. Now, let this domain
Ω be an open subset of R2 and split into the two disjoint subdomains Ω1,Ω2 ⊂ Ω
such that Ω1 ∪· Γint ∪· Ω2 = Ω, Γbottom ∪· Γleft ∪· Γright ∪· Γtop = ∂Ω (=: Γout) and
∂Ω1 ∩ ∂Ω2 = Γint where the interior boundary Γint is assumed to be smooth and
variable and the outer boundary Γout Lipschitz and fixed. An example of such a
domain is illustrated in figure 2.1.
The parabolic PDE constrained shape optimization problem is given in strong
form by
min J(Ω) :=
∫ T
0
∫
Ω
(y − y¯)2 dxdt+ µ
∫
Γint
1ds (2.9)
s.t.
∂y
∂t
− div(k∇y) = f in Ω× (0, T ] (2.10)
y = 1 on Γtop × (0, T ] (2.11)
∂y
∂n
= 0 on (Γbottom ∪ Γleft ∪ Γright)× (0, T ] (2.12)
y = y0 in Ω× {0} (2.13)
where
k ≡
{
k1 = const. in Ω1 × (0, T ]
k2 = const. in Ω2 × (0, T ]
and n denotes the unit outer normal to Ω2 at Γint. Of course, the formulation (2.10)
of the differential equation is to be understood only formally because of the jumping
coefficient k. We observe that the unit outer normal to Ω1 is equal to −n, which
enables us to use only one normal n for the subsequent discussions. Furthermore, we
have interface conditions at the interface Γint. We formulate explicitly the continuity
of the state and of the flux at the boundary as
JyK = 0 , sk ∂y
∂n
{
= 0 on Γint × (0, T ] (2.14)
4where the jump symbol J·K denotes the discontinuity across the interface Γint and
is defined by JvK := v1 − v2 where v1 := v
Ω1
and v2 := v
Ω2
. The perimeter
regularization with µ > 0 in the objective (2.9) is a frequently used in this kind of
problems. In [27] a weaker but more complicated regularization is instrumental in
order to show existence of solutions.
It is often important to identify functions Ω × [0, T ] → R with maps from
[0, T ] into a Banach space. In doing so, we now use the space L2
(
0, T ;H1(Ω)
)
which consists of L2-integrable functions u : [0, T ]→ H1(Ω) such that u(t) ∈ H1(Ω)
for all t ∈ [0, T ]. Moreover, as in [28] we now use a weak time derivative ut for
u ∈ L2 (0, T ;H1(Ω)) by the following condition∫ T
0
φ(t)ut(t)dt = −
∫ T
0
φ′(t)u(t)dt, ∀φ ∈ C∞0 (0, T ) (2.15)
where φ′ = dφdt . In the following, we assume that u ∈ L2
(
0, T ;H1(Ω)
)
has a weak
time derivative ut ∈ L2
(
0, T ;H−1(Ω)
)
where H−1(Ω) denotes the dual space of
H1(Ω).
Remark 1. Let H be a Hilbert space. A weak time derivative of a func-
tion u ∈ L2 (0, T ;H) can be defined in the same space L2 (0, T ;H). However, in
our application, we use the Gelfand triple H1(Ω) ↪→ L2(Ω) ↪→ H−1(Ω) and it
turns out to be more appropriate to define the weak time derivative in the space
L2
(
0, T ;H−1(Ω)
)
instead of L2
(
0, T ;H1(Ω)
)
(cf. [9, 28]).
In our setting, the boundary value problem (2.10-2.14) is written in weak form
as
a(y, p) = b(p, p1, p2) , ∀p, p1, p2 ∈W
(
0, T ;H1(Ω)
)
(2.16)
where the space W
(
0, T ;H1(Ω)
)
is defined by
W
(
0, T ;H1(Ω)
)
= {u ∈ L2(0, T ;H1(Ω)) : ut ∈ L2
(
0, T ;H−1(Ω)
)
exists}. (2.17)
For properties of the space W
(
0, T ;H1(Ω)
)
we refer the reader to the literature,
e.g. [9, 28]. The bilinear form a(y, p) in (2.16) is given by
a(y, p) :=
∫
Ω
y(T, x)p(T, x) dx−
∫
Ω
y0 p(0, x) dx−
∫ T
0
∫
Ω
∂p
∂t
y dxdt
+
∫ T
0
∫
Ω
k∇yT∇pdxdt−
∫ T
0
∫
Γint
s
k
∂y
∂n
p
{
dsdt
−
∫ T
0
∫
Γout
k1
∂y
∂n
pdsdt (2.18)
and the linear form b(p, p1, p2) in (2.16) by
b(p, p1, p2) := b1(p) + b2(p1, p2) (2.19)
where
b1(p) :=
∫ T
0
∫
Ω
fpdxdt (2.20)
b2(p1, p2) :=
∫ T
0
∫
Γtop
p1(y − 1)dsdt+
∫ T
0
∫
Γout\Γtop
p2
∂y
∂n
dsdt. (2.21)
We assume for the obervation y¯ ∈ W (0, T ;H1(Ω)), which guarantees also y, p ∈
W
(
0, T ;H1(Ω)
)
. The Lagrangian of (2.9-2.14) is defined as
L (Ω, y, p) := J(Ω) + a(y, p)− b(p, p1, p2) (2.22)
5where J(Ω) is defined in (2.9), a(y, p) in (2.18) and b(p, p1, p2) in (2.19-2.21).
Remark 2. Integration by parts on the integral
∫ T
0
∫
Ω
∂y
∂t pdxdt yields
∫ T
0
∫
Ω
∂y
∂t
pdxdt
=
∫
Ω
y(T, x)p(T, x) dx−
∫
Ω
y0 p(0, x) dx−
∫ T
0
∫
Ω
∂p
∂t
y dxdt
Remark 3. Note that we have to consider
a(y, p) :=
∫
Ω
y(T, x)p(T, x) dx−
∫
Ω
y0 p(0, x) dx−
∫ T
0
∫
Ω
∂p
∂t
y dxdt
−
∫ T
0
∫
Ω
div(k∇p)y dxdt+
∫ T
0
∫
Γint
s
k
(
∂p
∂n
y − ∂y
∂n
p
){
dsdt
+
∫ T
0
∫
Γout
k1
(
∂p
∂n
y − ∂y
∂n
p
)
dsdt (2.23)
or respectively
a(y, p) :=
∫ T
0
∫
Ω
∂y
∂t
pdxdt−
∫ T
0
∫
Ω
div(k∇y)pdxdt (2.24)
instead of (2.18) in order to derive the bilinear form a(y, p) or the Lagrangian
L (Ω, y, p) in terms of y or respectively p.
2.3. Derivation of the shape derivative. In this subsection we first con-
sider the objective (2.9) without the perimeter regularization. Then the shape
derivative can be expressed as an integral over the domain Ω, as well as an integral
over the interface Γint. By the Hadamard structure theorem [26, theorem 2.27] only
the normal part of a vector field V on the interface has an impact on the value
of the shape derivative DL (Ω, y, p)[V ] or DJ(Ω)[V ]. In this subsection we first
deduce the domain integral by an application of the theorem of Correa and Seger
[5, theorem 2.1]. Then we convert it in an interface integral by means of integration
by parts on Γint.
Remark 4. The shape derivative in an open domain will only depend on the
normal component of a vector field on the boundary, if the boundary is smooth
enough. One should note that this is no longer true, if the boundary is only piecewise
smooth.
A saddle point (y, p) ∈ W (0, T ;H1(Ω)) ×W (0, T ;H1(Ω)) of the Lagrangian
(2.22) is given by
∂L (Ω, y, p)
∂y
=
∂L (Ω, y, p)
∂p
= 0 (2.25)
6which leads in strong form to the adjoint equation
−∂p
∂t
− div(k∇p) = −(y − y) in Ω× [0, T ) (2.26)
p = 0 in Ω× {T} (2.27)s
k
∂p
∂n
{
= 0 on Γint × [0, T ) (2.28)
JpK = 0 on Γint × [0, T ) (2.29)
∂p
∂n
= 0 on (Γbottom ∪ Γleft ∪ Γright)× [0, T ) (2.30)
p = 0 on Γtop × [0, T ) (2.31)
p1 = −k1p on (Γbottom ∪ Γleft ∪ Γright)× [0, T ) (2.32)
p2 = k1
∂p
∂n
on Γtop × [0, T ) (2.33)
and to the state equation
∂y
∂t
− div(k∇y) = f in Ω× (0, T ]. (2.34)
Let Ω be fixed. Then it is easy to verify that
J(Ω) = min
y∈W (0,T ;H1(Ω))
max
p∈W (0,T ;H1(Ω))
L (Ω, y, p). (2.35)
Now, we formulate the following theorem which provides the representation of
the shape derivative expressed as a domain integral. This domain integral will later
allow us to calculate the boundary expression of the shape derivative.
Theorem 2.1. Assume that the parabolic PDE problem (2.10-2.14) is H1-
regular, so that its solution y is at least in W
(
0, T ;H1(Ω)
)
. Moreover, assume that
the adjoint equation (2.26-2.31) admits a solution p ∈ W (0, T ;H1(Ω)). Then the
shape derivative of the objective J (without perimeter regularization) at Ω in the
direction V is given by
dJ(Ω)[V ] =
∫ T
0
∫
Ω
− k∇yT (∇V +∇V T )∇p− p∇fTV
+ div(V )
(
1
2
(y − y)2 + ∂y
∂t
p+ k∇yT∇p− fp
)
dxdt
(2.36)
Proof. We apply the theorem of Correa and Seger on the right hand side of
(2.35), i.e. we obtain formula (2.36) by evaluation of the shape derivative of the
Lagrangian (2.22) in its saddle point. The verification of the assumptions of this
theorem can be checked in much the same way as in [6, chapter 10, subsection
6.4]. We leave it to the reader to verify them. Applying the rule for differentiating
7domain integrals which is given in (2.8) yields
dL (Ω, y, p)[V ]
= lim
s→0+
L (Ωs, y, p)−L (Ω, y, p)
s
=
d+
ds
L (Ωs, y, p)
s=0
=
∫
Ω
[
1
2
∫ T
0
Dm
(
(y − y)2) dt+Dm (y(T, x)p(T, x))−Dm (y0p(0, x))
−
∫ T
0
Dm
(
∂p
∂t
y
)
dt+
∫ T
0
Dm
(
k∇yT∇p) dt− ∫ T
0
Dm (fp) dt
+ div(V )
(
1
2
∫ T
0
(y − y)2 dt+ y(T, x)p(T, x)− y0p(0, x)
−
∫ T
0
∂p
∂t
y dt+
∫ T
0
k∇yT∇pdt−
∫ T
0
fpdt
)]
dx
−
∫
Γint
∫ T
0
Dm
(s
k
∂y
∂n
p
{)
+ divΓint(V )
s
k
∂y
∂n
p
{
dtds
−
∫
Γout
∫ T
0
Dm
(
k1
∂y
∂n
p
)
+ divΓout(V )k1
∂y
∂n
pdtds
−
∫
Γtop
∫ T
0
Dm(p1(y − 1)) + divΓtop(V )p1(y − 1)dt ds
−
∫
Γout\Γtop
∫ T
0
Dm
(
p2
∂y
∂n
)
+ divΓout\Γtop(V )p2
∂y
∂n
dt ds
Now, applying (2.5) and (2.7) we obtain
dL (Ω, y, p)[V ]
=
∫
Ω
[ ∫ T
0
(y − y)y˙ dt+ y˙(T, x)p(T, x) + y(T, x)p˙(T, x)− y0 p˙(0, x)
−
∫ T
0
Dm
(
∂p
∂t
)
y +
∂p
∂t
y˙ dt−
∫ T
0
f˙p+ fp˙ dt
+
∫ T
0
k∇y˙T∇p+ k∇yT∇p˙− k∇yT (∇V +∇V T )∇pdt
+ div(V )
(
1
2
∫ T
0
(y − y)2 dt+ y(T, x)p(T, x)− y0p(0, x)
−
∫ T
0
∂p
∂t
y dt+
∫ T
0
k∇yT∇pdt−
∫ T
0
fpdt
)]
dx
−
∫
Γint
∫ T
0
s
Dm
(
k
∂y
∂n
)
p+ k
∂y
∂n
p˙
{
+ divΓint(V )
s
k
∂y
∂n
p
{
dtds
−
∫
Γout
∫ T
0
Dm
(
k1
∂y
∂n
)
p+ k1
∂y
∂n
p˙+ divΓout(V )k1
∂y
∂n
pdtds
−
∫
Γtop
∫ T
0
p˙1(y − 1) + p1y˙ + divΓtop(V )p1(y − 1)dt ds
−
∫
Γout\Γtop
∫ T
0
p˙2
∂y
∂n
+ p2Dm
(
∂y
∂n
)
+ divΓout\Γtop(V )p2
∂y
∂n
dt ds
8From this we get
dL (Ω, y, p)[V ]
=
∫
Ω
∫ T
0
(
(y − y)− ∂p
∂t
− div(k∇p)
)
y˙ +
(
∂y
∂t
− div(k∇y)− f
)
p˙ dt dx
+
∫ T
0
∫
Ω
−k∇yT (∇V +∇V T )∇p− f˙p
+ div(V )
(
1
2
(y − y)2 + ∂y
∂t
p+ k∇yT∇p− fp
)
dxdt
+
∫
Γint
∫ T
0
s
k
∂p
∂n
y˙
{
−
s
Dm
(
k
∂y
∂n
)
p
{
− divΓint(V )
s
k
∂y
∂n
p
{
dtds
+
∫
Γout
∫ T
0
∂p
∂n
y˙ − k1Dm
(
k1
∂y
∂n
)
p− divΓout(V )k1
∂y
∂n
pdtds
−
∫
Γtop
∫ T
0
p˙1(y − 1) + p1y˙ + divΓtop(V )p1(y − 1)dt ds
−
∫
Γout\Γtop
∫ T
0
p˙2
∂y
∂n
+ p2Dm
(
∂y
∂n
)
+ divΓout\Γtop(V )p2
∂y
∂n
dt ds (2.37)
where the term f˙p is equal to p∇fTV due to (2.4). The outer boundary Γout is not
variable. Thus, we can choose the deformation vector field V equals zero in small
neighbourhoods of Γout. Moreover, each material derivative in small neighbour-
hoods of Γout is equal to zero. Therefore, the three outer integrals in (2.37) vanish.
Now, let us consider the saddle point condition (2.25) or respectively (2.26-2.34).
Due to the continuity of the state and of the flux (2.14) their material derivative is
continuous. Thus, we gets
k
∂p
∂n
y˙
{
= y˙
s
k
∂p
∂n
{
(2.28)
= 0 on Γint (2.38)s
Dm
(
k
∂y
∂n
)
p
{
= Dm
(
k
∂y
∂n
) JpK (2.29)= 0 on Γint. (2.39)
Then s
k
∂y
∂n
p
{
= 0 on Γint (2.40)
follows from (2.14), (2.29) and the identity
JabK = JaK b1 + a2 JbK = a1 JbK+ JaK b2 (2.41)
which implies
JabK = 0 if JaK = 0 ∧ JbK = 0. (2.42)
By combining (2.37-2.40), we obtain (2.36).
Now, we want to convert the domain integral (2.36) into a boundary integral
which is better suited for a finite element implementation as already mentioned
for example in [6, remark 2.3, p. 531]. The following theorem is a generalization
of lemma 1 in [21] for parabolic problems and provides two representations of the
shape derivative expressed as a boundary integral.
Theorem 2.2. Under the assumptions of theorem 2.1 the shape derivative of
the objective J (without perimeter regularization) at Ω in the direction V is given
9by
dJ(Ω)[V ] =
∫ T
0
∫
Γint
〈V, n〉
s
−2k ∂y
∂n
∂p
∂n
+ k∇yT∇p
{
dsdt (2.43)
Let y1 := y
Ω1
and p2 := p
Ω2
. Then the shape derivative of the objective J at Ω in
the direction V can be expressed as
dJ(Ω)[V ] =
∫ T
0
∫
Γint
JkK∇yT1 ∇p2 〈V, n〉 dsdt (2.44)
Proof. Integration by parts on the integral
∫
Ω
div(V )
(
1
2
(y − y)2 + ∂y
∂t
p+ k∇yT∇p− fp
)
dx
in (2.36) yields
∫
Ω
div(V )
(
1
2
(y − y)2 + ∂y
∂t
p+ k∇yT∇p− fp
)
dx
=
∫
Ω1
div(V )
(
1
2
(y − y)2 + ∂y
∂t
p+ k1∇yT∇p− fp
)
dx
+
∫
Ω2
div(V )
(
1
2
(y − y)2 + ∂y
∂t
p+ k2∇yT∇p− fp
)
dx
=
∫
Γint∪Γout
(
1
2
(y − y)2 + ∂y
∂t
p+ k1∇yT∇p− fp
)
〈V, n〉 ds
−
∫
Ω1
V T
(
(y − y)∇y +∇
(
∂y
∂t
p
)
+ k1∇
(∇yT∇p)−∇ (fp)) dx
+
∫
Γint
(
1
2
(y − y)2 + ∂y
∂t
p+ k2∇yT∇p− fp
)
〈V,−n〉 ds
−
∫
Ω2
V T
(
(y − y)∇y +∇
(
∂y
∂t
p
)
+ k2∇
(∇yT∇p)−∇ (fp)) dx
= −
∫
Ω
V T
(
(y − y)∇y +∇
(
∂y
∂t
p
)
+ k∇ (∇yT∇p)−∇fp− f∇p) dx
+
∫
Γint
s(
1
2
(y − y)2 + ∂y
∂t
p+ k∇yT∇p− fp
)
〈V, n〉
{
ds
+
∫
Γout
(
1
2
(y − y)2 + ∂y
∂t
p+ k1∇yT∇p− fp
)
〈V, n〉 ds (2.45)
Combining (2.36), (2.45) and the vector calculus identity
∇yT (∇V +∇V T )∇p+ V T∇ (∇yT∇p) = ∇pT∇ (V T∇y)+∇yT∇ (V T∇p)
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which was proved in [3] gives
dJ(Ω, y, p)
=
T∫
0
[∫
Ω
−k∇pT∇ (V T∇y)− k∇yT∇ (V T∇p)− (y − y)V T∇y
− V T∇
(
∂y
∂t
p
)
+ fV T∇pdx
+
∫
Γint
s(
1
2
(y − y)2 + ∂y
∂t
p+ k∇yT∇p− fp
)
〈V, n〉
{
ds
+
∫
Γout
(
1
2
(y − y)2 + ∂y
∂t
p+ k1∇yT∇p− fp
)
〈V, n〉 ds
]
dt. (2.46)
Then, applying integration by parts on the integral
∫
Ω
k∇yT∇ (V T∇p) dx in (2.46)
we get
∫
Ω
k∇yT∇ (V T∇p) dx
=
∫
Ω1
k1∇yT∇
(
V T∇p) dx+ ∫
Ω2
k2∇yT∇
(
V T∇p) dx
=
∫
Γint∪Γout
k1
∂y
∂n
V T∇pds−
∫
Ω1
div(k1∇y)∇pTV dx+
∫
Γint
k2
∂y
∂n
V T∇pds
−
∫
Ω2
div(k2∇y)∇pTV dx
= −
∫
Ω
div(k∇y)∇pTV dx+
∫
Γint
s
k
∂y
∂n
V T∇p
{
ds+
∫
Γout
k1
∂y
∂n
V T∇pds (2.47)
and analogously
∫
Ω
k∇pT∇ (V T∇y) dx
= −
∫
Ω
div(k∇p)∇yTV dx+
∫
Γint
s
k
∂p
∂n
V T∇y
{
ds+
∫
Γout
k1
∂p
∂n
V T∇yds. (2.48)
Integration by parts on the integral
∫ T
0
∇∂y∂t pdt in (2.46) yields
∫ T
0
∇∂y
∂t
pdt = ∇y(T, x)p(T, x)−
∫ T
0
∇y ∂p
∂t
dt
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Thus, it follows that
dJ(Ω, y, p)
=
T∫
0
[∫
Ω
∇pTV
(
−∂y
∂t
+ div(k∇y) + f
)
+∇yTV
(
∂p
∂t
+ div(k∇p)− (y − y)
)
dx
+
∫
Γint
s(
1
2
(y − y)2 + ∂y
∂t
p− k∇yT∇p− fp
)
〈V, n〉
{
−
s
k
∂y
∂n
V T∇p
{
−
s
k
∂p
∂n
V T∇y
{
ds
]
dt
+
∫
Γout
(
1
2
(y − y)2 + ∂y
∂t
p− k1∇yT∇p− fp
)
〈V, n〉
− k1 ∂y
∂n
V T∇p− k1 ∂p
∂n
V T∇y ds
]
dt
+
∫
Ω
V T∇y(T, x)p(T, x) dx (2.49)
The domain integrals in (2.49) vanish due to (2.26), (2.27) and (2.34). Moreover,
the term
r(
∂y
∂t − f
)
p
z
vanishes because of (2.29) and the term
q
1
2 (y − y)2
y
because
of (2.14). Then s
k
∂y
∂n
V T∇p
{
=
s
k
∂p
∂n
V T∇y
{
= 〈V, n〉
s
k
∂y
∂n
∂p
∂n
{
(2.50)
follows from (2.14) and (2.28). Since the outer boundary Γout is not variable, we
can choose the deformation vector field V equals zero in small neighbourhoods of
Γout. Therefore, the outer integral in (2.49) disappears and we obtain the interface
integral (2.43). It is easy to verify that∫
Γint
〈V, n〉
s
−2k ∂y
∂n
∂p
∂n
+ k∇yT∇p
{
ds =
∫
Γint
JkK∇yT1 ∇p2 〈V, n〉 ds (2.51)
which completes the proof. For a detailed computation of (2.50) and (2.51) we refer
the reader to [13, p. 320].
Now, we consider the objective (2.9) with perimeter regularization. For the
finite element implementation of (2.9–2.14) in section 4 we need a representation of
its shape derivative expressed as boundary integral. Two such representations are
given by the following theorem.
Theorem 2.3. Under the assumptions of theorem 2.1 the shape derivative of
the objective J (with perimeter regularization) at Ω in the direction V is given by
dJ(Ω)[V ] =
∫
Γint
[∫ T
0
〈V, n〉
s
−2k ∂y
∂n
∂p
∂n
+ k∇yT∇p
{
dt+ 〈V, n〉µκ
]
ds (2.52)
where κ denotes the curvature corresponding to the normal n. Let y1 := y
Ω1
and p2 := p
Ω2
. Then, the shape derivative of the objective J (with perimeter
regularization) at Ω in the direction V can be expressed as
dJ(Ω)[V ] =
∫
Γint
[∫ T
0
〈V, n〉 JkK∇yT1 ∇p2 dt+ 〈V, n〉µκ
]
ds (2.53)
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Proof. Combining theorem 2.2 with proposition 5.1 in [20] we get (2.52) and
(2.53).
Remark 5. Throughout the derivation of theorems 2.1, 2.2 and 2.3 above,
we have tacitly assumed shape differentiability. Without this property, the formula
manipulations can only be understood formally. The key issue is the continuity
of trace mappings of the state y, the adjoint p and their first derivatives in the-
orem 2.2 as mappings to integrable functions on the interface Γint. Because of
the jump in the diffusion coefficient and since we assume for the observation y¯ ∈
W
(
0, T ;H1(Ω)
)
, as mentioned above, we can only assume y, p ∈ W (0, T ;H1(Ω)),
which seems to be problematic in relation to integrable traces of derivatives. How-
ever, we can generalize the discussion in [13] for the elliptic version of our parabolic
shape optimization problem in a straight forward manner. This shows that indeed
y|Ωi , p|Ωi ∈ W
(
0, T ;H2(Ωi)
)
, for i = 1, 2, which means that the trace mapping is
also continuous for the first derivatives and thus yields shape differentiability
3. A quasi-Newton approach on shape manifolds. As pointed out in [23],
shape optimization can be viewed as optimization on Riemannian shape manifolds
and resulting optimization methods can be constructed and analyzed within this
framework, which combines algorithmic ideas from [1] with the differential geometric
point of view established in [16]. As in [23], we study connected and compact subsets
Ω2 of R
2 with Ω2 6= ∅ and C∞ boundary ∂Ω2 (cf. figure 2.1). We now identify the
variable boundary ∂Ω2 = Γint with a simple closed curve c : S
1 → R2. Additionally,
we need to describe a space including all feasible shapes Γint and the corresponding
tangent spaces. In [16], this set of smooth boundary curves c is characterized by
Be(S
1,R2) := Emb(S1,R2)/Diff(S1)
i.e., as the set of all equivalence classes of C∞ embeddings of S1 into the plane
(Emb(S1,R2)), where the equivalence relation is defined by the set of all C∞ re-
parameterizations, i.e., diffeomorphisms of S1 into itself (Diff(S1)). A particular
point on the manifold Be(S
1,R2) is represented by a curve c : S1 3 θ 7→ c(θ) ∈ R2.
Because of the equivalence relation (Diff(S1)), the tangent space is isomorphic to
the set of all normal C∞ vector fields along c, i.e.
TcBe ∼= {h | h = αn, α ∈ C∞(S1,R)}
where n is the unit exterior normal field of the shape Ω2 defined by the boundary
∂Ω2 = c such that n(θ) ⊥ c′ for all θ ∈ S1 and c′ denotes the circumferential
derivative as in [16]. For our discussion, we pick among the other metrics discussed
in [16] the Sobolev metric family for A ≥ 0
g1 : TcBe × TcBe → R
(h, k) 7→
∫
c=∂Ω2
αβ +Aα′β′ds = ((id−A4c)α, β)L2(c)
where h = αn and k = βn denote two elements from the tangent space at c and 4c
denotes the Laplace-Beltrami operator on the surface c. In [16] it is shown that for
A > 0 the scalar product g1 defines a Riemannian metric on Be and thus, geodesics
can be used to measure distances. Unfortunately, this is not the case for the most
simple member g0 of the metric family g1, where A = 0.
With the shape space Be and its tangent space in hand we can now form the
Riemannian shape gradient corresponding to a shape derivative given in the form
dJ [V ] =
∫
c
γ 〈V, n〉 ds.
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In our setting the shape derivative is given in theorem 2.2 or 2.3 and the Riemannian
metric by g1. Finally, the Riemannian shape gradient gradJ is obtained by
gradJ = gn with (id−A4c)γ˜ = γ .
In the sequel, we will also need the concept of the covariant derivative ∇ and
of the exponential map
expc : TcBe → Be
h 7→ expc(h)
defining a local diffeomorphism between the tangent space and the manifold by
following the locally uniquely defined geodesic starting in c ∈ Be with velocity
h ∈ TcBe. The exponential map depends on the Riemannian metric g1 in the usual
way.
The application of quasi-Newton methods is based on the secant condition,
which is formulated on the Riemannian manifold Be analogously to [1] for a step
cj+1 := Rcj (η) resulting from an increment ηj ∈ TcjBe in iteration j via a retraction
R as
gradJ(cj+1)− TηjgradJ(cj) = Gj+1[Tηjηj ]
where T : TBe ⊕ TBe → TBe : (hc, kc) 7→ Thckc is a vector transport associated
to the retraction R and Gj+1 is intended to approximate the Riemannian Hessian
∇gradJ(cj+1). In order to formulate the BFGS-update in a concise way, we need
to introduce the following notation for a typical linear operator associated with the
Riemannian metric
h⊗ k : TcBe → TcBe
v 7→ g1(k, v)h
with this notation and together with the following abbreviations
sj :=Tηjηj ∈ Tcj+1Be
yj :=gradJ(cj+1)− TηjgradJ(cj) ∈ Tcj+1Be
we can rephrase the BFGS-update on Riemannian shape space endowed with the
metric g1 as
Gj+1 = G˜j − (G˜jsj)⊗ (G˜jsj)
g1(sj , G˜jsj)
+
yj ⊗ yj
g1(sj , yj)
where G˜j := Tηj ◦Gj ◦ T −1ηj . In [22], superlinear convergence properties for BFGS-
quasi-Newton-methods on manifolds are analysed for the case that Tηj is an isom-
etry. This requirement is satisfied, e.g., if T and R are the parallel transport and
the exponential map. It is well-known (e.g. [18]) that the corresponding update of
the inverse operator can be written in the form
G−1j+1 =
(
id− sj ⊗ yj
g1(yj , sj)
)
G˜−1j
(
id− yj ⊗ sj
g1(yj , sj)
)
+
sj ⊗ sj
g1(yj , sj)
This is the most convenient update formulation in an infinite dimensional setting. In
standard formulation, update formulas require the storage of the whole convergence
history up to the current iteration. Limited memory update techniques (e.g. [18])
have been developed, in order to reduce the amount of storage. In the current
situation, this can be analogously formulated in the following algorithmic way:
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ρj ← g1(yj , sj)−1
q ← gradJ(cj)
for i = j − 1, . . . , j −m do
si ← Tqsi
yi ← Tqyi
αi ← ρig1(si, q)
q ← q − αidi
end for
z ← gradJ(cj)
q ← g1(yj−1,sj−1)g1(yj−1,yj−1)gradJ(cj)
for i = j −m, . . . , j − 1 do
βi ← ρig1(yi, z)
q ← q + (αi − βi)si
end for
return q = G−1j gradJ(cj)
This is conceptually similar to the double loop algorithm in finite dimensional Eu-
clidean spaces. Yet the inner products are now given by the Sobolev metric and
vector transports have to be considered.
4. Numerical Results and implementation details. We test the algo-
rithms developed in the previous section with the problem (2.9-2.11) in the domain
Ω = [−1, 1]2, which contains a compact and closed subset Ω2 with smooth bound-
ary. The parameter k1 is valid in the exterior Ω1 = Ω \ Ω2 and the parameter k2
is valid in the interior Ω2. First, we build artificial data y¯, by solving the state
equation for the setting Ω¯2 := {x : ‖x‖2 ≤ r} with r = 0.5. Afterwards, we choose
another initial domain Ω1 and Ω2. Figure 4.1 illustrates the interior boundary Γint
around the initial domain Ω2 and the target domain Ω¯2.
For this particular test case we choose the parameter to be k1 = 1 and k1 =
0.001 and a regularization parameter of µ = 0.0001. The final time of the sim-
ulation is T = 20. In order to solve the boundary value problem (2.10-2.14), its
weak form (2.16) is discretized in space using standard linear finite elements. The
parameter k is approximated in a element-wise constant space. Due to the choice
of a continuous space for y and a discontinuous space for k, conditions (2.14) are
automatically fulfilled. Furthermore, we choose the implicit Euler method for the
temporal discretization. The interval [0, T ] is therefore divided by 30 equidistantly
distributed time steps. Due to the self adjoint nature of the problem we can solve
the adjoint equation (2.26-2.31) applying the same spatial and temporal discretiza-
tion as for the primal one. Finally, the resulting linear systems are solved using the
conjugate gradient method.
An essential part of this algorithm is a discrete version of the Laplace-Beltrami
operator, which is on the one hand used to get a feasible representation of the
shape gradient and on the other hand is needed for the scalar products in the
BFGS method. We therefore implement the formulas given in [15] which describe
an operator that can be used both as the Laplace-Beltrami and to compute the
discrete mean curvature. However, this approach is tailored for two dimensional,
triangulated surfaces. We thus have to extend the polygonal line in our test case in
the third coordinate direction such that a surface is spanned which is then triangu-
lated.
We investigate the convergence behaviour of the following optimization strate-
gies
1. steepest descent method with fixed step-size 1.
2. limited memory BFGS quasi-Newton with constant metric parameter A =
0.001 and also step-size 1.
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Fig. 4.1: Initial and final shape geometry
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Fig. 4.2: Different l-BFGS methods for the parabolic problem
As observed below, the exact choice of A has only a mild influence on the overall
convergence properties.
The necessary operations between the tangent spaces and the manifold are
chosen essentially as the identity operator, i.e., for η ∈ TcBe, we define
Rc(η)(s) := s+ η(s) , ∀s ∈ c
and
Tηv(s) := v(s− η(s)) , ∀s ∈ Rc(η)
This setting corresponds to one explicit Euler step for the exponential map and
the parallel transport in the case of the choice A = 0 in the metric g1. From an
implementation point of view this is most convenient. Computing an explicit Euler
step for the exponential map and parallel transport for A > 0 would require the
solution of yet another solution of an elliptic equation on the surface to be optimized.
However, numerical experiments have shown that the convergence properties of the
resulting iterations are not changed and thus the additional numerical effort does
not pay off in comparison with the inexpensive retraction above.
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Fig. 4.3: Different l-BFGS methods for the elliptic problem
A major problem, which arises in the discrete case using linear finite elements,
is that both the representation of the shape gradient as computed in (2.43) or
(2.44) and the normal vector field is discontinuous across element interfaces and
can thus not be applied directly as a deformation to the shape. We therefore solve
the following L2-projection to obtain a representation in piece-wise linear basis
functions: ∫
Γint
uv ds =
∫
Γint
(∫ T
0
JkK∇yT1 ∇p2 dt
)
nv ds (4.1)
for all linear test-functions v on Γint. The resulting element-wise linear function u
can then be applied as a Dirichlet boundary condition in a linear elasticity equation.
A second Dirichlet condition is chosen to be zero at the outer boundary of Ω such
that the domain keeps its outer shape. Solving this PDE finally gives a deformation
field which can be evaluated in each mesh node and gives a triangulation of the
optimized shape without the need of remeshing the domain Ω.
We do not apply a line search strategy in this setting because of the computa-
tional cost. Each descent test in the line search requires the solution of the parabolic
PDE in time and additionally the computation of the mesh deformation which in-
cludes also a PDE. Since the resulting step lengths in both the gradient method
and BFGS are feasible for this particular setting, a line search is not obligatory.
The measurements of convergence rates ideally has to be performed in terms of
the geodesic distance δ(ck, cˆ), where cˆ denotes the optimal solution, as specified in
[2]. However, this would require the computation of the full geodesic connecting the
current iterate with the solution, which is a highly expensive operation. Because of
the rigidity of the retraction, a first order approximation is
δ(cj , cˆ)
.
= ‖η‖
where η ∈ TcˆBe is defined by ck = Rcˆ(η) and ‖η‖ = g1(η, η)1/2.
In the discrete setting we therefore compute for each node of the iterated shape
cj the shortest distance to cˆ in normal direction. We then form the L
2-Norm of
this distance field over cˆ, which is used to measure the convergence. It should be
mentioned that the cost of this operation is quadratic with respect to the number
of nodes on the surface. Starting in one node on cj in normal direction, the deter-
mination of a point of intersection with cˆ requires to check all boundary segments.
This is the reason why we restrict our numerical results to 2D computations.
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Fig. 4.4: Comparison of BFGS and gradient method on different grids
Following this approach, figure 4.2 visualizes the convergence history of different
BFGS strategies compared to a pure gradient method for problem (2.10-2.14). It
can clearly be seen that the BFGS methods are superior to the gradient based
method. Furthermore, we partly obtain superlinear convergence in the BFGS case.
It is yet surprising that, in this particular test case, there is hardly any difference
between the number of stored gradients in the limited memory BFGS. This changes
for the pure elliptic case of (2.10-2.14) leaving out the time dependence yielding
min J(Ω) :=
∫
Ω
(y − y¯)2 dx+ µ
∫
Γint
1ds
s.t. − div(k∇y) = f in Ω
y = 1 on Γtop
y = 0 on Γbottom
∂y
∂n
= 0 on Γbottom ∪ Γleft ∪ Γright
(4.2)
Note that the boundary conditions are changed compared to the parabolic model
since these conditions would lead to a homogeneous steady state distribution of
y. The shape gradient for this problem can be found [13]. Here we observe small
improvements in the convergence while enlarging the memory width for the BFGS
method, which is visualized in figure 4.3.
Back in the parabolic case, we also investigate the influence of the grid on the
convergence, which is depicted in figure 4.4. Two grids are tested. A coarse one
with approximately 25,000 cells and a much finer grid with about 100,000 cells.
It can be seen here that the convergence is almost grid independent for both the
gradient and the BFGS method. This also visualizes the discretization error.
In a final test run we investigate convergence under noisy measurements. We
therefore add white noise ω(t, x) to the measurements y¯(t, x) with an amplitude
of 5% of the maximum value of y¯, which is 1.0 due to the boundary conditions.
Then we perform 100 runs of the optimization algorithm in the setting described in
the beginning of section 4. Due to the disturbed measurements we obtain slightly
different optimal shapes. In order to estimate the difference between these shapes,
the maximum, point-wise distance is evaluated. We observe that this distance
is only 0.21% of the mean diameter of all converged shapes, which is relatively
small compared to the noise added to the measurements. In figure 4.5(a) all 100
converged shapes are visualized. From this point of view there are hardly any
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Fig. 4.5: 100 optimized shapes with 5% noise in measurements y¯
differences noticeable. Figure 4.5(b) shows a zoom into the region framed with
dashed lines with approximately 200x magnification. Furthermore, we observed in
these experiments that one can also use a regularization parameter µ = 0 without
a noticeable difference.
5. Conclusions. This paper develops a novel shape gradient for structured
inverse modeling in diffusive processes. The second novelty of this paper lies in
the application of quasi-Newton methods in shape space. We observe very fast
convergence to the level of the approximation error – and this without any line-
search. These promising results are to be extended to more practically challenging
problems in a large-scale framework in subsequent papers.
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