The linked systems of symmetric group divisible designs of type II is introduced, and several examples are obtained from affine resolvable designs and mutually UFS Latin squares. Furthermore, an equivalence between such symmetric group divisible designs and some association schemes with 5-classes is provided.
The organization of this paper is as follows. In Section 2, we prepare fundamental results on symmetric group divisible designs, affine resolvable designs, and Latin squares. In Section 3, we study symmetric group divisible designs A satisfying the property that A + K m,n is also a symmetric group divisible design. A characterization of Bush-type Hadamard matrices by symmetric group divisible designs follows as a corollary to the results of this section. In Section 4, we introduce the concept of a linked system of symmetric group divisible designs of type II, and derive some necessary conditions for finding the feasible parameters. In Section 5, we show the equivalence of existence of some association schemes with 5-classes and that of a linked system of symmetric group divisible designs of type II, and as a corollary we find an upper bound on the number of a linked system of symmetric group divisible designs of type II. In Section 6 and Section 7, we construct symmetric group divisible designs A with the property that AK m,n = K m,n A is a multiple of J v − K m,n , and linked systems of symmetric group divisible designs of type II, which are based on affine resolvable designs and some specific Latin squares.
Preliminaries

Association schemes
A symmetric association scheme with d-classes with a finite vertex set X, is a set of non-zero (0, 1)-matrices A 0 , A 1 , . . . , A d with rows and columns indexed by X, such that . Since each A i is symmetric, it follows from the condition (iii) that the A i 's necessarily commute. The vector space spanned by A i 's over the real number field forms a commutative algebra, denoted by A and is called the Bose-Mesner algebra or adjacency algebra. There exists also a basis of A consisting of primitive idempotents, say E 0 = (1/|X|)J |X| , E 1 , . . . , E d . Since {A 0 , A 1 , . . . , A d } and {E 0 , E 1 , . . . , E d } are two bases of A, there exist the change-of-basis matrices P = (P i,j ) d i,j=0 , Q = (Q i,j ) d i,j=0 so that
The matrices P, Q are said to be the first and second eigenmatrices respectively. Since (0, 1)-matrices A i , 0 ≤ i ≤ d, have disjoint support, the algebra A they form is closed under the entrywise multiplication denoted by •. The Krein parameters q The following property of positivity of Krein parameters is useful.
Proposition 2.1. [1, Theorem 3.8] For any i, j, k ∈ {0, 1, . . . , d}, q k i,j ≥ 0. Each A i can be considered as the adjacency matrix of some undirected simple graph. The scheme is imprimitive if, on viewing the A i as adjacency matrices of graphs G i on vertex set X, at least one of the G i , i = 0, is disconnected. In this case, there exists a set I of indices such that 0 and such i are elements of I and j∈I A j = I p ⊗ J q for some p, q with p > 1. Thus the set X is partitioned into p subsets called fibers, each of which has size q. The set I defines an equivalence relation on {0, 1, . . . , d} by j ∼ k if and only if p k i,j = 0 for some i ∈ I. Let I 0 = I, I 1 , . . . , I t be the equivalence classes on {0, 1, . . . , d} by ∼. Then by [1, Theorem 9.4] there exist (0, 1)-matrices A j (0 ≤ j ≤ t) such that
and the matrices A j (0 ≤ j ≤ t) define an association scheme on the set of fibers. This is called the quotient association scheme with respect to I.
For fibers U and V , let I(U, V ) denote the set of indices i of adjacency matrices A i such that an entry of A i of a row indexed by U and a column indexed by V is one. For
An imprimitive association scheme is called uniform if its quotient association scheme is of class 1 and there exist non-negative integers a k i,j such that for all fibers U, V, W and i ∈ I(U, V ), j ∈ I(V, W ), we have
Symmetric group divisible designs
Let m, n be positive integers both not smaller than two. A (square) group divisible design with parameters (v, k, m, n, λ 1 , λ 2 ) is a pair (V, B), where V is a finite set of v elements called points, and B a collection of k-element subsets of V called blocks with |B| = v, in which the point set V is partitioned into m classes of size n, such that two distinct points from one class occur together in λ 1 blocks, and two points from different classes occur together in exactly λ 2 blocks. A group divisible design is said to be symmetric (or to have the dual property) if its dual, that is the incidence structure interchanging the roles of points and blocks, is again a group divisible design with the same parameters. Throughout this paper, we always assume that k > 0.
The incidence matrix of a symmetric group divisible design is a v × v (0, 1)-matrix A with rows and columns indexed by the elements of B and V respectively such that for
Then, after reordering the elements of V and B appropriately,
where A ⊤ is the transpose of A and K m,n = I m ⊗ J n . Then the v × v (0, 1)-matrix A is the incidence matrix of a symmetric group divisible design if and only if the matrix A satisfies Equation (1). Thus we also refer to the v × v (0, 1)-matrix A satisfying (1) as a symmetric group divisible design. When λ 1 = λ 2 =: λ, a symmetric group divisible design is said to be a symmetric 2-(v, k, λ) design.
Let A be a symmetric group divisible design with parameters (v, k, m, n, λ 1 , λ 2 ). Then it follows that AJ v = J v A = kJ v , and
The following is due to a result of Bose [2, Theorem 2.1].
Lemma 2.2. Let A be a symmetric group divisible design with parameters (v, k, m, n, λ 1 , λ 2 ).
Affine resolvable designs
A 2-(v, b, r, k, λ) design or simply a 2-design is a pair (V, B) where V is a v-set called the vertex set and B is a collection of b k-subsets of V such that each element of v is contained in exactly r blocks and any 2-subsets of V is contained in exactly λ blocks. A parallel class in a 2-design is a set of blocks that partition the vertex set V . A resolvable design is a 2-design whose blocks can be partitioned into parallel classes. An affine resolvable design is a resolvable 2-design with the property that any two blocks in different parallel classes intersect in a constant number of points. Let (V, B) be an affine resolvable 2-(v, b, r, k, λ) design with parallel classes Π 1 , . . . , Π r . Set µ = k 2 /v. For i ∈ {1, . . . , r}, we define a v × v (0, 1)-matrix C i so that (x, y)-entry is 1 if there exists a block B ∈ Π i such that x, y ∈ B, 0 otherwise. Then we readily obtain the following.
Let v, k, r, λ, µ be positive integers, and assume that C 1 , . . . , C r are v×v (0, 1)-matrices such that
We are going to show that these matrices imply the existence of an affine resolvable design. First we derive the formula for the parameters. The property (i) implies that each C i has entries 1 on diagonal. Thus this with the property (ii) shows that each row of C i has constant sums, namely
Similarly multiplying the equation (iii) by J v yields
Next, we multiply the equation (i) by C ⊤ j to obtain
Noting that (ii) implies that each C i is symmetric, we have
Since no C i 's is the all-ones matrix, we obtain
kλ − (r − 1)µ = 0.
By letting n = k/µ, the equations (3), (4), (5), (6) show that
Now we characterize affine resolvable designs in terms of the auxiliary matrices. Since C k is a symmetric (0, 1)-matrix with constant diagonals 1 and C 2 k = kC k , C k is the direct sum of J k . Thus there exists some permutation matrix P such that
. . , v} such that (C i ) xy = 1 if and only if {x, y} ⊂ B i,j for some j. Then it is easy to see that the set of B i,j 's forms an affine resolvable 2-design with parallel classes {B i,1 , . . . , B i,v/k } (i = 1, . . . , r).
Only two families of affine resolvable designs are known. We now present auxiliary matrices corresponding to the two examples.
Example 2.4 (Hadamard matrices). Let n ≥ 4 be an integer. Let H be a normalized Hadamard matrix of n with rows r 0 = 1 ⊤ , r 1 . . . , r n−1 , where 1 is the all-ones column vector. We define
Example 2.5 (Affine geometries). Let q be a prime power, d a positive integer, and V the (d + 1)-dimensional vector space over the field GF (q). We will call subspaces of V of dimension d hyperplanes, and their cosets d-flats. If H is a hyperplane and x, y ∈ V , we will call d-flats H + x and H + y parallel. The space V contains r := (q d+1 − 1)/(q − 1) hyperplanes, which we denote
(0, 1)-matrix C i with rows and columns indexed by the elements of V by
Then:
UFS Latin squares
Two Latin squares L 1 and L 2 of size n on the symbol set {1, . . . , n} are called to be UFS We need the following two lemmas in order to make the Definition 2.8 below.
Lemma 2.6. Let L 1 , L 2 be UFS Latin squares on the set {1, . . . , n} with the (i, j)-entry equal to l(i, j), l ′ (i, j) respectively. An n×n array with the (i, j)-entry equal to b determined by b = l(i, a) = l ′ (j, a) for the unique a ∈ {1, . . . , n}, is a Latin square.
Proof. Routine.
be any mutually UFS Latin squares on the set {1, . . . , n}, and Now we use the following notion on Latin squares, which was introduced in [7] .
be Latin squares on the same symbol set. Then L i,j (i, j ∈ {1, . . . , f }, i = j) are said to be linked UFS Latin squares if for any distinct i, j, k ∈ {1, . . . , f }, L i,k and L j,k are UFS and the Latin square obtained from L i,k and L j,k in this ordering via Lemma 2.6 coincides with L i,j .
Mutually UFS Latin squares can be obtained from finite fields. In the following construction, the resulting mutually UFS Latin squares satisfy an additional condition described in Proposition 2.9 (ii). Let F q be the finite field of q elements α 1 = 0, α 2 , . . . , α q . Let S be the subtraction table, i.e., S = (
. . , q}, let S k,k ′ denote the Latin square obtained from S k and S k ′ in this ordering.
(i) The matrices S k (k ∈ {2, . . . , q}) are mutually UFS Latin squares.
(ii) If q = 2 n , the Latin square obtained from
Symmetric group divisible designs having partial complements
In this section, we will deal with the incidence matrix A of a symmetric group divisible design with parameters (v, k, m, n, λ 1 , λ 2 ) such that A + K m,n is a symmetric group divisible design with parameters (v, k ′ , m, n, λ
. The following lemma is needed later on for symmetric group divisible designs with the specific property mentioned below. This lemma shows that the parameters of A + K m,n are uniquely determined from the parameters of A and that A has some block structure.
Lemma 3.1. Assume that m > 1, n > 1. Let A be a symmetric group divisible design with parameters (v, k, m, n, λ 1 , λ 2 ), and assume that A + K m,n is a symmetric group divisible design with parameters (v, k ′ , m, n, λ
Proof. First, we calculate (A + K m,n )(A ⊤ + K m,n ) in two ways. On the one hand, since A is a symmetric group divisible design with the parameters (v, k, m, n, λ 1 , λ 2 ),
On the other hand, since A + K m,n is a symmetric group divisible design with the param-
Equations (7), (8) show
Since the diagonal blocks of A are the zero matrix, AK m,n and K m,n A ⊤ have zero diagonal blocks. Therefore we have k ′ = k + n and λ
where α = λ ′ 2 − λ 2 . Note that since the matrix AK m,n + K m,n A ⊤ is not a zero matrix, α = 0. Furthermore, if we let A = (B i,j ) m i,j=1 where each B i,j is an n × n matrix, then Equation (10) implies that B i,j J n + J n B ⊤ j,i = αJ n for any distinct i, j. Therefore
By swapping the role of A and A ⊤ , we have
Finally, since the number of 1's in each row of A is k, α = 2k m−1 . Thus
, and is called a partial complement of A. Proposition 3.2. Assume that m > 1, n > 1. Let A be a symmetric group divisible design with parameters (v, k, m, n, λ 1 , λ 2 ) such that A + K m,n is a symmetric group divisible design. Then:
We prove Proposition 3.2 by dividing the case into (λ 1 , λ
First we deal with case (λ 1 , λ
The following lemma determines the parameters for this case and gives a characterization of Bush-type Hadamard matrices. A Hadamard matrix H is of Bush-type if the order is square, say l 2 , and
where each H ij is an l × l matrix satisfies that H ii = J l for any i and
, n) and J n 2 − 2A is a Bush-type Hadamard matrix. of order n 2 .
(ii) If H is a Bush-type Hadamard matrix of order n 2 , then A :
Proof. (i): By lemma 3.1, it holds that the parameters of the symmetric design A + K m,n are (v, k + n, λ + n). Thus we have
We use Lemma 3.1 to calculate AA ⊤ K m,n , which yields that (
By (11), (12) with v = mn, we obtain
namely the symmetric design A is a Hadamard design. By the property of blocks of A that diagonal blocks are the zero matrix and off-diagonal blocks have constant row and column sums n/2, it is easy to see that J n 2 − 2A is a Bush-type Hadamard matrix.
(ii): It follows from the direct calculation.
Next we consider the case λ 1 = λ 2 and λ
, and
Proof. Expanding the equation for A + K m,n in Lemma 2.2, we obtain
Comparing coefficients yields the equations in (i). From (i) and Lemma 3.1, the formula for k and λ follows.
Finally we study the case of λ 1 = λ 2 .
Lemma 3.5. Assume that m > 1, n > 1. Let A be a symmetric group divisible design with parameters (v, k, m, n, λ 1 , λ 2 ) such that A + K m,n is a symmetric group divisible design with parameters (v, k ′ , m, n, λ
Proof. Expanding the equation for A in Lemma 2.2, we obtain
Comparing coefficients yields the desired equations in (i). From which with Lemma 3.1 we have easily obtained the formula for k, λ in (ii).
Now we are ready to prove Proposition 3.2.
Proof of Proposition 3.2. For the case λ 1 = λ 2 , Proposition 3.2 follows from Lemma 3.5.
Then the formula of λ 1 , λ 2 is valid for the case λ 1 = λ 2 by Lemmas 3.3, 3.4.
4 Linked systems of symmetric group divisible design of type II Let f ≥ 3 be an integer. Let A i,j (i, j ∈ {1, . . . , f }, i = j) be symmetric group divisible designs with the parameters (v, k, m, n, λ 1 , λ 2 ). The symmetric group divisible designs A i,j (i, j ∈ {1, . . . , f }, i = j) are said to be a linked system of symmetric group divisible designs of type II if the following conditions are satisfied;
(i) for any distinct i, j ∈ {1, . . . , f }, A i,j + K m,n is a (0, 1)-matrix, and
(ii) there exist non-negative integers σ, τ, ρ such that for any distinct i, j, l,
Lemma 4.1. Let A i,j (i, j ∈ {1, . . . , f }, i = j) be a linked system of symmetric group divisible designs of type II with parameters (v, k, m, n, λ 1 , λ 2 ) and σ, τ, ρ.
Proof. Assume that ρ = τ . Then the matrices A i,j 's satisfy that
are a linked system of symmetric group divisible designs [7] . From [7, Lemma 3.3(ii)], it follows that A i,j K m,n = αJ v for some integer α. We assumed that A i,j + K m,n is a (0, 1)-matrix, which implies that the diagonal blocks of A i,j are the zero matrices. So α = 0, and thus k = 0.
Next we show that the matrix A i,j + K m,n is a symmetric group divisible design for any distinct i, j and we obtain equalities involving σ, τ, ρ.
Lemma 4.2. Assume that m > 1, n > 1, 0 < k < (m − 1)n and f ≥ 3. Let A i,j (i, j ∈ {1, . . . , f }, i = j) be a linked system of symmetric group divisible designs of type II with parameters (v, k, m, n, λ 1 , λ 2 ) and σ, τ, ρ. Then the following hold:
and A i,j + K m,n is a symmetric group divisible design for any distinct i, j.
Proof. Let i, j, l be mutually distinct integers in {1, 2, . . . , f }. Calculate (A i,j A j,l )A l,j = A i,j (A j,l A l,j ) in two ways as follows. On the one hand,
and on the other hand
Equating (13) and (14), one has
Multiplying X ⊗ (I n − 1 n J n ), where X is an arbitrary m × m matrix, in Equation (15) from the both side and simplifying it, one has
Since A i,j is not the zero matrix, there exist a, b such that the (a, b)-block of A i,j is not the zero matrix. Also by k < (m − 1)n, it follows that the (a, b)-block of A i,j is not the all-ones matrix. Taking X as E a,b , that is the (0, 1)-matrix whose (x, y)-entry equals to 1 if and only if (
is not the zero matrix. Thus (σ − τ ) 2 − k + λ 1 = 0. This proves (i). Therefore Equation (15) yields that
Since A i,j 's have the zero diagonal blocks, comparing the diagonal blocks of Equation (16) 
This proves (ii).
Thus Equation (16) is simplified as
Then it is easy to see that (ρ − τ )K m,n A l,j and (−λ 1 + λ 2 )A i,j K m,n are multiples of J v −K m,n . Since ρ = τ by Lemma 4.1, K m,n A l,j is also a multiple of J v −K m,n . Similarly, the same argument for
n is a symmetric group divisible design. This proves (iii).
Substituting the fact (iii) into (17), we have (
which proves (iv).
We now derive the formula for σ, τ, ρ as a consequence of Proposition 3.2 and Lemma 4.2. Proposition 4.3. Assume that m > 1, n > 1, 0 < k < (m − 1)n and f ≥ 3. Let A i,j (i, j ∈ {1, . . . , f }, i = j) be a linked system of symmetric group divisible designs of type II with parameters (v, k, m, n, λ 1 , λ 2 ) and σ, τ, ρ. The following hold:
Proof. The formula for σ, τ, ρ follows from Lemma 4.2 with Proposition 3.2.
In general, there are two possibilities for a pair (σ, τ ) for a given k, m, n. The following lemma eliminates one of the cases for the case λ 1 = λ 2 Lemma 4.4. Assume that m > 1, n > 1, 0 < k < (m − 1)n and f ≥ 3. Let A i,j (i, j ∈ {1, . . . , f }, i = j) be a linked system of symmetric group divisible designs of type II with parameters (v, k, m, n, λ 1 , λ 2 ) and σ, τ, ρ. Assume that λ 1 = λ 2 . Then (σ, τ, ρ) = (
Proof. It follows from Proposition 4.3 and Lemma 4.1.
For the case λ 1 = λ 2 , there exist several examples with f ≥ 3. We will provide an upper bound on f in Section 5 and constructions in Section 7.
Association schemes
In this section we obtain a symmetric association schemes with 5-classes from any linked system of symmetric group divisible designs of type II and characterize a linked system of symmetric group divisible designs of type II in terms of such association schemes.
Let A i,j (i, j ∈ {1, . . . , f }, i = j) be a linked system of symmetric group divisible designs of type II with parameters (v, k, m, n, λ 1 , λ 2 ) and σ, τ, ρ. Set Theorem 5.1. Let A i,j (i, j ∈ {1, . . . , f }, i = j) be symmetric group divisible designs. Assume one of the following:
be a linked system of symmetric group divisible designs of type II with parameters (v, k, m, n, λ 1 , λ 2 ) and σ, τ, ρ (ii) f = 2, 0 < k < (m − 1)n and A 1,2 satisfies A 1,2 + K m,n is a symmetric group divisible design.
Then the set of matrices {A 0 , A 1 , . . . , A 5 } is a symmetric association scheme of class 5. We list the eigenmatrices P, Q, the Krein matrix B * 2 as follows.
Proof. The Krein parameter q 1 2,1 equals m/f − 1. Lemma 2.1 implies that f ≤ m.
Next we characterize linked systems of symmetric group divisible designs of type II in terms of the imprimitivity of the corresponding association scheme.
) be a symmetric association scheme having the eigenmatrices P, Q as in (21), (22). Then there exists a linked system of symmetric group divisible designs of type II A i,j (i, j ∈ {1, . . . , f }, i = j) with parameters (mn,
Proof. Comparing the (0, 0)-entry of P Q = |X|I, we have |X| = 5 i=0 P 0,i = f mn. From the fact that a strongly regular graph having two distinct eigenvalues is a disjoint union of the complete graphs of the same order, it follows that A 1 = I f m ⊗ (J n − I n ) and
where each X ij is an mn × mn matrix and X ii = O for any i. Since the intersection numbers are calculated by [1, Theorem 3.6 (i)], we have
Let i, j be fixed distinct integers in {1, . . . , f }, and we write X = X ij . Further decompose
where each x kl is an n × n matrix. By (23), we have for any k
J n x kl = nx kk .
Since each row of x kl has constant sum n,
Thus X ij = X = K m,n , and
Now we may write
By [1, Theorem 3.6 (ii)], the Krein matrix B * 5 is
Thus the association scheme is uniform by [4, Proposition 4.7, Corollary 4.15]. Let X 1 , . . . , X f be the equivalence classes with respect to the equivalence relation corresponding to A 0 + A 1 + A 2 + A 5 . Then, for any subset I of {1, . . . , f } and Y = ∪ i∈I X i , (Y, R Y ) is an association scheme.
For any distinct i, j ∈ {1, . . . , f } (i < j), set I = {i, j}. Then the adjacency matrices matrices of the association scheme with the vertex set Y = X i ∪ X j are
Then (A Next we consider the case for I = {i, j, l}, where i, j, l ∈ {1, . . . , f } (i < j < l) are mutually distinct, and for Y = X i ∪ X j ∪ X l . Then the adjacency matrices matrices of the association scheme with the vertex set Y = X i ∪ X j are
Then (A by Proposition 3.2. Then from Bannai-Muzychuk's criterion for fusion schemes it follows that {A 0 , A 1 + A 2 , A 3 + A 5 , A 4 } is a fusion scheme with the primitive idempotents {E 0 , E 1 , E 2 + E 5 , E 3 + E 4 }. Conversely if the set of adjacency matrices {A 0 , A 1 + A 2 , A 3 + A 5 , A 4 } is a fusion scheme, then the only possibility of a partition of the set of primitive idempotents is {E 0 ,
holds by Proposition 3.2. In this case, A i,j + K m,n (i, j ∈ {1, . . . , f }, i = j) are a linked system of symmetric designs, that is a Q-antipodal Q-polynomial association scheme with 3-classes [12, 3] .
(ii) The case f = 2 and k = m − 1 was studied in [13] .
Construction of SGDD
In this section we provide constructions of symmetric group divisible designs A with the property that AK m,n = K m,n A = α(J − K m,n ) for some positive integer α and A + K m,n is a (0, 1)-matrix, namely A + K m,n is a symmetric group divisible design. We first begin with a construction using conference matrices. A conference matrix of order n, n even, is an n × n (0, 1, −1)-matrix C with diagonal 0 such that CC ⊤ = (n − 1)I.
Proposition 6.1. Let C be a conference matrix of order n. Let A be the (0, 1)-matrix obtained by replacing 1 (−1, 0 respectively) in C with I 2 (J 2 − I 2 , O 2 respectively). Then A is a symmetric group divisible design with the parameters (2n, n − 1, n, 2, 0, n/2 − 1).
Proof. Straightforward.
We generalize this construction in two ways. In Section 6.1 we make use of generalized conference matrices, and in Section 6.2 we make use of disjoint weighing matrices.
Generalized conference matrices
Let G be a multiplicatively written finite group of order g ≥ 2. A generalized conference matrix with parameters (g, λ) over G is a (gλ + 2) × (gλ + 2) matrix C = (c ij ) gλ+2 i,j=1 with entries from G ∪ {0} such that (i) every row of W contains exactly gλ + 1 nonzero entries and (ii) for any distinct i, h ∈ 1, 2, . . . , gλ + 2, every element of G is contained exactly λ times in the multiset {c ij c −1
hj | 1 ≤ j ≤ gλ + 2, c ij = 0, c hj = 0}. Let φ be a permutation representation of G. We extend the domain of φ to G ∪ {0} so that φ(0) = O v . Then we construct a symmetric group divisible design from any generalized conference matrix.
i,j=1 be a generalized conference matrix GC(g, λ) over G. Then the matrix φ(C) := (φ(c ij )) gλ+2 i,j=1 is a symmetric group divisible design with parameters (g(gλ + 2), gλ + 1, gλ + 2, g, 0, λ) satisfying that φ(C) + K gλ+2,g is a (0, 1)-matrix.
Proof. Since the diagonal entries of C are 0, φ(C) + K gλ+2,g is a (0, 1)-matrix. Compute φ(C)φ(C) ⊤ as follows: for i, j ∈ {1, . . . , gλ + 2},
Thus we have φ(C)φ(C)
). Similarly we have the formula for φ(C) ⊤ φ(C). Thus φ(C) is the incidence matrix of a symmetric group divisible design with the desired parameters. This case cannot be extended to a linked system of symmetric group divisible designs of type II as is shown below. If there exists a linked system of symmetric group divisible designs of type II with parameters (g(gλ + 2), gλ + 1, gλ + 2, g, 0, λ) and f ≥ 3, then by Proposition 4.3,
which shows that τ is an integer if and only if g = 1, and this is impossible. 
Twin symmetric GDDs
Define A + , A − to be
Our claim is that A + and A − are twin symmetric group divisible designs. First, we show that A + is a symmetric GDD. J ℓ ⊗ J n . Thus A + is a symmetric GDD with the desired parameters. Similarly we have that A − is a symmetric GDD. It is easy to see that A + +A − = n−1 i=1 (W i,1 +W i,2 )⊗J n = (J ℓ −I ℓ )⊗J n , which is a (0, 1)-matrix. Therefore A + , A − are twin symmetric GDD.
Lemma 7.1. The matrixL is a symmetric 2-((r + 1)v, kr, kλ) design.
Let L i,j (i, j ∈ {1, . . . , f }, i = j) be linked UFS Latin squares on {0, 1, . . . , r} with diagonal entires 0. We set A i,j =L i,j . Then the symmetric designs A i,j satisfy the following. Thus we obtain the desired equation.
In Table 1 we list the feasible parameters with v ≤ 1000 for linked systems of symmetric group divisible designs of type II where one of the designs or their partial complements is a collection of symmetric designs. Combining Examples 2.4, 2.5 and Proposition 2.9, we have Table 1 .
In contrast, Table 2 is about feasible parameters where both the designs and their partial complements do not form a set of symmetric designs. We could not find any example of linked systems of symmetric group divisible designs of type II with parameters appearing in Table 2 . We close this paper with the following problem. Problem 7.3. Does there exist a linked system of symmetric group divisible designs of type II where both the designs and their partial complements do not form a set of symmetric designs? Table 1 : Feasible parameters (v, k, λ, m, n, σ, τ, ρ) with v ≤ 1000 for symmetric designs Table 2 : Feasible parameters (v, k, λ, m, n, σ, τ, ρ) with v ≤ 500 for proper symmetric group
