This paper revisits the relationship between energy intensity and economic growth, using a flexible piecewise linear regression model. Based on a panel data set of 137 economies during 1990-2014, the analysis identifies a threshold effect of income growth on energy intensity change: although energy intensity is negatively correlated with income growth throughout the entire sample and study period, the declining rate significantly slows by more than 30 percent after the level of per capita income reaches $5,000. Based on index decomposition, the analysis also finds that although structural change is important for intensity levels in all countries, the efficiency effect is more important in higher-income countries. The results suggest that when countries move beyond lower-middle-income levels, energy efficiency policies become far more critical for sustaining the rate of improvement in energy efficiency.
Relationship between Energy Intensity and Economic

I. Introduction
The energy sector plays an important role in economic development. But energy consumption is also associated with human-induced climate change because of the dominant role of fossil fuels in power production. Energy use tends to increase with development as countries shift from labor-intensive agriculture to capital and energy intensive industries. As the structural transformation proceeds, they subsequently move into information-intensive services. Energy intensity therefore initially increases with rising incomes and then decreases-a pattern comparable to the Environmental Kuznets Curve (EKC) that describes the relation between per capita GDP and environmental degradation.
The EKC pattern in the income and pollution relationship has been extensively documented (Dasgupta et al., 2002; Carson, 2010) . Recently, there is also a growing literature on the validity of EKC in the context of energy use. For example, Luzzati and Orsini (2009) analyze the relationship between per capita GDP and aggregate energy consumption for a sample of 113 countries over 1971 to 2004. Their findings based on different econometric techniques (parametric and semi-parametric) and across different sample groups (world, cross-countries, and individual countries) do not support the energy-EKC hypothesis. On the other hand, Medlock and Soligo (2001) , van Benthem and Romani (2009) and van Benthem (2015) document an S-shaped relationship between energy intensity and economic growth. Specifically, they find that the income elasticity of energy demand peaks at a GDP per capita level between $5,000 and $10,000, and trends towards zero for high-income levels. Burke and Csereklyei (2016) present disaggregated analysis of the elasticity of energy demand. Their findings suggest substantial heterogeneity in income elasticity of energy use across sectors: industry and services sectors are most responsive to income growth, followed by residential and agricultural sectors.
Another strand of related literature tests the hypothesis of cross-country convergence of energy intensity. Specifically, these studies examine whether cross-country variation in energy intensity is getting smaller (so-called sigma-convergence) and whether less efficient countries reduce their energy intensity faster than more efficient ones (beta-convergence). While the majority of studies find convergence across developing and developed countries (such as Mielnik and Goldemberg, 2000; Markandya et al., 2006; Ezcurra, 2007; Csereklyei et al., 2016; Burke and Csereklyei, 2016) , others argue for a more nuanced picture of convergence in energy intensity. For example, Le Pen and Sevi (2010) do not find evidence for global convergence for a group of 97 countries during 1971 -2003 . When looking at subgroups, they find non-convergence is "less strongly rejected" for the Middle East, OECD and Europe sub-groups. Ezcurra (2007) show that developing counties tend to converge at a higher level of energy intensity, while for developed countries at least two different levels of convergence are observed. Stern (2012) shows that divergence in energy efficiency is mostly associated with economies that are lacking in economic progress.
A third strand of literature explores the determinants of the growth rate of energy intensity. For example, using data for 51 sectors in 19 OECD countries from 1980 to 2005, Mulder and de Groot (2011) find that reductions in energy intensity have been driven more by within-sector energy efficiency improvements than by changes in the composition of activities at the economy level or within the manufacturing and service sectors. In another paper, Mulder and de Groot (2012) show that aggregate convergence in energy intensity of 18 OECD countries from 1970 to 2005 is almost entirely driven by convergence of within-sector energy intensity levels, and not by convergence of the sector composition of economies. By using output distance functions, Wang (2013) decomposes energy intensity change across 100 countries from 1980 to 2010 into five components: technological catchup, technological progress and changes in the capital-energy ratio, labor-energy ratio and output structure. Technological progress, capital accumulation and changes in output structure contributed positively to lowering energy intensity while a decrease in the labor-energy ratio increased intensities.
As this brief survey shows, the existing EKC and convergence literature does not present conclusive evidence on the relationship between energy intensity and economic growth. In this paper we therefore revisit this question using a large data set of 137 economies over the period of 1990-2014. In our main estimation model, we adopt a novel piece-wise regression method which imposes less structure on the relationship between the level of economic growth and energy intensity. We find a negative correlation between GDP per capita and energy intensity across the entire sample and study period. However, the downward slope flattens out at higher values of GDP. The inflection point is at a per capita income level of around $5,000. We also find evidence of cross-country convergence in energy intensity. Finally, based on index decomposition, we investigate the extent to which shifts in economy-wide energy intensity are affected by structural vs. efficiency changes at the country level. The analysis shows that while structural change is important for intensity levels in all countries, the efficiency effect is more important for higher-income countries. This finding supports the income threshold effect identified earlier: the relatively automatic efficiency gains (as a result of income gains) are at lower levels of GDP (and thus the steeper slope), while the harder problem (improving efficiency) is more important in higher income countries. The results suggest that when countries move beyond lower-middle income levels, energy efficiency policies become far more important if they want to continue the rate of improvement in energy efficiency.
II. Data
Energy consumption data are obtained from the International Energy Agency (IEA) World Energy Statistics and Balances data set. We calculate aggregate energy intensity as total final energy consumption divided by total GDP (GDP per capita times population). Sector-level energy intensity is defined as energy consumption of agriculture, industry and services divided by sector value added.
Data on GDP and value added in agriculture, services, and industry and manufacturing sectors are from the World Bank World Development Indicators (WDI). We also control for other country characteristics, including exports and imports, age structure of the population, and population density. All these factors may lead countries to converge to different steady-state levels of energy intensity. Data on these variables are also obtained from WDI.
Overall, we have an unbalanced panel of 137 economies from 1970 to 2014, and a balanced panel of 64 countries during the same period. Since the attrition rate is relatively high, it may be difficult to tell whether a change over time is picking up a real development or just a change in the composition of the sample. However, eliminating countries with missing data could cause sample selection bias, if countries with missing data are systematically different from those that have complete observations over the study period. In the following we report results from the unbalanced panel. For robustness 4 check, we also estimate the models using the balanced panel and with data from the Penn World Tables ( . Conclusions of the paper are robust to these alternative data sources. 
III. Relationship between energy intensity and economic development
A. Descriptive analysis
We are interested in the relationship between energy intensity and economic development. One hypothesis that can be derived from the literature is that the relationship between energy intensity and economic development follows a Kuznet's curve (inverted u-shape). Energy intensity increases in early stages of development (industrialization) and it decreases in later stages of development (transition to a services economy). Structural change of the economy is a long process that is unlikely to be reflected in a panel of only 44 years. However, it is still possible to study this hypothesis. If it were true, we would expect a negative association between energy intensity and GDP per capita for developed countries and a positive association for developing countries (and possibly no association for countries that are in the middle of the transition).
Another hypothesis is that there is a negative association between energy intensity and economic development with no trend shift. The theoretical justification behind this hypothesis is that economic development increases opportunities to make production processes more efficient and therefore reduces energy intensity. If this negative association was preceded by an initial positive one, as the EKC hypothesis suggests, it would have pre-dated the compilation of reliable cross-country data. The remaining possibilities are that there is no association between growth and energy intensity or that energy intensity keeps rising with incomes (a positive association). These patterns are not supported by any theories or evidence.
Exploratory data analysis suggests it is appropriate to take logs of both variables. Taking logs does not change the direction of the relationship and therefore does not affect our conclusions regarding the main hypotheses. But the logarithm makes an exponential shape linear and allows correlation and regression analysis of the data.
As a first step we calculate the correlation coefficient between energy consumption per $PPP and GDP per capita PPP for all 137 economies in the data set (Table A1 ). For about 40 percent of the countries we find a very strong negative linear association between the two variables with a correlation coefficient of -0.9 or smaller. For another 35 percent of the countries we find a moderate to strong negative association with correlation coefficients between -0.9 and -0.5. Of the remaining countries, 16 show a weak to very weak negative association and 15 countries show a weak positive association. The overall impression from the correlation analysis is that there is a fairly strong negative association between energy consumption per $PPP and GDP per capita PPP for most countries. If the relationship followed a Kuznets curve, we would expect a negative association in developed countries and a positive association in developing countries. Even a cursory look at Table A1 contradicts this hypothesis: We find the same strong negative linear association for countries like India, Nigeria and China as for countries like the United States, the United Kingdom and Germany. On the other hand, the relatively rich EU members Spain and Portugal show only a weak negative or even a positive association between the two variables.
B. Econometric analysis
In the econometric analysis, we first specify the following fixed effects model to test the relationship between energy intensity and economic development
Where EIit is log energy intensity of country i in year t, GDPit is log GDP per capita. Previous studies suggest the importance of controlling for sector composition of an economy when analyzing the relationship between income and energy intensity (Burke and Csereklyei, 2016; Medlock and Soligo, 2001 ). We therefore include on the right-hand-side of equation (1) a vector , which is a set of control variables for the composition of final energy demand. It includes the percentage of total energy consumption used in industry, transport, residential, services, agriculture and non-energy use. The reference category is non-specified other energy consumption, all variables are coded between 0 and 1. is a set of control variables including value added in industry, agriculture, manufacturing and services as well as exports and imports. All variables are measured as a percentage of total GDP and coded between 0 and 100.
is a set of demographic variables which could affect energy consumption patterns. It includes population density as well as the percentage of the population aged 14 or younger and 65 and older (the working age population is the reference category). Population density is measured as the number of people per 1,000 square kilometers of area, and the other two variables are coded between 0 and 100. Finally, is a country fixed effect capturing time-invariant country specific characteristics; is a time fixed effect controlling for yearly shocks that are common to all countries; and is the error term.
The results of these regressions are shown in Table 2 . In the first column we report the results of a simple pooled OLS specification, in the second column we add country fixed effects, and in the third column we add time fixed effects. The coefficient of log GDP per capita is negative and highly significant in all three cases, but its magnitude changes when the country and time fixed effects are included. Adding the control variables for the composition of energy consumption changes the explanatory power of the model, but the coefficient of log GDP per capita remains relatively stable. Adding the control variables for the structure of the economy also increases the explanatory power moderately, but also diminishes the size of the coefficient of log GDP per capita. Adding the demographic controls again increases the explanatory power of the model and enlarges the magnitude of the coefficient of log GDP per capita again. Overall, these regressions are strong evidence for a negative association between GDP per capita and energy intensity. An increase of GDP per capita by 1 percent is associated with a decrease of energy intensity by 0.62 percent.
The scatter plot in Figure 1 and also the country by country correlation analysis in the previous section indicate that the relationship between log GDP per capita and log energy intensity is not perfectly linear, because there are a few countries with no or a positive association. We thus include a squared term of log GDP per capita to equation (1) to allow for a more flexible functional form and also to test for an inverted U-shaped relationship.
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The results are reported in Table 3 . They are qualitatively similar to the results from the previous regressions, but thanks to the more flexible functional form the explanatory power is always higher than in Table 2 . The coefficients of log GDP per capita are always negative and significant, and the coefficients of log GDP per capita squared are always positive and significant. This is an indicator for a U-shaped relationship. However, when we calculate the minimum of the parabola ( / 2 • ), we find that the minimum is always near the right border of the observed values of log GDP per capita (except for the pooled OLS regression). It is thus not a real minimum, in fact we are fitting the left-hand side of a parabola to the data, thus the relationship between log GDP per capita and log energy intensity is always negative but flattening out for higher values of log GDP per capita. In other words, these regressions do not show evidence for a u-shaped or inverted u-shaped relationship between the two variables.
To adopt a more flexible functional form without imposing structure on the relationship between GDP and energy intensity, we apply a piecewise linear model similar to the one Myrskylä et al. (2009) implemented. The starting point is a piecewise linear relationship that fits two different linear models to the left and to the right of a critical value of log GDP per capita:
where is an indicator variable that is equal to 1 to the left of the critical value of log GDP per capita and 0 otherwise. is an indicator variable that is equal to 1 to the right of the critical value of log GDP per capita and 0 otherwise. If is negative and is positive, then the relationship is V-shaped (or U-shaped). If is positive and is negative, then the relationship is inverted Vshaped. If both coefficients have the same sign, it is interesting to compare the magnitudes of the coefficients, because the piecewise linear model can also show that parts of the relationship are steeper/flatter than others.
Before we explain how to obtain the critical value of log GDP per capita, we first note that we do not estimate equation (3) directly but rather in its differences-in-differences version
where ∆ is the difference operator ∆ . The differencing implicitly controls for the country fixed effects and accounts for autocorrelation in the residuals. The coefficients obtained from the differences-in-differences model comes closer to a causal interpretation than the coefficients obtained from a levels equation. As additional robustness check, we estimate the same model with the first lag of the log GDP per capita variable.
To find the optimal value for the threshold between the two linear models, we use the following numerical procedure: We estimate equation (4) for any possible critical value within the range of observations (within 5.8 and 11.7) in steps of 0.1. We calculate the likelihood for each model and then pick the critical value for which the model has the largest likelihood (maximum likelihood estimation).
In Figure 2 we show a plot of the likelihoods of all models with critical values between 5.8 and 11.3, the maximum is at 8.5. Thus, we estimate equations (4) and (5) with critical values of 8.5, that is is equal to 1 if log GDP per capita is smaller than 8.5 and 0 otherwise, and is 1 if log GDP per capita is greater or equal 8.5 and 0 otherwise.
The results for the two differences-in-differences regressions are reported in Table 4 . For both equations, the coefficients are negative and highly significant, both to the right and to the left of the critical value of log GDP per capita. However, the slope is much steeper (we find a more negative coefficient) to the left of the critical value than to the right. These results confirm the previous finding from the fixed effects estimations. The relationship between log GDP per capita and log energy intensity is negative for the entire observation period, but the slope flattens out for higher values of GDP per capita. Specifically, when per capita GDP reaches around $5,000, the declining rate of energy intensity with respect to economic growth significantly slows down by more than 30 percent. This finding suggests that energy productivity increases as income grows. However, the income elasticity of energy demand increases with income. As a result, after exceeding a threshold of around $5,000 GDP per capita, the efficiency dividends of economic growth become much smaller. More aggressive energy efficiency policies are needed to sustain rapid and continued improvement in energy productivity as income levels surpass the threshold.
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IV. Convergence of energy intensity
In an exploratory data analysis (time series plots of energy intensity) we got the impression that energy intensity is converging to the same level across countries. We will now investigate this hypothesis more systematically. Typically, convergence analysis is used in the context of economic growth and goes back to Barro and Sala-i-Martin (1991) . In order to achieve convergence, or in other words for poor countries to catch up to GDP per capita levels of rich countries over time, two things are necessary: beta convergence and sigma convergence. For beta convergence we study the association between the average growth rate of GDP per capita and the initial level of GDP per capita for a given time period. We speak of beta convergence if the regression coefficient (beta) of the initial level of GDP per capita is negative -as an explanatory variable for the growth rate of GDP per capita. The negative beta coefficient implies that initially poorer countries had higher average growth rates than initially richer countries. Sigma convergence means that the standard deviation of GDP per capita decreases over time. If we find both, we speak of convergence.
How do these concepts translate to convergence of energy intensity? For energy intensity, convergence means that countries that use a lot of energy per dollar of GDP over time catch up to levels of countries that use less energy per dollar of GDP. Thus, we speak of beta convergence in this context if higher rates of reduction in energy consumption per dollar of GDP are associated with higher initial levels of energy consumption per dollar of GDP. Different from convergence of GDP per capita, in this context beta convergence is implied by a positive beta coefficient in the regression. The meaning of sigma convergence is exactly the same as in the GDP per capita context.
We calculate the total change in log energy consumption per dollar of GDP between 1990 and 2014 and divide it by the level in 1990. This is a simple measure for the rate of reduction in energy consumption per dollar of GDP. We then run a regression with the rate of reduction as a dependent variable and the initial level of log energy consumption per dollar of GDP as the explanatory variable according to equation (6):
∆Iit is the growth rate of energy intensity of country i during the period from 1990 to 2014. Ii0 is the energy intensity of country i in year 1990 and is the error term. The result is shown in the left panel of Figure 3 . Indeed, the beta coefficient is positive and highly significant (beta= .029 and p<0.01). Quite remarkably, the variation in the initial level of log energy consumption per dollar of GDP explains about 42 percent of the variation in the rate of reduction across countries. We thus find strong evidence for beta convergence.
In the right panel of Figure 3 , we show fitted normal densities for log energy consumption per dollar of GDP for 1990 and 2014. One can clearly see that the density became much narrower over time (and also that the mean shifted to the left). Indeed, the standard deviation decreases from 0.649 in 1990 to 0.511 in 2014. We thus find evidence for sigma convergence. As we find both beta and sigma convergence, we can thus conclude that countries with high initial levels of energy intensity are converging to the levels of countries with low energy intensity.
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In Figure 4 we show box plots for log energy intensity for 1990, 2000, 2010 and 2014. A box plot displays the median, the first quartile, the third quartile and the largest and smallest adjacent values.
3
The following observations are noteworthy: First quartile, median, third quartile and largest value all decrease over time. The outside values get closer to the largest adjacent observation over time. The smallest adjacent value also decreases over time, though the largest change occurred between 1990 and 2000. After 2000, the smallest adjacent value stayed fairly constant. The smallest value can be considered as the "technology frontier" or "minimal energy consumption required per unit of output". According to this picture, the frontier did not move very much between 2000 and 2014, rather the rest of the distribution moved closer to the frontier. Given that there is a generally increasing trend for per capita income across the sample, this result appears to be consistent with our earlier conclusion that as income rises above a certain threshold, reducing energy intensity becomes more difficult.
To examine whether there is also a difference in the speed of convergence on different sides of the income threshold, we divide the sample into two subgroups based on whether a country-year observation lies below or above the cutoff point at log per capita GDP of 8.5. We calculate the conditional convergence rate according to log 1 (Barro and Sala-i-Martin, 1992; Islam, 1995) , where T is the length in the time dimension under consideration (25 years in our case) and is the coefficient obtained from equation (6). The results are reported in Table 5 . The rate of unconditional convergence for groups below and above the income threshold is roughly 0.10 percent and 0.14 percent, respectively. The difference between the two groups is small and the lower-income sample even has a lower convergence rate. The result could reflect different economic growth rates of the two groups.
V. Index Decomposition
In this section, we investigate how much of the improvement in energy intensity is due to structural change and how much is due to efficiency improvements, and whether the income threshold effects identified earlier play a role in the relative importance of structural vs. efficiency changes. To this end we use the Fisher Ideal Index Decomposition for structural change in energy intensity as described in Boyd and Roop (2004) . We consider three sectors: industry, agriculture and services. As described in Boyd and Roop (2004) we first calculate a Laspeyres and a Paasche index of energy intensity for structure and efficiency using the following formulas from Boyd and Roop (2004) The Fisher index is the geometric mean of the Laspeyres and the Paasche index. The aggregate Fisher index is the product of the structural part and the intensity part. Table 6 displays the values of the Fisher index (aggregate, structure and efficiency) for the year 2014 (base year 1990=1) in ascending order of the aggregate index. The structural index ranges between 0.5 and 1.3 while the efficiency intensity ranges from 0.2 to 1.6. 4 To examine whether structural change or efficiency improvement plays a more important role in influencing aggregate energy intensity, we estimate the following country fixed-effects model.
Fagg= FStr+ Feff+ui+ei (7)
Fagg is the aggregate intensity index, Fstr is the structural index and Feff is the efficiency index. ui are time-invariant country fixed effects. ei is the error term. Similar to the convergence analysis, we conduct both full sample analysis and sub-sample analysis based on the previously identified income threshold. Table 7 reports the estimation results, where column (1) corresponds to the full sample estimation, and columns (2) and (3) correspond to sub-samples below and above the income threshold, respectively.
The results suggest that structural change has made a higher contribution to variation in energy intensity for the full sample of observations. However, for country-year observations that are above the income threshold, efficiency change plays a more important role in driving the change in aggregate intensity.
VI. Conclusion
Reducing the amount of energy required to produce a unit of output is a priority in efforts to slow climate change. This paper contributes to the literature on the relationship between energy use and economic growth by better describing the energy intensity trajectory as incomes grow. Specifically, our results confirm a negative correlation between GDP per capita and energy intensity as well as cross-country convergence in energy intensity. We also identify a transition from a relatively rapid lowering of energy intensity to slower gains. Using a flexible econometric approach, we show that as countries reach a per capita income of about $5,000 (PPP)-slightly above the level considered by the World Bank as upper-middle income-the downward sloping curve of energy use per unit of GDP flattens out. Index decomposition identifies the relative contribution of structural change versus energy efficiency to lowering energy intensity. It shows that the former is important at all income levels, while energy efficiency is more important at higher income levels.
The results suggest that we can expect to see relatively rapid improvements in energy intensity as the economies in today's poor countries grow. However, as they move beyond lower-middle income, the role for energy efficiency policies then becomes far more critical if a country wants to continue the rate of improvement in energy efficiency (Deichmann and Zhang 2013) . There is now a much better 11 understanding of different policy instruments for improving energy efficiency-even if we do not yet sufficiently understand why they are not adopted at a scale that would seem beneficial (Gillingham and Palmer 2014) . Energy efficiency gains likely will require numerous sector-specific instruments such as targeted revenue-neutral environmental taxation (eco-taxes) and other price instruments, stricter regulations, and public investments. 
