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NEW INTEGRAL REPRESENTATIONS FOR RANKIN–SELBERG
L-FUNCTIONS
ANDREW R. BOOKER, M. KRISHNAMURTHY, AND MIN LEE
Abstract. We derive integral representations for the Rankin–Selberg L-functions on GL(3) ×
GL(1) and GL(3) × GL(2) by a process of unipotent averaging at archimedean places. A key
feature of our result is that it allows one to fix the choice of test vector at finite places, irrespective
of ramification. This enables a new proof of the functional equation for GL(3) × GL(2) Rankin–
Selberg L-functions in many cases.
1. introduction
Let f(z) =
∑∞
n=1 ane
2πinz be a holomorphic newform of weight k and level Γ0(N). Let χ be
a primitive Dirichlet character of conductor q and set fχ(z) =
∑∞
n=1 anχ(n)e
2πinz. Then, by [20,
Lemma 4.3.10], we have
fχ =
τ(χ)
q
q∑
a=1
χ(−a)f
∣∣∣
k
(
1 a/q
1
)
,
where τ(χ) is the associated Gauss sum. Taking the Mellin transform of both sides, we obtain
(1.1) Λ(s, f × χ) =
τ(χ)
q
q∑
a=1
χ(−a)Λ(s, f, a/q),
where ΓC(s) = 2(2π)
−sΓ(s),
Λ(s, f, a/q) = ΓC(s)
∞∑
n=1
ane
2πian/qn−s and Λ(s, f × χ) = ΓC(s)
∞∑
n=1
anχ(n)n
−s.
The above notion of unipotent averaging is a key ingredient in Weil’s proof of the converse theorem
[20, Theorem 4.3.15] as well as in our prior work [1, 3] on GL(2) converse theorems. The goal of the
present paper is to prove an analogue of (1.1) for higher-rank Rankin–Selberg L-functions using
a similar process of unipotent averaging; see Theorem 3.4. Our result can be interpreted as an
integral representation for the Rankin–Selberg L-function in terms of the associated (Whittaker)
essential functions, and we speculate that this may have applications to the study of algebraicity
properties and nonvanishing of special values. We outline some necessary notation and explain our
result in greater detail below.
Let F be a number field with ade`le ring AF , and let π ∼=
⊗
πv (resp. τ ∼=
⊗
τv) be an irreducible
generic (with respect to some fixed additive character ψ =
⊗
ψv of F\AF ) automorphic represen-
tation of GLn(AF ) (resp. GLm(AF )), with m < n. For each place v of F , let L(s, πv ⊠ τv) be the
local Rankin–Selberg factor [11, 12] and set
Λ(s, π ⊠ τ) =
∏
v
L(s, πv ⊠ τv).
A. R. B. was partially supported by EPSRC Grant EP/K034383/1. M. L. was supported by a Royal Society
University Research Fellowship. No data were created in the course of this study.
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The completed L-function Λ(s, π ⊠ τ), definied initially for ℜ(s)≫ 1, continues to a meromorphic
function of s ∈ C and satisfies a functional equation relating Λ(s, π ⊠ τ) to Λ(1 − s, π˜ ⊠ τ˜) [11].
The collection of such functions for a fixed π and suitably varying τ plays a central role in converse
theorems, whose purpose is to characterize automorphic representations π in terms of the analytic
behavior of Λ(s, π ⊠ τ).
For each non-archimedean place v of F , let ξ0v (resp. ϕ
0
v) denote the “essential vector” in the space
of πv (resp. τv) [10, 13, 19], and let Wξ0v ∈ W(πv , ψv) (resp. Wϕ0v ∈ W(τv , ψ
−1
v )) be the associated
essential Whittaker functions (as in loc. cit.) formed relative to a ψv whose conductor is ov. When
τv is unramified, it follows from [19, Corollary 3.3] that
(1.2) L(s, πv ⊠ τv) =
∫
Um(Fv)\GLm(Fv)
Wξ0v
(
hv
In−m
)
Wϕ0v(hv)‖det hv‖
s−n−m
2
v dhv
for a suitable normalization of the measure on Um(Fv)\GLm(Fv). For m = n − 1, the above
equality is a part of the characterization of the essential vector in [10, 13], which we review in
the next section; the fact that it is true for any m ≤ n − 1 is a result of a concrete realization of
essential functions in [19]. It follows from this that, if τ is such that τv is unramified at every finite
v, then the Rankin–Selberg L-function Λ(s, π ⊠ τ) can be represented by a global integral of the
corresponding automorphic forms, which unfolds to a product of local integrals of the above shape.
However, when τ is ramified at a place v, the local integral can vanish unless ξ0v is adjusted in a
suitable way. In fact in general one has that there is an element t0v ∈ W(πv, ψv)⊗W(τv , ψ
−1
v ) whose
local zeta integral is precisely the L-function L(s, πv ⊠ τv). Now, let S be the finite set of finite
places where τv is ramified. For v ∈ S, let t
0
v be as described above, and for a finite place v not in
S set t0v = Wξ0v ⊗Wϕ0v . For any choice of a pair of archimedean Whittaker functions (W∞,W
′
∞),
writing each t0v for v ∈ S as a sum of pure tensors, we get a finite sum of pure (global) tensors such
that ∑
j
Wj ⊗W
′
j = (W∞ ⊗W
′
∞)
∏
v<∞
t0v.
Fixing such a decomposition, let (φj , ϕj) be the automorphic forms associated with (Wj,W
′
j). Then
(1.3) P∞(s)Λ(s, π ⊠ τ) =
∑
j
∫
GLm(F )\GLm(AF )
Pnm(φj)
((
h
In−m
))
ϕj(h)‖det h‖
s−n−m
2 dh,
where P∞(s) is an entire function depending only on the pair (W∞,W
′
∞), and P
n
m is the projection
operator defined in (2.4) below.
In this paper, we study integral representations for L(s, π⊠ τ) in the case n = 3, m ∈ {1, 2}. We
show that (in the above notation) one can take t0v =Wξ0v ⊗Wϕ0v at all finite places v, regardless of
the ramification of τ , after going through a process of unipotent averaging on the right-hand side of
(1.3). To illustrate our main theorem (Theorem 3.4), let us consider the classical case, F = Q. Let
N, q ≥ 1 be the conductors of π and τ , respectively, and assume for simplicity that (N, q) = 1 and
τv is a twist-minimal principal series representation for every finite place v. We fix the essential
vector ξ0f =
⊗
v<∞ ξ
0
v and consider pure tensors ξ in the space of π of the form ξ = ξ∞ ⊗ ξ
0
f .
Let Uξ be the function on GL3(AQ) obtained by summing the associated Whittaker function Wξ
as in (2.3). Then Uξ may be viewed as an automorphic function on GL2(AQ) by restriction via
h 7→
(
h
1
)
. It in fact corresponds to a classical cusp form of level 1. If we write Φ to denote
the restriction of Uξ to GL3(R), then the corresponding classical automorphic form on GL2(R) is
given by h 7→ Φ
(
h
1
)
for h ∈ GL2(R). Our key observation is that by shifting this function by a
rational unipotent element, one can produce automorphic forms (on GL2(R)) of arbitrary level. To
2
be precise, let (β1, β2) ∈ Q
2 with common denominator q, and consider the function
h 7→ Φ
(
h tβ
1
)
, for h ∈ GL2(R).
As we show in Section 3.1, this is an automorphic form with respect to the principal congruence
subgroup Γ(q) of level q. If ϕ is an automorphic function in the space of τ that corresponds to a
pure tensor whose component at every finite place v is ϕ0v, put
Λ(s, π, τ, ξ∞, ϕ∞, β) =
∫
Γ(q)\GL2(R)
Φ
(
h tβ
1
)
ϕ(h)‖det h‖
s− 1
2
R dh.
We can paraphrase Theorem 3.4 in this context as saying that
P∞(s)Λ(s, π ⊠ τ) = Λ(s, π, τ, ξ∞, ϕ∞, (0, 1/q)),
for a certain entire function P∞(s), depending on the pair (ξ∞, ϕ∞). (Notice the similarity with
(1.3), albeit here the integral on the right-hand side involves classical forms.) Further, applying
Theorem 3.4 we deduce the analytic continuation and functional equation of Λ(s, π ⊠ τ) (cf. The-
orem 3.9). Our proof is different from the proof of Jacquet, Piatetski-Shapiro and Shalika [11], in
that it does not use the local functional equations at ramified places. The argument is analogous
to the proof of the functional equation for additive twists on GL(2) (see [18, §A.3–A.4]), and it is
based on a higher-rank matrix identity appearing in [16].
Theorem 3.4 is similar in spirit to the global Birch lemma of [15, 17], which plays a central role in
the study of p-adic interpolation of special values of L(s, (π⊗χ)⊠τ) for a cuspidal pair (π, τ) and a
Hecke character χ of finite order and non-trivial p-power conductor. While in loc. cit. the unipotent
averaging is done at the finite place corresponding to p, here we do it over the archimedean places
as in [1], which allows us to retain the essential vector at all finite places. In addition, it should be
emphasized that χ can be taken to be trivial in our setting.
Acknowledgements. The second author (M. K.) would like to thank A. Raghuram for pointing
him to [15].
2. preliminaries
Let oF denote the ring of integers of F . For each place v of F , let Fv denote the completion
of F at v. For v < ∞, let ov denote the ring of integers in Fv, pv the unique maximal ideal in
ov and qv the cardinality of ov/pv . Also, for every finite v, fix a generator ̟v of pv with absolute
value ‖̟v‖v = q
−1
v . Let F∞ =
∏
v|∞ Fv and let AF = F∞ × AF,f denote the ring of ade`les of F .
Throughout the paper, we fix an unramified additive character ψ =
⊗
ψv of F\AF whose local
conductor at every finite place v is ov , i.e., ψv is trivial on ov but non-trivial on p
−1
v . We write ψ∞
to denote the character
∏
v|∞ ψv of F∞.
For any n > 1, let Bn = TnUn be the Borel subgroup of GLn consisting of upper triangular
matrices; let P′n ⊃ Bn be the standard parabolic subgroup of type (n−1, 1) with Levi decomposition
P′n = MnNn. Then Mn
∼= GLn−1×GL1 and
Nn =
{(
In−1 ∗
1
)}
.
If R is any F -algebra and H is any algebraic F -group, we write H(R) to denote the corresponding
group of R-points. Let Pn(R) ⊂ P
′
n(R) denote the mirabolic subgroup consisting of matrices whose
last row is of the form (0, . . . , 0, 1), i.e.,
Pn(R) =
{(
h y
1
)
: h ∈ GLn−1(R), y ∈ R
n−1
}
∼= GLn−1(R)⋉Nn(R).
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Let wn denote the long Weyl element in GLn(R). For 1 ≤ m ≤ n−1, let αm denote the permutation
matrix
αm =
 1Im
In−m−1
 .
Note that αn−1 = wn(
wn−1
1 ). The character
u 7→ ψ
(∑
ui,i+1
)
for u ∈ Un(A)
defines a generic character of Un(F )\Un(AF ), and by abuse of notation we continue to denote this
character by ψ. Similarly, for each v, we also obtain a generic character ψv of Un(Fv). Further, for
any algebraic subgroup V ⊆ Un, ψ and ψv define characters of V (AF ) and V (Fv), respectively, via
restriction. In particular, we may consider the character ψ|Nn(AF ); its stabilizer in Mn(AF ) is then
Pn−1(AF ), where we regard Pn−1 as a subgroup of Mn via h 7→
(
h
1
)
.
For each v < ∞, we will consider certain compact open subgroups of GLn(Fv); namely, let
Kv = GLn(ov), and for any integer m ≥ 0, set
K1,v(p
m
v ) =
{
g ∈ GLn(ov) : g ≡
( ∗
∗
...
∗
0 ··· 0 1
)
(mod pmv )
}
,
K0,v(p
m
v ) =
{
g ∈ GLn(ov) : g ≡
( ∗
∗
...
∗
0 ··· 0 ∗
)
(mod pmv )
}
,
so that K1,v(p
m
v ) is a normal subgroup of K0,v(p
m
v ), with quotient K0,v(p
m
v )/K1,v(p
m
v )
∼= (ov/p
m
v )
×.
Let Kf =
∏
v<∞Kv, and for an integral ideal a of F , set
Ki(a) =
∏
v<∞
Ki,v(p
mv
v ) for i = 0, 1,
where mv are the unique non-negative integers such that a =
∏
v(pv ∩ oF )
mv . Then K1(a) ⊆
K0(a) ⊆ Kf are compact open subgroups of GLn(AF,f). We may also form the corresponding
principal congruence subgroups of GLn(F∞), embedded diagonally, namely,
Γi(a) = {γ ∈ GLn(F ) : γf ∈ Ki(a)} ⊂ GLn(F∞) for i = 0, 1,
where γf denotes the image of γ in GLn(AF,f).
From strong approximation for GLn, it follows that the set GLn(F )\GLn(AF )/GLn(F∞)K1(a)
of double cosets is finite of cardinality h, where h is the class number of F . Let us write
(2.1) GLn(AF ) =
h∐
j=1
GLn(F )gj GLn(F∞)K1(a),
where each gj ∈ GLn(AF,f). Then
(2.2) GLn(F )\GLn(AF )/K1(a) ∼=
h∐
j=1
Γ1,j(a)\GLn(F∞),
where Γ1,j(a) = {γ ∈ GLn(F ) : γf ∈ gj K1(a)g
−1
j } ⊂ GLn(F∞), embedded diagonally. Replacing
K1(a) by K0(a) in this definition, we get the corresponding groups Γ0,j(a).
Before proceeding further, let us introduce our choice of measures. For each place v of F and
n ≥ 1, we normalize the Haar measure on GLn(Fv) and Kv so that vol(Kv) = 1. We fix the
Haar measure on Un(Fv) for which vol(Un(Fv) ∩ Kv) = 1. From these measures, we obtain a
right-invariant measure on Un(Fv)\GLn(Fv). Globally, on GLn(AF ) and Un(AF ), respectively, we
take the corresponding product measure. On the compact quotient U(F )\Un(AF ), we choose the
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right-invariant measure of unit volume. Since U2(AF ) ∼= AF and AF = F + F∞ +
∏
v<∞ ov , it
follows from our normalization that vol(oF \F∞) = 1.
Suppose (π, Vπ) is an irreducible admissible representation of GLn(AF ) (not necessarily auto-
morphic) whose central character ωπ is an ide`le class character. We write π ∼=
⊗
πv as a restricted
tensor product with respect to a distinguished set of spherical vectors, where for each finite v, πv
is an irreducible admissible representation of GLn(Fv) on a complex vector space Vπv , and for each
v | ∞, πv is an irreducible admissible Harish-Chandra module. However, for v | ∞, we can pass
to the canonical completion of πv in the sense of Casselman and Wallach (see [12]) to obtain a
smooth representation of moderate growth of GLn(Fv). By abuse of notation we continue to write
(πv, Vπv) to denote the canonical completion at an archimedean place v and let (π∞, Vπ∞) denote
the topological tensor product of these representations. Thus we may (and we will) take Vπ to be
the restricted tensor product Vπ∞⊗
⊗
v<∞ Vπv and π the corresponding representation of GLn(AF ).
Now with π ∼=
⊗
πv as in the previous paragraph, let us further assume that each πv is
generic, meaning there is a non-zero linear form (continuous when v | ∞) λv : Vπv → C satis-
fying λv(πv(n)w) = ψv(n)λv(w) for w ∈ Vπv , n ∈ Nn(Fv). Let W(πv , ψv) denote the Whittaker
model of πv, viz. the space of functions on GLn(F ) defined by g 7→ λv(πv(g)w) for fixed w ∈ Vπv .
By taking the tensor product of λπv for v | ∞, we can also form the space W(π∞, ψ∞). We note
that for v <∞ where πv is unramified, there is a unique vector W
0
πv ∈ W(πv , ψv) that is fixed under
Kv and takes the value 1 at the identity. The global Whittaker model W(π, ψ) of π is the space
spanned by the functions W∞
∏
v<∞Wv with W∞ ∈ W(π∞, ψ∞), Wv ∈ W(πv , ψv) and Wv =W
0
πv
for almost all v. For every η ∈ Vπ we denote by Wη the corresponding element of W(π, ψ).
Following [6, 14], for each η ∈ Vπ we set
(2.3) Uη(g) =
∑
γ∈Un(F )\Pn(F )
Wη(γg),
which can also be written as
Uη(g) =
∑
γ∈Un−1(F )\GLn−1(F )
Wη
((
γ
1
)
g
)
.
It is shown in [14, Section 12] that this sum converges absolutely and uniformly on compact subsets
to a continuous function on GLn(AF ), and that it is cuspidal along the unipotent radical of any
standard maximal parabolic subgroup of GLn. Further, Uη is left invariant under both Pn(F ) and
the center Zn(F ). For W ∈ W(π, ψ), let W˜ (g) = W (wn
tg−1) ∈ W(π˜, ψ−1). For each place v, if
Wv ∈ W(πv, ψv), we similarly define W˜v ∈ W(πv, ψ
−1
v ). Let Vη (cf. [6]) denote the function
Vη(g) =
∑
γ∈U′n(F )\Qn(F )
Wη(αn−1γg),
where Qn = Pn is the opposite mirabolic subgroup and U
′
n = α
−1
n−1Un αn−1. If we put
U˜η(g) =
∑
γ∈Un−1(F )\GLn−1(F )
W˜η
((
γ
1
)
g
)
.
Then as explained in [4], one has the equality U˜η(
tg−1) = Vη(g). The following is a basic result of
Cogdell and Piatetski-Shapiro [6, 7]:
Proposition 2.1. Suppose π is as above with automorphic central character ωπ. Then π is cuspidal
automorphic if and only if Uη = Vη for all η ∈ Vπ.
For m < n, let Y = Yn,m be the unipotent radical of the standard parabolic subgroup of GLn of
type (m + 1, 1, . . . , 1). (In this notation, Nn = Yn,n−2.) For a function f on GLn(AF ) that is left
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invariant under Y (F ), we set
(2.4) Pnm(f)(g) =
∫
Y (F )\Y (AF )
f(yg)ψ(y) dy,
where dy is the Haar measure on Y (AF ) for which the quotient Y (F )\Y (AF ) has unit volume. In
particular, we can consider Pnm(Uη)(g), with the following Fourier series expansion:
(2.5)
Pnm(Uη)(g) =
∑
γ∈Um+1(F )\Pm+1(F )
Wη
((
γ
In−m−1
)
g
)
=
∑
γ∈Um(F )\GLm(F )
Wη
((
γ
In−m
)
g
)
.
Viewed as a function on Pm+1(AF ), P
n
m(Uη)(g) is left invariant under Pm+1(F ) and is cuspidal in
the sense that all the relevant unipotent integrals are zero. Observe that Pnn−1 is the identity.
Suppose τ is an automorphic subrepresentation of GLm(AF ), meaning Vτ is a subspace of the
space of automorphic forms on GLm(AF ). Let φ be an automorphic form in Vτ and set
(2.6) I(s;Uη , φ) =
∫
GLm(F )\GLm(AF )
Pnm(Uη)
((
h
In−m
))
φ(h)‖det h‖s−
n−m
2 dh.
This integral is absolutely convergent for all s, as we are integrating a cusp form against an au-
tomorphic form. For ℜ(s) ≫ 1 we can replace Pnm(Uη) by its Fourier expansion and unfold, to
get
I(s;Uη, φ) =
∫
Um(AF )\GLm(AF )
Wη
(
h
In−m
)
Wφ(h)‖det h‖
s−n−m
2 dh,
where Wφ is the Whittaker on GLm(AF ) associated to φ with respect to ψ
−1, i.e.
Wφ(h) =
∫
Um(F )\Um(AF )
φ(uh)ψ(u) du.
Now, if η (resp. φ) corresponds to a pure tensor under π ∼=
⊗
πv (resp. τ ∼=
⊗
τv), then by the
uniqueness of the Whittaker model we have
Wη(g) =
∏
v
Wηv(g), Wφ(g) =
∏
v
Wφv(gv),
and the integral now factors as
I(s;Uη, φ) =
∏
v
Ψv(s;Wηv ,Wφv ),
where the local integrals are given by
Ψv(s;Wηv ,Wφv ) =
∫
Um(Fv)\GLm(Fv)
Wηv
(
hv
In−m
)
Wφv(hv) ‖det hv‖
s−n−m
2
v dhv .
It follows from the Rankin–Selberg theory of local factors that
Ev(s) :=
Ψv(s;Wηv ,Wφv)
L(s, πv ⊠ τv)
is entire for all v [11, 12]. If v is non-archimedean then Ev(s) ∈ C[q
s
v, q
−s
v ], and Ev(s) = 1 for almost
all finite v. Setting E(s) =
∏
v Ev(s), for pure tensors η and φ as above one has
I(s;Uη, φ) = E(s)
∏
v
L(s, πv ⊠ τv).
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One also has the analogous integrals involving the function Vη. Namely, put α
′
m = α
−1
n−1αm,
1 ≤ m ≤ n− 1, and consider the function (cf. [8])
V mη (g) = Vη(α
′
mg) for g ∈ GLn(AF ).
This function is clearly left invariant under α′−1m Qn(F )α
′
m which contains the group Yn,m(F ). Hence
Pnm(V
m
η ) is well defined, and we put
(2.7) I(s;Vη, φ) =
∫
GLm(F )\GLm(AF )
Pnm(V
m
η )
((
h
In−m
))
φ(h)‖det h‖s−
n−m
2 dh.
As explained in loc. cit., this integral converges for −ℜ(s)≫ 1 and unfolds to give
I(s;Vη , φ) =
∏
v
Ψ˜v(1− s; ρ(wn,m)W˜ηv , W˜φv),
where ρ denotes right translation, wn,m =
(
1
wn−m
)
, and
Ψ˜v(s;W,W
′) =
∫
Um(Fv)\GLm(Fv)
∫
Mn−m−1,m(Fv)
W
hx In−m−1
1
W ′(h)‖det h‖s−n−m2v dx dh.
Further, the local ǫ-factor ǫ(s, πv ⊠ τv, ψv) is defined so that the following local functional equation
[8, Theorem 3.2] holds:
(2.8)
Ψ˜(1− s; ρ(wn,m)W˜ηv , W˜φv )
L(1− s, π˜v ⊠ τ˜v)
= ωτv(−1)
n−1ǫ(s, πv ⊠ τv, ψv)
Ψv(s;Wηv ,Wφv)
L(s, πv ⊠ τv)
.
If τ = 1 is the trivial representation of GL1(AF ), then for each v, we write L(s, πv) and ǫ(s, πv, ψv)
to denote L(s, πv × 1v) and ǫ(s, πv × 1v, ψv), respectively. These are known to be the same as the
standard local factors of Godement–Jacquet attached to the representation πv and the character
ψv.
With π ∼=
⊗
πv as above, let us now recall the notion of the essential vector of πv. For each
finite v, according to [10] (see also [13]), there is a unique positive integer m(πv) such that the
space of K1
(
p
m(πv)
v
)
-fixed vectors is of dimension 1. Further, as mentioned in the introduction, by
loc. cit., there is a unique vector ξ0v in this space, called the essential vector, with the associated
essential function Wξ0v = Wπv in W(πv, ψv) satisfying the condition Wξ0v
(
gh
1
)
= Wξ0v(
g
1 ) for all
h ∈ GLn−1(ov) and g ∈ GLn−1(Fv). For v <∞ and any unramified representation τv of GLm(Fv),
let W 0,ψvτv ∈ W (τv, ψv) denote the normalized spherical function (cf. [13, p. 2]). If m(πv) = 0 then
by uniqueness of essential functions one has the equality Wξ0v = W
0,ψv
πv in W (πv, ψv). The integral
ideal n =
∏
v<∞(pv ∩ oF )
m(πv) ⊆ oF is called the conductor of π. We write n to denote a finite ide`le
corresponding to n. In fact, we may fix n so that nv = ̟
m(πv)
v for all finite v. The integer m(πv)
can also be characterized as the degree of the monomial in the local ǫ-factor ǫ(s, πv, ψv) [10]; we
write
(2.9) ǫ(s, πv, ψv) = ǫ(πv, ψv)q
m(πv)(
1
2
−s)
v .
A crucial property of the conductor is that K0(n) acts on the space of K1(n)-fixed vectors via
the central character ω = ωπ (cf. [6, Section 8]). Precisely, for gv = (gi,j) ∈ K0,v
(
p
m(πv)
v
)
, define
χπv(gv) =
{
1 if m(πv) = 0,
ωv(gn,n) if m(πv) > 0,
and put χπ =
⊗
v<∞ χπv . Let ξ
0
f =
⊗
v<∞ ξ
0
v , which forms a basis for the space of K1(n)-fixed
vectors in Vπ. Then it is shown in loc. cit. that χπ is a character of K0(n) trivial on K1(n), and
that for any finite v,
πv(g)ξ
0
v = χπv(g)ξ
0
v for all g ∈ K0,v
(
p
m(πv)
v
)
.
For each j, χπ also determines a character of Γ0,j(n) that is trivial on Γ1,j(n), which we continue
to denote by χπ.
We will require the next two lemmas later in §3.4. To that end, for any v and any ξv in the space
of πv, put
(2.10) ξ˜v = ǫ(πv, ψv)
1−nπv
(
nvIn−1
1
)
ξv.
(Note that for v | ∞, nv = 1.) First, we identify the essential functionWπ˜v ∈ W(π˜v, ψ
−1
v ) associated
to the contragredient representation π˜v in the following lemma.
Lemma 2.2. For v <∞,
W˜ξ˜0v
(g) =Wπ˜v(g).
Proof. It is a straightforward calculation to check that the function g 7→ W˜ξ˜0v
(g) is rightK1,v(p
m(πv)
v )-
invariant. Indeed one checks that
W˜ξ˜0v
(gk) = χπv(k)
−1W˜ξ˜0v
(g), for k ∈ K0,v(p
m(πv)
v ).
Since the space of such functions in W(π˜v, ψ
−1
v ) is 1-dimensional, there exists a constant c so that
W˜ξ˜0v
(g) = cWπ˜v(g).
It remains to show that c = 1. For that, we apply the local functional equation (2.8) with ηv = ξ˜
0
v
and Wφv = W
0,ψv
τv the normalized spherical function (with respect to ψ
−1
v ) corresponding to the
unramified (unitary) principal series representation τv = Ind(χ1, , . . . , χn−1) of GLn−1(Fv). Here
the χj are unramified characters of F
×
v of the form χj(x) = ‖x‖
itj
v for tj ∈ R. With these choices,
since Wξ˜0v
= cWπ˜v and Wπ˜v is the essential function for the representation π˜v, the left-hand side of
(2.8) reduces to the following equality:
c = ǫ(s, πv ⊠ τv, ψv)
Ψv(s;Wξ˜0v
,W
0,ψv
τv )
L(s, πv ⊠ τv)
.
Through the change of variable g 7→ g(n−1v In−1) in the integral defining Ψv(s;Wξ˜0v
,W
0,ψv
τv ), one
checks that
Ψv(s;Wξ˜0v
,W
0,ψv
τv ) = ω
−1
τv (nv)‖n
−1
v ‖
s− 1
2
v ǫ(πv, ψv)
1−nΨv(s;Wξ0v ,W
0,ψv
τv ).
On the other hand, according to (1.2), Ψv(s;Wξ0v ,W
0,ψv
τv ) = L(s, πv ⊠ τv). We also have
ǫ(s, πv ⊠ τv, ψv) =
n−1∏
j=1
ǫ(s+ itj, πv, ψv)
and ωτv(nv) = q
m(πv)
∑
j itj
v . Putting these together we obtain c = 1. 
Let ξ be a pure tensor in the space of π such that ξv = ξ
0
v for all v <∞. We also define its dual
counterpart; namely, for W ′ = W˜ξ˜∞ ×
∏
v<∞Wπ˜v ∈ W(π˜, ψ
−1), let
U ′ξ(g) =
∑
γ∈Un−1(F )\GLn−1(F )
W ′
((
γ
1
)
g
)
.
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Lemma 2.3. Suppose π is a cuspidal automorphic representation of GLn(AF ) and ξ is a pure
tensor in the space of π such that ξv = ξ
0
v for all finite v. Then
Uξ
(
tg−1
(
nIn−1
1
))
= ǫn−1π U
′
ξ(g),
where ǫπ =
∏
v ǫ(πv, ψv).
Proof. Keeping the above notation, let ξ′ = ξ∞ ⊗
⊗
v<∞ ξ˜
0
v . Then
Uξ
(
tg−1
(
nIn−1
1
))
=
∏
v<∞
ǫ(πv, ψv)
n−1 · Uξ′
(
tg−1
)
=
∏
v<∞
ǫ(πv, ψv)
n−1 · U˜ξ′(g)
= ǫn−1π U
′
ξ(g).
Here, the first equality is a consequence of the definition of Uξ′ , the second equality follows from
Proposition 2.1, and the last equality follows from Lemma 2.2. 
We will also need a certain auxiliary function related to the local Rankin–Selberg L-factor
L(s, πv ⊠ τv). In order to introduce this we pass to a more general setting and take πv (resp.
τv) to be an irreducible admissible representation of GLn(Fv) (resp. GLm(Fv)), not necessarily the
local component of a global representation. It is known that the local L-function L(s, πv) is of the
form Pπv(q
−s
v )
−1, where Pπv ∈ C[X] has degree at most n and satisfies Pπv (0) = 1. We may then
find n complex numbers {αv,i} (allowing some of them to be zero) such that
L(s, πv) =
n∏
i=1
(1− αv,iq
−s
v )
−1.
We call the set {αv,i} the Langlands parameters of πv; if πv is spherical, they are the usual Satake
parameters. Let {βv,j} be the Langlands parameters of τv, and set
L(s, πv × τv) =
∏
i,j
(1− αv,iβv,jq
−s
v )
−1.
Of course, L(s, πv × τv) = L(s, πv ⊠ τv) if both πv and τv are spherical.
In the following lemma, we explore the connection between L(s, πv × τv) and L(s, πv ⊠ τv) in
more detail, but let us first recall the full classification of irreducible admissible representations of
GLn(Fv). Let An denote the set of equivalence classes of such representations and put A =
⋃
An.
The essentially square-integrable representations of GLn(Fv) have been classified by Bernstein and
Zelevinsky; they are given as follows: If σv is an essentially square-integrable representation of
GLn(Fv), then there is divisor a | n and a supercuspidal representation ηv of GLa(Fv) such that
if b = na and Q is the standard (upper) parabolic subgroup of GLn(Fv) of type (a, . . . , a), then σv
can be realized as the unique quotient of the (normalized) induced representation
Ind
GLn(Fv)
Q (ηv, ηv‖ · ‖v, . . . , ηv‖ · ‖
b−1
v );
the integer a and the class of ηv are uniquely determined by σv. In short, σv is parametrized by
b and ηv, and we denote this by σv = σb(ηv); further, σv is square-integrable (also called “discrete
series”) if and only if the representation ηv‖ · ‖
b−1
2
v of GLa(Fv) is unitary.
Now, let P be an upper parabolic subgroup of GLn(Fv) of type (n1, . . . , nr). For each i = 1, . . . , r,
let τ0i,v be a discrete series representation of GLni(Fv). Let (s1, . . . , sr) be a sequence of real numbers
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satisfying s1 ≥ · · · ≥ sr, and put τi,v = τ
0
i,v⊗‖·‖
si
v (an essentially square-integrable representation),
for i = 1, . . . , r. Then the induced representation
ξv = Ind
GLn(Fv)
P (τ1,v ⊗ · · · ⊗ τr,v)
is said to be a representation of GLn(Fv) of Langlands type. If τv ∈ An, then it is well known that
it is uniquely representable as the quotient of an induced representation of Langlands type. We
write τv = τ1,v ⊞ · · · ⊞ τr,v to denote this realization of τv. Thus one obtains a sum operation on
the set A [11, (9.5)]. It follows easily from the definition that L(s, πv × τv) is bi-additive:
L(s, πv × (τv ⊞ τ
′
v)) = L(s, πv × τv)L(s, πv × τ
′
v)
L(s, (πv ⊞ π
′
v)× τv) = L(s, πv × τv)L(s, π
′
v × τv)
for all πv, π
′
v, τv , τ
′
v ∈ A. The local factor L(s, πv ⊠ τv) is also bi-additive in the above sense,
according to [11, (9.5) Theorem].
Lemma 2.4. Given v <∞, suppose πv ∈ An and τv ∈ Am. Then
L(s, πv × τv) = P (q
−s
v )L(s, πv ⊠ τv)
for some polynomial P ∈ C[X].
Proof. Since πv is a sum of essentially square-integrable representations and both L(s, πv× τv) and
L(s, πv ⊠ τv) are additive with respect to this sum, it suffices to prove the lemma for essentially
square-integrable representations πv. So for the remainder of the proof we assume πv is an essentially
square-integrable representation of the form πv = σb(ηv). We proceed by induction on m. If m = 1,
then τv = χv is a quasi-character of F
×
v and L(s, πv ⊠ χv) = L(s, πv ⊗ χv), where πv ⊗ χv is the
representation of GLn(Fv) defined by g 7→ πv(g)χv(det g). If χv is unramified, then
L(s, πv ⊗ χv) = L(s, πv × χv)
and consequently P = 1; on the other hand if χv is ramified then L(s, πv × χv) = 1, and the
assertion follows since L(s, πv ⊗ χv)
−1 is a polynomial in q−sv .
We now assumem > 1. Suppose τv is an essentially square-integrable representation of GLm(Fv),
say τv = σb′(η
′
v), η
′
v ∈ Aa′ is supercuspidal, and a
′b′ = m. Then the standard L-factor L(s, τv)
is given by L(s, τv) = L(s + b
′ − 1, η′v) (see [11]). Consequently, L(s, τv) = 1 unless a
′ = 1 and
η′v = χv is an unramified quasi-character of F
×
v . However, if L(s, τv) = 1 then L(s, πv × τv) = 1,
and the assertion of the lemma follows. Hence we may assume τv = σm(χv) for an unramified
quasi-character χv of F
×
v , in which case
(2.11)
L(s, πv × τv) = L(s, πv ⊗ χv‖ · ‖
m−1
v )
= L(s, σb(ηv)⊗ χv‖ · ‖
m−1
v )
= L(s+m− 1 + b− 1, ηv ⊗ χv).
On the other hand, it also follows from [11, (8.2) Theorem] that
(2.12) L(s, πv ⊠ τv) =
{∏m−1
j=0 L(s+ j + b− 1, ηv ⊗ χv) if m ≤ n,∏b−1
i=0 L(s+m− 1 + i, ηv ⊗ χv) if m > n.
Now, from (2.11) and (2.12), one sees that the ratio L(s,πv×τv)L(s,πv⊠τv) is a polynomial in q
−s
v , thus proving
the lemma when τv is an essentially square-integrable representation.
If τv is not essentially square-integrable, then as discussed above there is a partition
∑k
i=1mi = m,
with each mi < m, and essentially square-integrable representations τi,v of GLmi(Fv), i = 1, . . . , k,
so that τv = ⊞i τi,v. We may then use additivity and apply the induction hypothesis to get the
desired conclusion. 
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Corollary 2.5. If L(s, πv ⊠ τv) = 1, then either L(s, πv) = 1 or L(s, τv) = 1.
Proof. If L(s, πv ⊠ τv) = 1, then Lemma 2.4 implies that L(s, πv × τv) is a polynomial in q
−s
v and
hence must be 1. This in turn implies the conclusion. 
3. GL3×GL2
We keep the notation of the previous section and take n = 3, m = 2. Thus π is an irreducible
admissible generic representation of GL3(AF ) with conductor n and central character ωπ, and τ is
an automorphic subrepresentation of GL2(AF ) with central character ωτ . We fix nonzero integral
ideals q′ ⊆ q and consider only those τ of conductor q.
Choose ideals aj ⊆ oF representing the ideal classes of F so that
∏
j aj is coprime to q
′. Let
aj be a finite ide`le such that aj = (aj), and take a1 = 1. For each j, put hj =
(
aj
1
)
and
gj =
(
hj
1
)
∈ GL3(AF,f). Then {gj} is a valid set of representatives in (2.1) (with n = 3). In
what follows, we will also consider strong approximation for GL2(AF ), i.e.
GL2(AF ) =
h∐
j=1
GL2(F )hj GL2(F∞)K,
where the compact open subgroup K ⊂ GL2(AF,f) is either Kf = GL2(oF ), K1(q) or K0(q). We
then have the group Gj = Γ1,j(oF ) = Γ0,j(oF ) along with the congruence subgroups Γ0,j(q), Γ1,j(q)
and Γj(q). Explicitly,
Gj =
{(
a b
c d
)
: a, d ∈ oF , c ∈ a
−1
j , b ∈ aj , ad− bc ∈ o
×
F
}
,
which is precisely the stabilizer (acting on the right) of the lattice oF ⊕ aj ⊂ F ⊕ F , and
Γ0,j(q) =
{(
a b
c d
)
∈ Gj : c ∈ qa
−1
j
}
,
Γ1,j(q) =
{(
a b
c d
)
∈ Γ0,j(q) : d− 1 ∈ q
}
,
Γj(q) =
{(
a b
c d
)
∈ Γ1,j(q) : a− 1 ∈ q, b ∈ qaj
}
.
Note that Γj(q) ⊆ Γ1,j(q) ⊆ Γ0,j(q) ⊆ Gj , and that Γj(q) is normal in Gj .
For any α ∈ F →֒ F∞ embedded diagonally, we form the ade`le (α, 0) ∈ F∞ × AF,f which we
continue to denote by α. In this way, we view β = (β1, β2) ∈ F
2 as an element of A2F . For ξ∞ ∈ Vπ∞ ,
note that
h 7→ Uξ∞⊗ξ0f
(
h
1
)
, for h ∈ GL2(AF ),
is a rapidly decreasing automorphic function on GL2(AF ) (cf. [8, Theorem 1.1]) which allowed us to
consider integrals of the type (2.6) while defining Λ(s, π ⊠ τ). We now follow [2] in order to define
additive twists (see loc. cit.) in the current context. To that end, we modify the above function by
inserting a unipotent element. To be precise, with β = (β1, β2) as above, consider the function
h 7→ Uξ∞⊗ξ0f
(
h tβ
1
)
, for h ∈ GL2(AF );
it is rapidly decreasing (by the gauge estimates in loc. cit.), but as one can easily check, it is not
in general GL2(F )-invariant, i.e., not an automorphic function on GL2(AF ).
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3.1. The function Φξ∞,j and its Fourier expansion. For each j = 1, . . . , h, put
Φξ∞,j(g) = Uξ∞⊗ξ0f
((g, gj)), for g ∈ GLn(F∞),
and for β1 ∈ aq
−1 and β2 ∈ q
−1, consider the function
(3.1) h 7→ Φξ∞,j
(
h tβ
1
)
, for h ∈ GL2(F∞).
Our goal in this section is to derive its Fourier series expansion (see (3.5)), which will also reveal
it to be (classical) automorphic form on GL2(F∞). For k ∈ {1, . . . , h}, choose distinct prime ideals
pk and p
′
k such that pk ∼ q
′p′k ∼ ak and pk is coprime to q
′a1 · · · ah, and let αk be a generator of
the principal fractional ideal p−1k q
′p′k. Then for each fixed j, αkaj + oF = p
−1
k runs through a set
of representatives of the class group of F . Let pk be a finite ide`le such that (pk) = pk.
Lemma 3.1. Let R1, R2 be sets of representatives for F
×/o×F . Then for any fixed j,{(
γ1γ2
γ1
)(
1
αk 1
)
: γ1 ∈ R1, γ2 ∈ R2, 1 ≤ k ≤ h
}
is a set of representatives for U2(F )\GL2(F )/Gj .
Proof. For M =
(
a b
c d
)
∈ GL2(F ), let Ij(M) denote the fractional ideal caj + doF . It is easy to see
that Ij(M) depends only on the coset of M in U2(F )\GL2(F )/Gj , i.e. Ij(uMg) = Ij(M) for all
u ∈ U2(F ), g ∈ Gj . For a given M there is a unique choice of k ∈ {1, . . . , h} and γ1 ∈ R1 such that
Ij(M) = γ1p
−1
k . Thus, Ij(γ
−1
1 M) = p
−1
k = αkaj + oF .
Suppose that γ−11 M has bottom row
(
c d
)
. Then caj + doF = αkaj + oF , which in turn implies
coF + da
−1
j = αkoF + a
−1
j . Thus, we have
(3.2)
(
αk 1
)
=
(
c d
)(A B
C D
)
for some A ∈ oF , B ∈ aj , C ∈ a
−1
j , D ∈ oF . It follows that the determinant AD−BC is an element
of oF , but it need not be a unit. However, the choice of
(
A B
C D
)
in (3.2) is not unique. For any
particular solution
(
A B
C D
)
, it is straightforward to see that
(
A′ B′
C′ D′
)
is another solution if and only
if
(
A′
C′
)
=
(
A
C
)
+ s
(
d
−c
)
and
(
B′
D′
)
=
(
B
D
)
+ t(−dc ) for some s ∈ pk and t ∈ ajpk. Thus,
det
(
A′ B′
C ′ D′
)
− det
(
A B
C D
)
= s det
(
d B
−c D
)
+ t det
(
A −d
C c
)
= s+ tαk,
so by appropriate choice of s and t we may adjust the determinant by any element of pk+αkajpk =
oF .
Let ǫ ∈ o×F be the unique unit such that ǫγ
−2
1 detM ∈ R2. We choose g =
(
A B
C D
)
in the above
with det g = ǫ. Then g ∈ Gj and γ
−1
1 Mg has bottom row
(
αk 1
)
. Multiplying on the left by a
suitable u ∈ U2(F ), we can make it lower-triangular, i.e. uγ
−1
1 Mg =
( γ2
αk 1
)
for some γ2 ∈ F
×. In
fact, evaluating the determinant, we have γ2 = ǫγ
−2
1 detM ∈ R2.
Thus, uMg = ( γ1γ2 γ1 )
(
1
αk 1
)
is of the required form. Moreover, although the pair (u, g) is not
unique in the above construction, it is clear that k, γ1 and γ2 are. This completes the proof. 
Lemma 3.2. We have
Wξ0
f
γ1γ2aj γ1
1
 1ajαk 1
1
 = ψvk(α−1k γ2)Wξ0f
γ1γ2ajpk γ1p−1k
1
 ,
and both sides vanish unless γ1 ∈ pk, γ2 ∈ a
−1
j p
−2
k .
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Proof. Suppose v 6= vk is a finite place of F . Then the corresponding local factors agree on both
sides since ξ0v is fixed by matrices of the form (
g
1 ) for g ∈ GL2(ov). Hence, it is enough to prove
the local equality for v = vk. To that end, let us write the v-component of ajαk as u/̟v for u ∈ o
×
v .
We have
(3.3)
(
1
u/̟v 1
)
=
(
1 u−1̟v
1
)(
̟v
̟−1v
)(
−u−1
u ̟v
)
,
and consequently
Wξ0v
γ1γ2aj γ1
1
 1u/̟v 1
1
 = ψv(γ2aju−1̟v)Wξ0v
γ1γ2aj̟v γ1̟−1v
1
 .
This concludes the proof of the first assertion. Next, for any finite place v of F and g =
(
a b
c d
)
∈
GL2(Fv), one has
Wξ0v
(
g
1
)
6= 0 =⇒ c, d ∈ ov .
It follows from this that γ1 ∈ pk. On the other hand, for x ∈ ov, note that
Wξ0v
γ1γ2aj̟v γ1̟−1v
1
 =Wξ0v
γ1γ2aj̟v γ1̟−1v
1
1 x1
1

= ψv
(
γ2aj̟
2
vx
)
Wξ0v
γ1γ2aj̟v γ1̟−1v
1
 .
Thus, ifWξ0v
(
γ1γ2aj̟v
γ1̟
−1
v
1
)
6= 0 then γ2aj̟
2
v ∈ ov, or in other words (globally) γ2 ∈ a
−1
j p
−2
k . 
In what follows, we use the notation Gx to denote x−1Gx. Now
Φξ∞,j
(
h β
1
)
=
∑
γ∈U2(F )\GL2(F )
Wξ∞
((
γ∞
1
)(
h β
1
))
Wξ0
f
((
γf
1
)
gj
)
=
∑
γ∈U2(F )\GL2(F )
ψ∞
(
(γ∞β)2)Wξ∞
(
γ∞h
1
)
Wξ0
f
(
γfhj
1
)
=
∑
γ∈U2(F )\GL2(F )/Gj
Wξ0
f
(
γfhj
1
) ∑
η∈U2(F )γ∩Gj\Gj
ψ∞
(
(γηβ)2
)
Wξ∞
(
γηh
1
)
,
which by Lemmas 3.1 and 3.2 can be written as
(3.4)
∑
k
1
njk(q′)
∑
γ1∈R1,γ2∈R2
ψvk
(
α−1k γ2
)
Wξ0
f
γ1γ2ajpk γ1p−1k
1

·
∑
η∈U2(F )
ℓk∩Γj(q′)\Gj
ψ∞(γ1(ℓkηβ)2)Wξ∞
γ1γ2 γ1
1
(ℓkηh
1
) ,
where ℓk =
(
1
αk 1
)
and njk(q
′) = [U2(F )
ℓk ∩ Γj(q
′) : U2(F )
ℓk ∩Gj ]. One can check that
U2(F )
ℓk ∩Gj =
{
ℓ−1k (
1 x
1 )ℓk : x ∈ ajp
2
k
}
.
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From this and Lemma 3.2, it follows that the final summand in (3.4), viewed as a function of η, is
constant on left cosets of U2(F )
ℓk ∩Gj in Gj , so (3.4) is well defined. Similarly, we have
U2(F )
ℓk ∩ Γj(q
′) =
{
ℓ−1k (
1 x
1 )ℓk : x ∈ ajq
′
p
2
k
}
.
In particular, njk(q
′) = N(q′).
Since β1 ∈ ajq
−1 and β2 ∈ q
−1, the function η 7→ ψ∞
(
γ1(ℓkηβ)2
)
is constant on left cosets of
Γj(q
′) in Gj . Thus (3.4) may be rewritten as
(3.5)
∑
k
1
N(q′)
∑
γ1∈R1,γ2∈R2
ψvk
(
α−1k γ2
)
Wξ0
f
γ1γ2ajpk γ1p−1k
1

·
∑
η∈Γj(q′)\Gj
ψ∞
(
γ1(ℓkηβ)2
) ∑
ǫ∈U2(F )ℓk∩Γj(q′)\Γj(q′)
Wξ∞
γ1γ2 γ1
1
(ℓkǫηh
1
) .
In particular, since we are free to take q′ = q, it follows that (3.1) is left invariant under Γj(q).
3.2. Additive twists. We continue with the above setup. Recall that at every finite place v we
have the essential vector ξ0v in the space of πv with the associated essential function Wξ0v which
satisfies
Wξ0v
1 1
1
 = 1.
Let ϕ ∈ Vτ be any decomposable vector which is locally the new vector ϕ
0
v at any finite place v
of F and put ϕj(h) = ϕ(h, hj), h ∈ GL2(F∞), so that ϕj ∈ A(Γ0,j(q)\GL2(F∞), ωτ∞ , χ
−1
τ ). Here
again the essential function Wϕ0v satisfies
Wϕ0v
(
1
1
)
= 1.
If τv is unramified then (1.2) with n = 3 reads as
(3.6)
∫
U2(Fv)\GL2(Fv)
Wξ0v
(
gv
1
)
Wϕ0v(gv) ‖det gv‖
s− 1
2
v dgv = L(s, πv ⊠ τv).
For each j = 1, . . . , h, put
(3.7) Λj(s, π, τ, ξ∞, ϕ∞, β) =
N(aj)
1
2
−s
[Γ1,j(q) : Γj(q)]
∫
Γj(q)\GL2(F∞)
Φξ∞,j
(
h tβ
1
)
ϕj(h)‖det h‖
s− 1
2
∞ dh.
In view of (3.5), this integral is well defined; we call it a (generalized) additive twist.
Lemma 3.3. For x ∈ aj , j = 1, . . . , h, we have
Λj(s, π, τ, ξ∞, ϕ∞, (β1, β2)) = Λj(s, π, τ, ξ∞, ϕ∞, (β1 + x, β2)).
Proof. Since Uξ∞⊗ξ0f
is invariant under Z3(F ) P3(F ) and ξ
0
f is K1(n)-invariant, it follows that each
Φξ∞,j is left invariant by
Z3(F ) P3(F ) ∩GL3(F∞)gjK1(n)g
−1
j .
From this we see that
Λj(s, π, τ, ξ∞, ϕ∞, (β1 + x, β2)) = Λj(s, π, τ, ξ∞, ϕ∞, (β1, β2))
for all x ∈ aj . 
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If (β1, β2) = (0, 0) then strong approximation implies that
(3.8)
∑
j
Λj(s, π, τ, ξ∞, ϕ∞, β) = Λ(s, π, τ, ξ∞, ϕ∞),
where
Λ(s, π, τ, ξ∞, ϕ∞) :=
1
vol(K1(q))
∫
GL2(F )\GL2(AF )
Uξ∞⊗ξ0f
(
h
1
)
ϕ(h)‖det h‖s−
1
2 dh.
If, in addition, τ is unramified (so that q = oF ), then it follows from (3.6) that
(3.9) Λ(s, π, τ, ξ∞, ϕ∞) = Ψ∞(s, ξ∞, ϕ∞)L(s, π ⊠ τ) = Ψ∞(s, ξ∞, ϕ∞)L(s, π × τ),
where
L(s, π ⊠ τ) =
∏
v<∞
L(s, πv ⊠ τv) and L(s, π × τ) =
∏
v<∞
L(s, πv × τv).
We now state our main result, which is convenient to formulate in terms of L(s, π × τ) rather
than L(s, π ⊠ τ).
Theorem 3.4. Let notation be as above, and set a =
⋂h
j=1 aj . Let c be the conductor of χτ , and
choose integral ideals q1 and q2 satisfying c ∩
∏
p|q p ⊆ q2 ⊆ c and q ⊆ q1 ⊆
∏
p|qq−1
2
pordp(q). Then
for any β2 ∈ q
−1
2 \
⋃
p|q2
pq
−1
2 , we have
τq(χτ , β2)Ψ∞(s, ξ∞, ϕ∞)L(s, π × τ) =
1
N(q1)
∑
β1∈aq
−1
1
/a
h∑
j=1
Λj(s, π, τ, ξ∞, ϕ∞, (β1, β2)),
where
Ψ∞(s, ξ∞, ϕ∞) =
∫
U2(F∞)\GL2(F∞)
Wξ∞
(
h
1
)
Wϕ∞(h)‖det h‖
s− 1
2
∞ dh
and
τq(χτ , β2) =
∑
d∈(oF /q)×
χτ (d)ψ∞(dβ2).
In particular, if q = c ∩
∏
p|q p, then with q2 = q we have
Ψ∞(s, ξ∞, ϕ∞)L(s, π × τ) = τq(χτ , β2)
−1
h∑
j=1
Λj(s, π, τ, ξ∞, ϕ∞, (0, β2)).
Remark. The condition c ∩
∏
p|q p ⊆ q2 ⊆ c ensures that τq(χτ , β2) 6= 0, by [22, Corollary 1].
3.3. Proof of Theorem 3.4. Let ζ be a finite ide`le with ζv ∈ ov for all v <∞, ζv ∈ o
×
v whenever
ordv(q) = 0, and ζ = 1 if c 6= q. Set q
′ = q ∩ (ζ) and h′j =
(
ajζ
1
)
. We will consider the more
general integral
(3.10)
Λj(s, π, τ, ξ∞, ϕ∞, β, ζ) :=
N(aj)
1
2
−s
[Γ1,j(q) : Γj(q′)]
∫
Γj(q′)\GL2(F∞)
Φξ∞,j
(
h tβ
1
)
ϕ(h, h′j)‖det h‖
s− 1
2
∞ dh,
where β1 ∈ ajq
−1
1 , β2 ∈ q
−1
2 \
⋃
p|q2
pq
−1
2 .
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First, substituting (3.5) into (3.10) and changing h 7→ η−1h, we get
(3.11)
N(aj)
1
2
−s N(q
′)−1
[Γ1,j(q) : Γj(q′)]
∑
k
∑
γ1∈R1,γ2∈R2
ψvk
(
α−1k γ2
)
Wξ0
f
γ1γ2ajpk γ1p−1k
1

·
∑
η∈Γj (q′)\Gj
ψ∞
(
γ1(ℓkηβ)2
) ∫
Γj(q′)\GL2(F∞)
∑
ǫ∈U2(F )
ℓk∩Γj(q′)\Γj(q′)
Wξ∞
γ1γ2 γ1
1
(ℓkǫh
1
)ϕ(η−1h, h′j)‖det h‖s− 12∞ dh.
Since h 7→ ϕ(η−1h, h′j) is left-invariant under Γj(q
′), we may collapse the integral and the sum over
ǫ, and make the change of variable h 7→ ℓ−1k h to get
(3.12)
N(aj)
1
2
−s N(q
′)−1
[Γ1,j(q) : Γj(q′)]
∑
k
∑
γ1∈R1,γ2∈R2
ψvk
(
α−1k γ2
)
Wξ0
f
γ1γ2ajpk γ1p−1k
1

∑
η∈Γj(q′)\Gj
ψ∞
(
γ1(ℓkηβ)2
) ∫
U2(F )∩Γj(q′)
ℓ
−1
k \GL2(F∞)
Wξ∞
γ1γ2 γ1
1
(h
1
)
· ϕ
(
η−1ℓ−1k h, h
′
j
)
‖det h‖
s− 1
2
∞ dh.
Let us now consider the archimedean integral in (3.12). We change h 7→ γ−11 h to get
ω−1τ∞(γ1)‖γ1‖
1−2s
∞
∫
U2(F )∩Γj(q′)
ℓ
−1
k \GL2(F∞)
Wξ∞
γ2 1
1
(h
1
)ϕ(η−1ℓ−1k h, h′j)‖det h‖s− 12∞ dh.
Since ϕ(η−1ℓ−1k h, h
′
j) = ϕ(h, ℓkηh
′
j), this becomes
(3.13) ω−1τ∞(γ1)‖γ
2
1‖
1
2
−s
∞
∫
U2(F∞)\GL2(F∞)
Wξ∞
(γ2 1
)
h
1
W ′ϕ(h)‖det h‖s− 12∞ dh,
where
(3.14) W ′ϕ(h) =
∫
U2(F )∩Γj(q′)
ℓ
−1
k \U2(F∞)
ϕ(u(x)h, ℓkηh
′
j)ψ∞(γ2x) du(x),
and u(x) denotes the upper unipotent matrix ( 1 x1 ). Then it is clear that the function h 7→
W ′ϕ
((
γ−1
2
1
)
h
)
belongs to the Whittaker model of τ∞ with respect to the character ψ
−1
∞ . Hence,
by the local multiplicity one theorem, there exists a number aϕjk(γ2, η) so that
(3.15) W ′ϕ(h) = a
ϕ
jk(γ2, η)Wϕ∞
((
γ2
1
)
h
)
, for all h ∈ GL2(F∞),
whereWϕ∞ is the Whittaker function (with respect to ψ
−1
∞ ) associated to ϕ∞. Consequently, (3.13)
can now be written as
ω−1τ∞(γ1)a
ϕ
jk(γ2, η)‖γ
2
1‖
1
2
−s
∞
∫
U2(F∞)\GL2(F∞)
Wξ∞
(γ2 1
)
h
1
Wϕ∞((γ2 1
)
h
)
‖det h‖
s− 1
2
∞ dh,
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which after the change h 7→
(
γ−1
2
1
)
h becomes
(3.16) ω−1τ∞(γ1)a
ϕ
jk(γ2, η)‖γ
2
1γ2‖
1
2
−s
∞ ‖γ2‖∞
∫
U2(F∞)\GL2(F∞)
Wξ∞
(
h
1
)
Wϕ∞(h)‖det h‖
s− 1
2
∞ dh.
We note that this is precisely the local Rankin–Selberg integral for π×τ at∞, viz.
∏
v|∞Ψv(s;Wξv ,Wϕv ),
in the notation of Section 2.
Lemma 3.5. We have
aϕjk(γ2, η) = N(ajp
2
kq
′)Wϕf
((
γ2
1
)
ℓkηh
′
j
)
.
Proof. We have ϕ(g) =
∑
γ∈F×Wϕ((
γ
1 )g) for all g ∈ GL2(AF ), and thus
ϕ(h, ℓkηh
′
j) =
∑
γ∈F×
Wϕf
((
γ
1
)
ℓkηh
′
j
)
Wϕ∞
((
γ
1
)
h
)
.
Further, a calculation similar to that in the proof of Lemma 3.2 shows that if Wϕf
(
( γ 1 )ℓkηh
′
j
)
is
non-zero then γ ∈ p−2k q
−1
1 a
−1
j (ζ
−1). Plugging this into (3.14), we get
W ′ϕ(h) =
∫
U2(F )∩Γj(q′)
ℓ
−1
k \U2(F∞)
∑
γ∈F×
Wϕf
((
γ
1
)
ℓkηh
′
j
)
Wϕ∞
((
γ
1
)
u(x)h
)
ψ∞(γ2x) du(x)
=
∑
γ∈F×
Wϕf
((
γ
1
)
ℓkηh
′
j
)
Wϕ∞
((
γ
1
)
h
)∫
U2(F )∩Γj(q′)
ℓ
−1
k \U2(F∞)
ψ∞
(
(γ2 − γ)x
)
du(x)
= N(ajp
2
kq
′)Wϕf
((
γ2
1
)
ℓkηh
′
j
)
Wϕ∞
((
γ2
1
)
h
)
.
Here we have used the fact that the integral vanishes unless γ = γ2, and that vol(U2(F ) ∩
Γj(q
′)ℓ
−1
k \U2(F∞)) = N(ajp
2
kq
′), since the additive measure is normalized so that vol(F∞/oF ) = 1.
Our assertion now follows from (3.15). 
By (3.16) and Lemma 3.5, we now have
(3.17)
Λj(s, π, τ, ξ∞, ϕ∞, β, ζ) = N(ajp
2
k)N(aj)
1
2
−s
∏
v|∞
Ψv(s;Wξv ,Wϕv )
·
∑
k
∑
γ1,γ2∈F×/o
×
F
‖γ21γ2‖
1
2
−s
∞ ‖γ2‖∞ψvk
(
α−1k γ2
)
Wξ0
f
γ1γ2ajpk γ1p−1k
1

·
1
[Γ1,j(q) : Γj(q′)]
∑
η∈Γj(q′)\Gj
ψ∞
(
γ1(ℓkηβ)2
)
Wϕf
((
γ1γ2
γ1
)
ℓkηh
′
j
)
.
Next we study the average of the inner sum over β1 ∈ ajq
−1
1 /aj :
(3.18)
1
N(q1)
∑
β1∈ajq
−1
1
/aj
1
[Γ1,j(q) : Γj(q′)]
∑
η∈Γj (q′)\Gj
ψ∞
(
γ1(ℓkηβ)2
)
Wϕf
((
γ1γ2
γ1
)
ℓkηh
′
j
)
.
If η =
(
A B
C D
)
then (ℓkηβ)2 = (Aαk + C)β1 + (Bαk + D)β2. Since γ1αk ∈ q, it follows that
ψ∞
(
γ1(ℓkηβ)2
)
= ψ∞(γ1(Cβ1 +Dβ2)).
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Next note thatWϕf
(
( γ1γ2 γ1 )ℓkηh
′
j
)
is invariant under replacing η by η( 1 x1 ) for x ∈ (ζ)aj , while
ψ∞
(
γ1(ℓkηβ)2
)
changes by a factor of ψ∞(Cγ1β2x). Hence, averaging over x ∈ (ζ)aj/q
′aj , we see
that (3.18) vanishes unless Cγ1 ∈ q2(ζ
−1)a−1j . Further, computing the average over β1, we get 0
unless Cγ1 ∈ q1a
−1
j . Therefore, we can restrict η to Γ0,j(m), where m = q1(γ
−1
1 )∩q2(ζ
−1)(γ−11 )∩oF .
Since Γj(q
′) is normal in Γ0,j(m), we may swap left and right cosets, so (3.18) becomes
(3.19)
1
[Γ1,j(q) : Γj(q′)]
∑
η∈Γ0,j (m)/Γj(q′)
ψ∞(γ1β2η22)Wϕf
((
γ1γ2
γ1
)
ℓkηh
′
j
)
,
where η22 denotes the lower-right entry of η.
Now set m′ = q1 ∩ q2(ζ
−1),
X0 =
{(
a b
c d
)
∈ Γ0,j(m
′) : b ∈ (ζ)aj
}
, X1 =
{(
a b
c d
)
∈ X0 : d− 1 ∈ q
}
.
Then as a function of η, (3.19) is right invariant under X1 and acts via the nebentypus character
χτ under X0. Hence, (3.19) equals
(3.20)
[X1 : Γj(q
′)]
[Γ1,j(q) : Γj(q′)]
∑
µ∈Γ0,j (m)/X0
Wϕf
((
γ1γ2
γ1
)
ℓkµh
′
j
) ∑
ν∈X0/X1
χτ (ν)ψ∞(γ1β2µ22ν22).
Next, note that for a fixed γ1, the ideal γ1µ22oF +q is independent of the choice of representative
for µ. We will show that the sum over those µ for which γ1µ22oF + q 6= oF vanishes. First, if
γ1µ22oF + c 6= oF then the Gauss sum∑
ν∈X0/X1
χτ (ν)ψ∞(γ1β2µ22ν22) =
∑
d∈(oF /q)×
χτ (d)ψ∞(γ1β2µ22d)
vanishes. Hence, we may assume that (ζ) = oF , so m
′ = q and X0 = Γ0,j(q).
If γ1oF + q = oF then m = q, whence DoF + q = oF , so we may assume that γ1oF ⊆ p for
some prime ideal p ⊇ q. We split the coset representatives for µ as g1g2, where g1 =
(
A1 B1
C1 D1
)
runs
through representatives for Γ0,j(m)/Γ0,j(p
−1q) and g2 =
(
A2 B2
C2 D2
)
runs through representatives for
Γ0,j(p
−1q)/Γ0,j(q). Then ψ∞(γ1µ22β2) = ψ∞(γ1D1D2β2). Defining
fγ1,g1(g2) =
∑
d∈(oF /q2)×
χτ (d)ψ∞(γ1D1D2dβ2),
it is plain that fγ1,g1(kg2k
′) = fγ1,g1(g2)χτ (k
′) for any k ∈ Γ1,j(p
−1q), k′ ∈ Γ0,j(q). As the following
lemma shows, these terms therefore contribute nothing to (3.20).
Lemma 3.6. Suppose p is prime ideal dividing q. Let f : Γ0,j(p
−1q) → C be left invariant under
Γ1,j(p
−1q) and transform by χτ on the right under Γ0,j(q). Then for any x ∈ GL2(AF,f ),∑
g∈Γ0,j(p−1q)/Γ0,j (q)
Wϕf (xghj)f(g) = 0.
Proof. Let v be the place corresponding to p, and put m = ordp(q). For any subgroup G ⊆ GL2,
let G1 denote G ∩ SL2. The natural map
Γ11,j(p
−1
q)→ K11,v(p
m−1)/K1v (p
m)
is surjective by strong approximation for SL2(AF ). Fix k1 ∈ K
1
1,v(p
m−1) and choose k ∈ Γ11,j(p
−1q)
that maps to the coset k1K
1
v (p
m) above. We have∑
g∈Γ0,j(p−1q)/Γ0,j (q)
Wϕf (xghj)f(g) =
∑
g∈Γ0,j(p−1q)/Γ0,j (q)
Wϕf (xkghj)f(g).
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For any finite place w 6= v, we have
Wϕw(xkghj) =Wϕw(xghj),
since (ghj)
−1kw(ghj) ∈ K1,w(p
ordpw (q)
w ). At v we have kv = k1k
′ for some k′ ∈ K1v (p
m), so that
Wϕv(xkghj) =Wϕv(xk1k
′g) =Wϕv(xk1gg
−1k′g) =Wϕv(xk1g) =Wϕv(xgg
−1k1g),
since g−1k′g ∈ g−1K1v (p
m)g = K1v (p
m).
Now, if k1 runs through a set of representatives for K
1
1,v(p
m−1
v )/K
1
v (p
m
v ), so does g
−1k1g, since g
normalizes both K11,v(p
m−1
v ) and K
1
v (p
m
v ). Thus, averaging over k1, our sum becomes∑
g∈Γ0,j(p−1q)/Γ0,j (q)
f(g)
∏
w<∞
w 6=v
Wϕw(xghj) ·
1
[K11,v(p
m−1
v ) : K11,v(p
m
v )]
∑
k1
Wϕv(xgk1).
Consider the inner sum
∑
k1
Wϕv(tk1) as a function of t. Fixing k ∈ K1,v(p
m−1
v ), we have
k ∈ ( y 1 )K
1
1,v(p
m−1
v ) for some y ∈ o
×
v . Hence,∑
k1
Wϕv (tkk1) =
∑
k1
Wϕv(t(
y
1 )k1) =
∑
k1
Wϕv(tk1(
y
1 )) =
∑
k1
Wϕv(tk1),
since ( y 1 ) ∈ K1,v(p
m
v ). Therefore
∑
k1
Wϕv(tk1) = 0. 
Hence, we may assume that γ1µ22oF + q = oF . In this case, we can choose representatives of the
form µ = ( 1 x1 ), where x ∈ ajp
2
k/(ζ)ajp
2
k, and we have∑
ν∈X0/X1
χτ (ν)ψ∞(γ1β2µ22ν22) = χτ (γ1)τq(χτ , β2).
Further, we compute that
Wϕf
((
γ1γ2
γ1
)
ℓkηh
′
j
)
= ω−1τ∞(γ1)Wϕf
((
γ2
1
)
ℓkh
′
j
)
.
Consequently the finite part of 1N(q1)
∑
β1∈aq
−1
1
/a
Λj(s, π, τ, ξ∞, ϕ∞, β, ζ) takes the form
N(ζ)[X1 : Γj(q
′)]
[Γ1,j(q) : Γj(q′)]
N(aj)
1
2
−s
∑
k
N(ajp
2
k)‖γ2‖∞
·
∑
γ1∈o
×
F
\pk∩F×
∑
γ2∈o
×
F
\a−1j p
−2
k
∩F×
‖γ21γ2‖
1
2
−s
∞ Wξ0
f
γ1γ2ajpk γ1p−1k
1

· τq(χτ , β2)ψvk
(
α−1k γ2
)
Wϕf
((
γ2
1
)
ℓkh
′
j
)
ω−1τ∞(γ1)χτ (γ1).
For γ1, γ2 as above, let m1 = (γ1)p
−1
k and m2 = (γ2)ajp
2
k. Then ‖γ
2
1γ2‖∞ = N(m
2
1m2a
−1
j ) and
(γ1) = pkm1.
Lemma 3.7. We have
ψvk
(
α−1k γ2
)
Wϕf
((
γ2pk
pk
)
ℓkh
′
j
)
=Wϕf
(
ζ
1
)
Wϕf
((
γ2p
2
k
1
)
hj
)
.
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Proof. We check this locally at every place v by the same computation as in the proof of Lemma 3.2.
The proof here splits naturally into two cases. First, suppose c 6= q. Then ζ = 1 and the lemma is
trivial to check at any finite place v 6= vk. For v = vk, we write the v-component of αkaj = u/̟v
as in Lemma 3.2 and use the decomposition (3.3) to re-write the left hand side (locally at v) as
ψvk
(
α−1k γ2
)
Wϕ0v
((
γ2̟v
̟v
)
ℓkh
′
j
)
= ψvk
(
α−1k γ2
)
Wϕ0v
((
γ2aj̟v
̟v
)(
1
u/̟v 1
))
=Wϕ0v
((
γ2aj̟
2
v
1
)(
0 −u−1
u ̟v
))
.
Since the prime ideal pk corresponding to the place v = vk is co-prime to q, we see that Wϕ0v is
right GL2(ov)-invariant and thus the conclusion in the case at hand.
Next, suppose c = q. For v < ∞ such that ordv(q) = 0, since by choice ζv ∈ o
×
v , it follows that
Wϕ0v is right invariant under translation by
(
ζv
1
)
. Consequently the proof for such v is similar to
the above argument. Henceforth we assume v is such that ordv(q) > 0. Then v 6= vk, and we need
to show
Wϕ0v
((
γ2
1
)
ℓkh
′
j,v
)
=Wϕ0v
(
ζv
1
)
Wϕ0v
((
γ2
1
)
hj,v
)
.
Moving h′j,v past ℓk to the left, we re-write the left hand side of the above equation as
Wϕ0v
((
γ2ζvaj,v
1
)(
1
αkaj,vζv 1
))
,
which in turn equals
Wϕ0v
(
γ2ζvaj,v
1
)
,
since ordv(αkaj,vζv) ≥ ordv(q) by choice of αk. It therefore remains to prove
(3.21) Wϕ0v
(
γ2ζvaj,v
1
)
=Wϕ0v
(
ζv
1
)
Wϕ0v
(
γ2aj,v
1
)
.
Let St denote the Steinberg representation of GL2(Fv), i.e., the unique Langlands quotient of
the induced module Ind(‖ · ‖
−1/2
v , ‖ · ‖
1/2
v ). It is a well-known fact that τv is either supercuspidal,
or a twist of the Steinberg representation St ⊗ χ, or an irreducible principal series representation
Ind(χ1, χ2), where χ, χ1 and χ2 are characters of F
×
v . Since ordv(c) = ordv(q) > 0, it follows
from [23, Proposition 3.4] that τv cannot be supercuspidal. Further, using the formula for the
conductor of τv in the remaining cases (see [9, Remark 4.25]), we conclude that τv ∼= Ind(χ1, χ2)
with either χ1 or χ2 (but not both) ramified. Thus one of the Langlands parameters of τv is zero; say
(α, β) = (α, 0) are the Langlands parameters of τv. Now, we may appeal to the explicit description
of the essential function W =Wϕ0v (cf. [21, Theorem 4.1]) which in our case (n = 2) reads as
W
(
̟fv
1
)
=
{
q
−f/2
v sf (α, β) if f ≥ 0,
0 otherwise,
where sf(α, β) is the Schur polynomial
αf+1−βf+1
α−β . Since β = 0 and ordv(ζv), ordv(γ2aj,v) ≥ 0, our
assertion (3.21) follows. 
We define
(3.22) λπ(m1,m2) = N(m1m2)Wξ0
f
m1m2 m1
1

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and
λτ (m2) =
√
N(m2)Wϕf
(
m2
1
)
,
where m1 and m2 are finite ide`les such that m1 = (m1) and m2 = (m2). Then
1
N(q1)
∑
β1∈aq
−1
1
/a
Λj(s, π, τ, ξ∞, ϕ∞, β, ζ) =
√
N(ζ)[X1 : Γj(q
′)]
[Γ1,j(q) : Γj(q′)]
τq(χτ , β2)λτ ((ζ))
∏
v|∞
Ψv(s;Wξv ,Wϕv )
·
∑
k
∑
m1∼p
−1
k
∑
m2∼ajp2k
λπ(m1,m2)λτ (m2)χωτ (m1)N(m
2
1m2)
−s,
where χωτ is the Gro¨ßencharakter of modulus q associated to ωτ (which need not be primitive).
Noting that
[X1:Γj(q
′)]
[Γ1,j(q):Γj (q′)]
= N(q)N(q1(ζ)∩q2) , we can now sum over j to get
1
N(q1)
∑
β1
∑
j
Λj(s, π, τ, ξ∞, ϕ∞, β, ζ) =
√
N(q2(ζ))
N(q1(ζ) ∩ q2)
τq(χτ , β2)λτ ((ζ))
∏
v|∞
Ψv(s;Wξv ,Wϕv )
·
∑
m1,m2
λπ(m1,m2)λτ (m2)χωτ (m1)N(m
2
1m2)
−s.
It remains to identify the Dirichlet series in the above expression.
Lemma 3.8. We have
(3.23)
∑
m1,m2
λπ(m1,m2)λτ (m2)χωτ (m1)N(m
2
1m2)
−s = L(s, π × τ).
Proof. For a fixed choice of τ and a non-zero integral ideal a, define
cπ,τ (a) =
∑
m2
1
m2=a
λπ(m1,m2)λτ (m2)χωτ (m1).
Then, for any unramified ide`le class character ω, we have
λτ⊗ω(m2) = λτ (m2)χω(m2) and χωτ⊗ω(m1) = χωτ (m1)χω(m1)
2,
so that
(3.24) cπ,τ⊗ω(a) = cπ,τ (a)χω(a).
Next define λπ×τ to be the Dirichlet coefficients of L(s, π × τ), so that, for any unramified ω, we
have
(3.25) L(s, π × (τ ⊗ ω)) =
∑
a
λπ×τ (a)χω(a)N(a)
−s.
Note that both cπ,τ and λπ×τ are multiplicative, so it suffices to show that they agree at prime
powers.
Given integers
(3.26) λ1 ≥ λ2 ≥ λ3 ≥ 0,
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the Schur polymial sλ1,λ2,λ3(x1, x2, x3) is the ratio
(3.27)
det
xλ1+21 xλ1+22 xλ1+23xλ2+11 xλ2+12 xλ2+13
xλ31 x
λ3
2 x
λ3
3

det
x21 x22 x23x1 x2 x3
1 1 1
 .
By the Cauchy identity [5, Theorem 43.3], for sufficiently small α1, α2, α3, γ1, γ2, γ3 ∈ C, we have
3∏
i=1
3∏
j=1
1
1− αiγj
=
∑
λ
sλ(α1, α2, α3)sλ(γ1, γ2, γ3),
where the sum runs over all λ = (λ1, λ2, λ3) satisfying (3.26). Note that if γ3 = 0 then only terms
with λ3 = 0 contribute to the above sum. Writing λ2 = k1, λ1 = k1 + k2 and replacing (γ1, γ2, γ3)
by (xγ1, xγ2, 0) for a small x ∈ C, we obtain
3∏
i=1
2∏
j=1
1
1− αiγjx
=
∞∑
k1=0
∞∑
k2=0
sk1+k2,k1,0(α1, α2, α3)sk1+k2,k1,0(γ1, γ2, 0)x
2k1+k2 .
Now fix a prime ideal p, and let v be the corresponding place of F ; then qv = N(p). Let
{α1, α3, α3} (resp. {γ1, γ2}) denote the Langlands parameters of πv (resp. τv), so that
(3.28) L(s, πv) =
3∏
i=1
1
1− αiN(p)−s
and L(s, τv) =
2∏
j=1
1
1− γjN(p)−s
.
Then by the above we have
L(s, πv × τv) =
3∏
i=1
2∏
j=1
1
1− αiγjN(p)−s
=
∞∑
k1=0
∞∑
k2=0
sk1+k2,k1,0(α1, α2, α3)sk1+k2,k1,0(γ1, γ2, 0)N(p)
−(2k1+k2)s.
On the other hand, we have
L(s, πv × τv) =
∞∑
k=0
λπ×τ (p
k)N(p)−ks,
whence
(3.29) λπ×τ (p
k) =
∑
2k1+k2=k
sk1+k2,k1,0(α1, α2, α3)sk1+k2,k1,0(γ1, γ2, 0).
Further, by (3.28) and the identity L(s, τv) =
∑∞
k=0 λτ (p
k)N(p)−ks, we have
λτ (p
k2) =
k2∑
j=0
γj1γ
k2−j
2 =
γk2+11 − γ
k2+1
2
γ1 − γ2
.
Moreover, χωτ (p
k1) = (γ1γ2)
k1 , so that
(3.30) λτ (p
k2)χωτ (p
k1) = (γ1γ2)
k1 γ
k2+1
1 − γ
k2+1
2
γ1 − γ2
= sk1+k2,k1,0(γ1, γ2, 0),
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by (3.27). Thus,
(3.31) cπ,τ (p
k) =
∑
2k1+k2=k
λπ(p
k1 , pk2)sk1+k2,k1,0(γ1, γ2, 0).
Suppose now that τ is unramified. Then we have q1 = oF , so we may take β1 = β2 = 0. In that
case, we have (cf. (3.9))∑
j
Λj(s, π, τ, ξ∞, ϕ∞, β) = Ψ∞(s, ξ∞, ϕ∞)L(s, π × τ).
Choosing ξ∞ and ϕ∞ such that Ψ∞(s, ξ∞, ϕ∞) 6= 0, we conclude that (3.23) holds. Replacing τ by
an unramified twist τ ⊗ ω, by (3.24) and (3.25), we have∑
a
cπ,τ (a)χω(a)N(a)
−s =
∑
a
λπ×τ (a)χω(a)N(a)
−s
for any unramified ω. By [4, Lemma 4.2] it follows that cπ,τ (a) = λπ×τ (a) for all a. In particular,
taking a = pk, by (3.29) and (3.31) we find that
(3.32)∑
2k1+k2=k
sk1+k2,k1,0(α1, α2, α3)sk1+k2,k1,0(γ1, γ2, 0) =
∑
2k1+k2=k
λπ(p
k1 , pk2)sk1+k2,k1,0(γ1, γ2, 0),
whenever τ is unramified. Applying this with τ = ‖·‖it1 ⊞‖·‖it2 for arbitrary t1, t2 ∈ R, the Satake
parameters (γ1, γ2) = (N(p)
−it1 , N(p)−it2) are Zariski-dense in C2, so (3.32) holds for arbitrary
γ1, γ2 ∈ C. Further, from (3.30) it is easy to see that the polynomials sk1+k2,k1,0(x1, x2, 0), for
k1, k2 ranging over all non-negative integers, are linearly independent. Therefore, from (3.32) we
conclude that λπ(p
k1 , pk2) = sk1+k2,k1,0(α1, α2, α3).
Finally, applying this together with (3.29) and (3.31) for an arbitrary τ (not necessarily unram-
ified), we conclude that cπ,τ (p
k) = λπ×τ (p
k), as desired. 
Hence, we obtain
(3.33)
1
N(q1)
∑
β1
∑
j
Λj(s, π, τ, ξ∞, ϕ∞, β, ζ) =
√
N(q2(ζ))
N(q1(ζ) ∩ q2)
τq(χτ , β2)λτ ((ζ))Ψ∞(s, ξ∞, ϕ∞)L(s, π × τ).
Taking ζ = 1, we obtain the conclusion of Theorem 3.4.
3.4. Functional equation. In this section we assume both π and τ are cuspidal automorphic
representations. We then show how to use Theorem 3.4 to give a new proof of the analytic properties
of L(s, π ⊠ τ) when π and τ have coprime conductors and τv is a twist-minimal principal series
representation for all finite v.
Let ξ =
⊗
v ξv be a pure tensor in the space of π such that ξv = ξ
0
v for every finite v. Let
(Uξ, U
′
ξ) be the automorphic pair attached to such a ξ as in Lemma 2.3. Likewise, let (Uϕ, U
′
ϕ) be
the automorphic pair associated with a pure tensor
⊗
v ϕv in the space of τ satisfying ϕv = ϕ
0
v for
all v <∞.
Theorem 3.9. Keep the above notation as well as that of Theorem 3.4. Assume that π and τ are
cuspidal automorphic, with n+ q = oF and c = q. Then L(s, π⊠ τ) continues to an entire function
and satisfies the functional equation
Ψ∞(s, ξ∞, ϕ∞)L(s, π ⊠ τ) = ǫN(n
2
q
3)
1
2
−sΨ˜∞(1− s, ξ∞, ϕ∞)L(1− s, π˜ ⊠ τ˜),
where
Ψ˜∞(s, ξ∞, ϕ∞) =
∏
v|∞
Ψv(s; W˜ξ˜v , W˜ϕ˜v) (cf. (2.10))
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and ǫ is as defined in (3.35).
Proof. For any finite-index subgroup H ≤ Γj(q), we have
Λj(s, π, τ, ξ∞, ϕ∞, (0, β2))
=
N(aj)
1
2
−s
[Γ1,j(q) : H]
∫
H\GL2(F∞)
Uξ
1 1 β2
1
(h
1
)
,
aj 1
1
Uϕ(h, hj)‖det h‖s− 12 dh.
Let n and q be ide`les such that n = (n) and q = (q). We make the change of variables h 7→ th−1
and use the identities
Uξ(g) = ǫ
2
πU
′
ξ
tg−1
n n
1
 , Uϕ(g) = ǫτU ′ϕ(tg−1 (q 1
))
,
from Lemma 2.3 to get
ǫ2πǫτN(aj)
1
2
−s
[Γ1,j(q) : H]
∫
tH\GL2(F∞)
U ′ξ
1 1
−β2 1
(h
1
)
,
a−1j n n
1

· U ′ϕ
(
h,
(
a
−1
j q
1
))
‖det h‖
1
2
−s dh.
Next we make the change of variables h 7→ γh for some γ ∈ GL2(F ) and use automorphy of U
′
ξ and
U ′ϕ to get
ǫ2πǫτ (N(aj)‖det γ‖∞)
1
2
−s
[Γ1,j(q) : H]
∫
γ−1(tH)γ\GL2(F∞)
U ′ξ
(h
1
)
,
(
γ−1
1
)1 1
β2 1
a−1j n n
1

· U ′ϕ
(
h, γ−1
(
a
−1
j q
1
))
‖det h‖
1
2
−s dh.
Put r = qβ2 and choose γ ∈ GL2(F ), ak and κ ∈ K(q
2) such that
(
a
−1
j nq
nq
2
)
= γ( ak 1 )κ. Then
we have(
γ−1
1
)1 1
β2 1
a−1j n n
1
 = q−1
1 −β′11 −β′2
1
ak 1
1
(κ
1
)1 nru qunrv+1
q
v
nr q
 ,
where
(
β′1
β′2
)
= nqγ−1
(
a
−1
j u
v
)
= ( ak 1 )κ
(
u
q
−1
v
)
. We may choose u, v ∈
∏
p
op so that
nrv+1
q
∈∏
p
op, (nqv) and (nqa
−1
j u) are principal, and β
′
1 = 0. Taking determinants, we find that (det γ) =
n2q3a
−1
j a
−1
k . Also,
γ−1
(
a
−1
j q
1
)
= (nq2)−1
(
akq
2
1
)
·
(
q
−2
1
)
κ
(
q
2
1
)
∈ (nq2)−1
(
akq
2
1
)
K1(q
4).
Hence, we obtain
cN(n2q3)
1
2
−sN(ak)
s− 1
2
[Γ1,j(q) : H]
∫
γ−1(tH)γ\GL2(F∞)
U ′ξ
1 1 β′2
1
(h
1
)
,
ak 1
1

· U ′ϕ
(
h,
(
akq
2
1
))
‖det h‖
1
2
−s dh,
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where c = ǫ2πǫτωπ˜f (q
−1)χπ˜(q)ωτ˜f ((nq
2)−1) = ǫ2πǫτχωπ(q)ωτf (nq
2).
We choose H so that γ−1(tH)γ ⊆ Γk(q
2). Then [Γ1,j(q) : H] = [Γ1,k(q) : γ
−1(tH)γ], and by
(3.10), the above is
(3.34) cN(n2q3)
1
2
−sΛk(1− s, π˜, τ˜ , ξ
′
∞, ϕ
′
∞, (0, β
′
2), q
2),
where ξ′∞ and ϕ
′
∞ are the vectors in Vπ˜∞ and Vτ˜∞ such that Wξ′∞ = W˜ξ˜∞ and Wϕ′∞ = W˜ϕ˜∞ .
Applying Theorem 3.4 with q1 = oF and q2 = q, we have
h∑
j=1
Λj(s, π, τ, ξ∞, ϕ∞, (0, β2)) = τq(χτ , β2)Ψ∞(s, ξ∞, ϕ∞)L(s, π × τ).
On the other hand, summing (3.34) over k and applying (3.33) with ζ = q2 and π, τ, ψ∞ replaced
by their duals, we get
cN(n2q3)
1
2
−sτq(χτ , β′2)λτ˜ (q
2)Ψ∞(1− s, ξ
′
∞, ϕ
′
∞)L(1− s, π˜ × τ˜)
= ǫN(n2q3)
1
2
−sΨ˜∞(1− s, ξ∞, ϕ∞)L(1− s, π˜ × τ˜),
where
(3.35) ǫ =
ǫ2πǫτχωπ(q)ωτf (nq
2)λτ˜ (q
2)τq(χτ , β′2)
τq(χτ , β2)
.
Finally, since n + q = oF , we have L(s, π ⊠ τ) = L(s, π × τ) and L(s, π˜ ⊠ τ˜) = L(s, π˜ × τ˜). This
concludes the proof. 
4. GL3×GL1
In this section, τ = ω is an ide`le class character of F of conductor q, and π is an irreducible
admissible generic representation of GL3(AF ). For each finite place v of F , the essential vector ξ
0
v
and the corresponding Wξ0v are as described in the previous section. For β ∈ F
×, we embed β in
AF via β 7→ (β, 0) ∈ F∞ × AF,f as before, and for ξ∞ ∈ Vπ∞ , j = 1, . . . , h, we define the function
Φξ∞,j on A
×
F via
Φξ∞,j(y) = P
3
1(Uξ)
(βy, aj) (β, 0)1
1
 , for ξ = ξ∞ ⊗ ξ0f , y ∈ A×F .
This function is not invariant under F× due to the presence of (β, 0), but as before it will follow
from its Fourier expansion (see below) that it is invariant under a suitable congruence subgroup
when viewed as a function on F×∞. We will from here onwards take β ∈ aq
−1, where a as before is
the product
∏
j aj .
4.1. The Fourier expansion of Φξ∞,j. By definition, for y ∈ F
×
∞, we have
Φξ∞,j(y) =
∑
γ∈F×
Wξ∞⊗ξ0f
γ(βy, aj) γ(β, 0)1
1
 .
One checks that
Wξ0
f
γaj 1
1
 6= 0 =⇒ γ ∈ a−1j ∩ F×,
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so that
Φξ∞,j(y) =
∑
γ∈a−1j ∩F
×
Wξ0
f
γaj 1
1
Wξ∞
γβy γβ1
1
 .
Let us put aξ0
f
(aj , γ) = Wξ0
f
( γaj
1
1
)
, and note that it is invariant under γ 7→ ηγ for η ∈ o×F . Thus
the above becomes
Φξ∞,j(y) =
∑
γ∈o×
F
\a−1
j
∩F×
aξ0
f
(aj , γ)
∑
η∈o×
F
ψ∞(ηγβ)Wξ∞
ηγβy 1
1
 .
Since γβ ∈ q−1, the map η 7→ ψ∞(ηγβ) factors through Γq = {ǫ ∈ o
×
F : ǫ ≡ 1 (mod q)}, and
consequently
(4.1) Φξ∞,j(y) =
∑
γ∈o×
F
\a−1j ∩F
×
aξ0
f
(aj, γ)
∑
η∈Γq\o
×
F
ψ∞(ηγβ)
∑
ǫ∈Γq
Wξ∞
ǫηγβy 1
1
 .
In particular, it follows that Φξ∞,j(y) is Γj(q) invariant.
4.2. Additive twists. For β ∈ ajq
−1, ξ∞ ∈ Vπ∞, and with the rest of the notation as above, we
define additive twist (the analogue of (3.7)) in this situation to be
Λj(s, π, ω, ξ∞, β) =
N(aj)
1−s‖β‖s−1∞
[o×F : Γq]
∫
Γq\F
×
∞
Φξ∞,j(y)ω∞(y)‖y‖
s−1
∞ d
×y,
where ω∞ is the archimedean component of ω. We insert (4.1) into the above expression and
collapse the integral and the sum over ǫ to get
Λj(s, π, ω, ξ∞, β) =
N(aj)
1−s‖β‖s−1∞
[o×F : Γq]
∑
γ∈o×
F
\a−1j ∩F
×
aξ0
f
(aj , γ)
∑
η∈Γq\o
×
F
ψ∞(ηγβ)
·
∫
F×∞
Wξ∞
ηγβy 1
1
ω∞(y)‖y‖s−1∞ d×y.
Changing y 7→ (γηβ)−1y, we obtain
Λj(s, π, ω, ξ∞, β) = N(aj)
1−s
∑
γ∈o×
F
\a−1j ∩F
×
‖γ‖1−s∞ aξ0
f
(aj , γ)
·
1
[o×F : Γq]
∑
η∈Γq\o
×
F
ψ∞(ηγβ)ω∞(ηγβ)
−1
∫
F×∞
Wξ∞
y 1
1
ω∞(y)‖y‖s−1∞ d×y.
In the notation of [2], the average over η is eq((γβ), ω
−1
∞ ). Putting all of this together we obtain
Λj(s, π, ω, ξ∞, β) =
∑
γ∈o×
F
\a−1j ∩F
×
N((γ)aj)
1−saξ0
f
(aj, γ)eq((γβ), ω
−1
∞ )
∏
v|∞
Ψv(s;Wξv , ωv).
For γ ∈ o×F \a
−1
j ∩ F
×, let a = (γ)aj , then note that
λπ(oF , a) = aξ0
f
(aj , γ)N(a).
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Consequently
Λj(s, π, ω, ξ∞, β) =
∑
a∼aj
λπ(oF , a)eq(aa
−1
j (β), ω
−1
∞ )
N(a)s
·
∏
v|∞
Ψv(s;Wξv , ωv).
Lemma 4.1. Let λπ(a) denote the Dirichlet coefficients of L(s, π), so that
L(s, π ⊗ ω) =
∑
a⊂oF
λπ(a)χω(a)
N(a)s
for every unramified ide`le class character ω. Then λπ(a) = λπ(oF , a).
Proof. This essentially follows from Lemma 3.8, where we have identified the double Dirichlet
coefficient λπ(m1,m2) of π. To be precise, by multiplicativity it suffices to verify the desired
identity at prime powers. To that end, fix a prime p and let v be the corresponding place of F .
Let α1, α2, α3 be the Langlands parameters of πv and let k ≥ 0 be any integer. From the proof of
Lemma 3.8 we have λπ(oF , p
k) = sk,0,0(α1, α2, α3). On the other hand
sk,0,0(α1, α2, α3) =
∑
m1+m2+m3=k
αm11 α
m2
2 α
m3
3 ,
where m1,m2 and m3 are non-negative integers. The right-hand side of this expression is precisely
λπ(p
k) thus proving our claim at prime powers. 
Let Lj(s, π, ω, ξ∞, β) denote the finite part of Λj(s, π, ω, ξ∞, β). The following analogue of The-
orem 3.4 for GL(3) ×GL(1) is a consequence of [1, Proposition 3.1].
Corollary 4.2. For any ide`le class character character ω, there are numbers βi ∈ F and cij ∈ C
(depending on ω) such that
L(s, π × ω) =
∑
i,j
cijLj(s, π, ω, ξ∞, βi).
To end, we note the following corollary, which is another consequence of identifying the Dirichlet
coefficient of L(s, π) in terms of the associated essential function. Although this directly follows
from (1.2) by a local calculation (see [19, Corollary 3.3]), the argument here is global in nature.
Moreover, it can be extended to GL(n) × GL(m) for arbitrary n > m, i.e. we can identify the
Dirichlet coefficients of L(s, π× τ) for any pair (π, τ) in terms of the associated essential functions.
We will investigate this for n > 3 in a forthcoming paper.
Corollary 4.3. Let ξ ∈ Vπ be a decomposable vector with ξv = ξ
0
v for all finite v. Then∫
F×\A×
F
P31(Uξ)
h 1
1
 ‖h‖s−1 d×h = L(s, π)∏
v|∞
Ψv(s;Wξv ),
where Ψv(s;Wξv ) =
∫
F×v
Wξv
(
a
1
1
)
‖a‖s−1v d
×a.
Proof. We have the Fourier expansion P31(Uξ)(g) =
∑
γ∈F×Wξ
(( γ
1
1
)
g
)
. Inserting this in the
left-hand side above, we get ∫
F×\A×
F
∑
γ
Wξ
γh 1
1
 ‖h‖s−1 d×h.
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Using A×F =
∐
j F
×F×∞aj(
∏
v<∞ o
×
v ), we may write this as
∑
j
∫
o×\F×∞
∑
γ∈a−1j ∩F
×
Wξ0
f
γaj 1
1
Wξ∞
γh∞ 1
1
 ‖aj‖s−1‖h‖s−1∞ d×h∞,
which in turn is the same as∑
j
∫
o×\F×∞
∑
γ∈o×
F
\a−1j ∩F
×
aξ0
f
(aj , γ)
∑
η∈o×
F
Wξ∞
γηh∞ 1
1
 ‖aj‖s−1‖h‖s−1∞ d×h∞.
Thus the left-hand side becomes (by a similar calculation to the above)∑
j
∑
γ∈o×
F
\a−1j ∩F
×
aξ0
f
(aj, γ)‖aj‖
s−1‖γ‖1−s∞
∏
v|∞
Ψv(s;Wξv ).
Since aξ0
f
(aj , γ) = N(a)
−1λπ(oF , a) for (γ)aj = a, by Lemma 4.1, this is∑
j
∑
a∼aj
λπ(a)
N(a)s
·
∏
v|∞
Ψv(s;Wξv),
proving our assertion. 
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