Aplicações multilineares completamente absolutamente somantes by Souza, Marcela Luciano Vilela de
Universidade Estadual de Campinas
Instituto de Matema´tica Estat´ıstica e Computac¸a˜o Cient´ıfica
Departamento de Matema´tica
Aplicac¸o˜es Multilineares
Completamente Absolutamente
Somantes
Marcela Luciano Vilela de Souza
Doutorado em Matema´tica - Campinas - SP
Orientador: Prof. Dr. Ma´rio Carvalho de Matos
Aplicac¸o˜es Multilineares Completamente Absolutamente
Somantes
Banca examinadora:
Prof. Dr. Ma´rio Carvalho de Matos.
Prof. Dr. Jorge Tulio Mujica Ascui.
Prof. Dr. Ary O. Chiacchio
Profa. Dra. Mary Lilian Lourenc¸o.
Profa. Dra. Luiza Ama´lia Moraes.
Prof. Dr. Geraldo Ma´rcio de A. Botelho (Suplente).
Prof. Dr. Raymundo Luiz de Alencar (Suplente).
Este exemplar corresponde a` redac¸a˜o final
da dissertac¸a˜o devidamente corrigida e de-
fendida por Marcela Luciano Vilela de
Souza e aprovada pela comissa˜o julgadora.
Campinas, 17 de Fevereiro de 2003.
Prof.Dr. Ma´rio Carvalho de Matos.
Orientador
Tese apresentada ao Instituto de
Matema´tica Estat´ıstica e Computac¸a˜o
Cient´ıfica, UNICAMP como requisito
parcial para obtenc¸a˜o do t´ıtulo deDoutora
em Matema´tica.
O SABER se constitui na imensa edificac¸a˜o que
proporciona solidez e efica´cia aos seres humanos no
desenvolvimento de seus projetos e realizac¸a˜o de
seus sonhos. Sua fonte de conhecimento alimenta o
inesgota´vel manancial de oportunidades utilizado na
construc¸a˜o de um futuro.
La´zaro Lima de Souza
Uberlaˆndia (MG)
i
ii
iii
Dedico este trabalho a meus pais
iv
vAgradecimentos
Agradec¸o
ao meu orientador Professor Ma´rio Matos, pela dedicac¸a˜o, pacieˆncia e profissionalismo.
aos professores Jorge Tulio Mujica, Ary Chiacchio, Mary Lilian Lourenc¸o, Luiza Ama´lia de
Moraes, Geraldo Ma´rcio de Azevedo Botelho, Maria Sueli Marconi Roversi, Antonio Roberto da
Silva e Raymundo Luiz de Alencar, que estiveram presentes em va´rios momentos importantes
dessa minha trajeto´ria.
a meus pais, a minha gratida˜o por me prepararem para a vida com muito amor e batalha,
depositando em minha alma a semente da arte de conquistar objetivos, atrave´s da perseveranc¸a,
determinac¸a˜o, disciplina e humildade.
a meus irma˜os Se´rgio Augusto e Renata, Paulo Roge´rio e Fernanda, sobrinhos Filipe e
Rebeca, pelo amor, carinho e apoio que fortalecem a minha alma em todos os momentos.
a Maur´ıcio, pelo amor, carinho e companherismo em todas as horas.
a` minha ”irma˜”Juliana Chioca, pelo esp´ırito alegre e carinhoso, pela grande amizade e com-
panherismo, com quem compartilhei momentos de alegria.
a Daniel, pelas horas de estudos, amizade e experieˆncias comuns.
a`s minhas amigas ”irma˜s”Daniela, Let´ıcia e Luciana, pelo envolvimento afetivo, que mesmo
a` distaˆncia sempre me incentivaram.
a`s amigas Cristiane, Daniela, Ilma, Ka´tia e Ximena (minha famı´lia de Campinas), pelo apoio
na busca de meu objetivo e horas de descontrac¸a˜o que deixaram lembranc¸as felizes neste per´ıodo.
aos amigos Erhan, Me´rcio, Sofia, Erc´ılio, Le´o, Selma e Humberto, pela amizade e apoio.
a Lindomberg, pela ajuda na digitac¸a˜o.
vi
a` Professora Mary Lilian, pelo apoio e interesse pelo meu bem estar.
ao Professor Gilli, pela simpatia, acolhimento e amizade.
aos Professores C´ıcero Carvalho e Geraldo Botelho, pela amizade e pelos ensinamentos
matema´ticos.
aos amigos do Predinho, pelo companherismo compartilhado nesses anos.
aos funciona´rios da Unicamp, em especial Cidinha, Ednaldo e Taˆnia, pela contribuic¸a˜o e
disponibilidade.
a` Capes, pelo apoio financeiro.
A Deus, por ter segurado em minhas ma˜os, mostrando-me o mais perfeito caminho, com sua
luz e protec¸a˜o divinas, pois sem Ele, este momento na˜o estaria sendo vivido.
Suma´rio
Introduc¸a˜o xiii
Lista de Notac¸o˜es xv
1 Aplicac¸o˜es multilineares absolutamente somantes e completamente absoluta-
mente somantes 1
1.1 Teoria fundamental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Definic¸o˜es e notac¸o˜es preliminares . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Exemplos e resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Um resultado de Lindenstrauss e PeÃlczyn´ski . . . . . . . . . . . . . . . . . . . . . 13
1.5 Teorema de Dvoretzky-Rogers e outras consequ¨eˆncias . . . . . . . . . . . . . . . 14
1.6 Extensa˜o de um resultado de S.Kwapien´ para multilineares . . . . . . . . . . . . 18
1.7 Aplicac¸o˜es multilineares completamente absolutamente (q; 1) − somantes . . . 21
1.8 Aplicac¸o˜es multilineares dominadas . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.9 Polinoˆmios completamente absolutamente somantes . . . . . . . . . . . . . . . . 34
1.9.1 Definic¸o˜es e notac¸o˜es preliminares . . . . . . . . . . . . . . . . . . . . . . 34
1.9.2 Resultados de Composic¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . 39
vii
viii
1.10 O tipo de holomorfia completamente (p; q)− somante . . . . . . . . . . . . . . . . 41
2 Aplicac¸o˜es multilineares completamente quase somantes 45
2.1 Definic¸o˜es e notac¸o˜es preliminares . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.2 Exemplos e resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.3 Teoremas de Composic¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.4 Generalizac¸a˜o de um resultado de S.Kwapien´ . . . . . . . . . . . . . . . . . . . . 57
3 Aplicac¸o˜es multilineares completamente fracamente somantes 59
3.1 Definic¸o˜es e notac¸o˜es preliminares . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2 Resultados de coincideˆncia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3 Aplicac¸o˜es dos resultados de coincideˆncia . . . . . . . . . . . . . . . . . . . . . . 69
4 Aplicac¸o˜es multilineares completamente misto somantes 73
4.1 Definic¸o˜es e notac¸o˜es preliminares . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2 Alguns resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3 Incluso˜es e igualdades de espac¸os . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.4 Teoremas de multiplicac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Refereˆncias Bibliogra´ficas 103
ix
Resumo
Neste trabalho, temos como principal objetivo estudar as aplicac¸o˜es multilineares completamente
absolutamente somantes. A teoria desta nova classe de aplicac¸o˜es multilineares cont´ınuas foi
apresentada por Matos (veja [21]), cujo trabalho foi motivado por sua resoluc¸a˜o de uma questa˜o
de Pietsch sobre operadores Hilbert-Schmidt (veja [20]). Introduzimos tambe´m outras classes de
aplicac¸o˜es, entre elas, as completamente quase somantes, as completamente fracamente somantes
e as completamente misto somantes. Com o estudo de tais operadores, estendemos alguns
resultados da teoria linear e multilinear dos operadores absolutamente somantes para estas
aplicac¸o˜es, entre eles, um resultado de Kwapien´ para aplicac¸o˜es dominadas e um resultado de
Botelho envolvendo cotipo. Ale´m disso, estudamos uma importante relac¸a˜o entre os operadores
absolutamente somantes e os completamente absolutamente somantes.
x
xi
Abstract
In this work, we have as main goal the study of the fully absolutely summing multilinear map-
pings. The theory of this new class of continuous multilinear mappings was presented by Matos
(see [21]), whose work was motivated by his solution of a question of Pietsch about Hilbert
Schmidt operators (see [20]). We also introduce other classes of mappings, among them, the
fully almost summing, the fully weakly summing and the fully mixing summing. With the
study of such operators, we extend some results of the linear and multilinear theory of the ab-
solutely summing operators to these mappings, among them, a result of Kwapien´ for dominated
mappings and a result of Botelho involving cotype. Moreover, we study an important relation
between the absolutely summing operators and the fully absolutely summing ones.
xii
Introduc¸a˜o
O sucesso da teoria de operadores lineares absolutamente somantes tem motivado a investigac¸a˜o
de novas classes de aplicac¸o˜es multilineares e polinoˆmios entre espac¸os de Banach. Em 1967,
Pietsch introduziu a classe dos operadores p-somantes. Va´rios resultados importantes foram
descobertos tornando ferramentas para a teoria multilinear de tais operadores.
Em [10], uma de nossas principais refereˆncias, pode-se encontrar va´rios resultados da teoria
linear destes operadores. Neste livro sa˜o demonstrados resultados como construc¸o˜es de oper-
adores p-somantes, entre eles, propriedade ideal, injetividade e teorema da inclusa˜o, os impor-
tantes Teoremas da Dominac¸a˜o e Fatorac¸a˜o de Pietsch, o Teorema de Dvoretzky-Rogers fraco e
Teoremas de Composic¸a˜o. Depois sa˜o investigados o comportamento dos operadores somantes
em espac¸os-Lp. Encontramos ainda em [10], noc¸o˜es de tipo e cotipo para esta teoria.
Em 1983, Pietsch esboc¸ou uma generalizac¸a˜o do caso linear, introduzindo a teoria das
aplicac¸o˜es multilineares absolutamente somantes (veja [32]). Tal teoria foi inicialmente estu-
dada por S. Geiss (veja [12]) e B. Schneider (veja [33]). Em 1989, Alencar e Matos introduziram
em [1] um novo conceito para tais operadores. A noc¸a˜o dada por Pietsh em [32] pode ser vista
como um caso particular desta definic¸a˜o.
Logo em seguida, motivado por sua resoluc¸a˜o de uma questa˜o de Pietsch sobre aplicac¸o˜es mul-
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tilineares de Hilbert-Schmidt (veja [20]), Matos generalizou este conceito comec¸ando a trabalhar
com uma nova classe de operadores multilineares cont´ınuos, os completamente absolutamente
somantes. Em [16], Matos caracterizou pela primeira vez tais operadores, com outra terminolo-
gia: operadores estritamente absolutamente somantes. Depois, em [21], Matos estudou tal teoria
apresentando novos resultados e exemplos.
No cap´ıtulo 1, estendemos alguns resultados da teoria linear e multilinear dos operadores
absolutamente somantes para estas aplicac¸o˜es. Entre eles, o Teorema de Dvoretzky-Rogers,
um resultado de Kwapien´ para aplicac¸o˜es dominadas e um resultado de Botelho envolvendo
cotipo. Estabelecemos tambe´m a extensa˜o de um resultado de S. Kwapien´, envolvendo aplicac¸o˜es
transpostas, para multilineares e damos um contra-exemplo para mostrar que na˜o vale para as
completamente absolutamente somantes. Ale´m disso, estudamos uma importante relac¸a˜o entre
os operadores absolutamente somantes e os completamente absolutamente somantes.
Matos ainda estendeu o conceito de operadores absolutamente somantes para aplicac¸o˜es
quaisquer. Em [19] e [22], ele apresentou uma nova caracterizac¸a˜o para aplicac¸o˜es na˜o lineares
absolutamente (p; q)− somantes entre espac¸os de Banach, denominadas regularmente (p; q)− so-
mantes, que levam sequ¨eˆncias absolutamente q-soma´veis de um espac¸o de Banach em sequ¨eˆncias
absolutamente p-soma´veis de outro espac¸o de Banach. Com base nesta definic¸a˜o, introduzimos
alguns conceitos. Iniciamos assim, a teoria dos polinoˆmios completamente absolutamente so-
mantes, que pode ser investigada ainda no cap´ıtulo 1. Para finalizar este cap´ıtulo, estabelecemos
o tipo de holomorfia completamente (p; q)− somante.
Outras generalizac¸o˜es foram feitas no decorrer do nosso trabalho gerando novas classes de
aplicac¸o˜es multilineares, como as completamente: quase somantes, fracamente somantes e misto
somantes, que foram caracterizadas e estudadas respectivamente nos cap´ıtulos 2, 3 e 4.
Lista de Notac¸o˜es
E,E1, ..., En, F, F1, ..., Fn, G,X,X1, ..., Xn,Y, Y1, ..., Yn sa˜o espac¸os de Banach.
H = espac¸o de Hilbert.
K = corpo de escalares R ou C.
Nn = N× ...× N (n vezes).
Nm = {1, ...,m}
Nnm = {1, ...,m} × ...× {1, ...,m} (n vezes).
j ∈ Nn ←→ j1, ..., jn ∈ N
j ∈ Nnm ←→ j1, ..., jn ∈ Nm = {1, ...,m}.
∆ : E → En e´ a aplicac¸a˜o diagonal dada por ∆(x) = (x, ..., x).
p′ e´ o nu´mero conjugado de p, isto e´: 1p +
1
p′ = 1.
E′ = dual de E.
BE = bola unita´ria fechada de E.
lp(E) = conjunto das sequ¨eˆncias em E absolutamente p-soma´veis.
lp(E,Nn) = {(zj1,...,jn)j∈Nn ⊂ E, tal que
∥∥∥(zj1,...,jn)j∈Nn∥∥∥p <∞}
lwp (E) = conjunto das sequ¨eˆncias em E fracamente p-soma´veis.
lup (E) = conjunto das sequ¨eˆncias em E incondicionalmente p-soma´veis.
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lm(s,p)(E) = conjunto das sequ¨eˆncias (xi)i∈N ⊂ E de tipo (s; p) misto soma´vel.
lm(s,p) (E,N
n) = conjunto das sequ¨eˆncias (zj1,...,jn)j∈Nn ⊂ E de tipo (s; p) misto soma´vel.
L(E;F ) = conjunto das aplicac¸o˜es lineares cont´ınuas de E em F.
L(E1, ..., En;F ) = conjunto das aplicac¸o˜es n-lineares cont´ınuas do produto cartesiano de
E1, ..., En em F.
L(nE;F ) = conjunto das aplicac¸o˜es n-lineares cont´ınuas do produto cartesiano E × ... × E
em F.
Ls (nE;F ) = subespac¸o vetorial de L(nE;F ) formado pelas aplicac¸o˜es n-lineares sime´tricas.
P(nE,F ) = conjunto dos polinoˆmios n-homogeˆneos cont´ınuos de E em F .
Las,(r;s1,...,sn)(E1, ..., En;F ) = conjunto das aplicac¸o˜es n-lineares absolutamente (r; s1, ..., sn)-
somantes (na origem) do produto cartesiano de E1, ..., En em F.
Las,(r;s)(E1, ..., En;F ) = Las,(r;s,...,s)(E1, ..., En;F ).
Las,r(E1, ..., En;F ) := Las,(r;r)(E1, ..., En;F ).
Las(E1, ..., En;F ) := Las,(1;1)(E1, ..., En;F ).
Las,(r;s1,...,sn)(a1,...,an)(E1, ..., En;F ) = conjunto das aplicac¸o˜es n-lineares de E1 × ...×En em
F absolutamente (r; s1, ..., sn)-somantes no ponto (a1, ..., an) ∈ E1 × ...×En.
Las,(r;s1,...,sn)E1×...×En(E1, ..., En;F ) = conjunto das aplicac¸o˜es n-lineares de E1× ...×En em
F absolutamente (r; s1, ..., sn)-somantes em todo ponto de E1 × ...×En.
Ld,(p1,...,pn)(nE;F ) = conjunto das aplicac¸o˜es n-lineares (p1, ..., pn)-dominadas de E× ...×E
em F .
Ld,p(nE;F ) = conjunto das aplicac¸o˜es n-lineares p-dominadas de E × ...× E em F .
Ld,r(E1, ..., En;F ) = conjunto das aplicac¸o˜es n-lineares r-dominadas do produto cartesiano
de E1, ..., En em F.
xvii
Lfas(r;s1,...,sn)(E1, ..., En;F ) = conjunto das aplicac¸o˜es n-lineares completamente absoluta-
mente (r; s1, ..., sn)-somantes.
Lfas,(r;s)(E1, ..., En;F ) := Lfas,(r;s,...,s)(E1, ..., En;F )
Lfas,r(E1, ..., En;F ) :=Lfas,(r;r,...,r)(E1, ..., En;F ).
Lfas(E1, ..., En;F ) :=Lfas,(1;1)(E1, ..., En;F ).
Pfas,(p;q) (nE;F ) = conjunto de todos polinoˆmios n-homogeˆneos cont´ınuos de E em F , P ∈
P (nE;F ) , tal que
∨
P e´ completamente absolutamente (p; q)− somante na origem 0 = (0, ..., 0) ∈
En, isto e´,
∨
P ∈ Lfas,(p;q) (nE;F ).
Lal,s(E;F ) = conjunto das aplicac¸o˜es lineares quase somantes de E em F.
Lals,(p1,...,pn)(E1, ..., En;F ) = conjunto das aplicac¸o˜es n-lineares quase (p1, ..., pn)−somantes
de E1 × ...× En em F .
Lfals,(p;p1,...,pn)(E1, ..., En;F ) = conjunto das aplicac¸o˜es de L(E1, ..., En;F ) que sa˜o comple-
tamente quase (p; p1, ..., pn)-somantes.
Lws,(q;p1,...,pn) (E1, ..., En;F ) = conjunto formado por todas aplicac¸o˜es A ∈ L (E1, ..., En;F )
que sa˜o (q; p1, ..., pn)−fracamente somantes.
Lfws,(q;p1,...,pn)(E1, ..., En;F ) = conjunto das aplicac¸o˜es n-lineares completamente fracamente
absolutamente (q; p1, ..., pn)-somantes.
Lm,(s,p)(E;F ) = classe de todos operadores lineares (s, p) misto somantes de E em F .
Lm,(s,q;p1,...,pn)(E1, ..., En;F ) = conjunto de todas aplicac¸o˜es A ∈ L(E1, ..., En;F ) que sa˜o
(s, q; p1, ..., pn) misto somantes.
Lfm,(s,q;p1,...,pn)(E1, ..., En;F ) = conjunto de todas aplicac¸o˜es A ∈ L(E1, ..., En;F ) que sa˜o
completamente (s, q; p1, ..., pn) misto somantes.
xviii
W (BE′) = conjunto de todas medidas de probabilidade regulares na σ− a´lgebra Borel de
BE′ , com a topologia fraca-estrela.
Cap´ıtulo 1
Aplicac¸o˜es multilineares
absolutamente somantes e
completamente absolutamente
somantes
Em [16], Matos introduziu o estudo das aplicac¸o˜es multilineares estritamente absolutamente
somantes entre espac¸os de Banach, que em [21] passaram a ser chamadas de completamente
absolutamente somantes. O espac¸o destas aplicac¸o˜es, munido com uma (p-)norma natural, e´ um
espac¸o de Banach. Estendemos alguns resultados da teoria linear e multilinear dos operadores
absolutamente somantes para estas aplicac¸o˜es. Entre eles, o Teorema de Dvoretzky-Rogers,
um resultado de Kwapien´ para aplicac¸o˜es dominadas e um resultado de Botelho envolvendo
cotipo. Estabelecemos tambe´m a extensa˜o de um resultado de S. Kwapien´, envolvendo aplicac¸o˜es
1
2 Aplicac¸o˜es multilineares absolutamente somantes e completamente absolutamente somantes
transpostas, para multilineares e damos um contra-exemplo para mostrar que na˜o vale para as
completamente absolutamente somantes. O Teorema da Reduc¸a˜o na ordem da linearidade (vide
Teorema 1.3.1) se mostrou importante para demonstrac¸a˜o de va´rios dos resultados mencionados
acima. Mostramos ainda que os polinoˆmios completamente absolutamente (p; q)− somantes
formam um tipo de holomorfia.
1.1 Teoria fundamental
Nesta sec¸a˜o, introduziremos algumas definic¸o˜es e terminologias ba´sicas. Para maiores detal-
hes, veja [10], [9] e [37]. Comec¸aremos com alguns espac¸os de sequ¨eˆncias a valores vetoriais.
Consideremos 1 ≤ p <∞ e E um espac¸o de Banach.
Definic¸a˜o 1.1.1. A sequ¨eˆncia de vetores (xj)∞j=1 em E e´ fortemente p-soma´vel (ou simples-
mente p-soma´vel) se a correspondente sequ¨eˆncia de escalares (‖xj‖)∞j=1 ∈ lp, ou seja ∞∑
j=1
‖xj‖p
 1p <∞
Denotaremos por lp(E) o espac¸o vetorial de tais sequ¨eˆncias e uma norma natural e´ dada por
‖(xj)∞j=1‖p :=
 ∞∑
j=1
‖xj‖p
 1p
Definic¸a˜o 1.1.2. A sequ¨eˆncia de vetores (xj)∞j=1 em E e´ fracamente p-soma´vel se a sequ¨eˆncia
de escalares (< ϕ, xj >)∞j=1 ∈ lp(K) para todo funcional linear cont´ınuo ϕ : E → K, ou seja
 ∞∑
j=1
|< ϕ, xj >|p
 1p <∞,
para todo ϕ ∈ E′.
Teoria fundamental 3
Denotaremos por lwp (E) o espac¸o vetorial composto por estas sequ¨eˆncias e uma norma neste
espac¸o e´ dada por
‖(xj)∞j=1‖w,p := sup
ϕ∈BE′
 ∞∑
j=1
|< ϕ, xj >|p
 1p .
Observac¸o˜es:
1) lp(E) munido com a norma ‖.‖p e´ um espac¸o de Banach.
2) lwp (E) munido com a norma ‖.‖w,p e´ um espac¸o de Banach.
3) lp(E) e´ um subespac¸o vetorial de lwp (E). A inclusa˜o e´ cont´ınua com norma 1 e e´ estrita,
a menos que E tenha dimensa˜o finita.
Definic¸a˜o 1.1.3. A sequ¨eˆncia de vetores (xj)∞j=1 ∈ lwp (E) e´ incondicionalmente p-soma´vel
(incondicionalmente soma´vel para p = 1) se
lim
m→∞ ‖(xj)
∞
j=m‖w,p = 0
O espac¸o vetorial formado por estas sequ¨eˆncias e´ um subespac¸o vetorial fechado de lwp (E) e
sera´ denotado por lup (E).
Relembremos a noc¸a˜o de operadores lineares p-somantes.
Definic¸a˜o 1.1.4. Suponha que 1 ≤ p, q < ∞ e que T : E → F e´ um operador linear entre
espac¸os de Banach. Dizemos que T e´ absolutamente (p;q)-somante (ou simplesmente (p;q)-
somante) se existe uma constante C ≥ 0 tal que
(
m∑
i=1
‖T (xi)‖p
) 1
p
≤ C‖(xi)mi=1‖w,q (I)
para todo m ∈ N e qualquer escolha de x1, ..., xm ∈ E.
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Denotaremos por Las,(p;q)(E;F ) o espac¸o vetorial destas aplicac¸o˜es e por ‖T‖as,(p;q) o menor
de todos C satisfazendo (I). Isto define uma norma em Las,(p;q)(E;F ) que o torna um espac¸o de
Banach.
Observac¸o˜es:
1) Se p = q, dizemos que T e´ absolutamente p-somante.
2) Se p = q = 1, dizemos que T e´ absolutamente somante.
3) Um operador linear limitado T : E → F e´ absolutamente (p;q)-somante se, e somente se,
existe um operador linear induzido
Tˆ : lwq (E)→ lp(F ) : (xi)∞i=1 7→ (Txi)∞i=1.
4) Um operador linear limitado T : E → F e´ absolutamente (p;q)-somante se, e somente se,
existe um operador linear induzido
Tˆ : luq (E)→ lp(F ) : (xi)∞i=1 7→ (Txi)∞i=1.
Agora, vamos definir uma classe especial de espac¸os de Banach, introduzida por Linden-
strauss e PeÃlczyn´ski (veja [14]), com a qual faremos o processo de localizac¸a˜o para obtermos
importantes resultados em nosso trabalho.
Definic¸a˜o 1.1.5. Sejam 1 ≤ p ≤ ∞ e λ > 1. Dizemos que um espac¸o de Banach X e´ um espac¸o-
Lp,λ se todo subespac¸o de dimensa˜o finita E de X esta´ contido num subespac¸o de dimensa˜o finita
F de X para o qual existe um isomorfismo v : F −→ ldimFp com ‖v‖
∥∥v−1∥∥ < λ. Dizemos que X
e´ um espac¸o-Lp se for um espac¸o-Lp,λ para algum λ > 1 (veja [10]-cap.3).
As noc¸o˜es de tipo e cotipo de um espac¸o de Banach vieram de trabalhos de J. Hoffmann-
Jorgensen, S. Kwapien´, B. Maurey e G. Pisier por volta de 1970 ( veja [23], [13] e [10]-cap.11).
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Primeiramente, considere (rj)
∞
j=1 as func¸o˜es de Rademacher ([10]-cap.1).
Definic¸a˜o 1.1.6. Seja 1 ≤ p ≤ 2. Dizemos que um espac¸o de Banach X tem tipo p se existe
uma constante C1 ≥ 0 tal que, para qualquer escolha finita de vetores x1, ..., xn de X,
∫ 1
0
∥∥∥∥∥
n∑
k=1
rk(t)xk
∥∥∥∥∥
2
dt
 12 ≤ C1( n∑
k=1
‖xk‖p
) 1
p
(I)
Se X tem tipo p, denotamos por Tp (X) a menor de todas constantes C1 poss´ıveis em (I) e
chamamos de constante tipo p de X.
Definic¸a˜o 1.1.7. Seja 2 ≤ q ≤ ∞. Dizemos que um espac¸o de Banach X tem cotipo q se
existe uma constante C2 ≥ 0 tal que, para qualquer escolha finita de vetores x1, ..., xn de X,
(
n∑
k=1
‖xk‖q
) 1
q
≤ C2
∫ 1
0
∥∥∥∥∥
n∑
k=1
rk(t)xk
∥∥∥∥∥
2
dt
 12 (II)
No caso q = ∞, deveremos trocar o lado esquerdo por max
1≤k≤n
‖xk‖. Se X tem cotipo q,
denotamos por Cq (X) a menor de todas constantes C2 poss´ıveis em (II). Esta e´ a constante
cotipo q de X. Definimos o cotipo de X por cotX = inf{2 ≤ q ≤ ∞;X tem cotipo q}.
Definic¸a˜o 1.1.8. Uma base de Schauder em um espac¸o de Banach E e´ um conjunto {xi}i∈Γ
tal que todo a ∈ E se escreve de modo u´nico na forma
∞∑
n=1
anxn,a com cada x1,a, x2,a, ... em
{xi; i ∈ Γ }. Uma base de Schauder sera´ dita incondicional se a se´rie
∞∑
n=1
anxn,a convergir
incondicionalmente, para qualquer a.
1.2 Definic¸o˜es e notac¸o˜es preliminares
Em [32] Pietsch introduziu a teoria de aplicac¸o˜es multilineares escalares absolutamente somantes.
Depois, Alencar e Matos introduziram em [1] o seguinte conceito, que e´ essencialmente o mesmo
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de Pietsch, agora com valores vetoriais
Definic¸a˜o 1.2.1. Sejam r, r1, ..., rn ∈ ]0,∞] , com 1r ≤ 1r1 + ... + 1rn . Uma aplicac¸a˜o T ∈
L(E1, ..., En;F ) e´ absolutamente (r; r1, ..., rn)−somante se existe C ≥ 0 tal que(
m∑
i=1
∥∥T (x1i , ..., xni )∥∥r
) 1
r
≤ C
n∏
k=1
‖(xki )mi=1‖w,rk (1)
para todos m ∈ N e xki ∈ Ek, tais que i=1,...,m e k=1,...,n.
Notac¸a˜o 1.2.2. Denotaremos por Las,(r;r1,...,rn)(E1, ..., En;F ) o espac¸o vetorial destas aplicac¸o˜es
e por ‖T‖as,(r;r1,...,rn) o menor de todos C satisfazendo (1). Isto define uma norma, se r ≥ 1 (r-
norma, se r ∈ ]0, 1[), em Las,(r;r1,...,rn)(E1, ..., En;F ) que o torna um espac¸o vetorial topolo´gico
metriza´vel completo.
Tambe´m para aplicac¸o˜es multilineares, Matos introduziu o seguinte conceito
Definic¸a˜o 1.2.3. Sejam r, r1, ..., rn ∈ ]0,∞] , com rk ≤ r; k = 1, ..., n. Uma aplicac¸a˜o T ∈
L(E1, ..., En;F ) e´ completamente absolutamente (r; r1, ..., rn)−somante, (fully absolutely
(r; r1, ..., rn)− summing, em ingleˆs) se existe C ≥ 0, tal que m∑
j1,...,jn=1
∥∥T (x1j1 , ..., xnjn)∥∥r
 1r ≤ C n∏
k=1
‖(xki )mi=1‖w,rk (2)
para todos m ∈ N e xki ∈ Ek, tais que i=1,...,m e k=1,...,n.
Notac¸a˜o 1.2.4. Denotaremos por Lfas,(r;r1,...,rn)(E1, ..., En;F ) o espac¸o vetorial destas aplicac¸o˜es
e por ‖T‖fas,(r;r1,...,rn) o menor de todos C satisfazendo (2). Isto define uma norma se r ≥ 1(r-
norma, se r ∈ ]0, 1[) em Lfas,(r;r1,...,rn)(E1, ..., En;F ) que o torna um espac¸o vetorial topolo´gico
metriza´vel completo.
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Nas notac¸o˜es anteriores, quando r1 = ... = rn = s trocaremos (r; r1, ..., rn) por (r; s) e
quando r = s trocaremos (r; r) por r. Neste u´ltimo caso, se r = 1, na˜o escreveremos o nu´mero
1 nas notac¸o˜es.
Em [21], Matos provou as seguintes equivaleˆncias que utilizaremos em demonstrac¸o˜es de
va´rios resultados deste trabalho
Proposic¸a˜o 1.2.5. Para T ∈ L(E1, ..., En;F ) e r, r1, ..., rn ∈ ]0,∞] , com rk ≤ r; k = 1, ..., n,
as seguintes condic¸o˜es sa˜o equivalentes:
(1) T e´ completamente absolutamente (r; r1, ..., rn)− somante.
(2) Se (xki )
∞
i=1 ∈ lwrk(Ek), para k = 1, ..., n, enta˜o
(
T (x1j1 , ..., x
n
jn
)
)
j∈Nn
∈ lr(F,Nn).
(3) A aplicac¸a˜o Tw definida de lwr1(E1)× ...× lwrn(En) em lr(F,Nn) por
Tw((x1i )
∞
i=1, ..., (x
n
i )
∞
i=1) =
(
T (x1j1 , ..., x
n
jn
)
)
j∈Nn
e´ bem definida, n-linear e cont´ınua.
Neste caso ‖T‖fas,(r;r1,...,rn) = ‖Tw‖.
Observac¸a˜o 1.2.6. Defant e Voigt provaram que
Las(E1, ..., En;K) = L(E1, ..., En;K)
isometricamente (veja [1]-3.10).
Observac¸a˜o 1.2.7. Observe que
Lfas,(r;r1,...,rn)(E1, ..., En;F ) ⊂ Las,(r;r1,...,rn)(E1, ..., En;F ) e
‖T‖ ≤ ‖T‖as,(r;r1,...,rn) ≤ ‖T‖fas,(r;r1,...,rn) ,
para todo T ∈ Lfas,(r;r1,...,rn)(E1, ..., En;F ). Esta inclusa˜o pode ser estrita.
De fato: pela observac¸a˜o anterior, temos que L (c0, c0;K) = Las (c0, c0;K) . Mas Littlewood
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provou que existe T ∈ L (c0, c0;K) tal que
∞∑
j,k=1
|T (ej , ek)| = ∞, onde (ej)∞j=1 ∈ l1w (c0) (sendo
(ej)
∞
j=1 a base canoˆnica de c0), isto e´, T /∈ Lfas (c0, c0;K) (veja [15]).
1.3 Exemplos e resultados
Como Lfas,(r;r1,...,rn)(E1, ..., En;F ) ⊂ Las,(r;r1,...,rn)(E1, ..., En;F ), para todos E1, ..., En, F Ba-
nach e r, rk ∈ ]0,∞] , com rk ≤ r; k = 1, ..., n, os resultados de Pellegrino (vide [28], Teorema
4.1.9) de casos onde Las,(r;r1,...,rn)(E1, ..., En;F ) 6= L(E1, ..., En;F ), nos fornecem imediatamente:
(1) Se 1 ≤ q < 2, enta˜o L (nc0;Y ) 6= Lfas,(q;1) (nc0;Y ) , para todos n ∈ N e Banach Y de
dimensa˜o infinita.
(2) Se Y tem dimensa˜o infinita e cotipo finito e 1 ≤ q < cotY, enta˜o L (nc0;Y ) 6= Lfas,(q;1) (nc0;Y ) ,
para todo n.
(3) Se Y na˜o tem cotipo finito, implica que L (nc0;Y ) 6= Lfas,(q;1) (nc0;Y ) , para todos q ≥ 1 e
n ∈ N.
Agora, por localizac¸a˜o, estendendo os exemplos acima de c0 para espac¸os-L∞ (mesmo sem
base de Schauder) obtemos (4), (5) e (6):
(4) Se 1 ≤ q < 2, enta˜o L (nX;Y ) 6= Lfas,(q;1) (nX;Y ) , para todos n ∈ N, X espac¸o-L∞ e Y
Banach de dimensa˜o infinita.
(5) Se Y tem dimensa˜o infinita e cotipo finito, e q ≥ cotY, enta˜o L (nX;Y ) 6= Lfas,(q;1) (nX;Y ) ,
para todos n ∈ N e X espac¸o-L∞.
(6) Se Y na˜o tem cotipo finito, implica que L (nX;Y ) 6= Lfas,(q;1) (nX;Y ) , para todos q ≥ 1,
n ∈ N e X espac¸o-L∞.
(7) Se 1 < q < 2, X e´ espac¸o-L∞ e Y e´ Banach de dimensa˜o infinita, n ∈ N, enta˜o L (nX;Y ) 6=
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Lfas,(q;1) (nX;Y ) . Com maior raza˜o, se 1 < q < 2, L (nX;Y ) 6= Lfas,(q;r) (nX;Y ) , para todo
r ≥ 1.
(8) Se X e´ espac¸o-L∞ e Y e´ espac¸o de Banach de dimensa˜o infinita com cotipo finito, 1 ≤ q <
cotY, enta˜o L (nX;Y ) 6= Lfas,(q;1) (nX;Y ) .
(9) SeX e´ espac¸o-L∞ e Y e´ Banach e na˜o tem cotipo finito, enta˜o L (nX;Y ) 6= Lfas,(q;1) (nX;Y ) ,
para todo q ≥ 1. Com maior raza˜o, L (nX;Y ) 6= Lfas,(s;r) (nX;Y ) , para todos s ≥ 1 e r ≥ 1.
Mais adiante, veremos resultados onde a igualdade ocorre entre o espac¸o das aplicac¸o˜es
multilineares cont´ınuas e o espac¸o das aplicac¸o˜es multilineares completamente absolutamente
somantes. Como por exemplo, Teorema 1.7.3, Teorema 1.7.4 e a extensa˜o do Teorema de
Grothendieck para os operadores multilineares completamente absolutamente somantes (veja
sec¸a˜o 1.4). Em [21] (Matos), tambe´m pode ser encontrado alguns resultados de coincideˆncia.
Daremos em seguida, uma importante relac¸a˜o entre as aplicac¸o˜es absolutamente somantes e
completamente absolutamente somantes
Teorema 1.3.1. (Reduc¸a˜o na ordem da linearidade)
Se L(E1, ..., En;F ) = Lfas,(r;s1,...,sn)(E1, ..., En;F ) para sk ≤ r, com k = 1, ..., n e r, sk ∈ ]0,∞] ,
enta˜o
L(Ek1 , ..., Ekj ;F ) = Lfas,(r;sk1 ,...,skj )(Ek1 , ..., Ekj ;F )
sempre que 1 ≤ j < n, onde para j = 1 temos k1 ∈ {1, ..., n} e para j > 1 temos kl ∈ {1, ..., n},
com kl < ki se l < i ≤ j.
Demonstrac¸a˜o. Suponha que L(E1, ..., En;F ) = Lfas,(r;s1,...,sn)(E1, ..., En;F ) para sk ≤ r, com
k = 1, ..., n.
Seja T ∈ L(Ek1 , ..., Ekj ;F ) tal que 1 ≤ j < n, onde para j = 1 temos k1 ∈ {1, ..., n} e para j > 1
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temos kl ∈ {1, ..., n}, com kl < ki se l < i ≤ j. Mostremos que T ∈ Lfas,(r;sk1 ,...,skj )(Ek1 , ..., Ekj ;F )
tal que 1 ≤ j < n, onde para j = 1 temos k1 ∈ {1, ..., n} e para j > 1 temos kl ∈ {1, ..., n}, com
kl < ki se l < i ≤ j. Para isso, defina
Q : E1 × ...× En −→ F
(x1, ..., xn) −→ Q (x1, ..., xn) = T
(
xk1 , ..., xkj
) n∏
l=1
l 6=k1,...,kj
ϕl (xl)
onde ϕl ∈ E′l, ϕl 6= 0.
Como Q ∈ L(E1, ..., En;F ), enta˜o Q ∈ Lfas,(r;s1,...,sn)(E1, ..., En;F ), por hipo´tese, onde sk ≤
r, com 1 ≤ k ≤ n.
Agora, dados
(
xk1i
)∞
i=1
∈ lwsk1 (Ek1), ...,
(
x
kj
i
)∞
i=1
∈ lwskj (Ekj ) e l = 1, ..., n, com l 6= k1, ..., kj ,
tome xl1 = al ∈ El, tais que ϕl(al) = 1, ‖al‖ ≤ 1 e xl2 = xl3 = ... = 0, ou seja,
(
xli
)∞
i=1
∈ lwsl(El) e∥∥(xli)∞i=1∥∥w,sl ≤ 1.
Da´ı, como Q ∈ Lfas,(r;s1,...,sn)(E1, ..., En;F ) temos que{
∞∑
ik1 ,...,ikj=1
∥∥∥T (xk1ik1 , ..., xkjikj )∥∥∥r
} 1
r
=
{
∞∑
i1,...,in=1
∥∥Q (x1i1 , ..., xnin)∥∥r
} 1
r
≤ ‖Q‖fas,(r;s1,...,sn)
∏
l=1,...,n
l 6=k1,...,kj
∥∥(xli)∞i=1∥∥w,sl ∥∥∥(xk1i )∞i=1∥∥∥w,sk1 ...
∥∥∥(xkji )∞
i=1
∥∥∥
w,skj
≤ ‖Q‖fas,(r;s1,...,sn)
∥∥∥(xk1i )∞
i=1
∥∥∥
w,sk1
...
∥∥∥(xkji )∞
i=1
∥∥∥
w,skj
Portanto:
∞∑
ik1 ,...,ikj=1
∥∥∥T (xk1ik1 , ..., xkjikj)∥∥∥r <∞, para todo (xkmi )∞i=1 ∈ lwskm (Ekm), tal que 1 ≤ m ≤ j.
Logo,
T ∈ Lfas,(r;sk1 ,...,skj )(Ek1 , ..., Ekj ;F ) tal que 1 ≤ j < n, onde para j = 1 temos k1 ∈ {1, ..., n}
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e para j > 1 temos kl ∈ {1, ..., n}, com kl < ki se l < i ≤ j, o que quer´ıamos mostrar.
Observac¸a˜o 1.3.2. A rec´ıproca do Teorema 1.3.1 na˜o vale.
De fato, temos que L (c0;K) = Las (c0;K) = Lfas (c0;K) , mas por Littlewood sabemos que
L (c0, c0;K) 6= Lfas (c0, c0;K) .
Teorema 1.3.3. Se L(E1, ..., En;F ) = Lfas,(r;s1,...,sn)(E1, ..., En;F ) tal que sk ≤ r , com k =
1, ..., n e r, sk ∈ ]0,∞] , enta˜o
L(Ek1 , ..., Ekj ;F ) = Las,(r;sk1 ,...,skj )(Ek1 , ..., Ekj ;F )
sempre que 1 ≤ j < n e , onde para j = 1 temos k1 ∈ {1, ..., n} e para j > 1 temos kl ∈ {1, ..., n},
com kl < ki se l < i ≤ j..
Demonstrac¸a˜o. E´ uma consequ¨eˆncia imediata do Teorema 1.3.1, ja´ que temos
Lfas,(r;s1,...,sn)(E1, ..., En;F ) ⊂ Las,(r;s1,...,sn)(E1, ..., En;F ),
para todos E1, ..., En, F Banach e r, sk ∈ ]0,∞] , com sk ≤ r; k = 1, ..., n.
Observac¸a˜o 1.3.4. A rec´ıproca do Teorema 1.3.3 tambe´m na˜o vale.
De fato, sabemos que L (c0;K) = Las (c0;K) e L (c0, c0;K) = Las (c0, c0;K) (por Defant e Voigt).
Mas por Littlewood, L (c0, c0;K) 6= Lfas (c0, c0;K) .
Usando um outro racioc´ınio, Pellegrino tambe´m resolveu a reduc¸a˜o para o caso linear (j = 1)
no Teorema 1.3.3 (veja [29]). Confira a ide´ia da demonstrac¸a˜o na sec¸a˜o 1.9 (Teorema 1.9.1.6 e
Proposic¸a˜o 1.9.1.7).
Tomando E1 = ... = En = E no teorema acima obtemos:
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Corola´rio 1.3.5. Se L(nE;F ) = Lfas,(r;s1,...,sn)(nE;F ) tal que sk ≤ r , com k = 1, ..., n e
r, sk ∈ ]0,∞] , enta˜o L(mE;F ) = Las,(r;sk1 ,...,skm )(mE;F ), para todo m ≤ n e sempre que 1 ≤
j < n, onde para j = 1 temos k1 ∈ {1, ..., n} e para j > 1 temos kl ∈ {1, ..., n}, com kl < ki se
l < i ≤ j.
CONSEQU¨EˆNCIAS:
(1) Se 1 ≤ q < 2, enta˜o, para t > 2q2−q , temos L (nlt;Y ) 6= Lfas,(q;1) (nlt;Y ) , para todo n e
Banach Y de dimensa˜o infinita.
De fato:
Por Pellegrino (vide [28], Corola´rio 4.1.12), sabemos que se 1 ≤ q < 2, enta˜o, para
t > 2mq2−q , temos L (mlt;Y ) 6= Las,(q;1) (mlt;Y ) , para todo Banach Y de dimensa˜o infinita. Da´ı,
pelo Corola´rio 1.3.5, temos que para t > 2mq2−q , L (nlt;Y ) 6= Lfas,(q;1) (nlt;Y ) , para todos n ≥ m
e Banach Y de dimensa˜o infinita. Em particular para m = 1 : para todo t > 2q2−q , temos
L (nlt;Y ) 6= Lfas,(q;1) (nlt;Y ) , para todo n e Banach Y de dimensa˜o infinita.
Com o mesmo racioc´ınio acima e usando o Teorema 4.1.9 de [28] (e seus corola´rios), tambe´m
obtemos:
(2) Se Y e´ Banach de dimensa˜o infinita e p ∈ ]1,∞] , enta˜o L (nlp;Y ) 6= Lfas,(1;1) (nlp;Y ) , para
todo n.
(3) Se Y tem cotipo finito, 1 ≤ q ≤ cotY2 e t > q, enta˜o L (nlt;Y ) 6= Lfas,(q;1) (nlt;Y ) , para todo
n.
Em particular: Se 1 ≤ q ≤ cot lp2 e t > q, enta˜o L (nlt; lp) 6= Lfas,(q;1) (nlt; lp) , para todo n.
(4) Se t ≥ 2, cot lp2 ≥ tm , 1 ≤ q e mq < t, enta˜o L (nlt; lp) 6= Lfas,(q;1) (nlt; lp) , para todo n ≥ m.
(5) Se t > q cot lpcot lp−q e 1 ≤ q < cot lp, enta˜o L (nlt; lp) 6= Lfas,(q;1) (nlt; lp) , para todo n.
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(6) Se Y na˜o tem cotipo finito e 1 ≤ q < t, enta˜o L (nlt;Y ) 6= Lfas,(q;1) (nlt;Y ) , para todo n.
(7) Se E e´ um espac¸o-Lt e cotE > max{2, q}, enta˜o temos L(nE;F ) 6= Lfas,(q;1)(nE;F ), para
todo n e para todo espac¸o de Banach F de cotipo infinito.
Com as mesmas ide´ias do Teorema 1.3.1, obtemos a seguinte relac¸a˜o
Teorema 1.3.6. Se Las,(r;s1,...,sn)(E1, ..., En;F ) = Lfas,(r;s1,...,sn)(E1, ..., En;F ) tal que sk ≤ r ,
com k = 1, ..., n e r, sk ∈ ]0,∞] , enta˜o
Las,(r;sk1 ,...,skj )(Ek1 , ..., Ekj ;F ) = Lfas,(r;sk1 ,...,skj )(Ek1 , ..., Ekj ;F )
sempre que 1 ≤ j < n, onde para j = 1 temos k1 ∈ {1, ..., n} e para j > 1 temos kl ∈ {1, ..., n},
com kl < ki se l < i ≤ j.
1.4 Um resultado de Lindenstrauss e PeÃlczyn´ski
Relembremos do seguinte resultado de Lindenstrauss e PeÃlczyn´ski (em [14])
Teorema 1.4.1. Sejam E e F espac¸os de Banach de dimensa˜o infinita, E com uma base
incondicional e tais que todo T ∈ L (E;F ) e´ absolutamente somante. Enta˜o E e´ isomorfo a l1
e F e´ isomorfo a um espac¸o de Hilbert.
Como consequ¨eˆncia deste importante teorema obtemos:
Teorema 1.4.2. Se L(E1, ..., En;F ) = Lfas,(1;1)(E1, ..., En;F ) tais que E1, ..., En e F sa˜o
espac¸os de Banach de dimensa˜o infinita, cada Ek com base de Schauder incondicional, enta˜o
Ek e´ isomorfo a l1, para todo k = 1, ..., n e F e´ isomorfo a um espac¸o de Hilbert.
Demonstrac¸a˜o. Se L(E1, ..., En;F ) = Lfas,(1;1)(E1, ..., En;F ), enta˜o pelo Teorema 1.3.3 temos
que L(Ek;F ) = Las,(1;1)(Ek;F ), para todo k = 1, ..., n. Portanto, pelo Teorema 1.4.1 devido a
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Lindenstrauss e PeÃlczyn´ski, Ek e´ isomorfo a l1, para todo k = 1, ..., n e F e´ isomorfo a um espac¸o
de Hilbert.
Note que os exemplos e consequ¨eˆncias da sec¸a˜o anterior para q = 1, quando F na˜o e´ Hilbert
seguem imediatamente deste resultado.
Corola´rio 1.4.3. L (nl1;F ) 6= Lfas,(1;1) (nl1;F ) , para todo espac¸o de Banach F que na˜o e´
Hilbert e n ∈ N.
Ja´ para um espac¸o de Hilbert H, temos que o resultado acima vale, que e´ a extensa˜o do Teo-
rema de Grothendieck para os operadores multilineares completamente absolutamente somantes,
mais precisamente
L(E1, ..., En;H) = Lfas,(1;1)(E1, ..., En;H),
para todo n ∈ N e E1, ..., En espac¸os-L1.
Esse resultado foi obtido por Bombal, Pe´rez-Garc´ıa e Villanueva em [2].
1.5 Teorema de Dvoretzky-Rogers e outras consequ¨eˆncias
Vejamos as seguintes verso˜es do Teorema Dvoretzky-Rogers no caso linear (veja [10]-teoremas
1.2, 2.18 e 10.5):
Teorema 1.5.1. (Teorema Dvoretzky-Rogers) Seja X um espac¸o de Banach de dimensa˜o in-
finita. Dado (λn)n∈N ∈ l2, existe uma sequ¨eˆncia incondicionalmente soma´vel (xn)n∈N em X com
‖xn‖ = |λn| , para todo n ∈ N.
Teorema 1.5.2. (Versa˜o fraca do Teorema Dvoretzky-Rogers) Sejam 1 ≤ p <∞. Todo espac¸o
de Banach de dimensa˜o infinita X conte´m uma sequ¨eˆncia fracamente p-soma´vel que na˜o e´
fortemente p-soma´vel.
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Teorema 1.5.3. (Extensa˜o do Teorema Dvoretzky-Rogers) Sejam 1 ≤ p ≤ q <∞. Se 1p− 1q < 12 ,
enta˜o todo espac¸o de Banach de dimensa˜o infinita X conte´m uma sequ¨eˆncia fracamente p-
soma´vel que na˜o e´ fortemente q-soma´vel.
Provemos assim os seguintes resultados para multilineares:
Teorema 1.5.4. Se dimE =∞, enta˜o L(nE;E) 6= Lfas,(q;q1,...,qn)(nE;E), para todo 1 ≤ q < 2,
1 ≤ qk ≤ q, com k = 1, ..., n e para todo n ∈ N.
Demonstrac¸a˜o. Suponha por absurdo que para algum n, temos L(nE;E) = Lfas,(q;q1,...,qn)(nE;E),
para algum 1 ≤ q < 2 e 1 ≤ qk ≤ q, com k = 1, ..., n. Da´ı, para algum n vale que L(nE;E) =
Lfas,(q;1,...,1)(nE;E), para algum 1 ≤ q < 2. Agora, pelo corola´rio 1.3.5, L(E;E) = Las,(q;1)(E;E)
e enta˜o idE : E −→ E e´ absolutamente (q; 1)−somante. Absurdo, pelo Teorema Dvoretzky-
Rogers, pois dimE =∞ e 1 ≤ q < 2. De fato, basta tomar (λn)n∈N ∈ l2 \ lq e (xn)n∈N ⊂ E in-
condicionalmente soma´vel tal que ‖xn‖ = |λn| , para todo n ∈ N, pois da´ı
∞∑
n=1
‖xn‖q =
∞∑
n=1
|λn|q =
∞.
Mais geralmente temos:
Teorema 1.5.5. Se dimE =∞, enta˜o, para todo n ∈ N temos L(nE;E) 6= Lfas,(q;p1,...,pn)(nE;E),
para todo 1 ≤ pk ≤ q <∞, com k = 1, ..., n e 1pj0 −
1
q <
1
2 , para algum j0 ∈ {1, ..., n}.
Demonstrac¸a˜o. Se L(nE;E) = Lfas,(q;p1,...,pn)(nE;E), para algum n, enta˜o pelo corola´rio 1.3.5,
L(E;E) = Las,(q;pj)(E;E), onde j = 1, ..., n e consequentemente idE : E −→ E e´ (q; pj)−somante,
para todo j = 1, ..., n. Em particular, idE e´ (q; pj0)−somante. Absurdo, pela extensa˜o do Teo-
rema Dvoretzky-Rogers (Teorema 1.5.3).
Observac¸a˜o 1.5.6. Se q = p1 = ... = pn, o teorema 1.5.5 e´ a versa˜o do Teorema de Dvoretzky-
Rogers para os operadores multilineares completamente absolutamente somantes.
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Na verdade, o Teorema do tipo Dvoretzky-Rogers para operadores multilineares completa-
mente somantes e´ uma consequeˆncia direta do Teorema do tipo Dvoretzky-Rogers para polinoˆmios
n-homogeˆneos feito por Matos em [19], uma vez que P(nE;E) 6= Pas,p(nE;E) implica que
L(nE;E) 6= Las,p(nE;E).
Observac¸a˜o 1.5.7. A volta do Teorema 1.5.5 tambe´m vale. Basta ver que se dimE <∞, enta˜o
L(nE;E) = Lfas,(q;p1,...,pn)(nE;E), para todo n ∈ N tal que 1 ≤ pk ≤ q < ∞, com k = 1, ..., n.
De fato:
sabemos que se dimE <∞, enta˜o lwp (E) = lp (E) , para todo p. Da´ı: ∞∑
j1,...,jn=1
∥∥T (x1j1 , ..., xnjn)∥∥q
 1q ≤ ‖T‖
 ∞∑
j1=1
∥∥x1j1∥∥q
 1q ...
 ∞∑
jn=1
∥∥xnjn∥∥q
 1q <∞,
para todo
(
xkj
)∞
j=1
∈ lwpk (E) = lpk (E) ⊂ lq (E) , ja´ que pk ≤ q.
Teorema 1.5.8. Se cotipoE = p enta˜o
L(nE;E) 6= Lfas,(q;1)(nE;E),
para todo 2 < q < p e para todo n.
Demonstrac¸a˜o. Suponha por absurdo que para algum n, temos L(nE;E) = Lfas,(q;1,...,1)(nE;E),
para algum 2 < q < p. Da´ı, pelo corola´rio 1.3.5, vale que L(E;E) = Las,(q;1)(E;E), para algum
2 < q < p e enta˜o idE : E −→ E e´ absolutamente (q; 1)−somante, para algum 2 < q < p. Logo,
como q > 2, por Talagrand temos que cotipo E = q (veja [35]-7.1 e [36]-1.1). Absurdo, pois por
hipo´tese cotipoE = p, onde q < p.
Teorema 1.5.9. Se 1 ≤ q < 2, enta˜o temos que
L(c0, E1, ..., En;F ) 6= Lfas,(q;1,q1,...,qn)(c0, E1, ..., En;F )
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tais que q, qk ∈ ]0,∞] , qk ≤ q, para todo k = 1, ..., n, E1, ..., En Banach e F Banach de dimensa˜o
infinita.
Demonstrac¸a˜o. Se valesse a igualdade, enta˜o pelo teorema 1.3.3 ter´ıamos L(c0;F ) = Las,(q;1)(c0;F ),
com 1 ≤ q < 2. Absurdo, por Pellegrino (em [28], Teorema 4.1.9).
Observac¸a˜o 1.5.10. Ja´ para os operadores absolutamente somantes, o resultado acima na˜o
vale, pois L(E, l1, l1;F ) = Las,(1;1,1,1)(E, l1, l1;F ), para todo espac¸o de Banach E e F .
De fato: seja T ∈ L (E, l1, l1;F ). Como cotipo(l1) = 2, enta˜o idl1 e´ absolutamente (2; 1)−
somante (devido a Maurey-veja [8]-24.7) e usando a desigualdade de Ho¨lder, obtemos
∞∑
j=1
‖T (xj , yj , zj)‖ ≤
∞∑
j=1
‖T‖ ‖xj‖ ‖yj‖ ‖zj‖
≤ ∥∥(xj)∞j=1∥∥∞ ‖T‖ ∞∑
j=1
‖yj‖ ‖zj‖
≤ ‖T‖∥∥(xj)∞j=1∥∥∞
 ∞∑
j=1
‖yj‖2
 12  ∞∑
j=1
‖zj‖2
 12
≤ ‖T‖ ‖idl1‖2as,(2;1)
∥∥(xj)∞j=1∥∥w,1 ∥∥∥(yj)∞j=1∥∥∥w,1 ∥∥∥(zj)∞j=1∥∥∥w,1
<∞,
para todos (xj)
∞
j=1 ∈ lw1 (E), (yj)∞j=1 , (zj)∞j=1 ∈ lw1 (l1).
Como consequeˆncia imediata do Teorema 1.3.3 (Teorema da Reduc¸a˜o na ordem da lineari-
dade) e Exemplo 2.3.8 de [28] (Pellegrino), obtemos a seguinte proposic¸a˜o
Proposic¸a˜o 1.5.11. Se Lfas,(s;r1,...,rn) (nE;E) = L (nE;E) , tal que rk ≤ s, para todo k =
1, ..., n, enta˜o L (mE;E) = Las,(s;rk,∞,...,∞) (mE;E) , para todo m tal que 1 ≤ m ≤ n e k =
1, ..., n.
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1.6 Extensa˜o de um resultado de S.Kwapien´ para multilineares
Por volta de 1970, S.Kwapien´ provou o seguinte resultado (ver [10]-2.21)
Teorema 1.6.1. Sejam X um espac¸o de Banach e H um espac¸o de Hilbert. Se u ∈ L (X;H)
e´ tal que seu adjunto u∗ e´ q-somante para algum 1 ≤ q < ∞, enta˜o u e´ 1-somante e ‖u‖as ≤
A−11 Bq ‖u∗‖as,q .
Aqui A1 e Bq sa˜o as constantes da Desigualdade de Khinchin.
Antes de enunciarmos o pro´ximo resultado, que e´ uma extensa˜o deste teorema para aplicac¸o˜es
multilineares, vejamos a definic¸a˜o do adjunto de um operador multilinear.
Definic¸a˜o 1.6.2. Sejam E1, ..., En e F espac¸os de Banach. Se T ∈ L(E1, ..., En;F ), definimos
seu adjunto da seguinte maneira
T ∗ : F ∗ −→ L(E1, ..., En;K)
ϕ −→ T ∗ϕ : E1 × ...× En −→ K
(x1, ..., xn) −→ (T ∗ϕ)(x1, ..., xn) = ϕ(T (x1, ..., xn))
E ainda, se S ∈ L(F ;G) sendo G espac¸o de Banach, enta˜o (S ◦ T )∗ = T ∗ ◦ S∗.
Teorema 1.6.3. Sejam E1,..., EN espac¸os de Banach e H espac¸o de Hilbert. Se T pertencente
a L(E1, ..., EN ;H) e´ tal que seu adjunto T∗ e´ q-somante, para algum 1 ≤ q < ∞, enta˜o T e´
absolutamente somante e ‖T‖as ≤ A−11 BqΠq(T ∗).
(A1 e Bq sa˜o as constantes da Desigualdade de Khinchin)
Demonstrac¸a˜o. Consideremos primeiro o caso de um operador T : E1× ...×EN −→ ln2 (n ∈ N).
Dados x(k,1), ..., x(k,m) ∈ Ek; 1 ≤ k ≤ N e usando a Desigualdade de Khinchin (veja [10]-
1.10) e o fato de que L(E1, ..., EN ;K) = Las(E1, ..., EN ;K) isometricamente (por Defant-Voigt),
obtemos:
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m∑
j=1
∥∥T (x(1,j), ..., x(N,j))∥∥
ln2
=
=
m∑
j=1
(
n∑
k=1
∣∣〈T (x(1,j), ..., x(N,j)), ek〉∣∣2) 12
=
m∑
j=1
(
n∑
k=1
∣∣〈(x(1,j), ..., x(N,j)), T ∗ek〉∣∣2) 12
≤
m∑
j=1
[
A−11
(∫ 1
0
∣∣∣∣ n∑
k=1
〈
(x(1,j), ..., x(N,j)), T ∗ek
〉
rk(t)
∣∣∣∣ dt)]
= A−11
∫ 1
0
m∑
j=1
∣∣∣∣〈(x(1,j), ..., x(N,j)), n∑
k=1
rk(t)T ∗ek
〉∣∣∣∣ dt
≤ A−11
∫ 1
0
∥∥∥∥ n∑
k=1
rk(t)T ∗ek
∥∥∥∥
as
N∏
i=1
∥∥∥(x(i,j))mj=1∥∥∥
w,1
dt
= A−11
N∏
i=1
∥∥∥(x(i,j))mj=1∥∥∥
w,1
∫ 1
0
∥∥∥∥ n∑
k=1
rk(t)T ∗ek
∥∥∥∥ dt (I)
Agora, vejamos uma cota superior majorante para a integral usando o Teorema de Fubini
e a Desigualdade de Khinchin. E como T ∗ e´ q-somante, para algum 1 ≤ q < ∞, pelo Teorema
da Dominac¸a˜o de Pietsch, existe uma medida Borel regular de probabilidade µ no espac¸o de
Hausdorff compacto K = Bln2 tal que(∫ 1
0
∥∥∥∥ n∑
k=1
rk(t)T ∗ek
∥∥∥∥q dt)
1
q
=
(∫ 1
0
∥∥∥∥T ∗( n∑
k=1
rk(t)ek
)∥∥∥∥q dt)
1
q
≤
∫ 1
0
Πq(T ∗)q
(∫
K=Bln2
∣∣∣∣〈ϕ, n∑
k=1
rk(t)ek
〉∣∣∣∣q dµ(ϕ)
)q 1
q
dt

1
q
= Πq(T ∗)
[∫ 1
0
∫
K=Bln2
∣∣∣∣〈ϕ, n∑
k=1
rk(t)ek
〉∣∣∣∣q dµ(ϕ)dt
] 1
q
= Πq(T ∗)
[∫
K=Bln2
∫ 1
0
∣∣∣∣ n∑
k=1
〈ϕ, ek〉 rk(t)
∣∣∣∣q dtdµ(ϕ)
] 1
q
≤ Πq(T ∗)
[∫
K=Bln2
Bqq
(
n∑
k=1
|〈ϕ, ek〉|2
) q
2
dµ(ϕ)
] 1
q
= BqΠq(T ∗)
[∫
K=Bln2
‖ϕ‖qln2 dµ(ϕ)
] 1
q
≤ BqΠq(T ∗) [µ(K)]
1
q = BqΠq(T ∗) (II)
Finalmente, consideremos um operador T pertencente a L(E1, ..., EN ;H) qualquer, com o
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adjunto T ∗ : H −→ L(E1, ..., EN ;K) q-somante. Mostremos que T e´ 1-somante.
Fixe x(k,1), ..., x(k,m) ∈ Ek, tal que 1 ≤ k ≤ N. Identifique o span de T (x(1,j), ..., x(N,j)), tal
que j = 1, ...,m, com ln2 para n apropriado e seja Ψ tal identificac¸a˜o. Isso e´ poss´ıvel, pois tal
span e´ Hilbert de dimensa˜o finita. Seja P ∈ L(H) a projec¸a˜o ortogonal de H nesse span, enta˜o
P ∗ = P . Da´ı, por (I) e (II), temos que:
m∑
j=1
∥∥T (x(1,j), ..., x(N,j))∥∥
ln2
=
m∑
j=1
∥∥Ψ ◦ P ◦ T (x(1,j), ..., x(N,j))∥∥
ln2
≤ A−11 BqΠq((Ψ ◦ P ◦ T )∗)
N∏
i=1
∥∥∥(x(i,j))mj=1∥∥∥
w,1
= A−11 BqΠq(T
∗ ◦ P ∗ ◦Ψ∗)
N∏
i=1
∥∥∥(x(i,j))mj=1∥∥∥
w,1
≤ A−11 BqΠq(T ∗) ‖P ∗‖ ‖Ψ∗‖
N∏
i=1
∥∥∥(x(i,j))mj=1∥∥∥
w,1
≤ A−11 BqΠq(T ∗) ‖P‖ ‖Ψ‖
N∏
i=1
∥∥∥(x(i,j))mj=1∥∥∥
w,1
= A−11 BqΠq(T
∗)
N∏
i=1
∥∥∥(x(i,j))mj=1∥∥∥
w,1
Portanto T e´ 1-somante e ‖T‖as ≤ A−11 BqΠq(T ∗).
Observac¸a˜o 1.6.4. Na˜o vale o ana´logo do teorema 1.6.3 para operadores completamente abso-
lutamente somantes.
Contra-exemplo: Tome H = K, N=2, E1=E2=c0 e T ∈ L(c0, c0;K) tal que T /∈ Lfas(c0, c0;K)
(sabemos que existe tal T por Littlewood). Temos que T ∗ : K −→L(c0, c0;K)
ϕ−→T ∗ϕ=ϕT
e´ absolutamente
1-somante.
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1.7 Aplicac¸o˜es multilineares completamente absolutamente
(q; 1) − somantes
Em 1933, W.Orlicz provou que se 1 ≤ p ≤ 2, enta˜o o operador identidade em Lp e´ (2; 1)−somante.
Em 1970, foi provado que: se E tem cotipo 2, enta˜o o operador identidade em E e´ (2; 1)− so-
mante. Mais geralmente temos:
· se E tem cotipo q < ∞, enta˜o o operador idE e´ (q; 1)− somante (devido a Maurey-veja
[8]-24.7)
ou equivalentemente: se E ou F tem cotipo q < ∞, enta˜o todo operador linear de E em F
e´ (q; 1)− somante (basta usar a propriedade de operadores ideais)
· Talagrand provou que a rec´ıproca e´ falsa se q = 2 e verdadeira se q > 2 (veja [35]-7.1 e
[36]-1.1).
Logo:
· q > 2 : E tem cotipo q ⇐⇒ idE e´ absolutamente (q; 1)− somante
· q = 2 : E tem cotipo q = 2 =⇒ idE e´ absolutamente (2; 1)− somante
Botelho fez a versa˜o multilinear do resultado de Maurey (em [4]-2.5):
Teorema 1.7.1. Sejam n ∈ N e q, q1, ..., qn ∈ R.
(i) Se E1 tem cotipo q1,..., En tem cotipo qn, enta˜o toda aplicac¸a˜o n-linear de E1× ...×En −→ F
e´ absolutamente (s;1)-somante, para todos F e s tal que 1s ≤ 1q1 + ...+ 1qn . Ale´m disso:
‖A‖as,(s;1) ≤ ‖A‖
n∏
m=1
‖idEm‖as,(qm;1) , para todo A ∈ L(E1, ..., En;F )
Isto e´: L(E1, ..., En;F ) = Las,(s;1)(E1, ..., En;F ), se Ek tem cotipo qk, para todo k = 1, ..., n
e 1s ≤ 1q1 + ...+ 1qn .
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(ii) Se F tem cotipo q, enta˜o toda aplicac¸a˜o n-linear de E1 × ... × En −→ F e´ absolutamente
(q;1)-somante, para todo Ej , j=1,...,n. Ale´m disso:
‖A‖as,(q;1) ≤ Cq(F ) ‖A‖ , para todo A ∈ L(E1, ..., En;F ), onde Cq(F ) e´ a constante cotipo q
de F
Isto e´: L(E1, ..., En;F ) = Las,(q;1)(E1, ..., En;F ), se F tem cotipo q.
Para provar este resultado, basta aplicar a desigualdade de Ho¨lder generalizada:
Teorema 1.7.2. Se 1p ≤ 1p1 + ...+ 1pk e a
(i)
j ∈ lpi enta˜o ∞∑
j=1
∣∣∣a(1)j ...a(k)j ∣∣∣p
 1p ≤
 ∞∑
j=1
∣∣∣a(1)j ∣∣∣p1
 1p1 ...
 ∞∑
j=1
∣∣∣a(k)j ∣∣∣pk
 1pk
Podemos generalizar o teorema 1.7.1 no caso (ii) com os operadores completamente absolu-
tamente somantes:
Teorema 1.7.3. Se F tem cotipo q ≥ 2, enta˜o toda aplicac¸a˜o n-linear cont´ınua A de E1×...×En
em F e´ completamente absolutamente (q;1)-somante, para todos E1, ..., En espac¸os de Banach, e
‖A‖fas,(q;1) ≤ Cq(F )n ‖A‖ , para todo A ∈ L(E1, ..., En;F ), onde Cq(F ) = cte cotipo q de F. Isto
e´: se F tem cotipo q ≥ 2, enta˜o L(E1, ..., En;F ) = Lfas,(q;1)(E1, ..., En;F ), para todos E1, ..., En.
Demonstrac¸a˜o. AFIRMAC¸A˜O: se A ∈ L(E1, ..., En;F ) e F tem cotipo q ≥ 2, enta˜o(
m∑
j1,...,jn=1
∥∥∥A(x1j1 , ..., xnjn)∥∥∥q
) 1
q
≤ Cq(F )n
∫ 1
0
∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1=1...
m∑
jn=1
rj1(t1)...rjn(tn)A(x
1
j1
, ..., xnjn)
∥∥∥∥∥
2
dtn

q
2
...dt2
 dt1

1
q
de fato: faremos por induc¸a˜o sobre n
(i) A afirmac¸a˜o acima vale para n = 2 : se F tem cotipo q ≥ 2, enta˜o
m∑
j,k=1
‖A(xj , yk)‖q =
m∑
k=1
(
m∑
j=1
‖A(xj , yk)‖q
)
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≤
m∑
k=1
Cq(F )q
∫ 1
0
∥∥∥∥∥ m∑j=1rj(t1)A(xj , yk)
∥∥∥∥∥
2
dt1

q
2

= Cq(F )q
 m∑
k=1
∫ 1
0
∥∥∥∥∥A
(
m∑
j=1
rj(t1)xj , yk
)∥∥∥∥∥
2
dt1

q
2

≤ Cq(F )q
 m∑
k=1
(∫ 1
0
∥∥∥∥∥A
(
m∑
j=1
rj(t1)xj , yk
)∥∥∥∥∥
q
dt1
) 1
q
q

= Cq(F )q
[∫ 1
0
m∑
k=1
∥∥∥∥∥A
(
m∑
j=1
rj(t1)xj , yk
)∥∥∥∥∥
q
dt1
]
≤ Cq(F )q
∫ 1
0
Cq(F )q
∫ 1
0
∥∥∥∥∥ m∑k=1rk(t2)A
(
m∑
j=1
rj(t1)xj , yk
)∥∥∥∥∥
2
dt2

q
2
dt1

= Cq(F )2q
∫ 1
0
∫ 1
0
∥∥∥∥∥ m∑j=1 m∑k=1rj(t1)rk(t2)A (xj , yk)
∥∥∥∥∥
2
dt2

q
2
dt1

(ii) Suponha que vale para n-1
Hipo´tese de induc¸a˜o: se F tem cotipo q ≥ 2, enta˜o(
m∑
j1,...,jn−1=1
∥∥∥A(x1j1 , ..., xn−1jn−1)∥∥∥q
) 1
q
≤
Cq(F )n−1
∫ 1
0
∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1=1...
m∑
jn−1=1
rj1(t1)...rjn−1(tn−1)A(x
1
j1
, ..., xn−1jn−1)
∥∥∥∥∥
2
dtn−1

q
2
...dt2
 dt1

1
q
(iii) Mostremos que vale para n
Se F tem cotipo q ≥ 2, da´ı
m∑
j1,...,jn=1
∥∥∥A(x1j1 , ..., xnjn)∥∥∥q = m∑
jn=1
(
m∑
j1,...,jn−1=1
∥∥∥A(x1j1 , ..., xnjn)∥∥∥q
)
≤
m∑
jn=1
Cq(F )(n−1)q∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1=1...
m∑
jn−1=1
rj1(t1)...rjn−1(tn−1)A(x
1
j1
, ..., xnjn)
∥∥∥∥∥
2
dtn−1

q
2
...dt1

= Cq(F )(n−1)q
∫ 1
0
...
∫ 1
0
m∑
jn=1
∥∥∥∥∥A
(
m∑
j1=1
rj1(t1)x
1
j1
, ...,
m∑
jn−1=1
rjn−1(tn−1)x
n−1
jn−1 , x
n
jn
)∥∥∥∥∥
2
dtn−1

q
2
...dt1

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≤ Cq(F )(n−1)q
[∫ 1
0
(∫ 1
0
...
(∫ 1
0
m∑
jn=1
∥∥∥∥∥A
(
m∑
j1=1
rj1 (t1)x
1
j1
, ...,
m∑
jn−1=1
rjn−1 (tn−1)x
n−1
jn−1 , x
n
jn
)∥∥∥∥∥
q
dtn−1
)
...dt2
)
dt1
]
≤ Cq(F )(n−1)q
∫ 1
0
...∫ 1
0
Cq(F )
q
∫ 1
0
∥∥∥∥∥∥
m∑
jn=1
rjn (tn)A
 m∑
j1=1
rj1 (t1)x
1
j1
, ...,
m∑
jn−1=1
rjn−1 (tn−1)x
n−1
jn−1 , x
n
jn
∥∥∥∥∥∥
2
dtn

q
2
dtn−1...
 dt1
= Cq(F )(n−1+1)q
∫ 1
0
∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1=1...
m∑
jn=1
rj1(t1)...rjn(tn)A(x
1
j1
, ..., xnjn)
∥∥∥∥∥
2
dtn

q
2
...dt2
 dt1
o que mostra a afirmac¸a˜o. Da´ı obtemos:(
m∑
j1,...,jn=1
∥∥∥A(x1j1 , ..., xnjn)∥∥∥q
) 1
q
≤ Cq(F )n
∫ 1
0
∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1=1...
m∑
jn=1
rj1(t1)...rjn(tn)A(x
1
j1
, ..., xnjn)
∥∥∥∥∥
2
dtn

q
2
...dt2
 dt1

1
q
= Cq(F )n
∫ 1
0
∫ 1
0
...
∫ 1
0
∥∥∥∥∥A
(
m∑
j1=1
rj1(t1)x
1
j1
, ...,
m∑
jn=1
rjn(tn)xnjn
)∥∥∥∥∥
2
dtn

q
2
...dt2
 dt1

1
q
≤ Cq(F )n
∫ 1
0
∫ 1
0
...
∫ 1
0
‖A‖2
∥∥∥∥∥ m∑j1=1rj1(t1)x1j1
∥∥∥∥∥
2
...
∥∥∥∥∥ m∑jn=1rjn(tn)xnjn
∥∥∥∥∥
2
dtn

q
2
...dt2
 dt1

1
q
= Cq(F )n ‖A‖
∫ 1
0
∥∥∥∥∥ m∑j1=1rj1(t1)x1j1
∥∥∥∥∥
2

q
2
dt1...
∫ 1
0
∥∥∥∥∥ m∑jn=1rjn(tn)xnjn
∥∥∥∥∥
2

q
2
dtn

1
q
≤ Cq(F )n ‖A‖
[(
sup
t1∈[0,1]
∥∥∥∥∥ m∑j1=1rj1(t1)x1j1
∥∥∥∥∥
E1
)q
...
(
sup
tn∈[0,1]
∥∥∥∥∥ m∑jn=1rjn(tn)xnjn
∥∥∥∥∥
En
)q] 1q
= Cq(F )n ‖A‖ sup
t1∈[0,1]
x′∈BE1′
∣∣∣∣∣ m∑j1=1rj1(t1)
〈
x′, x1j1
〉∣∣∣∣∣ ... suptn∈[0,1]
x′∈BEn′
∣∣∣∣∣ m∑jn=1rjn(tn)
〈
x′, xnjn
〉∣∣∣∣∣
= Cq(F )n ‖A‖ sup
x′∈BE1′
m∑
j1=1
∣∣∣〈x′, x1j1〉∣∣∣ ... sup
x′∈BEn′
m∑
jn=1
∣∣∣〈x′, xnjn〉∣∣∣
= Cq(F )n ‖A‖
n∏
k=1
‖(xkj )mj=1‖w,1 ,
para todos m ∈ N e xkj ∈ Ek, tais que j=1,...,m e k=1,...,n.
Logo, A ∈ Lfas,(q;1)(E1, ..., En;F ) e ‖A‖fas,(q;1) ≤ Cq(F )n ‖A‖ .
Este resultado foi obtido de uma outra maneira, independentemente, por Bombal, Pe´rez-
Garc´ıa e Villanueva em [2].
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Ja´ no caso (i), conseguimos uma generalizac¸a˜o um pouco mais fraca:
Teorema 1.7.4. Se Ek tem cotipo qk (qk ≥ 2), para todo k = 1, ..., n, enta˜o L(E1, ..., En;F ) =
Lfas,(s;1)(E1, ..., En;F ), para todo F e para todo s tal que 1s ≤ 1max{q1,...,qn} .
Ale´m disso:
‖T‖fas,(s;1) ≤ ‖T‖
n∏
k=1
‖idEk‖as,(qk;1) , para todo T ∈ L(E1, ..., En;F )
Demonstrac¸a˜o. Dado T ∈ L(E1, ..., En;F ), como Ek tem cotipo qk , para todo k = 1, ..., n temos
que idEk ∈ Las,(qk;1)(Ek;Ek), para todo k = 1, ..., n e sendo qk ≤ s, obtemos:(
m∑
j1,...,jn=1
∥∥∥T (x1j1 , ..., xnjn)∥∥∥s
) 1
s
=
(
m∑
j1,...,jn=1
∥∥∥T (idE1(x1j1), ..., idEn(xnjn))∥∥∥s
) 1
s
≤
(
m∑
j1,...,jn=1
‖T‖s
∥∥∥idE1(x1j1)∥∥∥s ...∥∥∥idEn(xnjn)∥∥∥s
) 1
s
= ‖T‖
[
m∑
j1=1
∥∥∥idE1(x1j1)∥∥∥s
] 1
s
...
[
m∑
jn=1
∥∥∥idEn(xnjn)∥∥∥s
] 1
s
≤ ‖T‖
[
m∑
j1=1
∥∥∥idE1(x1j1)∥∥∥q1
] 1
q1
...
[
m∑
jn=1
∥∥∥idEn(xnjn)∥∥∥qn
] 1
qn
≤ ‖T‖
n∏
k=1
‖idEk‖as,(qk;1)
n∏
k=1
‖(xkj )mj=1‖w,1
Observac¸a˜o 1.7.5. Observe que essa generalizac¸a˜o fica mais fraca pois:
se cotipo(Ek) = qk, para todo k, na˜o implica que L(E1, ..., En;F ) = Lfas,(s;1)(E1, ..., En;F ),
para todo F e s ≥ 1 tal que 1s ≤ 1q1 + ...+ 1qn
De fato: considere E1 = ... = En = lp com p > 1 ( cotipo(lp) = p), F = c0 e s = 1
Sabemos, por Lindenstrauss e PeÃlczyn´ski, que L(lp; c0) 6= Las,(1;1)(lp; c0), para todo p > 1.
Portanto, pelo corola´rio 1.3.5, finalmente obtemos que L(nlp; c0) 6= Lfas,(1;1)(nlp; c0), para todo
n e p > 1 (em particular, vale para n ≥ p).
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Observac¸a˜o 1.7.6. O teorema 1.7.4 e´ uma consequ¨eˆncia direta da proposic¸a˜o 2.8 de Matos
(em [21]).
Teorema 1.7.7. Se q > 2, enta˜o:
(i) L(nE;F ) = Lfas,(q;1)(nE;F ), para todo F Banach e n ≥ 1 fixo se, e somente se, E tem
cotipo q.
(ii) L(nE;F ) = Lfas,(q;1)(nE;F ), para todo E Banach e n ≥ 1 fixo se, e somente se, F tem
cotipo q.
Demonstrac¸a˜o. (i) (⇐=) Pelo teorema 1.7.4, temos que:
se E tem cotipo q ≥ 2, enta˜o L (nE;F ) = Lfas,(q;1)(nE;F ), para todo F Banach e n ∈ N.
(=⇒) Suponha que L(nE;F ) = Lfas,(q;1)(nE;F ), para todo F , logo, em particular para
F = E temos L (nE;E) = Lfas,(q;1)(nE;E). Portanto, dado ϕ ∈ E′, ϕ 6= 0 obtemos que
T = idE × ϕ× ...× ϕ ∈ L(nE;E) = Lfas,(q;1)(nE;E), e enta˜o:[
∞∑
j=1
‖id(xj)‖q
] 1
q
=
[
∞∑
j=1
∞∑
j2,...,jn=1
∥∥∥T (xj , y2j2 , ..., ynjn)∥∥∥q
] 1
q
<∞,
onde

yk1 = a; k=2,...,n e ϕ (a) = 1
ykj = 0; k=2,...,n e j > 1
e (xj)
∞
j=1 ∈ lw1 (E)
Logo, idE ∈ Las,(q;1)(E;E). Por Talagrand, se q > 2, isso implica que E tem cotipo q.
(ii) (⇐=) Pelo teorema 1.7.3, temos:
se F tem cotipo q ≥ 2, enta˜o L (nE;F ) = Lfas,(q;1)(nE;F ), para todo E Banach e n ∈ N.
(=⇒) Suponha que L(nE;F ) = Lfas,(q;1)(nE;F ), para todo E, enta˜o, em particular para
E = F temos L (nF ;F ) = Lfas,(q;1)(nF ;F ). Portanto, a demonstrac¸a˜o e´ exatamente a mesma
que no caso (i).
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1.8 Aplicac¸o˜es multilineares dominadas
Um caso especial de aplicac¸o˜es absolutamente (s; r1, ..., rn)− somantes e´ obtido quando
1
s
=
1
r1
+ ...+
1
rn
Definic¸a˜o 1.8.1. Sejam s, r1, ..., rn ∈ ]0,∞] , com 1s = 1r1 + ... + 1rn . Uma aplicac¸a˜o T ∈
L(E1, ..., En;F ) e´ (r1, ..., rn)−dominada se for absolutamente (s; r1, ..., rn)− somante.
Este e´ um dos conceitos mais importantes da teoria dos operadores multilineares absoluta-
mente somantes, por ter uma forte analogia com o caso linear e este novo caso foi iniciado por
A. Pietsch em [32].
Notac¸a˜o 1.8.2. Denotaremos por Ld,(r1,...,rn)(E1, ..., En;F ) o espac¸o vetorial destas aplicac¸o˜es e
por ‖T‖d,(r1,...,rn) a norma se s ≥ 1 (s-norma, se s ∈ ]0, 1[) correspondente. Se r1 = ... = rn = r,
trocamos (r1, ..., rn) por r nas notac¸o˜es anteriores. Desta forma, temos que Ld,r(E1, ..., En;F ) =
Las,( rn ,r)(E1, ..., En;F ), ou seja, T ∈ Ld,r(E1, ..., En;F ) se existir uma constante C ≥ 0 tal que
(
m∑
i=1
∥∥T (x1i , ..., xni )∥∥ rn
)n
r
≤ C
n∏
k=1
‖(xki )mi=1‖w,r
para todos m ∈ N e xki ∈ Ek, tais que i=1,...,m e k=1,...,n.
O seguinte resultado de Pietsch para aplicac¸o˜es multilineares (ver [17]), similar ao caso linear,
justifica a definic¸a˜o anterior:
Teorema 1.8.3. (Teorema da Dominac¸a˜o de Pietsch para multilineares)
Para T ∈ L(E1, ..., En;F ) e s, r1, ..., rn ∈ ]0,∞] tais que
1
s
=
1
r1
+ ...+
1
rn
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as seguintes condic¸o˜es sa˜o equivalentes
(i) T e´ (r1, ..., rn)− dominado
(ii) Existe C ≥ 0 e medidas de probabilidade regulares µk ∈W
(
BE′k
)
, k = 1, ..., n tais que
‖T (x1, ..., xn)‖ ≤ C
n∏
k=1
∫
BE′
k
|ϕ (xk)|rk dµk (ϕ)
 1rk
para todo xk ∈ Ek, k=1,...,n.
Neste caso, inf C = minC = ‖T‖d,(r1,...,rn)
Observac¸a˜o 1.8.4. W
(
BE′k
)
denota o conjunto de todas medidas de probabilidade regulares
na σ− a´lgebra Borel de BE′k , com a topologia fraca-estrela.
A teoria desta classe de operadores pode ser encontrada em [17] e [25].
Em 1970, S. Kwapien´ provou o seguinte resultado (teor.3.15 de [10]):
Teorema 1.8.5. Sejam 1 ≤ p ≤ 2 e 2 < q < ∞. Se X e´ um subespac¸o de um espac¸o-Lp,λ
(para algum λ > 1) e Y e´ um espac¸o de Banach, enta˜o todo operador q-somante u : Y −→ X e´
2-somante, com ‖u‖as,(2;2) ≤ A−1p Bqλ ‖u‖as,(q;q) .
Aqui Ap e Bq sa˜o as constantes da Desigualdade de Khinchin.
Agora, vejamos uma extensa˜o deste Teorema para operadores completamente absolutamente
somantes.
Teorema 1.8.6. Sejam 1 ≤ p ≤ 2 e 2 < q <∞.
Se X e´ um subespac¸o de um espac¸o-Lp,λ (para algum λ > 1) e Y1, ..., Yn sa˜o espac¸os de Banach,
enta˜o todo operador q-dominado T : Y1 × ...× Yn −→ X e´ completamente absolutamente (2;2)-
somante e ‖T‖fas,(2;2) ≤ A−2p A−11 B1qB2q ‖T‖d,q , onde Ap, A1, B1q e B2q sa˜o as constantes da
Desigualdade de Khintchine.
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Isto e´:
Ld,q(Y1,..., Yn;X) ⊂ Lfas,(2;2)(Y1, ..., Yn;X)
Demonstrac¸a˜o. Faremos apenas o caso bilinear. Para o caso multilinear, a demonstrac¸a˜o e´
ana´loga.
i) Primeiro, considere X = lnp para algum n ∈ N
Mostremos que T : Y1×Y2 −→ lnp q-dominado e´ completamente absolutamente (2;2)-somante.
Sejam m ∈ N e y(k,i) ∈ Yk, tal que i = 1, ...,m e k = 1, 2. Como p ≤ 2, enta˜o 2p ≥ 1 e
assim vale a desigualdade triangular em ln2
p
. Ale´m disso, usando a Desigualdade de Khinchin
(ver [10]-1.10), o fato de que as func¸o˜es de Rademacher rn′s formam uma sequ¨eˆncia ortonormal,
e as seguintes relac¸o˜es de desigualdades
1) 1 ≤ p ≤ 2 =⇒ L2 ⊂ Lp ⊂ L1 e ‖.‖L1 ≤ ‖.‖Lp ≤ ‖.‖L2
2)
(∣∣∣∣∫ ...∣∣∣∣)p ≤ (∫ |...|)p ≤ ∫ |...|p
3) p < q =⇒ Lq ⊂ Lp e ‖.‖Lp ≤ ‖.‖Lq
4) pq < 1 =⇒ L1 ⊂ L pq e ‖.‖L p
q
≤ ‖.‖L1
obtemos:(
m∑
j1,j2=1
∥∥T (y(1,j1), y(2,j2))∥∥2
X=lnp
) 1
2
=
[
m∑
j1,j2=1
(
n∑
k=1
∣∣∣T (y(1,j1)k , y(2,j2)k )∣∣∣p) 2p
] 1
2
=
[
m∑
j1,j2=1
(
n∑
k=1
∣∣〈T (y(1,j1), y(2,j2)), ek〉∣∣p) 2p
] 1
2
=
{
m∑
j1=1
[
m∑
j2=1
(
n∑
k=1
∣∣〈T (y(1,j1), y(2,j2)), ek〉∣∣p) 2p
]} 1
2
=

m∑
j1=1
∥∥∥∥ n∑
k=1
(∣∣〈T (y(1,j1), y(2,j2)), ek〉∣∣p)m
j2=1
∥∥∥∥
2
p
 2p

1
2
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≤
 m∑j1=1
[
n∑
k=1
∥∥∥∥(∣∣〈T (y(1,j1), y(2,j2)), ek〉∣∣p)mj2=1
∥∥∥∥
2
p
] 2
p

1
2
=


∥∥∥∥∥∥
n∑
k=1
(∥∥∥∥(∣∣〈T (y(1,j1), y(2,j2)), ek〉∣∣p)mj2=1
∥∥∥∥
2
p
)m
j1=1
∥∥∥∥∥∥
2
p

2
p

1
2
≤
 n∑
k=1
∥∥∥∥∥∥
(∥∥∥∥(∣∣〈T (y(1,j1), y(2,j2)), ek〉∣∣p)mj2=1
∥∥∥∥
2
p
)m
j1=1
∥∥∥∥∥∥
2
p

1
p
=
 n∑k=1
[
m∑
j1=1
∥∥∥∥(∣∣〈T (y(1,j1), y(2,j2)), ek〉∣∣p)mj2=1
∥∥∥∥ 2p
2
p
] p
2

1
p
=
 n∑k=1
[
m∑
j1=1
m∑
j2=1
∣∣〈T (y(1,j1), y(2,j2)), ek〉∣∣p 2p
] p
2

1
p
=
 n∑k=1
[
m∑
j1,j2=1
∣∣〈T (y(1,j1), y(2,j2)), ek〉∣∣2
] p
2

1
p
≤

n∑
k=1
 m∑
j1=1
A−2p
(∫ 1
0
∣∣∣∣∣ m∑j2=1 〈T (y(1,j1), y(2,j2)), ek〉 rj2(t2)
∣∣∣∣∣
p
dt2
) 2
p

p
2

1
p
≤ A−1p

n∑
k=1
 m∑
j1=1
∫ 1
0
∣∣∣∣∣ m∑j2=1 〈T (y(1,j1), y(2,j2)), ek〉 rj2(t2)
∣∣∣∣∣
2
dt2
 122

p
2

1
p
= A−1p
 n∑k=1
[
m∑
j1=1
(
m∑
j2=1
∣∣〈T (y(1,j1), y(2,j2)), ek〉∣∣2
)] p
2

1
p
≤ A−1p

n∑
k=1
 m∑
j1=1
(
A−11
∫ 1
0
∣∣∣∣∣ m∑j2=1 〈T (y(1,j1), y(2,j2)), ek〉 rj2(t2)
∣∣∣∣∣ dt2
)2
p
2

1
p
≤A−1p A−11
 n∑k=1
[
A−pp
∫ 1
0
∣∣∣∣∣ m∑j1=1
(∫ 1
0
∣∣∣∣∣ m∑j2=1 〈T (y(1,j1), y(2,j2)), ek〉 rj2(t2)
∣∣∣∣∣ dt2
)
rj1(t1)
∣∣∣∣∣
p
dt1
] 1
p
p

1
p
≤ A−1p A−11 A−1p
{
n∑
k=1
∫ 1
0
(∫ 1
0
∣∣∣∣∣ m∑j1=1
∣∣∣∣∣ m∑j2=1 〈T (y(1,j1), y(2,j2)), ek〉 rj2(t2)
∣∣∣∣∣ rj1(t1)
∣∣∣∣∣ dt2
)p
dt1
} 1
p
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≤ A−2p A−11
 n∑k=1
∫ 1
0
(∫ 1
0
∣∣∣∣∣ m∑j1=1
∣∣∣∣∣ m∑j2=1 〈T (y(1,j1), y(2,j2)), ek〉 rj2(t2)
∣∣∣∣∣ rj1(t1)
∣∣∣∣∣
p
dt2
) 1
p
p
dt1

1
p
=A−2p A
−1
1
{
n∑
k=1
∫ 1
0
(∫ 1
0
∣∣∣∣∣ m∑j1=1
(
m∑
j2=1
〈
T (y(1,j1), y(2,j2)), ek
〉
rj2(t2)e
iθj1(t2)
)
rj1(t1)
∣∣∣∣∣
p
dt2
)
dt1
} 1
p
= A−2p A
−1
1
{∫ 1
0
∫ 1
0
n∑
k=1
∣∣∣∣∣ m∑j1,j2=1rj1(t1)eiθj1 (t2)rj2(t2) 〈T (y(1,j1), y(2,j2)), ek〉
∣∣∣∣∣
p
dt2dt1
} 1
p
= A−2p A
−1
1
{∫ 1
0
∫ 1
0
n∑
k=1
∣∣∣∣∣
〈
T
(
m∑
j1=1
rj1(t1)e
iθj1 (t2)y(1,j1),
m∑
j2=1
rj2(t2)y
(2,j2)
)
, ek
〉∣∣∣∣∣
p
dt2dt1
} 1
p
= A−2p A
−1
1

∫ 1
0
∫ 1
0
∥∥∥∥∥T
(
m∑
j1=1
rj1(t1)e
iθj1 (t2)y(1,j1),
m∑
j2=1
rj2(t2)y
(2,j2)
)∥∥∥∥∥
p
X=lnp
dt2dt1

1
p
≤ A−2p A−11

∫ 1
0
∫ 1
0
∥∥∥∥∥T
(
m∑
j1=1
rj1(t1)e
iθj1 (t2)y(1,j1),
m∑
j2=1
rj2(t2)y
(2,j2)
)∥∥∥∥∥
q
X=lnp
dt2

p
q
dt1

1
p
≤ A−2p A−11

∫ 1
0
∫ 1
0
∥∥∥∥∥T
(
m∑
j1=1
rj1(t1)e
iθj1 (t2)y(1,j1),
m∑
j2=1
rj2(t2)y
(2,j2)
)∥∥∥∥∥
q
X=lnp
dt2dt1

p
q
1
p
Portanto, obtivemos que: m∑
j1,j2=1
∥∥∥T (y(1,j1), y(2,j2))∥∥∥2
 12
≤ A−2p A−11

∫ 1
0
∫ 1
0
∥∥∥∥∥∥T
 m∑
j1=1
rj1(t1)e
iθj1 (t2)y(1,j1),
m∑
j2=1
rj2(t2)y
(2,j2)
∥∥∥∥∥∥
q
X=lnp
dt2dt1

1
q
(I)
para todos m ∈ N e y(k,i) ∈ Yk, tais que i = 1, ...,m e k = 1, 2.
Agora, pelo Teorema da Dominac¸a˜o de Pietsch para dominados, temos que como T e´ q-
dominado, existe medidas de probabilidades regulares µk ∈W (BE′k), com k = 1, 2, tais que∥∥T (y1, y2)∥∥ ≤ ‖T‖d,q 2∏
k=1
∫
BE′
k
∣∣ϕk (yk)∣∣q dµk(ϕk)
 1q (II)
para todo yk ∈ Ek, onde k = 1, 2.
Substituindo (II) na desigualdade (I) e aplicando o Teorema de Fubini e a Desigualdade de
Khinchin, obtemos:
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(
m∑
j1,j2=1
∥∥T (y(1,j1), y(2,j2))∥∥2
X=lnp
) 1
2
≤ A−2p A−11

∫ 1
0
∫ 1
0
∥∥∥∥∥T
(
m∑
j1=1
rj1(t1)e
iθj1 (t2)y(1,j1),
m∑
j2=1
rj2(t2)y
(2,j2)
)∥∥∥∥∥
q
X=lnp
dt2dt1

1
q
≤ A−2p A−11

∫ 1
0
∫ 1
0
‖T‖qd,q
∫
BE′1
∣∣∣∣∣ϕ1
(
m∑
j1=1
rj1(t1)e
iθj1 (t2)y(1,j1)
)∣∣∣∣∣
q
dµ1(ϕ1)
 1q q
∫
BE′2
∣∣∣∣∣ϕ2
(
m∑
j2=1
rj2(t2)y
(2,j2)
)∣∣∣∣∣
q
dµ2(ϕ2)
 1q q dt2dt1

1
q
= A−2p A
−1
1 ‖T‖d,q

∫
BE′1
∫
BE′2
[∫ 1
0
∣∣∣∣∣ m∑j1=1rj1(t1)eiθj1 (t2)ϕ1 (y(1,j1))
∣∣∣∣∣
q
dt1
∫ 1
0
∣∣∣∣∣ m∑j2=1rj2(t2)ϕ2 (y(2,j2))
∣∣∣∣∣
q
dt2
]
dµ2(ϕ2)dµ1(ϕ1)
} 1
q
≤ A−2p A−11 ‖T‖d,q

∫
BE′1
∫
BE′2
(B1q )q
(
m∑
j1=1
∣∣∣eiθj1 (t2)ϕ1 (y(1,j1))∣∣∣2)
q
2
(B2q )
q
(
m∑
j2=1
∣∣ϕ2 (y(2,j2))∣∣2)
q
2
 dµ2(ϕ2)dµ1(ϕ1)

1
q
≤ A−2p A−11 ‖T‖d,q B1qB2q

∫
BE′1
∫
BE′2
 sup
x1′∈BE1′
(
m∑
j1=1
∣∣〈x1′, y(1,j1)〉∣∣2)
1
2
q
 sup
x2′∈BE2′
(
m∑
j2=1
∣∣〈x2′, y(2,j2)〉∣∣2)
1
2
q dµ2(ϕ2)dµ1(ϕ1)

1
q
= A−2p A
−1
1 B
1
qB
2
q ‖T‖d,q

∫
BE′1
∫
BE′2
∥∥∥(y(1,j1))mj1=1∥∥∥qw,2 ∥∥∥(y(2,j2))mj2=1∥∥∥qw,2 dµ2(ϕ2)dµ1(ϕ1)

1
q
= A−2p A
−1
1 B
1
qB
2
q ‖T‖d,q
2∏
k=1
∥∥∥(y(k,j))mj=1∥∥∥
w,2
Logo, o teorema vale para X = lnp , isto e´, T ∈ Lfas,(2;2)(Y1, Y2; lnp ).
ii) Por localizac¸a˜o, mostremos que T ∈ Lfas,(2;2)(Y1, Y2;X), onde X e´ um espac¸o-Lp,λ qual-
quer.
Dados y(k,i) ∈ Yk, tais que i = 1, ...,m e k = 1, 2, localize um subespac¸o de dimensa˜o
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finita F de X que conte´m T (y(1,i), y(2,i)), onde i=1,...,m e para o qual existe um isomorfismo
v : F −→ ldimFp tal que ‖v‖
∥∥v−1∥∥ < λ (existe tal subespac¸o F, pois X e´ um espac¸o-Lp,λ).
Enta˜o:(
m∑
j1,j2=1
∥∥T (y(1,j1), y(2,j2))∥∥2) 12 = ( m∑
j1,j2=1
∥∥v−1vT (y(1,j1), y(2,j2))∥∥2) 12
≤ ∥∥v−1∥∥( m∑
j1,j2=1
∥∥vT (y(1,j1), y(2,j2))∥∥2) 12
≤ ∥∥v−1∥∥ ‖vT‖d,q A−2p A−11 B1qB2q 2∏
k=1
∥∥∥(y(k,j))mj=1∥∥∥
w,2
≤ ∥∥v−1∥∥ ‖v‖ ‖T‖d,q A−2p A−11 B1qB2q 2∏
k=1
∥∥∥(y(k,j))mj=1∥∥∥
w,2
< ‖T‖d,q λA−2p A−11 B1qB2q
2∏
k=1
∥∥∥(y(k,j))mj=1∥∥∥
w,2
Logo,
T ∈ Lfas,(2;2)(Y1, Y2;X) e ‖T‖fas,(2,2) ≤ ‖T‖d,q λA−2p A−11 B1qB2q .
Observac¸a˜o 1.8.7. Em [21] (proposic¸a˜o 2.15), Matos ja´ provou que vale Ld,q(Y1,...,Yn;X) ⊂
Lfas,(q;q)(Y1, ..., Yn;X), para todo q ∈ ]0,∞[ , para quaisquer espac¸os de Banach Y1, ..., Yn, X.
Observe que o teorema 1.8.6 melhora o resultado de Matos, para o caso em que X e´ um subespac¸o
de um espac¸o-Lp,λ (para algum λ > 1), com 1 ≤ p ≤ 2 e 2 < q <∞.
Observac¸a˜o 1.8.8. Ja´ sabemos tambe´m que Ld,q(Y1,..., Yn;X) ⊂ Lfas,(2;1)(Y1, ..., Yn;X), pois
X tem cotipo 2 (ja´ que X e´ um espac¸o-Lp,λ com 1 ≤ p ≤ 2) - veja teorema 1.7.3. Portanto, o
teorema 1.8.6 melhora esse resultado para os operadores dominados.
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1.9 Polinoˆmios completamente absolutamente somantes
1.9.1 Definic¸o˜es e notac¸o˜es preliminares
Recordemos as definic¸o˜es de Matos em [22], aplicadas ao caso de aplicac¸o˜es definidas sobre
E1 × ...× En.
Definic¸a˜o 1.9.1.1. Sejam r, r1, ..., rn ∈ ]0,∞[ . Diz-se que T : E1 × ...×En −→ F e´ absoluta-
mente (r; r1, ..., rn)−somante no ponto (a1, ..., an) ∈ E1 × ...×En se
(
T
(
a1 + x1j , ..., an + x
n
j
)− T (a1, ..., an))∞j=1 ∈ lr (F ) ,
para todo
(
xki
)∞
i=1
∈ lurk (Ek) , com k = 1, ..., n.
Definic¸a˜o 1.9.1.2. Sejam r, r1, ..., rn ∈ [1,∞[ . Diz-se que T : E1 × ...× En −→ F e´ regular-
mente (r; r1, ..., rn)−somante no ponto (a1, ..., an) ∈ E1 × ...×En se
(
T
(
a1 + x1j , ..., an + x
n
j
)− T (a1, ..., an))∞j=1 ∈ lr (F ) ,
para todo
(
xki
)∞
i=1
∈ lrk (Ek) , com k = 1, ..., n.
Observac¸a˜o 1.9.1.3. Dizemos que T e´ absolutamente (r; r1, ..., rn)−somante sobre E1×...×En
(respectivamente regularmente (r; r1, ..., rn)−somante sobre E1 × ...×En) se for absolutamente
(regularmente) (r; r1, ..., rn)−somante sobre cada ponto de E1 × ...× En.
Observac¸a˜o 1.9.1.4. Se
T(a1,...,an) : E1 × ...×En −→ F
(x1, ..., xn) 7−→ T (a1 + x1, ..., an + xn)− T (a1, ..., an)
enta˜o:
T e´ absolutamente (r; r1, ..., rn)−somante em (a1, ..., an) , se, e somente se, T(a1,...,an) e´ ab-
solutamente (r; r1, ..., rn)−somante em 0 = (0, ..., 0) .
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Ja´ para os operadores completamente somantes, as definic¸o˜es acima so´ fazem sentido na
origem:
Proposic¸a˜o 1.9.1.5. Seja T ∈ L (E1, ..., En;F ) e rj ≤ r, para todo j = 1, ..., n. Enta˜o T na˜o e´
completamente absolutamente (r; r1, ..., rn)−somante em (a1, ..., an) ∈ E1× ...×En com aj 6= 0,
para todo j = 1, ..., n, tal que T (a1, ..., an) 6= 0.
Demonstrac¸a˜o. Fac¸amos o caso n = 2. Para n > 2, fica claro como o mesmo argumento funciona.
Seja T ∈ L (E1, E2;F ) e rj ≤ r, para j = 1, 2. Escolha (a1, a2) ∈ E1 ×E2 tal que T (a1, a2) 6= 0.
Tomemos uma sequ¨eˆncia
(
x2j
)∞
j=1
em E2, tal que cada x2j = λja2 com (λj)
∞
j=1 ∈ lr2 ⊂ lr,
(λj)
∞
j=1 6= 0 e
(
x1j
)∞
j=1
= 0.
Logo:
∞∑
j1,j2=1
∥∥∥T (a1 + x1j1 , a2 + xnj2)− T (a1, a2)∥∥∥r
=
∞∑
j1,j2=1
‖T (a1, a2 + λj2a2)− T (a1, a2)‖r
=
∞∑
j1,j2=1
‖T (a1, λj2a2)‖r
=
∞∑
j1=1
[
∞∑
j2=1
|λj2 |r
]
‖T (a1, a2)‖r = +∞.
Logo, T na˜o e´ completamente absolutamente (r; r1, r2)− somante em (a1, a2) .
Todavia, as aplicac¸o˜es completamente absolutamente somantes na origem tem a seguinte
boa propriedade.
Teorema 1.9.1.6. (Matos) Se T ∈ Lfas,(r;r1,...,rn) (E1, ..., En;F ) , tal que rk ≤ r, para k =
1, ..., n, enta˜o T e´ absolutamente (r; r1, ..., rn)− somante em todo ponto, ou seja
T ∈ Las,(r;r1,...,rn)E1×...×En(E1, ..., En;F )(vide lista de notac¸o˜es).
Demonstrac¸a˜o. De novo, fac¸amos o caso n = 2. Sejam (a1, a2) ∈ E1×E2 e T ∈ Lfas,(r;r1,r2) (E1, E2;F ) .
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Mostremos que T e´ absolutamente (r; r1, r2)− somante no ponto (a1, a2) , isto e´, vamos verificar
que T ∈ Las,(r;r1,r2)(a1,a2)(E1, E2;F ).
Tome
(
xkj
)∞
j=1
∈ lwrk (Ek) , para k = 1, 2, da´ı:(
∞∑
j=1
∥∥∥T (a1 + x1j , a2 + x2j )− T (a1, a2)∥∥∥r
) 1
r
=
(
∞∑
j=1
∥∥∥T (a1, x2j ) + T (x1j , a2)+ T (x1j , x2j)∥∥∥r
) 1
r
≤
(
∞∑
j=1
∥∥∥T (a1, x2j )∥∥∥r
) 1
r
+
(
∞∑
j=1
∥∥∥T (x1j , a2)∥∥∥r
) 1
r
+
(
∞∑
j=1
∥∥∥T (x1j , x2j)∥∥∥r
) 1
r
≤
(
∞∑
j1,j2=1
∥∥∥T (z1j1 , x2j2)∥∥∥r
) 1
r
+
(
∞∑
j1,j2=1
∥∥∥T (x1j1 , z2j2)∥∥∥r
) 1
r
+
(
∞∑
j1,j2=1
∥∥∥T (x1j1 , x2j2)∥∥∥r
) 1
r
<∞,
pois T ∈ Lfas,(r;r1,r2) (E1, E2;F ) , onde
(
zkj
)∞
j=1
= (ak, 0, 0, ...) ∈ lwrk (Ek) , para k = 1, 2.
A reduc¸a˜o para o caso linear no Teorema 1.3.3 (caso j = 1), tambe´m foi resolvida por
Pellegrino (veja [29]) usando o teorema anterior e a seguinte proposic¸a˜o
Proposic¸a˜o 1.9.1.7. (Pellegrino,[29]) Se L(E1, ..., En;F ) = Las,(r;s1,...,sn)E1×...×En(E1, ..., En;F )
enta˜o L(Ej ;F ) = Las,(r;sj)(Ej ;F ), para todo j = 1, ..., n.
Definic¸a˜o 1.9.1.8. Se T : E × ... × E −→ F e´ uma aplicac¸a˜o n-linear completamente absolu-
tamente (p; q)− somante (na origem 0 = (0, ..., 0) ∈ En), defina a seguinte aplicac¸a˜o:
Φf0,p,q (T ) : l
u
q (E)× ...× luq (E) −→ lp (F,Nn)((
x1j1
)∞
j1=1
, ...,
(
xnjn
)∞
jn=1
)
7−→
(
T (x1j1 , ..., x
n
jn
)
)
j∈Nn
Vamos introduzir os polinoˆmios completamente regularmente somantes e os completamente
absolutamente somantes:
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Definic¸a˜o 1.9.1.9. Dados p, q ∈ [1,∞[ ; q ≤ p, P ∈ P (nE;F ) , diz-se que P : E −→ F e´
completamente regularmente (p; q)−somante (na origem (0, ..., 0) ∈ En) se a multilinear
associada
∨
P : E × ...×E −→ F e´ completamente regularmente (p; q)− somante (na origem).
Definic¸a˜o 1.9.1.10. Dados p, q ∈ ]0,∞[ ; q ≤ p, P ∈ P (nE;F ) , diz-se que P : E −→ F e´
completamente absolutamente (p; q)−somante (na origem (0, ..., 0) ∈ En) se a multilinear
associada
∨
P : E × ...×E −→ F e´ completamente absolutamente (p; q)− somante (na origem).
Tais aplicac¸o˜es possuem uma caracterizac¸a˜o especial, a qual mostraremos no seguinte resul-
tado
Teorema 1.9.1.11. Seja P : E −→ F polinoˆmio n-homogeˆneo. Sa˜o equivalentes:
(1) P e´ completamente absolutamente (p; q)− somante em 0 = (0, ..., 0)
(2) Ψf0,p,q (P ) := Φ̂
f
0,p,q
(∨
P
)
e´ polinoˆmio n-homogeˆneo bem definido de luq (E) em lp (F,Nn)
(3) existe L > 0 tal que(
m∑
j1,...,jn=1
∥∥∥∥∨P (x1j1 , ..., xnjn)∥∥∥∥p
) 1
p
≤ L
n∏
k=1
‖(xkj )mj=1‖nw,q
para todos m ∈ N e xkj ∈ E, com j = 1, ...,m e k = 1, ..., n.
(4) existe L > 0 tal que(
∞∑
j1,...,jn=1
∥∥∥∥∨P (x1j1 , ..., xnjn)∥∥∥∥p
) 1
p
≤ L
n∏
k=1
‖(xkj )∞j=1‖nw,q
para todo
(
xkj
)∞
j=1
∈ luq (E), com k = 1, ..., n.
(5) Ψf0,p,q (P ) e´ um polinoˆmio n-homogeˆneo bem definido cont´ınuo de l
u
q (E) em lp (F,Nn) .
Portanto,
∥∥∥Ψf0,p,q (P )∥∥∥ e´ tal que
∥∥∥Ψf0,p,q (P )((xj)∞j=1)∥∥∥lp(F,Nn) ≤
∥∥∥Ψf0,p,q (P )∥∥∥(∥∥∥(xj)∞j=1∥∥∥w,q
)n
Demonstrac¸a˜o. (1)⇐⇒ (2) o´bvio
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(5) =⇒ (2) o´bvio
(3) =⇒ (4) Por passagem ao limite em m.
(4) =⇒ (3) o´bvio
(4)⇐⇒ (5) o´bvio
(1) =⇒ (5) Ψf0,p,q (P ) e´ um polinoˆmio n-homogeˆneo bem definido de luq (E) em lp (F,Nn)
(por (1)), isto e´, Ψf0,p,q (P ) ∈ P
(
nluq (E) ; lp (F,Nn)
)
. Para mostrar a continuidade de Ψf0,p,q (P ),
basta mostrar que:
∨
Ψ
f
0,p,q (P ) := Φ
f
0,p,q
(∨
P
)
: luq (E) × ...× luq (E) −→ lp (F,Nn) e´ cont´ınuo.((
x1j1
)∞
j1=1
, ...,
(
xnjn
)∞
jn=1
)
7−→
(∨
P
(
x1j1 , ..., x
n
jn
))
j∈Nn
Para isso, usaremos o Teorema do Gra´fico Fechado para aplicac¸o˜es n-lineares
p Sejam E e F espac¸os de Banach e T ∈ L (nE;F ) . Se G (T ) e´ fechado em En × F, enta˜o T
e´ cont´ınuoy
Mostremos enta˜o queG
(
Φf0,p,q
(∨
P
))
e´ fechado em luq (E)×...×luq (E)×lp (F,Nn) . Considere:
(I) xk =
((
x1k,j
)∞
j=1
, ...,
(
xnk,j
)∞
j=1
)
k−→∞−→ x =
((
x1j
)∞
j=1
, ...,
(
xnj
)∞
j=1
)
∈
luq (E)× ...× luq (E)
e
(II) Φf0,p,q
(∨
P
)
(xk) =
(∨
P
(
x1k,j1 , ..., x
n
k,jn
))
j∈Nn
k−→∞−→ y = (yj1,...,jn)j∈Nn ∈ lp (F,Nn)
Devemos mostrar que Φf0,p,q
(∨
P
)((
x1j
)∞
j=1
, ...,
(
xnj
)∞
j=1
)
= y, isto e´,
∨
P
(
x1j1 , ..., x
n
jn
)
=
yj1,...,jn , para todo j ∈ Nn.
Como por (I),
((
x1k,j
)∞
j=1
, ...,
(
xnk,j
)∞
j=1
)
k−→∞−→ x =
((
x1j
)∞
j=1
, ...,
(
xnj
)∞
j=1
)
em luq (E) ×
...× luq (E) , enta˜o a convergeˆncia vale em cada componente:
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
(
x1k,j
)∞
j=1
k−→∞−→
(
x1j
)∞
j=1
em luq (E)
...(
xnk,j
)∞
j=1
k−→∞−→
(
xnj
)∞
j=1
em luq (E)
e em particular
x1k,j −→ x1j , para todo j
...
xnk,j −→ xnj , para todo j
, ja´ que convergeˆncia luq implica convergeˆncia em cada compo-
nente. Logo:(
x1k,j1 , ..., x
n
k,jn
)
−→
(
x1j1 , ..., x
n
jn
)
, para todo j ∈ Nn e como
∨
P e´ cont´ınuo, enta˜o temos
∨
P (x1k,j1 , ..., x
n
k,jn
) −→
∨
P
(
x1j1 , ..., x
n
jn
)
, para todo j ∈ Nn. Agora, por (II),
∨
P
(
x1k,j1 , ..., x
n
k,jn
)
−→
yj1,...,jn , para todo j ∈ Nn.
Portanto,
∨
P
(
x1j1 , ..., x
n
jn
)
= yj1,...,jn , para todo j ∈ Nn, o que quer´ıamos demonstrar.
1.9.2 Resultados de Composic¸a˜o
Proposic¸a˜o 1.9.2.1. Sejam T : E1 × ... × En −→ F aplicac¸a˜o absolutamente (r; r1, ..., rn)−
somante sobre E1 × ... × En e R : F × ... × F −→ G aplicac¸a˜o regularmente (s; r)− somante
sobre Fn. Enta˜o R ◦∆ ◦ T e´ absolutamente (s; r1, ..., rn)− somante sobre E1× ...×En, onde ∆
e´ a aplicac¸a˜o diagonal de F em Fn dada por ∆(x) = (x, ..., x).
Demonstrac¸a˜o. Sejam (a1, ..., an) ∈ E1 × ...× En,
(
xki
)∞
i=1
∈ lurk (Ek) , tal que k = 1, ..., n.
Como T e´ absolutamente (r; r1, ..., rn)− somante sobre E1 × ...× En, enta˜o(
T
(
a1 + x1j , ..., an + x
n
j
)
− T (a1, ..., an)
)
j∈N
= (zj)
∞
j=1 ∈ lr (F ) .
Sendo R regularmente (s; r)− somante sobre Fn, temos que
(R (T (a1, ..., an) + zj , ..., T (a1, ..., an) + zj)−R (T (a1, ..., an) , ..., T (a1, ..., an)))∞j=1
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=
(
R
(
T
(
a1 + x1j , ..., an + x
n
j
)
, ..., T
(
a1 + x1j , ..., an + x
n
j
))−R (T (a1, ..., an) , ..., T (a1, ..., an)))∞j=1
=
(
R ◦∆ ◦ T
(
a1 + x1j , ..., an + x
n
j
)
−R ◦∆ ◦ T (a1, ..., an)
)∞
j=1
∈ ls (G) .
Logo, R ◦∆ ◦ T e´ absolutamente (s; r1, ..., rn)− somante sobre E1 × ...×En.
Proposic¸a˜o 1.9.2.2. Sejam T : E1 × ... × En −→ F aplicac¸a˜o completamente absolutamente
(r; r1, ..., rn)− somante e R : F × ...× F −→ G aplicac¸a˜o regularmente (s; r)− somante. Enta˜o
R◦∆◦T e´ completamente absolutamente (s; r1, ..., rn)− somante, onde ∆ e´ a aplicac¸a˜o diagonal
de F em Fn dada por ∆(x) = (x, ..., x).
Demonstrac¸a˜o. Sejam
(
xki
)∞
i=1
∈ lurk (Ek) , com k=1,...,n.
Como T e´ completamente absolutamente (r; r1, ..., rn)− somante, enta˜o(
T
(
x1j1 , ..., x
n
jn
))
j∈Nn
∈ lr (F,Nn) e considerando a bijec¸a˜o N←→ Nn temos que
i←→ (j1, ..., jn)(
T
(
x1j1 , ..., x
n
jn
))
j∈Nn
= (zi)
∞
i=1 ∈ lr (F ) .
E como R e´ regularmente (s; r)− somante, temos que(
R
(
T
(
x1j1 , ..., x
n
jn
)
, ..., T
(
x1j1 , ..., x
n
jn
)))
j∈Nn
=
(
R ◦∆ ◦ T
(
x1j1 , ..., x
n
jn
))
j∈Nn
∈ ls (G) e
novamente considerando a bijec¸a˜o acima temos
(
R ◦∆ ◦ T
(
x1j1 , ..., x
n
jn
))
j∈Nn
∈ ls (G,Nn) .
Logo, R ◦∆ ◦ T e´ completamente absolutamente (s; r1, ..., rn)− somante.
Proposic¸a˜o 1.9.2.3. Sejam Tk : Ek −→ Fk aplicac¸o˜es absolutamente (rk, sk)− somantes, com
k = 1, ..., n e T = (T1, ..., Tn) : E1 × ... × En −→ F1 × ... × Fn. Seja R : F1 × ... × Fn −→ G
aplicac¸a˜o completamente regularmente (s; r1, ..., rn)− somante. Enta˜o R ◦ T e´ completamente
absolutamente (s; s1, ..., sn)− somante.
Demonstrac¸a˜o. Sejam
(
xki
)∞
i=1
∈ lusk (Ek) , com k=1,...,n.
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Como Tk e´ absolutamente (rk, sk)− somante, enta˜o
(
Tk
(
xkj
))∞
j=1
=
(
wkj
)∞
j=1
∈ lrk (Fk) ,
para todo k = 1, ..., n. E sendo R completamente regularmente (s; r1, ..., rn)− somante, temos
que(
R
(
w1j1 , ..., w
n
jn
))
j∈Nn
=
(
R
(
T1
(
x1j1
)
, ..., Tn
(
xnjn
)))
j∈Nn
=
(
R ◦ T
(
x1j1 , ..., x
n
jn
))
j∈Nn
∈
ls (G,Nn) .
1.10 O tipo de holomorfia completamente (p; q)− somante
Vamos usar as notac¸o˜es
1) Pfas,(p;q) (nE;F ) = {P ∈ P (nE;F ) , tal que
∨
P ∈ Lfas,(p;q) (nE;F )}.
2) Se P ∈ Pfas,(p;q) (nE;F ), denotaremos por
‖P‖fas,(p;q) = o ı´nfimo do conjunto formado pelas constantes C tais que ∞∑
j1,...,jn=1
∥∥∥∥∨P (x1j1 , ..., xnjn)∥∥∥∥p
 1p ≤ C n∏
k=1
‖(xkj )∞j=1‖nw,q
para todo
(
xkj
)∞
j=1
∈ luq (E), com k = 1, ..., n.
(Isto e´, ‖P‖fas,(p;q) =
∥∥∥∥∨P∥∥∥∥
fas,(p;q)
)
Ou equivalentemente:
‖P‖fas,(p;q) = sup
(xkj )
∞
j=1
∈lwq (E),
k=1,...,n
(
∞∑
j1,...,jn=1
∥∥∥∥∨P(x1j1 ,...,xnjn)
∥∥∥∥p
) 1
p
n∏
k=1
‖(xkj )∞j=1‖nw,q
Isto define uma norma (p-norma, se p < 1) em Pfas,(p;q) (nE;F ) .
Esta notac¸a˜o e´ motivada pelo Teorema 1.9.1.11.
Proposic¸a˜o 1.10.1.
(
Pfas,(p;q) (nE;F ) , ‖.‖fas,(p;q)
)
e´ um espac¸o de Banach.
Demonstrac¸a˜o. Temos que Pfas,(p;q) (nE;F ) e´ isome´trico a Lfas,(p;q) (nE;F )
⋂Ls (nE;F ), onde
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Ls (nE;F ) denota o subespac¸o vetorial das aplicac¸o˜es n-lineares sime´tricas. Ale´m disso,
Lfas,(p;q) (nE;F )
⋂
Ls (nE;F )
e´ um subespac¸o fechado de Lfas,(p;q) (nE;F ), que e´ completo.
Agora, consideremos a seguinte definic¸a˜o devido a L. Nachbin (vide [26]).
Definic¸a˜o 1.10.2. (Nachbin) Um tipo de holomorfia θ de E em F e´ uma sequ¨eˆncia de espac¸os
de Banach Pθ (nE;F ) , n = 0, 1, ... onde a norma de cada espac¸o sera´ denotada por ‖.‖θ tal que
se verificam as seguintes condic¸o˜es:
(i) Cada Pθ (nE;F ) e´ um subespac¸o vetorial de P (nE;F ) ;
(ii) Pθ
(
0E;F
)
= F ;
(iii) Existe σ ≥ 1 tal que dados k, n ∈ N0, k ≤ n, P ∈ Pθ (nE;F ) e x ∈ E, teremos
∧
d
k
P (x) ∈ Pθ
(
kE;F
)
e∥∥∥∥∥ 1k!∧dkP (x)
∥∥∥∥∥
θ
≤ ‖σ‖n ‖P‖θ ‖x‖n−k
Proposic¸a˜o 1.10.3. A sequ¨eˆncia
(
Pfas,(p;q) (nE;F ) , ‖.‖fas,(p;q)
)∞
n=0
e´ um tipo de holomorfia
de E em F , onde p, q ∈ [1,∞[ , tal que q ≤ p.
Demonstrac¸a˜o. Temos que
(
Pfas,(p;q) (nE;F ) , ‖.‖fas,(p;q)
)∞
n=0
e´ uma sequ¨eˆncia de espac¸os de
Banach tal que:
(i) Pfas,(p;q) (nE;F ) e´ um s.e.v. de P (nE;F )
(ii) Pfas,(p;q)
(
0E;F
)
= P (0E;F ) ∼= F aplicac¸o˜es constantes de E em F.
(iii) existe σ ≥ 1 tal que dados k ∈ N, n ∈ N, com k ≤ n, a ∈ E e P ∈ Pfas,(p;q) (nE;F )
temos
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
∧
d
k
P (a) ∈ Pfas,(p;q)
(
kE;F
)
e∥∥∥∥∥ 1k!∧dkP (a)
∥∥∥∥∥
fas,(p;q)
≤ σn ‖P‖fas,(p;q) ‖a‖n−k
Para mostrar que
∧
d
k
P (a) ∈ Pfas,(p;q)
(
kE;F
)
, basta mostrar que dkP (a) ∈ Lfas,(p;q)
(
kE;F
)
.
De fato:
Sejam k ∈ N, n ∈ N, tal que k ≤ n, a ∈ E e P ∈ Pfas,(p;q) (nE;F ) , enta˜o
∨
P ∈ Lfas,(p;q) (nE;F ) .
Como P ∈ P (nE;F ) , temos que

∧
d
k
P (a)
k! (x) =
 n
k
 ∨Pan−kxk
ou
dkP (a)
k! (x1, ..., xk) =
 n
k
 ∨Pan−kx1...xk (∆)
Da´ı, por (∆) e considerando
(
xlj
)∞
j=1
= (a, 0, 0, ...) , para todo k + 1 ≤ l ≤ n obtemos
(
∞∑
j1,...,jk=1
∥∥∥dkP (a)k! (x1j1 , ..., xkjk)∥∥∥p
) 1
p
=
 ∞∑
j1,...,jk=1
∥∥∥∥∥∥∥∥
 n
k
 ∨Pan−kx1j1 ...xkjk
∥∥∥∥∥∥∥∥
p
1
p
=
 n
k

(
∞∑
j1,...,jk=1
∥∥∥∥∨P (a, ..., a, x1j1 , ..., xkjk)∥∥∥∥p
) 1
p
=
 n
k

(
∞∑
j1,...,jk=1
∥∥∥∥∨P (x1j1 , ..., xkjk , a, ..., a)∥∥∥∥p
) 1
p
=
 n
k

(
∞∑
j1,...,jk=1
∥∥∥∥∨P (x1j1 , ..., xkjk , xk+11 , ..., xn1)∥∥∥∥p
) 1
p
=
 n
k

(
∞∑
j1,...,jn=1
∥∥∥∥∨P (x1j1 , ..., xkjk , xk+1jk+1 , ..., xnjn)
∥∥∥∥p
) 1
p
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≤
 n
k
 ‖P‖fas,(p;q) ∥∥∥∥(x1j)∞j=1
∥∥∥∥
w,q
...
∥∥∥∥(xkj)∞j=1
∥∥∥∥
w,q
∥∥∥∥(xk+1j )∞j=1
∥∥∥∥
w,q
...
∥∥∥∥(xnj )∞j=1
∥∥∥∥
w,q
=
 n
k
 ‖P‖fas,(p;q) ‖a‖n−k ∥∥∥∥(x1j)∞j=1
∥∥∥∥
w,q
...
∥∥∥∥(xkj)∞j=1
∥∥∥∥
w,q
Portanto:(
∞∑
j1,...,jk=1
∥∥∥dkP (a)(x1j1 , ..., xkjk)∥∥∥p
) 1
p
≤ k!
 n
k
 ‖P‖fas,(p;q) ‖a‖n−k ∥∥∥∥(x1j)∞j=1
∥∥∥∥
w,q
...
∥∥∥∥(xkj)∞j=1
∥∥∥∥
w,q
o que mostra que dkP (a) ∈ Lfas,(p;q)
(
kE;F
)
, para todo k ∈ N.
Logo:

∧
d
k
P (a) ∈ Pfas,(p;q)
(
kE;F
)
, para todo k ∈ N
e∥∥∥∥∥ 1k!∧dkP (a)
∥∥∥∥∥
fas,(p;q)
≤
 n
k
 ‖P‖fas,(p;q) ‖a‖n−k ≤ 2n ‖P‖fas,(p;q) ‖a‖n−k
Assim, basta tomar σ = 2.
A teoria de polinoˆmios completamente absolutamente somantes foi um pouco mais explorada
em [29], com o objetivo de estudar aplicac¸o˜es holomorfas completamente somantes.
Cap´ıtulo 2
Aplicac¸o˜es multilineares
completamente quase somantes
Neste cap´ıtulo, iniciamos o estudo das aplicac¸o˜es multilineares completamente quase somantes,
baseado no trabalho de Botelho, feito em [5] e [6], onde foi introduzido a teoria das aplicac¸o˜es
multilineares quase somantes. Veremos que o u´nico operador n-linear cont´ınuo completamente
quase (p; q1, ..., qn)-somante tal que qj > 2, para algum j, e´ o operador nulo. Daremos al-
guns exemplos e resultados desses operadores, entre eles, um teorema envolvendo as aplicac¸o˜es
multilineares dominadas, teoremas de composic¸a˜o (propriedade ideal), assim como uma relac¸a˜o
entre os operadores completamente quase somantes e os operadores n-lineares (n ≥ 1) quase
somantes. Conseguimos ainda uma extensa˜o de um resultado de S.Kwapien´ para multilineares
(veja [10]-teorema 2.21), na qual generaliza o teorema 1.6.3.
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2.1 Definic¸o˜es e notac¸o˜es preliminares
Primeiramente, relembremos o caso linear dos operadores quase somantes (veja [10]-cap´ıtulo 12).
Definic¸a˜o 2.1.1. Um operador linear U ∈ L(E;F) e´ quase somante, (almost summing, em
ingleˆs) se existe uma constante C ≥ 0 tal que
∫ 1
0
∥∥∥∥∥∥
m∑
j=1
rj(t)U(xj)
∥∥∥∥∥∥
2
dt

1
2
≤ C.‖(xj)mj=1‖w,2 (1)
para todo m ∈ N e x1, ..., xm ∈ E, onde (rj)∞j=1 sa˜o as func¸o˜es de Rademacher (veja
[10]-cap´ıtulo 1).
O menor C que satisfaz (1) e´ denotado por ‖U‖al,s.
O espac¸o vetorial de todas aplicac¸o˜es lineares quase somantes de E em F e´ denotado por
Lal,s(E;F ). E´ fa´cil ver que ‖.‖al,s torna Lal,s(E;F ) um espac¸o de Banach.
Botelho introduziu o seguinte conceito de aplicac¸o˜es multilineares quase somantes (veja [6])
Definic¸a˜o 2.1.2. Dados nu´meros positivos p1, ..., pn, uma aplicac¸a˜o n-linear A ∈ L(E1, ..., En;F )
e´ dita quase (p1, ..., pn)-somante se existe uma constante C ≥ 0 tal que
∫ 1
0
∥∥∥∥∥∥
m∑
j=1
rj(t)A(x1j , ..., x
n
j )
∥∥∥∥∥∥
2
dt

1
2
≤ C.
n∏
k=1
‖(xkj )mj=1‖w,pk (2)
para todos m ∈ N e xkj ∈ Ek, tais que j = 1, ...,m e k = 1, ..., n.
O menor C que satisfaz (2) e´ denotado por ‖A‖als,p1,...,pn .
O espac¸o vetorial de todas aplicac¸o˜es multilineares quase (p1, ..., pn)−somantes de
E1 × ... × En em F e´ denotado por Lals,(p1,...,pn)(E1, ..., En;F ). Temos ainda que ‖.‖als,p1,...,pn
torna Lals,(p1,...,pn)(E1, ..., En;F ) um espac¸o de Banach.
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Em particular, se p1 = ... = pn = p escrevemos Lals,p(E1, ..., En;F ).
Agora, com a mesma ide´ia, M. Matos nos sugeriu a seguinte definic¸a˜o e o estudo dessa classe
de aplicac¸o˜es
Definic¸a˜o 2.1.3. Sejam p, p1, ..., pn nu´meros positivos. Uma aplicac¸a˜o T ∈ L(E1, ..., En;F ) e´
dita completamente quase (p; p1, ..., pn)−somante se existe C ≥ 0 tal que
∫ 1
0
...
∫ 1
0
∥∥∥∥∥∥
m∑
j1,...,jn=1
rj1(t1)...rjn(tn)T (x
1
j1 , ..., x
n
jn)
∥∥∥∥∥∥
p
dt1...dtn

1
p
≤ C.
n∏
k=1
‖(xkj )mj=1‖w,pk (3)
para todo m ∈ N e xkj ∈ Ek, tal que j = 1, ...,m e k = 1, ..., n.
O menor C que satisfaz (3) e´ denotado por ‖T‖fals,(p;p1,...,pn).
O espac¸o vetorial das aplicac¸o˜es de L(E1, ..., En;F ) que sa˜o completamente quase (p; p1, ..., pn)-
somantes e´ denotado por Lfals,(p;p1,...,pn)(E1, ..., En;F ). O espac¸o Lfals,(p;p1,...,pn)(E1, ..., En;F )
munido com a norma ‖.‖fals,(p;p1,...,pn) e´ um espac¸o de Banach.
Em particular:
• se p = p1 = ... = pn escrevemos Lfals,p(E1, ..., En;F ) e ‖T‖fals,p
• se p = p1 = ... = pn = 2 escrevemos Lfals(E1, ..., En;F ) e ‖T‖fals
• se p1 = ... = pn = q escrevemos Lfals,(p;q)(E1, ..., En;F ) e ‖T‖fals,(p;q).
E´ claro que para verificar que T satisfaz (3) e´ necessa´rio e suficiente verificar que vale a
desigualdade seguinte∫ 1
0
...
∫ 1
0
∥∥∥∥∥∥
m∑
j1,...,jn=1
rj1(t1)...rjn(tn)T (x
1
j1 , ..., x
n
jn)
∥∥∥∥∥∥
p
dt1...dtn

1
p
≤ C
para ‖(xkj )mj=1‖w,pk ≤ 1, com k = 1, ..., n.
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2.2 Exemplos e resultados
Veremos pelo pro´ximo resultado que o u´nico operador n-linear cont´ınuo completamente quase
(p; q1, ..., qn)− somante com algum qj > 2 e´ o operador nulo.
Proposic¸a˜o 2.2.1. Se T ∈ Lfals,(p;q1,...,qn)(E1, ..., En;F ), para algum qj > 2 enta˜o T = 0.
Demonstrac¸a˜o. Sem perda de generalidade podemos supor q1 > 2. Se T 6= 0, sejam x1, ..., xn tais
que T (x1, ..., xn) 6= 0. Vamos escolher xlj = λljxl, com l = 1, ..., n e j ∈ N tais que (λlj)∞j=1 ∈ lql ,
para l = 2, ..., n e (λ1j )
∞
j=1 ∈ lq1 \ l2.
Sabemos que∫ 1
0
...
∫ 1
0
∥∥∥∥∥∥
∞∑
j1,...,jn=1
rj1(t1)...rjn(tn)T (x
1
j1 , ..., x
n
jn)
∥∥∥∥∥∥
p
dt1...dtn

1
p
≤ ‖T‖fals,(p;q1,...,qn).
n∏
l=1
‖(xlj)∞j=1‖w,ql
= ‖T‖fals,(p;q1,...,qn).
n∏
l=1
‖(λlj)∞j=1‖ql‖x1‖...‖xn‖ < +∞
O lado esquerdo e´ igual a
‖T (x1, ..., xn)‖
∫ 1
0
...
∫ 1
0
∣∣∣∣∣∣
∞∑
j1,...,jn=1
rj1(t1)...rjn(tn)λ
1
j1 ...λ
n
jn
∣∣∣∣∣∣
p
dt1...dtn

1
p
= ‖T (x1, ..., xn)‖
 n∏
l=1
∫ 1
0
∣∣∣∣∣∣
∞∑
jl=1
rjl(tl)λ
l
jl
∣∣∣∣∣∣
p
dtl

1
p
=
⊗
Agora, pela Desigualdade de Khintchine temos
⊗
≥ ‖T (x1, ..., xn)‖
n∏
l=1
‖(λlj)∞j=1‖2.Anp = +∞,
pois ‖(λ1j )∞j=1‖2 = +∞. Contradic¸a˜o!
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Em vista disso, so´ faz sentido considerar o caso do espac¸o Lfals,(p;q1,...,qn)(E1, ..., En;F ), com
qj ≤ 2, para todo j = 1, ..., n, qualquer que seja p ∈]0,∞[.
Observac¸a˜o 2.2.2. Relembre que L(E;K) = Lals,(p;2)(E;K), para todo 0 < p <∞ (em partic-
ular para p=2).
De fato: seja ϕ ∈ L(E;K) = E′, da´ı pela Desigualdade de Khintchine, ja´ que (ϕ(xj))mj=1 ∈ l2
e 0 < p <∞ obtemos∫ 1
0
∣∣∣∣∣∣
m∑
j=1
rj(t)ϕ(xj)
∣∣∣∣∣∣
p
dt

1
p
≤ Bp.
 m∑
j=1
|ϕ(xj)|2
 12
≤ Bp.‖ϕ‖ sup
Ψ∈BE′
 m∑
j=1
|Ψ(xj)|2
 12
= Bp.‖ϕ‖‖(xj)mj=1‖w,2
Portanto, ϕ ∈ Lals,(p;2)(E;K), para todo 0 < p <∞ e ‖ϕ‖als,(p,2) ≤ Bp.‖ϕ‖.
Veremos que o Teorema da Reduc¸a˜o na ordem da linearidade vale tambe´m para as aplicac¸o˜es
completamente quase somantes.
Proposic¸a˜o 2.2.3. Se Lfals,(p;p1,...,pn) (E1, ..., En;F ) = L (E1, ..., En;F ) enta˜o
L
fals,
(
p;pk1 ,...,pkj
) (Ek1 , ..., Ekj ;F ) = L (Ek1 , ..., Ekj ;F )
sempre que 1 ≤ j < n, onde para j = 1 temos k1 ∈ {1, ..., n} e para j > 1 temos kl ∈ {1, ..., n},
com kl < ki se l < i ≤ j.
Mostremos esta proposic¸a˜o para o caso bilinear. Os outros casos sa˜o ana´logos.
Proposic¸a˜o 2.2.4. Se Lfals,(p;p1,p2) (E1, E2;F ) = L (E1, E2;F ) enta˜o
Lals,(p;p1) (E1;F ) = L (E1;F ) e Lal.s.,(p;p2) (E2;F ) = L (E2;F ) .
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Demonstrac¸a˜o. Tome T ∈ L (E1;F ) . Mostremos que T ∈ Lals,(p;p1) (E1;F ) .
Seja ϕ ∈ E′ e a ∈ E tal que ϕ (a) = 1. Defina
R : E1 ×E2 −→ F
(x, y) −→ R (x, y) = T (x)ϕ (y)
Como R ∈ L (E1, E2;F ) , enta˜o por hipo´tese R ∈ Lfals,(p;p1,p2) (E1, E2;F ) e fazendo y1 = a,
y2 = y3 = ... = 0, obtemos(∫ 1
0
∥∥∥∥∥ m∑j=1rj(t)T (xj)
∥∥∥∥∥
p
dt
) 1
p
=
(∫ 1
0
∥∥∥∥∥ m∑j=1rj(t)R(xj , a)
∥∥∥∥∥
p
dt
) 1
p
=
(∫ 1
0
∥∥∥∥∥ m∑j,k=1rj(t)R(xj , yk)
∥∥∥∥∥
p
dt
) 1
p
=
(∫ 1
0
∫ 1
0
∥∥∥∥∥ m∑j,k=1rj(t)R(xj , yk)
∥∥∥∥∥
p
dtdθ
) 1
p
=
(∫ 1
2
0
∫ 1
0
∥∥∥∥∥ m∑j,k=1rj(t)rk (θ)R(xj , yk)
∥∥∥∥∥
p
dtdθ +
∫ 1
1
2
∫ 1
0
∥∥∥∥∥ m∑j,k=1rj(t)rk (θ)R(xj , yk)
∥∥∥∥∥
p
dtdθ
) 1
p
=
(∫ 1
0
∫ 1
0
∥∥∥∥∥ m∑j,k=1rj(t)rk (θ)R(xj , yk)
∥∥∥∥∥
p
dtdθ
) 1
p
≤ ‖R‖fals,(p;p1,p2)
∥∥∥(xj)mj=1∥∥∥w,p1 ‖(yk)mk=1‖w,p2
≤ ‖R‖fals,(p;p1,p2) ‖a‖
∥∥∥(xj)mj=1∥∥∥w,p1
Logo, T ∈ Lals,(p;p1) (E1;F ).
Analogamente, obtemos Lals,(p;p2) (E2;F ) = L (E2;F )
Exemplos e resultados 51
Com o mesmo racioc´ınio, para n=3 temos
Proposic¸a˜o 2.2.5. Se Lfals,(p;p1,p2,p3) (E1, E2, E3;F ) = L (E1, E2, E3;F ) enta˜o
Lfals,(p;p1,p2) (E1, E2;F ) = L (E1, E2;F ) ,Lfals,(p;p1,p3) (E1, E3;F ) = L (E1, E3;F ) e
Lfals,(p;p2,p3) (E2, E3;F ) = L (E2, E3;F )
Lfals,(p;p1) (E1;F ) = L (E1;F ) ,Lfals,(p;p2) (E2;F ) = L (E2;F ) e
Lfals,(p;p3) (E3;F ) = L (E3;F )
E assim por diante.
Conseguimos provar alguns resultados de coincideˆncia, como por exemplo, a seguinte proposic¸a˜o.
Veja tambe´m Corola´rio 2.2.9.
Proposic¸a˜o 2.2.6. Sejam E1, ..., En e F espac¸os de Banach.
Temos que L(E1, ..., En;F ) =Lfals,(p;1)(E1, ..., En;F ), para todo 0 < p < ∞, isto e´, toda
aplicac¸a˜o n-linear cont´ınua e´ completamente quase (p;1)-somante.
Demonstrac¸a˜o. Seja T ∈ L(E1,..., En;F), da´ı:(∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1,...,jn=1rj1(t1)...rjn(tn)T (x1j1 , ..., xnjn)
∥∥∥∥∥
p
dt1...dtn
) 1
p
=
(∫ 1
0
...
∫ 1
0
∥∥∥∥∥T
(
m∑
j1=1
rj1(t1)x
1
j1
, ...,
m∑
jn=1
rjn(tn)xnjn
)∥∥∥∥∥
p
dt1...dtn
) 1
p
≤ ‖T‖
(∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1=1rj1(t1)x1j1
∥∥∥∥∥
p
...
∥∥∥∥∥ m∑jn=1rjn(tn)xnjn
∥∥∥∥∥
p
dt1...dtn
) 1
p
= ‖T‖
(∫ 1
0
∥∥∥∥∥ m∑j1=1rj1(t1)x1j1
∥∥∥∥∥
p
dt1
) 1
p
...
(∫ 1
0
∥∥∥∥∥ m∑jn=1rjn(tn)xnjn
∥∥∥∥∥
p
dtn
) 1
p
≤ ‖T‖
(
sup
t1∈[0,1]
∥∥∥∥∥ m∑j1=1rj1(t1)x1j1
∥∥∥∥∥
p
E1
) 1
p
...
(
sup
tn∈[0,1]
∥∥∥∥∥ m∑jn=1rjn(tn)xnjn
∥∥∥∥∥
p
En
) 1
p
= ‖T‖ sup
t1∈[0,1]
x′∈BE1′
∣∣∣∣∣ m∑j1=1rj1(t1)
〈
x′, x1j1
〉∣∣∣∣∣ ... suptn∈[0,1]
x′∈BEn′
∣∣∣∣∣ m∑jn=1rjn(tn)
〈
x′, xnjn
〉∣∣∣∣∣
= ‖T‖ sup
x′∈BE1′
m∑
j1=1
∣∣∣〈x′, x1j1〉∣∣∣ ... sup
x′∈BEn′
m∑
jn=1
∣∣∣〈x′, xnjn〉∣∣∣
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= ‖T‖ .
n∏
k=1
‖(xkj )mj=1‖w,1 ,
para todos m ∈ N e xkj ∈ Ek, tais que j=1,...,m e k=1,...,n.
Logo, T ∈ Lfals,(p;1)(E1, ..., En;F ), para todos 0 < p <∞ e ‖T‖fals,(p,1) ≤ ‖T‖ .
Teorema 2.2.7. Sejam E1,...,En e F espac¸os de Banach.
Se r, r1, ..., rn ∈ ]0,∞] , com 1r = 1r1 + ...+ 1rn enta˜o
Ld,(r1,...,rn)(E1, ..., En;F ) ⊂ Lfals,(r;2)(E1, ..., En;F ).
isto e´, toda aplicac¸a˜o n-linear absolutamente (r; r1, ..., rn)− somante com 1r = 1r1 + ... + 1rn
e´ completamente quase (r;2)-somante.
Demonstrac¸a˜o. Sejam T ∈ Ld,(r1,...,rn)(E1, ..., En;F ) e xkj ∈ Ek, com j = 1, ...,m e k = 1, ..., n
tais que ‖(xkj )mj=1‖w,2 ≤ 1. Usando o Teorema da Dominac¸a˜o de Pietsch para multilineares, o
Teorema de Fubini e a Desigualdade de Khintchine obtemos:(∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1,...,jn=1rj1(t1)...rjn(tn)T (x1j1 , ..., xnjn)
∥∥∥∥∥
r
dt1...dtn
) 1
r
=
(∫ 1
0
...
∫ 1
0
∥∥∥∥∥T
(
m∑
j1=1
rj1(t1)x
1
j1
, ...,
m∑
jn=1
rjn(tn)xnjn
)∥∥∥∥∥
r
dt1...dtn
) 1
r
≤

∫ 1
0
...
∫ 1
0
‖T‖rd,(r1,...,rn) .
n∏
k=1
∫
BE′
k
∣∣∣∣∣ϕk
(
m∑
jk=1
rjk(tk)x
k
jk
)∣∣∣∣∣
rk
dµk(ϕk)
 1rk .r dt1...dtn

1
r
= ‖T‖d,(r1,...,rn)

∫ 1
0
...
∫ 1
0
n∏
k=1
∫
BE′
k
∣∣∣∣∣ϕk
(
m∑
jk=1
rjk(tk)x
k
jk
)∣∣∣∣∣
rk
dµk(ϕk)
 1rk .r dt1...dtn

1
r
=
⊗
Como 1r =
1
r1
+ ...+ 1rn , temos 1 =
r
r1
+ ...+ rrn . Designemos por
Ck(tk) =
∫
BE′
k
∣∣∣∣∣∣ϕk
 m∑
jk=1
rjk(tk)x
k
jk
∣∣∣∣∣∣
rk
dµk(ϕk)

r
rk
Pela Desigualdade de Ho¨lder temos
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∫ 1
0
...
∫ 1
0
n∏
k=1
Ck(tk)dt1...dtn
≤
n∏
k=1
[∫ 1
0
...
∫ 1
0
|Ck(tk)|
rk
r dt1...dtn
] r
rk
=
n∏
k=1
∫ 1
0
...
∫ 1
0
∫
BE′
k
∣∣∣∣∣ϕk
(
m∑
jk=1
rjk(tk)x
k
jk
)∣∣∣∣∣
rk
dµk(ϕk)dt1...dtn
 rrk
Substituindo esta desigualdade em
⊗
obtemos⊗ ≤ ‖T‖d,(r1,...,rn)

∫ 1
0
...
∫ 1
0
∫
BE′1
∣∣∣∣∣ m∑j1=1rj1(t1)ϕ1(x1j1)
∣∣∣∣∣
r1
dµ1(ϕ1)...
...
∫
BE′n
∣∣∣∣∣ m∑jn=1rjn(tn)ϕn(xnjn)
∣∣∣∣∣
rn
dµn(ϕn)
]
dt1...dtn
} 1
r
= ‖T‖d,(r1,...,rn)

∫
BE′1
...
∫
BE′n
[∫ 1
0
∣∣∣∣∣ m∑j1=1rj1(t1)ϕ1(x1j1)
∣∣∣∣∣
r1
dt1...
...
∫ 1
0
∣∣∣∣∣ m∑jn=1rjn(tn)ϕn(xnjn)
∣∣∣∣∣
rn
dtn
]
dµn(ϕn)...dµ1(ϕ1)
} 1
r
≤ ‖T‖d,(r1,...,rn)
(
B1r1
) r1
r ...
(
Bnrn
) rn
r

∫
BE′1
...
∫
BE′n
 sup
x′1∈BE′1
(
m∑
j1=1
∣∣∣〈x′1, x1j1〉∣∣∣2
) 1
2
r1 ...
...
 sup
x′n∈BE′n
(
m∑
jn=1
∣∣∣〈x′n, xnjn〉∣∣∣2
) 1
2
rn dµn(ϕn)...dµ1(ϕ1)

1
r
= ‖T‖d,(r1,...,rn)
(
B1r1
) r1
r ...
(
Bnrn
) rn
r

∫
BE′1
...
∫
BE′n
n∏
k=1
‖(xkj )mj=1‖rkw,2.dµn(ϕn)...dµ1(ϕ1)

1
r
= ‖T‖d,(r1,...,rn)
(
B1r1
) r1
r ...
(
Bnrn
) rn
r .
n∏
k=1
‖(xkj )mj=1‖
rk
r
w,2
≤ ‖T‖d,(r1,...,rn)
(
B1r1
) r1
r ...
(
Bnrn
) rn
r
Logo, T∈ Lfals,(r;2)(E1, ..., En;F ) e ‖T‖fals,(r;2) ≤ ‖T‖d,(r1,...,rn)
(
B1r1
) r1
r ...
(
Bnrn
) rn
r .
Proposic¸a˜o 2.2.8. Seja 1 ≤ p ≤ 2. Se F tem tipo p, enta˜o
Lfas,(p;q1,...,qn)(E1, ..., En;F ) ⊂ Lfals,(p;q1,...,qn)(E1, ..., En;F ).
Demonstrac¸a˜o. Faremos para o caso bilinear. Os outros casos sa˜o ana´logos.
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Dados T ∈ Lfas,(p;q1,q2)(E1, E2;F ) e xkj ∈ Ek, com j = 1, ...,m e k = 1, 2, temos que:
(∫ 1
0
∫ 1
0
∥∥∥∥∥ m∑j1,j2=1rj1(t1)rj2(t2)T (x1j1 , x2j2)
∥∥∥∥∥
p
dt1dt2
) 1
p
≤
∫ 1
0
∫ 1
0
∥∥∥∥∥ m∑j1=1rj1(t1)
m∑
j2=1
rj2(t2)T (x
1
j1
, x2j2)
∥∥∥∥∥
2
dt1

p
2
dt2

1
p
≤ Tp(F ).
∫ 1
0
(
m∑
j1=1
∥∥∥∥∥ m∑j2=1rj2(t2)T (x1j1 , x2j2)
∥∥∥∥∥
p) 1pp
dt2

1
p
= Tp(F ).
[
m∑
j1=1
∫ 1
0
∥∥∥∥∥ m∑j2=1rj2(t2)T (x1j1 , x2j2)
∥∥∥∥∥
p
dt2
] 1
p
≤ Tp(F ).
 m∑
j1=1
∫ 1
0
∥∥∥∥∥ m∑j2=1rj2(t2)T (x1j1 , x2j2)
∥∥∥∥∥
2
dt2

p
2

1
p
≤ Tp(F )2.
 m∑
j1=1
(
m∑
j2=1
∥∥∥T (x1j1 , x2j2)∥∥∥p
) 1
p
p

1
p
≤ Tp(F )2 ‖T‖fas,(p;q1,q2) ‖(x1j )mj=1‖w,q1‖(x2j )mj=1‖w,q2
onde Tp(F ) e´ a constante tipo p de F.
Logo, T ∈ Lfals,(p;q1,q2)(E1, E2;F ) e ‖T‖fals,(p;q1,q2) ≤ Tp(F )2 ‖T‖fas,(p;q1,q2).
Corola´rio 2.2.9. Sejam Ej um espac¸o-L∞ para j = 1, ..., n e F um espac¸o com tipo e cotipo 2.
Enta˜o, todo operador n-linear cont´ınuo T : E1× ...×En → F e´ completamente quase 2-somante,
isto e´
L(E1, ..., En;F ) = Lfals,(2;2)(E1, ..., En;F )
Demonstrac¸a˜o. Basta usar a proposic¸a˜o anterior e a seguinte igualdade
L(E1, ..., En;F ) = Lfas,(2;2)(E1, ..., En;F ),
para tais espac¸os (veja [2]).
Exemplos e resultados 55
Proposic¸a˜o 2.2.10. Seja p ≥ 2. Se F tem cotipo p, enta˜o
Lfals,(p;q1,...,qn)(E1, ..., En;F ) ⊂ Lfas,(p;q1,...,qn)(E1, ..., En;F ).
Demonstrac¸a˜o. Tambe´m faremos a prova para o caso bilinear.
Dados T ∈ Lfals,(p;q1,q2)(E1, E2;F ) e xkj ∈ Ek, com j = 1, ...,m e k = 1, 2, temos que:
[
m∑
j1,j2=1
∥∥∥T (x1j1 , x2j2)∥∥∥p
] 1
p
≤ Cp(F ).
 m∑
j1=1
∫ 1
0
∥∥∥∥∥ m∑j2=1rj2(t2)T (x1j1 , x2j2)
∥∥∥∥∥
2
dt2

p
2

1
p
≤ Cp(F ).
[
m∑
j1=1
∫ 1
0
∥∥∥∥∥ m∑j2=1rj2(t2)T (x1j1 , x2j2)
∥∥∥∥∥
p
dt2
] 1
p
≤ Cp(F )2
∫ 1
0
∫ 1
0
∥∥∥∥∥ m∑j1=1rj1(t1)
m∑
j2=1
rj2(t2)T (x
1
j1
, x2j2)
∥∥∥∥∥
2
dt1

p
2
dt2

1
p
≤ Cp(F )2
(∫ 1
0
∫ 1
0
∥∥∥∥∥ m∑j1,j2=1rj1(t1)rj2(t2)T (x1j1 , x2j2)
∥∥∥∥∥
p
dt1dt2
) 1
p
≤ Cp(F )2 ‖T‖fals,(p;q1,q2) ‖(x1j )mj=1‖w,q1‖(x2j )mj=1‖w,q2
onde Cp(F ) e´ a constante cotipo p de F.
Portanto, T ∈ Lfas,(p;q1,q2)(E1, E2;F ) e ‖T‖fas,(p;q1,q2) ≤ Cp(F )2 ‖T‖fals,(p;q1,q2).
Observe que uma consequeˆncia direta do Teorema 2.2.7 e Proposic¸a˜o 2.2.10 nos leva ao
seguinte resultado, que e´ uma generalizac¸a˜o do Teorema 1.8.6
Teorema 2.2.11. Sejam E1,...,En e F espac¸os de Banach.
Se q, q1, ..., qn ∈ ]0,∞] , com 1q = 1q1 + ...+ 1qn e F tem cotipo q ≥ 2 enta˜o
Ld,(q1,...,qn)(E1, ..., En;F ) ⊂ Lfas,(q;2)(E1, ..., En;F ).
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isto e´, toda aplicac¸a˜o n-linear absolutamente (q; q1, ..., qn)− somante com 1q = 1q1 + ... + 1qn
e´ completamente (q;2)-somante.
Este resultado tambe´m foi obtido de uma outra maneira, por Pe´rez-Garcia e Villanueva em
[30], Teorema 3.10.
2.3 Teoremas de Composic¸a˜o
A seguir, investigamos a propriedade de composic¸a˜o entre operadores completamente quase
somantes. Trivialmente obtemos os seguintes resultados
Proposic¸a˜o 2.3.1. (Propriedade Ideal) Se R : F −→ G e´ operador linear limitado e T ∈
Lfals,(p;p1,...,pn)(E1, ..., En;F ) enta˜o RT ∈ Lfals,(p;p1,...,pn)(E1, ..., En;G).
Demonstrac¸a˜o. Observe que:(∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1,...,jn=1rj1(t1)...rjn(tn)RT (x1j1 , ..., xnjn)
∥∥∥∥∥
p
dt1...dtn
) 1
p
=
(∫ 1
0
...
∫ 1
0
∥∥∥∥∥R
(
m∑
j1,...,jn=1
rj1(t1)...rjn(tn)T (x
1
j1
, ..., xnjn)
)∥∥∥∥∥
p
dt1...dtn
) 1
p
≤ ‖R‖
(∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1,...,jn=1rj1(t1)...rjn(tn)T (x1j1 , ..., xnjn)
∥∥∥∥∥
p
dt1...dtn
) 1
p
≤ ‖R‖ ‖T‖fals,(p;p1,...,pn)
n∏
k=1
‖(xkj )mj=1‖w,pk
Logo
RT ∈ Lfals,(p;p1,...,pn)(E1, ..., En;G) e
‖RT‖fals,(p;p1,...,pn) ≤ ‖R‖ ‖T‖fals,(p;p1,...,pn)
Teorema 2.3.2. Se T = (T1, ..., Tn) tal que Tk ∈ L (Ek;Fk) , para todo k = 1, ..., n. e R ∈
Lfals,(p;p1,...,pn) (F1, ..., Fn;G) enta˜o RT ∈ Lfals,(p;p1,...,pn) (E1, ..., En;G)
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Demonstrac¸a˜o. Sejam
(
xkj
)m
j=1
∈ lwpk (Ek) , tal que k = 1, ..., n. Como Tk ∈ L (Ek;Fk) , enta˜o(
Tk
(
xkj
))m
j=1
∈ lwpk (Fk) e ‖(Tk
(
xkj
)
)mj=1‖w,pk ≤ ‖Tk‖ ‖(xkj )mj=1‖w,pk , logo:[∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1,...,jn=1rj1(t1)...rjn(tn)RT (x1j1 , ..., xnjn)
∥∥∥∥∥
p
dt1...dtn
] 1
p
=
[∫ 1
0
...
∫ 1
0
∥∥∥∥∥ m∑j1,...,jn=1rj1(t1)...rjn(tn)R(T1
(
x1j1
)
, ..., Tn
(
xnjn
)
)
∥∥∥∥∥
p
dt1...dtn
] 1
p
≤ ‖R‖fals,(p;p1,...,pn)
n∏
k=1
‖(Tk
(
xkj
)
)mj=1‖w,pk
≤ ‖R‖fals,(p;p1,...,pn)
n∏
k=1
‖Tk‖ ‖(xkj )mj=1‖w,pk
= ‖R‖fals,(p;p1,...,pn)
n∏
k=1
‖Tk‖
n∏
k=1
‖(xkj )mj=1‖w,pk
Portanto,
RT ∈ Lfals,(p;p1,...,pn) (E1, ..., En;G) e
‖RT‖fals,(p;p1,...,pn) ≤ ‖R‖fals,(p;p1,...,pn)
n∏
k=1
‖Tk‖
2.4 Generalizac¸a˜o de um resultado de S.Kwapien´
Finalizamos este cap´ıtulo com uma generalizac¸a˜o do Teorema 1.6.3, que e´ uma extensa˜o de um
resultado de S.Kwapien´ (Teorema 1.6.1).
Relembrando da Definic¸a˜o 1.6.2 e com o mesmo racioc´ınio do Teorema 1.6.3, obtemos o
seguinte resultado:
Teorema 2.4.1. Sejam E1,..., EN espac¸os de Banach e H espac¸o de Hilbert.
Se T ∈ L(E1, ..., EN ;H) e´ tal que seu adjunto T∗ e´ quase somante, enta˜o T e´ absolutamente
1-somante e ‖T‖as ≤ A−11 ‖T ∗‖al,s .
Demonstrac¸a˜o. Considerando primeiro o caso de um operador T : E1× ...×EN −→ ln2 (n ∈ N),
ja´ vimos que
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m∑
j=1
∥∥T (x(1,j), ..., x(N,j))∥∥
ln2
≤ A−11
N∏
i=1
∥∥∥(x(i,j))mj=1∥∥∥
w,1
∫ 1
0
∥∥∥∥ n∑
k=1
rk(t)T ∗ek
∥∥∥∥ dt (I)
para todo x(i,j) ∈ Ei, tal que 1 ≤ i ≤ N e 1 ≤ j ≤ m.
Agora, como T ∗ e´ quase somante, enta˜o:(∫ 1
0
∥∥∥∥ n∑
k=1
rk(t)T ∗ek
∥∥∥∥2 dt
) 1
2
≤ ‖T ∗‖al,s ‖(ek)nk=1‖w,2 = ‖T ∗‖al,s (II)
Da´ı, da mesma forma que o teorema 1.6.3 temos por (I) e (II):
m∑
j=1
∥∥T (x(1,j), ..., x(N,j))∥∥ ≤ A−11 ‖T ∗‖al,s N∏
i=1
∥∥∥(x(i,j))mj=1∥∥∥
w,1
para todo x(i,j) ∈ Ei, tal que 1 ≤ i ≤ N e 1 ≤ j ≤ m.
Observe que o teorema anterior generaliza o teorema 1.6.3, ja´ que todo operador p-somante
u : X −→ Y e´ quase somante, onde 1 ≤ p <∞ e X,Y sa˜o espac¸os de Banach (ver [10]-cap´ıtulo
12).
Observac¸a˜o 2.4.2. Tambe´m na˜o vale o ana´logo do teorema 2.4.1 para operadores completa-
mente absolutamente somantes. Da mesma maneira que antes, basta tomar H = K, N=2,
E1=E2=c0 e T ∈ L(c0, c0;K) tal que T /∈ Lfas(c0, c0;K). E´ claro que T ∗ : K −→L(c0, c0;K)
ϕ−→T ∗ϕ=ϕT
e´
quase somante.
Cap´ıtulo 3
Aplicac¸o˜es multilineares
completamente fracamente somantes
Introduzimos aqui a classe das aplicac¸o˜es n-lineares completamente fracamente somantes entre
espac¸os de Banach. Tal classe conte´m a classe das aplicac¸o˜es n-lineares completamente so-
mantes e coincide com essa quando o espac¸o de chegada tem dimensa˜o finita. Demonstramos o
Teorema 3.2.5 que permite provar a coincideˆncia do espac¸o das aplicac¸o˜es n-lineares completa-
mente fracamente somantes com o espac¸o de todas as aplicac¸o˜es n-lineares cont´ınuas para certos
espac¸os de Banach de chegada e de partida. Tal Teorema sera´ u´til no pro´ximo cap´ıtulo.
3.1 Definic¸o˜es e notac¸o˜es preliminares
C.A.Soares introduziu em [34] o espac¸o das aplicac¸o˜es multilineares (q; p1, ..., pn)− fracamente
somantes.
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Definic¸a˜o 3.1.1. Sejam E1, ..., En, F espac¸os de Banach e q, p1, ..., pn ∈ ]0,∞] tais que 1q ≤
1
p1
+ ...+ 1pn .
Dizemos que A ∈ L (E1, ..., En;F ) e´ (q; p1, ..., pn)−fracamente somante, se existe C ≥ 0 tal
que∥∥(A (x1i , ..., xni ))mi=1∥∥w,q ≤ C ∥∥(x1i )mi=1∥∥w,p1 ...∥∥(xni )mi=1∥∥w,pn (1)
para todo m ∈ N e xj1, ..., xjm ∈ Ej tal que j = 1, ..., n.
Notac¸a˜o 3.1.2. Denotaremos por Lws,(q;p1,...,pn) (E1, ..., En;F ) o espac¸o vetorial formado por to-
das aplicac¸o˜es A ∈ L (E1, ..., En;F ) que sa˜o (q; p1, ..., pn)−fracamente somantes e ‖A‖w,(q;p1,...,pn)
o menor de todos C satisfazendo (1). Isto define uma norma, se q ≥ 1 (q-norma, se q ∈ ]0, 1[),
em Lws,(q;p1,...,pn) (E1, ..., En;F ) que o torna um espac¸o completo.
Se p1 = ... = pn = p e A ∈ L (E1, ..., En;F ) satisfaz (1) , dizemos que A e´ (q; p)−fracamente
somante e neste caso escrevemos A ∈ Lws,(q;p) (E1, ..., En;F ) e ‖A‖w,(q;p) . Se ainda p = q,
denotamos por Lws,p (E1, ..., En;F ) e por u´ltimo, se p = q = 1, escrevemos Lws (E1, ..., En;F ).
Se 1q =
1
p1
+ ...+ 1pn , enta˜o A ∈ Lws,(q;p1,...,pn) (E1, ..., En;F ) sera´ dita fracamente (p1, ..., pn)
dominada.
Notac¸a˜o 3.1.3. A ∈ Lwd,(p1,...,pn) (E1, ..., En;F ) e ‖A‖wd,(p1,...,pn)
Analogamente, se p1 = ... = pn = p, enta˜o dizemos que A e´ fracamente p-dominada.
Notac¸a˜o 3.1.4. A ∈ Lwd,p (E1, ..., En;F ) e ‖A‖wd,p
E e´ natural, em vista do trabalho que temos feito, introduzir a seguinte definic¸a˜o
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Definic¸a˜o 3.1.5. Sejam E1, ..., En, F espac¸os de Banach e q, p1, ..., pn ∈ ]0,∞] tais que pk ≤ q,
para todo k.
Dizemos que A ∈ L (E1, ..., En;F ) e´ completamente (q; p1, ..., pn)−fracamente somante,
se existe C ≥ 0 tal que∥∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm
∥∥∥∥
w,q
≤ C ∥∥(x1i )mi=1∥∥w,p1 ...∥∥(xni )mi=1∥∥w,pn (2)
para todo m ∈ N e xj1, ..., xjm ∈ Ej , tal que j = 1, ..., n.
Notac¸a˜o 3.1.6. Vamos denotar por Lfws,(q;p1,...,pn) (E1, ..., En;F ) , o espac¸o vetorial formado
por estas aplicac¸o˜es e ‖A‖fw,(q;p1,...,pn) = inf {C, tal que satisfaz (2)} . Isto define uma norma,
se q ≥ 1 (q-norma, se q ∈ ]0, 1[), em Lfws,(q;p1,...,pn) (E1, ..., En;F ) que o torna um espac¸o
completo.
Se p1 = ... = pn = p e A ∈ L (E1, ..., En;F ) satisfaz (2) , dizemos que A e´ completa-
mente (q; p)−fracamente somante e neste caso A ∈ Lfws,(q;p) (E1, ..., En;F ) e ‖A‖fw,(q;p) .
E como anteriormente, se p = q denotamos por Lfws,p (E1, ..., En;F ) e se p = q = 1 escrevemos
Lfws (E1, ..., En;F ).
Se 1q =
1
p1
+ ... + 1pn , enta˜o A ∈ Lfws,(q;p1,...,pn) (E1, ..., En;F ) sera´ dita completamente
fracamente (p1, ..., pn) dominada.
Notac¸a˜o 3.1.7. A ∈ Lfwd,(p1,...,pn) (E1, ..., En;F ) e ‖A‖fwd,(p1,...,pn)
Analogamente, se p1 = ... = pn = p, enta˜o dizemos que A e´ completamente fracamente
p-dominada.
Notac¸a˜o 3.1.8. A ∈ Lfwd,p (E1, ..., En;F ) e ‖A‖fwd,p
Observac¸a˜o 3.1.9. Temos que
Lfas,(r;r1,...,rn) (E1, ..., En;F ) ⊂ Lfws,(r;r1,...,rn) (E1, ..., En;F ) ,
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onde r, r1, ..., rn ∈ ]0,∞] e rk ≤ r, para todo k = 1, ..., n.
De fato: Se T ∈ Lfas,(r;r1,...,rn) (E1, ..., En;F ) temos que
(
T
(
x1j1 , ..., x
n
jn
))
j∈Nn
∈ lr (F ) ,
para todo
(
xkj
)∞
j=1
∈ lwrk (Ek) .
E como lr (F ) ⊂ lwr (F ) , enta˜o:
(
T
(
x1j1 , ..., x
n
jn
))
j∈Nn
∈ lwr (F ) , para todo
(
xkj
)∞
j=1
∈
lwrk (Ek) . Portanto, T ∈ Lfws,(r;r1,...,rn) (E1, ..., En;F ) .
Observac¸a˜o 3.1.10. Se dimF <∞, enta˜o
Lfws,(r;r1,...,rn) (E1, ..., En;F ) = Lfas,(r;r1,...,rn) (E1, ..., En;F ) ,
tal que r, r1, ..., rn ∈ ]0,∞] e rk ≤ r, para todo k = 1, ..., n.
De fato:
Se T ∈ Lfws,(r;r1,...,rn) (E1, ..., En;F ) , enta˜o temos
(
T
(
x1j1 , ..., x
n
jn
))
j∈Nn
∈ lwr (F ) , para
todo
(
xkj
)∞
j=1
∈ lwrk (Ek) .
Como dimF < ∞, enta˜o lr (F ) = lwr (F ) , logo:
(
T
(
x1j1 , ..., x
n
jn
))
j∈Nn
∈ lr (F ) , para todo(
xkj
)∞
j=1
∈ lwrk (Ek) . Portanto, T ∈ Lfas,(r;r1,...,rn) (E1, ..., En;F ) . Da´ı, pela observac¸a˜o anterior
conseguimos o resultado.
3.2 Resultados de coincideˆncia
Trivialmente, vale o seguinte resultado para o caso linear
Proposic¸a˜o 3.2.1. (caso linear)
L (E;F ) = Lws,(p;q) (E;F ) , tal que 1p ≤ 1q
Demonstrac¸a˜o. (⊇) e´ claro
(⊆) Seja T ∈ L (E;F ) , da´ı:
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‖(T (xk))mk=1‖w,p = sup
ϕ∈BF ′
(
m∑
k=1
|〈ϕ, T (xk)〉|p
) 1
p
= sup
ϕ∈BF ′
(
m∑
k=1
|〈ϕ ◦ T, xk〉|p
) 1
p
= ‖T‖ sup
ϕ∈BF ′
(
m∑
k=1
∣∣∣〈ϕ ◦ T‖T‖ , xk〉∣∣∣p) 1p ≤ ‖T‖ sup
z′∈BE′
(
m∑
k=1
|〈z′, xk〉|p
) 1
p
= ‖T‖ ‖(xk)mk=1‖w,p ≤ ‖T‖ ‖(xk)mk=1‖w,q . Portanto T ∈ Lws,(p;q) (E;F ) .
Para o caso multilinear, temos a proposic¸a˜o abaixo, que pode ser encontrada em [11] (Floret
e Matos) e em [34].
Proposic¸a˜o 3.2.2. (caso multilinear)
Sejam E1, ..., Em, F espac¸os de Banach complexos e
m∑
i=1
1
q′i
≤ 1p′ onde qi, p ∈ [1,∞] (onde p′
e´ o nu´mero conjugado de p e q′i e´ o nu´mero conjugado de qi- vide Lista de notac¸o˜es).
Enta˜o L (E1, ..., Em;F ) = Lws,(p;q1,...,qm) (E1, ..., Em;F )
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Observac¸a˜o 3.2.3. Ja´ para os operadores completamente fracamente somantes na˜o obtemos o
mesmo:
Se E1, ..., En, F sa˜o espac¸os de Banach tais que
n∑
i=1
1
q′i
≤ 1p′ onde qi, p ∈ [1,∞] , na˜o implica
que L (E1, ..., En;F ) = Lfws,(p;q1,...,qn) (E1, ..., En;F ) .
Contra-exemplo: Basta tomar n = 2, E1 = E2 = c0, F = K e p = q1 = q2 = 1.
Sabemos que L (c0, c0;K) 6= Lfas (c0, c0;K), pois Littlewood provou que existe T ∈ L (c0, c0;K)
tal que
∞∑
j,k=1
|T (ej , ek)| =∞, onde (ej)∞j=1 ∈ lw1 (c0) . Como dimK <∞ enta˜o Lfas (c0, c0;K) =
Lfws (c0, c0;K) . Logo, existe T ∈ L (c0, c0;K)Lfws (c0, c0;K) .
Entretanto, para alguns casos especiais de espac¸os de Banach E1, ..., En, F podemos obter
L (E1, ..., En;F ) = Lfws (E1, ..., En;F ) . Vejamos as seguintes proposic¸o˜es:
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Proposic¸a˜o 3.2.4. Sejam E1, ..., En espac¸os de Banach e qk, p ∈ ]0,∞] , tal que qk ≤ p, com
k = 1, ..., n− 1.
Se L (E1, ..., En−1;E′n) = Lfas,(p;q1,...,qn−1) (E1, ..., En−1;E′n)
enta˜o L (E1, ..., En;F ) = Lfws,(p;q1,...,qn−1,p) (E1, ..., En;F ) , para todo F Banach.
Demonstrac¸a˜o. Seja A ∈ L (E1, ..., En;F ) . Como
L (E1, ..., En;K) ' L (E1, ..., En−1;L (En,K)) isometricamente de modo que
ϕ ◦A←→ (ϕ ◦A)1 : E1 × ...× En−1 → E′n
(x1, ..., xn−1)→ (ϕ ◦A)1 (x1, ..., xn−1) : En −→ K
xn −→ (ϕ ◦A)1 (x1, ..., xn−1) (xn) = (ϕ ◦A) (x1, ..., xn)
e denotando (ϕ ◦A)1
(
x1j1 , ..., x
n−1
jn−1
)
= Ψj1,...,jn−1 ∈ E′n, e ainda sabendo que (ϕ ◦A)1 ∈
L (E1, ..., En−1;E′n) = Lfas,(p;q1,...,qn−1) (E1, ..., En−1;E′n) , obtemos:∥∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm
∥∥∥∥
w,p
= sup
ϕ∈BF ′
(
m∑
j1,...,jn=1
∣∣∣ϕ(A(x1j1 , ..., xnjn))∣∣∣p
) 1
p
= sup
ϕ∈BF ′
[
m∑
j1,...,jn−1=1
(
m∑
jn=1
∣∣∣(ϕ ◦A)1 (x1j1 , ..., xn−1jn−1)(xnjn)∣∣∣p
)] 1
p
= sup
ϕ∈BF ′
[
m∑
j1,...,jn−1=1
(
m∑
jn=1
∥∥Ψj1,...,jn−1∥∥p ∣∣∣∣ Ψj1,...,jn−1‖Ψj1,...,jn−1‖
(
xnjn
)∣∣∣∣p
)] 1
p
= sup
ϕ∈BF ′
[
m∑
j1,...,jn−1=1
∥∥Ψj1,...,jn−1∥∥p
(
m∑
jn=1
∣∣∣∣ Ψj1,...,jn−1‖Ψj1,...,jn−1‖
(
xnjn
)∣∣∣∣p
)] 1
p
≤ sup
ϕ∈BF ′
[
m∑
j1,...,jn−1=1
∥∥Ψj1,...,jn−1∥∥p sup
Ψ∈BE′n
(
m∑
jn=1
∣∣∣Ψ(xnjn)∣∣∣p
)] 1
p
= sup
ϕ∈BF ′
[
m∑
j1,...,jn−1=1
∥∥Ψj1,...,jn−1∥∥p ∥∥∥∥(xnjn)mjn=1
∥∥∥∥p
w,p
] 1
p
=
∥∥∥∥(xnjn)mjn=1
∥∥∥∥
w,p
sup
ϕ∈BF ′
[
m∑
j1,...,jn−1=1
∥∥∥(ϕ ◦A)1 (x1j1 , ..., xn−1jn−1)∥∥∥p
] 1
p
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≤
∥∥∥∥(xnj )mj=1
∥∥∥∥
w,p
sup
ϕ∈BF ′
[
‖(ϕ ◦A)1‖fas,(p;q1,...,qn−1)
∥∥∥∥(x1j)mj=1
∥∥∥∥
w,q1
...
∥∥∥∥(xn−1j )mj=1
∥∥∥∥
w,qn−1
]
= sup
ϕ∈BF ′
‖(ϕ ◦A)1‖fas,(p;q1,...,qn−1)
∥∥∥∥(xnj )mj=1
∥∥∥∥
w,p
n−1∏
k=1
∥∥∥∥(xkj)mj=1
∥∥∥∥
w,qk
≤ C ‖A‖
∥∥∥∥(xnj )mj=1
∥∥∥∥
w,p
n−1∏
k=1
∥∥∥∥(xkj)mj=1
∥∥∥∥
w,qk
,
para todo m ∈ N e xkj ∈ Ek, com j = 1, ...,m e k = 1, ..., n, onde C > 0 (tal C existe, pois
(ϕ ◦A)1 ∈ L (E1, ..., En−1;E′n) = Lfas,(p;q1,...,qn−1) (E1, ..., En−1;E′n) , enta˜o pelo Teorema da
Aplicac¸a˜o Aberta, existe C > 0 tal que ‖(ϕ ◦A)1‖fas,(p;q1,...,qn−1) ≤ C ‖(ϕ ◦A)1‖ ≤ C‖ϕ‖‖A‖ =
C‖A‖).
Logo, A ∈ Lfws,(p;q1,...,qn−1,p) (E1, ..., En;F ) e ‖A‖fws,(p;q1,...,qn−1,p) ≤ C ‖A‖ .
Na verdade, podemos obter mais ainda:
Teorema 3.2.5. Sejam E1, ..., En espac¸os de Banach e qk, p ∈ ]0,∞] , tal que qk ≤ p, com
k = 1, ..., n− 1.
i) Se L (E1, ..., En−1;E′n) = Lfas,(p;q1,...,qn−1) (E1, ..., En−1;E′n)
enta˜o L (E1, ..., En;F ) = Lfws,(p;q1,...,qn−1,p) (E1, ..., En;F ) , para todo F Banach.
ii) Se

L (En−1;E′n) = Las,(p;qn−1) (En−1;E′n)
e L (E1, ..., En−2;L(En−1,E′n)) = Lfas,(p;q1,...,qn−2) (E1, ..., En−2;L(En−1, E′n))
enta˜o L (E1, ..., En;F ) = Lfws,(p;q1,...,qn−1,p) (E1, ..., En;F ) , para todo F Banach.
...
iii) Se

L (En−1;E′n) = Las,(p;qn−1) (En−1;E′n)
L (En−2;L(En−1,E′n)) = Las,(p;qn−2) (En−2;L(En−1, E′n))
...
L(E3;L(E4, ...,L(En−1, E′n))) = Las,(p;q3) (E3;L(E4, ...,L(En−1, E′n)))
L(E1, E2;L(E3,L(E4, ...,L(En−1, E′n)))) = Lfas,(p;q1,q2) (E1, E2;L(E3, ...,L(En−1, E′n)))
enta˜o L (E1, ..., En;F ) = Lfws,(p;q1,...,qn−1,p) (E1, ..., En;F ) , para todo F Banach.
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iv) Se

L (En−1;E′n) = Las,(p;qn−1) (En−1;E′n)
L (En−2;L(En−1,E′n)) = Las,(p;qn−2) (En−2;L(En−1, E′n))
...
L(E2;L(E3,L(E4, ...,L(En−1, E′n)))) = Las,(p;q2) (E2;L(E3, ...,L(En−1, E′n)))
L(E1;L(E2,L(E3, ...,L(En−1, E′n)))) = Las,(p;q1) (E1;L(E2,L(E3, ...,L(En−1, E′n))))
enta˜o L (E1, ..., En;F ) = Lfws,(p;q1,...,qn−1,p) (E1, ..., En;F ) , para todo F Banach.
Vejamos a demonstrac¸a˜o deste teorema para o caso n=4:
Teorema 3.2.6. (caso n=4)
Sejam E1, E2, E3 e E4 espac¸os de Banach e qk, p ∈ ]0,∞] , tal que qk ≤ p, com k = 1, 2, 3.
(i) Se L (E1, E2, E3;E′4) = Lfas,(p;q1,q2,q3) (E1, E2, E3;E′4)
enta˜o L (E1, E2, E3, E4;F ) = Lfws,(p;q1,q2,q3,p) (E1, E2, E3, E4;F ) , para todo F Banach.
(ii) Se

L (E3;E′4) = Las,(p;q3) (E3;E′4)
e L (E1, E2;L(E3,E′4)) = Lfas,(p;q1,q2) (E1, E2;L(E3, E′4))
enta˜o L (E1, E2, E3, E4;F ) = Lfws,(p;q1,q2,q3,p) (E1, E2, E3, E4;F ) , para todo F Banach.
...
(iii) Se

L (E3;E′4) = Las,(p;q3) (E3;E′4)
L (E2;L(E3,E′4)) = Las,(p;q2) (E2;L(E3, E′4))
L(E1;L(E2;L(E3, E′4))) = Las,(p;q1) (E1;L(E2;L(E3, E′4)))
enta˜o L (E1, E2, E3, E4;F ) = Lfws,(p;q1,q2,q3,p) (E1, E2, E3, E4;F ) , para todo F Banach.
Demonstrac¸a˜o. (i) e´ a proposic¸a˜o 3.2.4
(ii) Seja A ∈ L (E1, E2, E3, E4;F ) . Como temos os seguintes isomorfismos:
L (E1, E2, E3, E4;K) ' L (E1, E2, E3;E′4) isometricamente
ϕ ◦A ←→ (ϕ ◦A)1
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e
L (E1, E2, E3;E′4) ' L (E1, E2;L (E3;E′4)) isometricamente
(ϕ ◦A)1 ←→ (ϕ ◦A)2
denotando (ϕ ◦A)1 (xj , yk, zl) = Ψj,k,l e ale´m disso, sendo (ϕ ◦A)2 (xj , yk) ∈ L (E3;E′4) =
Las,(p;q3) (E3;E′4) , (ϕ ◦A)2 ∈ L (E1, E2;L(E3,E′4)) = Lfas,(p;q1,q2) (E1, E2;L(E3, E′4)) , obtemos:∥∥∥(A (xj , yk, zl,wt))j,k,l,t∈N4m∥∥∥w,p
= sup
ϕ∈BF ′
(
m∑
j,k,l,t=1
|ϕ (A (xj , yk, zl, wt))|p
) 1
p
= sup
ϕ∈BF ′
[
m∑
j,k,l=1
(
m∑
t=1
|(ϕ ◦A)1 (xj , yk, zl) (wt)|p
)] 1p
= sup
ϕ∈BF ′
[
m∑
j,k,l=1
(
m∑
t=1
‖Ψj,k,l‖p
∣∣∣∣ Ψj,k,l‖Ψj,k,l‖ (wt)
∣∣∣∣p)
] 1
p
= sup
ϕ∈BF ′
[
m∑
j,k,l=1
‖Ψj,k,l‖p
(
m∑
t=1
∣∣∣∣ Ψj,k,l‖Ψj,k,l‖ (wt)
∣∣∣∣p)
] 1
p
≤ sup
ϕ∈BF ′
 m∑
j,k,l=1
‖Ψj,k,l‖p sup
Ψ∈BE′4
(
m∑
t=1
|Ψ(wt)|p
) 1p
= sup
ϕ∈BF ′
[
m∑
j,k,l=1
‖Ψj,k,l‖p ‖(wt)mt=1‖pw,p
] 1
p
= ‖(wt)mt=1‖w,p sup
ϕ∈BF ′
[
m∑
j,k,l=1
‖(ϕ ◦A)1 (xj , yk, zl)‖p
] 1
p
= ‖(wt)mt=1‖w,p sup
ϕ∈BF ′
[
m∑
j,k=1
(
m∑
l=1
‖(ϕ ◦A)2 (xj , yk) (zl)‖p
)] 1p
≤ ‖(wt)mt=1‖w,p sup
ϕ∈BF ′
[
m∑
j,k=1
‖(ϕ ◦A)2 (xj , yk)‖pas,(p;q3) ‖(zl)
m
l=1‖pw,q3
] 1
p
≤ C1 ‖(wt)mt=1‖w,p ‖(zl)ml=1‖w,q3 sup
ϕ∈BF ′
[
m∑
j,k=1
‖(ϕ ◦A)2 (xj , yk)‖p
] 1
p
≤ C1 ‖(wt)mt=1‖w,p ‖(zl)ml=1‖w,q3 sup
ϕ∈BF ′
[
‖(ϕ ◦A)2‖fas,(p;q1,q2)
∥∥∥(xj)mj=1∥∥∥w,q1 ‖(yk)mk=1‖w,q2
]
= C1
∥∥∥(xj)mj=1∥∥∥w,q1 ‖(yk)mk=1‖w,q2 ‖(zl)ml=1‖w,q3 ‖(wt)mt=1‖w,p supϕ∈BF ′
[
‖(ϕ ◦A)2‖fas,(p;q1,q2)
]
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≤ C1C2 ‖A‖
∥∥∥(xj)mj=1∥∥∥w,q1 ‖(yk)mk=1‖w,q2 ‖(zl)ml=1‖w,q3 ‖(wt)mt=1‖w,p
= C ‖A‖
∥∥∥(xj)mj=1∥∥∥w,q1 ‖(yk)mk=1‖w,q2 ‖(zl)ml=1‖w,q3 ‖(wt)mt=1‖w,p ,
para todo xj ∈ E1, yj ∈ E2, zj ∈ E3, wj ∈ E4, com j = 1, ...,m, onde C > 0.
Portanto, A ∈ Lfws,(p;q1,q2,q3,p) (E1, E2, E3, E4;F ) e ‖A‖fws,(p;q1,q2,q3,p) ≤ C ‖A‖ .
(iii) Seja A ∈ L (E1, E2, E3, E4;F ) . Com o mesmo racioc´ınio de (ii) e tendo ainda que
L (E1, E2;L (E3;E′4)) ' L (E1,L (E2;L (E3;E′4)))
(ϕ ◦A)2 ←→ (ϕ ◦A)3
e (ϕ ◦A)3 (xj) ∈ L (E2;L(E3,E′4)) = Las,(p;q2) (E2;L(E3, E′4)) , e por u´ltimo (ϕ ◦A)3 ∈
L(E1;L(E2;L(E3, E′4))) = Las,(p;q1) (E1;L(E2;L(E3, E′4))) ,
obtemos:∥∥∥(A (xj , yk, zl,wt))j,k,l,t∈N4m∥∥∥w,p
≤ C1 ‖(wt)mt=1‖w,p ‖(zl)ml=1‖w,q3 sup
ϕ∈BF ′
[
m∑
j,k=1
‖(ϕ ◦A)2 (xj , yk)‖p
] 1
p
= C1 ‖(wt)mt=1‖w,p ‖(zl)ml=1‖w,q3 sup
ϕ∈BF ′
[
m∑
j,k=1
‖(ϕ ◦A)3 (xj) (yk)‖p
] 1
p
≤ C1 ‖(wt)mt=1‖w,p ‖(zl)ml=1‖w,q3 sup
ϕ∈BF ′
[
m∑
j=1
‖(ϕ ◦A)3 (xj)‖pas,(p;q2) ‖(yk)
m
k=1‖w,q2
] 1
p
≤ C1C2 ‖(wt)mt=1‖w,p ‖(zl)ml=1‖w,q3 ‖(yk)
m
k=1‖w,q2 sup
ϕ∈BF ′
[
m∑
j=1
‖(ϕ ◦A)3 (xj)‖p
] 1
p
≤ C1C2 ‖(wt)mt=1‖w,p ‖(zl)ml=1‖w,q3 ‖(yk)
m
k=1‖w,q2 sup
ϕ∈BF ′
‖(ϕ ◦A)3‖as,(p;q1)
∥∥∥(xj)mj=1∥∥∥w,q1
≤ C1C2C3 ‖(wt)mt=1‖w,p ‖(zl)ml=1‖w,q3 ‖(yk)
m
k=1‖w,q2
∥∥∥(xj)mj=1∥∥∥w,q1 ‖A‖
= C ‖A‖ ‖(wt)mt=1‖w,p ‖(zl)ml=1‖w,q3 ‖(yk)
m
k=1‖w,q2
∥∥∥(xj)mj=1∥∥∥w,q1 ,
para todo xj ∈ E1, yj ∈ E2, zj ∈ E3, wj ∈ E4, tal que j = 1, ...,m, onde C > 0.
Logo, A ∈ Lfws,(p;q1,q2,q3,p) (E1, E2, E3, E4;F ) e ‖A‖fws,(p;q1,q2,q3,p) ≤ C ‖A‖ .
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3.3 Aplicac¸o˜es dos resultados de coincideˆncia
Como consequ¨eˆncia do teorema 3.2.5 e como temos a igualdade Lfas,(p;q1,...,qn) (E1, ..., En;K) =
Lfws,(p;q1,...,qn) (E1, ..., En;K) , obtemos:
Corola´rio 3.3.1. Se cotipo Ek = qk, tal que k = 1, ..., n− 1 enta˜o
L (E1, ..., En;K) = Lfas,(q;1,...,1,q) (E1, ..., En;K) ,
para todo En Banach e tal que q = max {q1, ..., qn−1} .
Demonstrac¸a˜o. Pelo teorema 1.7.4 e teorema 3.2.5 temos:
se cotipo Ek = qk, tal que k = 1, ..., n − 1, enta˜o sabemos que L (E1, ..., En−1;E′n) =
Lfas,(q;1,...,1) (E1, ..., En−1;E′n) , com q ≥ max {q1, ..., qn−1} , para todo E′n, e consequentemente
L (E1, ..., En;K) = Lfas,(q;1,...,1,q) (E1, ..., En;K) , para todo En.
Por exemplo: L (l1, ..., l1;K) = Lfas,(2;1,...,1,2) (l1, ..., l1;K) (pois cotipo l1 = 2), o que melhora
o teorema 1.7.4: L (l1, ..., l1;K) = Lfas,(2;1) (l1, ..., l1;K) .
Corola´rio 3.3.2. Se cotipo E′n = q enta˜o L (E1, ..., En;K) = Lfas,(q;1,...,1,q) (E1, ..., En;K) , para
todo E1, ..., En−1 Banach.
Demonstrac¸a˜o. Pelo teorema 1.7.3 e teorema 3.2.5 temos:
se cotipo E′n = q, enta˜o vale que L (E1, ..., En−1;E′n) = Lfas,(q;1) (E1, ..., En−1;E′n) , para todo
E1, ..., En−1, e consequentemente L (E1, ..., En;K) = Lfas,(q;1,...,1,q) (E1, ..., En;K) , quaisquer que
sejam E1, ..., En−1..
Por exemplo: L (c0, ..., c0;K) = Lfas,(2;1,...,1,2) (c0, ..., c0;K) (pois cotipo c′0 = 2)
L (C(K), ..., C(K);K) = Lfas,(2;1,...,1,2) (C(K), ..., C(K);K) (uma vez que cotipo
C(K)′ = 2)
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L (l∞, ..., l∞;K) = Lfas,(2;1,...,1,2) (l∞, ..., l∞;K)
Mais geralmente: L (nE;K) = Lfas,(2;1,...,1,2) (nE;K) , para todo E espac¸o-L∞.
L (l1, ..., l1, l2;K) = Lfas,(2;1,...,1,2) (l1, ..., l1, l2;K) (pois cotipo l′2 = 2).
Observac¸a˜o 3.3.3. Relembremos que:
Um espac¸o de Banach X e´ Lp se, e somente se, seu dual X’ e´ Lq, tal que 1p+ 1q = 1
(∞−1 = 0)
(veja [7]).
Corola´rio 3.3.4. Se F ′ e´ espac¸o-Lp, tal que p ∈ [1, 2] enta˜o L (E,F ;K) = Lfas,(2;2,2) (E,F ;K) ,
para todo E espac¸o-L∞.
Demonstrac¸a˜o. Pelo teorema 3.7 de [10] e teorema 3.2.5, obtemos:
se F ′e´ espac¸o-Lp, tal que p ∈ [1, 2] , enta˜o L (E;F ′) = Las,(2;2) (E;F ′) , para todo E espac¸o-
L∞, e da´ı L (E,F ;K) = Lfas,(2;2,2) (E,F ;K) , para qualquer E espac¸o-L∞.
Por exemplo: L (2E;K) = Lfas,(2;2,2) (2E;K) , para todo E espac¸o-L∞, logo L (c0, c0;K) =
Lfas,(2;2,2) (c0, c0;K) , o que melhora o corola´rio 3.3.2 para o caso bilinear.
L (c0, lp;K) = Lfas,(2;2,2) (c0, lp;K) , tal que p ∈ [2,∞[
L (C(K), lp;K) = Lfas,(2;2,2) (C(K), lp;K) , tal que p ∈ [2,∞[
L (l∞, lp;K) = Lfas,(2;2,2) (l∞, lp;K) , tal que p ∈ [2,∞[
Corola´rio 3.3.5. L (l1, ..., l1, l2;K) = Lfas,(1;1) (l1, ..., l1, l2;K)
Demonstrac¸a˜o. Pela extensa˜o do Teorema de Grothendieck para multilineares (veja [2]-teor.5.2),
temos que L ((n−1)l1; l2) = Lfas,(1;1) ((n−1)l1; l2) , enta˜o aplicando a proposic¸a˜o 3.2.4 obtemos:
L (l1, ..., l1, , l2;K) = Lfas,(1;1) (l1, ..., l1, l2;K).
Corola´rio 3.3.6. L (c0, lp;K) = Lfas,(r;r,r) (c0, lp;K) , tal que 1 < r′ < p < 2 (onde r′ e´ o
nu´mero conjugado de r - vide Lista de notac¸o˜es).
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Demonstrac¸a˜o. Como L (c0; l′p) = Las,(r;r) (c0; l′p) , se 2 < p′ < r <∞ (por Schwartz e Kwapien´),
pelo teorema 3.2.5 temos L (c0, lp;K) = Lfas,(r;r,r) (c0, lp;K) , onde 1 < r′ < p < 2.
Corola´rio 3.3.7. Se F ′ tem cotipo p’ e 1 < r′ < p < 2, enta˜o L (l∞, F ;K) = Lfas,(r;r) (l∞, F ;K) .
Demonstrac¸a˜o. Como L (l∞;F ′) = Las,(r;r) (l∞, F ′) , se 2 < p′ < r <∞ e F ′ tem cotipo p′ (por
Maurey), enta˜o pelo teorema 3.2.5 obtemos que L (l∞, F ;K) = Lfas,(r;r,r) (l∞, F ;K) , se F ′ tem
cotipo p′ e 1 < r′ < p < 2.
Corola´rio 3.3.8. L (l1, c0, c0;K) = Lfas,(2;1,2,2) (l1, c0, c0;K)
Demonstrac¸a˜o. Basta observar que L (c0; c′0) = Las,(2;2) (c0; c′0) e ainda que L (l1;L (c0; c′0)) =
Las,(2;1) (l1;L (c0; c′0)) .
Corola´rio 3.3.9. L (l1, l1, l1;K) = Lfas,(2;1,1,2) (l1, l1, l1;K)
Demonstrac¸a˜o. Observe que L (l1; l∞) = Las,(2;1) (l1; l∞) e L (l1;L (l1; l∞)) = Las,(2;1) (l1;L (l1; l∞)) .
E aplicando o teorema 3.2.5 obtemos o resultado desejado.
Observac¸a˜o 3.3.10. Todas as consequ¨eˆncias acima valem se trocarmos K por qualquer F Ba-
nach e fas por fws.
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Cap´ıtulo 4
Aplicac¸o˜es multilineares
completamente misto somantes
Para finalizar nosso trabalho, vamos introduzir neste cap´ıtulo a teoria dos operadores comple-
tamente misto somantes. Em [24], Maurey iniciou a noc¸a˜o de operadores misto somantes,
mas com outra terminologia. Em [32], Pietsch introduziu as sequ¨eˆncias misto soma´veis. As
sequ¨eˆncias (s; p) misto soma´veis (xi)i∈N, num dado espac¸o de Banach E, sa˜o caracterizadas
pelo fato de conseguirmos escrever cada um de seus termos como um produto de um escalar por
um vetor: xi = τiyi, onde a sequ¨eˆncia formada por tais escalares esta´ em lr ((τi)i∈N ∈ lr) e
a sequ¨eˆncia de tais vetores esta´ em lws (E) ((yi)i∈N ∈ lws (E)) com 0 < p ≤ s ≤ ∞, r tal que
1
r +
1
s =
1
p . Ou seja, podemos separa´-las em duas partes. Com isso, foi poss´ıvel introduzir a teo-
ria linear dos operadores (s; p)− misto somantes. Tais operadores levam sequ¨eˆncias fracamente
p soma´veis em (s; p) misto soma´veis. Ainda em [32], Pietsch introduziu a teoria multilinear
desses operadores, que tambe´m foi bastante investigada por Soares em [34], onde foram obtidos
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interessantes resultados dessa teoria. Agora, com essa nova classe de operadores mulilineares
cont´ınuos, os completamente misto somantes, denotada por Lfm(E1, ..., En;F ), conseguimos
caracterizac¸o˜es e crite´rios ana´logos aos dos operadores misto somantes, assim como resultados
de incluso˜es e igualdades de espac¸os, entre eles, provamos que o espac¸o das aplicac¸o˜es multilin-
eares completamente misto somantes esta´ contido no espac¸o das aplicac¸o˜es multilineares misto
somantes. E por u´ltimo, estudamos teoremas de multiplicac¸a˜o, nos possibilitando dar uma outra
definic¸a˜o para os operadores completamente misto somantes.
4.1 Definic¸o˜es e notac¸o˜es preliminares
Em [32], Pietsch introduziu mais uma classe de sequ¨eˆncias soma´veis: as sequ¨eˆncias misto
soma´veis. Tal classe envolve sequ¨eˆncias absolutamente soma´veis e fracamente soma´veis.
Definic¸a˜o 4.1.1. Sejam 0 < p ≤ s ≤ ∞, r tal que 1r + 1s = 1p e E espac¸o de Banach. Uma
sequ¨eˆncia (xi)i∈N ⊂ E sera´ dita de tipo (s; p) misto soma´vel se puder ser escrita na forma
xi = τiyi
com (τi)i∈N ∈ lr e (yi)i∈N ∈ lws (E).
Em tal caso, definimos
∥∥(xi)i∈N∥∥m,(s,p) = inf {∥∥(τi)i∈N∥∥r ∥∥(yi)i∈N∥∥w,s} , onde o ı´nfimo e´
tomado sobre todas as maneiras poss´ıveis de escrever (xi)i∈N na forma acima.
Notac¸a˜o 4.1.2. Denotaremos por
lm(s,p)(E) =
{
(xi)i∈N ; xi = τiyi, com
∥∥(τi)i∈N∥∥r <∞ e ∥∥(yi)i∈N∥∥w,s <∞}
Podemos verificar em [34] (Proposic¸a˜o 4), o seguinte resultado
Proposic¸a˜o 4.1.3. lm(s,p)(E) e´ um espac¸o normado (p normado) completo se p ≥ 1 (0 < p < 1).
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Comec¸aremos esta teoria relembrando o caso linear (veja [31]), e logo em seguida veremos
as verso˜es multilineares.
Definic¸a˜o 4.1.4. Seja 0 < p ≤ s ≤ ∞. Um operador S ∈ L(E;F ) e´ (s, p) misto somante se
existe σ ≥ 0 tal que
∥∥∥(S(xj))j∈Nm∥∥∥m,(s,p) ≤ σ ∥∥(xj)mj=1∥∥w,p (I)
para toda famı´lia finita de elementos x1, ..., xm ∈ E.
Denotamos por ‖S‖m,(s,p) = inf{σ; satisfaz (I)}.
Notac¸a˜o 4.1.5. A classe de todos operadores (s, p) misto somantes e´ denotada por Lm,(s,p)(E;F ).
A teoria multilinear de tais operadores foi introduzida por Pietsch, em [32]. Depois, Soares
tambe´m estudou tal teoria, resolvendo va´rios resultados importantes (veja [34]). Vejamos enta˜o
a definic¸a˜o
Definic¸a˜o 4.1.6. Sejam 0 < q ≤ s ≤ ∞ e 0 < p1, ..., pn ≤ ∞ e 1q ≤ 1p1 + ...+ 1pn . Dizemos que
A ∈ L(E1, ..., En;F ) e´ (s, q; p1, ..., pn) misto somante se existe σ ≥ 0 tal que
∥∥∥(A(x1j , ..., xnj ))j∈Nm∥∥∥m,(s,q) ≤ σ
n∏
k=1
∥∥∥(xkj )mj=1∥∥∥
w,pk
(II)
para todos m ∈ N , x11, ..., x1m ∈ E1, ..., xn1 , ..., xnm ∈ En.
Se tal σ existe, definimos ‖A‖m,(s,q;p1,...,pn) = inf{σ; satisfaz (II)}.
Se p1 = ... = pn = p, dizemos que A e´ (s, q; p) misto somante.
Se ale´m disso p = nq, A sera´ dita (s; p) misto somante.
No caso em que 1q =
1
p1
+ ...+ 1pn , diremos que A e´ (s; p1, ..., pn) misto dominada.
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Notac¸a˜o 4.1.7. Lm,(s,q;p1,...,pn)(E1, ..., En;F ) = {A ∈ L(E1, ..., En;F ) tal que A e´ (s, q; p1, ..., pn)
misto somante}
Finalmente, investigaremos os operadores completamente misto somantes.
Definic¸a˜o 4.1.8. Sejam 0 < p1, ..., pn ≤ q ≤ s < ∞ . Dizemos que A ∈ L(E1, ..., En;F ) e´
completamente (s, q; p1, ..., pn) misto somante se existe σ ≥ 0 tal que
∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(s,q) ≤ σ
n∏
k=1
∥∥∥(xkj )mj=1∥∥∥
w,pk
(III)
para todos m ∈ N , x11, ..., x1m ∈ E1, ..., xn1 , ..., xnm ∈ En, relembrando que
∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(s,q) = inf
{∥∥∥(τj1,...,jn)j∈Nn∥∥∥r ∥∥∥(yj1,...,jn)j∈Nn∥∥∥w,s
}
,
onde o ı´nfimo e´ tomado sobre todas as maneiras poss´ıveis de escrever(
A(x1j1 , ..., x
n
jn
)
)
j∈Nnm
na forma A(x1j1 , ..., x
n
jn
) = τj1,...,jnyj1,...,jn , com
(τj1,...,jn)j∈Nn ∈ lr (K,Nn) e (yj1,...,jn)j∈Nn ∈ lws (F,Nn) tais que 1r + 1s = 1q e 0 < q ≤ s <∞.
Se tal σ existe, definimos ‖A‖fm,(s,q;p1,...,pn) = inf{σ; satisfaz (III)}.
Se p1 = ... = pn = p, dizemos que A e´ completamente (s, q; p) misto somante.
Notac¸a˜o 4.1.9. Lfm,(s,q;p1,...,pn)(E1, ..., En;F ) = {A ∈ L(E1, ..., En;F ) tal que A e´ completa-
mente (s, q; p1, ..., pn) misto somante}
Notac¸a˜o 4.1.10. lm(s,q) (F,N
n) = {(zj1,...,jn)j∈Nn ⊂ F , tal que zj1,...,jn = τj1,...,jnyj1,...,jn com∥∥∥(τj1,...,jn)j∈Nn∥∥∥r <∞ e ∥∥∥(yj1,...,jn)j∈Nn∥∥∥w,s <∞} e´ o espac¸o das sequ¨eˆncias em F de tipo (s, q)
misto soma´veis.
Observac¸a˜o 4.1.11. Observe que na definic¸a˜o de operadores completamente (s, q; p1, ..., pn)
misto somantes devemos considerar sempre pk ≤ q, para todo k = 1, ..., n.
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Temos que se T ∈ L(E1, ..., En;F ) e´ completamente (s, q; p1, ..., pn) misto somante e q < pk,
para algum k, enta˜o T = 0.
De fato:
Suponha sem perda de generalidade que q < p1. Suponha por absurdo que T 6= 0. Logo,
existe (a1, ..., an) ∈ E1 × ... × En tal que T (a1, ..., an) 6= 0. Tome (λ1j )∞j=1 ∈ lp1\lq e xkj = λkjak
com ak ∈ Ek e (λkj )∞j=1 ∈ lpk . Dessa maneira, (xkj )∞j=1 ∈ lwpk(Ek), pois:
sup
x′∈BE′
k
[
∞∑
j=1
∣∣∣〈x′, xkj〉∣∣∣pk
] 1
pk
= sup
x′∈BE′
k
[
∞∑
j=1
∣∣∣〈x′, λkjak〉∣∣∣pk
] 1
pk
= sup
x′∈BE′
k
|〈x′, ak〉|
[
∞∑
j=1
∣∣∣λkj ∣∣∣pk
] 1
pk
= ‖ak‖
∥∥∥∥(λkj)∞j=1
∥∥∥∥
pk
<∞
Mas,
(
T (x1j1 , ..., x
n
jn
)
)
j∈Nn
/∈ lm(s,q)(F,Nn), se λk1 = 1 e λkj = 0, para todo j > 2 e k = 2, ..., n,
pois como T ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;F ) e (xkj )∞j=1 ∈ lwpk(Ek) dever´ıamos ter
sup
µ∈W (B′F )
[
∞∑
j1,...,jn=1
(∫
B′F
∣∣∣〈ϕ, T (x1j1 , ..., xnjn)〉∣∣∣s dµ(ϕ)) qs
] 1
q
≤ σ
n∏
k=1
∥∥∥(xkj )∞j=1∥∥∥
w,pk
= σ ‖a1‖ ... ‖an‖
n∏
k=1
∥∥∥(λkj )∞j=1∥∥∥
w,pk
,
para todo (λkj )
∞
j=1.
Contudo, se λk1 = 1 e λ
k
j = 0 para todo j > 2 e k = 2, ..., n temos
sup
µ∈W (B′F )
[
∞∑
j1,...,jn=1
(∫
B′F
∣∣∣〈ϕ, T (x1j1 , ..., xnjn)〉∣∣∣s dµ(ϕ)) qs
] 1
q
= sup
µ∈W (B′F )
[
∞∑
j1=1
∣∣∣λ1j1∣∣∣q (∫B′F |〈ϕ, T (a1, ..., an)〉|s dµ(ϕ)) qs
] 1
q
=
(
∞∑
j1=1
∣∣∣λ1j1∣∣∣q
) 1
q
sup
µ∈W (B′F )
[∫
B′F
|〈ϕ, T (a1, ..., an)〉|s dµ(ϕ)
] 1
s
=
∥∥∥∥(λ1j)∞j=1
∥∥∥∥
q
sup
µ∈W (B′F )
[∫
B′F
|〈ϕ, T (a1, ..., an)〉|s dµ(ϕ)
] 1
s =∞, ja´ que (λ1j )∞j=1 /∈ lq.
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4.2 Alguns resultados
Usando o fato de que N e´ isomorfo a Nn, com o mesmo racioc´ınio das aplicac¸o˜es n-lineares misto
somantes (veja [34]), conseguimos os seguintes resultados desta sec¸a˜o. Todavia, para facilitar o
leitor sem que se tenha que recorrer a` tese de Soares, vamos apresentar as demonstrac¸o˜es.
Proposic¸a˜o 4.2.1. Sejam 0 < p1, ..., pn ≤ q ≤ s < ∞. A ∈ L(E1, ..., En;F ) e´ completamente
(s, q; p1, ..., pn) misto somante se, e somente se, quaisquer que sejam (x1i )i∈N ∈ lwp1(E1), ..., (xni )i∈N
∈ lwpn(En) tivermos (
A(x1j1 , ..., x
n
jn)
)
j∈Nn ∈ lm(s,q) (F,Nn) .
Demonstrac¸a˜o. (⇒) Basta observar que
∥∥(xi)i∈N∥∥w,p = sup
k
∥∥∥(xi)ki=1∥∥∥
w,p
e ∥∥∥(zj1,...,jn)j∈Nn∥∥∥m,(s,q) = supk
∥∥∥(zj1,...,jn)j∈Nnk∥∥∥m,(s,q)
(⇐) Seja A ∈ L(E1, ..., En;F ) tal que
(
A(x1j1 , ..., x
n
jn
)
)
j∈Nn
∈ lm(s,q) (F,Nn), para todos
(x1i )i∈N ∈ lwp1(E1), ..., (xni )i∈N ∈ lwpn(En), onde pk ≤ q, para k = 1, ..., n. Devemos mostrar
que A ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;F ). Para isso, basta mostrar que
A˜ : lwp1(E1)× . . .× lwpn(En) −→ lm(s,q) (F,Nn)(
(x1i )i∈N, . . . , (x
n
i )i∈N
) 7−→ (A(x1j1 , ..., xnjn))j∈Nn
e´ cont´ınua. Mas veremos na pro´xima sec¸a˜o que, se 1r +
1
s =
1
q , enta˜o
∥∥∥(zj1,...,jn)j∈Nn∥∥∥r ≤ ∥∥∥(zj1,...,jn)j∈Nn∥∥∥m,(s,q)
Alguns resultados 79
(veja Proposic¸a˜o 4.3.5). Logo, pela hipo´tese, temos que A e´ completamente absolutamente
(r; p1, ..., pn)− somante e portanto iA˜ e´ cont´ınua, onde i e´ a inclusa˜o
i : lm(s,q) (F,N
n) ↪→ lr (F,Nn)
Da´ı, o resultado segue do Lema seguinte.
Lema 4.2.2. Sejam A : E1 × ... × En → F n-linear e T ∈ L(F ;G) injetora com E1, ..., En, F
respectivamente p1, ..., pn, q normados. Enta˜o, se o gra´fico de TA e´ fechado, o gra´fico de A e´
fechado.
Para a demonstrac¸a˜o deste resultado, veja [34]-Lema 34.
Observac¸a˜o 4.2.3. O Teorema anterior mostra que A e´ completamente (s, q; p1, ..., pn) misto
somante se, e somente se, A˜ dada por A˜
(
(x1i )i∈N, . . . , (x
n
i )i∈N
)
=
(
A(x1j1 , ..., x
n
jn
)
)
j∈Nn
esta´ em
L(lwp1(E1), ..., lwpn(En); lm(s,q) (F,Nn)) e ale´m disso
‖A‖fm,(s,q;p1,...,pn) =
∥∥∥A˜∥∥∥
Para o pro´ximo resultado, usaremos os seguintes Lemas que podem ser encontrados em [31].
Lema 4.2.4. (Lema de Ky Fan) Seja K um subconjunto convexo compacto de um espac¸o linear
topolo´gico de Hausdorff. Seja ainda F uma colec¸a˜o coˆncava de func¸o˜es reais convexas semi-
cont´ınuas superiormente sobre K. Suponhamos que para uma certa constante ρ, dada φ ∈ F
exista xφ ∈ K tal que φ(xφ) ≤ ρ. Enta˜o existe x0 ∈ K tal que φ(x0) ≤ ρ para todo φ ∈ F .
Relembremos que uma colec¸a˜o F de func¸o˜es reais e´ dita coˆncava sobreK se dados n, φ1, ..., φn ∈
F , α1, ..., αn ≥ 0 com
n∑
i=1
αi = 1 existe φ ∈ F satisfazendo φ(x) ≥
n∑
i=1
αiφi(x), para todo x ∈ K.
80 Aplicac¸o˜es multilineares completamente misto somantes
Lema 4.2.5. Sejam 0 < q < s < ∞ e (zj1,...,jn)j∈Nn uma sequ¨eˆncia tal que zj1,...,jn ∈ E, para
todo j ∈ Nn. Se
(∫
BE′
|〈ϕ, zj1,...,jn〉|s dµ(ϕ)
) 1
s

j∈Nn
∈ lq(K,Nn) para cada µ ∈W (BE′),
enta˜o
σ = sup

 ∞∑
j1,...,jn=1
(∫
BE′
|〈ϕ, zj1,...,jn〉|s dµ(ϕ)
) q
s
 1q , µ ∈W (BE′)
 <∞
Demonstrac¸a˜o. Suponhamos existir µm ∈W (BE′) tal que

∞∑
m=1
(∫
BE′
|〈ϕ, zj1,...,jn〉|s dµm(ϕ)
) q
s

1
q
≥ 2ms m, para m = 1, 2, ...
Tomando µ =
∞∑
j1,...,jn=1
2−mµm, teremos µ ∈W (BE′), com

∞∑
j1,...,jn=1
(∫
BE′
|〈ϕ, zj1,...,jn〉|s dµ(ϕ)
) q
s

1
q
≥ m, para m = 1, 2, ...
o que contraria a hipo´tese inicial. Logo existe
σ := sup
{[∑∞
j1,...,jn=1
(∫
BE′
|〈ϕ, zj1,...,jn〉|s dµ(ϕ)
) q
s
] 1
q
, µ ∈W (BE′)
}
<∞
Agora, vejamos enta˜o a seguinte caracterizac¸a˜o para tais operadores
Teorema 4.2.6. Sejam 0 < q < s < ∞. Uma sequ¨eˆncia (zj1,...,jn)j∈Nn , zj1,...,jn ∈ E, sera´ de
tipo (s, q) misto soma´vel se, e somente se,(∫
BE′
|〈ϕ, zj1,...,jn〉|s dµ(ϕ)
) 1
s

j∈Nn
∈ lq(K,Nn) quando µ ∈W (BE′)
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Ale´m disso
∥∥∥(zj1,...,jn)j∈Nn∥∥∥m,(s,q) = supµ∈W (BE′ )

∞∑
j1,...,jn=1
(∫
BE′
|〈ϕ, zj1,...,jn〉|s dµ(ϕ)
) q
s

1
q
Estamos tomando BE′ com a topologia σ(E′, E).
Demonstrac¸a˜o. (⇒) Como (zj1,...,jn)j∈Nn e´ uma sequ¨eˆncia de tipo (s, q) misto soma´vel, enta˜o
zj1,...,jn = τj1,...,jn .yj1,...,jn ,
com (τj1,...,jn)j∈Nn ∈ lr (K,Nn) e (yj1,...,jn)j∈Nn ∈ lws (E,Nn), onde 1r + 1s = 1q .
Usando a Desigualdade de Ho¨lder e como existe uma bijec¸a˜o entre N e Nn temos:

∞∑
j1,...,jn=1
(∫
BE′
|〈ϕ, zj1,...,jn〉|s dµ(ϕ)
) q
s

1
q
=

∞∑
j1,...,jn=1
(∫
BE′
|〈ϕ, τj1,...,jn .yj1,...,jn〉|s dµ(ϕ)
) q
s

1
q
=

∞∑
j1,...,jn=1
|τj1,...,jn |
(∫
BE′
|〈ϕ, yj1,...,jn〉|s dµ(ϕ)
) 1
s
q
1
q
≤
∥∥∥(τj1,...,jn)j∈Nn∥∥∥r ∥∥∥(yj1,...,jn)j∈Nn∥∥∥w,s,
se µ ∈W (BE′).
(⇐) Tomemos u = rq , v = sq onde 1r + 1s = 1q e definamos
K =
(ηj1,...,jn)j∈Nn ;
∞∑
j1,...,jn=1
ηuj1,...,jn ≤ σq, ηj1,...,jn ≥ 0

e
F = {φµ,² : K → R;µ ∈W (BE′), ² > 0}
onde φµ,²
(
(ηj1,...,jn)j∈Nn
)
=
∞∑
j1,...,jn=1
(ηj1,...,jn + ε)
−v
∫
BE′
|〈ϕ, zj1,...,jn〉|s dµ(ϕ)
e σ como no Lema anterior.
82 Aplicac¸o˜es multilineares completamente misto somantes
Note que F e´ uma famı´lia coˆncava de func¸o˜es convexas cont´ınuas e K e´ fracamente compacto.
Tomando agora
ξj1,...,jn =
(∫
BE′
|〈ϕ, zj1,...,jn〉|s dµ(ϕ)
) 1
uv
teremos (ξj1,...,jn)j∈Nn ∈ K e da´ı
φµ,²
(
(ξj1,...,jn)j∈Nn
)
≤
∞∑
j1,...,jn=1
(ξj1,...,jn + ε)
−v
∫
BE′
|〈ϕ, zj1,...,jn〉|s dµ(ϕ) ≤ σq
Logo, pelo Lema de Ky Fan, podemos encontrar (ζj1,...,jn)j∈Nn ∈ K tal que
φµ,²
(
(ζj1,...,jn)j∈Nn
)
≤ σq,
para todo φµ,² ∈ F .
Em particular para µ = δ{a} teremos
∞∑
j1,...,jn=1
(ζj1,...,jn + ε)
−v |〈ϕ, zj1,...,jn〉|s ≤ σq
E´ claro que se zj1,...,jn 6= 0, teremos ζj1,...,jn 6= 0 e podemos tomar τj1,...,jn = ζ
1
q
j1,...,jn
e
yj1,...,jn = τ
−1
j1,...,jn
zj1,...,jn . Se zj1,...,jn = 0, tomamos τj1,...,jn = 0 e yj1,...,jn = 0.
Notamos enta˜o, que em ambos os casos teremos zj1,...,jn = τj1,...,jnyj1,...,jn e ale´m disso
 k∑
j1,...,jn=1
|〈ϕ, yj1,...,jn〉|s
 1s = lim
²→0
 k∑
j1,...,jn=1
(ζj1,...,jn + ε)
−v |〈ϕ, zj1,...,jn〉|s
 1s ≤ σ 1v
e
∥∥∥(τj1,...,jn)j∈Nn∥∥∥r ≤
 ∞∑
j1,...,jn=1
|ζj1,...,jn |u
 1r ≤ σ qr
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Teremos, enta˜o ∥∥∥(τj1,...,jn)j∈Nn∥∥∥r ∥∥∥(yj1,...,jn)j∈Nn∥∥∥w,s ≤ σ,
o que nos leva a ∥∥∥(zj1,...,jn)j∈Nn∥∥∥m,(s,q) ≤ σ
Temos tambe´m o seguinte crite´rio importante
Teorema 4.2.7. Sejam 0 < p1, ..., pn ≤ q ≤ s < ∞. Um operador A ∈ L(E1, ..., En;F ) e´
completamente (s, q; p1, ..., pn) misto somante se, e somente se, existe σ ≥ 0 tal que
m∑
j1,...,jn=1
 k∑
j=1
∣∣〈ϕj , A(x1j1 , ..., xnjn)〉∣∣s

q
s

1
q
≤ σ
n∏
l=1
∥∥∥(xli)mi=1∥∥∥
w,pl
∥∥∥(ϕj)kj=1∥∥∥
s
(∆)
quaisquer que sejam k,m ∈ N e xli ∈ El; i = 1, ...,m, l = 1, ..., n e ϕj ∈ F ′ com j = 1, ..., k. E
ainda
‖A‖fm,(s,q;p1,...,pn) = inf{σ; satisfaz a desigualdade anterior}
Demonstrac¸a˜o. Faremos em 2 casos.
(i) Caso s = q
(⇐) Pela desigualdade acima temos que para ϕ ∈ BF ′ vale que
 m∑
j1,...,jn=1
∣∣〈ϕ,A(x1j1 , ..., xnjn)〉∣∣q
 1q ≤ σ n∏
l=1
∥∥∥(xli)mi=1∥∥∥
w,pl
Assim ∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm∥∥∥w,q ≤ σ
n∏
l=1
∥∥∥(xli)mi=1∥∥∥
w,pl
(I)
e enta˜o pelo Teorema 4.2.6 e por (I) obtemos
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∥∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm
∥∥∥∥
m,(q,q)
= sup
µ∈W (BF ′ )
 m∑
j1,...,jn=1
(∫
BF ′
∣∣〈ϕ,A(x1j1 , ..., xnjn)〉∣∣q dµ(ϕ)
) q
q
 1q
≤ sup
µ∈W (BF ′ )
∫
BF ′
sup
ψ∈BF ′
m∑
j1,...,jn=1
∣∣〈ψ,A(x1j1 , ..., xnjn)〉∣∣q dµ(ϕ)
 1q
= sup
µ∈W (BF ′ )
[∫
BF ′
∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm∥∥∥qw,q dµ(ϕ)
] 1
q
=
∥∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm
∥∥∥∥
w,q
≤ σ
n∏
l=1
∥∥∥(xli)mi=1∥∥∥
w,pl
Portanto, A ∈ Lfm,(q,q;p1,...,pn)(E1, ..., En;F ) e ‖A‖fm,(q,q;p1,...,pn) ≤ σ.
(⇒) Suponha que A ∈ Lfm,(q,q;p1,...,pn)(E1, ..., En;F ).
Dados x11, ..., x
1
m ∈ E1, ..., xn1 , ..., xnm ∈ En e ϕ1, ..., ϕk ∈ F ′, se
A(x1j1 , ..., x
n
jn) = τj1,...,jn .yj1,...,jn ,
onde (τj1,...,jn)j∈Nn ∈ l∞ e (yj1,...,jn)j∈Nn ∈ lwq (F ;Nn) teremos

m∑
j1,...,jn=1
 k∑
j=1
∣∣〈ϕj , A(x1j1 , ..., xnjn)〉∣∣q

q
q

1
q
=

k∑
j=1
‖ϕj‖q m∑
j1,...,jn=1
∣∣∣∣〈 ϕj‖ϕj‖ , τj1,...,jnyj1,...,jn
〉∣∣∣∣q

1
q
=
 k∑
j=1
‖ϕj‖q
 1q  m∑
j1,...,jn=1
|τj1,...,jn |q
∣∣∣∣〈 ϕj‖ϕj‖ , yj1,...,jn
〉∣∣∣∣q
 1q
≤
∥∥∥(ϕj)kj=1∥∥∥
q
‖(τj1,...,jn)j∈Nn‖∞ ‖(yj1,...,jn)j∈Nn‖w,q
Tomando o ı´nfimo em ambos os membros, temos
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
m∑
j1,...,jn=1
 k∑
j=1
∣∣〈ϕj , A(x1j1 , ..., xnjn)〉∣∣q

q
q

1
q
≤
∥∥∥(ϕj)kj=1∥∥∥
q
∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(q,q)
≤
∥∥∥(ϕj)kj=1∥∥∥
q
‖A‖fm,(q,q;p1,...,pn)
n∏
l=1
∥∥∥(xli)mi=1∥∥∥
w,pl
Da´ı,
infσ ≤ ‖A‖fm,(q,q;p1,...,pn)
o que juntamente com a desigualdade anterior obtemos
‖A‖fm,(q,q;p1,...,pn) = inf{σ;σ satisfaz (∆)}.
(ii) Caso s > q
(⇒) Dados ϕ1, ..., ϕk ∈ F ′ definimos a medida de probabilidade
ν =
k∑
j=1
νjδj
onde νj =
‖ϕj‖s
k∑
j=1
‖ϕj‖s
e δj e´ a medida de Dirac no ponto ϕ˜j =
ϕj
‖ϕj‖
Como A ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;F ), dados x11, ..., x1m ∈ E1, ..., xn1 , ..., xnm ∈ En, teremos
pelo Teorema 4.2.6 que

m∑
j1,...,jn=1
 k∑
j=1
∣∣〈ϕj , A(x1j1 , ..., xnjn)〉∣∣s

q
s

1
q
=

m∑
j1,...,jn=1
(∫
BF ′
∣∣〈ϕ,A(x1j1 , ..., xnjn)〉∣∣s dν(ϕ)
) q
s

1
q ∥∥∥(ϕj)kj=1∥∥∥
s
≤
∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(s,q) ∥∥∥(ϕj)kj=1∥∥∥s
≤ ‖A‖fm,(s,q;p1,...,pn)
n∏
l=1
∥∥∥(xli)mi=1∥∥∥
w,pl
∥∥∥(ϕj)kj=1∥∥∥
s
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De fato:∫
BF ′
∣∣〈ϕ,A(x1j1 , ..., xnjn)〉∣∣s dν(ϕ)
=
∫
{ϕ˜1}
⋃˙
...
⋃˙{ϕ˜k}
∣∣〈ϕ,A(x1j1 , ..., xnjn)〉∣∣s dν(ϕ)
=
k∑
j=1
∫
{ϕ˜j}
∣∣〈ϕ,A(x1j1 , ..., xnjn)〉∣∣s dν(ϕ)
=
k∑
j=1
∣∣〈ϕ˜j , A(x1j1 , ..., xnjn)〉∣∣s ν(ϕ˜j)
=
k∑
j=1
∣∣∣∣〈 ϕj‖ϕj‖ , A(x1j1 , ..., xnjn)
〉∣∣∣∣s .νj .δj(ϕ˜j)
=
k∑
j=1
∣∣∣∣〈 ϕj‖ϕj‖ , A(x1j1 , ..., xnjn)
〉∣∣∣∣s . ‖ϕj‖sk∑
j=1
‖ϕj‖s
=
1∥∥∥(ϕj)kj=1∥∥∥s
s
k∑
j=1
∣∣〈ϕj , A(x1j1 , ..., xnjn)〉∣∣s
Temos assim que infσ ≤ ‖A‖fm,(s,q;p1,...,pn).
(⇐) Com a mesma ide´ia e usando (∆), dada ν = ∑ki=1 νiδi uma medida de probabilidade
discreta sobre BF ′ temos
m∑
j1,...,jn=1
(∫
BF ′
∣∣〈ϕ,A(x1j1 , ..., xnjn)〉∣∣s dν(ϕ)
) q
s

1
q
=

m∑
j1,...,jn=1
 k∑
j=1
∣∣∣∣〈ν 1sj ϕj , A(x1j1 , ..., xnjn)〉∣∣∣∣s

q
s

1
q
≤ σ
n∏
l=1
∥∥∥(xli)mi=1∥∥∥
w,pl
∥∥∥∥(ν 1sj ϕj)kj=1∥∥∥∥
s
≤ σ
n∏
l=1
∥∥∥(xli)mi=1∥∥∥
w,pl
Temos que a desigualdade anterior vale para toda ν ∈ W (BF ′), uma vez que as medidas de
probabilidade discretas sa˜o densas em W (BF ′), com respeito a` topologia fraca estrela. Logo,
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pelo Teorema 4.2.6 obtemos
∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(s,q) ≤ σ
n∏
l=1
∥∥∥(xli)mi=1∥∥∥
w,pl
para todo m ∈ N e
‖A‖fm,(s,q;p1,...,pn) = infσ.
4.3 Incluso˜es e igualdades de espac¸os
Nesta sec¸a˜o, consideraremos sempre 0 < p1, ..., pn ≤ q ≤ s <∞.
Proposic¸a˜o 4.3.1.
Lfm,(s,q;p1,...,pn)(E1, ..., En;F ) ⊂ Lm,(s,q;p1,...,pn)(E1, ..., En;F ).
Demonstrac¸a˜o. Dado T ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;F ), diretamente pelo teorema 4.2.7 obte-
mos m∑i=1
(
n∑
j=1
∣∣〈ϕj , T (x1i , ..., xni )〉∣∣s
) q
s

1
q
≤
 m∑j1,...,jn=1
(
n∑
j=1
∣∣∣〈ϕj , T (x1j1 , ..., xnjn)〉∣∣∣s
) q
s

1
q
≤ ‖T‖fm,(s,q;p1,...,pn)
n∏
k=1
∥∥(xki )mi=1∥∥w,pk ∥∥∥(ϕj)nj=1∥∥∥s
quaisquer que sejam m,n ∈ N e xki ∈ Ek; i = 1, ...,m, k = 1, ..., n e ϕj ∈ F ′ com j = 1, ..., n.
Logo,
T ∈ Lm,(s,q;p1,...,pn)(E1, ..., En;F ) e
‖T‖m,(s,q;p1,...,pn) ≤ ‖T‖fm,(s,q;p1,...,pn).
Observac¸a˜o 4.3.2. E esta inclusa˜o pode ser estrita, pois vimos no cap´ıtulo 1 que Littlewood
provou a existeˆncia de um operador T ∈ L (c0, c0;K) tal que
∞∑
j,k=1
|T (ej , ek)| = ∞, onde
88 Aplicac¸o˜es multilineares completamente misto somantes
(ej)
∞
j=1 ∈ l1w (c0) (sendo (ej)∞j=1 a base canoˆnica de c0), isto e´, T /∈ Lfas (c0, c0;K) (veja [15]).
Logo, existe T ∈ L (c0, c0;K) = Las (c0, c0;K) = Lm (c0, c0;K) tal que T /∈ Lfas (c0, c0;K) =
Lfm (c0, c0;K) .
Com o mesmo racioc´ınio da Proposic¸a˜o 6 em [34], podemos provar o seguinte resultado
Proposic¸a˜o 4.3.3. Sejam 0 < p ≤ s ≤ ∞, E espac¸o de Banach, enta˜o:
(i) lp(E,Nn) ⊂ lm(s,p)(E,Nn) ⊂ lwp (E,Nn) com∥∥∥(zj1,...,jn)j∈Nn∥∥∥w,p ≤ ∥∥∥(zj1,...,jn)j∈Nn∥∥∥m,(s,p) ≤ ∥∥∥(zj1,...,jn)j∈Nn∥∥∥p
(ii) lwp (E,Nn) = lm(p,p)(E,N
n), lp(E,Nn) = lm(∞,p)(E,N
n) com
∥∥∥(zj1,...,jn)j∈Nn∥∥∥w,p = ∥∥∥(zj1,...,jn)j∈Nn∥∥∥m,(p,p) e∥∥∥(zj1,...,jn)j∈Nn∥∥∥p = ∥∥∥(zj1,...,jn)j∈Nn∥∥∥m,(∞,p)
Como consequ¨eˆncia obtemos
Proposic¸a˜o 4.3.4. Temos que:
(i) Lfas,(q;p1,...,pn)(E1, ..., En;F ) ⊂ Lfm,(s,q;p1,...,pn)(E1, ..., En;F ), para todo s ≥ q.
(ii) Lfm,(s,q;p1,...,pn)(E1, ..., En;F ) ⊂ Lfws,(q;p1,...,pn)(E1, ..., En;F ), para todo s ≥ q.
(iii) Se dimF <∞, enta˜o para todo s ≥ q obtemos
Lfas,(q;p1,...,pn)(E1, ..., En;F ) = Lfm,(s,q;p1,...,pn)(E1, ..., En;F ) =
= Lfws,(q;p1,...,pn)(E1, ..., En;F )
Demonstrac¸a˜o. (i) Seja T ∈ Lfas,(q;p1,...,pn)(E1, ..., En;F ). Pela proposic¸a˜o 4.3.3 temos∥∥∥(T (x1j1 , ..., xnjn))j∈Nn∥∥∥m,(s,q) ≤ ∥∥∥(T (x1j1 , ..., xnjn))j∈Nn∥∥∥q
≤ ‖T‖fas,(q;p1,...,pn)
n∏
k=1
∥∥∥(xkj )mj=1∥∥∥
w,pk
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Portanto, T ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;F ).
(ii) Seja T ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;F ). Pela proposic¸a˜o 4.3.3 temos
∥∥∥(T (x1j1 , ..., xnjn))j∈Nn∥∥∥w,q ≤ ∥∥∥(T (x1j1 , ..., xnjn))j∈Nn∥∥∥m,(s;q)
≤ ‖T‖fms,(s,q;p1,...,pn)
n∏
k=1
∥∥∥(xkj )mj=1∥∥∥
w,pk
Da´ı, T ∈ Lfws,(q;p1,...,pn)(E1, ..., En;F ).
(iii) Basta relembrar que se dimF <∞, enta˜o lr(F ) = lwr (F ).
Ainda em [34], com a mesma ide´ia da Proposic¸a˜o 5, provamos a seguinte proposic¸a˜o
Proposic¸a˜o 4.3.5. Sejam 0 < p ≤ s ≤ ∞ e 1r + 1s = 1p . Enta˜o
lm(s,p)(E,N
n) ⊂ lr(E,Nn)
Como consequ¨eˆncia desta u´ltima proposic¸a˜o (veja tambe´m [31]-sec¸a˜o16), obtemos o seguinte
teorema
Teorema 4.3.6. Sejam 1r +
1
s =
1
p e pk ≤ p, para k = 1, ..., n. Enta˜o
Lfm,(s,p;p1,...,pn)(E1, ..., En;F ) ⊂ Lfas,(r;p1,...,pn)(E1, ..., En;F )
Demonstrac¸a˜o. Seja T ∈ Lfm,(s,p;p1,...,pn)(E1, ..., En;F ). Da´ı:
∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥r ≤ ∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(s;p)
≤ ‖T‖fm,(s,p;p1,...,pn)
n∏
k=1
∥∥∥(xki )mi=1∥∥∥
w,pk
para todos m ∈ N, xkj ∈ Ek, tal que k = 1, ..., n e j = 1, ...,m.
Analogamente, obtemos o mesmo resultado para aplicac¸o˜es multilineares misto somantes
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Teorema 4.3.7. Seja 1r +
1
s =
1
p . Enta˜o
Lm,(s,p;p1,...,pn)(E1, ..., En;F ) ⊂ Las,(r;p1,...,pn)(E1, ..., En;F )
Agora, aplicando novamente a proposic¸a˜o 4.3.3, obtemos a proposic¸a˜o seguinte
Proposic¸a˜o 4.3.8. Temos que:
(i) Lfm,(p,p;q1,...,qn)(E1, ..., En;F ) = Lfws,(p;q1,...,qn)(E1, ..., En;F )
(ii) Lfm,(∞,p;q1,...,qn)(E1, ..., En;F ) = Lfas,(p;q1,...,qn)(E1, ..., En;F ).
Demonstrac¸a˜o. (i) Sejam x11, ..., x
1
m ∈ E1, ..., xn1 , ..., xnm ∈ En.
Dado T ∈ Lfws,(p;q1,...,qn)(E1, ..., En;F ) temos:
∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(p,p) = ∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥w,p
≤ ‖T‖fws,(p;q1,...,qn)
n∏
k=1
∥∥∥(xkj )mj=1∥∥∥
w,qk
Agora, considerando T ∈ Lfm,(p,p;q1,...,qn)(E1, ..., En;F ), obtemos:
∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥w,p = ∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(p,p)
≤ ‖T‖fm,(p,p;q1,...,qn)
n∏
k=1
∥∥∥(xkj )mj=1∥∥∥
w,qk
(ii) Sejam x11, ..., x
1
m ∈ E1, ..., xn1 , ..., xnm ∈ En.
Considere T ∈ Lfas,(p;q1,...,qn)(E1, ..., En;F ), da´ı:
∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(∞,p) = ∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥p
≤ ‖T‖fas,(p;q1,...,qn)
n∏
k=1
∥∥∥(xkj )mj=1∥∥∥
w,qk
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E, dado T ∈ Lfm,(∞,p;q1,...,qn)(E1, ..., En;F ), temos:∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥p = ∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(∞,p)
≤ ‖T‖fm,(∞,p;q1,...,qn)
n∏
k=1
∥∥∥(xkj )mj=1∥∥∥
w,qk
Uma consequ¨eˆncia direta das proposic¸o˜es 3.2.4 e 4.3.8 e´ dada por
Proposic¸a˜o 4.3.9. Sejam E1, ..., En espac¸os de Banach e qk, p ∈ ]0,∞] tal que qk ≤ p, com
k = 1, ..., n− 1.
Se L(E1, ..., En−1;E′n) = Lfas,(p;q1,...,qn−1)(E1, ..., En−1;E′n) enta˜o
L(E1, ..., En;F ) = Lfm,(p,p;q1,...,qn−1,p)(E1, ..., En;F ),
para todo F Banach.
Em [34] (Proposic¸a˜o 7), temos o resultado
Proposic¸a˜o 4.3.10. Sejam 0 < p1 ≤ s1 ≤ ∞ e 0 < p2 ≤ s2 ≤ ∞, p1 ≤ p2 e E Banach.
(i) Se s1 ≥ s2 enta˜o lm(s1,p1)(E,Nn) ⊂ lm(s2,p2)(E,Nn)
(ii) Se s1 ≤ s2 e 1p1 − 1s1 ≥ 1p2 − 1s2 enta˜o lm(s1,p1)(E,Nn) ⊂ lm(s2,p2)(E,Nn)
Proposic¸a˜o 4.3.11. Sejam 0 < p1 ≤ s1 ≤ ∞ e 0 < p2 ≤ s2 ≤ ∞, p1 ≤ p2, 0 < q1, ..., qn ≤ ∞
tais que qj ≤ p1, p2, para todos j = 1, ..., n e E Banach. Logo:
(i) Se s1 ≥ s2 enta˜o
Lfm,(s1,p1;q1,...,qn)(E1, ..., En;F ) ⊂ Lfm,(s2,p2;q1,...,qn)(E1, ..., En;F )
(ii) Se s1 ≤ s2 e 1p1 − 1s1 ≥ 1p2 − 1s2 enta˜o
Lfm,(s1,p1;q1,...,qn)(E1, ..., En;F ) ⊂ Lfm,(s2,p2;q1,...,qn)(E1, ..., En;F )
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Demonstrac¸a˜o. Basta aplicar a proposic¸a˜o 4.3.10. De fato:
dado T ∈ Lfm,(s1,p1;q1,...,qn)(E1, ..., En;F ), temos
∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(s2,p2) ≤
∥∥∥(T (x1j1 , ..., xnjn))j∈Nnm∥∥∥m,(s1,p1)
≤ ‖T‖fm,(s1,p1;q1,...,qn)
n∏
k=1
∥∥∥(xkj )mj=1∥∥∥
w,qk
para todos m ∈ N, xkj ∈ Ek, com k = 1, ..., n e j = 1, ...,m.
Isto e´: T ∈ Lfm,(s2,p2;q1,...,qn)(E1, ..., En;F ).
Temos o seguinte caso particular da proposic¸a˜o anterior
Proposic¸a˜o 4.3.12. (i) Fixado s, se p ≤ q enta˜o
Lfm,(s,p;q1,...,qn)(E1, ..., En;F ) ⊂ Lfm,(s,q;q1,...,qn)(E1, ..., En;F )
(ii) Fixado q, se s1 ≥ s2 enta˜o
Lfm,(s1,q;q1,...,qn)(E1, ..., En;F ) ⊂ Lfm,(s2,q;q1,...,qn)(E1, ..., En;F )
Com o mesmo racioc´ınio do Teorema 1.3.1 e usando o teorema 4.2.7, obtemos
Lema 4.3.13. Se L(E1, ..., En;F ) = Lfm,(s,q;p1,...,pn)(E1, ..., En;F ) tal que pk ≤ q para todo
k = 1, ..., n, enta˜o
L(Ek1 , ..., Ekj ;F ) = Lfm,(s,q;pk1 ,...,pkj )(Ek1 , ..., Ekj ;F )
sempre que 1 ≤ j < n, onde para j = 1 temos k1 ∈ {1, ..., n} e para j > 1 temos kl ∈ {1, ..., n},
com kl < ki se l < i ≤ j.
E finalmente, pela proposic¸a˜o 4.3.1,conseguimos tambe´m uma relac¸a˜o entre os operadores
misto somantes e completamente misto somantes
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Teorema 4.3.14. Se L(E1, ..., En;F ) = Lfm,(s,q;p1,...,pn)(E1, ..., En;F ) tal que pk ≤ q para todo
k = 1, ..., n, enta˜o
L(Ek1 , ..., Ekj ;F ) = Lm,(s,q;pk1 ,...,pkj )(Ek1 , ..., Ekj ;F )
sempre que 1 ≤ j < n, onde para j = 1 temos k1 ∈ {1, ..., n} e para j > 1 temos kl ∈ {1, ..., n},
com kl < ki se l < i ≤ j.
4.4 Teoremas de multiplicac¸a˜o
Teorema 4.4.1. Seja A ∈ L(E1, ..., En;F ) tal que para todo espac¸o de Banach G e toda trans-
formac¸a˜o linear T ∈ Las,r(F ;G), TA e´ completamente (p; p1, ..., pn) absolutamente somante.
Enta˜o, existe C ≥ 0 tal que
‖TA‖fas,(p;p1,...,pn) ≤ C ‖T‖as,r
para todos G e T ∈ Las,r(F ;G).
Demonstrac¸a˜o. Para obtermos o resultado, basta provar que
C = sup
{
‖TA‖fas,(p;p1,...,pn) com ‖T‖as,r ≤ 1
}
<∞
Faremos por absurdo. Suponha que na˜o, enta˜o dado k existiriam espac¸os de Banach Fk e
Tk ∈ L(F ;Fk) tais que
‖Tk‖as,r ≤
1
2k
e ‖TkA‖fas,(p;p1,...,pn) ≥ k (I)
Considere
l2((Fk)∞k=1) =
{
(xi)i∈N, xi ∈ Fi;
∞∑
i=1
‖xi‖2Fi <∞
}
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Jk : Fk −→ l2(Fk)
x 7−→ (δikx)∞i=1, onde δik = delta de kronecker
e
Qj : l2(Fk) −→ Fj
(xi)i∈N 7−→ xj
E´ fa´cil ver que ‖Jk‖ ≤ 1, ‖Qk‖ ≤ 1 e QjJk = δjkIk. Da´ı, pela propriedade ideal e por (I)
obtemos: ∥∥∥∥∥
m∑
k=h
JkTk
∥∥∥∥∥
as,r
≤
m∑
k=h
‖JkTk‖as,r ≤
m∑
k=h
‖Tk‖as,r ≤
m∑
k=h
1
2k
Defina agora T =
∞∑
k=1
JkTk ∈ Las,r(F ; l2(Fk)). Portanto, usando (I), a propriedade ideal para
operadores completamente absolutamente somantes e o fato de que Tk = QkT , temos que:
k ≤ ‖TkA‖fas,(p;p1,...,pn) = ‖QkTA‖fas,(p;p1,...,pn) ≤ ‖TA‖fas,(p;p1,...,pn)
Absurdo, pois TA ∈ Lfas,(p;p1,...,pn)(E1, ..., En; l2(Fk)).
Teorema 4.4.2. Se A ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;F ) , enta˜o, para quaisquer G Banach e
T ∈ Las,s(F ;G), tem-se TA ∈ Lfas,(q;p1,...,pn)(E1, ..., En;G). Ale´m disso
‖TA‖fas,(q;p1,...,pn) ≤ ‖T‖as,s ‖A‖fm,(s,q;p1,...,pn)
Demonstrac¸a˜o. Sejam xji ∈ Ej tal que i = 1, ...,m e j = 1, ..., n.
Como A ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;F ), dado ² > 0 temos que
A(x1j1 , ..., x
n
jn) = τj1,...,jnyj1,...,jn onde
∥∥∥(τj1,...,jn)j∈Nn∥∥∥r ∥∥∥(yj1,...,jn)j∈Nn∥∥∥w,s ≤ (1 + ε)
∥∥∥∥(A(x1j1 , ..., xnjn))j∈Nnm
∥∥∥∥
m,(s,q)
≤ (1 + ε) ‖A‖fm,(s,q;p1,...,pn)
n∏
k=1
∥∥(xki )mi=1∥∥w,pk (I)
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Agora, como T ∈ Las,s(F ;G) temos que
‖T (yj1,...,jn)‖s ≤ ‖T‖as,s
∥∥∥(yj1,...,jn)j∈Nn∥∥∥w,s (II)
Da´ı, por (I) e (II) e usando a desigualdade de Ho¨lder para 1r +
1
s =
1
q∥∥∥TA(x1j1 , ..., xnjn)∥∥∥q = ‖T (τj1,...,jnyj1,...,jn)‖q
= ‖τj1,...,jnT (yj1,...,jn)‖q ≤ ‖τj1,...,jn‖r ‖T (yj1,...,jn)‖s
≤ (1 + ε) ‖A‖fm,(s,q;p1,...,pn)∥∥∥(yj1,...,jn)j∈Nn∥∥∥w,s
n∏
k=1
∥∥(xki )mi=1∥∥w,pk ‖T‖as,s ∥∥∥(yj1,...,jn)j∈Nn∥∥∥w,s
= (1 + ε) ‖T‖as,s ‖A‖fm,(s,q;p1,...,pn)
n∏
k=1
∥∥(xki )mi=1∥∥w,pk
Portanto
TA ∈ Lfas,(q;p1,...,pn)(E1, ..., En;G) e
‖TA‖fas,(q;p1,...,pn) ≤ ‖T‖as,s ‖A‖fm,(s,q;p1,...,pn)
Teorema 4.4.3. Sejam 0 < q ≤ ∞, 1 ≤ s < ∞, 0 < p1, ..., pn ≤ ∞ e A ∈ L(E1, ..., En;F ). Se
para quaisquer G Banach e T ∈ Las,s(F ;G) tivermos TA ∈ Lfas,(q;p1,...,pn)(E1, ..., En;G) enta˜o
A ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;F ).
Demonstrac¸a˜o. Sejam xji ∈ Ej tal que i = 1, ...,m e j = 1, ..., n e ϕ1, ..., ϕk ∈ F ′. Considere a
seguinte aplicac¸a˜o
S : F −→ lks
y 7−→ (〈ϕi, y〉)ki=1
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Mostremos que S ∈ Las,s(F ; lks ) e ‖S‖as,s ≤
∥∥∥(ϕi)ki=1∥∥∥
s
. De fato:
 m∑
j=1
‖S(yj)‖s
 1s =
 m∑
j=1
∥∥∥(〈ϕi, yj〉)ki=1∥∥∥slks
 1s
=

m∑
j=1
(
k∑
i=1
|〈ϕi, yj〉|s
) s
s

1
s
=

k∑
i=1
 m∑
j=1
‖ϕi‖s
∣∣∣∣〈 ϕi‖ϕi‖ , yj
〉∣∣∣∣s

1
s
≤

k∑
i=1
‖ϕi‖s sup
ϕ∈BF ′
 m∑
j=1
|〈ϕ, yj〉|s

1
s
=
∥∥∥(yj)mj=1∥∥∥w,s
(
k∑
i=1
‖ϕi‖s
) 1
s
=
∥∥∥(ϕi)ki=1∥∥∥
s
∥∥∥(yj)mj=1∥∥∥w,s
Da´ı, sendo SA ∈ Lfas,(q;p1,...,pn)(E1, ..., En; lks ) obtemos

m∑
j1,...,jn=1
 k∑
j=1
∣∣〈ϕj , A(x1j1 , ..., xnjn)〉∣∣s

q
s

1
q
=

m∑
j1,...,jn=1
∥∥SA(x1j1 , ..., xnjn)∥∥qs

1
q
≤ ‖SA‖fas,(q;p1,...,pn)
n∏
j=1
∥∥∥(xji)m
i=1
∥∥∥
w,pj
≤ C ‖S‖as,s
n∏
j=1
∥∥∥(xji)m
i=1
∥∥∥
w,pj
≤ C
∥∥∥(ϕi)ki=1∥∥∥
s
n∏
j=1
∥∥∥(xji)m
i=1
∥∥∥
w,pj
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onde a constante C e´ dada pelo teorema 4.4.1. Portanto
A ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;F ) e
‖A‖fm,(s,q;p1,...,pn) ≤ C = sup
{
‖TA‖fas,(q;p1,...,pn) com ‖T‖as,s ≤ 1
}
e ainda pelo teorema 4.4.2 temos que
‖A‖fm,(s,q;p1,...,pn) = sup
{
‖TA‖fas,(q;p1,...,pn) com ‖T‖as,s ≤ 1
}
Observac¸a˜o 4.4.4. Observe que como consequ¨eˆncia dos teoremas 4.4.2 e 4.4.3, podemos definir
aplicac¸o˜es multilineares completamente misto somantes da seguinte maneira
Definic¸a˜o 4.4.5. Sejam 0 < p1, ..., pn ≤ q ≤ s < ∞ . Dizemos que A ∈ L(E1, ..., En;F )
e´ completamente (s, q; p1, ..., pn) misto somante se para todo T ∈ Las,(s,s)(F ;G) tivermos
TA ∈ Lfas,(q;p1,...,pn)(E1, ..., En;G).
Poder´ıamos ter enunciado os teoremas 4.4.2 e 4.4.3 como um teorema de divisa˜o, da seguinte
maneira
Teorema 4.4.6. Sejam 0 < p1, ..., pn ≤ q ≤ ∞, 1 ≤ s <∞. Enta˜o
(Lfm,(s,q;p1,...,pn)(E1, ..., En;F ), ‖.‖fm,(s,q;p1,...,pn))
= (Las,s(F ;G), ‖.‖as,s)−1 ◦ (Lfas,(q;p1,...,pn)(E1, ..., En;G), ‖.‖fas,(q,p1,...,pn))
onde E1, ..., En, F e G sa˜o espac¸os de Banach.
Outro resultado de composic¸a˜o e´ dado por:
Proposic¸a˜o 4.4.7. Sejam Ti ∈ Lm,(s,p)(Ei;Fi) para i = 1, ..., n e T ∈ L(E1× ...×En, F1× ...×
Fn) dada por T (x1, ..., xn) = (T1(x1), ..., Tn(xn)). Se A ∈ Lfas,(s,s)(F1, ..., Fn;G) enta˜o AT ∈
Lfas,(p;p)(E1, ..., En;G).
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Demonstrac¸a˜o. Sejam xki ∈ Ek tais que i = 1, ...,m e k = 1, ..., n. Como Ti ∈ Lm,(s,p)(Ei;Fi),
dado ² > 0 temos que
T1(x1i ) = τ
1
i y
1
i com
∥∥(τ1i )mi=1∥∥r ∥∥(y1i )mi=1∥∥w,s ≤ (1 + ²) ‖T1‖m,(s,p) ∥∥(x1i )mi=1∥∥w,p
...
Tn(xni ) = τ
n
i y
n
i com ‖(τni )mi=1‖r ‖(yni )mi=1‖w,s ≤ (1 + ²) ‖Tn‖m,(s,p) ‖(xni )mi=1‖w,p
onde 1r +
1
s =
1
p . Logo, pela desigualdade de Ho¨lder e como A ∈ Lfas,(s,s)(F1, ..., Fn;G) obtemos
∥∥∥(AT (x1j1 , ..., xnjn))j∈Nnm∥∥∥p = ∥∥∥(A(T1(x1j1), ..., Tn(xnjn)))j∈Nnm∥∥∥p
=
∥∥∥(A(τ1j1y1j1 , ..., τnjnynjn))j∈Nnm∥∥∥p
=
∥∥∥(∣∣τ1j1∣∣ ... ∣∣τnjn∣∣A(y1j1 , ..., ynjn))j∈Nnm∥∥∥p
≤
∥∥∥(τ1j1 ...τnjn)j∈Nnm∥∥∥r ∥∥∥(A(y1j1 , ..., ynjn))j∈Nnm∥∥∥s
≤ ∥∥(τ1i )mi=1∥∥r ... ‖(τni )mi=1‖r ‖A‖fas,(s,s) n∏
k=1
∥∥∥(yki )mi=1∥∥∥
w,s
≤ (1 + ²)n ‖T1‖m,(s,p) ... ‖Tn‖m,(s,p)
n∏
k=1
∥∥∥(xki )mi=1∥∥∥
w,p
‖A‖fas,(s,s)
Portanto:
AT ∈ Lfas,(p;p)(E1, ..., En;G) e ‖AT‖fas,(p,p) ≤ ‖A‖fas,(s,s)
∏n
k=1 ‖Tk‖m,(s,p)
Com a mesma demonstrac¸a˜o da proposic¸a˜o anterior e usando a desigualdade de Ho¨lder para
1
r ≤ 1r + ...+ 1r , tambe´m obtemos
Proposic¸a˜o 4.4.8. Sejam Ti ∈ Lm,(s,p)(Ei;Fi) para i = 1, ..., n e T ∈ L(E1 × ... × En, F1 ×
...×Fn) dada por T (x1, ..., xn) = (T1(x1), ..., Tn(xn)). Se A ∈ Las,(s,s)(F1, ..., Fn;G) enta˜o AT ∈
Las,(p;p)(E1, ..., En;G).
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Teorema 4.4.9. Sejam 0 < p1, ..., pn ≤ q ≤ s < ∞ e A ∈ L(E1, ..., En;F ). Enta˜o A e´ com-
pletamente (s, q; p1, ..., pn) misto somante, se e somente se iA e´ completamente (s, q; p1, ..., pn)
misto somante, onde i : F −→ G e´ uma imersa˜o isome´trica. Temos ainda
‖iA‖fm,(s,q;p1,...,pn) = ‖A‖fm,(s,q;p1,...,pn)
Demonstrac¸a˜o. (=⇒) Sejam x11, ..., x1k ∈ E1, ..., xn1 , ..., xnk ∈ En e φ1, ..., φm ∈ G′. Da´ı: k∑j1,...,jn=1
(
m∑
j=1
∣∣∣〈φj , iA(x1j1 , ..., xnjn)〉∣∣∣s
) q
s

1
q
=
 k∑j1,...,jn=1
(
m∑
j=1
∣∣∣〈φj ◦ i, A(x1j1 , ..., xnjn)〉∣∣∣s
) q
s

1
q
≤ ‖A‖fm,(s,q;p1,...,pn)
n∏
l=1
∥∥∥∥(xlj)kj=1
∥∥∥∥
w,pl
∥∥∥(φj ◦ i)mj=1∥∥∥s
= ‖A‖fm,(s,q;p1,...,pn)
n∏
l=1
∥∥∥∥(xlj)kj=1
∥∥∥∥
w,pl
∥∥∥(φj)mj=1∥∥∥s
Portanto
iA ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;G)
e ‖iA‖fm,(s,q;p1,...,pn) ≤ ‖A‖fm,(s,q;p1,...,pn)
(⇐=)Sejam x11, ..., x1k ∈ E1, ..., xn1 , ..., xnk ∈ En e ϕ1, ..., ϕm ∈ F ′.
Pelo Teorema de Hahn-Banach, existem ϕ1, ..., ϕm ∈ G′, com ϕi(i(x)) = ϕi(x), para todo
x ∈ F e ‖(ϕi)mi=1‖s = ‖(ϕi)mi=1‖s . Logo: k∑j1,...,jn=1
(
m∑
j=1
∣∣∣〈ϕj , A(x1j1 , ..., xnjn)〉∣∣∣s
) q
s

1
q
=
 k∑j1,...,jn=1
(
m∑
j=1
∣∣∣〈ϕj ◦ i, A(x1j1 , ..., xnjn)〉∣∣∣s
) q
s

1
q
≤
 k∑j1,...,jn=1
(
m∑
j=1
∣∣∣〈ϕj , iA(x1j1 , ..., xnjn)〉∣∣∣s
) q
s

1
q
≤ ‖iA‖fm,(s,q;p1,...,pn)
n∏
l=1
∥∥∥∥(xlj)kj=1
∥∥∥∥
w,pl
∥∥∥(ϕj)mj=1∥∥∥s
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= ‖iA‖fm,(s,q;p1,...,pn)
n∏
l=1
∥∥∥∥(xlj)kj=1
∥∥∥∥
w,pl
∥∥∥(ϕj)mj=1∥∥∥s
Assim
A ∈ Lfm,(s,q;p1,...,pn)(E1, ..., En;F )
e ‖A‖fm,(s,q;p1,...,pn) ≤ ‖iA‖fm,(s,q;p1,...,pn)
Veremos mais um teorema de multiplicac¸a˜o, agora envolvendo as aplicac¸o˜es completamente
fracamente absolutamente somantes
Proposic¸a˜o 4.4.10. Sejam 0 < p1, ..., pn ≤ p ≤ s <∞.
Se A ∈ Lfws,(p;p1,...,pn)(E1, ..., En;F ) e T ∈ Lm,(s,p)(F ;G) enta˜o
TA ∈ Lfm,(s,p;p1,...,pn)(E1, ..., En;G).
Demonstrac¸a˜o. Dados x11, ..., x
1
k ∈ E1, ..., xn1 , ..., xnk ∈ En temos∥∥∥∥(TA(x1j1 , ..., xnjn))j∈Nnk
∥∥∥∥
m,(s,p)
≤ ‖T‖m,(s,p)
∥∥∥∥(A(x1j1 , ..., xnjn))j∈Nnk
∥∥∥∥
w,p
≤ ‖T‖m,(s,p) ‖A‖fws,(p;p1,...,pn)
n∏
l=1
∥∥∥∥(xlj)kj=1
∥∥∥∥
w,pl
Logo, TA ∈ Lfm,(s,p;p1,...,pn)(E1, ..., En;G).
Para o caso linear, recordemos o seguinte resultado devido a Maurey (veja [34]-Teorema 60)
Teorema 4.4.11. Se E tem cotipo 2, enta˜o idE e´ (2, p) misto somante, para todo 0 < p ≤ 2.
Em particular teremos
Lm,(2,p)(F ;E) = L(F ;E) e Lm,(2,p)(E;F ) = L(E;F )
Agora, como consequ¨eˆncia imediata deste Teorema juntamente com a proposic¸a˜o 4.4.10
obtemos
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Teorema 4.4.12. Se F tem cotipo 2 e 0 < p1, ..., pn ≤ p ≤ 2, enta˜o
Lfws,(p;p1,...,pn)(E1, ..., En;F ) = Lfm,(2,p;p1,...,pn)(E1, ..., En;F )
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