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Abstract 
This research presents a new efficient algorithm for computing the K-Maximum Convex Sum Problem (K-MCSP). Previous research has 
investigated the K-MCSP in the case of disjoint regions. In this paper, an efficient algorithm with O(Kn3) time is derived for the overlapping 
case. This approach is implemented by utilizing the simplified (bidirectional) algorithm for the convex shape. This algorithm finds the first 
maximum sum, second maximum sum and up to the Kth maximum sum, based on dynamic programming. Findings from this paper show that 
using the K-Overlapping Maximum Convex Sum (K-OMCS), which is a novel approach, gives more precise results when compared with the 
results obtained from the rectangular shape. Additionally, this paper presets an example for prospective application of using the Maximum 
Convex Sum Problem (MCSP) to locate a cancer tumour inside a mammogram image. 
Keywords: Maximum  Convex  Sum  Problem; K-Disjoint Maximum  Convex  Sum  Problem; K-Overlapping  Maximum  Convex  Sum  Problem. 
1. Introduction
The Maximum Subarray Problem (MSP) is to find the most useful informative array portion that associates two parameters
involved in data [1, 2]; previous research used the rectangular shape to find the most promising region [3,4,5,6,7,8,9,10]. MSP 
takes a new turn by using the convex shape [11]; Figure 1 shows an illustrative example of the MSP and the new method for 
computing the maximum sum, which is named the Maximum Convex Sum Problem (MCSP). MSP can be computed for one-
dimensional and two-dimensional arrays with positive and negative elements. The one-dimensional case is also called the 
maximum-sum segment problem and is well known to be linear-time solvable using Kadane’s algorithm [1]. For the two-
dimensional array, the MSP and the MCSP involve a selection of a segment of consecutive array elements that has the largest 
possible sum compared with all other segments in presented data [1, 2]. In the two-dimensional case, the task is to find a 
subarray such that the sum of its elements is maximized [12].  
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Fig. 1. maximum sum obtained from using the Kadane's algorithm and the convex shape algorithm.  
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The MSP is widely used in pattern recognition [6, 13], data mining [11,14], biological sequence analysis 
[15,16,17,18,19,20,21], and recently in health sciences [22] and medical applications [11]. For example, an environmental 
sciences application has been discussed in Fukuda and Takaoka’s paper [22].  
In Fukuda and Takaoka’s study [22], they applied the approach of the MSP in a health and environmental sciences 
application. Their study presented a new approach because epidemiological studies generally involve statistical/geographical 
approaches [22].  
Research on maximum sums has been recently extended to incorporate novel approaches. In 2010, Thaher and Takaoka [11] 
used concepts of the Maximum Convex Sum to optimize results obtained from the MSP. Thaher and Takaoka departed from 
using the rectangular region in the MSP by using the convex shape. They developed a new algorithm to compute the maximum 
sum using concepts of the convex shape approach. Additionally, their work was extended to compute the K-disjoint maximum 
convex sums in O(Kn3) time.  However, this result can be further extended to another problem of the overlapping case.  
In this paper, the aim is to compute the K-overlapping maximum convex sums in O(Kn3) time. The K-overlapping convex 
maximum sums result in ranked maximum convex sums, which are the first, the second and up to the Kth maximum sums. The 
new implementation of the overlapping case in MCSP is expected to efficiently optimize the results when compared to results 
obtained from previous work that used the rectangular shape to find the overlapping regions [8, 12].  
This study covers the following sections: background; mathematics of the K-OMSP computations; implementation of the 
convex shape; the K-Convex sum problem which includes K-OMCSP algorithm; results and analysis; conclusions and future 
work. 
2. Background   
The history of the MSP dates back to 1977. This is when problems were encountered in pattern recognition [6,13]. These 
problems led to realization of the maximum subarray problem [12].  The discovery of this problem and its associated challenges 
guided scientists to develop many algorithms and enhanced aspects for the MSP. These are covered elsewhere in [23,24,25].  
In this paper, studies related to finding the K maximum sums are presented. One of the studies classified the K maximum 
subarray problem into the K-Overlapping Maximum Subarray Problem (K-OMSP) and the K-Disjoint Maximum Subarray 
Problem (K-DMSP) [12]. Bae in his study presented methodologies and techniques to speed up computation for these two 
categories [12]. Moreover, Bae adopted a general framework based on subtraction of the minimum prefix sum from each prefix 
sum to produce candidates for the final solution. He investigated various methods to compute the K-OMSP efficiently; his 
approach was based on using the rectangular shape region. In 2007, Bashar and Takaoka developed an algorithm to generalize 
the MSP by using average case analysis; this was also based on using the rectangular region [26].   
In addition to the aforementioned research, Fukuda and his colleagues discussed data mining based on association rules for 
two numeric attributes and one Boolean [14]. They proposed an efficient algorithm for computing the regions that give optimal 
association rules for gain, support and confidence. The main aim of their algorithm was to generate two-dimensional association 
rules that represent the dependence on a pair of numeric attributes.  
Although the above research achieved successful results, these were all based on using the rectangular region as part of the 
MSP, except for Fukuda’s work [14] for a rectilinear region. A more optimized solution for K sums compared to the solution 
obtained from using the rectangular shape in the MSP was achieved using the convex shape [11].  
3. Mathematics of the K-overlapping maximum sum problem computation  
3.1. Overview 
The problem of the K-OMSP was first presented in 2004 [8]. Bengttson and Chen also studied the problem independently 
around the same time [24]. 
Since then, a rich collection of publications addressing the problem has been accumulated [8, 23,24, 25], and the time 
complexity of the problem has been increasingly improved. 
 
3.2. Problem definition  
 
We have started from the basic case of one-dimensional array to provide background information in relation to the topic. Our 
approach is based on a two-dimensional array.  
For a given array a[1..n] containing positive and negative real numbers and 0, the maximum subarray is the consecutive array 
elements of the greatest sum. Let MAX(K, L) be the operation that selects the K largest elements in a list L in non-increasing 
order. The definition of K overlapping maximum subarrays is given as follows. 
 
       R = MAX (K, L), where L =    [ ]j
x i
a x
=
¦   |  1  i  j  n                                                                                 (1) 
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Here, the K maximum sums are stored in R[1..K]. Note that the solution set R is in sorted order. This sorting was not required, 
but all other literature on this problem unanimously assumed the order.  
 
Example (1): 
Let a = {3, 51, -41, -57, 52, 59, -11, 93, -55, -71, 21, 21}. For this array of size 12, a total of 78(= 12(12+1)/2) subarrays exist. 
Among them, the first maximum subarray is 193, a[5]+a[6]+a[7]+a[8] if the first element is indexed 1. We denote this by 193(5, 
8). When overlapping is allowed, the second and third maximum subarrays are 149(1, 8) and 146(2, 8). The 78-th maximum 
subarray, (or the minimum subarray) is −126 (9, 10). 
   This paper presents a new approach of using the overlapping case in finding the maximum sum in two-dimensions, whilst 
departing from using the rectangular shape. Using the rectangular shape to find the K overlapping maximum sums computed in 
[8] is depicted in Figure 2.   
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Fig. 2. finding K-OMSP by using the rectangular shape.  Ȝ represents one of the maxima before finding the Kth overlapping maximum sums.  
 
Using the convex shape is expected to be applicable to wider sets of data distributions, which results in increased efficiency 
and optimisation in the form of obtaining a maximized gain. Figure 3 is an illustrative figure for the K overlapping case in two- 
dimensions. 
 
 
 
 
 
 
 
 
 
Fig. 3. K-overlapping convex maximum sums in two-dimensional array.  
4. Implementation of the convex shape 
 Previous work discuses the convex shape and its development in the MSP approach [11]; the studies are based on dynamic 
programming. The following is a brief summary of the convex shape in MSP [11]:   
 
Definitions of W and N shapes (1): A region is called a W region [14] when its top contour inclines or remains horizontal and 
the bottom contour declines or remains horizontal from left to right. The name W comes from the fact that the shape widens. A 
mirror image of the W shape is called an N shape, because it narrows from left to right. A WN shape is obtained by W and N 
together. In this paper, the WN shape will be called the convex shape, for simplicity.  
 
Definition of WN Convex Shape (2): A region is called WN convex shape [14], if it is comprised of x-monotone and y-
monotone shapes (Figure 4) [14]. X-monotone means the region is continuously occupied in x-axis. Y-monotone is similar. The 
WN shape is a sub-family of rectilinear regions [14]; however it is not as per the convex shape in the strict sense of geometry. 
 
 
 
First maximum sum = 114   
 
Second maximum sum = 107 
Ȝ  maximum sum = 48 
K=1 
K=2 
K=S 
1st convex maximum sum
2nd convex maximum sum
3rd convex maximum sum
Kth convex maximum sum
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Fig. 4. convex shape.  
 
 
Theorem (1): We compute W sums ending at column k from position s to position t. This ending portion is called the anchor 
column. Optimised-gain convex shape can be computed for all anchor columns in O (n3) time. 
 
To find the best W shape, there are three cases: 
 
• Case (1): The first scenario is based on the previous solution up to k-1. We need to check if the extension to the kth 
column is appropriate to maximise the gain or sum (Figure 5.a).   
 
• Case (2): The second scenario is the W shape in Figure 5.b, based on the previous solution in the kth column with a 
narrower interval. We add the value at (s, k) to the best solution to get more gain or sum. 
 
• Case (3): The third scenario is the W shape in Figure 5.c  with a narrower interval; we add the value at (t, k) to the best 
solution in the kth column to get more gain or sum.  
 
     The correctness can be seen from the fact that the optimal W shape ending at column k from s to t is composed of one of the 
above three cases. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. (a) first case of W shape; (b) second case of W shape; (c) third case of W shape 
 
 
Let v be the array containing the original data. In algorithm terms, fW is computed as follows: 
 
Algorithm (1) 
 
fW (0, [s,t])=0 for all s ≤ t 
fW (k, [s,t])=0 for all s > t and for all k 
for k=1 to n do 
   for all intervals of [s, t] in increasing 
    order of t-s where s ≤ t do  
   fW (k, [s,t]) =  
   max{ fW (k-1, [s,t])+sum[k,s,t]      (case 1) 
             fW (k, [s+1,t])+a[s, k],       (case 2) 
                 fW (k, [s, t-1])+a[t, k]}     (case 3) 
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Where fW  is the function to find W shape. fW (k, [s, t]) is the optimal value of the sum of  W shape ending from position s to 
position t in column k. The sum, sum[k, s, t], is the sum of the kth column from position s to position t used in scenario one. The 
elements, a[s,k] and a[t,k], are the values added in scenarios two and three respectively. The number of possible intervals is O 
(n2), which is placed inside the loop by k. Thus, this algorithm takes O (n3) time. 
4.1. Convex shape algorithm  
The following algorithm is based on the results obtained from Algorithm 1: 
 
Algorithm (2):  
 
 Let sum[k, s, t] be the column sum from s to t of the kth column. 
 
1. Compute W shape from left to right for each k, s and t in fw, using Algorithm 1. 
2. Compute N shape from right to left for each k, s and t, resulting in  fN, using Algorithm 1; 
/** Finalization by combination **/ 
3. For k=1 to n do 
  For s=1 to n do 
    For t=s to n do 
                    fWN (k, [s, t])= fW (k, [s, t]+ fN (k, [s, t] – sum[k, s, t] 
 
4. Take the maximum of   fWN  (k, [s, t]) for all k, s, t.  
 
We call the array portion from index s to t in the kth column the anchor column of fWN (k,[s,t]), denoted by (k, s, t). The 
finalization part takes O(n3) time since we have a triply nested structure. 
 
4.2 Application of convex shape algorithm    
 
Applications of MCSP include science branches, medical and computer applications. For example, computer vision, data 
mining and medical research related to Oncology. In this section, an example on Oncology is explained in the context of MCSP 
 
4.2.1. Medical application: Breast cancer example  
 
Breast cancer is a cancerous growth that begins in the tissues of the breast [27]. Cancer is a disease in which abnormal cells 
grow in an uncontrolled way [28]. Breast cancer is the most common cancer in women, but it can also appear in men [28].  
Effective treatment to remove the cancerous lump(s) completely relies on accurately locating the tumour. In many cases this is 
not a straightforward task. MSP can be of great use in this task, where cancer tumours can be located via applying a specifically 
designed algorithm on digitised images. The significance of the convex shape algorithm is that it can be potentially used in 
medical applications to assist doctors interpret aspects of medical images. For example, algorithms help scan digital images, such 
as those from computed tomography.  
It is found that the shape of the developed tumour in breast cancer has similar characteristics to a shape known as a convex 
shape (WN shape). This potentially implies that applying the concept of the maximum convex sum problem (MCSP) can result in 
accurately locating the lump.    
To experiment the MCSP approach in the breast cancer application, we used Algorithms one and two, which were designed 
and implemented to locate the maximum convex sum, for example in a breast tumour image. We also developed software that 
reads the digital breast cancer image, whilst normalizing the values into positive and negative numbers. The normalization is 
carried out by subtracting a positive value from the original matrix; this vale is the overall mean of the matrix. The output from 
Algorithms one and two give the maximum convex sum and the corresponding matrix portion. After this step, a reassembly of 
the digital image occurs using the original normalized matrix that we calculated at the initial step. The Maximum convex sum 
output gives the position of the tumour.  
The above process was applied to a mammogram digital image. The input to the algorithm is the image in Figure 6.a, which is 
the original image. The image in Figure 6.b is the result from the convex sum algorithm implementation. It can be clearly seen 
that the tumour was located using the MCSP approach. 
K-OMCSP can be applied in monitoring the development of the cancer at its early stages. This is important because it gives 
oncologists an idea about the cancer behaviour, which can inform the patient of the best treatment therapy, such as surgery, 
chemotherapy, radiation therapy and immunotherapy/biologic therapy [28]. Oncologists would be able to recommend the 
treatment plane based on the patient’s situation, how far cancer is spread, and other important factors like age and general health. 
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Fig.6: (a) a breast cancer tumour; (b) result from MCSP 
 
5. K Convex sum problem  
The K maximum sum can be classified into two types: the disjoint sum and the overlapping sum. Research has previously 
covered the disjoint techniques in finding the K convex sums. This paper covers a new approach for finding the K overlapping 
convex sums.  
 
5.1 K-disjoint convex maximum sum algorithm 
This section highlights work from previous research in relation to finding the maximum sum by using the first type of the K 
maximum sum problem, which is using the disjoint technique. Implementation of this algorithm can be found in [11].  
The concept of the K disjoint technique is to consecutively find convex portions with maximum sums from the remaining 
portions of the given array. This means after discarding the first maximum convex sum portion, the remaining array gets 
processed in the algorithm. This procedure of finding the K maximum convex sums continues for the first, second, third,…, Kth 
maximum convex sum.  
The implementation of an algorithm to compute the K disjoint maximum convex sum involves the following steps [11]: (a) 
The first maximum convex sum shape has to be found based on Algorithm (2).  (b) After finding this convex shape from the first 
step, elements from the found portion of the maximum convex sum are given a value of minus infinity.  (c) Algorithm (2) is used 
again to find the second maximum convex sum, and the elements of the array portion corresponding to this are replaced by minus 
infinity. (d) This process continues for the third and fourth until we reach the Kth maximum convex sum. This approach takes 
O(Kn3) time in a 2-D (n, n) array.  
 
5.2 K-overlapping maximum convex sum algorithm 
 
In [8], the tentative maximum sum and the currently accumulated sum are extended to K-tuples. In this algorithm we similarly 
extend single values of fW and fN  to K-tuples expressed by Fw and FN. Algorithm 1 is extended to K-tuples as follows. Suppose L 
is a K-tuple (a1, a2, …, aK).  For a single value x, L+x is defined by L+x = (a1+x,a2+x, …, aK+x). L-x is similarly defined. For sorted 
K-tuples L1, L2, …, Lm,, max{L1, L2, …, Lm} are the largest K numbers in the merged list of L1, L2 , …, Lm in sorted order. For two K-
tuples L1 and L2, L1+L2 are the largest K numbers in sorted order from the set, Cartesian sum, {x+y | x is in L1 and y is in L2}.  
 
Algorithm (3):  
 
FW (0, [s,t])=(0, - ∞…, -∞)  for all s ≤ t  // 0 followed by (K-1) -∞ 
FW (k, [s,t])=(- ∞, ….., -∞)  for all s > t and for all k 
for k=1 to n do 
   for all intervals of [s, t] in increasing 
    order of t-s where s ≤ t do  
       FW (k, [s,t]) =  
       max{ FW (k-1, [s,t])+sum[k,s,t]  (extended case 1) 
                 FW (k, [s+1,t])+a[s, k],      (extended case 2) 
                 FW (k, [s, t-1])+a[t, k]}      (extended case 3) 
       FN is similarly computed from right to left. 
/** Finalization **/ 
For k=1 to n do 
  For s=1 to n do 
    For t=s to n do 
                 FWN (k,[s,t])= (FW (k,[s,t]) +FN (k,[s,t]) – sum[k,s,t])  
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We call the array portion from index s to t in the kth column the anchor column of FWN (k,[s,t]), denoted by (k, s, t). 
The computation of FW and FN takes O(Kn3) time, since the max operation is placed inside a triply nested structure, and the max 
operation takes O(K) time. 
In Algorithm 3, Finalization takes O(Kn3) time. This is because finding FWN (k,[s,t])= (FW (k,[s,t]) +FN (k,[s,t]) – sum[k,s,t])  
is placed in a triply nested structure and the addition operation, “+”, of two K-tuples can be calculated in O(K) time [29]. 
6. Results and analysis 
 
Previous research used concepts of the MSP to solve the Kth overlapping maximum sums, whilst using the rectangular region. 
The region of the rectangular shape has limitations when used in the MSP because it lacks the flexibility to cover various data 
distributions. This paper’s research adds to the existing knowledge in finding an optimal solution for the K maximum sums by 
using the convex shape in the overlapping case. A new algorithm was developed in this paper to find the K-OMCS. 
To compare results obtained from using the rectangular shape with that of the convex shape, whilst using the overlapping case 
in finding the K-OMSP, two algorithms were implemented and run. The first algorithm is the rectangular shape K-OMSP [8], and 
the second algorithm is Algorithm (3) from this paper. The time complexity for the both algorithms is O(Kn3). To compare the 
algorithms’ outcomes for the maximum gain, the same input matrix was used. The matrix elements were generated via using a 
random number generator that provides positive, negative and 0 numbers. The matrix size is 300x300. Outcomes from the 
obtained output show that the new algorithm gives a better solution, when compared to the rectangular shape results. 
Additionally, it was found that a percentage in the range of 40-70% represents an increase in the maximum sum for the first and 
second and third. These results are depicted in Figure 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. comparison between first, second and third maximum sums in both rectangular and convex shape  
 
 
7. Conclusions 
    Previous research used the rectangular shape to find the K overlapping sums. This paper presents a new algorithm that 
optimises results obtained from the rectangular K overlapping sums, which is using the convex shape in the overlapping case to 
find the ranking maximum sums (the first, second, third up to Kth maximum sum). The new algorithm uses the same time 
complexity, while returning an better solution; the current time complexity is O(Kn3) for both algorithms. 
Our experiments show that the first, second and third maximum convex sum regions heavily overlap. If we impose the 
condition that subsequent sums cannot overlap with previous results more than 50%, we may have more practical algorithms for 
many applications. 
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