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ABSTRACT
We present here a study of the Hα equivalent widths of the flocculent galaxy
NGC 4395 and the grand design galaxy NGC 5457. A difference between the
mean values of the Hα equivalent widths for the two galaxies has been found.
Several hypotheses are presented in order to explain this difference: differences
in age, metallicity, star formation rate, photon leakage and initial mass function.
Various tests and Monte Carlo models are used to find out the most probable
cause of this difference. The results show that the possible cause for the difference
could be a variation in the initial mass function. This difference is such that it
seems to favor a fraction of more massive stars in the grand design galaxy when
compared with the flocculent galaxy. This could be due to a change of the
environmental conditions due to a density wave.
Subject headings: H ii regions – Galaxies: individual(NGC 4395, NGC 5457) –
Galaxies: ISM – Stars: mass function
1Departamento de Astrof´ısica, Facultad de F´ısica, Universidad de La Laguna, E-38071 La Laguna, Tener-
ife, Spain
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1. Introduction
The universality or the variation of the IMF is a controversial matter. There are evi-
dences that some star clusters in starbursts galaxies have a fraction of massive stars larger
than those predicted by a standard IMF (for example: McCrady, Gilbert & Graham 2003,
Fo¨rster Schreiber et al. 2003, Smith & Gallagher 2001, Alonso-Herrero et al. 2001, Sternberg
1998). Elmegreen (2004) suggests that this increase in the fraction of massive stars could be
due to a coalescence of dense pre-stellar condensations in denser clusters. Shadmehri (2004)
presents a model of the IMF that would result from this hypothesis.
Another good experimental sites for the gas density variation are the spiral arms. Lin
& Shu (1964) and Seiden & Gerola (1982) laid down the theoretical bases about the spiral
structure. Since these early works, both the Spiral Density Wave (SDW) theory and the Self
Stochastic Propagation of Star Formation (SSPSF), respectively, have matured quite fast.
From broad band imaging of a sample of galaxies, Elmegreen & Elmegreen (1984) sug-
gested that grand design galaxies have large enhancements of stellar density in the spiral
arms, while the arms of flocculent galaxies were mainly outlined by star formation. Then
grand design spirals could be density wave dominated, while flocculent spirals would mainly
host propagating star formation processes in their discs. In fact SSPSF models can only
reproduce arms of flocculent morphology unless a density wave is also present, as shown by
Gonza´lez-Pe´rez & Cepa (2005). From a comparison of different star formation rate (SFR)
tracers vs. arm type for a sample of spirals, Elmegreen & Elmegreen (1986) did not found
any differences in the star formation rates averaged over the whole galaxy discs, claiming
that SDW do not trigger star formation in grand design spirals in comparison with flocculent
ones. The concept of triggering is intended as an enhancement of SFR over that determined
by the gas enhancements due to the DW present in the spiral arms. Similar results were
found by McCall & Schmidt (1986) from SN samples.
On the contrary, other researchers such as Sitnik (1989,1991), Efremov (1985) and Hodge
et al. (1990), claimed that there was star formation triggering evidence in some spirals.
Moreover, comparing Hα luminosity with CO and H i surface densities, Cepa & Beckman
(1989, 1990a,b), Tacconi & Young (1990) and Knapen et al. (1992) found evidences pointing
to a substantially larger star formation efficiency (SFE) in the arms with respect to star
forming regions in the interarm disc, i.e.: spiral arms are more efficient transforming gas
into stars. However, with similar spatial resolution, molecular gas density enhancements
are larger than broadband UV or blue surface brightness enhancements, a result that would
support non-triggering.
The possibility of spiral arms favouring the formation of a larger fraction of massive
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stars, i.e.: changing the IMF but keeping the total SFR at similar levels that the interarm
disc, could harmonize the previous observational results of larger SFE in grand design spirals
but with similar overall SFR than flocculent spirals. Since spiral arms of grand design spirals
are sites of higher density due to the passage of the density wave, it might result in a top-
heavy IMF in the arms with respect to the rest of the disc, although probably the result
would not be so noticeable as in the case of starbursts galaxies. Thus, both theoretical
results and observations seem to indicate a possible IMF shift towards more massive stars
in higher density regions.
In this paper, we present a comparative study of a grand design and a flocculent galaxy
that reveals a difference in the Hα equivalent widths that, after discarding other possible
factors, seems to suggest the presence of possible IMF variations on the grand design spiral
with a production of a higher fraction of massive stars.
In section 2 we describe the data. In section 3 we explain the results obtained from the
Hα equivalent width and we make a comparision between our two galaxies. In sections 4 and
5 we discuss the effects of the age and the abundace on the Hα equivalent width distribution,
respectively. In section 6 we describe our models and the Monte Carlo tests developed to
interpret the difference in the equivalent widths. In sections 7 and 8 are discussed the IMF
and the photon leakage effects, respectively.
2. The dataset
The dataset used in this analysis has been presented in a previous paper (Cedre´s & Cepa
2002). The gathering, reduction, and corrections applied to the data are described there.
Some of the applied corrections compensated for galactic and extragalactic extinction, the
underlying absorption due massive stars in H ii regions, contamination by [N ii]λλ6548, 6584
lines, and emission from the underlying galactic disk. This last correction is critical because
it will wipe out all the continuum contribution of the disk to the H ii regions, leaving only
the intrinsic continuum for each region.
We have selected a grand design galaxy, NGC 5457, with arm class type 9 according to
the Elmegreen & Elmegreen (1987) classification. This galaxy was chosen for its proximity,
its large angular size and low inclination, and its richness in H ii regions. For this galaxy, the
compiled data consist of 338 H ii regions of the inner parts, including the 35% of the disk:
214 arm regions and 124 inter-arm regions. The method employed to determine whether an
H ii region belongs to an arm or an inter-arm zone is described in Cedre´s & Cepa (2002).
We have also selected a flocculent galaxy, NGC 4395, with arm class type 1 (Elmegreen
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& Elmegree 1987). This galaxy was selected for its very intense star-forming processes and
its very bright H ii regions in Hα, [O ii] and [O iii]. For this galaxy the compiled data
consist of 158 H ii regions over the whole disk, and we made no distinction between arm and
inter-arm regions because the galaxy lacks a clear arm design.
The parameters of the two galaxies are summarized in Table 1.
3. Hα equivalent width
The equivalent width of the Hα emission line is defined according to
EWHα =
FHα
FcHα
a, (1)
where FHα is the flux in Hα from the H ii region, FcHα is the flux of the continuum, and a is
the FWHM of the continuum filter in A˚. In this way, we obtained the ratio of Hα emission
to the flux in a 1 A˚ bandpass of the underlying stellar continuum (Belley & Roy 1992).
This magnitude gives a measure of the ratio of ionizing photons from massive stars to the
photons of the continuum from the embedded stars. It is therefore sensitive to variations in
the IMF, the evolutionary stage of the ionizing stars, and the metallicity (Leitherer et al.
1999; Kennicutt et al. 1989; Martin & Friedli 1999; Bresolin & Kennicutt 1997).
In Figure 1 we show the behavior of the logarithm of Hα equivalent width as a function
of galactocentric radius for NGC 5457 (upper panel) and NGC 4395 (lower panel). For
NGC 5457, arm regions are marked as filled circles and inter-arm regions as filled triangles.
The logarithm of the mean value for Hα equivalent width is 2.97 ± 0.02 for NCG 5457
and 2.84± 0.03 for NGC 4395. The error in these magnitudes was calculated as σ/
√
N , where
σ is the standard deviation (σ = 0.37 for NGC 5457 and σ = 0.35 for NGC 4395) and N is
the number of regions. To demostrate that the difference between both means is significant,
two statistical tests were carried out: a two-sample test, applied to both distributions; and
a χ2 test. For the two sample test, we assume that both distributions are normal, and that
both have similar standard deviations. The normality of the distributions can be tested with
the normal probability plots in Figure 2 for NGC 5457 (upper panel) and NGC 4395 (lower
panel). If the data follow a normal distribution, the plot will be linear, which is indeed
the case for both galaxies. The null hypothesis is that both means are equal. The results
demostrate that the null hypothesis was false with 99.9% confidence. In other words, the
means were different and the value of the mean Hα equivalent width for NGC 5456 was
larger than that for NGC 4395. For the χ2 test, we obtained an χ2 = 21.28, and assuming 8
degrees of freedom (obtained as the number of bins of the distribution minus 1), this gives
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Fig. 1.— Hα equivalent width as a function of galactocentric radius in arcminutes for
NGC 5457 (upper panel) and NGC 4395 (lower panel) . For NGC 5457, circles represent
arm regions and triangles inter-arm regions.
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us that both distributions are different with a 99% of confidence. This difference could be
caused by four physical parameters: the age of the H ii regions (lower Hα equivalent width
with age), the metallicity of the regions (lower metallicity implies higher equivalent width),
different H ii region leakage of ionizing photons (more leakage will reduce the Hα equivalent
width), and the IMF of the regions (non-truncated IMFs show higher equivalent widths
for low values of age), or a combination of all or several of the aforementioned physical
parameters. All these effects, except for the photon leakage, are shown in Leitherer et al.’s
(1999) models. The term “truncated IMF” is employed here with the same meaning as in
Leitherer et al. (1999): a Salpeter IMF with a maximun mass for the stars of 30M⊙, instead
of the standard 100M⊙ for the non-truncated Salpeter.
Figures 3 and 4 are the histograms of the Hα equivalent widths for NGC 5457 and
NGC 4395 respectively. The vertical line in both figures indicates the zone where we begin
to fail to detect regions with a low Hα equivalent width. The value is log[EW(Hα)] ≃ 2.2
for NGC 5457 and log[EW(Hα)] ≃ 1.9 for NGC 4395. These values where derived from the
completeness limit of their respective luminosity functions, assuming a mean value for the Hα
continuum flux. The completeness limit from the luminosity function was determined in the
bin with the largest number of H ii regions: logLHα ≃ 37.8 for NGC 5457 and logLHα ≃ 37
for NGC 4395 where LHα is expressed in erg s
−1.
In Figure 3 there are some H ii regions with logEW(Hα) ≥ 3.5. The explanation for this
is that these regions show a very large error because of weak Hα continuum emission, and
this generates larger equivalent widths. This effect, with the lack of H ii regions with low
equivalent width, generates systematically higher values for the mean of the Hα equivalent
width.
4. Age effects
From the models presented in Leitherer et al(˙1999), it is clear that the stronger de-
pendence of the Hα equivalent width comes from the age of the H ii regions. In Figure 5
we have represented several of the models from Leitherer et al. (1999). If age is the main
cause of the observed difference, the H ii regions of NGC 5457 should be younger than the
H ii regions of NGC 4395. However, if we consider the whole population of H ii regions
for the two galaxies, taking into account the short lifetime of an H ii region (about 6 to
10 Myr for the oldest regions [Coppetti et al. 1986]) and the large number of H ii regions,
it is reasonable to assume that the mean age for the H ii regions of both galaxies should
be similar. Moreover, even if a star-forming front exists in the arms of the galaxy because
of the triggering of star formation by any of the processes described in Elmegreen (1992),
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Fig. 2.— Normal probability plot for the Hα equivalent width for NGC 5457 (upper panel)
and NGC 4395 (lower panel). The crosses represent our data, and the dashed line the
probability of an “ideal” normal distribution.
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Table 1: Galaxy parameters
Galaxy Morphological Distance Arm MB Number of
name type (Mpc) class regions
(1) (2) (3)
NGC 5457 SAB(rs)cd 7.4 (4) 9 8.31 338
NGC 4395 SA(s)m 4.6 (5) 1 10.64 158
(1) De Vaucouleurs et al. (1991).
(2) Elmegreen & Elmegreen (1987).
(3) http://nedwww.ipac.caltech.edu/
(4) Kelson et al. (1996).
(5) Karachentsev et al. (2003).
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Fig. 3.— Histogram of Hα equivalent width for NGC 5457. The vertical line represents the
limit where we begin to fail to detect regions of lower equivalent width.
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these H ii regions will show a full range of ages when considering arm and interarm regions.
Moreover, none of the studied galaxies are strong starbust or poststarbust.
The possibility of a difference in Hα equivalent width caused by a difference in the star
formation rate (SFR) also exists. In fact, a gross estimate of the SFR in both galaxies using
the Hα luminosity (Kennicutt 1983) shows that the SFR per unit area for the grand design
galaxy is three times larger than the SFR for the flocculent galaxy. Taking into account a
very simple model that generates H ii regions with different SFRs but with the same IMF,
and that then tranforms age into Hα equivalent width through Leitherer et al. (1999) mod-
els, the resultant equivalent widths are too close to be distinguished in these observations.
Taking into account that significant SFR variations occur over large periods of time (Ken-
nicutt et al. 1994) and the short lifespan of the H ii regions, we have assumed that the the
SFR was constant for at least 3Myr. To obtain a difference equivalent to that observed it
is necessary that star-forming processes in the flocculent galaxy should not have occurred
in the last 3Myr, which does not agree with the observed data for NGC 4395. Moreover, is
impossible to simulate the shape of the distribution (see Figure 6). On the other hand, the
star formation history (SFH) of both galaxies could be very different in a cosmological time
scale. But this difference would rather show in the continuum than in emission line data.Here
we deal with H ii regions that have a time scale from 1 to 10Myr (approximately). Moreover,
although it is true that both galaxies present a very different SFR, such different histories
do not affect the Hα equivalent width as much as the IMF. Due to the short lifespan of H ii
regions, the only remanent of a very different SFH for a large periods of time would be old
low-intermediate mass stars. These stars will only make a contribution to the continuum of
the disk, and such subyacent emission has been wiped out as shown in Cedre´s & Cepa (2002).
There is a relation between Hubble type and the Hα equivalent witdh (see for example,
Gavazzi et al. 2002, and references therein). However, in this relation the Sm galaxies
present a larger Hα equivalent width than the Sc–Sd galaxies, contrary to our results, where
NGC 5457, an SAB(rs)cd type galaxy (de Vaucouleurs et al. 1991) has a larger value for the
equivalent width than NGC 4395, an SA(s)m type galaxy (de Vaucouleurs et al. 1991).
5. Abundance effects
The Leitherer et al. (1999) models clearly indicate a relation between the metalicity of
the regions and the Hα equivalent width. However, this relation is not as strong as the age
or the IMF (see Figure 5). The metallicity for the inner parts of NGC 5457 is higher than
that for NGC 4395 (Cedre´s & Cepa 2002), so, in agreement with the Leitherer et al. (1999)
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Fig. 4.— Histogram of Hα equivalent width for NGC 4395. The vertical line represents the
limit where we begin to fail to detect regions of lower equivalent width.
6 6.2 6.4 6.6 6.8 7 7.2
0
0.5
1
1.5
2
2.5
3
3.5
4
log (age) [yrs]
lo
g 
[E
W
(H
α
)]
Fig. 5.— Hα equivalent width as a function of the age of regions for: a Salpeter IMF
with a metalicity twice the solar value (continuous line); a truncated Salpeter IMF with a
metallicity twice the solar value (dashed line), and a Salpeter IMF with a metalicity equal
to the solar value (line with dots). Extracted from Leitherer et al. (1999) models.
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models, the mean equivalent width for NGC 4395 should be almost equal to or greater (100–
200 A˚) than the mean equivalent width of NGC 5457, contrary to the results obtained here.
The difference observed would then be even larger when taking metallicity into account.
6. Monte Carlo tests
In order to explore the IMF and photon leakage of other possible factors in the detected
difference in the Hα equivalent width, several Monte Carlo tests were computed.
The random variable chosen to develop the test was the age of the H ii regions. We
assumed a continuum distribution of age between 1 Myr and 7 Myr as maximum, on the
assumption that there is no privileged age, so all the ages of the H ii regions have the same
probability of existence at the present time between the detection boundaries. However, in
order to adjust the results to the observations to a better extend, for several simulations
the maximum age was changed to aproximately 6.8 Myr. The total number of simulated
regions was 10 000. This number was selected because it is large enough to avoid statistical
uncertainties with reasonable computation time. A random value for the error (between 0.1
to 0.35 dex in Hα equivalent width) was introduced for each simulated region, in order to
reproduce to some extend the errors presented in the data.
To obtain the values of the equivalent width, we employed Leitherer et al. (1999) models,
assuming an intantaneous burst, and transforming age directly into equivalent width.
Taking into account that NGC 5457 has a steep metallicity gradient (van Zee et al.
1998 and references therein), and that in its inner zones it is about Z = 2Z⊙ and Z = Z⊙
at R = 6′, it is necessary to employ at least two different metallicities to simulate this
behavior. However, recent measurements of the abundance for this galaxy (Kennicutt et al.
2003, Cedre´s et al. 2004) show that the metallicity could be lower than Z⊙, so an abundance
of Z = 0.4Z⊙ was also employed in our simulations. This method was developed because it
allows us to use the Leitherer et al. (1999) tabulated data directly without interpolation.
In Figure 7 we show the flux diagram of a summary of a simulation. In this process,
after the regions are created, for each one an individual error is introduced to simulate the
uncertainties of our observed data. After that, we use the age-generated regions as the input
for Leitherer et al. (1999) models, with different metallicites and IMF. The final output of
the models is an equivalent width distribution which includes all the possible effects due to
variations of the age of the regions, different IMF, the metallicity gradiend and observational
uncertainties.
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Fig. 6.— Histogram of the Hα equivalent width, obtained through Leitherer et al. (1999)
models for a Salpeter IMF and solar metallicity assuming that there is no stellar formation
in the last 3 Myr.
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Fig. 7.— Flux diagram of the Monte Carlo simulation for the Hα equivalent width. The
input for the simulation are the 10000 regions randomly generated between 1 to 7 Myr.
For each age, an error is introduced to simulate the observational uncertainties. After that,
employing Leitherer et al. (1999) Age–EW relationship, and using different combinations of
metallicity and IMF, the age distribution is transformed into an EW distribution.
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In Figure 8 we represent the simulated results for 10 000 regions, half of them with twice
the solar metallicity and the other half with solar metallicity, and a Salpeter IMF without
errors (upper panel) and with the random errors (lower panel).
7. IMF effects
From the Leitherer et al. (1999) models it is clear that there is a strong dependence of
the Hα equivalent width and the IMF for H ii regions with younger ages (see Figure 5). So it
is reasonable to assume that a difference in the IMF between both galaxies could explain the
different Hα equivalent width observed. Employing the Monte Carlo tests described in the
previous section, we developed several models with different IMFs to explore this possibility.
In Figure 9 we present the Monte Carlo results for a single Salpeter IMF and two
metalicities. It is clear that, even considering two different metallicities, it is not possible to
reproduce the observed trend for the Hα equivalent width in the grand design galaxy with
sufficient accuracy. It is therefore necessary to assume that a certain number of H ii regions
may have another kind of IMF.
In Table 2 a sample of the parameters employed for several simulations for the grand
design galaxy is provided, with the best result marked in boldface. The best simulation was
obtained with 62% of regions using a Salpeter IMF and 40% of regions using a truncated
Salpeter IMF. For this simulation, we assumed that 50% of the regions had solar metallicity
and the other 50% twice solar. The maximum age was chosen to be 6.75 on a logarithmic
scale. This model is represented in Figure 10.
The best result obtained (highlighted in Table 2) is showed in Figure 10. Compared
with the data represented in Figure 3, it is clear that there is a very good agreement between
the simulated data and the observed data, not only in the shape of the distribution but in
the mean value and in the standard deviation of the data.
In Figure 11, we represent some of the models summarized in Table 2. The models are
from left to right and top to bottom, models 1, 5, 8, and 11 respectively. From Table 2, and
taking into account the results of the statistical test carried out (the two sample test), it is
clear that the best coincidence between the models and the observed data is obtained when
it is assumed that the majority of the regions present a Salpeter IMF, even when considering
two or three different metalicities. Moreover, the best results are also obtained assuming
that the oldest regions have log(age) = 6.75, instead of log(age) = 6.8.
For the flocculent galaxy (NGC 4395), there is no trace of a metallicity gradient (or
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Fig. 8.— Monte Carlo simulations for a Salpeter IMF with two metallicities: solar and twice
solar. Upper panel: regions without error. Lower panel: regions with random error.
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Fig. 9.— Monte Carlo results for a Salpeter IMF and two metallicities. Upper panel:
Z = 2Z⊙. Middle panel: Z = Z⊙. Lower panel: sum of middle and upper panels.
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IMF Met. Max. Age 2 TEST Mean STD Number
Sal. Trunc. 2Z⊙ Z⊙ 0.4Z⊙
50% 50% 50% 50% 0% 6.8 <1% 2.89 N.A. 1
50% 50% 50% 50% 0% 6.75 19% 2.94 N.A. 2
60% 40% 50% 50% 0% 6.75 98.7% 2.97 0.37 3
62% 38% 50% 50% 0% 6.75 99% 2.97 0.375 4
70% 30% 50% 50% 0% 6.8 10% 2.94 N.A. 5
70% 30% 50% 50% 0% 6.75 30% 2.99 N.A. 6
50% 50% 40% 50% 10% 6.75 60% 2.96 N.A. 7
60% 40% 50% 40% 10% 6.75 87% 2.97 N.A. 8
60% 40% 50% 30% 20% 6.75 68% 2.96 N.A. 9
60% 40% 40% 50% 10% 6.75 64% 2.98 N.A. 10
60% 40% 40% 50% 10% 6.8 5% 2.92 N.A. 11
60% 40% 30% 50% 20% 6.75 30% 2.99 N.A. 12
Table 2: Parameters of the Monte Carlo simulations for NGC 5457. The first two columns
are the percentage of the regions with a determinate IMF. The first column is for a Salpeter
IMF. The second column is for a truncated Salpeter IMF. Columns 3 to 5 are the percentage
of the regions with a determinate metallicity. The column 3 is the percentage of regions
with a metallicity twice solar. Column 4 is the percentage of regions with a solar metallicity.
Column 5 is the percentage of regions with a metallicity 0.4 times solar. Column 6 is the
maximum age of the regions created on a logarithmic scale. Column 7 is the confidence of the
two sample test when comparing the model with the data. The higher the percentage, the
more similar the simulation is to real data. Column 8 is the mean value of the distribution,
and column 9 is the standard deviation. This last parameter is presented only for the best
simulations to the data. Column 10 is the identification number of the model.
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if there is it is very shallow [Roy et al. 1996; Van Zee et al. 1998]). However, the large
dispersion of the data for this galaxy (Cedre´s & Cepa 2002) suggests that there is the
possible coexistence of two different metallicities in order to simulate this parameter. The
parameters employed for several simulations are summarized in Table 3. The best results
are highlighted in boldface.
In Figures 12 and 13 we have represented the models 5 and 6. The model in Figure 12
has 100% of its regions with a truncated Salpeter IMF, 10% of its regions with a metallicity
twice solar, and the remaining 90% of its regions with solar metallicity. The maximum age
was 6.8 on a logarithmic scale. The mean value for the logarithm of the Hα equivalent width
is 2.83 and the standart deviation is 0.33. Both numbers are very close to those obtained
from the observed data. However, the shape of the distribution it is not as accurate as for the
grand design galaxy, although the confidence of the two-sample test is 90%. For Figure 13,
we obtain a better coincidence with 55% of the regions with solar metallicity and 45% of
the regions with a metallicity twice solar and with a maximum age of 6.75 on a logarithmic
scale. However, there is again a problem with the shape of the distribution. As seen in the
two previous examples, it is difficult to obtain for this galaxy a unique set of parameters to
simulate the distribution of equivalent widths. But the only way to approximate to a high
value for the confidence in the two sample test is by considering all the regions in this galaxy
to present a truncated IMF.
For this galaxy, the majority of the models show a maximum age of 6.8 on a logarithmic
scale. This can be explained in terms of the galaxy being nearer than the grand design
galaxy, so we are able to observe fainter regions in Hα, that generally are the older ones.
8. Photon leakage effects
Photon leakage could be a possible cause of the observed Hα equivalent width distri-
bution. According to Zurita et al. (2002), the more luminous the region is, the larger is the
fraction of escaping photons. In Figure 16 we present two models from Zurita et al. (2002),
one with a constant filling factor for the H ii regions (circles) and one with a constant density
(crosses). In order to simulate the photon leakage employing the models of Starbust’99, it is
necessary to rescale the relationship presented there between the ionizing photons and the
age of the H ii regions (figure 77b of Leitherer et al. 1999). The models there have been
normalized to a total mass of 106 M⊙ per H ii region, so the number of ionizing photons is
far too large. Kennicutt’s (1988) expression for the total stellar ionizing mass in the range
10 M⊙ < M < 100 M⊙, with a Salpeter IMF is:
Ms = 3.6× 10−36LHα, (2)
– 17 –
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
500
1000
1500
2000
2500
3000
log[EW(Hα)]
N
um
be
r o
f r
eg
io
ns
Fig. 10.— Best Monte Carlo simulation for the galaxy NGC 5457. This model has 62% of
its regions with a Salpeter IMF and 38% of its regions with a truncated Salpeter IMF. The
maximum age is 6.75 on a logartithmic scale and half of the regions have twice the solar
metallicity. The other half have solar metallicity. This model is marked in Table 2 as number
4.
IMF Met. Max. Age 2 TEST Mean STD Number
Sal. Trunc. 2Z⊙ Z⊙
40% 60% 50% 50% 6.8 < 0.1% 2.87 N.A. 1
40% 60% 50% 50% 6.75 1% 2.92 N.A. 2
20% 80% 0% 100% 6.8 7% 2.89 N.A. 3
0% 100% 0% 100% 6.8 39% 2.85 N.A. 4
0% 100% 10% 90% 6.8 90% 2.83 0.33 5
0% 100% 45% 55% 6.75 97% 2.837 0.29 6
Table 3: Parameters of the Monte Carlo simulations for NGC 4395. The two first columns are
the percentage of the regions with a determinate IMF. The first column is for a Salpeter IMF.
The second column is for a truncated Salpeter IMF. Columns 3 and 4 are the percentage of
the regions with a determinate metallicity. The column 3 is the percentage of regions with
a metallicity twice solar. Column 4 is the percentage of regions with a metallicity equal
to the solar value. Column 5 is the maximum age of the regions created on a logarithmic
scale. Column 6 is the confidence of the two sample test when comparing the model with
the data. The higher the percentage, the more similar the simulation is to the real data.
Column 7 is the mean value of the distribution, and column 8 is the standard deviation.
This last parameter is presented only for the best simulations to the data. Column 9 is the
identification number of the model
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Fig. 11.— Monte Carlo models for NGC 5457. Models are: top left, model 1; top right,
model 5; bottom left, model 8; bottom right, model 11.
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Fig. 12.— Monte Carlo simulation for NGC 4395. In this simulation, 100% of the regions
have a truncated Salpeter IMF. The maximum age is 6.8 on a logarithmic scale. Ten percent
of the regions have a metallicity twice solar and the remaining 90% have solar metallicity.
This model is marked with the number 5 in Table 3.
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Fig. 13.— Monte Carlo simulation for NGC 4395. In this simulation, 100% of the regions
have a truncated Salpeter IMF. The maximum age is 6.75 on a logarithmic scale. Forty-
five percent of the regions have a metallicity twice solar and the remaining 55% have solar
metallicity. This model is marked with the number 6 in Table 3.
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where Ms is in solar masses and LHα is in erg s
−1.
We can relate the Hα luminosity with the number of ionizing photons according to
Osterbrock (1989):
Q(H0) = 7.31× 1011LHα, (3)
where LHα is in erg s
−1.
So comparing the distribution of ionizing masses between our data from NCG 5457 and
a simulated distribution of ionizing masses employing the Leitherer et al. (1999) models, and
assuming a Salpeter IMF and a similar range of ages for the H ii regions, we obtained a
correction factor of (2.95 ± 0.1) × 10−3. The uncertainties in this quantity were calculated
by varying the value of the factor and observing the variation in the result of the final
simulation.
Employing the relationship between Q(H0) and the rescaled age of the H ii region,
we obtained a relation between Q(H0) and the Hα equivalent width through the models
of Leitherer et al. (1999). With these two relationships, we were able to run Monte Carlo
tests as described in section 6. In this case, because of the large number of parameters
employed and in order to avoid excessive noise in the results, each Monte Carlo test with
10 000 simulated regions was repeated 1000 times.
In Figures 14 and 15 we represent the flux diagram of the process to obtain a corrected
relationship between the number of photons and the equivalent width, and the new Monte
Carlo simulation, respectively.
In Table 4 we show the results of the simulations for the grand design galaxy. The column
distribution is the same as in Table 2, but in this case we have introduced a new column
that indicates the law of photon escape employed (“den” for constant density and “f.f.”
for constant filling factor). The column for the maximun age of the regions was suppressed
because it was selected as log(age) = 6.8 for all the simulations. The column for the IMF was
also suppressed because A Salpeter IMF was employed for all the simulations. Simulations
with a maximun age of log(age) = 6.75 were carried out, but showed no significant variation
when compared with log(age) = 6.8. From Table 4 it is clear that there is no large difference
between the simulations with a photon escape law with constant density and a photon escape
law with constant filling factor; however, the results for an escape law with constant density
are always better matched to real data than those for a law with a constant filling factor. In
general, the simulations do not get so close to the real dara as the simulations with mixed
IMFs and no photon escape. However, simulation number 5 in Table 4 has a good level of
similarity with the real data. This simulation presents a peculiar metallicity mixture that is
compatible with a less metallic NGC 5457, as proposed in Kennicutt et al. (2003) and Cedre´s
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Fig. 14.— Summary of the process to obtain a corrected relationship for our galaxies between
the number of photons (Q) and the Hα equivalent width. As in Figure 7, the input is the
age distribution for 10000 regions, but in this case, the regions are transformed, employing
Leitherer et al. (1999) relationship between age and Q into a photon distribution with a
Salpeter IMF and several metallicities. The process then transforms Q into an ionizing mass
distribution. This distribution is rescalated to adjust it to the galaxy H ii ionizing mass.
Employing again Leitherer et al. (1999) models, a valid relationship for our galaxy between
the number of ionizing photons and the Hα equivalent width is generated.
Distribution.
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Fig. 15.— Flux diagram for the Monte Carlo simulation for the Hα equivalent width with
photon leaking. For this case, the input and errors are introduced as explained in Figure
7. Employing the new relationship between age and Q, obtained as showed in Figure 14,
we achieved the Q distribution. We applied Zurita et al. (2002) law to this distribution
to supress the photons that may leak for the H ii regions, getting a new Q distribution.
Employing the new relationship between Q and the equivalent width (indicated in Figure
14), we obtained the definitive Hα equivalent width distribution with photon leakage.
– 22 –
37.5 38 38.5 39 39.5 40
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
log L(Hα) (erg/s)
Es
ca
pe
 fr
ac
tio
n
Constant filling factor
Constant density
Fig. 16.— Fraction of the total ionizing photon flux within an H ii region escaping from
it according to Zurita et al.’s (2002) models. The circles are from a model with constant a
filling factor and the crosses from a model with constant density.
Met. Escape 2 TEST Mean Number
2Z⊙ Z⊙ 0.4Z⊙ Law
50% 50% 0% den. <1% 2.93±0.01 1
50% 50% 0% f.f. <1% 2.92±0.01 2
0% 100% 0% den. 78% 2.97±0.01 3
0% 100% 0% f.f. 72% 2.97±0.01 4
0% 92.5% 7.5% den. 81% 2.97±0.01 5
0% 92.5% 7.5% f.f. 79% 2.97±0.01 6
Table 4: Parameters of the Monte Carlo simulations for NGC 5457 with photon leakage.
Columns 1 to 3 are the percentage of regions with a determinate metallicity. Column 1
is the percentage of regions with a metallicity twice solar. Column 2 is the percentage of
regions with a metallicity equal to the solar value. Column 3 is the percentage of regions
with a metallicity 0.4 times the solar value. Column 4 is the photon escape law employed
from Zurita et al. (2002). ”Den” indicates constant density and “f.f.” indicates constant
filling factor. Column 5 is the confidence of the two sample test when comparing the model
with the data. The higher the percentage, the more similar the simulation to the real data.
Column 6 is the mean value of the distribution. Column 7 is the identification number of
the model. A Salpeter IMF was employed for all the models.
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et al. (2004). The histogram of one of the simulations obtained employing the parameters
in number 5 is represented in Figure 17 .
In Figure 18 we represent the mean results of the 1000 simulations employing the pa-
rameters sumarized in Table 4. The error bars here were calculated as an addition of the
statistical error (3σ) plus the uncertainty in the conversion factor between luminosity and
star’s ionizing mass from Kennicutt (1988) plus the uncertainty in the scaling factor between
Leitherer et al.’s (1999) models of ionizing photons and our data.
In Table 5 are sumarized the results of the simulations for the flocculent galaxy NGC 4395.
For all the possible combinations of metallicities, the coincidence between the simulated and
the real data is less than 1%. In accordance with this result it is not possible to reproduce
the behavior of the Hα equivalent width of NGC 4395 by taking into account photon leakage
effects alone.
In figure 19 we have represented the mean results of 1000 simulations with the parame-
ters sumamrized in Table 5. The error bars were estimated in the same way as in Figure 18.
9. Conclusions
We have developed a comparative study between the Hα equivalent widths of a flocculent
galaxy (NGC 4595) and a grand design galaxy (NGC 5457).
We have found that the Hα equivalent width for NGC 5457 is slightly larger than for
NGC 4395. In spite of the wide dispersion of the data, a statistical test based on a two-sample
test and a χ2 test confirm this difference.
In the present paper it is shown that the Hα equivalent width difference cannot be
attributed only to the age, the metallicity or the photon leakage of the H ii regions of the
galaxies.
Monte Carlo tests suggest that it is possible that this difference could be cause also
by a difference in the IMF, with the flocculent galaxy being somewhat deficent in massive
stars compared with the grand design galaxy. Furthermore, even if the distribution of the Hα
equivalent width for the grand design galaxy could be explained only by employing a Salpeter
IMF and a photon leakage law, this is not the case for the flocculent galaxy, where only a
truncated Salpeter IMF is able to reproduce the results. It is possible that this difference
could be generated by a stronger density wave in the grand design galaxy that favors the
generation of more massive stars. This not surprising because, as stated in the introduction
of this paper, previous studies (ie: McCrady et al. 2003, Smith & Gallagher 2001, Alonso-
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Fig. 17.— One of the Monte Carlo simulations. In this simulation 100% of the regions have
a Salpeter IMF. 92.5% of the regions have a metallicity equal to the solar value and the
remaining 7.5% have a metallicity 0.4 times the solar. This simulation is part of the models
marked with number 5 in Table 4.
Met. Escape 2 TEST Mean Number
2Z⊙ Z⊙ 0.4Z⊙ Law
0% 0% 100% den. <1% 3.02±0.01 1
0% 0% 100% f.f. <1% 3.01±0.01 2
0% 100% 0% den. <1% 2.97±0.01 3
0% 100% 0% f.f. <1% 2.97±0.01 4
100% 0% 0% den. <1% 2.88±0.01 5
100% 0% 0% f.f. <1% 2.88±0.01 6
Table 5: Parameters of the Monte Carlo simulations for NGC 4395 with photon leakage.
Columns 1 to 3 are the percentage of regions with a determinate metallicity. The column
1 is the percentage of regions with a metallicity twice solar. Column 2 is the percentage of
regions with a metallicity equal to the solar value. Column 3 is the percentage of regions
with a metallicity 0.4 times the solar value. Column 4 is the photon escape law employed
from Zurita et al. (2002). ”Den” indicates constant density and “f.f.” indicates constant
filling factor. Column 5 is the confidence of the two sample test when comparing the model
with the data. The higher the percentage, the more similar the simulation to the real data.
Column 6 is the mean value of the distribution. Column 7 is the identification number of
the model. A Salpeter IMF was employed for all the models.
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Fig. 18.—Mean of 1000 Monte Carlo simulations for NGC 5457 with photon leakage. Models
are: top left, model 1; top right, model 2; middle left, model 3; middle right, model 4; bottom
left, model 5; bottom right, model 6. Numbers as in Table 4
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Fig. 19.—Mean of 1000 Monte Carlo simulations for NGC 4395 with photon leakage. Models
are: top left, model 1; top right, model 2; middle left, model 3; middle right, model 4; bottom
left, model 5; bottom right, model 6. Numbers as in Table 5.
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Herrero et al. 2001) suggest that there is a possibility of the presence of more massive stars
in higher density regions. Moreover, the density wave in the grand design galaxy seems to
act in such a way that affects the whole disk, including arm as well as inter-arm regions,
indicating that the density wave passage has long-term effects on molecular clouds.
Though these conclusions come through a careful analysis of the two galaxies, the im-
possibility of reproducing with sufficient accuracy the equivalent width distribution for the
flocculent galaxy and the multiple factors occurring simultaneously (different SFRs and pho-
ton leakage) makes it neccesary to carry out more observations in different grand design and
flocculent galaxies in order to confirm this behavior.
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