In this paper, we propose a computational architecture of face recognition based on evidence from cognitive research. Several recent psychophysical experiments have shown that humans process faces by a combination of configural and component information. Using an appearance-based implementation of this architecture based on low-level features and their spatial relations, we were able to model aspects of human performance found in psychophysical studies. Furthermore, results from additional computational recognition experiments show that our framework is able to achieve excellent recognition performance even under large view rotations. Our interdisciplinary study is an example of how results from cognitive research can be used to construct recognition systems with increased performance. Finally, our modeling results also make new experimental predictions that will be tested in further psychophysical studies, thus effectively closing the loop between psychophysical experimentation and computational modeling.
Introduction
Faces are one of the most relevant stimulus classes in everyday life. Humans are able to recognize familiar faces with an accuracy of over 90%, even after fifty years (Bahrick et al. 1975) . Although faces form a very homogenous visual category in contrast to other object categories, adult observers are able to detect subtle differences between facial parts and their spatial relationship. These evolutionary, very adaptive abilities seem to be severely disrupted if faces are turned upside-down. Consider the classical example shown in Figure 1 : it seems that the two faces have a similar facial expression. However, if the two pictures are turned right side up, grotesque differences in the facial expression are revealed (Thompson 1980) . In addition, it was shown that-regardless of whether the faces were manipulated or not-inverted faces are much harder to recognize (Yin 1969) . As already pointed out by Rock (1973) , rotated faces seem to overtax an orientation normalization process making it impossible to succeed in visualizing how all the information contained in a face would look were it to be egocentrically upright. Instead, rotated faces seem to be processed by matching parts, which could be the reason why in Figure 1 the faces look normal when turned upside-down. Figure 1 . Inverted face illusion. When the pictures are viewed right side up (turn page upside-down), the face on the right appears highly grotesque. This strange expression is much less evident when the faces are turned upside-down as depicted here (also known as the "Thatcher illusion" (Thompson 1980) ).
In this paper, we will first give a brief overview of several recent psychophysical studies that have been conducted in order to investigate the specific types of information used for face recognition. In accordance with Rock's hypothesis, the results of these studies suggest that faces are processed using two distinct routes: the component route based on detailed, part-based information and the configural route based on geometric information about the layout of these parts. The results of these experiments can be captured in an integrative model that will serve as the basic framework of this paper. In the main part, we will then focus on a specific computational implementation of this framework that will be used to model the behavioral performance in the psychophysical experiments. This implementation uses simple, appearance-based visual features combined with spatial layout information to model the component and configural processing routes. Using the same experimental settings as in the psychophysical experiments, we can demonstrate that our straightforward implementation of the two-route processing produces strikingly similar behavior compared to human performance. This shows already that relatively simple image information can support the performance pattern observed in the psychophysical experiments. In a second experiment, we will show that our proposed implementation is not only able to model cognitive results but that it results in increased performance in a difficult recognition task. Specifically, it seems that the configural processing route is able to support recognition across large view angles-a recognition scenario, where artificial recognition systems still fall far behind human performance. Finally, our computational results both in modeling and recognition raise a number of issues that can be verified in further experiments, thus closing the loop between computational and psychophysical research.
Cognitive basis of face recognition
First, we want to briefly discuss what one might call the cognitive basis of face recognition. What information in an image could be used to recognize a given person? In this context, the distinction between parts or component information on the one hand and configural information on the other hand has been used by many studies on human face recognition (for an overview see Schwaninger et al. 2003) . In face recognition literature, the term component information (or part-based information) mostly refers to facial elements which are perceived as distinct parts of the whole such as the eyes, mouth, nose or chin. In contrast, the term configural information refers to the spatial relationship between components and has been used for distances between parts (e.g., inter-eye distance or eye-mouth distance) as well as their relative orientation. There are several lines of evidence in favor of such a qualitative distinction. (e.g., Sergent 1984; Tanaka & Farah 1993; Searcy & Bartlett 1996; Schwaninger & Mast 1999; Leder & Bruce 2000; Murray et al. 2000 ; for a review see Schwaninger et al. 2003) . However, one possible caveat of studies that investigated the processing of component and configural information by replacing or altering facial parts is the fact that such manipulations are difficult to separate. Replacing the nose (component change) can alter the distance between the contours of the nose and the mouth, which in turn also changes the configural information. Similarly, moving the eyes apart (configural change) can lead to an increase of the bridge of the nose, which in turn constitutes a component change.
Problems like these were avoided in a recent psychophysical study on face recognition , which employed a method that did not alter configural or component information, but eliminated either one or the other. The results of two experiments are depicted in Figure 2 , where recognition performance is measured in AUC-scores (a psychophysical measure of discriminability measuring the area under the ROC-curve, where 0.5 <= AUC <= 1.0, see also Green & Swets 1966) .
In the first experiment (black bars in Figure 2 ), faces were scrambled into their components so that configural information was effectively eliminated. It was found that previously learnt whole faces could be recognized by human participants in this scrambled condition (Figure 2 , Scr). This result is consistent with the assumption of explicit representations of component information in visual memory. In a second condition, a low pass filter that made the scrambled part versions impossible to recognize was determined (Figure 2 , ScrBlr). This filter was then applied to whole faces to create stimuli in which, by definition, local component-based information would be eliminated. With these stimuli it was then tested whether configural information is also explicitly encoded and stored. It was shown that such configural versions of previously learnt faces could be recognized reliably (Figure 2 , Blr), suggesting separate explicit representations of both configural and component information. In Experiment 2, these results were replicated for subjects who knew the target faces (see white bars in Figure 2 ). Component and configural recognition results were better when the faces were familiar, but there was no qualitative shift in processing strategy since there was no statistical interaction between familiarity and condition. Both experiments provided converging evidence in favor of the view that recognition of familiar and unfamiliar faces relies on component and configural information.
Based on these and other results from psychophysical studies on face processing, Schwaninger et al. (2002; have proposed an integrative model depicted in Figure 3 . In this model, processing of faces entails extracting local component-based information and global configural relations in order to activate component and configural representations in higher visual areas (so-called face selective areas). The results from the experiments also suggest that the component route relies on detailed image information that is slower to extract than the coarser configural information. Finally, the evidence on familiar face recognition suggests that perceptual expertise simply increases the discriminability for both routes rather than changing the basic structure of the architecture.
The proposed architecture is also compatible with the psychophysical results on the inverted face or Thatcher illusion (Figure 1 , Thompson 1980) . Inverting the eyes and mouth within an upright face results in a strange activation pattern of component and configural representations, which consequently results in a bizarre percept. When such a manipulated face is inverted, the activation of configural representations is strongly impaired due to the limited capacity of an orientation normalization mechanism. Consequently, the strange activation pattern of configural representations is reduced and the bizarre percept vanishes. Moreover, in an inverted face the components themselves are in the correct orientation resulting in a relatively normal activation of component representations. Consequently, inverted Thatcher faces appear relatively normal (see also Rock 1988) .
Computational approaches to face recognition
Before presenting our implementation of the proposed computational architecture, we want to briefly discuss some of the relevant literature on face recognition in the computational domain. Face recognition is certainly one of the most active topics in computer vision. Within this field, there has been a steady development of algorithms for detection and recognition of faces. Interestingly, computational approaches to face recognition have developed historically from simple, geometric measurements between sparse facial features to appearance-based algorithms working on dense pixel data. Although it was shown that recognition using only geometric information (such as distances between the eyes, the mouth, etc.) was computationally effective and efficient, robust and automatic extraction of facial features has proven to be very difficult under general viewing conditions (see Brunelli & Poggio 1993) . In the early 1990s, Turk & Pentland (1991) thus developed a different recognition system called "Eigenfaces", which used the full image information to construct an appearance-based, lowdimensional representation of faces. This approach proved to be very influential for computer vision in general and inspired many subsequent recognition algorithms. Although these algorithms were among the first to work under more natural viewing conditions, they still lacked many important generalization capabilities (including changes in viewpoint, facial expression, illumination and robustness to occlusion). A recent development has therefore been to extract local, appearance-based features, which are more robust to changes in viewing conditions. Some examples of these approaches are: graphs of Gabor Jets (Wiskott et al. 1997) , Local Feature Analysis with PCA (Penev & Attik 1996) , image fragments (Ullman et al. 2002) and interest-point techniques (Burl et al. 1998; Schiele & Crowley 1999 , Wallraven & Bülthoff 2001 Lowe 2004) . Going beyond these purely two-dimensional approaches, several approaches have been suggested that use high-level prior knowledge in the form of detailed three-dimensional models in order to provide an extremely well-controlled training set (most notably Blanz et al. 2002; Weyrauch et al. 2004) .
Recently, there has been growing interest in testing the biological and behavioral plausibility of some of these approaches (e.g., O'Toole et al. 2000; Furl et al. 2002; Wallraven et al. 2002) . However, the work done in this area so far has focused on comparing human performance with a set of "black-box" computational algorithms. Here, we want to go one step further by proposing to look at specific processing strategies employed by humans and trying to model human performance with the help of the integrative model proposed in the previous section. This will not only allow us to better determine and characterize the types of information humans employ for face processing, but also to test the performance of an implementation of the integrative model in other recognition tasks.
Computational implementation
In the following, we describe our implementation of the computational architecture proposed in the previous section. The implementation consists of two main parts: the face 406 C. Wallraven et al. representation which is constructed from an input image, and the matching process which implements the configural and component processing routes.
Face representation
Our computational implementation in this paper is partly inspired by previous studies (Wallraven & Bülthoff 2001; Wallraven et al. 2002) in which an appearance-based computational recognition system based on local features was proposed. This system was shown to provide robust recognition rates in a number of computational recognition tasks (Wallraven & Bülthoff 2001) as well as to allow modeling of psychophysical results on view-based recognition performance (Wallraven et al. 2002) . Here, we develop this system further by including configural and component processing routes as suggested by the psychophysical data discussed earlier.
The algorithm for constructing the face representation proceeds as follows: in a first step, the face image is processed at two scales of a standard Gaussian scale-pyramid to extract localized, visual features. These local features form the basis of our face representation. They are extracted using an interest point detector (in our case a standard "corner detector", Wallraven & Bülthoff 2001) , which yields pixel coordinates of salient image regions. Saliency here is defined at the pixel intensity level and can in our case be equated with localized regions in the image that exhibit high curvatures of pixel intensities within their neighborhood. Around each of these located points a small pixel neighborhood is extracted (the size of this neighborhood is 5 × 5 pixels at each scale) that captures local appearance information. From a computational point of view, this process of feature extraction reduces the amount of storage needed for the face representation significantly-for 50 extracted features from a 256 × 256 pixel image, the compression rate is 98.1%. In addition, focusing computational resources on salient features also represents an efficient and more robust way of "image" processing. Finally, one can also motivate this choice of feature extraction from both psychological and physiological studies, which support the notion of visual features of intermediate complexity in higher brain areas (Ullman et al. 2002) . In addition to these image fragments, for each feature its spatial embedding is determined, which consists of a vector containing pixel distances to a number of neighboring features. This vector of distances is used during the matching stage (see next section) to determine either the component or the configural properties of each feature. In order to facilitate later processing, the extracted distance vectors are sorted in increasing order. Figure 4 shows a reconstruction of a face from such a feature representation, in which features from coarse scales were resized according to the scale difference and then images from the two scales superimposed starting with the coarsest scale. Two aspects are worth noting here: first, even though our representation is sparse, the reconstruction preserves some of the overall visual impression of the original face. Second, and perhaps more importantly, one can see that the extracted features tend to cluster around important facial features. Eyes, mouth and nose result in a much higher density of features than, for example, the forehead or the cheeks.
Two additional properties of the visual features chosen for the face representation are worth mentioning. The first property concerns the scales at which features are extracted in our implementation. The frequency range of the features used corresponds to around ten cycles per face width for the coarser scale, and 40 cycles per face width for the finer scale, respectively. Interestingly, a recent study by Goffaux et al. (2005) found low-frequency information around eight cycles per face width to be important for configural processing, whereas high-frequency information above 32 cycles per face was important for processing of facial components. The values of our implementation, which were mainly derived from previous computational experiments (Wallraven et al. 2001; , thus correspond closely to the frequency ranges used by the human visual system to extract the two types of information from a face stimulus. The second property of the extracted visual features concerns their overlap across scales. In particular, a study discussed in Maurer et al. (2002) found evidence that information is shared between the configural route and the component route. Although the proposed implementation processes visual information at two different spatial scales, there is some overlap in terms of feature location across scales. This overlap occurs mainly at salient facial features such as the eyes or the corners of the mouth (see Figure  4 ) and shows that some information is, indeed, shared across scales in our proposed face representation.
It is important to stress that we do not want to claim that a simple scheme like salient feature detection is able to fully explain the complicated processes of feature formation in humans. Indeed, for face recognition there are other types of information available, of which motion-such as resulting from facial expressions or talking-is probably one of the most prominent. It seems, however, that the extracted visual features correspond at least in part to perceptually relevant facial features.
It is this observation which leads to our approach of defining component and configural representations in the context of the two-route architecture proposed in the previous section. First of all, in our implementation we do not use prior knowledge about facial components which would, for example, be available in the form of state-of-the-art facial feature detectors (see Hjelmas & Low 2001 for a recent overview) or through the use of a sophisticated threedimensional face model (such as the morphable model by Blanz et al. 2002; Weyrauch et al. 2004) . Instead the implementation is based on a purely bottom-up, data-driven definition of such "components". In principle, this definition could accommodate a variety of object classes; at the same time, however, it is flexible enough to allow later learning of a more abstract definition of parts.
Components in our framework are defined as tightly packed conglomerates of visual features at detailed scales (that is, small clusters of image fragments). This definition captures all the important aspects of the component route in the proposed face recognition architecture without using prior knowledge in the form of pre-learned part models (such as templates for the eyes or spline models for the mouth). It should be noted that components in our framework are defined by a small-scale configuration in the feature set. This implies that processing of components relies on the relationship between features at detailed scales. Given the psychophysical evidence and complementing component processing, we can now define configural processing based on the relationship between features at coarse scales (that is, large clusters of image fragments). These definitions of the two processing routes will be made explicit in the next section, which deals with matching of images.
Component and configural processing
The algorithm for recognition of face images is the second main part of our computational implementation of the proposed architecture. As each image consists of a set of visual features with their embeddings, recognition in our case amounts to finding the best matching feature set between a test image and all training images. The two routes for face processing are implemented with two different matching algorithms based on configural and component information, which are derived from a common framework.
Matching of two feature sets is done by an algorithm inspired by Pilu (1997) . First, a similarity matrix A is constructed between the two sets, where each term A i j in the matrix is determined as:
The first term in Equation 1 specifies the appearance similarity (app) of two visual features, whereas the second term determines the geometric similarity between the embeddings of the features (emb). Appearance similarity is determined by the normalized grey value crosscorrelation between the two pixel patches I and J (in this case both I and J consist of a 5 × 5 pixel neighborhood that was extracted around each interest point), which was shown to give good results in previous studies (Wallraven et al. 2001; :
where k indexes all N pixels in the image fragment I, J, respectively andĪ,J determine their mean. Embedding similarity is defined by the Euclidean distance between the two distance vectors:
where d(k) is the vector containing distances to all other features sorted in increasing order and M is a parameter which specifies how many dimensions of this vector will be taken into account (see also previous section).
Component matching is done in our framework by restricting M to the first few elements of the distance vector, thus restricting analysis to close conglomerates of features-a local analysis. Configural matching on the other hand relies on global relationships, such that M is restricted to the last elements of the sorted distance vector. The size of M should be small for component matching (in our experiments, we used M = 5) and larger for the global configural matching (in our experiments, we used M = |d|/2), where the latter focuses the matching on similar configurations of the image fragments in the image. In addition, the parameters σ app and σ emb are used to control the relative importance of the two types of information: σ app >σ emb for the component route, as detailed appearance information is more important for this route, whereas σ app <σ emb for the configural route, as more weight should be given to the global geometric similarity between the two feature sets. The matrix A thus captures similarity between two feature sets based on a combination of geometric distance information and pixel-based appearance information.
Corresponding features can now be found with a simple, greedy strategy by looking at the largest elements of A both in row and column satisfying A(i,j)>thresh (0<=thresh<=1, see also Pilu 1997; Wallraven et al. 2001; , which yields a one-to-one mapping of one feature set onto the other. The additional threshold thresh is used to introduce a global quality metric for the matched features. The percentage of matches between the two feature sets for the component route and the configural route then constitute two matching scores, which averaged together yield the final matching score.
Computational modeling and recognition experiments
In this section, we first describe our computational modeling experiments, where our implementation was applied to the psychophysical experiments from Schwaninger et al. (2002) using the exact same stimuli. Thus far, appearance-based computational systems for face recognition have relied largely on either local or global image statistics with little or no configural information. This first set of experiments therefore provides a validation of the proposed computational system-which combines appearance-based, local information with configural, global information-in terms of its psychophysical plausibility. In particular, we were interested to see whether the straightforward implementation of the two-route architecture would be able to capture the performance pattern for scrambled, blurred and scrambledblurred stimuli that was observed in the psychophysical experiments of Schwaninger et al. (2002) .
In a second set of experiments, the degree to which the two separate routes for recognition would be beneficial for other recognition tasks was investigated. For this, we chose a challenging scenario for any computer vision system: recognition across large changes in viewing angle. This set of computational experiments complements the psychophysical modeling in our investigation of face recognition based on configuration and component processing.
Modeling psychophysical results
For the computational modeling experiments, a total of twenty faces from the psychophysical experiment were used. Apart from the original image, each face was available in three versions: scrambled (Scr), blurred (Blr) and scrambled-blurred (ScrBlr). The experimental protocol was as follows: for each run of the experiment, ten faces were selected as target faces and ten faces as distractors. The ten target faces were learned by first extracting visual features and embedding vectors as outlined in the previous section. In the testing phase, a face image was presented to the system, which again extracted the feature representation and then found the highest matching score among the ten learned faces using the two-route matching procedure. The presented face could be either a target or a distractor in one of the three stimulus versions (Scr, ScrBlr, Blr). In order to get a better statistical sampling, this experiment was repeated ten times, each time with a different set of target and distractor faces.
In a next step, the experimental data were converted into a performance measure that can be directly compared with the psychophysical data. For this, the matching scores were converted into an ROC curve by thresholding the matching scores for the target faces (resulting in hit-rates as a function of the threshold) as well as the matching scores for the distractor faces (resulting in false-alarm-rates as a function of the threshold). Finally, the area under the ROC-curve was measured, which in this case yields a non-parametric measure of recognition performance (again, 0.5<=AUC<=1.0) similar to the one used in the psychophysical experiments.
From the description of the implementation in the previous section, one can see that there are a number of internal parameters that will affect the performance of the system in the various experimental conditions. The first parameter is the number of features, which specifies the complexity of the data representation-for this parameter one might expect that more features lead to better overall performance. The second set of system parameters is given by σ app and σ emb , which control the relative importance of appearance and geometric information. The third parameter is the quality threshold thresh-for this parameter it can be expected that with increasing threshold the discriminability of the found matches will also increase. These parameters allow us to characterize the parameters of the system with respect to the human performance data obtained in the psychophysical experiments. Figure 5 shows the experimental results based on a set of parameters selected to fit the psychophysical results. In order to show the contributions of each processing route, the data are presented separately based on the combined matching score. As one can see, scrambled faces (Scr) were recognized only by the component-based route, whereas blurred faces depicting configural information were well recognized by the configural route (Blr). In accordance with the psychophysical data (see Figure 2) , both types of computational processing broke down in the scrambled-blurred condition (ScrBlr). Note that although the blurring level was determined using psychophysical experiments, image information could also support neither detailed component-based nor global configural analysis for the computational system. In addition, a significant advantage of configural over component-based processing was found, which is again consistent with the psychophysical results. These results demonstrate that our framework (with the chosen parameters) seems to be able to capture the characteristics of the two separate routes as found in the psychophysical experiments.
In Figure 6 , an example of feature matching in each of the three conditions is given. The component route is active for the scrambled condition, the configural route for the blurred In the scrambled condition, the only active route was the component route, whereas in the blurred condition only configural matches were found. None of the routes were active in the scrambled and blurred condition for this face.
condition and none of the routes for the scrambled and blurred condition. The full experimental results in Figure 5 confirm that both routes process the information independently as AUC-values are negligibly small for the conditions in which only one type of information should be present. In addition to the quantitative results and the relative activation of the two routes in the different condition this provides further evidence for the plausibility of the implementation.
Furthermore, Figure 6 shows that component-based matching concentrates on high-level details such as corners of the mouth, points on the nose, some features in the eyes as well as on the eyebrow, etc. Interestingly, this observation already leads to concrete experimental predictions, which can be used to design further psychophysical studies: most of the matching features in the component-based routes focus on high-contrast regions (due to the nature of our visual features). If component-based processing in humans relies on similar lowlevel information, parts with less high-contrast regions (such as the forehead or the cheeks) should contribute less to the human recognition score. Extending the research of Goffaux et al. (2005) , we are currently designing a set of psychophysical experiments which directly address this question of how different parts are weighted in recognition. This represents a good example of how computational modeling feeds back into cognitive research.
Configural matches on the other hand are spread much further apart in the image (tip of the nose, nose bridge, features on the cheek), which carry less appearance information but are globally consistent local features in terms of their spatial layout in the face. The fact that configural processing is largely based on spatial properties also allows for categorization of faces, as the configural information captures the global layout of face structure. Figure 7 shows an example of the full matching result between two faces, which demonstrates the generalization capabilities of our system. Again, the only active route in this picture is the configural route-no matches from the highly detailed appearance route were found in this image.
So far, computational modeling has focused on just one example of recognition performance with a selected set of parameters that can reproduce human behavioral results in the unfamiliar condition. In order to strengthen the general assumptions behind our implementation of the processing architecture, it needs to be demonstrated that the same implementation is also able to model the results in the familiar condition without changing the relative weights of the processing routes (see discussion in previous section). As mentioned before, two important parameters in this respect are the number of features and the quality threshold. Both parameters should directly influence the recognition performance when changed-increasing the number of features should allow better generalization, whereas increasing the threshold should result in increased discriminability, and vice versa. Figure 8 shows the modeling results for a higher number of features (all other experimental conditions were the same as in the previous experiment)-by increasing the number of features while keeping the threshold constant, one can achieve very similar results compared to human performance (cf. Figure 2) . This result suggests that one way in which the human visual system might get familiar with an object is simply by enriching its visual representation.
Interestingly, a further increase of the threshold (while keeping the number of features constant) does not result in increased performance-performance in the configural route actually decreases slightly (AUC = 0.89 in the blurred condition for thresh = 0.95), as well as the performance in the component route (AUC = 0.84 in the scrambled condition for thresh = 0.95). A closer investigation shows that for a given visual complexity of the data representation (in this case, 30 features for the component route and 35 features for the configural route) there is an upper limit for the quality threshold. Beyond this limit any increase reduces the number of matches too much, which in turn affects the discriminability of the representation. Better performance using very tight thresholds is thus only possible by also increasing the number of features. Lowering the threshold, on the other hand, has the expected effect of decreasing the discriminability of the matching process thereby resulting in lower recognition performance (AUC = 0.93 for the configural route in the blurred condition, AUC = 0.85 for the component route in the scrambled condition, thresh = 0.9).
In summary, our results show that our implementation of the two-route architecture is able to capture the range of human performance observed in the psychophysical experiments. In addition, changes in the internal parameters of the architecture-we have so far investigated visual complexity and discriminability-result in plausible changes in observed performance while retaining the overall qualitative similarity to the human data in terms of the observed weighting of the two routes. Finally, several observations from the computational experiments can be used to plan further behavioral experiments, which will investigate the features of face recognition in the context of the two-route architecture.
Recognition across large changes in viewing angle
So far we have demonstrated that our computational implementation of the two-route architecture seems to be suited to model human performance. In a second series of experiments we were interested to see whether there are also benefits of such an architecture in other recognition tasks.
For this, the performance of the configural and component route for face recognition under large view rotations was investigated. This task continues to be a challenge for computational recognition systems. There is good psychophysical evidence that matching of unfamiliar faces for humans is possible even under viewing changes as large as 90
• (for a detailed study, see Troje & Bülthoff 1996) . In addition, human recognition performance remains highly view-dependent across different viewing angles-a fact that seems to rule out complex, three-dimensional analysis of faces as this would predict a largely view-invariant recognition performance (Biederman & Gerhardstein 1993 ; but see also Biederman & Kalocsai 1997) . Such a three-dimensional strategy in the form of morphable models (Blanz et al. 2002) , however, is currently one of the few methods that is able to generalize across larger viewing angles (and also illumination changes) given only one image for training. So far, imagebased methods-especially based on local features-have met with limited success in this task.
In the following, three different local feature algorithms were benchmarked in a recognition experiment in order to evaluate their performance under large changes in viewing angle. The first algorithm (Std) consists of a simplified version of the one used so far as it uses the same matching framework but is based on local features without embedding vectors. This means that the important ingredient for the configural route is not present and that this version of the algorithm relies solely on appearance information. The second algorithm consists of the previously used implementation of the two-route architecture with component and configural processing. The third algorithm is a state-of-the-art local feature framework based on scale-invariant features (SIFT, Lowe 2004) , which was shown to perform very well in a number of object recognition tasks. Local features in this framework consist of scale-invariant, high-dimensional (each feature vector has 128 dimensions) histograms of image gradients at local intensity maxima. The SIFT algorithm is available for download at http://cs.spider.uk.ca/∼lowe/ and was used without modification in the following experiment. The database used in the following experiments is based on the MPI human face database (see http://faces.kyb.tuebingen.mpg.de, Troje & Bülthoff 1996) . This database is composed of three-dimensional high-resolution laser scans of 100 male and 100 female individuals. Each laser scan contains 72000 three-dimensional point coordinates as well as high-resolution RGB texture values. We chose this particular database, as it represents a good compromise between control over viewing conditions on the one hand and visual complexity and realism on the other hand.
From this database, we generated face images in five different poses: −90
• , −45 • , 0
• (frontal view), 45
• and 90
• . Each grayscale image had a size of 256 × 256 pixels with the face rendered on a black background. The images were pre-processed such that the faces in the images have the same mean intensity, same number of pixels and same center of mass. The removal of these obvious cues was done to make recognition of the faces a more difficult task. In the following experiments, we report results from a random subset of 100 faces taken from the processed database. This subset was split into a training and test set each containing 50 faces, where the training set consisted of the frontal (0 • ) and profile face views (±90 • ) and the test set of the intermediate (±45
• ) views. Similarly to the previous experiment, an old-new recognition task was chosen to benchmark the algorithms. In order to increase the statistical significance, the experiment was repeated ten times with different training and test sets. Figure 9 shows the results as AUC-values (mean and standard deviation) for the three chosen recognition algorithms.
Comparing the overall performance of the two-route algorithm (Figure 9 , Total) with the standard (Figure 9 , Std) and SIFT framework (Figure 9 , SIFT) one can see that the combined processing of configural and component route outperforms both types of algorithms significantly (t-test, p < 0.001). Looking closer at the separate results for the configural and component route, the standard algorithm performs only as well as the component route alone (p = 0.07, n.s.), even though it operates with the same number of features over the same scales as the combined Total algorithm. Results for the configural route, however, are consistently better than all of the other algorithms and in addition outperform the component route significantly (all p < 0.001).
These results show that using rather simple geometric constraints-even in a twodimensional domain-not only helps to model psychophysical results but also results in increased performance in such a challenging recognition task. Interestingly, the SIFT feature approach does not achieve better results here although it uses much higher-dimensional features than both the two-route processing and the simplified version.
1 The similar performance of both the standard and the SIFT algorithm might show the limitations of a purely pixel-based approach for recognition under such an extreme change in feature appearance. Finally, the results also demonstrate the benefits of combining the two different processing routes to form a single recognition output. As this combination yields a much higher recognition performance than each of the single routes, this provides further evidence for two distinct and largely independent sources of information which lead to increased discriminability when integrated. Figure 10 shows an example of matched features-of the eleven matches in total, seven originate from the component route and four from the configural route. The two false matches are component matches, which is not surprising as the probability of false matches increases with increasing viewing angle. Again, component matches focus on smaller details (eyebrows, a part of the eye) whereas configural matches are spread throughout the face.
It has to be mentioned that at the current stage of development it does not seem possible to extend this local feature approach to recognition across larger changes in viewing angle (our experiments show that all algorithms break down at 60
• , effectively reaching chance level, i.e., AUC = 0.5) as both feature extraction and appearance-based matching component are not robust enough. With regard to further psychophysical experiments, however, our results could represent a first step towards a detailed investigation on what type of information might enable humans to generalize across extremely large viewing angles: is configural information more important than component information as our experiments suggest? Are there local features that survive such a large rotation and remain discriminative (blemishes or scars, for example)?
Conclusions
Psychophysical evidence strongly supports the notion that face processing relies on two different routes for configural information and component information. We have implemented a simple computational model of such a processing architecture based on low-level features and their two-dimensional geometric relations, which was able to reproduce the psychophysical results on recognition of scrambled and blurred faces. In particular, we found that in our implementation the configural route was activated in recognizing blurred faces, whereas the component route was activated in recognizing scrambled faces. In addition, the relative recognition performance of these two routes closely matched the human data. In this context it has to be said that an exact quantitative modeling-while this might seem a desirable goal-cannot be realistically achieved as there are too many hidden variables in the exact formation of the psychophysical data. Some examples include the different contexts of human and computational studies: whereas humans have a life-long experience with faces and can use that to encode the faces in both training and test stage, the computational system does not use any prior knowledge about faces. Nevertheless, we were able to reproduce the increase in discriminability seen in the psychophysical data by changing a single parameter in our model-namely the visual complexity of the input representation. Whereas modeling all aspects of familiarity with a stimulus class will certainly entail more than investigating just visual complexity, our results are a good indication that human performance in the psychophysical task and our implementation of the computational architecture might share a similar functional (Marr 1982) structure.
Further work in this area will focus on more class-specific processing such as learning of semantic, appearance-based parts from local features of faces (see, e.g., Ullman et al. 2002; Weyrauch et al. 2004 ) together with their spatial layout. In particular, we expect that classspecific information will be important for modeling the upright-advantage in face recognition as well as the Thatcher illusion using our computational framework. The current version of the framework would treat both upright and inverted faces similarly as both feature extraction and configural information are largely invariant to rotation of the face in the image plane. A straightforward extension of our implementation (which we are currently developing) that extracts configural information only for upright faces, however, would predict worse performance for inverted faces as the increased discriminability of the configural information is missing. The first step in implementing this extension will consist of the detection of upright and inverted faces, which in turn will need to be based on class-specific image information.
With respect to the computational recognition results, one should stress that there are certainly more advanced computational approaches available for both feature representation (Wiskott et al. 1997; Lowe 2004 ) and matching algorithms (e.g., the SVM framework for local features by Wallraven et al. 2003) . Our results using a rather simple set of local features architecture, however, achieved very good recognition performance and should be seen as an attempt to investigate the degree to which the psychophysical data can be explained by simple, bottom-up strategies. Taken together, both our modeling and computational results thus demonstrate the advantage of closely coupled computational and psychophysical work in order to investigate cognitive processes.
