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Abstract
Let µ be a probability measure with an infinite compact support on R.
Let us further assume that (Fn)
∞
n=1 is a sequence of orthogonal polynomials
for µ where (fn)
∞
n=1 is a sequence of nonlinear polynomials and Fn := fn ◦
· · · ◦ f1 for all n ∈ N. We prove that if there is an s0 ∈ N such that 0 is a
root of f ′n for each n > s0 then the distance between any two zeros of an
orthogonal polynomial for µ of a given degree greater than 1 has a lower
bound in terms of the distance between the set of critical points and the set
of zeros of some Fk. Using this, we find sharp bounds from below and above
for the infimum of distances between the consecutive zeros of orthogonal
polynomials for singular continuous measures.
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1 Introduction
In the last ten years, there has been an explosion of interest in spacing of the zeros
of orthogonal polynomials on the real line. For probability (unit Borel) measures
having a non-trivial absolutely continuous part (with respect to the Lebesgue
measure on R), there are many results (see e.g. [4, 14, 15, 19, 23, 25]) concerning
the fine structure of the zeros of orthogonal polynomials. Simon-Kruger, in [13],
discuss the zero spacing of the orthogonal polynomials for the Cantor-Lebesgue
measure of the Cantor ternary set. To our knowledge, there was no prior work
except [13] on the structure of zeros for the purely singular continuous measure
∗The author is supported by a grant from Tu¨bitak: 115F199.
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case. Here, our main aim is to give some examples of singular continuous measures
for which the minimal distance between the consecutive zeros of the associated
orthogonal polynomials can be approximated accurately.
Throughout, measures that we consider are probability measures, unless spec-
ified otherwise, with a compact support in C and we set N = {1, 2, . . .} and
N0 = N ∪ {0}. Let µ be a measure with Card(supp(µ)) ≥ n > 1 for some n ∈ N.
Then for each m ∈ N with m ≤ n− 1, the monic polynomial Pm(·;µ) of degree m
satisfying
‖Pm(·;µ)‖2L2(C,µ) = infQm∈Pm
∫
|Qm(z)|2 dµ(z) > 0,
is called the m-th monic orthogonal polynomial for µ. Here, ‖ · ‖L2(C,µ) is the
standard norm in L2(C, µ) and Pm is the set of all monic polynomials of degree
m.
Let us suppose that µ is a measure with an infinite support on R. If we let
P−1(x;µ) ≡ 0 and P0(x;µ) ≡ 1 then there are two sequences (an)∞n=1 and (bn)∞n=1
such that for n ≥ 0 we have
xPn(x;µ) = Pn+1(x;µ) + bn+1Pn(x;µ) + a
2
nPn−1(x;µ)
where an+1 > 0 and bn+1 ∈ R. The coefficients (an, bn)∞n=1 are called the re-
currence coefficients associated with µ. Both (an)
∞
n=1 and (bn)
∞
n=1 are bounded
sequences. Conversely, if we are given (an, bn)
∞
n=1 where (an)
∞
n=1 and (bn)
∞
n=1 are
bounded sequences with an > 0 and bn ∈ R, then as a result of the spectral the-
orem there is a unique measure µ such that the associated recurrence coefficients
are (an, bn)
∞
n=1. For a deeper discussion of the theory of orthogonal polynomials
we refer the reader to [21, 24].
The plan of the paper is as follows. In Section 2, we briefly summarize recent
results from [2, 3] and well-known facts on the orthogonal polynomials associated
with discrete measures. In Section 3, we discuss spacing of the zeros of orthogonal
polynomials for fairly general measures. In the last section, we focus on the zero
spacing of orthogonal polynomials for the equilibrium measure of the Cantor set
K(γ) which was introduced in [12].
2 Preliminaries
For the basic concepts of potential theory, we refer the reader to [18]. Convergence
of measures is considered in the weak star topology. For a compact set K ⊂ C
with the logarithmic capacity Cap(K) > 0, we denote the equilibrium measure of
K by ρK .
Let (fn)
∞
n=1 be a sequence of nonlinear polynomials. Throughout, for each
n ∈ N we use the following notation: fn(z) =
∑dn
j=0 an,j · zj where dn ≥ 2,
an,j ∈ C for j = 0, . . . , dn and an,dn 6= 0. The composition fn ◦ fn−1 · · · ◦ f1 will
be denoted by Fn and τn is used to denote the leading coefficient of Fn. The
normalized counting measure on the roots (counting multiplicity) of Fn(z)−a = 0
is denoted by νan where a ∈ C.
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The next result is a more general version of Theorem 3.3 in [3] and implies
Theorem 2.8 of [2]. In these theorems the limit sequence is the equilibrium measure
of some prescribed set.
Theorem 2.1. Let (fn)
∞
n=1 be a sequence of nonlinear polynomials. Suppose fur-
ther that there is an a ∈ C such that νan → µ as n → ∞ where µ is a probability
measure and supp(µ) is an infinite compact set in C. Then we have the following
identities:
(a) P1(z;µ) = z +
1
d1
a1,d1−1
a1,d1
.
(b) Pd1...dl(z;µ) =
1
τl
(
Fl(z) +
1
dl+1
al+1,dl+1−1
al+1,dl+1
)
for all l ∈ N.
Proof. The proof is almost same with the proof of Theorem 3.3 in [3]. In the proof
of Theorem 3.3 omit the first line, replace the equilibrium measure of J(fn) by µ
where it is necessary. Then we have the proof of this theorem.
In the last section, we focus on a concrete family of measures but the techniques
used in the last two sections are applicable to some extent for many other measures
supported on R provided that the associated orthogonal polynomials satisfy (a)
and (b) of the above theorem. For a systematic way to construct such measures
we refer the reader to Section 4 in [3].
If µ is a measure with an infinite support on R then the zeros of Pn(·;µ) are
simple and real. We enumerate the zeros (xj,n(µ))
n
j=1 of Pn(·;µ) so that they
satisfy
x1,n(µ) < x2,n(µ) < · · · < xn,n(µ).
Define x0,n(µ) as the leftmost point and xn+1,n(µ) as the rightmost point of
supp(µ), respectively. Then (see e.g. (2) in p. 358 of [8] and Theorem 2.3 in
[24]), for 1 ≤ i ≤ n, xi,n(µ) ∈ (x0,n, xn+1,n). The next theorem (see for example
Proposition 1.10 in [5] for a proof of it) will be used many times in the subsequent
sections.
Theorem 2.2. Let λ be a measure with supp(λ) = {ci,r}i ⊂ R where r ∈ N
with r > 1 and i = 1, . . . , r provided that c1,r < c2,r < · · · < cr,r. Then, the
zeros of Ps(·;λ) lie in (c1,r, cr,r) and they are real and simple where 1 ≤ s < r.
Moreover, in each interval [cj,r, cj+1,r] there is at most one zero of Ps(·;λ) where
j ∈ {1, . . . , r − 1}.
We can reduce the infinite support case to the finite case by a classical tech-
nique. By doing that, we can use results such as Theorem 2.2 which are valid for
discrete measures. Assume that µ is a measure with an infinite support onR and let
r ∈ N. Then there is a unique measure µ(r) with supp(µ(r)) = {x : Pr(x;µ) = 0}
such that for any polynomial π with deg π ≤ 2r − 1 we have
∫
π(x) dµ(x) =
∫
π(x) dµ(r)(x).
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In particular,
Ps(·;µ) = Ps(·;µ(r)) (2.1)
holds for all 1 ≤ s < r provided that r > 1. See Theorem 2.5 in [24] for the proof.
3 Some general results
For a measure µ having an infinite support on R, let Zn(µ) := {x : Pn(x;µ) = 0}
and Yn(µ) := {x : P ′n(x;µ) = 0}. For n > 1 with n ∈ N, we define Mn(µ) by
Mn(µ) := inf
x,x′∈Zn(µ)
x 6=x′
|x− x′|.
If supp(µ) is a Cantor set on R then the maximal distance between the consecutive
zeros of any associated orthogonal polynomial is not so interesting since this value
is bounded below (see e.g. (iii) in p. 358 of [8]) by the half of the length of the
largest gap of supp(µ). We only discuss Mn(·) here. By d(A,B) we mean the
Euclidean distance between the sets A,B ⊂ C.
Proposition 3.1. Let µ be a measure with an infinite support on R. Then for
any fixed l,m, n ∈ N with l > m > n > 1, we have
d(Zl(µ), Zm(µ)) = inf
1≤i≤l
1≤j≤m
|xi,l(µ)− xj,m(µ)| ≤Mn(µ).
Proof. Let µ(l) be defined as in Section 2. Then using (2.1) and Theorem 2.2 for
λ = µ(l), r = l and s = m, we have x1,l(µ) < x1,m(µ) < xm,m(µ) < xl,l(µ). By
using Theorem 2.2 for λ = µ(m), r = m and s=n in a similar manner, we see that
x1,l(µ) < x1,m(µ) < xi,n < xm,m(µ) < xl,l(µ) (3.1)
holds for all i ∈ {1, . . . , n}.
Assume to the contrary that for some i ∈ {1, . . . , n − 1}, [xi,n(µ), xi+1,n(µ)]
does not contain an element from one of the sets Zl(µ) and Zm(µ). Without
loss of generality, suppose that Zm(µ) ∩ [xi,n(µ), xi+1,n(µ)] = ∅. Hence, by (3.1),
[xi,n(µ), xi+1,n(µ)] is contained in (xj,m(µ), xj+1,m(µ)) for some j ∈ {1, . . . ,m−1}.
This can not be true since by Theorem 2.2, [xj,m(µ), xj+1,m(µ)] may contain at
most one zero of Pn(·;µ(m)) = Pn(·;µ). This gives the desired result.
Theorem 3.2. Let µ be a measure with an infinite support on R and let (fn)
∞
n=1
be a sequence of nonlinear polynomials. Assume further that there exists an s0 ∈ N
such that f ′l (0) = 0 for all l > s0 and Pd1...dm(·;µ) = Fm(·)/τm holds for all m ∈ N.
Then for all k, k′ ∈ N0 with k > k′ the following holds:
d(Zd1...ds0+k(µ), Yd1...ds0+k(µ)) ≤ d(Zd1...ds0+k(µ), Zd1...ds0+k′ (µ)).
4
Proof. Let us fix k and k′. If k > k′ + 1 then for any z ∈ C,
P ′d1...ds0+k
(z;µ) = F ′s0+k(z)/τs0+k
= ((fs0+k ◦ fs0+k−1 ◦ · · · ◦ fs0+k′+1) ◦ Fs0+k′)′(z)/τs0+k
=
F ′s0+k′(z) · (fs0+k ◦ fs0+k−1 ◦ · · · ◦ fs0+k′+1)′(Fs0+k′(z))
τs0+k
=
(F ′s0+k′ · (f ′s0+k′+1 ◦ Fs0+k′ ) · (fs0+k ◦ · · · ◦ fs0+k′+2)′(fs0+k′+1 ◦ Fs0+k′))(z)
τs0+k
holds. Since f ′s0+k′+1(0) = 0, this implies that
Zd1...ds0+k′ (µ) ⊂ Yd1...ds0+k(µ),
as Pd1...ds0+k′ (z;µ) = Fs0+k
′(z)/τs0+k′ . If k = k
′ + 1 then
P ′d1...ds0+k
(z;µ) =
F ′s0+k′(z) · (f ′s0+k′+1 ◦ Fs0+k′)(z)
τs0+k
,
and Zd1...ds0+k′ (µ) ⊂ Yd1...ds0+k(µ) similarly. Thus, we have
d(Zd1...ds0+k(µ), Yd1...ds0+k(µ)) ≤ d(Zd1...ds0+k(µ), Zd1...ds0+k′ (µ)).
The next proposition gives an upper bound for Mn(µ).
Proposition 3.3. Let µ be a measure with an infinite support on R and let n ∈ N
be given. Then for any r ∈ N satisfying r > 1 and r ≥ n, we have
Mr(µ) ≤ inf
0≤i≤n−1
|xi+2,n(µ)− xi,n(µ)|. (3.2)
Proof. For r = n, (3.2) follows from the definition of Mr(µ). So, let us pick an
r ∈ N with r > n.
Let j ∈ {0, . . . , n− 1} be chosen so that
|xj+2,n(µ)− xj,n(µ)| = inf
0≤i≤n−1
|xi+2,n(µ)− xi,n(µ)|.
There are two cases to consider.
First, assume that xj,n(µ) = x0,n(µ) or xj+2,n(µ) = xn+1,n(µ) holds. Let
xj,n(µ) = x0,n(µ). Using Theorem 2.2 for λ = µ
(r), we have
x0,n(µ) < x1,r(µ) < x1,n(µ) < xr,r(µ) < xn+1,n(µ).
If we use Theorem 2.2, for λ = µ(r) we see that [x1,r(µ), x2,r(µ)] may contain
at most one element from {x1,n(µ), . . . , xn,n(µ)}. Therefore, Mr(µ) ≤ |x2,r(µ) −
x1,r(µ)| ≤ |x2,n(µ)−x0,n(µ)|. For the case, j+2 = n+1, a similar argumentation
shows that Mr(µ) ≤ |xr,r(µ)− xr−1,r(µ)| ≤ |xn+1,n(µ)− xn−1,n(µ)|.
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Now, let us assume that xj,n(µ) 6= x0,n(µ) and xj+2,n 6= xn+1,n. Using Theo-
rem 2.2 for λ = µ(r), we have
x1,r(µ) < xj,n(µ) < xj+1,n(µ) < xj+2,n(µ) < xr,r(µ).
Thus, there is a k1 ∈ N with 1 < k1 < r such that xk1,r(µ) ∈ [xj,n(µ), xj+1,n(µ)]
because otherwise there is an i ∈ {1, . . . , r − 1} such that [xj,n(µ), xj+1,n(µ)] ⊂
(xi,r(µ), xi+1,r(µ)) and this would imply that [xi,r(µ), xi+1,r(µ)] contains two zeros
of Pn(·;µ(r)) which is impossible again by Theorem 2.2. Assume to the contrary
that xk1,r(µ) is the only zero of Pr(·;µ) in [xj,n(µ), xj+2,n(µ)]. This implies that
(xk1−1,r(µ), xk1+1,r(µ)) contains at least three zeros of Pn(·;µ) but this is im-
possible by Theorem 2.2 as [xk1−1,r(µ), xk1+1,r(µ)] = [xk1−1,r(µ
(r)), xk1+1,r(µ
(r))]
may contain at most 2 zeros of Pn(·;µ(r)) if we let λ = µ(r). Hence there is a
k2 ∈ N with 1 < k2 < r and k2 6= k1 such that xk2,r(µ) ∈ [xj,n(µ), xj+2,n(µ)].
Thus, Mr(µ) ≤ |xk2,r(µ)−xk1,r(µ)| ≤ |xj+2,n(µ)−xj,n(µ)|. This shows that (3.2)
holds.
4 Zero spacing of orthogonal polynomials for a
special family
In this section, we study the spacing of the zeros of orthogonal polynomials for
ρK(γ) where K(γ) is a Cantor set introduced in [12].
The construction and results in this and the next paragraph can be found in
[12]. Let, here and in the sequel, γ0 := 1 and γ = (γk)
∞
k=1 be a sequence satisfying
0 < γk < 1/4 for all k ∈ N provided that
∑∞
k=1 2
−k log (1/γk) < ∞. We define
(fn)
∞
n=1 by f1(z) := 2z(z − 1)/γ1 + 1 and fn(z) := z2/(2γn) + 1 − 1/(2γn) for
n > 1. Let E0 := [0, 1] and En := F
−1
n ([−1, 1]) where Fn stands for fn ◦ · · · ◦ f1 as
in Section 2. Then, En is a union of 2
n disjoint non-degenerate compact intervals
in [0, 1] and En ⊂ En−1 for all n ∈ N. It turns out that, K(γ) := ∩∞s=0Es is a
non-polar Cantor set in [0, 1] where {0, 1} ⊂ K(γ).
Let us look more carefully at the construction. We denote the connected com-
ponents of En by Ij,n and the length of Ijn by lj,n for j = 1, . . . 2
n, call these
intervals as basic intervals of n-th level, define aj,n and bj,n by [aj,n, bj,n] := Ij,n.
Let I1,0 := E0 and aj1,n > aj2,n if j1 > j2. Then we have I2j−1,n+1∪I2j,n+1 ⊂ Ij,n
for all n ∈ N0 where a2j−1,n+1 = aj,n and b2j,n+1 = bj,n. Denoting the gap
(b2j−1,n+1, a2j,n+1) by Hj,n, for 1 ≤ j ≤ 2n and n ∈ N0, it follows that
K(γ) = [0, 1] \ (∪∞n=0 ∪1≤j≤2n Hj,n).
Using Theorem 11 in [10], we see that ρEn(Ij,n) = 1/2
n for all 1 ≤ j ≤ 2n and
n ∈ N0. Furthermore, ρEk(Ij,n) = 1/2n for k > n since Ij,n ∩ Ek consists of 2k−n
basic disjoint intervals of k-th level. Since (Ek)
∞
k=0 is a decreasing sequence of sets
with ∩∞s=0Es = K(γ), by part (ii) of Theorem A.16 in [20] (see also the proof of
Corollary 3.2 in [1]) , it follows that ρK(γ)(Ij,n) = ρK(γ)(Ij,n ∩K(γ)) = 1/2n. The
last in particular implies that ρK(γ)([0, r]) ∈ Q for all r ∈ R with r /∈ K(γ).
It follows from the definition of equilibrium measure that supp(ρK(γ)) ⊂ K(γ).
We also have K(γ) ⊂ supp(ρK(γ)) since for any x ∈ K(γ) and ǫ > 0 the open
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ball Bǫ(x) contains a basic interval Ij,n. From the above paragraph ρK(γ)(Ij,n ∩
K(γ)) > 0 and therefore K(γ) = supp(ρK(γ)).
In [2], it was shown that Pd1...dm(z; ρK(γ)) = P2m(z; ρK(γ)) = Fm(z)/τm for all
m ∈ N. Moreover, the recurrence coefficients have a simple form by Theorem 4.3
in [2]. Let us denote the Lebesgue measure on the real line by | · |. By lemma
6 in [12], |supp(ρK(γ))| = |K(γ)| = 0 if 0 < γk < 1/32 for all k ∈ N. Using
spectral theory techniques developed for orthogonal polynomials this result was
generalized in [2]. If γ satisfies 0 < γk ≤ 1/6 for all k then, by [2], lim inf an = 0
where (an)
∞
n=1 is the sequence of recurrence coefficients for ρK(γ). The last, by [9],
implies that ρK(γ) has no non-trivial absolutely continuous part. Using the fact
that K(γ) = supp(ρK(γ)), we see that ρK(γ) is purely singular continuous provided
that 0 < γk ≤ 1/6 for all k ∈ N. Moreover, since |supp(ρK(γ))| > 0 guarantees
that (see [16] and Section 1 of [17]) ρK(γ) has a non-trivial absolutely continuous
part, |K(γ)| = 0 holds true for such a γ.
Conversely, if γ = (γk)
∞
k=1 satisfies
∑∞
k=1
√
(1− 4γk) <∞ then |K(γ)| > 0 by
[3]. This was actually shown for the stretched version K1(γ) of K(γ) but the same
condition is valid for K(γ). In the proof and the statement of Theorem 6.2 in [3],
if we take Z0 = 1/2, εk = 1/4− γk and put K(γ) instead of K1(γ) then we have
the condition that makes K(γ) a Parreau-Widom set. At the end of the paper we
return this condition and discuss it in a slightly more detailed way.
For a given sequence γ = (γk)
∞
k=1, f1 has two inverse branches v1,1, v2,1 :
[−1, 1] → [0, 1] with v1,1(t) = 1/2 − (1/2)
√
1− 2γ1 + 2γ1t and v2(t) = 1 − v1(t)
where (fn)
∞
n=1 is defined as in the beginning of this section. For each n > 1,
fn has two inverse branches v1,n, v2,n : [−1, 1] → [−1, 1] such that v1,n(t) =√
1− 2γn + 2γnt and v2,n(t) = −v1,n(t). Note that v1,n([−1, 1])∩v2,n([−1, 1]) = ∅
for all n ∈ N. By the fundamental theorem of algebra, for each a ∈ C, Fn(z) = a
has at most 2n different solutions and therefore {vi1,1 ◦ · · ·◦vin,n}in∈{1,2} gives the
total set of inverse branches of Fn = fn ◦ · · · ◦ f1 on [−1, 1]. In addition to this,
for each Ij,n there is a unique choice of il ∈ {1, 2} for l = 1, . . . , n giving (vi1,1 ◦
· · · ◦ vin,n)([−1, 1]) = Ij,n and in particular I1,n = (v1,1 ◦ v1,2 · · · ◦ v1,n)([−1, 1]).
Now, let u(t) = 1/2−(1/2)√1− 4t for 0 ≤ t ≤ 1/4. Then (vi1,1◦· · ·◦vin,n)(t) =
g1(γ1 ·g2(γ2 . . . γn−1 ·gn(t˜))) for all t ∈ [−1, 1] where gl = u if il = 1 and gl = 1−u
if il = 2 for l = 1, . . . , n, and t˜ = (γn − γnt)/2. This last representation of inverse
branches, which was used also in Section 3 of [12], simplifies the calculations since
we have only two functions u and 1 − u instead of 2n different functions. The
function u has a couple of nice properties that we will exploit many times. The
last two of them are from [12].
Proposition 4.1. The following hold:
(a) u and u′ are strictly increasing. In particular, u is strictly convex.
(b) Un := u(γ1 · u(γ2 . . . γn−1 · u(γn))) = (1 − cos (π/2n))/2 for all n ∈ N where
we take γk = 1/4 for all k. The number (1 − cos (π/2n))/2 is the leftmost
critical point of Fn(z) and Fn(z)/τn = 2
−2nT2n(2z−1) by Example 1 of [12]
where T2n is the 2
n-th monic Chebyshev polynomial of the first kind.
(c) u(at) ≤ au(t) for all 0 ≤ t ≤ 1/4 and 0 ≤ a ≤ 1.
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(d) u(t)
√
1− 4t ≤ t for 0 ≤ t ≤ 1/4.
Next two lemmas easily follow from the properties mentioned in this section
and the theorems from the previous one.
Lemma 4.2. Let γ = (γk)
∞
k=1 be given. For all n ∈ N, we have
d(Z2n(ρK(γ)), Y2n(ρK(γ))) ≥
inf
ij∈{1,2}
t∈{−1,1}
|(vi1,1 ◦ · · · ◦ vin,n)(t)− (vi1,1 ◦ · · · ◦ vin,n)(0)| =
inf
gi∈{u,1−u}
t˜∈{0,γn}
|g1(γ1 · g2(. . . γn−1 · gn(t˜)))− g1(γ1 · g2(. . . γn−1 · gn(γn/2)))|.
Proof. Let us choose an n ∈ N. Note that, |Fn(z)| > 1 for all z satisfying
P ′2n(z; ρK(γ)) = F
′
n(z)/τn = 0. Moreover Fn(Ij,n) = [−1, 1] and thus Y2n(ρK(γ)) ∩
Ij,n = ∅ for each 1 ≤ j ≤ 2n. This implies that d(xj,2n(ρK(γ)), Y2n(ρK(γ))) ≥
d(xj,2n(ρK(γ)), {aj,n, bj,n}). Hence, the first inequality holds. The second one
follows from the definition of gi.
Lemma 4.3. Let γ = (γk)
∞
k=1 and r ∈ N be given. Then, for any k ∈ N with
r ≥ 2k,
Mr(ρK(γ)) ≤ inf
0≤i≤2k−1
|xi+2,2k (ρK(γ))− xi,2k(ρK(γ))|
≤ |x2,2k(ρK(γ))− x0,2k(ρK(γ))|
≤ l1,k−1,
holds.
Proof. By using Proposition 3.3 for µ = ρK(γ) and n = 2
k, it can be seen that the
first inequality holds. The last one holds true since [x0,2k(ρK(γ)), x2,2k(ρK(γ))] =
[0, x2,2k(ρK(γ))] ⊂ I1,k−1 for all k ∈ N.
Now, let us prove an auxiliary result which is an analogue of Lemma 5.2 from
[3]. For a given γ = (γk)
∞
k=1, we denote the product γ0 . . . γn by δn for n ∈ N0.
Lemma 4.4. Let γ = (γk)
∞
k=1 be given. Then
δs ≤ l1,s ≤ π
2
4
· δs (4.1)
holds for all s ∈ N0.
Proof. For s = 0, (4.1) holds trivially. So, let s ≥ 1. Observe that
l1,s = u(γ1 · u(γ2 . . . γs−1 · u(γs)))− u(γ1 · u(γ2 . . . γs−1 · u(0))) (4.2)
= u(γ1 · u(γ2 . . . γs−1 · u(γs))) (4.3)
= u((4γ1) · (1/4) · u((4γ2) · (1/4) . . . γs−1 · u((4γs) · (1/4)))) (4.4)
≤ 4sδsUs. (4.5)
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The three equalities above are straightforward and the last inequality follows from
the parts (b) and (c) of Proposition 4.1. Since 1− cosx ≤ x2/2 for all x ∈ [0,∞),
we have
Us = (1− cos (π/2s))/2 ≤ (4−sπ2)/4.
Using this and (4.5), the right part of (4.1) follows. Using (c) in Proposition 4.1,
it is elementary to see that δs ≤ u(γ1 · u(γ2 . . . γs−1 · u(γs))). This and (4.3) gives
the left part of (4.1).
The next lemma will allow us to find a lower bound for Mn(ρ(K(γ))).
Lemma 4.5. Let γ = (γk)
∞
k=1 be given. Then for any choice of gi ∈ {u, 1 − u},
i = 1, . . . , n, we have
inf
t˜∈{0,γn}
|g1(γ1 · g2(. . . γn−1 · gn(t˜)))− g1(γ1 · g2(. . . γn−1 · gn(γn/2)))| ≥
≥ u(γ1 · u(γ2 · . . . γn−1 · u(γn/2))) ≥ l1,n+1 ≥ δn+1. (4.6)
Proof. Let n ∈ N be given. Then l1,n+1 ≥ δn+1 by Lemma 4.4. Since u(t) ≤ 1/2,
we have γn · u(γn+1) ≤ γn/2. Using the part (c) of Proposition 4.1 we see that
u(γ1 · u(γ2 . . . u(γn/2))) ≥ u(γ1 · u(γ2 . . . γn · u(γn+1))) = l1,n+1
holds and thus the second inequality in (4.6) follows.
In order to prove the first inequality in (4.6), it suffices to show that for a given
c ∈ [0, γn/2], and gi ∈ {u, 1− u}, i = 1, . . . , n, the following inequality holds:
|g1(γ1 . . . γn−1·gn(c+γn/2))−g1(γ1 . . . γn−1·gn(c))| ≥ u(γ1·u(γ2·. . . γn−1·u(γn/2))).
(4.7)
Let
qn+1−k := gk(γk · gk+1(. . . γn−1 · gn(c+ γn/2))),
tn+1−k := gk(γk · gk+1(. . . γn−1 · gn(c))),
rn+1−k := u(γk · u(γk+1 . . . γn−1 · u(γn/2))),
sk := |qk − tk|,
for k = 1, . . . , n. If n = 1, sn ≥ rn since from the strict convexity of u we have
|g1(c+ γ1/2)− g1(c)| = u(c+ γ1/2)− u(c) ≥ u(γ1/2)− u(0). (4.8)
Suppose that n > 1. We want to show that sn ≥ rn. Let us proceed by induction.
For k = 1, sk ≥ rk by (4.8). Suppose that the induction hypothesis holds for all
k = 1, . . .m provided that m ≤ n − 1. Using, the strict convexity of u in (4.12)
and the fact that u is increasing in (4.14) we have
sm+1 = |qm+1 − tm+1| (4.9)
= |gn−m(γn−m · qm)− gn−m(γn−m · tm)| (4.10)
= |u(γn−m · qm)− u(γn−m · tm)| (4.11)
≥ u(γn−m · |qm − tm|) (4.12)
= u(γn−m · sm) (4.13)
≥ u(γn−m · rm) (4.14)
= rm+1. (4.15)
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Hence, sn ≥ rn holds if we take m = n− 1 above. This gives (4.7) and completes
our proof.
Eventually, we are ready to prove the main result of the paper.
Theorem 4.6. Let γ = (γk)
∞
k=1 and n ∈ N with n > 1 be given. Furthermore, let
s be the integer satisfying 2s−1 ≤ n < 2s. Then
δs+2 ≤Mn(ρK(γ)) ≤
π2
4
· δs−2 (4.16)
holds. In particular, if inf
k
γk = c > 0 then we have
c2 · δs ≤Mn(ρK(γ)) ≤ π
2
4c2
· δs. (4.17)
Proof. First, let us prove (4.16). Recall that for all m > 1, f ′m(0) = 0 and di = 2
for all i ∈ N. Using Theorem 3.2 for µ = ρK(γ), s0 = s, k = 1 and k′ = 0, we have
d(Z2s+1(ρK(γ)), Y2s+1(ρK(γ))) ≤ d(Z2s+1(ρK(γ)), Z2s(ρK(γ))).
By using Proposition 3.1, for µ = ρK(γ), l = 2
s+1, m = 2s, it can be seen that
d(Z2s+1(ρK(γ)), Z2s(ρK(γ))) ≤Mn(ρK(γ)).
Hence d(Z2s+1(ρK(γ)), Y2s+1(ρK(γ))) ≤ Mn(ρK(γ)) holds. By Lemma 4.2 and
Lemma 4.5, the term on the left part of this last inequality is bounded below
by δs+2. This gives the first inequality in (4.16).
Using Lemma 4.3 for r = n and k = s − 1 and then Lemma 4.4, we deduce
that
Mn(ρK(γ)) ≤ l1,s−2 ≤ (π2/4)δs−2.
This completes the proof of (4.16).
Combining the first inequality of (4.16) and the fact that c2 ≤ γs+1 · γs+2, the
first inequality in (4.17) follows. Observe that 1/c2 ≥ 1/(γs−1 · γs−2). Hence, the
second inequality in (4.16) implies that of (4.17). So, we are done.
Remark 4.7. If there is a c with 0 < c ≤ γk ≤ 1/6 for all k ∈ N, then ρK(γ) is
purely singular continuous. Moreover (4.17) is satisfied and |K(γ)| = 0 holds.
If γ = (γk)
∞
k=1 satisfies
∑∞
k=1
√
(1 − 4γk) < ∞ then there is a c such that
0 < c ≤ γk < 1/4 holds for all k ∈ N and K(γ) is a Parreau-Widom set (see
e.g. [7] for the definition) by [3]. Thus, (see [7, 17] for the proof) ρK(γ) and the
Lebesgue measure restricted to K(γ) are mutually absolutely continuous . Yet,
(4.17) gives a pretty accurate description of (Mn(ρK(γ)))
∞
n=2.
For a γ = (γk)
∞
k=1 with
∑∞
k=1 γk <∞, ρK(γ) and a special Hausdorff measure
Λh defined in [1] are mutually absolutely continuous. In this case, K(γ) is of
Hausdorff dimension zero (can be seen by using 2.3 in [1]) and we only have
(4.16).
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The term δn plays an important role to characterize the smoothness properties
of the Green function G
C\K(γ) with pole at infinity (see Section 5 in [3] and [11]).
For an overview of the smoothness properties of the Green function for the com-
plement of homogeneous Cantor sets, we refer the reader to [22]. It is unclear that
whether there is, in general, a meaningful relation between the spacing proper-
ties of orthogonal polynomials for ρK and the supremum of the Ho¨lder exponents
making G
C\K Ho¨lder continuous provided that K ⊂ R is a non-polar compact set.
It seems that similar results to Theorem 4.6 can be obtained for the equilibrium
measure of the Julia set J(f) ⊂ R of a quadratic polynomial of the form f(z) =
z2− c with c > 2. If we let fn ≡ f for all n ∈ N then by [6], Fn(z) = P2n(z; ρJ(f))
and f ′n(0) = 0 holds. Besides, the inverse branches of f are f±(t) = ±
√
t+ c and
possibly they lead to similar calculations.
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