Introduction {#s1}
============

People spontaneously produce gestures when they talk. In one widely accepted classification system, gestures are divided into four main categories---*deictic gestures* (i.e., pointing to an object, person, or location), *beat gestures* (i.e., quick hand movements highlighting the prosody of the speech without semantic meaning), *iconic gestures*, which represent objects or events such as moving the hand in an arc to refer to direction of an action, and *metaphoric gestures*, which refer to abstract ideas (McNeill, [@B36]). But gestures need not accompany speech. McNeill ([@B36]) puts gesticulation at one end of the line and sign languages to the other end. As we get closer to sign languages on this continuum, speech diminishes and hands carry more language-like properties. Pantomimes, a class of iconic gestures, fall in the middle of the continuum, and symbolically communicate meaning in the absence of speech.

In this paper, we focus on iconic gestures (specifically pantomimes) that carry meaning and ask: in the absence of speech, is the production of such gestures still affected by linguistic form? Specifically, we probe if phonological overlap between two lexical items bears on the production of gestures that correspond to those lexical items, when overt speech is not produced or required. In answering this question, we address the relationship between language and gesture and the specific properties of a system that gives rise to such cross-modal communication.

Whether speech and gesture form a tightly integrated communication system originating from the same representational system, or whether they are two separate but interrelated systems is a matter of debate (Butterworth and Hadar, [@B7]; McNeill, [@B36], [@B37]; Alibali et al., [@B2]; Kita, [@B28]; Krauss et al., [@B32]; Goldin-Meadow, [@B19]; Kita and Özyürek, [@B29]; Alibali, [@B1]; De Ruiter, [@B15]; Hostetter and Alibali, [@B24]---for detailed reviews of the theories see De Ruiter, [@B15]; Goldin-Meadow and Alibali, [@B20]; Pouw et al., [@B44]). While these accounts differ in various how they view the relationship between language and gesture systems, they all agree that gesture and language are not separate modules with no interactions between them. Some, like McNeill ([@B36], [@B37]) posit that the closeness arises from the fact that the two emerge from the same system. Support for this claim comes from studies showing that Broca\'s aphasics do not necessarily produce gestures to clarify their incomplete speech (Goodglass and Kaplan, [@B22]; Cicone et al., [@B9]; McNeill, [@B35]; Glosser et al., [@B18]; but see Hadar et al., [@B23]; Lanyon and Rose, [@B33]). Others have proposed accounts which view language and gesture as separate, but perhaps interdependent, systems. Of these, some claim that gesture influences language, and not the other way around (e.g., Krauss et al., [@B32]; see also De Ruiter, [@B14] for a lack of influence of language on gestures), while others propose that gesture is indeed influenced by language (e.g., Kita and Özyürek, [@B29]; Hostetter and Alibali, [@B25]; see also Hostetter and Alibali, [@B24] for a full discussion).

Claims about language influencing gesture production have been tested primarily at the conceptual or morpho-syntactic level, through cross-cultural studies which take advantage of the fact that concepts are expressed differently in various cultures and languages. For instance, when an English speaker expresses a "roll down" event, the one-clause sentence (e.g., he *rolled down*) accompanies a gesture that conflates two types of information: the trajectory of the motion (down) and the manner of the (rolling) (e.g., index finger making circles while moving down). In contrast, Turkish speakers can express the same event in two clauses (e.g., he descended as he rolled) and use two separate gestures (e.g., one for moving down and the other for circular movement) (Kita and Özyürek, [@B29]; Kita et al., [@B30]).

Our study also looks at the influence of language over gesture production, but with two main differences from previous studies: (1) We explore the effect in the absence of any overt language produced or required, and (2) we focus on the effect of phonological similarity in language on gesture production, which differs from semantic/syntactic influences targeted in past studies. It is worth emphasizing that this study does not address the origin of gestures (i.e., how they are produced; see Hostetter and Alibali, [@B24] for a full discussion). In agreement with most theories, we assume that language and gesture originate from two different systems and interact at some point. Our target question is whether production of gestures is influenced by phonological representations within the language system.

In a simple paradigm, participants learned to produce four gestures in response to four pictures (Figure [1](#F1){ref-type="fig"}): (1) \<stir\> with a cup of coffee with milk pouring into it; (2) \<twirl\> with a woman\'s long hair hanging to the side of her face; (3) \<flip\> with an open book with its pages turning; and (4) \<twist\> with a bottle with its cap on. All gestures were naturally associated with the pictures, so associations were not arbitrary. Pairing up \<twist\> and \<twirl\> created the *experimental pair*. In one condition, these gestures were introduced to the participants with labels "twist" and "twirl." Because of the high phonological overlap between the two words, this condition was called the *similar condition*. In another condition, the same gestures were introduced as "twist" and "unscrew," and the condition was called the *dissimilar condition* because of the low phonological overlap between the words in the pair. Participants in both conditions, also gestured to a *control pair* (\<stir\> and \<flip\>), the labels of which ("stir" and "flip") were kept constant across the two conditions. This control pair was motorically similar to the experimental pair (see Methods for details) and was thus useful for capturing any baseline differences between the two conditions that were not caused by the experimental manipulation.

![**The experimental materials (pictures) and the target gestures**. The neutral hand gesture is the starting point in all conditions. The gesture immediately adjacent to the pictures of the stimuli portrays the first complete critical hand form that is used for RT coding (before the motion starts). The next picture shows how the motion unfolds.](fpsyg-06-01347-g0001){#F1}

Each experimental and control pair was presented in two phases: (a) a *straight phase*, during which participant produced the gesture corresponding to the picture (e.g., \<sitr\> for the coffee cup), and (b) a *reversed phase*, during which the participant produced the other gesture (e.g., \<flip\> for the coffee cup). The reversed phase always followed the straight phase to ensure both items were learned well. The purpose of the reversed phase was to induce more errors, as piloting showed that performance was at ceiling in the straight phase.

Predictions {#s2}
===========

If phonological similarity affects gesture production, we would expect differences in producing gestures for the experimental pair in the similar and dissimilar conditions. Specifically, we would expect the phonological overlap of the two similar labels to interfere with the production of their corresponding gestures. To explain how this would happen, we give a brief review of the architecture of the language production system. Figure [2](#F2){ref-type="fig"} is a schematic of the interactive two-step model of language production (e.g., Foygel and Dell, [@B16]; Nozari et al., [@B42]; see Dell et al., [@B11] for a review). In this model, input to semantic features (e.g., feline, pet, clothing item) activates the abstract word representations connected to those representations (e.g., "cat"). Those words, in turn, activate their phonology clustered according to their position in the word. An important feature of the model is that its connections are bi-directional, meaning that activation not only spreads from higher layers to lower ones, but also backwards from lower layers to higher ones. Therefore, nodes in the word layer not only influence selection of phonemes but are also affected by the activation of phonemes (hence the label "interactive").

![**A schematic diagram of the interactive two-step model of language production (Dell and O\'seaghdha, [@B12])**. All connections are bi-directional. Blue arrows indicate connections to the target ("cat"). Red arrows indicate connections that activate the phonological competitor ("cap"). Thick black arrows mark input to the semantic layer of the model.](fpsyg-06-01347-g0002){#F2}

A direct consequence of this interactivity is that words that are not activated in a top-down fashion can become activated via bottom-up connections. In the example given in Figure [2](#F2){ref-type="fig"}, the model means to retrieve the word "cat." Semantic features of cat are activated, and the word node "cat" and its phonemes are also activated via top-down connections. Without feedback, there would be no reason for a phonologically similar word, such as "cap," to also gain activation because it shares no semantic features with "cat" and receives no top-down activation from the semantic layer. However, "cap" can gain activation if there is feedback from phonemes to words. Phonemes /k/ and /æ/, which have become activated through "cat," feed their activation backwards to other words that share those phonemes, and in this manner activate "cap." Considerable evidence supports this kind of interactivity in the language production system (e.g., Dell, [@B10]; Rapp and Goldrick, [@B45]; Nozari and Dell, [@B41]; Breining et al., [@B5]). For our purpose, we adopt the framework and assumptions of the interactive two-step model as they pertain to the word and phoneme layers, namely that similarity at the phoneme layer increases competition at the word layer by activating other word nodes that otherwise would not have been activated. Given that inner speech (i.e., speech that does not become overt) shows a full phonemic structure (Oppenheim and Dell, [@B43]), the predictions made above should not differ between overt and inner speech.

Figure [3](#F3){ref-type="fig"} situates our experimental design in the framework discussed above. The semantic part of the model is not shown, because items in neither pair are semantically related. The figure makes it clear that the gesture parts are identical between the similar- and dissimilar-labels experiments (yellow boxes in the first and second rows). Therefore, in the absence of an influence from the language parts, there should be no differences in performance between the two groups participating in these two experiments. If, however, the language production system is activated during gesture production AND this activation affects the production of gestures, then we would expect different performance in the two experiments. This difference is shown in the blue and pink boxes in Figure [3](#F3){ref-type="fig"}.

![**The rationale of the study**. The first row shows the similar and the second row, the dissimilar condition. The yellow panels show a schema of the process of mapping semantics (from pictures) to motor movements in gestures. The blue and pink panels show a part of the language production system that maps abstract word representations onto their phonology. The three blue panels are similar in that there is no overlap in the word onsets. The pink panel, on the other hand, contains words that share onset phonology.](fpsyg-06-01347-g0003){#F3}

Methods {#s3}
=======

Participants
------------

Sixty right-handed native speakers of English (20 males; Mean age = 20.84 years) participated in the study for either course credit or \$10 cash. All participants gave their written consent for participation in accordance with guidelines approved by the IRB committee of the University of Pennsylvania. One participant was excluded because he did not make the proper gestures throughout the experiment, one because he was a native signer of American Sign Language, and three of the participants in the dissimilar condition because they mentioned "twist" in the post-experiment questionnaire (see below).

Materials
---------

Four motion gestures were targeted: \<stir\>, \<flip\>, \<twist\>, and \<twirl\>, and were presented in two pairs (Stir-Flip, and Twist-Twirl). Targets were chosen to be motorically similar in the two conditions. Figure [1](#F1){ref-type="fig"} shows the four gestures. As can be seen, \<stir\> and \<twirl\> both require full extension of the index finger and full flexion of the other four fingers. They also both involve a circular motion. The only difference is that in \<stir\> the finger is pointing downward, but in \<twirl\> it is pointing upward. \<flip\> and \<twist\> both involve the thumb, the index and the middle fingers in a semi-flexed position, with the other two fingers fully flexed. They also both involve a rotation movement, although this movement requires supination in \<flip\>, but not in \<twist\>.

Gestures were elicited by pictures, without presentation of words on individual trials. We, therefore, selected four pictures from Google Images that pilot testing determined corresponded well to each gesture (Figure [1](#F1){ref-type="fig"}).

Procedure
---------

Participants were randomly assigned to one of the two conditions. In one condition, the experimental pair was labeled as "twist," "twirl" during the training phase (similar condition). In the other condition, the same pair was labeled as "unscrew," "twirl" to break the high phonological similarity between the two words (dissimilar condition). The control pair (labeled "stir" and "flip") was kept constant across groups. Participants in each condition thus produced gestures on two pairs (the control \<Stir-Flip pair\>, and the experimental \<Twist-Twirl\>/\<Unscrew-Twirl\> pair). The order of presentation of the two pairs was counterbalanced. Each pair was presented in two phases: participants first completed a straight phase, in which they produced the relevant gesture from the picture (e.g., picture = coffee cup ![](fpsyg-06-01347-i0001.jpg) gesture = \<stir\>). In the reversed phase, when one picture was presented, they had to produce the gesture for the other picture in the pair (e.g., picture = coffee cup ![](fpsyg-06-01347-i0001.jpg) gesture = \<flip\>). The rationale for including the reversed condition was to elicit enough errors for analysis, as pilot testing showed that the straight task was too simple to elicit errors in most participants. Note that there were only two pictures in each pair, so the target gesture in the reversed phase was unambiguous.

Each session began with training participants on the gestures. For each pair two pictures were presented one at a time, and the experimenter (the second author and an expert in gesture research) first labeled each gesture, and then showed the participant how to perform it. Training was very short, as all four gestures were what participants would have naturally performed. Participants also received training on how to start at a baseline position and come back to it after they completed each gesture. This was a flat hand position (Figure [1](#F1){ref-type="fig"}) at the level of a marker positioned vertically on the testing table in front of them. Once participants learned to produce the gestures, they started the experiment. At the beginning of each pair and each phase, they first completed six practice trials, three for each gesture. If necessary, they received corrective feedback during practice, and moved on to the experimental phase, during which feedback was no longer provided. On each trial, one of the two pictures appeared on the screen, and a beep was played simultaneously to cue the participant to start producing the gesture. Participants were instructed to produce the target gesture as quickly and as accurately as they could. The picture remained on the screen for two seconds during which a response was expected. ITI was 500 ms during which a fixation cross appeared on the screen. We chose these timings by piloting a different group of participants before the experiment, to ensure that the gap allowed for production of the gesture and returning to the flat baseline before the next trial started.

Each phase for each pair had 16 trials (eight for each gesture presented in randomized order). Participants were allowed to take breaks between each two phases for as long as they wished. In total, each participant completed 64 trials (16 Stir-Flip-Straight, 16 Stir-Flip-Reversed, 16 Twist-Twirl/Unscrew-Twirl-Straight, and 16 Twist-Twirl/Unscrew-twirl- Reversed). After the experiment a questionnaire was administered to participants that asked them if they had considered any other labels for the gestures during the experiment. As the hypothesis of the study relies on the assumption that participants in different conditions thought of labels differently, it was critical to confirm that they did not replace the given labels with different ones on their own.

It is important to keep in mind that each label was only encountered three times during the experiment, once during gesture training produced orally by the experimenter, and once written on the screen at the beginning of each phase of the presentation of a pair (Straight and Reversed). During the trials participants did not see, hear or produce any words.

Results {#s4}
=======

Participant exclusion
---------------------

In the post-experiment questionnaire, three participants in the dissimilar condition mentioned having thought of \<unscrew\> as "twist." These participants were excluded from the analyses. The reason for this exclusion was that the dissimilar condition was only expected to differ from the similar condition if the participant used the unrelated ("unscrew") label when thinking of the relevant gesture. If, on the other hand, the participant thought of this gesture also with the related label ("twist"), we could not be certain that s/he was using dissimilar labels when making the gestures.

Error and RT coding
-------------------

Each session was videotaped using a SONY video camera CCD-TR72. Appendix [A](#SM1){ref-type="supplementary-material"} in Supplementary Material contains a detailed description of the rules used for coding errors and RTs. We intentionally chose conservative rules to code errors to avoid assigning error codes to possibly correct trials. All trials were double coded by the first and the second author independently (see Appendix [A](#SM1){ref-type="supplementary-material"} in Supplementary Material for initial checking and subsequent procedures). The coders were blind to the trial labels at the time of coding. They only wrote down the first gesture they saw in the trial. Thus, for many trials, the correct/error status of the trial was only apparent after the coding when the codes were matched with the trials\' target labels. Inter-rater reliability was calculated using the Kappa statistic to correct for chance, and was 0.88 (95%CI = 0.84--0.94). The trials for which there was a disagreement were reviewed by both raters and recoded. All trials that were subject to disagreement were then coded by a third rater, blind to the hypothesis of the experiment but trained on the gestures and the coding criteria. If the ratings of the three coders agreed, the code was finalized. If not, that trial was excluded. Only two trials in total were excluded for this reason.

There were a number of ways to code RTs. One was to code the latency from the baseline position to the very first movement. This measure was of limited use. In speech, the equivalent index would be to code the latency of the first sound that triggers the microphone, which might be pre-voicing, lip smacking, or other sounds that do not really mark the beginning of the word of interest. Another, more informative way to code the RTs was to measure the latency of an assumed posture that unequivocally discriminated between the gestures in each pair. These positions are shown in the middle panel of Figure [1](#F1){ref-type="fig"}, and Appendix [A](#SM1){ref-type="supplementary-material"} in Supplementary Material contains a full description of the procedures for coding RTs and the advantages of choosing this index for measuring latencies. All data were coded by a trained psychology undergraduate student blind to the hypothesis of the study. Two subjects were chosen at random for each experiment and were double coded independently by the first author. A criterion for reliable coding was set as follows: raters would be considered to have high agreement if they chose the same video frame ±1 (either the frame before or after) as the first unequivocal movement, on 80% or more of the trials. This criterion was met.

Analyses {#s5}
========

Errors
------

There were 83 errors made (53 in Twist-Twirl, 30 in Stir-Flip) in the similar and 42 errors made (18 in Unscrew-Twirl, 24 in Stir-Flip) in the dissimilar condition. Figure [4](#F4){ref-type="fig"} shows the average error counts (+SE) for the experimental and control pairs in the similar and dissimilar conditions, in each phase.

![**Mean error counts (+SE) for similar and dissimilar conditions for each pair of words in each phase**.](fpsyg-06-01347-g0004){#F4}

A multilevel mixed effect regression model was built with accuracy (incorrect or correct) as the dependent variable. Because the dependent variable is binary, a logistic version of the model was employed. Fixed effects included Relation (experimental vs. control pair), Phase (straight or reversed), Condition (similar or dissimilar), their two and three-way interaction terms and order (whether experimental or control pairs were presented first). Random effects included the random intercept of subjects (are some subjects simply more or less error prone in their gesture production?), random slope of Relation over subjects (are some subjects particularly error prone for related or unrelated pairs?), random slope of Phase over subjects (are some subjects particularly error prone in the straight or reversed phases?), and the random slope of Phase × Relation over subjects (are some subjects particularly affected by the combination of relatedness and reversal?). Note that random slopes of Condition and Order are not included, because they are between-subject variables and already appear in the fixed- effect part of the model. There are also no random effects of items in the model because there are only two items in each condition. However, using a mixed-effect model allows us to use the full random effect structure over subjects, which prevents the variance due to these random factors to be ascribed to the fixed effects of interest. Also, a logistic model is the proper statistical choice for categorical independent variables such as errors (for more on mixed effect models and their superiority over ANOVA see Barr et al., [@B3]; Nozari et al., [@B40]).

A summary of the model\'s estimated coefficients, their standard deviations, and their corresponding t statistics and *p*-values is presented in Table [1](#T1){ref-type="table"}. Participants made significantly more errors in the more difficult reversed phase collapsed over pairs (*t* = −4.76, *p* \< 0.001). They also made more errors on the experimental pair overall, when collapsed across both conditions (*t* = −2.37, *p* = 0.018). The model also showed that participants in the dissimilar condition made in general fewer errors than those in the similar condition (*t* = −3.99, *p* \< 0.001). The critical test of our hypothesis was the interaction between Relation and Condition. This interaction tested if there were more errors in the experimental vs. control pair in the similar vs. dissimilar condition, and was significant (*t* = 2.235, *p* = 0.025). Other effects were not significant.

###### 

**Results of the error analysis**.

                                 **Coefficient**   ***SE***   ***t***   ***p*-value**
  ------------------------------ ----------------- ---------- --------- ---------------
  **FIXED EFFECTS**                                                     
  Intercept                      −1.987            0.377      −5.36     \< 0.001
  Relation                       −0.658            0.278      −2.37     0.0178
  Phase                          −1.997            0.420      −4.759    \< 0.001
  Condition                      −1.309            0.328      −3.986    \< 0.001
  Order                          −0.139            0.214      −0.908    0.364
  Relation × Phase               0.483             0.631      0.766     0.444
  Relation × Condition           1.007             0.451      2.235     0.025
  Phase × Condition              0.133             0.786      0.169     0.866
  Relation × Phase × Condition   −0.365            1.084      −0.337    0.736
  **RANDOM EFFECTS**                                                    
  **Subject intercept**          **Variance**                           
  Intercept                      0.381                                  
  **Subject slopes**                                                    
  Relation\|Subject              0.143                                  
  Phase\|Subject                 0.218                                  
  RelationxPhase\|Subject        0.0739                                 

RT analysis
-----------

Error trials were excluded from the RT analysis. Figure [5](#F5){ref-type="fig"} shows the average RTs (+SE) for the experimental and control pairs in the similar and dissimilar conditions, in each phase. A multilevel mixed effect regression model, similar to that used in the analysis of accuracy, was employed to analyze the RT data. However, because the dependent variable was continuous, a logistic version was not used. Fixed and random variables and the model structure were the same as in the error analysis model. Results are summarized in Table [2](#T2){ref-type="table"}. The model showed that collapsed over both experiments, RTs were significantly faster for the experimental than the control pair (*t* = 3.52, *p* \< 0.001), and participants were overall slower in the dissimilar condition (*t* = 4.74, *p* \< 0.001). Recall that the error analysis showed that the participants in the dissimilar condition committed fewer errors, hinting at the classic speed-accuracy tradeoff. Order also had a significant effect, such that whichever pair appeared second was responded to more slowly, perhaps due to fatigue (*t* = 2.84, *p* \< 0.001). Similar to the error analysis, however, the critical test of the hypothesis was the interaction between Relation and Condition. This interaction was not significant (*t* = −0.99, *p* = 0.322). Neither was the three-way interaction between Relation, Phase, and Condition (*t* = 0.58, *p* = 0.566). Other effects were not significant either.

![**Mean RTs (+SE) for similar and dissimilar conditions for each pair of words in each phase**.](fpsyg-06-01347-g0005){#F5}

###### 

**Results of the RT analysis**.

                                 **Coefficient**   **SE**   **t**    ***p*-value**
  ------------------------------ ----------------- -------- -------- ---------------
  **FIXED EFFECTS**                                                  
  Intercept                      59.822            3.138    19.066   \< 0.001
  Relation                       9.23              2.614    3.531    \< 0.001
  Phase                          −3.14             1.894    −1.658   0.102
  Condition                      8.704             1.835    4.744    \< 0.001
  Order                          3.360             1.183    2.840    \< 0.001
  Relation × Phase               −2.494            2.667    −0.935   0.353
  Relation × Condition           −2.511            2.532    −0.991   0.322
  Phase × Condition              4.472             2.289    1.954    0.051
  Relation × Phase × Condition   1.857             3.23     0.575    0.566
  **RANDOM EFFECTS**                                                 
  **Subject intercept**          **Variance**                        
  Intercept                      201.846                             
  **Subject slopes**                                                 
  Relation\|Subject              153.380                             
  Phase\|Subject                 42.978                              
  RelationxPhase\|Subject        85.745                              

In summary, when compared to the control pair (which was identical in the two conditions), participants made significantly more errors on the experimental pair in the similar compared to the dissimilar condition, indicating that the similar labels caused interference. Comparison of the RT patterns revealed no reliable difference between the pattern of latencies in the two conditions, thus refuting the possibility that the specific increase in error rates on the experimental pair in the similar condition was compensated by faster RTs for that specific pair and condition.

General discussion {#s6}
==================

We showed that phonological similarity between the lexical labels that could be used to describe motion gestures influences the production of those gestures, even when speech is not produced or required. Participants generated more errors producing conceptually and motorically identical gestures when they thought of them as "twist" and "twirl" rather than "unscrew" and "twirl." This finding supports theories of gesture production that posit an influence of language on gestures (e.g., Kita and Özyürek, [@B29]; Hostetter and Alibali, [@B24], [@B25]), and adds to them in two ways. First, no overt speech is required for the linguistic influence to occur. Second, the influence can come from phonological representations that are situated lower than the morpho-syntactic layers in the language system.

Although much work has been dedicated to studying the relation between gestures and language, detailed models of gesture-language overlap that link different levels of representation between the two systems are rare. One prominent exception is the model proposed by Krauss et al. ([@B32]). The model uses the full architecture of Levelt\'s ([@B34]) feed-forward language production system, and proposes specific points in this architecture as communication ports with the gesture system. The model deserves praise for specifying the most complete representational system for both language and gesture, as well as their interface. As such, it can be used to test specific hypotheses about the locus of interaction between the two systems. For this reason, even though our findings contradict Krauss et al.\'s position, we choose to use their model as the starting point, and propose modification to the structure of the model to accommodate our current data. In doing so, we emphasize once again that we are agnostic about the origin of gestures. Pictures may have simultaneously elicited both gestures and their corresponding labels. Alternatively, one may have been elicited before the other or have triggered the other. Finally, gestures may have been produced without their accompanying lexical labels. Our hypothesis and empirical findings address (1) if indeed linguistic labels were activated along with gestures and (2) if the phonological forms of such labels affect the production of gestures.

The claim that language influences gesture production was tested directly in our experiments, and was supported by the observation that having phonologically-overlapping labels increased interference in producing gestures that were otherwise identical. According to Krauss et al.\'s ([@B32]) model, the language system can influence the gesture system via the auditory monitor that processes spoken speech. It is noteworthy that the authors do not mean that the form of gestures are affected by language, but simply that a command from the language system "serves as the signal to terminate the gesture." Perhaps the signal from the articulator in their model does more than just terminate gestures and actually influences the process of gesture production itself. This possibility would account for the fact that gestures were influenced by language in our study. However, there was no speech output in our experiment, and yet the lexical labels clearly influenced gestures. Therefore, the two systems must be linked earlier on, as the linguistic forms never reach the articulator or the auditory monitor. Note that Krauss and his colleagues also discuss cross-modal priming of spatial and lexical representations in "working memory," but that level seems sufficiently removed from the phonological level to account for phonological similarity effects.

So, at which level of representation does language system communicate with the gesture system? One possibility is the phoneme level. This is appealing for two reasons: (1) our manipulation is phonological, and (2) in Krauss et al.\'s ([@B32]) model, gestures influence lexical retrieval when a "kinesic" monitor communicates with the phonological encoder (gesture ![](fpsyg-06-01347-i0001.jpg) language). The model thus proposes a port of communication for gesture to affect language at the level of the phonological encoder. If such a port is in place, it might be used bidirectionally to also allow language to affect gesture. But there is a drawback to this appealing solution: Regardless of the nature of representations that reach the kinesic monitor, linking the gesture system directly to the phonological encoder is problematic, because it assumes a direct correspondence between gestural features and phonology. This means that there must be a systematic mapping between single phonemes (e.g., /m/) and certain gestural elements. This is unlikely to be true, as it is untrue in language. Conceptual features do not correspond directly to phonemes. For example, the conceptual feature of maleness can be linked to words that begin with a variety of phonemes, such as /f/ in "father" and /m/ in "male." Same is true for femaleness (/f/ in "female" and /m/ in "mother"). It is exactly this lack of direct correspondence of higher-level representations to their corresponding phonemes that motivates having an intermediate "word" layer in computational models of language production. It is more difficult to define the nature of the gestural representation that maps on to phonemes, as gestures are global and synthetic in nature (McNeill, [@B36]). They are not simply the sum of their parts, nor do they comply with analytic rules like language units. For this reason, it is even harder to imagine how they could possibly have a one-to-one correspondence with phonemes. For the same reason, it is more reasonable to assume that the gesture system communicates with the language system through the intermediate layer of abstract words, which are more holistic representations themselves, instead of linking directly to phonemes.

Note, however, that a strictly feed-forward language production model such as Levelt ([@B34]) fails to explain the effect of phonological similarity on gestures if it were to link to the language system at levels above phonemes. A higher layer such as the abstract word layer can only reflect phonological influences if it receives signal from the phoneme layer. We therefore propose that our results are most compatible with a model in which an interactive language system with feedback between phonemes and words communicates with a gesture system, most likely at the level of the abstract word forms. It is possible that the receiving end in the gesture system is also a layer of abstract gesture representations, but the need for a mediating abstract representation may not be as obvious as in the language system, because of the possible closer correspondence between the motor features and gesture concepts. Gesture concepts, in so far as such an abstract level is not expressed lexically, are likely to be complex motor programs designed to accomplish a goal, but are still built upon and related to more elementary motor features. The arbitrary mapping between phonological and semantic levels in the language system may not apply to the mapping between motor features and gesture concepts. Regardless, our results would be equally compatible with a model in which word representations link to any representations that are involved in producing motor gestures, abstract or otherwise.

This point addresses a possible question of whether interference induced by similar labels is limited to gestures, or would also be observed in a task in which motor responses are arbitrarily paired with phonologically-similar labels? While the latter is an empirical question, it is important to point out that (1) since motor planning and execution is an integral part of gesture production, finding phonological interference in a task that requires motor planning is neither problematic, nor unexpected given the claims of this paper. (2) There are, however, fundamental differences between tasks that require arbitrary stimulus-response mapping and the task used in this study. Pictures (stimuli) were selected to naturally evoke the related gesture (response), thus the stimulus-response mapping was not critically dependent on linguistic labels. In a task in which response keys are arbitrarily paired with stimulus pictures, there is a much higher chance for using verbal strategies to memorize the correct stimulus-response mapping. As such, demonstration of a phonological effect on motor responses in arbitrary pairing of stimulus-response does not generalize to an influence of phonology on gestures, but discovering the opposite would not be surprising.

One limitation of the study is that the hypothesis was tested on only one pair. This obviously limits our ability to claim that production of all gestures rely on linguistic labels. However, that is not our claim. The study was designed to demonstrate possible, not inevitable, influence of phonology on gesture production, and the demonstration provided here was the proof of concept. Moreover, by including a control pair, we refuted the possibility that some other feature, irrelevant to the critical manipulation, caused the difference, and we corrected differences between conditions using that pair. Future work should focus on examining how various aspects of gestures modulate their sensitivity to linguistic variables. Another objection could be that the difficulty of reversal could have evoked linguistic labels to help participants focus on the correct gesture. The low number of errors in the straight condition alone does not allow independent comparisons, so this possibility cannot be refuted. However, pertinent to our discussion is that (1) the retrieved lexical item was never spoken, and (2) regardless of how the language system was activated, it influenced gesture production in the expected direction (interference in the phonologically-similar condition). Here too, future research must elucidate the conditions in which production of gestures rely more heavily on linguistic labels.

Can the effect be the result of greater difficulty of lexical retrieval from semantics in one case vs. the other? Since imageability was the same between conditions, frequency can be used as an index of the difficulty of lexical retrieval. Words with lower frequency are more difficult to retrieve, so they should be associated with higher error rates (e.g., Kittredge et al., [@B31]). Log10 frequency of "twist" and "unscrew" are 2.67 vs. 1.39 (Brysbaert and New, [@B6]), meaning that of the two, "unscrew" is the less frequent. If frequency was driving the effect, we would have expected *more* errors when this label was used, as opposed to "twist". Finally, "twist" and "twirl" have a higher co-occurrence rate in language than "unscrew" and "twirl." This higher co-occurrence may indicate a higher similarity in the semantics of the actions defined by the former pair than those defined by the latter. For example, "doctor" and "nurse" co-occur more frequently than "teacher" and "nurse," because the former pair has a closer semantic link than the latter. However, in the current experiment, the actions and their semantics are identical in the two conditions, thus semantic differences cannot explain the pattern of results. This leaves a second aspect of co-occurrence, namely that of phonological forms. It is possible that words co-occur more frequently because they are phonologically similar (e.g., hanky panky, razzle dazzle). Whether phonological similarity directly affects gesture production or whether it does so through increased co-occurrence of two words, the conclusion remains valid: word-forms, in the absence of semantic change, affect production of gestures.

While our results support an influence of the language system on gesture production, these experiments were not designed to provide empirical evidence to support or refute the influence of the gesture system on language production. We can, however, speculate on this question given the cognitive architecture that our data support. For one, we have shown that an interactive language system is required to explain the effect. Moreover, we have demonstrated that the dynamics of the gesture system are influenced by the language system. While not impossible, it is much less likely that in such an interactive architecture gesture would not influence language production. Empirical evidence from past studies also suggests that it does. For one thing, language production is negatively impacted by eliminating gestures (e.g., Beattie and Coughlan, [@B4]). Moreover, when language production becomes difficult, speakers gesture more frequently (Chawla and Krauss, [@B8]; Melinger and Kita, [@B38]). Also, Frick-Horbury and Guttentag ([@B17]) showed that participants often gesture when in a Tip-of-the-Tongue (TOT) state, and preventing them from gesturing in that state increases the rate of failed lexical retrievals. TOT states arise when the stage of mapping words to phonology is unsuccessful (Dell et al., [@B13]). The most likely reason is incomplete activation at the word level (Meyer and Bock, [@B39]). Therefore, extra input from the gesture system to the word level could help resolve the TOTs.

In summary, we provided direct evidence for the influence of phonological forms on gestures. In explaining the results, we arrived at a model that is interactive both within the language system and also between the language and gesture systems. This model is most compatible with evidence that also supports an influence of gesture on language production and even learning (Goldin-Meadow and Butcher, [@B21]; Iverson and Goldin-Meadow, [@B27]; Iverson et al., [@B26]; Rowe and Goldin-Meadow, [@B46]).
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