We show that any nonsingular (real or complex) square matrix can be factorized into a product of at most three normal matrices, one of which is unitary, another selfadjoint with eigenvalues in the open right half-plane, and the third one is normal involutory with a neutral negative eigenspace (we call the latter matrices normal neutral involutory). Here the words normal, unitary, selfadjoint and neutral are understood with respect to an indefinite inner product.
Introduction
We consider two kinds of indefinite inner products: a complex Hermitian inner product and a real symmetric inner product. Let K denote either the field of complex numbers K = C or the field of real numbers K = R. Let the nonsingular matrix H ∈ K n×n be either a complex Hermitian matrix H ∈ C n×n defining a complex Hermitian inner product [x, y] H =x T Hy for x, y ∈ C n , or a real symmetric matrix H ∈ R n×n defining a real symmetric inner product [x, y] H = x T Hy for x, y ∈ R n . Herex T indicates the complex conjugate transpose of x and x T indicates the transpose of x.
In a Euclidean space, H ∈ K n×n is the identity matrix. In general, if the integers p and q denote the numbers of positive and negative eigenvalues of H ∈ K n×n , respectively, one defines the inertia and the signature of the nondegenerate indefinite inner product [x, y] H as the pair (p, q) and the integer p − q, respectively.
Extending the definitions in a Euclidean space to an indefinite inner product space, the H-adjoint A
[H] of a matrix A ∈ K n×n is defined as [Ax, y] H = [x, A [H] y] H for all x, y ∈ K n , that is
with A † = Ā T , for the complex Hermitian inner product, A T , for the real symmetric inner product.
A matrix A ∈ K n×n is called selfadjoint (Hermitian for K = C, and symmetric
n×n is called H-selfadjoint (H-Hermitian for K = C, and H-symmetric for K = R) if S
[H] = S or S † H = HS. Finally a matrix A ∈ K n×n is called H-normal if it commutes with its H-adjoint, i.e., AA
[H] = A [H] A. There are several kinds of matrix factorizations in a Euclidean space. Inspired by the polar form of nonzero complex numbers, a square matrix admits a polar decomposition into a product of a unitary matrix and a positivesemidefinite selfadjoint matrix. The individual matrix factors in a polar decomposition are normal matrices. Here, as usual, a matrix A is normal if A † A = AA † . In this paper, we present a way to decompose any nonsingular matrix into matrix factors that are normal with respect to a predefined inner product (i.e., if the matrix H defines the inner product, a matrix A is H-normal if A
[H] A = AA [H] ). Our H-normal factorization is close to the polar decomposition in a Euclidean space. We start by mentioning the classical polar decomposition and studies of polar decompositions in indefinite inner product spaces, and then we present our results.
To simplify the language, we have extended the definition of positivedefinite matrices to matrices with nonreal eigenvalues as follows. We use A 1/2 to denote the principal square root of a square matrix A ∈ C n×n defined as follows.
Definition 1.2. (Principal square root; Thm. 1.29 in [12] ) For a nonsingular matrix A ∈ C n×n with no negative real eigenvalues, the principal square root A 1/2 of A is the unique r-positive-definite solution S of S 2 = A.
We have defined positive eigenspace, negative eigenspace and nonreal eigenspace of a matrix A ∈ C n×n through the Jordan decomposition as follows. Definition 1.3. The positive (negative) eigenspace of a matrix A ∈ C n×n is defined as the subspace spanned by a set of generalized eigenvectors belonging to all the positive (negative) real eigenvalues of A. The nonreal eigenspace of A is defined as the subspace spanned by a set of generalized eigenvectors belonging to all the nonreal eigenvalues of A.
In the following, the concept of hyperbolic subspace will play an important role. We use the definition of hyperbolic subspace that appears in the context of quadratic forms and Witt's decomposition theorem as follows. A hyperbolic subspace has necessarily an even number of dimensions. A hyperbolic subspace of dimension 2m has a basis (
where δ ij is Kronecker delta and i, j = 1, . . . , m. The two subspaces spanned by (u 1 , . . . , u m ) and (v 1 , . . . , v m ), respectively, are neutral subspaces. See, e.g., [21, 22] . Let
It is clear that the inertia of this hyperbolic subspace is (m, m), i.e., the signature is zero. Moreover, it is an orthogonal sum of m hyperbolic planes, which are hyperbolic subspaces of dimension 2.
For nonsingular matrices, the classical concept of polar decomposition in a Euclidean space is expressed by the following statement. Any nonsingular square matrix F ∈ K n×n has unique right and left polar decompositions
where the matrix U ∈ K n×n is unitary and the matrices S, S ′ ∈ K n×n are selfadjoint positive-definite (i.e., all of their eigenvalues are real and positive). The matrices S, S ′ , and U are given by S = (
It is a longstanding and interesting question to generalize the classical polar decomposition in a Euclidean space to an indefinite inner product space. Generalized polar decomposition, H-polar decomposition and semidefinite H-polar decomposition are defined and studied. All of these definitions allow for singular matrices. Also a generalized polar decomposition is defined in an indefinite scalar product space, where the product matrix is not necessarily selfadjoint. Considering in this paper we study decompositions for nonsingular matrices in indefinite inner product spaces, here we quote their results only in the same situation.
Let H ∈ K n×n be a selfadjoint matrix and F ∈ K n×n be a nonsingular square matrix. Write F ∈ K n×n into a product of factors L ∈ K n×n and S ∈ K n×n as
In the form of Equation (4), F ∈ K n×n has a generalized polar decomposition if L ∈ K n×n is H-unitary and S ∈ K n×n is r-positive-definite Hselfadjoint (see [6, 10, 11, 13, 17] ). Necessary and sufficient conditions for the existence of generalized polar decomposition are given in [11, 13] as follows. A nonsingular matrix F has a generalized polar decomposition if and only if F
[H] F has no negative real eigenvalues. When such a factorization exists, it is unique.
In the form of Equation (4),
n×n is H-unitary and S ∈ K n×n is H-selfadjoint. In this case S is not necessarily r-positive-definite. Necessary and sufficient conditions for the existence of an H-polar decomposition are given in [1, 2, 3, 4, 5, 16, 18] as follows. A nonsingular matrix F has an H-polar decomposition if and only if either F
[H] F has no negative real eigenvalues or the negative-real-eigenvalue Jordan blocks in the canonical form of (F [H] F, H) come in pairs of opposite sign characteristic, that is, by Theorem 4.4 in [4] , the part of the canonical form (J, K) of (F [H] F, H) corresponding to the negative eigenvalues λ l of
In the form of Equation (4), F ∈ K n×n has a semidefinite H-polar decomposition if L ∈ K n×n is H-unitary and S ∈ K n×n is H-selfadjoint and H-nonnegative, i.e., HS is selfadjoint and positive-semidefinite (in a nonsingular case, HS is positive-definite). Necessary and sufficient conditions for the existence of a semidefinite H-polar decomposition are given in [5] as follows. A nonsingular matrix F has a semidefinite H-polar decomposition if and only if F
[H] F has only positive real eigenvalues and is diagonalizable. A semidefinite H-polar decomposition is a particular case of an H-polar decomposition.
As seen from the statements above, if F has a semidefinite polar decomposition, then F has a generalized polar decomposition. If F has a generalized polar decomposition, then F has an H-polar decomposition.
In our previous work [20] , we found a unique indefinite polar decomposition in an indefinite inner product space K n , which is close to the generalized polar decomposition that the H-selfadjoint factor is r-positive-definite. By introducing a proper sign function, a square root of a negative eigenvalue is avoided. The decompositions apply to all the nonsingular matrices. The result in [20] is more general which is studied for both bilinear and sesquilinear forms in indefinite scalar product spaces. Here we quote the results only in indefinite inner product spaces. Any nonsingular matrix F ∈ K n×n can be uniquely decomposed as
where, with Σ = Sign( 
Here Sign is a sign function defined in Section 2.
In this paper, we first show that any square matrix W ∈ K n×n such that W
[H] W = Φ, where Φ is H-selfadjoint involutory with a hyperbolic negative eigenspace, can be factorized into a product
where L ∈ K n×n is H-unitary and X ∈ K n×n is H-normal H-neutral involutory. We call a matrix H-neutral involutory if it is involutory with an H-neutral negative eigenspace (see Definition 4.3 
where L ∈ K n×n is H-unitary and X ∈ K n×n is H-normal H-neutral involutory. The decompositions (7) and (8) are not unique.
We show that W in (6) satisfies the conditions for the decompositions (7) and (8) . Therefore, any nonsingular square matrix F ∈ K n×n can be factorized into a product of at most three H-normal matrices
where L ∈ K n×n is H-unitary, X ∈ K n×n is H-normal H-neutral involutory, and S ∈ K n×n is H-selfadjoint and r-positive-definite. Other similar decompositions exist,
where
are H-normal H-neutral involutory, and S, S ′ ∈ K n×n are H-selfadjoint and r-positivedefinite. The factors S and S ′ are uniquely determined by F (given H), while the other matrices satisfy
In Section 2, we define a sign matrix function of a matrix A ∈ K n×n . In Section 3, we review the canonical form of a pair (A, H), where H ∈ K n×n is a selfadjoint matrix and A ∈ K n×n is an H-selfadjoint matrix. In Section 4, we introduce H-normal H-neutral involutory matrices and give some of their properties. In Section 5, we present the factorizations W = LX and W = XL in (7) and (8) respectively. In Section 6, we present the decompositions (9) and (10) for any nonsingular square matrix F ∈ K n×n .
A sign function
We start by recalling some facts about primary matrix functions (see, e.g., [7, 12, 14] ). A primary matrix function f of a matrix A ∈ K n×n can be defined by means of a function f : C → C (denoted by the same letter) defined on the spectrum of A and called the stem function of the matrix function f . Definition 2.1. (chapter V in [7] or Definition 1.1 in [12] ) A function f : C → C is said to be defined on the spectrum of a matrix A ∈ K n×n if its value f (λ k ) and the values of its s k − 1 derivatives
exist at all eigenvalues λ k of A. Here s k is the size of the Jordan blocks
As remarked in [12] right after Definition 1.1, arbitrary numbers can be chosen and assigned as the values of f (λ k ) and its derivatives f
A primary matrix function f (A) of a matrix A ∈ K n×n is well defined in the sense that it is unique. Since every primary matrix function of A is a polynomial in A (see Thm. 1.12 in [14] ), all primary matrix functions f (A) commute with the matrix A and also commute with each other.
Moreover,
n×n hold for any primary matrix function f of a matrix A ∈ K n×n . It follows that for a real symmetric inner product defined by a real
[H] always holds, while for a complex Hermitian inner product defined by a complex Hermitian matrix
, and f (A) is real when A is real (see e.g. [14] ).
For an
The matrix sign function in Roberts [19] , commonly used in the mathematical literature on control theory, eigendecompositions, and roots of matrices (see, e.g., [9, 15] ), is defined as the primary matrix function associated to the scalar function
Here we introduce a different sign function of a nonsingular matrix A through a scalar function Sign(λ) as follows.
Definition 2.2. The function Sign is defined as
and all derivatives of Sign(λ) at λ are equal to zero, i.e.,
With the stem function (13), one can define the corresponding matrix sign function through the definition of primary function (see, e.g., [7, 12, 14] ). The matrix sign function Sign(A) is a primary matrix function of matrix A ∈ K n×n and thus is unique. For a general complex matrix A, Sign(A) is complex in general. For a real matrix A, Sign(A) is real, since Sign(λ) = Signλ.
The matrix Sign(A) is an involutory matrix, i.e.,
The negative eigenspace of Sign(A) (i.e., the eigenspace with eigenvalue −1) is the negative eigenspace of A. The positive eigenspace of Sign(A) (i.e., the eigenspace with eigenvalue +1) is the sum of the positive eigenspace and nonreal eigenspace of A.
Canonical form of a pair (A, H)
In this section, we review some facts about the canonical form of a pair of matrices (A, H), where H ∈ K n×n is a selfadjoint matrix and A ∈ K n×n is an H-selfadjoint matrix. Then for a nonsingular matrix F ∈ K n×n , we present a proposition of an H-selfadjoint matrix
Definition 3.1. (Unitarily similar pairs in [8] pp. 55 and 133) Let H 1 , H 2 ∈ K n×n be invertible selfadjoint matrices. Let A 1 , A 2 ∈ K n×n be two n × n matrices. The pairs (A 1 , H 1 ) and (A 2 , H 2 ) are said to be unitarily similar (for K = R, also called r-unitarily similar or orthogonally similar) if there exists an invertible matrix Q ∈ K n×n such that 
Let Z s be the s × s matrix 
where J is the complex Jordan form of A, namely
with real eigenvalues λ 1 , . . . , λ p and nonreal eigenvalues λ p+1 , . . . , λ p+q , and
For a pair (A, H) of real matrices A, H ∈ R n×n , there is a real canonical form (J, K) given by the following theorem. [8] ) Let H ∈ R n×n be a nonsingular symmetric matrix and A ∈ R n×n be an H-symmetric matrix. Then the pair (A, H) is orthogonally similar to a real canonical pair (J, K) through an invertible real transformation matrix Q ∈ R n×n , i.e.,
where J is the real Jordan form of A, namely
with real eigenvalues λ 1 , . . . , λ p and nonreal eigenvalues α 1 ±iβ 1 , . . . , α q ±iβ q , and
Notice that K has the same block structure as J. The canonical form of a pair (A, H) is unique up to the order of the blocks. The ordered set of signs (ǫ 1 , . . . , ǫ p ) is called the sign characteristic of the pair (A, H). The signs ǫ k (k = 1, . . . , p) are uniquely determined by (A, H) up to permutation of signs in the blocks of K corresponding to equal Jordan blocks of J.
In Theorems 3.3 and 3.4, A ∈ K n×n represents any H-selfadjoint matrix. Let H ∈ K n×n be a nonsingular selfadjoint matrix and F ∈ K n×n be a nonsingular matrix, then For a real eigenvalue λ, J s = J s (λ) and K s = ǫZ s , where ǫ is the sign characteristic corresponding to λ. For a pair of complex conjugate eigenvalues λ andλ, the size s is even, K s = Z s , and J s = J s (λ;λ) for the complex form (J, K), J s = J s (α, β) with λ = α ± iβ for the real form (J, K). Moreover, σ = Sign(λ). The last column indicates the number of blocks of kind (J s , K s ) appearing in (J, K). 
where N o −+ is the number of odd Jordan blocks with negative real eigenvalue and sign characteristic +1 and N o −− is the number of odd Jordan blocks with negative real eigenvalue and sign characteristic −1. The total dimension of the negative eigenspace of F
[H] F is, from Table 1 , The proof that the negative eigenspace of Σ ′ = Sign(F F
H-normal H-neutral involutory matrices
In this section we define H-normal H-neutral involutory matrices, and give some of their basic properties together with some canonical forms.
Let H ∈ K n×n be a nonsingular selfadjoint matrix. We recall that two subspaces U, V ⊆ K n are said to be orthogonal (or H-orthogonal) to each other if [u, v] H = 0 for all u ∈ U and v ∈ V. If U and V are orthogonal subspaces we write U ⊥ V.
We also recall that a subspace N ⊂ K n is called neutral (or H-neutral) if [u, v] H = 0 for all u, v ∈ N , i.e., N ⊥ N . An equivalent definition of a neutral subspace N is [u, u] H = 0 for all u ∈ N .
Involutions
A matrix X ∈ K n×n is involutory if X 2 = I n . Any involutory matrix is diagonalizable, and its eigenvalues are +1 and −1. For an involutory matrix X ∈ K n×n , let
indicate the positive eigenspace of X, and let
indicate the negative eigenspace of X. Proof. By direct calculation, one has (
is an involutory matrix.
The projection matrix onto neg(X) is P X = (I n − X)/2. The projection matrix onto pos(X) is P ′ X = (I n + X)/2. One has
Lemma 4.2. Let H ∈ K n×n be a nonsingular selfadjoint matrix and let
Proof. Let P X = (I n − X)/2. By (30), one has ker(P X ) = pos(X) and im(P X ) = neg(X). Since X is involutory, by Lemma 4.1,
⊥ and im(P X ) = (ker P 
H-neutral involutions Definition 4.3. (H-neutral involutory matrix) Let H ∈ K
n×n be a nonsingular selfadjoint matrix. An involutory matrix X ∈ K n×n is called Hneutral if its negative eigenspace is H-neutral or {0}. The neutral index m X of X is defined as the dimension of the negative eigenspace neg(X), i.e., m X = dim(neg X). The identity matrix I n is H-neutral involutory of neutral index 0. 
Proof. Sufficiency: Let an involutory matrix X ∈ K n×n , satisfy
thus [u, v] H = 0, i.e., neg(X) is H-neutral. By Definition 4.3, X is H-neutral involutory. Necessity: Let X ∈ K n×n be an H-neutral involutory matrix, then X 2 = I n . By Lemma 4.4, neg(X) ⊆ pos(X [H] ). It follows that, using (30), im(I n − X) = im(P X ) = neg X ⊆ pos(
H-normal H-neutral involutions Definition 4.7. (H-normal H-neutral involutory matrix) Let H ∈ K
n×n be a nonsingular selfadjoint matrix. An involutory matrix X ∈ K n×n is called H-normal H-neutral if it is both H-neutral and H-normal. 
is an H-normal H-neutral involutory matrix of neutral index m, then the H-selfadjoint matrix X
[H] X is involutory and its negative eigenspace is hyperbolic of dimension 2m.
Proof. By direct calculation, (X
X has eigenvalues +1 and −1 only. Let n + and n − denote the number of positive (i.e., +1) and negative (i.e., −1) eigenvalues. One has n + + n − = n and tr(X [H] X) = n + − n − . On the other hand, since X is involutory of neutral index m, it has m negative eigenvalues equal to −1 and n − m positive eigenvalues equal to +1. Thus tr(X) = (n − m) − m = n − 2m. Hence, using tr(X [H] ) = tr(X) and
Thus, from n + + n − = n and tr(X [H] X) = n + − n − = n − 4m, it follows that n − = 2m, that is the negative eigenspace of X
[H] X has dimension 2m. Moreover, by Theorem 3.5, the negative eigenspace of X
[H] X is hyperbolic. Therefore, the negative eigenspace of X
[H] X is hyperbolic of dimension 2m.
We now prove two lemmas to be used in the derivation of the canonical forms of an H-normal H-neutral involutory matrix X.
Lemma 4.11. Let H ∈ K n×n be a nonsingular selfadjoint matrix, let X ∈ K n×n be an H-normal H-neutral involutory matrix, and let
Multiplying both sides by X on the left, and using X 2 = I n , one has 
Since by Proposition 4.10, dim(neg Φ) = 2m, it follows neg(Φ) = neg(X)+ neg(X [H] ).
Lemma 4.12. Let H ∈ K n×n be a nonsingular selfadjoint matrix, let X ∈ K n×n be an H-normal H-neutral involutory matrix, and let 
where J ∈ K n×n is the Jordan form of X,
and K ∈ K n×n is the nonsingular selfadjoint matrix
Here m is the neutral index of X and (p, q) is the inertia of H. Let E 1 be the n × n matrix with columns equal to the components of the basis vectors v 1 , . . . v m , u 1 , . . . , u m , w 1 , . . . , w n−2m , in this order. In this basis, the matrices X and H assume the form
where B ∈ K m×m and C ∈ K (n−2m)×(n−2m) are the matrices with elements
and
Since H is nonsingular, also B and C are nonsingular. Moreover, C is selfadjoint, and since neg(Φ) = span(v 1 , . . . v m , u 1 , . . . , u m ) is a hyperbolic subspace, the signature of C is equal to the signature of H, i.e., p − q. Thus C can be diagonalized as (recall that C has dimension n − 2m and that
and let E ′ = E 1 E 2 . Then, by direct computation,
Let
and let
where J and K are the matrices in the statement of the theorem.
Corollary 4.14. Let H ∈ K n×n be a nonsingular selfadjoint matrix and X ∈ K n×n be an H-normal H-neutral involutory matrix. Then the pair (X, H) is unitarily similar to a canonical pair (P, M) through an invertible transformation Q ′ ∈ K n×n , i.e.,
where P ∈ K n×n is the M-normal M-neutral involutory matrix
and M ∈ K n×n is the nonsingular selfadjoint matrix
Here m is the neutral index of X and (p, q) is the inertia of H.
Then, for J and K as in Theorem 4.13,
The choice Q ′ = QE, with Q as in Theorem 4.13, proves the corollary.
The forms of X [H] and Φ = X
[H] X in the same basis as in the canonical forms of (X, H) in Theorem 4.13 and Corollary 4.14 respectively are
The first 2m rows and columns of the canonical forms (J, K) and (P, M) in Theorem 4.13 and Corollary 4.14 correspond to the negative subspace of X
[H] X. By decomposing it into m hyperbolic planes, it is easy to see that alternative canonical forms of the pair (X, H) are the pairs (J ′ , K ′ ) and (P ′ , M ′ ) where
and Proof. Sufficiency: Since X 1 and X 2 are H-unitarily similar, they have the same number of negative eigenvalues, thus X 1 and X 2 have the same neutral index.
Necessity: Let X 1 and X 2 be two H-normal H-neutral involutory matrices having neutral index m. The pairs (X 1 , H) and (X 2 , H) can be put into the same canonical form (J, K) in Theorem 4.13 through some invertible transformations Q 1 and Q 2 respectively. Then,
So X 1 and X 2 are H-unitarily similar through the matrix Q 1 Q 
Through (60-62), one has X
[H]
2 + X 2 − I n , thus X 2 is Hnormal H-neutral involutory. By Proposition 4.15, X 2 has the same neutral index as X 1 .
W = LX and W = XL factorizations
(see [1, 8] , where they are referred to as H Proof. Φ is involutory, so the Jordan form J Φ of Φ is a diagonal matrix with entries +1 and/or −1. Since Φ is H-selfadjoint, by Theorem 3.3 or 3.4, the pair (Φ, H) is unitarily similar to a canonical pair (J Φ , M) through some suitable transformation matrix Q ∈ K n×n . The matrix M has the same block structure as J Φ , that is, each block in M is size 1 × 1. Since the negative eigenspace of Φ is hyperbolic of dimension 2m, so there are 2m blocks of −1 in J Φ , where m blocks are corresponding to +1 in M and the other m blocks are corresponding to −1 in M. Therefore, we can write (J Φ , M) as follows.
We are going to show that X [H] X = Φ and X is H-normal H-neutral involutory of neutral index m. By direct computation, X 2 = I n , thus X is involutory. Moreover,
and it can be verified that
Using Equations (66-70) in a direct calculation of
By Theorem 4.8, X is H-normal H-neutral involutory. Finally, diagonalizing (68), X has m negative eigenvalues −1 and n − m positive eigenvalues +1. Thus X is H-normal H-neutral involutory of neutral index m. 
[H] L = I n and LΦ = ΦL. Since X 2 is H-unitarily similar to X 1 , then by Proposition 4.17, X 2 is Hnormal H-neutral involutory. Furthermore,
Necessity: By Lemma 5.2, X 1 and X 2 have the same neutral index. By Proposition 4.15, X 1 and X 2 are H-unitarily similar, that is, there exists an H-unitary matrix L such that 
where L ∈ K n×n is H-unitary and X ∈ K n×n is H-normal H-neutral involutory.
Proof. Let X be an H-normal H-neutral involutory solution of 
decompositions In Theorems 6.1 and 6.2, we quote the results we proved in [20] . In Theorems 6.1 and 6.2, the generalized sign function σ is defined in [20] . Here we specify that the generalized sign function σ is the sign function defined in Section 2. Moreover, we specify that the matrix H ∈ K n×n is a nonsingular selfadjoint matrix defining an indefinite inner product. Then one has the following theorem. Theorem 6.3. Let H ∈ K n×n be a nonsingular selfadjoint matrix. Any nonsingular matrix F ∈ K n×n can be factorized uniquely as
where, with Σ = Sign(
is r-positive-definite H-selfadjoint and HΣ-selfadjoint,
is r-positive-definite H-selfadjoint and HΣ ′ -selfadjoint, and
is (H, HΣ)-unitary and (HΣ ′ , H)-unitary.
By Theorem 3.5, the negative subspaces of Σ and Σ ′ are hyperbolic. We now prove the following factorization of a nonsingular square matrix into H-normal matrices. Theorem 6.4. Let H ∈ K n×n be a nonsingular selfadjoint matrix. Then any nonsingular matrix F ∈ K n×n can be factorized (non-uniquely) as
is r-positive-definite H-selfadjoint and
n×n are H-unitary, the matrices X, X 1 , X ′ , X ′ 1 ∈ K n×n are H-normal H-neutral involutory, and 
