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Re´sume´
Dans ce travail, on de´termine l’indice formel et l’indice polynoˆmial d’un ope´rateur diffe´rentiel
line´aire P =
m∑
i=0
Ai(x)
di
dxi
a` coefficients dansMn(C[x]) avec detAm(x) non identiquement nul.
Ensuite, on applique ces re´sultats pour donner une nouvelle de´monstration d’un the´ore`me de
Bezivin-Robba e´quivalent au the´ore`me de Lindemann-Wierstrass, ainsi que pour trouver des
conditions suffisantes sur l’e´quation diffe´rentielle matricielle de Riccati Y ′ = A(x) +B(x)Y +
Y C(x)Y a` coefficients dans Mn(C[x]) pour que toute solution me´romorphe soit rationnelle et
d’autres conditions suffisantes pour que la solution ge´ne´rale soit alge´brique.
In this paper, one determines the formal index and the polynoˆmial index of a linear differential
operator P =
m∑
i=0
Ai(x)
di
dxi
with coefficients in Mn(C[x]) and detAm(x) 6≡ 0 .
Then, one applies these results to give a new proof of a Bezivin-Robba theorem equivalent
to the Lindemann-Wierstrass theorem, as to find sufficient conditions on the Riccati matrix
differential equation Y ′ = A(x) +B(x)Y + Y C(x)Y with coefficients in Mn(C[x]) so that any
meromorphic solution is rational and other sufficient conditions so that the general solution is
algebraic.
AMS classification subject : 34M, 11J
Key words : ope´rateurs diffe´rentiels, indices, e´quation diffe´rentielle matricielle de Riccati, so-
lutions rationnelles, alge´briques, the´ore`me de Lindemann-Weierstrass.
1 Notations
C[x]=l’anneau des polynoˆmes en x a` coefficients dans C,
C[x]a = {
b
an
; b ∈ C[x], n ∈ N} = le localise´ en a ∈ C[x] de l’anneau C[x],
C[[x]]=l’anneau des se´ries formelles en x a` coefficients dans C,
M(C) = le corps des fonctions me´romorphes sur C,
Pour Y = {a1, ..., an} ⊂ C, on pose MY (C) = {f ∈ M(C) ; f est analytique dansC− Y }.
Si g ∈ C[x], on note ordαg l’ordre du ze´ro de g au point α et d
◦g le degre´ du polynoˆme g ; si
A = (aij) est une matrice a` coefficients dans C[x], on note d
◦A le nombre sup
ij
d◦aij .
Si u : E → E est un endomorphisme d’espaces vectoriels, on note ker(u,E) et Coker(u,E)
respectivement son noyau et son conoyau.
On note v(f) la valuation de f =
∑
i≥i0
fix
i ∈ C[[x]][x−1] :
v(f) =
{
inf{i; fi 6= 0}, si f 6= 0 ;
+∞ si f = 0
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Si A = (aij) ∈ End(C[x]
N), on pose ν(A) = inf{v(aij); 1 ≤ i, j ≤ N}.
On conside`re l’ope´rateur diffe´rentiel matriciel
P =
m∑
i=0
Ai(x)
di
dxi
avec
Ai(x) = A
0
i + A
1
ix+ ...+A
di
i x
di ∈Mn(C[x]
N ) et detAm(x) 6≡ 0.
Si Ai(x) ≡ 0, on pose di = −∞.
Soient
ni = inf{j;A
j
i 6= 0} = ν(Ai),
n = sup
0≤i≤m
(i− ni) = sup
0≤i≤m
(i− ν(Ai)),
J = {j; j − nj = n},
L(k) =
∑
j∈J
k(k − 1)...(k − j + 1)A
nj
j ,
l(k) = detL(k).
Remarquons que si m ∈ J , alors l(k) est un polynoˆme en k de degre´ mN .
Soient
n′ = inf
0≤i≤m
(i− di),
J ′ = {j; j − dj = n
′},
D(k) =
∑
j∈J′
k(k − 1)...(k − j + 1)A
dj
j ,
et
d(k) = detD(k).
2 Indice formel et indice polynoˆmial
De´finition :
Le polynoˆme l(k) est appele´ polynoˆme indiciel de l’ope´rateur matriciel P et l’e´quation l(k) = 0
est appele´e l’e´quation indicielle de l’e´quation diffe´rentielle matricielle Pu = 0.
De´finition :
Soit a ∈ C. L’ope´rateur diffe´rentiel matriciel P est dit re´gulier en a si toute solution de
l’e´quation Pu = 0 est analytique, il est dit singulier re´gulier en a si toute de´termination f de
toute solution de l’e´quation Pu = 0 est a` croissance mode´re´e au voisinage de a i.e si pour
tout secteur S de sommet a il existe β ∈ N tel que lim
x→a
x∈S
(x − a)βf = 0, P est dit singulier
irre´gulier en a s’il n’est ni re´gulier ni singulier re´gulier en a.
De´finition :
Soient E,F deux espaces vectoriels sur un corps K et u : E → F un homomorphisme. On dit
que l’ope´rateur u est a` indice si dimKeru et dimCokeru sont finis et on apelle alors indice
de u : E → F le nombre entier χ(u;E,F ) = dimKeru − dimCokeru. Si E = F , on note
χ(u;E) l’indice χ(u;E,F ) ( s’il existe ).
D’apre`s [5], l’ope´rateur P : CN{x}N → C{x}N est a` indice et on a :
χ(P ;C{x}N ) = mN − v(detAm) (1)
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D’apre`s [1], l’ope´rateur P : C[[x]]N → C[[x]]N est a` indice et les quatre conditions suivantes
sont e´quivalentes
(i) P est singulier re´gulier en 0 ;
(ii) χ(P,C[[x]]N ) = χ(P,C{x}N ) ;
(iii) l’ope´rateur
P :
C[[x]]N
C{x}N
→
C[[x]]N
C{x}N
est injectif ;
(iv) l’ope´rateur diffe´rentiel d’ordre 1 suivant est singulier re´gulier a` l’origine
D =
d
dx
−


0 I 0 · · · 0
0 0 I · · · 0
...
...
. . .
. . .
...
0 0 0
. . . I
B0 B1 B2 · · · Bm−1


ou` Bi = A
−1
m Ai (0 ≤ i ≤ m− 1) et I = la matrice identite´ d’ordre N .
Dans la suite, on travaillera au voisinage du point a = 0.
The´ore`me 1 :
(i)) Si l(k) 6≡ 0, alors χ(P ;C[[x]]N ) = nN ,
(ii)) Si m ∈ J , alors P est singulier re´gulier en 0 si, et seulement si, v(det(Am)) = ν(Am)N .
Preuve :
(i) Puisque sup
i
(i− v(Ai)) = n, on a :
P (f0x
k) = L(k)f0x
k−n + L1(k)f0x
k−n+1 + ...
P (f1x
k+1) = L(k + 1)f1x
k−n+1 + ...
...
De la`, on de´duit par un calcul simple, un isomorphisme
P : xkC[[x]]N
∼
−→ xk−nC[[x]]N
et du diagramme commutatif :
0 // xkC[[x]]N
P

// C[[x]]N
P

// C[[x]]N/xkC[[x]]N //
P

0
0 // xk−nC[[x]]N // C[[x]]N // C[[x]]N/xk−nC[[x]]N // 0
on de´duit, a` l’aide du lemme du serpent, que
χ(P ;C[[x]]N ) = kN − (k − n)N = nN
d’ou` la premie`re partie du the´ore`me.
(ii) Si m ∈ J , l(k) est un polynoˆme en k de degre´ N supJ = Nn, donc l(k) 6≡ 0, d’ou` :
χ(P ;C[[x]]N ) = nN (d’apre`s (i) )
= sup
i
{i− ν(Ai)}N
= (m− ν(Am))N (car m ∈ J).
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Si
v(detAm) = ν(Am)N,
alors
(m− ν(Am))N = mN − v(det(Am)),
i.e
χ(P ;C[[x]]N = χ(P ;C{x}N ,
c’est a` dire que P est singulier re´gulier en 0.
Re´ciproquement, si P est singulier re´gulier en 0, alors :
χ(P ;C[[x]]N = χ(P ;C{x}N ),
mais comme l(k) 6≡ 0, on a :
χ(P ;C[[x]]N = nN (d’apre`s (i)),
et
χ(P ;C{x}N ) = mN − v(det(Am)) (d’apre`s [5])
donc
nN = (m− ν(Am))N (car m ∈ J),
d’ou` l’e´galite´
v(det(Am)) = ν(Am)N.
The´ore`me 2 :
1) Si m /∈ J et l(k) 6≡ 0, alors P est singulier irre´gulier en 0.
2 Si m /∈ J et l(k) ≡ 0, P peut eˆtre singulier re´gulier ou singulier irre´gulier.
Preuve :
1) Si m /∈ J , alors m− v(Am) < n, i.e
(m− v(Am))N < nN (2)
Si l(k) 6≡ 0, alors χ(P ;C[[x]]N ) = Nn (The´ore`me 1 ).
Donc, si m /∈ J et l(k) 6≡ 0, on a :
χ(P ;C[[x]]N )− χ(P ;C{x}N ) = Nn− (m− v(Am))N > 0 (d’apre`s (2))
i.e P est singulier irre´gulier.
2) En effet :
a) Si
P1 = x
2I2
d
dx
+
(
0 0
1 −1
)
(ou` I2 est la matrice identite´ d’ordre 2)
on a :
l(k) ≡ 0 ,
m = 1 ,
et
n = sup{0− 0, 1− 2} = 0 ,
donc m /∈ J .
Le vecteur u =
(
0 ,
∑
n≥0
n!xn+1
)t
ve´rifie l’e´quation
P1u =
(
0
−x
)
,
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donc l’ope´rateur
P1 :
C[[x]]N
C{x}N
→
C[[x]]N
C{x}N
n’est pas injectif, i.e P1 est singulier irre´gulier en 0.
b) Si
P2 = x
3I2
d
dx
+
(
0 0
1 0
)
on a :
l(k) ≡ 0 ,
m = 1,
et
n = sup{0− 0, 1− 3} = 0 ,
donc m /∈ J .
Si v =
(
v1
v2
)
∈ C[[x]]2 ve´rifie l’e´quation
P2v = g =
(
g1
g2
)
∈ C{x}2 ,
alors on a le syste`me diffe´rentiel {
x3v′1 = g1
v1 + x
3v′2 = g2
d’ou` v1 ,v2 ∈ C{x}
2 et donc l’application
P2 :
C[[x]]N
C{x}N
→
C[[x]]N
C{x}N
est injective, i.e P2 est singulier re´gulier.
The´ore`me 3 :
Si l(k) 6≡ 0 et d(k) 6≡ 0, alors
χ(P ;C[x]N ) = Nn′ = N inf
i
(i− d◦Ai).
Preuve :
Pour k ∈ N , on a :
di
dxi
(xk) = k(k − 1)...(k − i+ 1)xk−i
et donc, pour λ ∈ CN ,
P (λxk) =
m∑
i=0
Ai
di
dxi
(λxk)
= L(k)λxk−n + L1(k)λx
k−n+1 + ...+ Ln−n′−1(k)λx
k−n′−1 +D(k)λxk−n
′
Ainsi pour un polynoˆme
f = f0x
k + ...+ flx
k+l ∈ C[x]N
on obtient
Pf = L(k)f0x
k−n + L1(k)f0x
k−n+1 + ... + Ln−n′−1(k)f0x
k−n′−1
+...+ L(k + l)flx
k−n+l + ..+D(k + l)flx
k−n′+l
De´signons par M(k) l’espace des polynoˆmes de C[x] de valuation supe´rieure ou e´gale a` k.
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lemme 1 :
Pour k assez grand, on a :
dimCoker(P :M(k)N →M(k − n)N ) = (n− n′)N
preuve :
Pour k assez grand, l(k) = detL(k) et d(k) = detD(k) ne s’annulent pas.
Si n = n′, l’application P :M(k)N → M(k − n)N est manifestement surjective.
Si n 6= n′, soit ψi = (δ
1
i , ..., δ
N
i )
t ou` δji est le symbole de Kronecker (1 ≤ i ≤ N). Les (n−n
′)N
polynoˆmes xk−nψi, ... ,x
k−n′−1ψi forment une base d’un espace supple´mentaire de P (M(k)
N )
dans M(k− n)N . En effet, ils n’appartiennent pas a` P (M(k)N ) d’une part, d’autre part, tout
g ∈M(k − n)N s’e´crit :
g = g0x
k−n + ...+ gn−n′+lx
k−n′+l , gi ∈ C
N (0 ≤ i ≤ n− n′ + 1)
et il existe deux uniques polynoˆmes a` coefficients dans CN
f = f0x
k + ...+ flx
k+l et v = v0x
k−n + ...+ vn−n′−1x
k−n′−1
tels que Pf = g − v.
Le polynoˆme f est de´termine´ (pour k assez grand) par les l + 1 e´quations :
D(k + l)fl = gn−n′+l
D(k + l − 1)fl−1 + Ln−n′−1(k + l)fl = gn−n′+l−1
...
D(k + l − (n− n′ + 1))fl−(n−n′+1) + ...+ L(k + l)fl = gl−1
...
L(k + n− n′))fn−n′ + ...+D(k)f0 = gn−n′
et v par les (n− n′) e´quations
L(k)f0 = g0 − v0
L1(k)f0 + L(k + 1)f1 = g1 − v1
...
Ln−n′−1(k)f0 + ...+ L(k + n− n
′ − 1)fn−n′−1 = gn−n′−1 − vn−n′−1
d’ou` le lemme 1.
Pour k assez grand, l’application P : M(k) → M(k − n) est injective et donc du diagramme
commutatif :
0 // M(k)N
P

// C[x]N
P

// C[x]N/M(k) //
P

0
0 // M(k − n) // C[x]N // C[x]N/M(k − n) // 0
on de´duit que :
χ(P,C[x]) = χ(P,M(k),M(k − n)) + kN − (k − n)N = (n′ − n)N + nN = n′N .
The´ore`me 4 :
On suppose que l(k) 6≡ 0 et d(k) 6≡ 0. Si Nn′ = mN − d◦(det(Am(x))), alors
(Pu ∈ C(x)N , u ∈ M(C)N)⇒ u ∈ C(x)N
Preuve :
Il suffit de prouver que l’application
P :
M(C)N
C(x)N
→
M(C)N
C(x)N
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est injective.
Soit u ∈M(C)N ve´rifiant l’e´quation
Pu = g ∈ C(x)N ,
g s’e´crit sous la forme
g =
1
s
g1 avec s ∈ C[x] et g1 ∈ C[x]
N .
En dehors de l’ensemble Y = {z ∈ C; s(z)detAm(z) = 0}, le vecteur u est analytique. On a
donc
u ∈MY (C)
N
et, en posant t = t(z) = s(z)detAm(z), le proble`me revient donc a` montrer le lemme suivant :
lemme 2 :
Sous les hypothe`ses du The´ore`me 4, l’application
P :
MY (C)
N
C[x]Nt
→
MY (C)
N
C[x]Nt
est injective.
Preuve :
D’apre`s [5], on a :
χ(P ; θ(C)N) = mN(dimH0(C,C)− dimH1(C,C))−
∑
x∈C
ordx(det(Am))
or
H0(C,C) ≃ C ,
H1(C,C) = 0 ,
et∑
x∈C
ordx(detAm(x)) = d
◦(detAm(x)),
d’ou`
χ(P ; θ(C)N) = mN − d◦det(Am(x)).
C[x] e´tant dense dans θ(C), donc l’application
P :
θ(C)N
C[x]N
→
θ(C)N
C[x]N
est surjective ; si on note Axi l’espace vectoriel engendre´ par la famille
(
1
(x− xi)j
)
j≥1
, on
a :
MY (C) = θ(C) ⊕
xi∈Y
Axi ,
et
C[x]t = C[x] ⊕
xi∈Y
Axi ,
d’ou`
MY (C)
N
C[x]Nt
≃
θ(C)N
C[x]N
(3) ,
par suite
Coker
(
P,
MY (C)
N
C[x]Nt
)
= (0)
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et donc
dim ker
(
P,
MY (C)
N
C[x]Nt
)
= χ
(
P ;
MY (C)
N
C[x]Nt
)
= χ
(
P ;
θ(C)N
C[x]N
)
(d’apre`s (3))
= χ(P ; θ(CN))− χ(P ;C[x]N )
= mN − d◦(detAm(x))− inf
i
(i− d◦Ai)N
= mN − d◦(detAm(x))− n
′N
= 0 (d’apre`s l’hypothe`se du The´ore`me 4)
d’ou` le lemme 2.
3 Applications
3.1 Nouvelle de´monstration du the´ore`me de Lindemann-Wierstrass
The´ore`me (Lindemann-Weierstrass) :
Soient a1, a2, ... , an des nombres alge´briques deux a` deux disjoints et λ1, λ2, ... , λn des nombres
alge´briques non tous nuls, alors
s∑
i=1
λie
ai 6= 0.
Dans[4], Bezivin et Robba ont de´montre´ que ce dernier re´sultat est e´quivalent au the´ore`me
suivant :
The´ore`me 5 :
Soit L = x2
d
dx
+ x− 1. Si u ∈ C{x} ve´rifie Lu ∈ C(x), alors u ∈ C(x).
Ensuite, ils ont prouve´ ce dernier the´ore`me avec des me´thodes p-adiques.
Maintenant, on va donner une nouvelle de´monstration du The´ore`me 5 en utilisant le the´ore`me
3 ainsi que la the´orie classique des e´quations diffe´rentielles dans le champ complexe.
En posant P = L, on a :
N = m = 1,
d(k) = k + 1,
l(k) 6≡ 0,
n′ = inf(0 − 1, 1− 2) = −1,
et
d◦detx2 = 2.
Ainsi d(k) 6≡ 0 , l(k) 6≡ 0 , Nn′ = −1 et mN − d◦detx2 = 1 − 2 = −1, donc, d’apre`s le
The´ore`me 4, si on montre que u ∈ M(C), on pourra conclure que u ∈ C(x), ce qui terminera
la preuve du The´ore`me 5.
Le lemme suivant nous permettra donc de conclure.
lemme 3 :
Sous les hypothe`ses du The´ore`me 5, on a u ∈ M(C).
Preuve :
Soit g = Lu ∈ C(x). Puisque u ∈ C{x} , g ∈ C(x) et donc g =
a
b
avec a, b ∈ C[x] et b(0) 6= 0.
Soit Z = {x ∈ C; b(x) = 0}. Au voisinage de 0, u est analytique et au voisinage de tout autre
point de C− (Z ∪ {0}), la solution ge´ne´rale de l’e´quation diffe´rentielle
Lu = g (F )
Betina 9
est analytique. Comme en tout point de Z l’ope´rateur L est re´gulier, donc la solution de (F )
est a` croissance mode´re´e, il nous reste donc a` ve´rifier qu’au voisinage de tout point de Z, la
solution ge´ne´rale de (F ) est uniforme pour conclure que u ∈M(C).
Au voisinage d’un point x0 ∈ Z, l’e´quation (F ) se transforme en
du
dx
+ αu =
c
(x− x0)s
= g
avec α , c ∈ C{x− x0}, s ∈ N
∗.
Posons :
y = x− x0, M =
d
dy
+ α,
u = u0y
k + u1y
k+1 + ... (k < 0),
c = c0 + c1y + c2y
2 + ....
On a :
Mu = g ⇔ ysMu = c,
donc (
c
d
dy
− c′
)(
ys
du
dy
+ ysαu
)
= 0 ( ou` c′ =
dc
dy
).
Si on pose
P =
(
c
d
dy
− c′
)
(ysM) =
(
c
d
dy
− c′
)(
ys
d
dy
+ ysα
)
,
on a
P (yk) =
(
c
d
dy
− c′
)
(kyk+s−1 + ...)
= c0k(k + s− 1)y
k+s−2 − c1ky
k+s−1 ...
donc les racines du polynoˆme indiciel de P sont k1 = 0 et k2 = 1− s.
Comme k1 − k2 = s− 1 ∈ N, une base de kerP est constitue´e par les solutions
w1 = y
k1φ1(y) = φ1(y) et w2 = aw1logy + y
k2φ2(y)
ou` a est une constante complexe, φ1(y) etφ2(y) ∈ C{y}.
Toute solution u de (F ) ve´rifie l’e´quation Pu = 0, donc u est de la forme
u = γw1(y) + δw2(y) (γ , δ ∈ C)
= γφ1(y) + δ(aw1logy + y
k2φ2(y))
Pour montrer que u est uniforme au voisinage de y = 0, il suffit de montrer que a = 0.
Supposons que a soit diffe´rent de 0. On a :
Pu =
(
c
d
dy
− c′
)
(ysM)u = 0,
donc
ysMu = µc ou` µ ∈C,
et
ysM(aφ1(y)logy) =
1
δ
(
µc− ysM(γφ1(y) + δy
k2φ2(y))
)
= h ∈ C{y}[y−1].
Or
ysM(aφ1(y)logy) = y
s
(
aφ′1(y)logy +
aφ1(y)
y
+ aαφ1(y)logy
)
,
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d’ou`
logy =
h− ays−1φ1(y)
a(φ′1(y) + αφ1(y))
∈ C{y}[y−1] (contradiction),
et donc, ne´cessairement, a = 0.
3.2 Equation diffe´rentielle matricielle de Riccati
On conside`re l’e´quation diffe´rentielle matricielle de Riccati :
Y ′(x) = A(x) +B(x)Y (x) + Y (x)C(x)Y (x) (R1)
ou` A(x), B(x), C(x) ∈Mn(C[x]
N) , detC(x) 6≡ 0, et Y (x) est la matrice inconnue.
Le changement de fonction inconnue
Y (x) = −C(x)−1W ′(x)W (x)−1
nous donne l’e´quation diffe´rentielle line´aire matricielle
W ′′(x)− {C(x)B(x)C(x)−1 + C′(x)C(x)−1}W ′(x) + C(x)A(x)W (x) = 0 (R2)
Si on pose C−1(x) =
1
detC(x)
C0(x) et detC(x) = c1(x) ∈ C[x], alors l’e´quation (R2) se
transforme en
A2(x)W
′′ +A1(x)W
′ + A0(x)W = 0 (R3)
ou`
A2(x) = c1(x)IN ,
A1(x) = −
{
C(x)B(x)C0(x) + C
′(x)C0(x)
}
,
et
A0(x) = c1(x)C(x)A(x).
On remarquera que les points singuliers de (R1) ( i.e les points ou` la solution ge´ne´rale de (R1)
n’est pas holomorphe) sont les points de l’ensemble Z = {x ∈ C ; c1(x) = 0}.
The´ore`me 6 :
1)Si 2− v(c1(x)) ≥ sup(1− ν(A1(x)),−ν(A0(x)), alors toute se´rie formelle
Y =
∑
n≥0
Ynx
n solution de l’e´quation (R1) est convergente.
2) Si en tout point z ∈ Z, l’ope´rateur P est singulier re´gulier, alors toute solution uniforme
de (R1) est me´romorphe.
Preuve :
1) En conside`rant l’ope´rateur diffe´rentiel
P = A2(x)
d2
dx2
+ A1(x)
d
dx
+A0(x) ,
on obtient :
m = 2 ∈ J , puisque 2− v(c1(x)) ≥ sup(1− ν(A1(x)),−ν(A0(x)) .
Mais comme
v(det(A2(x))) = v(det(c1(x)IN)) = v(c
N
1 (x)) = Nv(c1(x)) = Nν(c1(x)IN) = Nν(A2(x)),
on de´duit que l’ope´rateur P est singulier re´gulier (The´ore`me 1), donc toute solution se´rie
formelle de l’e´quation Pu = 0 est convergente.
Or W ve´rifie aussi l’e´quation diffe´rentielle
W ′ = DW avec D = −CY = D0 +D1x+D2x
2 + . . . ∈ End(C[[x]]n),
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donc en posant W =W0 +W1x+W2x
2 + . . ., on obtient par identification les relations
W1 = D0W0,
2W2 = D0W1 +D1W0
...
nWn = Hn(W0, ...,Wn−1, D0, ..., Dn−1
...
ou` Hn est un polynoˆme a` 2n variables.
Ces relations nous permettent, en choisissant arbitrairement W0, de calculer de proche en
proche W1, W2 etc ..., ce qui signifie que W est une se´rie formelle solution de l’e´quation
Pu = 0, donc W est convergente, par suite la se´rie formelle Y = −C−1(x)W ′W−1, qui est
solution de l’e´quation (R1), est convergente.
2) On suppose que P est singulier re´gulier en tout point z ∈ Z, et soit Y une solution uniforme
de l’e´quation (R1). En posant Y = −C
−1(x)W ′W−1, W est une solution de l’e´quation (R2),
donc W est a` croissance mode´re´e au voisinage de chaque point singulier, par conse´quent Y est
me´romorphe, d’ou` la deuxie`me partie du The´ore`me 6.
The´ore`me 7 :
On conside`re le polynoˆme d(k) associe´ a` l’ope´rateur diffe´rentiel P . On suppose que :
1) d(k) 6≡ 0,
2) 2− d◦c1(x) ≤ inf(1− d
◦A1(x),−d
◦A0(x)),
3) en tout point singulier z ∈ Z, les racines du polynoˆme caracte´ristique de P sont entie`res,
distinctes et que si une racine r′ est e´gale a` r− d, ou` r est une autre racine et d est un entier
> 0, le calcul des coefficients de la solution (de l’e´quation Pu = 0)
xr
′
+ gr′+1x
r′+1 + ...+ grx
r + ...
est possible jusqu’a` gr.
Alors toute solution de l’e´quation (R1) est rationnelle.
Preuve :
En e´crivant explicitement les coefficients de l’ope´rateur diffe´rentiel
P = A2(x)
d2
dx2
+ A1(x)
d
dx
+ A0(x) ,
on a :
A2(x) = c1(x)IN = c
n2
1 INx
n2 + ... ( avec cn21 6= 0 ) ,
Ai(x) = A
ni
i x
ni + ... (i = 0, 1) ,
d’ou`
L(k) = k(k − 1)cn21 IN + termes en k de degre´ > 2,
donc le polynoˆme
l(k) = detL(k) = k2N (cn21 )
2 + termes en k de degre´ > 2
n’est pas identiquement nul.
D’autre part, d(k) 6≡ 0 par hypothe`se et la relation
2− d◦c1(x) ≤ inf(1− d
◦A1(x),−d
◦A0(x))
signifie que
(2− d◦c1(x))N = inf(2− d
◦A2(x), 1− d
◦A1(x),−d
◦A0(x))N = n
′N ,
donc, d’apre`s le The´ore`me 4, toute solution me´romorphe W de l’e´quation Pu = 0 est ration-
nelle. Or la condition 3) du the´ore`me implique que toute solution de (R3) est me´romorphe,
donc rationnelle, et par suite toute solution Y = −C−1W ′W−1 de l’e´quation (R1) est ration-
nelle, d’ou` le The´ore`me 7.
12 Indices d’un ope´rateur diffe´rentiel matriciel et applications
The´ore`me 8 :
Si en tout point singulier z ∈ Z, l’ope´rateur P est singulier re´gulier et les racines k1, ... , k2N
de son polynoˆme caracte´ristique l(k) sont rationnelles et ve´rifient ki−kj /∈ Z pour i 6= j, alors
toute solution de l’e´quation (R1) est alge´brique.
Preuve :
On cherche une base de solutions de l’e´quation (R3) au voisinage de x = a ∈ Z sous la forme
de se´ries formelles
W = xk
∑
n≥0
Wny
n,
avec y = x− a.
Elles doivent ve´rifier l’e´quation
0 = Pu =
∑
n≥0
P (Wny
k+n) = L(k)W0y
k−n + F1(k)W0y
k−n+1 + F2(k)W0y
k−n+2 + ...
+L(k + 1)W1y
k−n+1 + F1(k + 1)W1y
k−n+2 + ...
avec Fi(k) ∈ C[k] (i = 0, 1, 2, ...).
Si ki est un racine du polynoˆme l(k), par hypothe`se l(ki+ j) 6= 0 pour j ∈ N, et donc on peut
de´terminer de manie`re unique tous les coefficients Wn par re´currence et ainsi on obtient une
solution W (ki). Cette solution W (ki) est convergente (The´ore`me 6) et lesW (ki) (1 ≤ i ≤ 2N)
forment une base de l’espace vectoriel des solutions de l’e´quation Pu = 0 au voisinage du point
a, donc la solution ge´ne´rale Y = −C−1(x)W ′W−1 de (R1) est alge´brique, i.e les coefficients
de cette matrices sont alge´briques sur C(x). Ceci termine la preuve du the´ore`me.
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