Forced oscillations of flexible plates with a longitudinal, time dependent load acting on one plate side are investigated. Regular (harmonic, subharmonic and quasi-periodic) and irregular (chaotic) oscillations appear depending on the system parameters as well as initial and boundary conditions. In order to achieve highly reliable results, an effective algorithm has been applied to convert a problem of finding solutions to the hybrid type partial differential equations (the so-called von Kármán form) to that of the ordinary differential equations (ODEs) and algebraic equations (AEs). The obtained equations are solved using finite difference method with the approximations 0(h 4 ) and 0(h 2 ) (in respect to the spatial coordinates). The ODEs are solved using the Runge-Kutta fourth order method, whereas the AEs are solved using either the Gauss or relaxation methods. The analysis and identification of spatio-temporal oscillations are carried out by investigation of the series w ij (t), w t,ij (t), phase portraits w t,ij (w ij ) and w tt,ij (w t,ij , w ij ) and the mode portraits in the planes w x,ij (w ij ), w y,ij (w ij ) and in the space w xx (w x,ij , w ij ), FFT as well as the Poincaré sections and pseudo-sections.
Introduction
It is well known that engineering structures (strings, beams, arches, plates and shells) have been studied for a long time, and special attention has been focused on static as well as dynamical plate and shell analysis [Vlasov, 1949; Volomir, 1956; Mushtari & Galimov, 1957; Novozhilov, 1948; Kantor, 1971; Kilchevskij, 1963; Korniskin, 1964; Goldenveizer, 1953; Galimov, 1975] . The aim of plates and shells theory is to describe the behavior of a thin threedimensional solid layer (plate or shell) in a frame of low dimensional models. Thus, already as a first step, one deals with an approximation, since a complete and exact information of a plate (shell) statics or dynamics must contain the full threedimensional field. However, a general consideration of the last one is too difficult, and therefore a two-dimensional approximation, which fortunately is accurate enough for many problems arising in science and technology, is used very often. In addition, after the introduction of classical hipotheses (see the above mentioned monographs) the geometrically nonlinear approximation theory of thin elastic plates (shells) is established. It is assumed that the plate (shell) is made of a homogeneous, isotropic and elastic material, that it is thin, and that both its deformation as well as the undeformed reference surface are smooth. To sum up the above brief discussion we emphasize how far we are from an original real plate (shell) behavior. First, the original three-dimensional problem is reduced to the two-dimensional one, and then additional simplifications in plates and shells are introduced. But this does not end further assumptions and simplifications. A plate (shell) strain energy has been approximated by a sum of two quadratic functions describing the stretching and the bending of the reference surface by Kirchhoff [1976] and Love [1927] , respectively. Then the Kirchhoff-Love model has been verified by many researchers. This problem is very well described by Pietraszkiewicz [1989] , where also 305 references related to geometrical nonlinear theories of thin elastic shells are given. Both kinematic (deformed normals remain straight and unextended) and constitutive (the mixed strain-energy density does not depend on the transverse shear stress resultant) Kirchhoff hypotheses are still under serious discussion (see e.g. [Simmonds, 1998] ). When a plate is thin, its material is elastic and the Hook's and Kirchhoff's hypotheses are valid, then the mathematical model is governed by the von Kármán equations, which are analyzed in this paper [von Kármán, 1910] . Despite that various theoretical problems of the nonlinear theory of thin plates (shells) have been discussed in many books, as well as various equivalent forms of nonlinear relations for thin plates (or shells) were independently revisited and extended [Rüdiger, 1961; Budiansky, 1968; Reissner, 1982; Simmonds & Danielson, 1972; Pietraszkiewicz, 1984] , and perhaps because of that, many problems related to question exactness or equivalence of different plates and shells theories appear [Gorman, 1982; Gould, 1988 Gould, , 1999 Huang, 1989; Janad, 1994; Libai & Simmonds, 1998; Liew et al., 1998; Ugural, 1999; Vinson, 1988; Yu, 1996] . Therefore, in general, a plate theory is formulated either by the direct approach from 3D problem, or via continuum mechanics. In the last case the obtained results depend very much on the used mathematical schemes leading to dimension decrease (methods of constraints or weighted moments, successive approximations, asymptotical and numerical analysis, etc.). In this paper our attention is focused on computational aspects of the well known and described von Kármán model. We omit many problems related to formulation of 2D theories, and their range of validity (those and related problems have been discussed by the authors elsewhere [Awrejcewicz & Krysko, 1999a , 1999b , 1999c , 1999d Awrejcewicz et al., 1999] ). One can expect that similar phenomena can be also exhibited in a case of different, even classical models. A spirit of this work relies on properly chosen and testified algorithm of solution to the nonlinear partial differential equations (PDEs). We discuss only this question, pointing out how many problems related to classical plates and shells theories are waiting for their proper solutions. The above remarks stress also how powerful and reliable can a properly done laboratory experiment be. It plays a crucial role for verification of both earlier discussed approaches, i.e. direct and indirect methods [Awrejcewicz & Krysko, 1996] . The described situation refers to a status of the paper related to plate and shell theories. Now we briefly discuss our research related to modern dynamical systems theory. Spatial and time dependent structural members can exhibit very fascinating dynamics, and without any doubt more nonlinear phenomena can be found in comparison to discrete systems, i.e. modeled by ordinary differential equations. Among others we mention different kinds of internal and external resonances, exchange of energy between the modes of internal and external resonances, coupled-mode response when only one is excited, standing and traveling waves, periodic, quasi-periodic and chaotic behavior, various bifurcations, steady state, transitional, spatial and temporal chaos, and so on [Johnson & Bajaj, 1989; Sridhar et al., 1975 Sridhar et al., , 1978 Bajaj & Johnson, 1990; Awrejcewicz et al., 1995] . The earlier mentioned von Kármán equations govern the behavior of thin flexible rectangular plates. Now, depending on the approximate computational method used, we again take a step away from a real behavior of the starting mechanical model of the considered plate. Generally, one deals either with asymptotical (semi-asymptotical) or purely numerical approaches (or combined asymptotical-numerical ones). Although there are many advantages of the asymptotical techniques [Awrejcewicz, 1995; Awrejcewicz et al., 1998 ], there exist also some disadvantages [Andrianov & Awrejcewicz, 2001] , and our idea of choosing the numerical method is as follows. Since we decided to consider the von Kármán equations, then the best approximation is the one of difference scheme (other equivalent numerical techniques, the commonly used Bubnov-Galerkin procedure included, are discussed within this paper). It is known that usually the governing partial differential equations describing behavior of continuous systems are transformed to a nonlinear set of ordinary differential equations using the BubnovGalerkin procedure in most studies [Chang et al., 1995] . However, this approximation depends very much on the Fourier approximation used, and is inconvenient during analysis of quasi-periodic or chaotic response in spite of that it can be supported by symbolic computations using Mathematica [Awrejcewicz, 1996] . The main drawback always concerns the open question how the obtained averaged equations (multi-degree-of-freedom models) approximate the initial infinite dimensional model. In the case of spatial numerical approximations of 0(h 2 ) or 0(h 4 ) used in this paper the results are closer to the initial von Kármán model (this kind of approximation has been used also earlier by the authors) [Awrejcewicz & Krysko, 2001 ]. The paper is organized in the following manner. First (Sec. 2) the fundamental hypotheses, and the von Kármán equations with attached initial and boundary conditions are given. In Sec. 3 the used algorithms are discussed, and then the initial numerical tests are carried out to prove (numerically) their reliability (Sec. 4). In Sec. 5 the influence of damping and amplitude of excitation is numerically investigated. The spatio-temporal symmetric chaos is analyzed in Sec. 6. The Sec. 7 is devoted to analysis of dissipative nonsymmetric oscillations. The next section is focused on soliton existence, first reported (to our knowledge) numerically, which can be understood as a new self-organized two-dimensional standing wave exhibited by the von Kármán equations.
Fundamental Hypotheses, Equations, Initial and Boundary Conditions
The known equations governing dynamics of flexible isotropic plates are taken as the mathematical model. A plate material is elastic and both Hook's and Kirchhoff's hypotheses are valid. A plate is thin and the hypothesis on an average deflection holds. The known von Kármán equations [von Kármán, 1910] satisfy the listed hypotheses, which have the form
where w(x, y, t) is a deflection function along z coordinate oriented toward the Earth centre, and F (x, y, t) is the Airy's function. Equation (1) is already transformed to the nondimensional form (variables with bars are nondimensional, and they are omitted in (1)).
The following relations between dimensional and nondimensional quantities hold
The following notation is used: P x (y, t) -longitudinal load along Ox axis; 2H -plate thickness; a, b -plate dimensions; ε -damping; E -Young modulus; ν -Poisson coefficient (during calculations ν = 0.3 has been taken); a low left corner of a plate serves for a coordinate system Oxy.
The Airy's function satisfies the following relations:
where T xx , T yy and T xy are the stresses occurring in the middle plate surface, and L(w, f ) is a known nonlinear operator. The boundary conditions have the following two forms:
1. Clamped edge -ball support on unstretched in tangential plane ribs:
2. Loosely clamped edge on unstretched in tangential plane ribs:
The initial conditions must satisfy the boundary conditions (3) and (4) and they read, correspondingly:
1. For the boundary conditions (3):
2. For the boundary conditions (4):
Algorithm
In order to reduce the PDEs (1) with attached boundary and initial conditions (3)- (6) to ODEs the finite difference method with two types of approximations 0(h 4 ) and 0(h 2 ) has been applied. For instance, a difference approximation to Eqs.
(1) needs 25 points pattern for 0(h 4 ) approximation, and 13 points pattern for 0(h 2 ) approximation. In spite of that we need to formulate more complex requirements for the outcontour modes, it permits to take relatively large steps in respect to x and y. The latter leads to essential decrease of an order of difference equations which implies a decrease of computational time.
For the approximation 0(h 4 ) the following mesh is applied
and the PDEs are exchanged by their difference approximations. As an example, we formulate only the derivatives which appear in ODEs (1) and the boundary conditions (3) and (4):
For first order derivative approximation two different variants can be chosen:
whereas for the second derivative also the following approximation can be taken
Substituting (7)- (9) into (1) and into (3) and (4) we get ODEs of the second order, algebraic equations as well as boundary and initial conditions
The difference operators listed in (13) have the form:
As it has been earlier mentioned, for 0(h 4 ) approximation we have the 25 points pattern, i.e. we need two series of outcontour points for a case of the boundary conditions (3) and (4). For their estimation two different approximations are used: (7) and (12), and (10) and (11). The points (i, j) lie on the border of the difference space G h , whereas the points (i + 1, j), (i + 2, j) are the outcontour points. The values of sought functions w and F in the outcontour nodes are defined by two equations with two unknowns:
where the coefficients a p (p = 1, . . . , 6) are defined with respect to the boundary conditions applied. In this case, in addition to the difference equations, the corresponding compatibility conditions are attached. When one changes the boundary conditions from support (3) to (4), the following equation must be added: ∂ 2 w/∂x∂y = 0 to a point of a boundary condition change, whereas F remains unchanged (when a change of conditions holds for F then also new conformability conditions must be attached).
The following initial conditions are taken:
and
The obtained ODEs are transformed via the relations
to the first ODEs with respect to deflections w ij and velocities w (k) ij and to the algebraic equations with respect to the Airy's function F ij :
where k = 1(2) corresponds to 0(h 4 )(0(h 2 )) approximations.
In order to solve Eqs. (18) and (19) with the initial conditions (16) or (17) and boundary conditions w ij = F ij = 0 for x i = y j = 0; x i = y j = 1 taking into account Eqs. (15) for k = 1 the following calculation algorithm is applied. In the first step in time the initial conditions (16) or (17) are used, and F ij is obtained from the algebraic Eq. (19). The system of algebraic equations can be solved either using the exact Gauss method or using one of the iterational methods (for instance, the relaxation method). This leads to definition of the right-hand side of Eq. (19). Then, applying the Runge-Kutta fourth order method to (18) and (19), the values of w ij are found for the time ∆t, and the calculation procedure is repeated. It is possible to apply the Runge-Kutta method with an automatic choice of an integration step. It should be emphasized, that the use of approximation along the spatial coordinates 0(h 4 ), and the Runge-Kutta fourth order method with respect to time leads to the identity of the approximations with respect to spatial and time coordinates. Now we briefly discuss an approximation 0(h 2 ) of difference operators. Similar to the previous case we substitute the continuous derivatives by their difference approximations:
For the 0(h 2 ) approximation we have the pattern of 13 points, i.e. one needs out contour series of the points for the boundary conditions (13) and (14) and in this case we do not need to solve a system of algebraic equation on a border of the plate space. The outcontour points are calculated via the internal points using the following relations:
1. Boundary conditions (3):
Boundary conditions (4):
Similary to 0(h 4 ) approximation, the difference operators (20)-(23) are substituted to ODEs (1), as well as boundary and initial conditions (3)- (6), and as a result we get the set of ODEs and AEs (analogous to that of (13)):
the initial conditions (16), (17) and the boundary conditions (3), (4) with the attached conditions (24). The obtained system (25), in comparison to that of (13), requires the following changes: in the operators (14) A 1 (w ij ), B 1 (w ij , F ij ), D 1 (F ij ) and E 1 (w ij ) the difference operators of the fourth order
and a change of (18) by k = 2 and of (19) by k = 2 must be introduced. As a result, one obtains the first order ODEs (18), (19) but for k = 2. An algorithm leading to solution estimation is the same as in the case of 0(h 4 ) approximation.
Numerical Tests
In order to provide the numerical tests, the high dimensional problems of plates theory are reduced to one-dimensional (ODEs with respect to time), using finite difference method (with respect to spatial coordinates with the help of two approximations 0(h 4 ) and 0(h 2 )). Hence, a question concerning a convergence of the methods with respect to spatial and time coordinates, as well as about optimal choice of a solution to AEs, appears. The first part of the mentioned problem is solved using the Runge principle: the solutions with differential integration steps with respect to spatial coordinates are compared. Squared plates (λ = a/b = 1) with the boundary (3) and initial (5) conditions and with the initial excitation amplitude A = 1·10 −4 are studied as an example. The longitudinal load P x = P 0 sin ωt (frequency ω = 5.72, damping coefficient ε = 1). Only first plate quadrant is taken into account due to two axes of symmetry along Ox and Oy, i.e. only symmetric solutions with respect to Ox and Oy are considered. The calculations are carried out using the first algorithm related to 0(h 4 ). The computational step has been taken as h = 1/8; 1/10; 1/16. The algebraic equations AEs have been solved using the Gauss method and the relaxation method. The excitation amplitude P 0 = 6; 8. The fundamental characteristics w(0.5; 0.5; t), w t (w) for x = y = 0.5, FFT and the power spectra have been presented in Figs. 1 and 2. The analysis of the obtained results leads to the conclusion that for further investigations it is sufficient to take h = 1/8 with respect to spatial coordinates not only for harmonic and quasi-periodic solutions, but also for those of crisis and chaotic states. The Gauss method applied to solve linear AEs set leads to the decrease of a computational time. Both qualitative and quantitative investigations of complex plate oscillations that are harmonically and longitudinally excited practically overlap for the considered step h. According to the Runge rule ∆t = 2·10 −4 has been taken while using the Runge-Kutta method. Now we consider the computational results using the finite difference method with approximations of 0(h 4 ) and 0(h 2 ). Let us consider the calculation results for two areas: area II and area IV (crisis), which correspond to P 0 = 4 and P 0 = 8.25, respectively (the explanation for the used areas will be given further). In Fig. 3 for the given P 0 values the time histories w(0.5; 0.5; t), phase portraits and FFT for the point x = y = 0.5 are reported. The analysis of the reported characteristics indicates that qualitatively and quantitatively the obtained results are in a very good agreement for both 0(h 4 ) and 0(h 2 ) approximations, which is clearly visible on the phase portraits and the FFT.
Influence of Damping ε and Excitation Amplitude A
The influence of the control parameters A and ε is investigated for λ = 1, ν = 0.3, the boundary conditions (3) and the initial conditions (5). The analysis is carried out for A = 1 · 10 −4 ; 1.25; 1.375 for the fixed ε = 1 and P 0 = 6. The time history w(0.5; 0.5; t), the phase portrait, FFT and the power spectrum for A = 1 · 10 −4 are given in Fig. 2 , whereas for A = 1.25 and A = 1.375 the mentioned characteristics are given in Fig. 4 . Besides, in Fig. 4 three-dimensional phase portraits (w tt , w t , w) and their projections w tt (w t ), w tt (w), w t (w) are reported, as well as the modal portraits w x (w) for the plate point x = y = 0.25, as well as the dependence w in = 1 0 1 0 w(x, y, t)dxdy. In Fig. 5 for the given A values the Poincaré pseudosections, the Poincaré sections, FFT and the power spectrum are shown. The analysis of the computational results shows that oscillations are realized on two frequencies, and their values do not depend on the initial excitation amplitude. For each of the mentioned amplitudes an internal synchronization on the frequency w 17 (Table 1) (Fig. 6 ) and nonsymmetric (Fig. 7) oscillation modes is constructed (nonsymmetric oscillation will be discussed later). Here the critical values of A appear, for which plate oscillations around a new equilibrium state occur, i.e. a slight change of A leads to a change of the plate state. For nonsymmetric oscillations (Fig. 7) there are two such values of A. This corresponds to a rotation of 180 • of the phase portraits, Poincaré pseudosections and Poincaré sections w t (w) in every period of the excited load. The Poincaré pseudosection is defined as w(t) against deflection shifted in time, i.e. [w(t), w(t + T )]. A deflection w(t + T ) is related to a velocity w t (t) and in result we get similar properties as in the case of using a full phase plane [w(t), w t (t)].
We have to emphasize, that the above considerations are valid for fixed values of P 0 and the applied boundary and initial conditions, as well as for the period of the excited longitudinal load.
For fixed values of ε = 1 and ε = 5, and for the given boundary and initial conditions, for A = 1 · 10 −4 and for P 0 ∈ {15; 20; 26} the nonlinear plate dynamics is investigated. In Fig. 8 time histories w(0.5; 0.5; t), phase portraits and FFT for the plate center (x = y = 0.5) are reported. The numerical analysis leads to the conclusion that the increase of ε leads to the essential change of scenario leading to chaos using P 0 as the control parameter. For instance, for ε = 1 and P 0 = 26 we have a chaotic state, whereas for ε = 5 the plates undergo the post crisis oscillations.
For P 0 = 15 and ε = 5 the plate is in the crisis state, and a number of quasi-periodic windows sufficiently increase, but their durations in time essentially decrease, i.e. we observe the intermittency of higher number of oscillation modes in comparison to ε = 1.
Spatio-Temporal Symmetric Chaos
We analyze complex symmetric flexible plates dynamics with harmonic longitudinal excitations. Although scenario leading to chaotic dissipative oscillations are reported in many references (see e.g. [Wiggins, 1990] ), the investigated problems of plates belong to a different class of dynamical systems: we have to work with high dimensional systems possessing two spatial coordinates and time, i.e. oscillations with infinitely many degrees of freedom must be taken into account. In order to analyze multifrequency and chaotic oscillations we need to apply many dynamical characteristics, like monitoring of oscillation process in all plate points, phase portraits, FFT, power spectrum, Poincaré sections and pseudosections, bifurcation diagrams, and so on.
Contrary to the investigation in the fields of radiophysics, electronics, etc., where usually transition to timing chaos is studied, in the problems related to plate theory a key point is related to detection and analysis of spatio-temporal chaos.
A problem related to spatial chaos can be investigated relatively simply if a problem is homogeneous with respect to x and y. This situation occurs when x and y do not explicitly appear in the investigated differential equations. If we consider one variable as time then a system is autonomous. It means that from the point of view of mathematics the problem is analogous to that of timing chaos. However, in the theory of plates with finite dimensions (in our case λ = a/b = 1) it is impossible to proceed in the described way.
If we consider the deflection of a plate w(x, y) then we have physical interpretation to the fourth derivative. The first derivatives w x (x, y) and w y (x, y) correspond to tangents of angles between the deflection slopes and the corresponding axes at the points where the derivatives are calculated. The second order derivatives w xx (x, y), w yy (x, y) and w xy (x, y) correspond to the curvatures of the deflection functions at the points where the derivatives are calculated. If they are multiplied by the corresponding constants and summed up, then the bending and torsion moments are obtained. Therefore, on analyzing those characteristics in time one can conclude about a spatial change of a plate surface. We refer further to them as the characteristics of "modal portraits" while solving problems of plates using the method of finite differences. In a phase portrait the dependence between a deflection and its velocity is reported for each time moment, whereas in a modal portrait we have a relation between deflection and a tangent of its slope to the corresponding coordinate axis in a plane. If we consider the phase portraits in space, then for each time moment we get a dependence between deflection, velocity and acceleration. If we consider the modal portraits in space then each of the plate point gives information about deflection, tangents of its slope and the curvatures. As a result we can get all required information about a character of deflection of the plate surface.
For the analysis of timing chaos one needs to intersect phase portraits by the hyperplanes in the required time intervals.
Intersection of trajectories of modal portraits leads to extraction of information about multifrequency oscillations and spatial chaos. The chaotic motions include regular and stochastic parts. In the modal portraits there exist saddle equilibrium states, saddle periodic orbits and other saddle type invariant structures.
The different spatial structures are expected (equilibrium, periodic and chaotic behavior) depending on having saddle type equilibrium, saddle type periodic orbit or saddle chaotic motion. An occurrence of periodic or chaotic spatial structures is analogous to the occurrence of periodic and stochastic self-excitations. A difference is related to stability investigations of regular motion and that of saddle character of a solution.
The described tools are used to trace time and spatial order, as well as time and spatial chaos.
We must emphasize that it is rather difficult to distinguish between regular and chaotic motions especially in the cases of intermittency. In addition, an arbitrary chaotic motion is characterized by a certain regularity, certain time rules and spatial structures. A problem of chaos investigations is to detect and quantify time and spatial behavior possessing both deterministic and stochastic aspects.
The discussed earlier observations will be proved by tracing a scenario of spatio-temporal chaos development by changing the parameters of longitudinal load {P 0 , ω} along the Ox axis. We fix value of ω = 5.72 and we change P 0 ∈ {0, 30} for t ∈ [0, 100] (the plate oscillations are analyzed only for the mentioned time interval).
We consider symmetric form of the plate oscillations, i.e. 1/4 part of the plate is considered. The following indicators are reported in Figs 9-15: time history w(t) for the central plate point; w in (t) = S w(x, y, t)ds, Poincaré pseudosections for whole time interval, as well as for some time intervals where periodic and quasi-periodic orbits are observed. The same for modal spaces (w xx , w x , w) and their projections on the planes w xx (w x ), w xx (w), w x (w); mapping of phase and modal portraits with respect to period of excitations; FFT and power spectrum; deflection of plate surface for the characteristic time moments, amount of fundamental frequencies ω i versus P 0 (i corresponds to frequency number) reported in Table 1 t in (P 0 ) and Nω i (P 0 ) are shown in Fig. 16 , where t in is time interval of initial driven state and Nω i corresponds to number of independent frequencies which govern the plate oscillations. The one parameter scenario leading to chaos, the corresponding w av (P 0 ), and different two-parameter portraits of the scenario leading to chaos which will be discussed later, are shown in Figs. 17-19 , correspondingly.w av (P 0 ), w av (t),
The dependence w av (t) allows for identification of the oscillation character after a bifurcation, i.e. if the plate oscillation takes place in a neighborhood of initially positively defined equilibrium, or oscillations take place in regime of jumps between two equilibriums. The characteristics w in (t) and w av (t) are reported in Fig. 20 for the series of P 0 values. Analysis of dependence w av (t) leads to the following conclusions: after a bifurcation until a crisis the plate oscillations take place around the initial equilibrium state, whereas in a state of crisis the series of jumps (turns inside out) are observed with a stop with turned out state, and oscillations around positive or negative equilibrium state. After crisis up to prechaos state the oscillations are accompanied by turning inside out, continuously. In the prechaos state only oscillations around the initial equilibrium state take place.
The interval of P 0 ∈ [0, 30] will be divided into the series of subintervals where the oscillations have similar general properties:
The solution of the investigated equations does not undergo the qualitative changes, and the origin in w t (w) remains the singular point (for P 0 < 3.5 it is attractor).
II. Bifurcation, harmonic or quasi-periodic oscillations for P 0 ∈ [3.5, 7.25] -see Fig. 9 .
(1) For P 0 ≥ 3.5 the first plate bifurcation occurs, and it oscillates around a new equilibrium state. The time needed for bifurcation to occur is the largest one for P 0 = 3.5 and is referred to as the critical one t cr . With an increase of P 0 , i.e. P 0 ∈ [3.5, 7.25]t cr sufficiently decreases. When a static problem is solved using relaxation method we get P 0cr = 3.61.
(2) For the given interval of P 0 oscillations to take place in time interval of t ∈ [0, 100] on two frequencies ω 17 , and the internal synchronization occurs, because the third frequency ω 32 = 2ω 17 (see Table 2 ). (3) In the interval t ∈ [50, 100] the steady state is characterized by one freqeuency ω 17 , because ω 32 = 2ω 17 , and the amplitude corresponding to ω 2 is essentially less than ω 17 and ω 32 = 2ω 17 (FFT), and in the Poincaré map we get one point (see Fig. 9 for P 0 = 4). (4) The modal portrait w x (w) for the plate point x = y = 0.25, as well as for other points creates with the coordinates, the angle of 45 • . Deflection plate surfaces are given for two time moments t = 22.4 and t = 46.9. The projections of the space modal portrait (w xx , w x , w) create almost straight lines, which imply almost periodic oscillations in a steady state (see Fig. 9 ). (5) After bifurcation a plate oscillates in the excited regime, the duration of which decreases with an increase of P 0 , and for P 0 = 7 it becomes the minimal one (see Fig. 16 ). Phase portrait trajectories and a sequence of the Poincaré series points create a sequence of curves and points, which are attached by an ellipse and one point. (6) The Poincaré pseudomaps, w t+T (w (t) ), which are defined by the deflection values in time moments t and t + T , where T is the excitation period, also additionally characterize oscillations of the considered mechanical systems. 7.25; 7.95] . This dynamical state is described on example of P 0 = 7.5 (see Fig. 10 ). [7.25; 7.95 ] the dynamical behavior is qualitatively similar.
III. Precrisis
-P 0 ∈ [
It should be emphasized, that for other values of
(1) Here we observe oscillations on three frequencies, and a transition from two-frequency oscillations to three-frequency ones occurs for P 0 = 7.25 via a jump, and the character of oscillations essentially changes (see Table 2 ). It is known, that at least three frequencies are needed for the occurrence of chaos. Here we have the following frequencies: ω 2 , ω 17 and ω 28 , whereas ω 2 and ω 17 appeared also in the previous interval of P 0 , which implies intermittency character of oscillations. Similarly to the earlier discussed scenario also here an interval synchronization of the form ω 32 = 2ω 17 occurs. Besides, the additional ω 28 frequency appears, which also causes an occurrence of internal synchronization. In addition, two new frequencies, dependent on ω 28 and ω 17 , appeared: ω 11 = ω 28 − ω 17 and ω 41 = ω 28 + ω 17 . To conclude, although the number of frequencies increased, three frequencies ω 2 , ω 17 and ω 28 play the fundamental role.
(2) The excited oscillations are transmitted to the chaotic ones, and its duration essentially increases. The occurrence of chaos is characterized by the following characteristics: phase volume and plane portraits, power spectrum -broadband and continuous, and a structure of the Poincaré pseudomaps. The analysis of modal portraits and bending plate surfaces exhibits a complex form of a bending plate surface. The modal portraits w x (w) for x = y = 0.25 are sufficiently broadband, and in a boundary high (positive) state oscillations loops appear. Oscillations are unsymmetric with respect to equilibrium position, and they decrease with increase of P 0 . Also an angle of tangential line to deflection at the point x = y = 0.25 is changed. (3) In the half interval [0, 83] in the Poincaré map a strange attractor is visible, which proves the existence of chaotic motion. (4) In the interval t ∈ [83, 100] the quasi-periodic orbits occur, which is testified by a space phase portrait and its projection into three planes. In phase portraits there are loops, which correspond to an essential increase of the second order harmonics (for instance, ω 28 ). (5) There are two points on the phase portraits in the cross-section of the phase portrait in time interval of t ∈ [83, 100], which indicate that oscillations occur on the frequencies ω 17 and ω 28 . (6) The points of the Poincaré pseudosections create a slope of 45 • , as in previously discussed cases. (7) In the dependence w * av (P 0 ) a sudden decrease is observed, and therefore the system approaches the new bifurcation point. The summed deflection w * av = 100 1 1 0 1 0 w(x, y, t)dxdydt in the interval t ∈ [0, 100] changes its sign (Fig. 18 ).
IV. Crisis P 0 ∈ [7.95; 8.5] (see Fig. 11 ).
The term of crisis has been introduced by Grebogi et al. [1983] . Particular features of the oscillations for the indicated parameter P 0 interval are listed below.
(1) Two quasi-periodic windows are observed among the ocean of chaos for t ∈ [0, 100], and also intermittency behavior is observed (see Fig. 16 ).
(2) The phase portraits of quasi-periodic windows are similar to those of precrisis state (see Figs. 10 and 11). (3) Oscillations in crisis state are realized in three or four independent frequencies (see Fig. 16 ). (4) In the cross-sections of the phase portrait w t (w) a structure of strange attractor is presented. (5) Strange attractor is visible in intersections of modal portraits (see Fig. 11 ). (6) The modal portraits w x (w) for x = y = 0.25, and for other points of a plate, are broadband and various loops occur, which are located in a vicinity of diagonal w x (w).
The occurred surface complexity is presented for t = 46.81 and t = 71.1. (7) A sloping of Poincaré pseudosections is of 45 • to the axis w t in the case of quasi-periodicity. Otherwise, there is a set of points with a sloping of 135 • to the axis w t for t ∈ [0, 100] (see Fig. 17 ). (8) Crisis -this is the necessary behavior to achieve chaotic state, but it depends on many parameters. (9) In Fig. 18 (w av (t) against P 0 ) series of bifurcations is reported, i.e. in the considered time interval a continuous change of deflection sign appears. Only in a case of quasi-periodic oscillations w av becomes constant either with positive or negative sign (see Fig. 20 ).
V. Aftercrisis P 0 ∈ [8.5; 10.25] (see Figs. 12, [16] [17] [18] [19] .
This definition is introduced in order to describe a narrow zone surrounding the crisis state of the investigated mechanical system. The characterisitc properties of the plate state are given in Fig. 12 (for P 0 = 9).
(1) A number of independent frequencies on which oscillation occurs decreases (see Table 2 ). Here we have 3 frequencies, and on ω 11 the internal synchronization occurs: ω 28 = 3ω 11 , ω 41 = 5ω 11 . For a steady state two frequency oscillations are observed (see cross-section w t (w) for t ∈ [22, 100]).
(2) Time needed to achieve quasi-periodic solutions decreases and is equal to that observed in precrisis state. (3) The phase portrait qualitatively changed. The higher order harmonics occur, which is proved by FFT and power spectrum. (4) Oscillations in x = y = 0.5 are symmetric with respect to zero equilibrium position, i.e. jumps appear (Fig. 20) . In the maximal displacement in a modal portrait only one loop occurs (Fig. 12) . In the w xx (w) dependence also symmetric loops appear. (5) The Poincaré pseudosection has a slope of 135 • to the w axis, but in excited state there is a set of points which are sloped with respect to w t of 45 • (see Fig. 17 ). (6) Precrisis and after crisis can be treated as intervals of crisis, where plate oscillations are transformed to crisis state and then into steady state with 2-3 frequencies, correspondingly.
VI. Steady aftercrisis state for P 0 ∈ [10.25; 18.9] .
In this case the oscillations are qualitatively similar to those of aftercrisis state (see Fig. 13 ).
(1) The phase and modal portraits are similar to that of previous state, but in modal portraits loops in their limiting states are sufficiently increased.
VII. Prechaotic state for P 0 ∈ [18.9; 20] (see Fig. 14) .
The following features of oscillations occur:
(1) A number of independent frequencies occur (see Table 2 , FFT, and power spectrum in Fig. 14 ). An internal synchronization on ω 17 , ω 32 = 2ω 17 , ω 44 = 3ω 17 occurs.
(2) The Poincaré pseudointersection points create a slope of 45 • with w t axis. Phase and modal portraits have strictly expressed closed subspaces. (3) The series of bifurcations occur and a change of equilibrium states also occurs (Fig. 20) . (4) The deflection surfaces have chaotic character.
VIII. Chaos for P 0 > 20 (see Fig. 15 ).
The term "chaos" is applied in the deterministic problems, where there is a lack of unpredictable and stochastic forces and parameters. For P 0 > 20, a slight change of P 0 corresponds to essential changes of all characteristics of the analyzed system.
Dissipative Nonsymmetric Oscillations
We consider nonsymmetric oscillations of squared isotropic plates (λ = 1) subjected to longitudinal one-sided periodic load action. A scenario leading to chaotic state with a change of {P 0 , ω} is investigated. The problem is solved using the earlier described algorithm. The fourth order 0(h 4 ) approximation has been used, and in the mesh space G h an axis symmetry condition has not been applied. The whole mesh space G h has been used, and the number of nodes has been increased twice in comparison to symmetric case. Therefore, we are able to find all possible symmetric and nonsymmetric solutions to the considered differential equations. The frequencies of the exciting force P x = P 0 sin ωt have been taken from the interval {4.72; 672}. The reported Figs. 21-31 correspond to the earlier considered symmetric oscillations.
For an illustration of scenarios leading to chaos of flexible plates we take ω = 5.72, ε = 1, A = 1 · 10 −4 . In Table 3 the plate frequencies for the series values of P 0 are given. They have been taken from Table 2 (as for symmetric oscillations). The dependencies t * (P 0 ) and Nω i (P 0 ) are shown in Fig. 27 . Figure 30 includes also classification of oscillations, which is similar to the case of symmetric oscillations. We describe only some different features. States I and II fully overlap qualitatively, but in state II the plates oscillate in symmetric form. The corresponding intervals of P 0 are reported in Fig. 27 and 29 . In state II we have precrisis, and oscillations exhibit 3-6 frequencies. The fundamental characteristics for this state are presented in Fig. 21 .
In the phase portrait three loops and three points of the Poincaré map exhibit the quasiperiodic orbits. The strange attractor is visible for t ∈ [0, 100]. The mode portrait (Fig. 21 ) includes a series of closed orbits with complicated shapes.
One of the crisis pecularities (see Figs. 22 and 23) is an exchange of symmetric and nonsymmetric forms. In the initial time moment, oscillations begin with symmetry and then approach nonsymmetric state. It is clearly manifested when dependence w(0.5, 0.5, t) and deflection surface are analyzed. In the crisis state in both symmetric and nonsymmetric oscillations the deflection surfaces have extremely complicated shapes (Fig. 22) .
In the quasi-periodic windows the plate oscillations occur in a neighborhood of different equilibrium states, and a series of space bifurcations appears (Fig. 31) . It means that very often a magnitude and a sign of equilibrium deflection are changed, in the vicinity of which the oscillations take place.
In state V the aftercrisis state is observed (Figs. 24 and 25 ) and oscillations occur in regime: concavity-convexity. The strange attractors collapse, and in the intersections of phase and modal portraits there are 2 or 4 points. For chaotic state the corresponding characteristics are reported in Fig. 27 . The modal portrait is composed of a set of arbitrarily distributed curves, which create cross, which is interpreted as the creation of two self-perpendicular waves in different time moments (see Fig. 26 , surfaces for t = 22.44 and t = 46.772). The oscillations occur in the longitudinal direction with the creation of 2 or 4 waves, whereas in the transversal direction -1, 3 or 5 waves.
Solitons
In this section one of the earlier described methods is applied to reduce the dimension of the PDEs by a projection to ODEs, i.e. the method of finite differences with the spatial approximation of 0(h 4 ) order. This approach is used to study standing and moving waves in a space occupied by a thin plate subjected to one-sided periodic longitudinal load action.
Infinite gradients can appear on a wave profile in different physical situations. For instance, if a wave occurs on a fluid surface, then it simply collapses by spurting.
If a flow is composed of independent particles, then in a wave profile nonuniqueness appears. After the occurrence of discontinuity in the fundamental flow a few different flows appear moving with essentially different velocities (multiflow). For a sound or electromagnetic field, where a nonuniqueness is not allowed, a further development of nonlinear wave depends on which effects will dominate, or be dissipative or dispersive in a neighborhood of highly quick field change. The following one-wave PDE has been satisfactorily analyzed
where u denotes a medium velocity. This equation can be reduced either to Kortweg de Vries (α = 0) or to Burgers (β = 0) equations. Thanks to high frequency dissipation the discontinuity must not lead to the occurrence of stability loss. In addition, the dispersion bounds the width of discontinuity, and as a result a stationary moving wave with a constant profile can appear. The stationary waves of Kortweg de Vries equation correspond to conservative nonlinear oscillator.
Periodic motions in a neighborhood of separatices are waves. Space localized solution expressed by one elevation or one soliton is associated with a separatrice. One-dimensional stationary waves appearing in one-dimensional continuous systems (communication lines), or flat waves (for instance, solitons on a water governing by Kortweg de Vries equation) are well studied. On the other hand, it is clear that solitons created in water, on a falling down fluid layer, and ionic-sound solitons in plasma should depend on two spatial coordinates. A simple model is given by Kadomtsev and Petvashvilli [Petvashvilli, 1979] , which is the generalization of the Kortweg de Vries equation, of the form
As it has been mentioned in [Nezlin et al., 1982] , the particularity of Jupiter atmosphere is expressed by its great red glow, the two-dimensional Rossby soliton. The Rossby waves in a linear approximation correspond to waves appearing in rotating atmosphere, and the main reason of their existence is related to the change (with a latitude) of a horizontal projection of the Coriolis force.
For a medium with dissipation, the ChochlevaZabolotskij equation plays a representative role to describe the occurring waves [Rabinovitch & Trubetskov, 1984] . However, in the case of thin flexible plates within the kinematic Kirchhoff's model the solitons are not detected yet, and we are going to illustrate and analyze this behavior.
The boundary and initial conditions (4) and (6) are applied, and the mesh space G h has been fully used without symmetry conditions. The spatial step of h = 1/16 and the time step of ∆t = 2 · 10 −4 have been taken.
To analyze a very sensitive structure of multifrequency and stochastic oscillations, and to study transitions between different oscillation regimes, the characteristics taken earlier have been applied.
We take P 0 as the control parameter, and the other parameters are fixed: ω = 10.47, λ = ε = 1, ν = 0.3. In Figs. 31 and 32 the deflections w(0.5, 0.5, t), phase portraits, Poincaré maps and FFT are reported for P 0 values. Beginning with P 0 ≥ 16, the analyzed mechanical system is in a chaotic state, and the series of transitions between symmetric and nonsymmetric oscillation forms are observed.
Further, our attention will be focused on interval P 0 ∈ [18. 95; 19.25] . In this interval an oscillation jump is observed, which results in a change of spatial-time dynamical state configuration, and in the occurrence of standing and moving waves. For P 0 = 18.95 and P 0 = 19 the fundamental characteristics are reported in Figs. 33 and 34 . The time leading to a jump occurrence is different for both considered cases. The plate oscillations before a jump are chaotic, which indicate the presented characteristics. The bending moving waves are observed, shown in Figs. 33 and 34 for the chosen time moments, and maximal deflections for two self-perpendicular symmetry axes. The described behavior, referred to as moving waves, reach as a standing wave ( Fig. 35 ; t = 10.04; P 0 = 19), and then a jump to another deflection level occurs, which is indicated by all characteristics given in Fig. 34 . In the plate centre the mentioned discontinuity effect is observed in the phase and modal portraits. Space phase and modal portraits and their projections into the planes show that chaos occurs (see broadband character of the power spectrum). But a collapse of the standing waves beginning from t = 10.04; P 0 = 9 does not appear. A new type of wave self-organization occurs in the standing wave reported in Fig. 34 for t = 20. This wave type does not change in time and is practically stable over t ∈ [10.04; 100]. This observation leads to the conclusion, that within a chaos state a new self-organized behavior appears which is called two-dimensional standing waves (solitons).
For P 0 > 19.25 the solitons as well as jump phenomena do not appear. The traveling waves and regular oscillations are observed instead for t ∈ [48, 100] (see Fig. 36 ).
Concluding Remarks
Flexible periodically excited plates create a complex dynamical system which can exhibit various dynamical behavior. The vibrational process can be characterized by complex resonance structures, the collapse of vibration regime leading to the change of a spatio-temporal state, the occurrence of standing or moving waves, the stability loss with respect either to symmetric or nonsymmetric modes, and others, which have been discussed and illustrated.
To conclude we briefly summarize the main results of the paper.
1. The new technique with described algorithms and numerical tests have been proposed and applied on a basis of difference approximations to the analyzed von Kármán equations. It possesses many advantages in comparison to other potentially applicable methods (an error estimation using Runge principle is given, among others).
2. The new nonlinear phenomena associated with chaos are reported within one and two control parameters (P and ω 0 
