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Abstract
We prove that Chern insulators have topologically protected edge
states which not only propagate unidirectionally along a straight line
boundary, but also swerve around arbitrary-angled corners and geometric
imperfections of the material boundary. This is a physical manifestation
of the index theory of certain semigroup operator algebras.
1 Introduction
Physical motivation. It is by now an old physics result that the quantised
Hall conductance in the bulk (i.e. deep in the interior) of a 2D quantum Hall
system leads to quantised boundary currents along its boundary, due to the
appearance of topologically protected states near its boundary. The related
Chern insulator, recalled in Section 2.1, has its roots in a model for the quantum
anomalous Hall effect [9] which has no external magnetic field. It is a band
insulator in the bulk, characterised by a certain topological invariant (a Chern
number k ∈ Z), at least abstractly. The physical expectation remains: there
must appear k chiral boundary states filling up the insulating energy gap. The
abstract Chern insulator idea has quickly been exported from solid-state electron
systems to many other areas of physics such as photonics [18], acoustics [6], cold
atoms [14], gyroscopic metamaterials [22], Floquet systems [28], mechanics [32],
exciton-polariton systems [16].
The adjective chiral is intended to mean that the boundary states persist
even when they encounter a corner of the material, and indeed propagate around
corners and generally “follow the edge” without dissipation, even when bumps
are present; see Fig. 5 for a schematic diagram. These remarkable properties
have been seen experimentally, e.g. Fig. 3-5 of [28], Fig. 3 of [18], Fig. 3 of [16],
Fig. 4 of [32], Movies S1-3 of [22], and are nowadays considered hallmarks of
topological protected edge states distinguishing them spurious ones. Following
[9], many popular models of Chern insulators are realised on a honeycomb lat-
tice, which has Z2 translational symmetry generated by non-orthogonal vectors.
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Consequently, there are two basic types of boundary conditions — armchair and
zig-zag — which are commonly studied (see Fig. 1), and chiral boundary states
have been observed to propagate around a corner where one condition switches
to the other [16].
Main result. We prove that lattice models of Chern insulators, in any
physical incarnation, have bulk-gap-filling spectra which give rise to quantised
topologically protected boundary currents propagating along the material bound-
ary, following it around corners and imperfections. The ability to make pre-
cise computations for arbitrary imperfect corners is especially new. A concrete
“edge-travelling operator” wq (Remark 3.12, illustrated in Fig. 5) is constructed,
as a representative for the K-theory index of Chern insulator boundary states.
This construction is fundamental for coarse index computations in a follow-
up paper [20] addressing differential operator models of Chern insulators and
quantum Hall systems.
Mathematical approach and previous work. Topological boundary
states can be derived in a C∗-algebraic approach [15, 27] (recalled in Section 2.2),
building on work of Bellissard [1] who introduced operatorK-theory (see [30, 33]
for gentle introductions) and noncommutative index theory methods into solid-
state physics. In this formalism, which contains at its heart the index theory
of Toeplitz operators, many important features of the above bulk-boundary
correspondence can be accurately derived. Furthermore, although not discussed
in this paper important physical effects due to disorder can be handled, and
powerful abstract machinery from KK-theory can also be brought to bear.
However, these methods have so far been applied only to a limited geometric
setup in which the material occupies a nice Euclidean half-plane, whereas in
experimental practice, physicists are now especially interested in robustness of
boundary states against changes in geometry of the boundary. To understand
boundary states for more complicated material boundaries, the first step is
to construct the analogue of the Toeplitz-like C∗-algebra extensions, which is
straightforward, or at least prescriptive. The second step is to compute the
K-theory groups and the connecting maps between them. The difficulty of
this computational step may have been a pragmatic reason why very little has
been done beyond the Euclidean half-plane setup (but see [21] for an attempt
for hyperbolic half-planes). Prior to this work, there had been no verification
that the crucial exponential map (§2.2.3) is always non-vanishing, regardless
of boundary shape — it may well be the case that the K-theory – C∗-algebra
machinery predicts trivial results except for perfect half-spaces, which would be
damaging to the program. Let us remark that the K-theory groups for quarter-
plane C∗-algebras already depend in a sensitive way on the angle of the corner
(see §5.1), so it is not at all obvious that the exponential map survives such
angle changes.
Fortuitously, much recent progress has been made in the K-theory of semi-
group C∗-algebras [5], which generalise Toeplitz algebras in the appropriate
way for our purposes. In particular, subsemigroups S ⊂ Z2 and their associated
Toeplitz C∗-algebras C∗r (S), as initially studied by [3, 7, 12, 13, 24, 25, 26],
are exactly the concept required for studying quarter-planes modelling mate-
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Figure 1: Honeycomb lattice, with vectors a and b generating the sublattice Z2
of translation symmetries. A fundamental domain is shaded. Translates of a
vertex are marked with •, while the unmarked ones are the Z2-translates of a
second vertex. A vertical edge leads to the zig-zag boundary conditions (thick
line), while a horizontal edge leads to armchair boundary conditions (dashed
lines). The horizontal translation symmetry operation is (2,−1) in terms of the
basis a,b for Z2.
rial corners. We mention in passing that these works were recently utilised to
demonstrate another interesting notion of “bulk-edge to corner” correspondence
[10, 11].
Relationship with coarse geometry. For differential operator (“continuum”)
models, quantum Hall Hamiltonians for uniform magnetic fields had been shown
to have chiral edge states along boundaries with fairly general geometries [8],
but quantisation was not established. In a companion paper [20] to this one, the
author proves that the boundary K-theory index of Chern insulators and quan-
tum Hall Hamiltonians is a coarse index, and utilises its cobordism invariance to
prove that quantisation of the Chern insulator boundary current persists under
deformations of the boundary preserving its coarse geometry. The methods and
results of [20] consistently complement those of this paper, in the sense that
lattice models here are derived, in principle, from continuum ones via localised
Wannier basis construction [19].
Outline. After recalling some background material, we construct in Section
3 some generalisations of C∗r (S) as extensions of C
∗
r (Z
2), which are the physical
algebras of operators to which Hamiltonian operators on quarter-planes are
affiliated. We are able to explicitly handle quarter-planes with any rational slope
faces and arbitrary imperfections/bumps in a finite region, and in all cases define
a topological invariant measuring the number of boundary-following modes. All
relevant K-theory groups and connecting maps are computed in Section 3 in
terms of concrete generators, while cyclic cocycles computing the boundary
currents are constructed in Section 4 to demonstrate their quantisation. We
also outline how this work extends to irrational slope cases, concave corners,
and the quantum Hall effect with magnetic translations (Section 5).
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2 Recap: chiral edge states of Chern insulators
in half-plane geometry
2.1 Abstract Chern insulator
Consider a lattice Z2 of translations acting on the Euclidean plane, identified
with an orbit (the “atomic sites”) after picking an origin. A tight-binding
Hilbert space with two degrees of freedom per lattice site is H = ℓ2(Z2)⊗ C2,
where ℓ2(Z2) = ℓ2reg(Z
2) denotes the (left or right) regular representation of Z2.
Thus there is a unitary representation of γ ∈ Z2 as operators Uγ ⊗ 1 acting by
translation on the ℓ2(Z2) factor and trivially on the “internal” factor C2. Note
that the operator-norm closure of the algebra generated by Uγ , γ ∈ Z2, is just
the reduced group C∗-algebra C∗r (Z
2), and is isomorphic to the algebra C(T2)
of continuous functions on the Pontryagin dual T2 of Z2 (Brillouin torus in
physics), by the Fourier transform. As generators for C∗r (Z
2), we can take the
basic horizontal translation Ux = U(1,0) and vertical translation Uy = U(0,1).
In what follows, we will suppress the subscript on ℓ2reg(Z
2). A tight-binding
bulk Hamiltonian is a bounded self-adjoint operator
H =
∑
γ∈Z2
Uγ ⊗Wγ ∈ B(ℓ2(Z2)⊗ C2), (1)
where each Wγ is a 2× 2 hopping matrix satisfying W ∗γ =W−γ to ensure H =
H∗. Note that H is translation invariant. When the decay of Wγ is sufficiently
fast (e.g. only finitely many non-zero terms in the case of finite hopping range
Hamiltonians), the Fourier transform F : ℓ2(Z2)⊗ C2 → L2(T2)⊗ C2 effects
FHF−1 =
∫ ⊕
T2
Hk dk
with T2 ∋ k 7→ Hk a continuous (or even smooth) family of 2 × 2 Hermitian
matrices and dk the normalised Haar measure.
The spectrum σ(H) ofH is the union of the σ(Hk) over k ∈ T2 . Suppose the
spectrum of H is σ(H) = [a, b]∪ [c, d] with b < c — we call this the bulk spectral
gap hypothesis (see Fig. 2). Then there is a continuous (or smooth) eigenspace
assignment k 7→ L−k ∈ CP1 where L−k is the lower energy eigenspace of Hk.
This assignment can be thought of as the classifying map for the continuous
(or smooth) valence line bundle L− → T2 of eigenspaces for energies below the
spectral gap. In this language, a Chern insulator is a Hamiltonian H whose
valence bundle L− is topologically non-trivial, as measured exactly by its non-
vanishing first Chern class c1(L−) ∈ H2(T2,Z), or equivalently, reduced K-
theory class [L−]− [1] ∈ K˜0(T2). Specific choices of hopping matricesWy which
result in nontrivial L− are known, e.g. [9, 27].
Chern insulator in C∗-algebra language. We have H ∈ M2(C∗r (Z2))
(the 2× 2 matrix algebra over C∗r (Z2)), realised concretely on the Hilbert space
H = ℓ2(Z2)⊗C2. Rather than Fourier transforming and then constructing the
valence bundle L−, we can directly construct by functional calculus the spectral
4
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Figure 2: (L) Spectrum of a bulk Hamiltonian H in one spatial dimension, with
separated energy intervals. Its energy-momentum dispersion E = E(k), k ∈
T is plotted. (R) Bulk Hamiltonian of a 2D Chern insulator with spectrum
[a, b]∪ [c, d] initially having a gap. Energy-momentum dispersion is indicated by
thickened curved bands because only the dependence on one coordinate kx ∈ T2
is plotted while the dispersion in ky is collapsed. Half/quarter-plane truncations
Hˆ of H acquire new spectra (thin line) filling the spectral gap of H .
projection P− = ϕ(H) ∈ M2(C∗r (Z2)) onto energies below and including b:
take ϕ to be any continuous (or smooth) real-valued function which is 1 on
the interval (−∞, b] and 0 on [c,∞). Then P− defines a K-theory class in
K0(C
∗
r (Z
2)). Now, the non-trivial generator of K0(C
∗
r (Z
2)) ∼= Z2 can be taken
to be the Bott projection1 b ∈ M2(C∗r (Z2)) ∼= M2(C(T2)) (the other generator
is the class [1] of the identity element projection). After passing to cohomology
via the Chern character, b corresponds to the line bundle L → T2 with Chern
class the generator of H2(T2,Z) ∼= Z. Thus a Chern insulator whose valence
bundle has Chern class k equivalently has
[P−] = (1− k)[1] + k[b]. (2)
2.2 Boundary topological invariants in half-plane geome-
try
While the bulk Hamiltonian H for a Chern insulator has a spectral gap, the
“true” Hamiltonian Hˆ (which is supposed to be H acting on a restricted Hilbert
space with appropriate boundary conditions) has extra “chiral edge states” fill-
ing up the spectral gap of H , which decay rapidly into the bulk and propagate
unidirectionally along the material boundary, see Fig. 2.
1A general construction of b ∈M2(C(T2)) with smooth entries can be found in §2 of [17].
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The simplest way to model a material boundary is to truncate ℓ2(Z2) to
ℓ2(N × Z). Thus the material occupies the right half-plane with straight line
boundary x = 0. We give a brief outline of how the language of Toeplitz
extensions [15, 27] is used to prove the existence of chiral edge states and their
finer analytic properties, with much more detail available in [27].
2.2.1 Index theory of classical Toeplitz operators
The following is classical, e.g. §3.F of [33]. With Ux the unitary shift operator
on ℓ2(Z), let Uˆx denote its truncation to the (right) unilateral shift operator on
the “right-half line” Hilbert space ℓ2(N) (after a Fourier transform, ℓ2(N) is the
classical Hardy subspace of L2(T)). The Toeplitz algebra T is the C∗-subalgebra
of B(ℓ2(N)) generated by Uˆx. There is a short exact sequence
0→ K(ℓ2(N))→ T π−→ C∗r (Z)
Fourier∼= C(T)→ 0,
where π is the symbol map taking Uˆx 7→ Ux. An Toeplitz operator Tf ∈ T with
invertible symbol function f ∈ C(T) ∼= C∗r (Z) is Fredholm with analytic index
equal to minus the winding number of f (the topological index). This integer
is invariant under Tf + K with K compact. Correspondingly, the K-theory
six-term long exact sequence
Z︷ ︸︸ ︷
K0(K) // K0(T ) //
Z︷ ︸︸ ︷
K0(C(T))
Exp

K1(C(T))︸ ︷︷ ︸
Z
Ind
OO
K1(T )oo K1(K)︸ ︷︷ ︸
0
0oo
has connecting index map an isomorphism, and so K0(T ) ∼= Z, K1(T ) = 0.
We remark that even though the other connecting map Exp is the trivial map
in the above case, its existence is a deep result drawing upon Bott periodicity.
We will exploit its utility in detecting obstructions to difficult lifting problems.
2.2.2 Toeplitz extension for half-plane geometry
The two-dimensional version of the Toeplitz “half-line algebra” T is a “half-
plane algebra”, which will contain the half-plane versions of H . Let ι be the
inclusion ℓ2(N×Z)→ ℓ2(Z2), and p : ℓ2(Z2)→ ℓ2(N×Z) its adjoint orthogonal
projection. Each operator A ∈ C∗r (Z2) ⊂ B(ℓ2(Z2)) has a truncation Aˆ :=
p ◦ A ◦ ι ∈ B(ℓ2(N × Z)), and this assignment is ∗-linear but not multiplicative
— for example, Uˆx is a non-unitary isometry satisfying UˆxUˆ
∗
x = 1 − Px=0
where Px=0 is the orthogonal projection onto the “boundary subspace” of ℓ
2(Z2)
spanned by basis vectors at (0, n), n ∈ Z. Let C∗r (N × Z) be the C∗-algebra
generated by the Uˆγ , γ ∈ N × Z (or equivalently γ ∈ Z2 due to Uˆ∗γ = Uˆγ−1).
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The isometry Uˆx and the unitary operator Uˆy are already enough to generate
C∗r (N× Z), which exhibits the isomorphism C∗r (N× Z) ∼= T ⊗ C∗r (Z). There is
a short exact sequence
0→ J → C∗r (N× Z) π−→ C∗r (Z2)→ 0, (3)
where π is the ∗-homomorphism defined on generators by Uˆx 7→ Ux, Uˆy 7→ Uy.
The kernel J is in fact the commutator ideal in C∗r (N × Z), cf. [3]. Since
[Uˆy, Uˆ
∗
x ] = 0, we see that J is just the ideal generated by Px=0 = 1 − UˆxUˆ∗x ,
and we have J ∼= K(ℓ2(N))⊗ C∗r (Z).
For any A ∈ C∗r (Z2), the truncations Aˆ = p◦A◦ ι are elements of C∗r (N×Z).
If A ∈MN (C∗r (Z2)), there is a similar truncation to Aˆ ∈MN(C∗r (N×Z)), so for
example, we can truncate the bulk HamiltonianH to a “half-plane Hamiltonian”
Hˆ acting on ℓ2(N×Z)⊗C2. The homomorphism π extends to matrix algebras,
and (retaining the same notation) π(Hˆ) = H . We could also consider more
general half-plane Hamiltonians Hˆ ′ = Hˆ + H˜ with H˜ = H˜∗ ∈ J some extra
“boundary Hamiltonian” term. We still have π(Hˆ ′) = H = π(Hˆ), so that the
spectrum of half-plane versions of H generally contains that of H .
2.2.3 Topological boundary states in half-plane geometry
The extra spectra of the half-plane Hamiltonian have interesting features, de-
ducible from the long exact sequence (LES) in K-theory for the sequence Eq.
(3), cf. §4.3.1 of [27]. This LES is easily computed (e.g. with Ku¨nneth formula)
to be
Z︷ ︸︸ ︷
K0(J ) 0 //
Z[1]︷ ︸︸ ︷
K0(C
∗
r (N× Z)) //
Z[1]⊕Z[b]︷ ︸︸ ︷
K0(C
∗
r (Z
2))
Exp

K1(C
∗
r (Z
2))︸ ︷︷ ︸
Z2
Ind
OO
K1(C
∗
r (N× Z))︸ ︷︷ ︸
Z
oo K1(J )︸ ︷︷ ︸
Z[Uy ]
0oo
where the operator J ∋ UˆyPx=0 ←→ Px=0 ⊗ Uy ∈ K(ℓ2(N)) ⊗ C∗r (Z) effecting
“translation-along-the-boundary” represents the K1(J ) ∼= Z generator (see Fig.
3). Actually J is non-unital, so its K1-group representatives should be unitaries
in the (matrix algebras over the) unitisation of J rather than J itself. This
means that we implicitly regard UˆyPx=0 as a unitary operator on ℓ
2(N× Z) by
extending it by the identity operator on the complement of x = 0. Notwith-
standing this technicality, we abuse notation and simply write K1(J ) ∼= Z[Uy].
K-theory exponential map. The connecting map Exp takes [b] 7→ −[Uy].
Quite generally, Exp is a suspended/“higher” index map, which measures the ob-
struction to lifting a projection P inMN (C
∗
r (Z
2)) to a projection inMN (C
∗
r (N× Z)),
where N is taken to be arbitrarily large. Namely, Exp[P ] = [exp(−2πiPˆ )] where
Pˆ is any self-adjoint lift of P , e.g. see §12.2 of [30]. So if Exp[P ] 6= [1] (note
that [1] = 0 in K1-theory), it cannot be the case that Pˆ is a projection.
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Figure 3: Standard half-plane and quarter-plane geometries. The effect of the
generator [UyPx=0] of K1(J ) and [w] of K1(I ′) are illustrated with curved
arrows.
Just as we have the spectral projection P− = ϕ(H) ∈MN(C∗r (Z2)) for a bulk
HamiltonianH with spectral gap, we can similarly consider ϕ(Hˆ) ∈MN (C∗r (N×
Z)). Since π(ϕ(Hˆ)) = ϕ(π(Hˆ)) = ϕ(H) = P−, we see that ϕ(Hˆ) is a lift of P− in
MN(C
∗
r (N×Z)), but this lift need not be a projection. If H is a Chern insulator,
i.e. [P−] = (1−k)[1]+k[b] with k 6= 0 (Eq. (2)), then Exp([P−]) = −k[Uy] 6= [1],
so that no lift of P− is a projection. In particular, ϕ(Hˆ) is not a projection,
which means ϕ(λ) 6= 0, 1 for some λ in the spectrum σ(Hˆ) of Hˆ . We could have
chosen ϕ such that ϕ(x) 6= 0, 1 only on some arbitrarily given small interval
in the spectral gap (b, c) of H . Then Hˆ must have some spectrum in this
small interval, and by varying the choice of interval in (b, c), we conclude that
Hˆ actually has spectra filling the entire gap (b, c). The same argument holds
even if Hˆ is replaced by Hˆ ′ = Hˆ + H˜ with H˜ = H˜∗ ∈ MN(J ) a boundary
perturbation. The gap-filling spectra are furthermore exponentially localised
near the boundary, cf. §2.4.3 of [27].
For Chern insulators, Exp[P−] 6= 0 gives a non-vanishing “boundary topolog-
ical invariant”. By pairing Exp[P−] with a suitable cyclic 1-cocycle, one obtains
a local formula for the winding number −k ∈ Z of Exp[P−] = −k[Uˆy], which
has the physical meaning of an integer quantised boundary current, see §7 of
[27]. We generalise this construction in Section 4 for quarter-plane geometries.
Remark 2.1. The K-theory exponential map had also been used to obtain an
index theorem for Dirac-type operators on noncompact partitioned manifolds
(Theorem 3.3 of [29]), with the indices furthermore insensitive to certain defor-
mations of the partitioning hypersurface (see Prop. 1.7, Theorem 7.7 of [29] for
details). The connection of our work to this flavour of index theory is left for a
future work [20].
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3 K-theory of bumpy quarter-plane algebras
In this Section, we will generalise the machinery outlined in Section 2.2, to the
“bumpy quarter-plane” setting.
3.1 Standard quarter-plane Toeplitz algebra
Instead of a half-plane, now consider the material occupying the standard quarter-
plane C, which is the upper-right quadrant bounded by the x = 0 and y = 0
axes. The set of lattice points in the material is C ∩ Z2, which is the sub-
semigroup N2 = {(m,n) : m,n ∈ N} ⊂ Z2, see Fig. 3. The half-plane Toeplitz
algebraC∗r (N×Z) ∼= T ⊗C∗r (Z), has a generalisation to a “quarter-plane Toeplitz
algebra” C∗r (N
2) as follows.
In the same vein as Section 2.2.2, let ι : ℓ2(N2) →֒ ℓ2(Z2) be the inclusion,
with adjoint the orthogonal projection p : ℓ2(Z2) → ℓ2(N2), so that p ◦ ι =
1ℓ2(N2). Given an operator A ∈ C∗r (Z2), its truncation to B(ℓ2(N2)) is Aˆ :=
p ◦A ◦ ι. This is a continuous ∗-linear assignment, although it does not respect
products. As particular examples, for each unitary translation Uγ , γ ∈ Z, we
write Uˆγ = p ◦ Uγ ◦ ι. We also write Uˆx = p ◦ Ux ◦ ι and Uˆy = p ◦ Uy ◦ ι, which
are both non-unitary isometries.
For any subset Y ⊂ N2, we denote the orthogonal projection ℓ2(N2)→ ℓ2(Y )
by PY . Such projections commute among themselves. Notice that for γ ∈ N2,
the truncation Uˆγ remains an isometry, Uˆ
∗
γ Uˆγ = 1, but its range projection
UˆγUˆ
∗
γ is generally not the identity. For example, [Uˆ
∗
y , Uˆy] = PF1 , the orthogonal
projection onto ℓ2(F1) where F1 = {(m, 0) : m ∈ N} is the “horizontal boundary
face”, see Fig. 3. Similarly, [Uˆ∗x , Uˆx] = PF2 where F2 = {(0, n) : n ∈ N} is the
“vertical boundary face”. We also have 0 = [Uˆx, Uˆy] = [Uˆ
∗
x , Uˆ
∗
y ] = [Uˆ
∗
x , Uˆy].
Definition 3.1. The standard quarter-plane algebra, denoted C∗r (N
2), is defined
to be the (unital) C∗-subalgebra of B(ℓ2(N2)) generated by Uˆx and Uˆy.
It is easy to see that we can also define C∗r (N
2) to be the C∗-subalgebra generated
by Uˆγ , γ ∈ N2, or by Uˆγ , γ ∈ Z2.
Let I ′ be the commutator ideal in C∗r (N2). By inspecting the above com-
mutators amongst Uˆx, Uˆy and their adjoints, we may deduce that I ′ = I ′1 + I ′2
where for i = 1, 2, I ′i denotes the closed ideal generated by the projection
PFi . We remark that PF1PF2 = P{(0,0)} ∈ I ′ is a rank-1 projection, so that
in fact K(ℓ2(N2)) ⊂ I ′. Modulo I ′, each Uˆγ , γ ∈ N2 is unitary, and the map
π : Uˆγ 7→ Uγ , γ ∈ N2 extends to a ∗-homomorphism π : C∗r (N2)→ C∗r (Z2) with
kernel I ′, i.e. there is a short exact sequence, cf. §4 of [3],
0→ I ′ → C∗r (N2) π→ C∗r (Z2)→ 0. (4)
The prime on the ideal I ′ is meant to distinguish it from the corresponding
ideals I constructed in Eq. (7) for general quarter-plane geometries later on.
We would like to compute the corresponding K-theory long exact sequence
for Eq. (4). For this, we appeal to Prop. 1 of [7], which says that there is a
9
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Figure 4: Quarter-plane with a “staircase” boundary modification at the corner.
The faces F1, F2 are indicated with the red • and the blue × respectively. Two
possible representatives wq, w
′
q
of the generator of K1(Iq) are indicated.
canonical isomorphism C∗r (N
2) ∼= C∗r (N)⊗C∗r (N), where each C∗r (N) factor is the
classical Toeplitz algebra T (Section 2.2.1). We saw that K0(C∗r (N)) ∼= Z and
K1(C
∗
r (N)) = 0, so the Ku¨nneth theorem gives K0(C
∗
r (N
2)) = K0(C
∗
r (N)) ⊗Z
K0(C
∗
r (N))
∼= Z and K1(C∗r (N2)) = 0. We also know that K0(C∗r (Z2)) ∼=
Z[1]⊕ Z[b]. Then the LES is
Z
2︷ ︸︸ ︷
K0(I ′) 0 //
Z[1]︷ ︸︸ ︷
K0(C
∗
r (N
2))
π∗ //
Z[1]⊕Z[b]︷ ︸︸ ︷
K0(C
∗
r (Z
2))
Exp

K1(C
∗
r (Z
2))︸ ︷︷ ︸
Z2
Ind ∼=
OO
K1(C
∗
r (N
2))︸ ︷︷ ︸
0
0oo K1(I ′)︸ ︷︷ ︸
Z[w]
0oo
(5)
The exponential map must take [b] to the generator of K1(I ′) ∼= Z. We may
represent this generator by the operator w = Uˆ∗yPF2 + UˆxPF1 translating anti-
clockwise along the boundary, as illustrated in Fig. 3. Also, the generators of
K0(I ′) ∼= Z2 can be taken to be [PF1 ] and [PF2 ]. These results follow from a di-
rect calculation identical to that provided in Section 3.2 with the “q” decorations
dropped (see Eq. (12), (13)), or from [5] as recalled in Section 3.3.
3.2 Standard quarter-plane with imperfect boundaries
Let us modify the standard quarter-plane geometry with a “staircase-shaped”
boundary condition, with a step corner at (1, 1), as illustrated in Fig. 4. Thus,
we need to truncate to ℓ2(N2
q
) where N2
q
:= N2 \ {(0, 0)}. We will construct the
analogue of Eq. (4) for this geometry.
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Definition 3.2. With ι : ℓ2(N2
q
)→ ℓ2(Z2) the inclusion and p : ℓ2(Z2)→ ℓ2(N2
q
)
its adjoint projection, let Vγ = p ◦ Uγ ◦ ι be the corresponding truncation of
Uγ , γ ∈ Z2. We define C∗r (N2q) ⊂ B(ℓ2(N2q)) to be the unital C∗-algebra generated
by Vγ , γ ∈ Z2, or equivalently by the isometries Vγ , γ ∈ N2.
It is also enough to take as a generating set the basic isometries Vx = V(0,1)
and Vy = V(1,0). Although [Vx, Vy] = 0 = [V
∗
y , V
∗
x ], there are nonvanishing
commutators
[V ∗x , Vx] = PFq
2
, [V ∗y , Vy] = PFq
1
, [V ∗y , Vx] = |(1, 0)〉〈(0, 1)|, (6)
where the “faces” F q1 , F
q
2 (see Fig. 4) are now defined by
F q1 = {(0, 1)} ∪ {(m, 0) : m ≥ 1}, F q2 = {(1, 0)} ∪ {(0, n) : n ≥ 1}.
Note that V ∗y PFq1 = 0 = V
∗
x PFq2 — a face is “killed” when translated outwards.
Lemma 3.3. The commutators in Eq. (6) generate the (closed) commutator
ideal Iq in C∗r (N2q), and the quotient is isomorphic to C∗r (Z2). Thus there is a
short exact sequence
0→ Iq → C∗r (N2q) πq→ C∗r (Z2)→ 0, (7)
where the quotient map πq takes Vx 7→ Ux and Vy 7→ Uy.
Proof. Each product of the generators Vx, V
∗
x , Vy, V
∗
y can be “normal-ordered”,
at the expense of some commutator-terms, into the form (V ∗x )
aV bx (V
∗
y )
cV dy for
some (unique) non-negative integers a, b, c, d. Then after modding out the com-
mutator terms, we can identify (V ∗x )
aV bx (V
∗
y )
cV dy ↔ U b−ax Ud−cy ∈ C∗r (Z2).
We wish to compute the K-theory 6-term exact sequence for Eq. (7).
Let Iq1 and Iq2 be the ideals in C∗r (N2q) generated by the commutators
[V ∗y , Vy] = PFq1 and [V
∗
x , Vx] = PFq2 respectively.
Lemma 3.4. The commutator ideal Iq = ker(πq) can be written as
Iq = Iq1 + Iq2 , Iq1 ∩ Iq2 = K(ℓ2(N2q)).
Proof. Observe that the projections onto the translated faces (0, 1) · F1 and
(1, 0) · F2 are given by VyPFq
1
V ∗y and VxPFq2 V
∗
x , so that they lie in Iq1 and
Iq2 respectively; the product of these translated face-projections is the rank-1
projection P(1,1) ∈ Iq1 ∩ Iq2 . This shows that2 K(ℓ2(N2q)) ⊂ Iq1 ∩ Iq2 . For the
reverse inclusion K(ℓ2(N2
q
)) ⊃ Iq1 ∩ Iq2 , let C ∈ Iq1 ∩ Iq2 , then it can be norm-
approximated by a C′ ∈ Iq1 ∩Iq2 that is expressible as a finite linear combination
of terms of the form ApFq
1
A′ or of the form BpFq
2
B′, with A,A′, B,B′ some finite
product of the Vx, V
∗
x , Vy, V
∗
y . Such an operator C
′ is zero on all |(m,n)〉 except
for finitely many m and for finitely many n, so C′ is a finite-rank approximation
of C.
2In particular, the third commutator [V ∗y , Vx] = |(1, 0)〉〈(0, 1)| in Eq. (6) is already present
in Iq
1
∩ Iq
2
and does not generate anything outside Iq
1
+ Iq
2
.
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Up to commutator-terms involving [V ∗y , Vx] or [V
∗
x , Vy] (which are compact
operators), an element of Iq1 is approximated by a linear sum of terms like
V ay PFq1 (V
∗
y )
b︸ ︷︷ ︸
finite−rank in y
(V ∗x )
c1V d1x . . . (V
∗
x )
ckV dkx︸ ︷︷ ︸
(V ∗x )
cV dx up toPFq
2
terms
modIq1∩I
q
27→ Ud−cx ⊗ |a〉〈b|,
so after modding out by K(ℓ2(N2
q
)) = Iq1 ∩ Iq2 , there is an isomorphism
Iq1/K(ℓ2(N2q))
∼=→ C∗r (Z)⊗K(ℓ2(N)).
Similarly for Iq2 with the roles of x and y switched. Thus we have
Iq/K(ℓ2(N2q)) = (Iq1 + Iq2 )/(Iq1 ∩ Iq2 ) ∼= Iq1/(Iq1 ∩ Iq2 )⊕ Iq2/(Iq1 ∩ Iq2 )
∼= (C∗r (Z) ⊗K)⊕ (K ⊗ C∗r (Z)), (8)
with quotient map q explicitly given by
Iq1 ∋ V ay PFq1 (V
∗
y )
b(V ∗x )
cV dx +K 7→ (Ud−cx ⊗ |a〉〈b|, 0),
Iq2 ∋ V ax PFq2 (V
∗
x )
b(V ∗y )
cV dy +K 7→ (0, |a〉〈b| ⊗ Ud−cy ). (9)
We have shown:
Lemma 3.5. There is a short exact sequence
0→ K → Iq q→ Iq/K ∼= (C∗r (Z)⊗K)⊕ (K ⊗ C∗r (Z))→ 0. (10)
The K-theory LES for Eq. (10) is
Z︷ ︸︸ ︷
K0(K) 0 //
Z⊕Z︷ ︸︸ ︷
K0(Iq) q∗ //
Z⊕Z︷ ︸︸ ︷
K0(Iq/K)
Exp

K1(Iq/K)︸ ︷︷ ︸
Z⊕Z
Ind=−sum
OO
K1(Iq)︸ ︷︷ ︸
Z
q∗oo K1(K)︸ ︷︷ ︸
0
0oo
(11)
Here, the index map can be deduced by its action on the representative genera-
tors ofK1(Iq/K) ∼= K1(C∗r (Z)⊗K)⊕K1(K⊗C∗r (Z)). These are Ux⊗|0〉〈0| for the
first direct sum factor and |0〉〈0|⊗Uy for the second factor. From Eq. (9), a lift
of Ux⊗|0〉〈0| in Iq is VxPFq
1
, which is just the unilateral shift on ℓ2(F1) ∼= ℓ2(N)
which has Fredholm index −1. Thus Ind([Ux]) = −[P{(0,1)}] = −1; similarly,
Ind([Uy]) = −[P{(1,0)}] = −1. From Eq. (9) applied to the LES, we also see that
K0(Iq) ∼= Z[PFq
1
]⊕ Z[PFq
2
], . (12)
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and that K1(Iq) is identified inside K1(Iq/K) ∼= (K⊗C∗r (Z))⊕ (K⊗C∗r (Z)) as
ker(Ind) ∼= Z. The latter kernel has representative generator [(Ux⊗|0〉〈0| , |0〉〈0|⊗
U∗y )], so that its lift
wq := VxPFq
1
+ V ∗y (PFq2 + P{(1,1)}) ∈ I
q (13)
represents the generator of K1(Iq) ∼= Z. This wq is illustrated in Fig. 4, along
with an alternative “smoother” representative
w′
q
= VyVx(PFq
1
− P{(0,1)})V ∗y + VxV ∗y PFq2 V
∗
x . (14)
We can now analyse the desired LES for the staircase boundary condition
SES Eq. (7):
Z[P
Fq
1
]⊕Z[P
Fq
2
]︷ ︸︸ ︷
K0(Iq) 0 //
?⊕Z[1]︷ ︸︸ ︷
K0(C
∗
r (N
2
q))
π∗ //
Z[1]⊕Z[b]︷ ︸︸ ︷
K0(C
∗
r (Z
2))
Exp

K1(C
∗
r (Z
2))︸ ︷︷ ︸
Z[Ux]⊕Z[Uy]
Ind ∼=
OO
K1(C
∗
r (N
2
q))︸ ︷︷ ︸
?
π∗=0oo K1(Iq)︸ ︷︷ ︸
Z[wq]
?oo
The index map may be computed to be an isomorphism by considering gen-
erators (e.g. Ind([Ux]) = −[PFq
2
]). To complete the diagram, we need to ar-
gue that K1(C
∗
r (N
2
q
)) = 0. A priori, K1(C
∗
r (N
2
q
)) should be given by the
image of K1(Iq) ∼= Z[wq] under inclusion, which we now compute. We use
the alternative generator w′
q
from Eq. (14), which resembles the generator
w = UˆxPF1 + Uˆ
∗
yPF2 of K1(I ′) ∼= Z encountered in Section 3.1. There, we
saw that [w] ∈ K1(C∗r (N2)) = 0 necessarily trivialises3. This means that in-
side C∗r (N
2), w may be deformed through unitaries into the identity operator
(after passing to unitisations and perhaps matrix algebras). The same defor-
mation now performed on the shifted quarter-plane with corner at (1, 1) will
have the effect of turning w′
q
into the identity operator in C∗r (N
2
q
). The up-
shot is that [wq] = [w
′
q
] again trivialises when mapped into K1(C
∗
r (N
2
q
)). Thus
K1(C
∗
r (N
2
q
)) = 0, and the above LES is completed as:
3Note the convention that inside the unital algebra C∗r (N
2), w is regarded as the identity
operator everywhere away from the boundary.
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Theorem 3.6. There is a long exact sequence,
Z[P
Fq
1
]⊕Z[P
Fq
2
]︷ ︸︸ ︷
K0(Iq) 0 //
Z[1]︷ ︸︸ ︷
K0(C
∗
r (N
2
q))
π∗ //
Z[1]⊕Z[b]︷ ︸︸ ︷
K0(C
∗
r (Z
2))
Exp[b] 7→[wq]

K1(C
∗
r (Z
2))︸ ︷︷ ︸
Z[Ux]⊕Z[Uy]
Ind ∼=
OO
K1(C
∗
r (N
2
q))︸ ︷︷ ︸
0
π∗=0oo K1(Iq)︸ ︷︷ ︸
Z[wq]
oo
(15)
3.2.1 General imperfect quarter-plane boundaries
For general quarter-plane boundary conditions, say with multiple steps of vary-
ing length, bumps, angles etc., essentially the same arguments can be used. Let
us sketch how this works.
Consider the standard quarter-plane, with imperfections confined within
a square [−R,R] × [−R,R], as illustrated in Fig. 5. This models, near its
corner, a material with imperfect boundaries. Let N2
q
now denote the sub-
set of lattice points included in the material. As before, we can construct
C∗r (N
2
q
) ⊂ B(ℓ2(N2
q
)), generated by the truncations Vγ of the Uγ , γ ∈ N2 to
ℓ2(N2
q
). A little thought shows that this C∗r (N
2
q
) does contain all the truncated
Vγ , γ ∈ Z2 — write γ = γ−1− γ+ for some γ± ∈ S with γ+ “large enough” to
ensure Uγ+ ◦ ι = ι ◦ p ◦ Uγ+ ◦ ι ≡ Vγ+ , then we can write Vγ = V ∗γ−Vγ+ .
Up to some finite-rank projection, the commutator [V ∗x , Vx] is again a projec-
tion onto a vertical face F2, and similarly for [V
∗
y , Vy] (see Fig. 5). Sufficiently
shifted versions of these two commutators multiply into a rank-one projection,
since the shifted faces eventually intersect at a single point (see Fig. 5). So
the compact operators are in the the commutator ideal Iq ⊂ C∗r (N2q). For
γ = (m,n) ∈ N2, the difference V(m,n) − V mx V ny is at most finite-rank. This
means that C∗r (N
2
q
) is already generated from the basic partial isometries Vx
and Vy . As before we can define Iq1 and Iq2 to be the ideals in C∗r (N2q) generated
respectively by PF1 , PF2 , and we have K ⊂ Iq1 ∩Iq2 (the other basic commutator
[V ∗y , Vx] is finite-rank, so does not generate anything extra).
With the above definitions and considerations, we may check that Lemmas
3.3, 3.4, 3.5, and the computations leading to Theorem 3.6, continue to hold in
the setting of quarter-planes with imperfect boundaries.
3.3 Rational slope quarter-plane C∗-algebra
Next, consider a material occupying a closed convex cone C in the Euclidean
plane which is pointed and nondegenerate (to exclude the half-plane and half-
line cases), whose corner is taken to be at the origin. We also call C a quarter-
plane. The lattice points in the material are labelled by the intersection S =
C ∩ Z2, which is a subsemigroup of Z2 (with identity).
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Figure 5: Possible imperfection of the boundary near the corner of a quarter-
plane. The horizontal and vertical face projections are indicated by the red •
and blue × respectively, and are the respective commutators [V ∗x , Vx], [V ∗x , Vx]
up to a projection onto some finite set of points indicated by ◦ and ◦. Sufficiently
shifted versions of the two face projections multiply into a rank-1 projection (2).
We again have the inclusion ι : ℓ2(S) → ℓ2(Z2) and projection p = ι∗ :
ℓ2(Z2) → ℓ2(S), and can define the truncated translation operators Uˆγ = p ◦
Uγ ◦ ι, γ ∈ Z2. Generalising Definition 3.1, we have
Definition 3.7. Let S = C ∩ Z2 ⊂ Z2 be the subsemigroup associated to a
(pointed, nondegenerate) closed convex cone C as above. We define C∗r (S) to be
the unital C∗-subalgebra of B(ℓ2(S)) generated by Uˆγ , γ ∈ S.
Because S generates Z2, any γ ∈ Z2 can be written as γ = γ−1− γ+ with γ± ∈ S,
so that Uˆγ = p ◦U∗γ−Uγ+ ◦ ι = p ◦U∗γ− ◦ ι ◦ p ◦Uγ+ ◦ ι = Uˆ∗γ−Uˆγ+ . Thus we could
equivalently define C∗r (S) to be the C
∗-algebra generated by Uˆγ , γ ∈ Z2.
In this subsection, we restrict to quarter-planes with rational slopes (for irra-
tional slopes, see Section 5.1). Formally, this means that the cone C is integral,
i.e. its two extremal rays have rational slopes (possibly ±∞). Then S = C ∩Z2
is finitely-generated, generates Z2 (i.e. S − S = Z2), and saturated (i.e. if some
positive multiple of γ ∈ Z2 lies in S, then already γ ∈ S), e.g. [23] Lemma II.5.
We are in a special case of [5], and can compute the K-theory of the semigroup
C∗-algebra C∗r (S).
Remark 3.8. The K-theory of C∗r (S) was first studied in [24, 26], while recent
work of [5] provides a more direct computation in the rational slope case. How-
ever, [5] is primarily concerned with finitely-generated subsemigroups S ⊂ Z2
without the saturation assumption. In the rest of this subsection, we distil from
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•w
F2
F1
Uˆa1
Uˆa2
Uˆextra •
Uˇx
Uˇy
Fˇ1
Fˇ2
w
Figure 6: (L) Quarter-plane with rational slope faces. A fundamental domain
is indicated by the dark parallelogram. A foliation of S by translates of face F2
is indicated by the dotted lines. (R) A concave quarter-plane.
[5] a minimal path to K•(C
∗
r (S)) (Theorem 3.14), for the (automatically satu-
rated) S that appear in our physical problem.
The subset of lattice points Fi lying on an extremal ray are given by n(xi, yi), n ∈
N for some integers xi, yi, i = 1, 2. As in [5], we call F1, F2 the two faces of
S, and ai = (xi, yi) ∈ Z2 the two asymptotic generators of S, ordering them in
such a way that the following integral matrices have positive determinant (so
F1 rotates anticlockwise onto F2 by an angle smaller than π):
M =
(
y2 −x2
−y1 x1
)
, M⊥ =
(
x1 x2
y1 y2
)
. (16)
Note that det(M) = det(M⊥) and MM⊥ =M⊥M = (detM)1, and equals the
number of lattice points in the parallelogram defined by a1 ∧ a2.
The range projections of the partial isometries obtained as all possible prod-
ucts of Uˆγ , Uˆ
∗
γ , γ ∈ S commute among each other, generating a commutative
C∗-subalgebra D ⊂ C∗r (S). For each subset Y ⊂ S, denote by PY the projec-
tion from ℓ2(S) onto ℓ2(Y ). It is shown in [5], Lemma 7.3.2, that PF1 , PF2 ∈
D ⊂ C∗r (S) for the two face projections; specifically, for i = 1, 2 one may con-
struct γi ∈ Z2 such that PFi = 1− UˆγiUˆ∗γi . For example, in Fig. 6 we could take
γ1 = (−1, 1) and γ2 = (0,−1). Thus we may define the ideals I1, I2 ⊂ C∗r (S)
generated respectively by PF1 , PF2 . Remarkably, we have, for every S as Defi-
nition 3.7,
Lemma 3.9 (cf. 7.2.10, 7.3.6 of [5]). I1∩I2 = K(ℓ2(S)), and C∗r (S)/(I1+I2) ∼=
C∗r (Z
2) via the map π : Uˆγ 7→ Uγ. Thus, writing I := I1 + I2, there is a short
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exact sequence of C∗-algebras,
0→ I → C∗r (S) π→ C∗r (Z2)→ 0. (17)
Proof. PF1PF2 ∈ I1 ∩ I2 is the rank-1 projection P{0,0} onto the origin, so
I1∩I2 = K(ℓ2(S)) follows from the same argument as in the proof of Lemma 3.4.
For each γ ∈ S, the complement S \ (γ ·S) is a union of finitely many translates
of the faces F1, F2, so the projection onto this complement is in I = I1 + I2.
Thus Uˆγ is unitary modulo I.
Due to [Uˆ∗a1 , Uˆa2 ] = 0, the extension Eq. (17) is related to the standard
extension 0→ I ′ → C∗r (N)2 → C∗r (Z2)→ 0 (Eq. (4)):
Lemma 3.10 (7.3.8 of [5]). The C∗-subalgebra of C∗r (S) generated by Uˆa1 and
Uˆa2 is isomorphic to C
∗
r (N
2). Explicitly, there is a (injective) morphism κ :
C∗r (N
2)→ C∗r (S) defined on generators by
Uˆx 7→ Uˆa1 , Uˆy 7→ Uˆa2 .
Thus there is the following commutative diagram associated to κ,
0 // I // C∗r (S) π // C∗r (Z2) // 0
0 // I ′ //
κ|
OO
C∗r (N
2)
π //
κ
OO
C∗r (Z
2) //
κˇ
OO
0
(18)
where κ| is the restriction of κ to I ′, and κˇ is the induced map from the group
homomorphism M⊥ : Z2 → Z2.
The K-theory LES for the upper short exact sequence and for the lower
one can be combined into a single big diagram, because the connecting homo-
morphisms in K-theory are natural with respect to morphisms of short exact
sequences. This observation will allow the desired six-term LES of Eq. (17) (the
upper sequence) to be computed from the known standard LES (Eq. (5)) for the
lower sequence, together with knowledge of the functorially induced morphisms
(κ|)∗, κˇ∗.
Lemma 3.11 (7.3.9(1) of [5]). For any subsemigroup S ⊂ Z2 as in Definition
3.7, we have K0(I) ∼= K0(I ′) (thus they are each isomorphic to Z2 due to Eq.
(5)). Also, K1(I) ∼= Z with generator represented by w = Uˆa2PF1 + Uˆ∗a1PF2 .
Remark 3.12. The representative generator w is just the anticlockwise transla-
tion operator on the boundary Hilbert space ℓ2(F1 ∪F2), see Fig. 6. We call this
the “edge-travelling operator”. Quite generally, such an edge-travelling operator
represents the K1-theory generator of the coarse index of the Dirac operator on
a noncompact 1D manifold, see §5.1 of [20].
Lemma 3.13 (7.3.9 (2)-(4) of [5]). Let κ : C∗r (N
2) → C∗r (S) be as in Lemma
3.10. Then
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1. κˇ∗ : Z
2 ∼= K0(C∗r (Z2))→ K0(C∗r (Z2)) ∼= Z2 takes
[1] 7→ [1], [b] 7→ (detM)[b].
2. The index map for Eq. (17),
Ind : Z2 ∼= K1(C∗r (Z2))→ K0(I) ∼= Z2,
is given by multiplication by M .
3. The induced map (κ|)∗ : Z ∼= K1(I ′)→ K1(I) ∼= Z is given by multiplica-
tion by detM .
It is easy to check (e.g. Eq. 7.3 of [5]) that (κ|)∗ : Z2 ∼= K0(I ′) → K0(I) ∼= Z2
is given by multiplication by (detM)1, and that κˇ∗ : Z
2 ∼= K1(C∗r (Z2)) →
K1(C
∗
r (Z
2)) ∼= Z2 is given by multiplication by M⊥.
In conclusion, we have deduced:
Theorem 3.14 (cf. 7.3.11 of [5]). For any subsemigroup S ⊂ Z2 in the setup
of Definition 3.7, the following diagram commutes:
Z
2︷ ︸︸ ︷
K0(I) //
cokerM⊕Z[1]︷ ︸︸ ︷
K0(C
∗
r (S))
π∗ //
Z[1]⊕Z[b]︷ ︸︸ ︷
K0(C
∗
r (Z
2))
Exp

Z
2︷ ︸︸ ︷
K0(I ′) 0 //
(detM)1
(κ|)∗
bb❋❋❋❋❋❋❋❋❋❋❋❋❋❋
K0(C
∗
r (N
2))︸ ︷︷ ︸
Z[1]
π∗ //
κ∗
OO
Z[1]⊕Z[b]︷ ︸︸ ︷
K0(C
∗
r (Z
2))
Exp

diag(1,detM)
κˇ∗
<<①①①①①①①①①①①
K1(C
∗
r (Z
2))︸ ︷︷ ︸
Z2
Ind=1
OO
M⊥
κˇ∗
{{①①
①①
①①
①①
①①
①
0︷ ︸︸ ︷
K1(C
∗
r (N
2))
0oo
κ∗

K1(I ′)︸ ︷︷ ︸
Z[w]
0oo
(κ|)∗
detM
##❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋
K1(C
∗
r (Z
2))︸ ︷︷ ︸
Z2
Ind=M
OO
K1(C
∗
r (S))︸ ︷︷ ︸
0
0
oo K1(I)︸ ︷︷ ︸
Z[w]
oo
(19)
The exponential map Exp : K0(C
∗
r (Z
2))→ K1(I) for the sequence Eq. (17) maps
the Bott generator [b] to the anticlockwise winding generator [w] of Lemma 3.11.
While we are interested in the exponential map rather than the index map,
let us mention for completeness that the index map in Lemma 3.13 should be
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understood according to the following conventions of [5]. Generalising Eq. (8),
there is a quotient map (cf. Lemma 7.3.6 of [5]),
I/(I1 ∩ I2) = I/K(ℓ2(S)) ∼= I1/K⊕ I2/K
∼=
(K(ℓ2(S/F1))⊗ C∗r (Z)) ⊕ (C∗r (Z) ⊗K(ℓ2(S/F2))) , (20)
and then we can choose PF2 , PF1 to represent a basis for K0(I) ∼= Z2. Then
K0(I) ∼= Z[PF2 ] ⊕ Z[PF1 ] and K1(C∗r (Z2)) ∼= Z[Ux] ⊕ Z[Uy] with a sign factor
included in the index map. We should think of S/Fi as a “transversal label” for
the foliation of S by translates of Fi, see Fig. 6.
3.3.1 Rational slope quarter-plane with imperfect boundary
As in Section 3.2.1, we can introduce imperfections to boundary of a rational
slope quarter-plane, confined to a region of finite distance from the origin. Then
we define the subset Sq of lattice points contained in this modified quarter-
plane, the truncated translations Vγ , γ ∈ Z2, and the algebra C∗r (Sq) generated
by Vγ , γ ∈ S. The main complication arising from S 6= N2 is that S generally
requires some (finite number of) extra generators other than the two asymptotic
ones, see Fig. 6, so the arguments in Section 3.2.1 need some modifications,
which we sketch here.
We still have the face projections PFq
1
, PFq
2
generating ideals Iq1 , Iq2 in C∗r (Sq)
as before (although the faces have imperfections near the origin). Let us observe
that translate γ0 · Sq is a subset of S for some appropriate “large” γ0, and that
the complement Sq \ (γ0 · Sq) is a disjoint union of translates of F q1 , F q2 up to
some finite set of points. The projection onto this complement is thus in Iq1 +Iq2
so that in the quotient C∗r (S
q)/(Iq1 + Iq2 ), each Vγ , γ ∈ S becomes unitary. So
writing Iq = Iq1 + Iq2 , there is again an exact sequence
0→ Iq → C∗r (Sq) π−→ C∗r (Z2)→ 0,
the “bumpy version” of Eq. (17). As in Section 3.2.1, we conclude that the LES
for the above sequence has the same essential property as that for Eq. (17).
Namely, namely the exponential map takes [b] 7→ [wq] where wq is the unitary
which translates anticlockwise along the bumpy boundary.
4 Topological cornering states
4.1 Cyclic 1-cocycles for boundary algebra
Recall the short exact sequence, Eq. (17)
0→ I → C∗r (S) π→ C∗r (Z2)→ 0,
for the quarter-plane (with no imperfections) contained between the faces F1, F2
parallel to a1, a2 respectively. We will construct a cyclic 1-cocycle [4] which pairs
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with K1(I) ∼= Z[w] to give a quantised boundary current. The “bumpy” case
requires only minor modifications.
First we define a trace τF1 on I as follows. Recall the quotient map
I/K(ℓ2(S)) ∼= (K(ℓ2(S/F1))⊗ C∗r (Z)) ⊕ (C∗r (Z)⊗K(ℓ2(S/F2)))
from Eq. (20) (the bumpy case is similar, see Eq. 8). There is a canonical trace
on C∗r (Z) (extracting the coefficient of the identity element) and on K(ℓ2(S/Fi)),
thus there is a trace τ on each summand of the RHS. We choose the trace 1|a1|τ⊕0
on I/K(ℓ2(S)), and pull this back to a trace τF1 on I. Similarly, we can define
τF2 by pulling back 0⊕ 1|a2|τ . With these definitions,
τFi(PFj ) =
1
|ai|δij , τFi(finite rank) = 0, i, j = 1, 2. (21)
We should think of τFi as a trace-per-unit-length along the face Fi.
For i = 1, 2, define an unbounded derivation ∂i on (the usual maximal dense
subalgebra I of) I ⊂ B(ℓ2(S)), given by the commutator
∂i( · ) := [Qi, · ], Qi = xiX + yiY|ai| ,
representing momentum along the face Fi, up to a
√−1 factor. One easily
verifies that for w = Uˆa2PF1 + Uˆ
∗
a1
PF2 we have
∂iw = [Qi, Uˆa1PF1 ] + [Qi, Uˆ
∗
a2
PF2 ]
=
1
|ai|
(
(ai · a1)Uˆa1PF1 − (ai · a2)Uˆ∗a2PF2
)
(22)
Since τFi ◦ ∂i = 0, we can define cyclic 1-cocycles (extended to the unitisation
and matrix algebras)
ξi(a, a
′) = τFi(a∂ia
′), a, a′ ∈ I +.
The element w ∈ A is actually the unitary W = w+1−PF1∪F2 when regarded
in A + for K-theory computations. The pairing of ξi with [w] ∈ K1(I) ∼= Z is
〈[ξi], [w]〉 := ξi(W ∗ − 1,W − 1)
= τFi((w
∗ − PF1∪F2)∂i(w − PF1∪F2))
=
1
|ai|τFi((w
∗ − PF1∪F2)((ai · a1)Uˆa1PF1 − (ai · a2)Uˆ∗a2PF2))
=
1
|ai|τFi(w
∗((ai · a1)Uˆa1PF1 − (ai · a2)Uˆ∗a2PF2))
=
1
|ai|τFi((ai · a1)Uˆ
∗
a1
Uˆa1PF1 − (ai · a2)Uˆa2Uˆ∗a2PF2)
=
1
|ai|τFi((ai · a1)PF1 − (ai · a2)PF2)
= (−1)i+1. (23)
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where we have used Eq. (22) and Eq. (21), and also τFi(UˆajPFk) = 0 =
τFi(Uˆ
∗
aj
PFk), i, j, k = 1, 2.
4.2 Cornering states and quantised boundary currents
Consider a Chern insulator with Chern class k 6= 0, with bulk Hamiltonian
H . For any quarter-plane with rational slope boundary, the spectral projec-
tion P− onto energies below its spectral gap has non-vanishing exponential map
Exp[P−] = k[w] ∈ K1(I), due to [P−] containing k-multiples of the Bott pro-
jection class [b], and our computation of the Exp map in 3.14). This guarantees
that the quarter-plane truncation Hˆ ofH acquires gap-filling spectra, by exactly
the same arguments as in Section 2.2.3. Namely, in terms of the Hamiltonian
H , we have
k[w] = Exp[P−] = [exp(−2πiϕ(Hˆ))]
where Hˆ is H truncated to the quarter-plane (plus possibly some extra self-
adjoint boundary term from I ), and ϕ is some smooth real-valued function
which is 1 below the spectral gap of H and 0 above the gap. Since the pairing
computed in Eq. (23) depends only on K-theory classes, so
〈[ξi], [exp(−2πiϕ(Hˆ))]〉 = 〈[ξi], k[w]〉 = k · (−1)i+1 ∈ Z.
The LHS gives the quantised boundary current in the direction of ai contributed
by edge states localised near face Fi, generalising §7.1 of [27], and this is quan-
tised to k units (up to a sign) due to the RHS.
This result continues to hold even if imperfections are introduced into the
boundary near the corner, in the sense of Section 3.2.1. Specifically, w is replaced
by wq which translates anticlockwise along the bumpy boundary. The latter has
the same K-theory class as its “smoother” version w′
q
obtained by shifting wq
into the bulk (plus some finite-rank terms to make w′
q
unitary), whence we see
easily that the pairings of [wq] with the cyclic cocycles ξi are the same as those
for w. That the Exp map still takes [P−] 7→ k[wq] follows from Theorem 3.6.
Let us remark that near the corner, the separation of contributions by states
near F1 and near F2 according to the definitions of τFi is not precise, so the
quantisation of currents along a face is expected to be exact only when mea-
sured far enough from the corner. This is in line with the exact quantisation
of boundary currents obtained anywhere along the boundary in a half-plane
geometry [27].
5 Further generalisations
5.1 Cornering around irrational slope faces
Now suppose the cone C has one/both of its slopes α1 < α2 being irrational.
As before, we may still define C∗r (S) for the subsemigroup S = C∩Z2 generated
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by the truncations Uˆα1,α2γ of Uγ , γ ∈ Z2, and there is a short exact sequence
0→ I → C∗r (S) π−→ C∗r (Z2)→ 0
with I the commutator ideal [3]. However S, and thus C∗r (S) is no longer
finitely-generated, so specifying I and its K-theory in terms of generating oper-
ators is not fruitful. Instead, we need some constructions from [24, 25, 12, 13].
First consider the half-planes y ≥ α1x and y ≤ α2x, and corresponding half-
plane Toeplitz algebras T αi generated by truncations Uˆ Uˆαiγ of Uγ , γ ∈ Z2 to
the respective half-planes. There are short exact sequences
0→ J αi → T αi πi−→ C∗r (Z2)→ 0
with πi : Uˆ
αi
γ 7→ Uγ , generalising Eq. (4). The LES for rational αi is essentially
Eq. (4) (make an integral basis change from the standard Z2 to exhibit T αi ∼=
C∗r (N × Z)) while for irrational αi, this was computed in Prop. 3.2 of [12]; the
result that we need later is K1(J αi) ∼= Z.
Next, there are also surjective morphisms ηi : C
∗
r (S)→ T αi taking Uˆα1,α2γ 7→
Uˆαiγ , and we can define the pullback
Sα1,α2 ρ1 //
ρ2

T α1
π1

T α2 π2 // C∗r (Z2)
(24)
By analysing the Mayer–Vietoris sequence for this pullback (and the computa-
tions of K•(T αi) in [12]), see §3 of [25], one deduces that K1(Sα1,α2) ∼= Z, and
that K0(Sα1,α2) ∼= Z2 or Z3 depending on whether one/both of α1, α2 is/are
irrational. The class [1] of the identity projection is a generator in either case.
To relate these K-groups of Sα1,α2 to those of C∗r (S), we need the short
exact sequence (Corollary 2.5 of [25])
0→ K(ℓ2(S))→ C∗r (S)
q−→ Sα1,α2 → 0,
with q(·) = (η1(·), η2(·)). By exhibiting a Fredholm operator T ∈ C∗r (S) of
index −1 [25, 13], the connecting index map in K-theory for the above sequence
is shown to be an isomorphism, so one deduces that K1(C
∗
r (S)) = 0 while
K0(C
∗
r (S))
∼= K0(Sα1,α2) is Z[1]⊕ Z or Z[1]⊕ Z2 as the case may be. When q
is restricted to I ⊂ C∗r (S), we obtain a short exact sequence [24, 13]
0→ K(ℓ2(S))→ I q−→ J α1 ⊕ J α2 → 0,
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generalising Eq. (20). In its long exact sequence,
Z︷ ︸︸ ︷
K0(K(ℓ2(S)) // K0(I) q∗ // K0(J α1)⊕K0(J α2)
Exp

K1(J α1)⊕K1(J α2)︸ ︷︷ ︸
Z[ωα1 ]⊕Z[ωα2 ]
Ind
OO
K1(I)︸ ︷︷ ︸
?
oo K1(K(ℓ2(S))︸ ︷︷ ︸
0
0oo
the index map is similarly shown to be surjective due to T − 1 ∈ I [13], and
then K1(I) ∼= Z[w] is deduced. Here, the representative w ∈ I is a unitary lift
of (ωα1 , ω
∗
α2
) as in Lemma 3.11.
With these results at hand, we immediately deduce:
Proposition 5.1. In the LES for 0 → I → C∗r (S) π−→ C∗r (Z2) → 0, where
S ⊂ Z2 is the subsemigroup corresponding to a cone with one/both extremal
rays having irrational slope,
K0(I) //
Z[1]⊕Z or Z[1]⊕Z2︷ ︸︸ ︷
K0(C
∗
r (S))
π∗ //
Z[1]⊕Z[b]︷ ︸︸ ︷
K0(C
∗
r (Z
2))
Exp

K1(C
∗
r (Z
2))
Ind
OO
K1(C
∗
r (S))︸ ︷︷ ︸
0
oo K1(I)︸ ︷︷ ︸
Z[w]
0oo
(25)
we still have Exp : [b] 7→ [w].
At this juncture, we would like to repeat the arguments in Section 4, but
there are some difficulties. First, if αi is irrational, we do not have a sim-
ple concrete representative4 ωαi which generates K1(J αi) ∼= Z. On physical
grounds, ωαi can be taken to be an “approximate generating translation along
the boundary”, as illustrated in Fig. 7. Once we have such ωα1 , ωα2 , we can
take w = ωˆα2 + ωˆ
∗
α1
— the “anticlockwise translation around the corner” as in
Lemma 3.11 — to represent the generator of K1(I) ∼= Z. This veracity of this
construction follows from coarse geometry arguments, see §2 and §5 of [20].
The next difficulty is to construct a trace on I, for which we first need a trace
on on J αi . In the rational case, there is a nice foliation of the half/quarter-plane
lattice points by translates of the faces (Fig. 6), which exhibits an isomorphism
J α1 ∼= K ⊗ C∗r (Z) facilitating the construction of a trace. For the irrational
case, the foliation in Fig. 7 provides a clue in this direction.
4In the rational case, we can simply choose ωαi to be the projection onto the half-plane
boundary line y = αix composed with the translation Uˆ
αi
ai
along the boundary line.
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•×
×
× ×
×
× ×
×
××
×
y = α1 x
ωα1
Uˆα1x
Uˆα1y
Figure 7: Half-plane with irrational slope 0 < α1 < 1. The “boundary pro-
jection” PY = 1 − Uˆα1y (Uˆα1y )∗ ∈ J α1 projects onto a set Y of “approximate
boundary points” as indicated by ×. The operator ωα1 = PY (Uˆα1x + Uˆα1(1,1))PY
on ℓ2(Y ) effects “translation along Y ”. The set S of lattice points in the half-
plane can be “foliated” by the vertical translates of Y (dashed lines).
Alternatively, there is another way to compute the boundary currents by
taking a partition of the half or quarter-plane, and establishing a trace formula
for the flow across the partition due to the boundary states. This approach is
carried out in detail in §4 and §6 (especially Theorem 6.1) of [20].
5.2 Cornering around concave corners
The faces of a convex cone C also define a closed concave quarter-plane Cˇ, as
illustrated in Fig. 6. Let Sˇ = Cˇ∩Z2 be the lattice points in this concave quarter
plane (this is no longer a subsemigroup although S = C ∩ Z2 still acts on Sˇ),
then we can truncate Uγ , γ ∈ Z2 to operators Uˇγ acting on ℓ2(Sˇ), and generate
the C∗r -algebra C
∗
r (Sˇ) in an analogous way to C
∗
r (S). In [11], it was shown that
there is again a short exact sequence
0→ Iˇ → C∗r (Sˇ) π−→ C∗r (Z2)→ 0, (26)
and that the computations of Section 5.1 generalise almost verbatim. It is then
easy to deduce that the analogue of Proposition 5.1 still holds: the exponential
map in the LES for Eq. (26) maps the Bott element [b] to the generator [wˇ] of
K1(Iˇ) ∼= Z, and a representative of the latter can be taken to be the unitary
clockwise translation around the corner of the concave quarter-plane (Fig. 6).
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5.3 Magnetic translations and quantum Hall effect
For the integer quantum Hall effect, C∗r (Z
2) is replaced by a twisted version
C∗r (Z
2, θ) generated by a projective regular representation Z2 ∋ γ 7→ Tγ ∈
B(ℓ2(Z2)) with 2-cocycle σ(γ1, γ2) = exp(−iπθγ1 ∧ γ2) [1, 2]. (Dual) magnetic
translations realise such a representation, and TxTy = e
2πiθTyTx for instance.
The parameter θ ∈ R is the strength of a constant magnetic field applied perpen-
dicularly to the 2D sample. One studies Hamiltonians which commute with mag-
netic translations, and the spectral projections P− live in some MN (C
∗
r (Z
2, θ)).
Now, it is known [31] that C∗r (Z
2, θ) is a noncommutative torus, whoseK-theory
is identical to that of C∗r (Z
2) with the Bott projection generator [b] replaced
by the class of the Rieffel projection [PRieffel]. We may construct the twisted
semigroup C∗-algebra C∗r (S, θ) as the truncated version of C
∗
r (Z
2), and obtain
(commuting) face projections PF1 , PF2 and the boundary-translation operator w
in the kernel of the canonical map C∗r (S, θ) → C∗r (Z2, θ); the results of Section
3-4 carry over in an almost identical way to the twisted case, although we omit
details of the computation.
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