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A structure theorem for shape functions defined on
submanifolds
Kevin Sturm
Abstract
In this paper, we study shape functions depending on closed submanifolds. We prove a new
structure theorem that establishes the general structure of the shape derivative for this type of
shape function. As a special case we obtain the classical Hadamard-Zole´sio structure theorem,
but also the structure theorem for cracked sets can be recast into our framework. As an appli-
cation we investigate several unconstrained shape functions arising from differential geometry
and fracture mechanics.
1 Introduction
The classical structure theorem [4, 5] for real valued shape functions plays a crucial role in shape
optimization both from the numerical and the theoretical point of view. Given a shape function
J , the structure theorem states that the shape derivative X 7→ dJ(Ω)(X) at an open or closed
set Ω has support in the boundary ∂Ω. This is a consequence of Nagumo’s invariance theorem
for ordinary differential equation. If the boundary of Ω is additionally of class Ck+1, k ≥ 0, and
X 7→ dJ(Ω)(X) is linear and continuous, then it can be shown that there is a linear and continuous
function g : Ck(∂Ω)→ R such that
dJ(Ω)(X) = g(X|∂Ω · ν), (1.1)
where ν a normal vector field along ∂Ω.
In [10] the structure theorem was extended to subsets Ω of the plane that have a (smooth) fis-
sure/crack of codimension one. A smoothly cracked set Ω in the plane is a smooth set Ω from which
we remove the image Σ := γ([0, 1]) of an embedded Ck+1 curve γ : [0, 1] → R2. In other words
Ω := Ω˜ \Σ. The set Ω˜ is no longer of class Ck+1 and hence the classical structure theorem does not
apply. However, it can be shown that in this case the structure of the shape derivative is
dJ(Ω)(X) = h(X|Σ · n) + aγ
′(0) ·Xγ(0) + bγ
′(1) ·Xγ(1), (1.2)
where h : Ck(Σ) → R2 is linear and continuous and a, b are two real numbers and n denotes the
normal vector field along Σ. In [12] this theorem was extended to sets Ω ⊂ Rd, but still with a crack
of codimension one.
Recently, in [18, p. 3 Theorem 1.3] it was shown that if Ω has merely finite perimeter, then it is
still possible to obtain a formula like (1.1). But it is clear that in this case a normal vector field is
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not readily available anymore. However, one can use one of the generalisations of the normal vector
field from geometric measure theory. Then the structure theorem reads
dJ(Ω)(X) = g(X|Γ∗ · ν∗) (1.3)
where ν∗ is the generalized normal and Γ∗ := ∂∗Ω denotes the reduced boundary of ∂Ω. The cracks
and corners are hidden in the notion of generalised normal and the function g is defined on a bigger
space than Ck(Γ).
In this paper, we prove a structure theorem for shape functions defined on closed submanifolds
of Rd with or without boundary. As a first side product we are now able to extend the structure
theorem of [12] to arbitrary codimensions of cracks. A second striking consequence is that our new
structure theorem gives the structure of many other functionals occuring in differential geometry.
The proof is very different from the one given in [12] and thus also contributes in giving a new
perspective on the subject.
In Section 2, we briefly recall some facts about submanifolds with boundary and introduce shape
functions and the Eulerian semi-derivative.
In Section 3, we give a detailed reinterpretation of Nagumo’s invariance condition for the case
of submanifolds. This version requires some notions from differential geometry.
In Section 4, we are going to revisit the structure theorem for smooth domains and give a slightly
different proof, than what is known in the literature as this will be useful for our further study.
In Section 5, the main result is proved by first studying a general splitting of vector fields on
submanifolds.
In Section 6, we are presenting several examples.
2 Preleminaries
2.1 Submanifolds of Rd with boundary
We begin with the definition of a submanifold M of Rd, d ≥ 1. Let us denote the open half space
in Rd by
Hd := {x ∈ Rd|x = (x1, . . . , xd), xd > 0}.
The boundary of the half space ∂Hd = Rd−1 × {0} is identified with Rd−1. When U is an open
subset of H¯d := Hd = Rd−1× [0,∞), then we define its interior and boundary as int(U) := U ∩Hd
and ∂U := U ∩∂Hd, respectively. Note that the boundary ∂U does not coincide with the topological
boundary of U .
Definition 2.1. Let 1 ≤ m ≤ d. A subset N of Rd is called n-dimensional Ck- submanifold of
R
d
, k ≥ 1, if for each point p in N there is an open set U of Rd containing p, an open set V of Rd,
and a Ck-diffeomorphism ϕ : U → V , such that
ϕ(U ∩N) = V ∩ (Rm × {0}).
Here, 0 = (0, . . . , 0)⊤ ∈ Rd−m. The tuple (U ∩N,ϕ) is called chart and ϕ−1 is called parametri-
sation.
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Definition 2.2 (Submanifolds with boundary). A subset M of a n-dimensional Ck-submanifold N
is called m-dimensional Ck-submanifold of N with boundary if for every p in M there is a chart
(U, ϕ) of N around p , such that
ϕ(U ∩M) = ϕ(U) ∩ (H¯m × {0}) ⊂ Rn.
Here, p is called boundary point if ψ(p) lies in ∂Hm := ∂Hm × {0}. The set of boundary points
is denoted by ∂M and we define the interior of M by int(M) := M \ ∂M . In order to avoid
any confusion we are going to denote by ∂M the boundary in the above sense and by fr(M) (fr =
frontier) the topological boundary of the set M .
Remarks 2.3. (a) The boundary ∂M is am−1-dimensional submanifold without boundary, that
is, ∂(∂(M)) = ∅. The interior int(M) is a m-dimensional submanifold without boundary.
(b) Note that the image ϕ(U ∩M) is not open in Rd, but relatively open.
(c) Open subsets U of Rd are C∞-submanifolds without boundary. (Note that they do have a
topological boundary.)
(d) One and two dimensional submanifolds of Rd are called embedded curve and embedded
surface, respectively. Analogously d − 1 dimensional submanifolds of Rd are embedded
hypersurfaces.
(f) It is always possible to replace the open set U by another open set U˜ in such a way that ϕ(U˜)
is the unit ball Bd in Rd centered at the origin.
We introduce the tangent space at a point p of M by TpM := dϕ(p)(ϕ−1)(Rm) and similarly
the tangent space of ∂M at a point p is given by Tp(∂M) := dϕ(p)(ϕ−1)(Rm−1). This can also be
expressed in a different way by (q = ϕ(p))
TpM = span{∂x1ϕ−1(q), . . . , ∂xmϕ−1(q)}
Tp(∂M) = span{∂x1ϕ−1(q), . . . , ∂xm−1ϕ−1(q)}.
Here, Rm ⊂ Rd has to be understand as the image of the natural injection x 7→ (x, 0) ∈ Rd.
Setting T±p M := dϕ(p)(ϕ−1)(±H¯m), we have for p ∈M that TpM = T+p M ∪T−p M and Tp(∂M) =
T+p M ∩ T
−
p M . We call the disjoint collection TM := ∪p∈MTpM of tangent spaces also tangent
bundle of M . The tangent bundle is a smooth 2m-dimensional manifold if M is smooth. Similarly,
T (∂M) denotes the 2(m−1)-dimensional tangent bundle at ∂M . Note that for p ∈ ∂M the tangent
space Tp(∂M) is a m − 1-dimensional subspace of the m-dimensional vector space TpM . As such
Tp(∂M) is also an inner product space with Euclidean scalar product of Rd. Consequently there are
exactly two unit vectors±ν(p) in TpM that are normal to Tp(∂M). We call ν outward-pointing unit
vector field if for all p ∈ ∂M , ν(p) ∈ T+p M ; cf. [1]. In the sequel, we always denote the outward-
pointing unit normal field by ν. Its uniqueness and existence along ∂M is guaranteed by [19, p. 346
Prop. 13.26].
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2.2 Eulerian semi-derivative
Let X : Rd → Rd be a vector field satisfying a global Lipschitz condition: there is a constant L > 0
such that
|X(x)−X(y)| ≤ L|x− y| for all x, y ∈ Rd.
Then we associate with X the flow Φt by solving for all x ∈ Rd
d
dt
Φt(x) = X(Φt(x)) on [−τ, τ ], Φ0(x) = x.
The global existence of the flow is ensured by the theorem of Picard-Lindelo¨f and hence Φ : R ×
R
d → Rd.
Subsequently, we restrict ourselves to a special class of vector fields, namely Ck-vector fields
with compact support in some fixed set. To be more precise for a fixed open setD ⊂ Rd, we consider
vector fields belonging to Ckc (D,Rd). We equip the space Ckc (D,Rd) respectivelyC∞c (D,Rd) with
the topology induced by the following family of semi-norms: for each compact K ⊂ D and muli-
index α ∈ Nd with |α| ≤ k we define ‖f‖K,α := supx∈K |∂αf(x)|. With this familiy of norms the
space Ckc (D,Rd) becomes a locally convex vector space.
Next, we recall the definition of the Eulerian semi-derivative.
Definition 2.4. Let D ⊂ Rd be an open set. Let J : Ξ→ R be a shape function defined on a set Ξ
of subsets of D and fix k ≥ 1. Let Ω ∈ Ξ and X ∈ Ckc (D,Rd) be such that Φt(Ω) ∈ Ξ for all t > 0
sufficiently small. Then the Eulerian semi-derivative of J at Ω in direction X is defined by
dJ(Ω)(X) := lim
tց0
J(Φt(Ω))− J(Ω)
t
. (2.1)
(i) The function J is said to be shape differentiable at Ω if dJ(Ω)(X) exists for allX ∈ C∞c (D,Rd)
and X 7→ dJ(Ω)(X) is linear and continuous on C∞c (D,Rd).
(ii) The smallest integer k ≥ 0 for which X 7→ dJ(Ω)(X) is continuous with respect to the
Ckc (D,R
d)-topology is called the order of dJ(Ω).
The set D in the previous definition is usually called hold-all domain or hold-all set or universe.
2.3 Quotient space
Henceforth, for all structure theorems to be considered, we define for an arbitrary set A ⊂ D the
linear space
T k(A) := {X ∈ Ckc (D,R
d)|X = 0 on A}. (2.2)
By definition T k(A) ⊂ Ckc (D,Rd) and T k(A) is closed. We introduce an equivalence relation on
Ckc (D,R
d) by
X ∼ Y, X, Y ∈ Ckc (D,R
d) ⇔ X = Y on A (2.3)
and denote the set of equivalence classes and its elements byQk(A) := Ckc (D,Rd)/T k(A) and [X ],
respectively.
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Ckc (D,R
d)
JA
✲ AR
d
Qk(A)
pi
❄
J˜A
✲
Figure 1: Restriction mapping JA and induced mapping J˜A.
We denote by JA the restriction mapping of vector field belonging to Ckc (D,Rd) to mappings
A→ Rd, that is,
JA : C
k
c (D,R
d)→ AR
d
, X 7→ X|A,
whereARd denotes the space of all mappings fromA into Rd. The mapping JA induces the mapping
J˜A : Q
k(A)→ R as depicted in Figure 2.3. Hence by definition JA = J˜A ◦ pi.
The semi-norms on Ckc (D,Rd) induce semi-norms on the quotient space
‖[X ]‖K,α := inf
X˜∈T k(A)
‖X − X˜‖K,α = inf
ξ∈Ckc (D,R
d)
{‖ξ‖K,α : ξ = X on A}.
Let f : Ckc (D,Rd) → R be a linear function respecting the equivalence relation (2.3), that is, if
X ∼ Y then it follows f(X) = f(Y ). Then f : Ckc (D,Rd) → R is continuous if and only if
its induced function f˜ : Qk(A) → R is continuous. So if f is continuous, then for every compact
K ⊂ Rd there is a constant C > 0 such that for all ψ ∈ T k(A) and all multi-indicies α with |α| ≤ k
we have
|f˜([X ])| = |f(X)| = |f(X − ψ)| ≤ C‖X − ψ‖K,α
and hence |f˜([X ])| ≤ C‖[X ]‖K,α. Later we will see that the shape derivative dJ(Ω) in an open
or closed set Ω ⊂ Rd respects the above equivalence relation. This will follow from Nagumo’s
theorem considered in the next section.
3 Nagumo’s theorem
3.1 Nagumo’s invariance condition
Nagumo’s theorem states roughly the following: if a given vector field defined on some closed subset
of Rd is tangent to that set at each point, then the solutions of the associated ordinary differential
equation cannot leave this closed set.
In order to make this tangency requirement precise, we define for a given subset K ⊂ Rd the
Bouligand contingent cone to K at x ∈ K:
TK(x) := {v ∈ R
d| v = lim
n→∞
(xn − x)/tn for some xn →D x, tn ց 0}.
Here xn →D x indicates that xn ∈ D and xn → x as n → ∞. The following result is Nagumo’s
classical theorem [2, Theorem 2, p. 180]; cf. also [5, 20].
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Theorem 3.1. Let K be a closed subset of a Hilbert space H and f a continuous function from K
into H satisfying the tangential condition ∀x ∈ K, f(x) ∈ TK(x). Then for each x0 ∈ K, there
exists T > 0 such that the ODE x′(t) = f(x(t)), x(0) = x0 has a viable trajectory on [0, T ].
By “viable solution” we means that x(t) ∈ K for all t ∈ [0, T ].
Corollary 3.2. Let K ⊂ Rd be a closed set and X : K → Rd a vector field satisfying a global
Lipschitz condition. Assume that for all x ∈ K we have±X(x) ∈ TK(x). Then the flow Φt of X is
for each t in [−τ, τ ] a bijection from K onto K. In particular, Φt(K) = K for all t ∈ R.
Proof. By Kirszbraun’s theorem (cf. [16, 25, 26]) we may extend the vector field X : K → Rd to
a globally Lipschitz continuous vector field X˜ : Rd → Rd having the same Lipschtiz constant and
satisfying X = X˜ on K. The Picard-Lindelo¨f theorem ensures that the flow Φ˜t is globally defined,
that is, Φ˜ : R ×Rd → Rd. Applying Theorem 3.1 to K yields Φt(K) ⊂ K for all t in [0,∞). On
the other hand we also have Φ−t(K) ⊂ K for all t in [0,∞) as −X(x) ∈ TK(x) for all x in K.
Together we obtain K = Φt(Φ−t(K)) ⊂ Φt(K) for all t ∈ R and thus Φt(K) = K.
Corollary 3.3. Let D ⊂ Rd be an open set with Ck-boundary, k ≥ 1. Suppose that X : Rd → Rd
is a vector field satisfying a global Lipschitz condition and X · ν = 0 on fr(D). Then Φt(D) = D
and Φt(fr(D)) = fr(D) for all t in [−τ, τ ].
Proof. We have for all x ∈ fr(D) the inclusion TxD ⊂ TD(x). For all interior points x ∈ D it is
easily checked that TD(x) = Rd. So the assumptions of Corollary 3.2 are satisfied. Since D is open
we haveD = ∂D∪D. Moreover, since ∂D is closed and±X(x) ∈ T∂D(x) for all x ∈ ∂D, we also
have Φt(∂D) = ∂D and it follows that Φt(D) = D.
3.2 Nagumo’s theorem for submanifolds
In this section we give a proof of the following version of Nagumo’s theorem needed for the further
analysis.
Proposition 3.4. Let M be a closed m-dimensional Ck-submanifold of Rd, k ≥ 1. Suppose we are
given a vector field X : Rd → Rd of class C1 with compact support satisfying
Xp ∈ Tp(int(M)), for all p ∈ Tp(int(M)), (3.1)
Xp ∈ Tp(∂M), for all p ∈ ∂M. (3.2)
Then the flow Φt = ΦXt of X is a Ck-diffeomorphism Φt : M →M and thus in particular
Φt(int(M)) = int(M) for all t (3.3)
Φt(∂M) = ∂M for all t. (3.4)
Proof. We first show that for each p in M and each curve α solving
α′(t) = X(α(t)) in [−τ, τ ], α(0) = p =⇒ α(t) ∈M for all t in [−τ, τ ].
For each p in ∂M , there exist an open neighboorhood U of p in Rd, an open set V in Rd and
Ck-diffeomorphism ϕ : U → V , such that ϕ(U ∩ ∂M) = V ∩ (Rm−1 × {0}). Let α solve
α′(t) = X(α(t)), α(0) = p, and define α˜(t) := ϕ(α(t)) and
α˜(t) := ϕ(α(t)), X˜(y) := ϕ−∗(∂ϕX)(y).
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Then we compute
α˜′(t) = ∂ϕ(α(t))α′(t)
= ∂ϕ(α(t))X(α(t))
= X˜(α˜(t))
(3.5)
for all t. We have that {vi,p := dϕ−1ϕ(p)(ei)}, i = 1, . . . , m− 1 is a basis of Tp(∂M) and thus we may
write locally
Xp =
m−1∑
i=1
αi,pvi,p ⇒ X˜ ◦ ϕ = dpϕ(X) =
m−1∑
i=1
αi,pei,
where {e1, . . . , em−1} denotes the canonical basis of Rm−1. But his means that the last d −m + 1
components of X˜ are zero. In view of (3.5) we obtain α˜′m,p = · · · = α˜′d,p = 0 and taking into
account the initial condition we get α˜m,p = · · · = α˜d,p = 0. Define the subinterval T := {t : α(t) ∈
U ∩ ∂M} of [−τ, τ ]. We obtain
α˜(t) ∈ ϕ(U) ∩ (Rm−1 × {0}) for all t ∈ T ,
which is equivalent to α(t) ∈ ∂M for all t ∈ T . This shows that the curve stays on the boundary
of M as long we are in the chart U . However, if we enter another chart, we can proceed the same
argumentation as above and obtain T = [−τ, τ ]. In a similar way, we may show that if p ∈ int(M)
and α : [−τ, τ ] → M is a C1-curve, such that p = α(0), then α([−τ, τ ]) ⊂ int(M). It follows
Φt(∂M) ⊂ ∂M and Φ−t(∂M) ⊂ ∂M , which implies ∂M = Φt(Φ−t(∂M)) ⊂ Φt(∂M) and thus
Φt(∂M) = ∂M for all t. In the same we obtain Φt(int(M)) = int(M) for all t. Now the rest of the
statement is clear.
Remark 3.5. The invariance Φt(M) =M can also be proved by directly using Theorem 3.1. It can
be shown that for all p ∈ int(M)
±Xp ∈ Tint(M)(x) ⇔ Xp ∈ Tp(int(M))
and for all p ∈ ∂M
±Xp ∈ TM(x) ⇔ ±Xp ∈ T
+
p M ⇔ Xp ∈ T
+
p M ∩ T
−
p M = Tp(∂M).
So in fact the conditions (3.1)-(3.2) are reformulations of: for all p ∈ M,±Xp ∈ TM(x). However,
in order to give a self contained presentation we gave a direct proof.
Remarks 3.6. (a) The hypothesis thatM be (relatively) closed can not be dropped as can be seen
by considering open subsets Ω ⊂ Rd as submanifolds equipped with the identity chart. In this
case the conclusion of the previous proposition does not hold.
(b) Note that the conditions (3.1)-(3.2) state that the map p 7→ Xp defines a vector field (smooth
section of the tangent bundle) X : M → TM such that its restriction to ∂M is also a vector
field on ∂M , that is, X : ∂M → T (∂M). Note that this is not the case in general.
(c) The case m = d corresponds to the case of the closure of an open set M in Rd with Ck-
boundary ∂M = fr(M). The conditions (3.1)-(3.2) reduce to Xp · νp = 0 for all p ∈ ∂M,
where ν is the inward pointing normal vector along ∂M . Indeed, for all p ∈ int(M), we have
Xp ∈ TpM = R
d which is always true and for all p ∈ ∂M , we have Xp ∈ Tp(∂M) if and
only if Xp · νp = 0.
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(d) LetM be simply connected. In the casem = 1 the manifoldM can be described by the image
of an embedded curve in Rd. Let γ : [a, b] → Rd be such a curve and put M := γ([a, b]).
Then ∂M = {γ(a), γ(b)} and the tangent space at γ(a) and γ(b) is simply the zero space,
that is, Tγ(a)(∂M) = Tγ(b)(∂M) = {0}. Since Tγ(a)(∂M)⊥ = Tγ(a)(∂M) ⊕ Tγ(a)(∂M)⊥ =
Tγ(a)(∂M) we obtain ν(a) = γ′(a)/|γ′(a)| and similarly ν(b) = −γ′(b)/|γ′(b)|. Compare
also Section 6 and [9, 10] for the special case m = 1 and d = 2.
4 The classical structure theorem revisited
The following theorem is commonly known as structure theorem; cf. [5, Thm. 3.6, Cor. 1, pp. 479–
481]. It gives the general structure of first order shape derivatives of shape functions defined on open
or closed subsets Ω of Rd. We make use of the notation and material introduced in Subsection 2.3.
Theorem 4.1 (General case). Let the hold-all D ⊂ Rd be open and bounded. Let Ω be an open
or closed set Ω ⊂ D with boundary Γ := fr(Ω). Fix 1 ≤ k < ∞. Suppose that the Eulerian
semi-derivative dJ(Ω)(X) exists for all X ∈ Ckc (D,Rd).
(i) In general we have dJ(Ω)(X) = 0 for all X ∈ Ckc (D,Rd) with X = 0 on Γ.
(ii) If X 7→ dJ(Ω)(X) is linear, then there is a linear mapping g˜ : im(J˜Γ)→ R such that
dJ(Ω)(X) = g˜(X|Γ) (4.1)
for all X ∈ Ckc (D,Rd), where im(I˜Γ) := {I˜Γ(X)| X ∈ Qk(Γ)} denotes the image of I˜Γ.
(iii) If Ω is of class Ck and dJ(Ω) is of order k ≥ 1, then im(IΓ) = Ck(Γ,Rd) and g˜ :
Ck(Γ,Rd)→ R is a continuous functional.
Proof. (i) LetX ∈ Ckc (D,Rd) be such thatX = 0 on fr(Ω). If Ω is closed, then±X(x) ∈ TΩ(x) for
all x ∈ Γ by definition and obviously ±X(x) ∈ TΩ(x) = Rd for all x ∈ int(Ω). So it follows from
Corollary 3.2 that Φt(Ω) = Ω for all t. On the other hand if Ω is open, then it follows from Corollary
3.3 that Φt(Ω) = Ω for all times t. So in either cases dJ(Ω)(X) = 0 for all X ∈ Ckc (D,Rd) with
X = 0 on Γ.
(ii) Let Ω be an open or closed subset of Rd and fix an integer k ≥ 1. The set T k(Γ) is a closed
subspace of the vector space Ckc (D,Rd). Accordingly, the quotient Qk(Γ) := Ckc (D,Rd)/T k(Γ)
is well-defined. By item (i) and the linearity of X 7→ dJ(Ω)(X) the induced mapping d˜J(Ω) :
Qk(Γ) → R is well-defined. We define the function g˜ : im(J˜Γ) → R by the following comuting
diagram.
Ckc (D,R
d)
JΓ
✲ im(J˜Γ)
Qk(Γ)
pi
❄
J˜Γ
✲
R
d˜J(Ω)
❄
✛
g˜
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By definition g˜ ◦ J˜Γ = d˜J(Ω). Now J˜Γ is injective and hence invertiable on im(J˜Γ). Therefore we
obtain g˜ = d˜J(Ω) ◦ J˜−1Γ and by definition dJ(Ω)(X) = g˜(X|Γ).
(ii) Now suppose that Γ = fr(Ω) is of class Ck, k ≥ 1. Denote by E : Ck(Γ,Rd)→ Ckc (D,Rd) the
extension operator. Then it is readily seen that J˜−1Γ = pi ◦ E, so that J˜Γ : Qk(Γ) → Ck(Γ,Rd) is
surjective. Hence we get im(J˜Γ) = Ck(Γ,Rd). From this it follows that g˜ is a linear and continuous
functional on Ck(Γ,Rd).
Nagumo’s theorem allows us to show that the distribution given by (4.1) depends explicitly on
normal perturbations X · ν if we require the boundary to be smoother.
Corollary 4.2 (Smooth case). Let Ω be open in Rd with a compact Ck+1-boundary Γ := fr(Ω),
1 ≤ k < ∞. Suppose that J is shape differentiable at Ω and that dJ(Ω) is of order k. Then there
exists a linear and continuous function g : Ck(Γ)→ R, such that
dJ(Ω)(X) = g(X|Γ · ν) for all X ∈ Ckc (D,Rd). (4.2)
Proof. As Γ := fr(Ω) is of class Ck, k ≥ 1, we know by Theorem 4.1 that there is a linear and
continuous functional g˜ : Ck(Γ,Rd)→ R, such that
dJ(Ω)(X) = g˜(X|Γ) for all X ∈ Ckc (D,Rd). (4.3)
We split X into normal and tangential part along Γ, that is, X|Γ = Xt + (X|Γ · ν)ν, where ν is
the normal vector along Γ and Xt := X|Γ − (X|Γ · ν)ν. As the boundary Γ is of class Ck+1 the
normal ν is of class Ck(Γ,Rd). Then it follows from Corollary 3.3 that dJ(Ω)(X) = 0 for all X in
Ckc (D,R
d) with X · ν = 0 on Γ. Therefore extending ν to a function ν˜ ∈ Ckc (D,Rd) and defining
X˜t := X + (ν˜ ·X)ν˜ shows that 0 = dJ(Ω)(X˜t) = g(Xt). So inserting X into (4.1), we find
dJ(Ω)(X) = g˜(Xt) + g˜((X|Γ · ν)ν) = g˜((X|Γ · ν)ν). (4.4)
The mapping g(v) := g˜(vν) is continuous on Ck(Γ).
Remarks 4.3. (a) Corollary 4.2 is usually referred to as structure theorem.
(b) If g in Theorem 4.2 belongs to L1(Γ), then we have the typical boundary expression
dJ(Ω)(X) =
∫
Γ
g X · ν ds. (4.5)
This expression of the derivative is usually referred to as Hadamard or Hadamard-Zole´sio
formula.
(c) It is important to note that if one wants a formula like (4.2) for the shape derivative, then the
smoothness of the boundary fr(Ω) has to be one order higher than the order k of dJ(Ω). The
reason is that in order to have the unit normal vector field in Ck, we need the boundary fr(Ω)
to be of class Ck+1. However, to obtain that the derivative actually “lives” on the boundary it
is no regularity on the boundary nessacary. In less regular situations, that is, when Ω has less
regularity, it is still possible to obtain a formula in the spirit of (4.2). However, this requires
notions from geometric measure theory; cf. [18].
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5 Structure theorem for Ck-submanifold
In this section, we study the structure of the shape derivative of real-valued shape functions
J : Ξ→ R, M 7→ J(M),
where Ξ ⊂ Akm, 1 ≤ k,m <∞, is some admissible set and
Akm = {M ⊂ R
d|M is closed and bounded m-dimensional Ck-submanifold of Rd}.
5.1 Splitting of vector fields
LetM be am-dimensional closed and boundedCk-submanifold of Rd. We use the notationXk(M) :=
{X : M → TM |X is of class Ck} for the space of Ck-vector fields on M . Similarly, Xk⊥(M) de-
notes the normal fields along M . We introduce the orthogonal projection pTpM : TpRd → TpM
by
(pTpM(X)−X, V ) = 0 for all V ∈ TpM.
Then defining p⊥TpM(x) := x − pTpM(x) we have ker pTpM = im p
⊥
TpM
= (TpM)
⊥
. Note that the
projection depends on p ∈M as the tangent space varies when p changes.
Now given a function X ∈ Ck(M,Rd), we define its orthogonal projection onto the vector
bundle TM⊥ := ∪p∈M(TpM)⊥ pointwise by
X 7→ p⊥TpM(X)|p =: X
⊥
p .
This defines a mapping
p⊥TpM : C
k(M,Rd)→ Xk⊥(M).
As Rd = TpRd = TpM ⊕ (TpM)⊥ for all p in M , we may write X = X˜ + X˜⊥, where X˜ ∈ Xk(M)
and X˜⊥ ∈ Xk⊥(M) and then by definition p⊥TpM(X) = X˜⊥.
Definition 5.1. A subset S ⊂M of a m-dimensional submanifold is called embedded submanifold
if the inclusion map i : S →M, x 7→ x is an embedding. We call S closed, embedded submanifold
if i : S →M is proper, that is, i−1(A) is compact for all A ⊂ M compact.
The following two lemmas will be crucial for our investigation. The first one can be established
using local charts; cf. [19].
Lemma 5.2. Let M be a m-dimensional Ck-submanifold M and let S ⊂ M be a s-dimensional
closed, embedded submanifold of M . Then every vector field X ∈ Xk(S) can be extended to M ,
that is, there is a vector field X˜ ∈ Xk(M) satisfying X˜|S = X .
Remark 5.3. • If M is a m-dimensional submanifold with boundary ∂M , then ∂M is a closed,
embedded submanifold of M . Hence every vector field defined on the boundary can be ex-
tended to all of M .
• If M = Rd and S ⊂ Rd is a closed, embedded Ck-submanifold, then every vector field
defined on S can be extended to a Ck-vector field on Rd. In particular, if S is compact then
the support of the vector field can be chosen to lie in some open set D containing S.
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Lemma 5.4. Let M be a closed and bounded m-dimensional Ck+1-submanifold of Rd contained in
an open set D ⊂ Rd. Let us denote by ν the unique outward-pointing unit vector field on ∂M . Then
to each vector field X ∈ Ckc (D,Rd), we find vector fields X⊥, X t, Xν ∈ Ckc (D,Rd) satisfying
X = X⊥ +X t +Xν in M,
and
X tp ∈ TpM for all p ∈M, (5.1)
X tp ∈ Tp(∂M) for all p ∈ ∂M, (5.2)
Xνp = (X · ν)ν for all p ∈ ∂M, (5.3)
X⊥p ∈ (TpM)
⊥ for all p ∈M. (5.4)
Proof. At first, we define
Xˆ ep := Xp − Xˆ
⊥
p (5.5)
for all p ∈ M , where Xˆ⊥ = p⊥TpM(X|M). Since by definition we have the decomposition Rd =
(TpM)
⊥ ⊕ TpM for all points p ∈ M , we obtain Xˆ ep ∈ TpM for all p in M . By definition we have
(Xˆ ep −Xp, vp) = 0 for all vp ∈ TpM, p ∈M,
and this shows that Xˆ e ∈ Ck(M,Rd) by using local charts. It follows that Xˆ⊥ ∈ Ck(M,Rd).
According to Lemma 5.2, we may extend Xˆ e and Xˆ⊥ to functions X e, X⊥ ∈ Ckc (D,Rd). On the
other hand we have for all boundary points p ∈ ∂M
R
d = (TpM)
⊥ ⊕ TpM = (TpM)
⊥ ⊕ Tp(∂M) ⊕
TpM (Tp(∂M))
⊥. (5.6)
Denote by ν ∈ Xk(∂M) the outward-pointing unit normal field along ∂M . As the injection i :
∂M → M is proper we may apply Lemma 5.2 and extend the vector field Xˆν := (X · ν)ν on ∂M ,
to a vector field Xν ∈ Xk(M), which itself can be extended to a vector field in Ckc (D,Rd), (still
keeping the same notation). Finlly, we put
X t := X e −Xν
(5.5)
= X −X⊥ −Xν.
In view of the fact that TpM is a linear space, we obtain X t|M = (Xˆ e − Xˆν)|M ∈ TpM for all
p ∈ M and because of (5.6) it follows X tp ∈ Tp(∂M) for all p ∈ M . Hence we obtain the required
decomposition X = X t +X⊥ +Xν on M .
5.2 The structure theorem for submanifolds
With the preparations of the previous section we are now able to state our main result.
Theorem 5.5 (Structure theorem for submanifolds). LetM be a bounded and closedm-dimensional
Ck+1-submanifold of Rd contained in a bounded and open set D ⊂ Rd. Suppose that J is shape
differentiable at M and assume that dJ(M) is of order k. Then there exist continuous functionals
h : Ck(M,Rd)→ R and g : Ck(∂M)→ R such that
dJ(M)(X) = h(X⊥) + g(X|∂M · ν) for all X ∈ Ckc (D,Rd), (5.7)
where X⊥ := p⊥TpM(X|M) and ν is the unique outward-pointing unit vector field along ∂M .
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Proof. Recall definition (2.2) namely T k(M) = {X ∈ Ckc (D,Rd)|X|M = 0}. The set T k(M) is a
closed linear subspace ofCkc (D,Rd). Recall the definition of the quotientQk(M) = Ckc (D,Rd)/T k(M)
and consider similarly to Theorem 4.1 we have a commuting diagram:
Ckc (D,R
d)
JM
✲ Ck(M,Rd)
Qk(M)
pi
❄
J˜M
✲
R
d˜J(M)
❄
✛
h˜
By definition we have d˜J(M) = h˜ ◦ J˜M . We see that J˜−1M = pi ◦ E, where E : Ck(M,Rd) →
Ckc (D,R
d) denotes the continuous extension operator. It follows that h˜ = d˜J(M)◦J˜−1M : Ck(M,Rd)→
R is continuous. By construction h˜(X|M) = h˜(J˜M(pi(X))) = d˜J(M) ◦ pi(X) = dJ(M)(X).
Now we apply Lemma 5.4 to X and find X⊥, Xν , X t ∈ Ckc (D,Rd) satisfying (5.1)-(5.4) and
X = X⊥ +Xν +X t on M . As X tp ∈ TpM for all p ∈ M and X tp ∈ Tp(∂M) for all p ∈ ∂M , we
get from Proposition 3.4 that 0 = h(X t) = dJ(M)(X t), which implies
dJ(M)(X) = h(Xν |M) + h(X
⊥) for all X ∈ Ckc (D,Rd). (5.8)
Consequently dJ(M)(X) = h(Xν |M) for all X ∈ Ckc (D,Rd) with X|M ∈ Xk(M). To further
process the right hand side of (5.8) we introduce the linear and continuous mapping
Iν : X
k(M)→ Ck(∂M), [X ] 7→ X|∂M · ν
and the linear space T˜ k(M) := {X ∈ Xk(M) : X|∂M · ν = 0 on ∂M}. This space is a linear
subspace of Xk(M). We define g : Xk(M)→ R by letting the following diagram commute.
Xk(M)
Iν
✲ Ck(∂M)
Xk(M)/T˜ k(M)
pi
❄
I˜ν
✲
R
h˜
❄
✛
g
By definition h˜ = g ◦ I˜ν on Xk(M)/T˜ k(M). As before we extend ν : ∂M → TM to a vector field
ν˜ : M → TM . Moreover denote by E˜ : Ck(∂M) → Ck(M) the usual extension operator. Then
we see that I˜−1ν (f) = pi ◦ (ν˜ · E˜(f)) . Therefore g : Ck(∂M) → R is continuous and for every
X ∈ Xk(M), we obtain
g(X|∂M · ν) = g(I˜ν(pi(X|M)))
= h˜(pi(X|M))
= h(X|M)
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and thus g(X|∂M · ν) = h(Xν |M) = dJ(M)(Xν |M). Plugging this into (5.8) we recover (5.7). The
continuity of g follows from the continuity of the extension operator.
We conclude this section with the following two special cases of our main result.
Corollary 5.6. Let M be a closed and bounded m-dimensional Ck+1-submanifold of Rd without
boundary, that is, ∂M = ∅. Suppose that J is shape differentiable at M and assume that dJ(M) is
of order k. Then there exists a continuous functional h : Ck(M,Rd)→ R, such that
dJ(M)(X) = h(X⊥) for all X ∈ Ckc (D,Rd).
Corollary 5.7. Let M be a closed and bounded d-dimensional Ck+1-submanifold of Rd. Suppose
that J is shape differentiable at M and assume that dJ(M) is of order k. Then there exists a contin-
uous functional g : Ck(∂M)→ R, such that
dJ(M)(X) = g(X|∂M · ν) for all X ∈ Ckc (D,Rd).
6 Application to shape functions
6.1 Shape functions defined on smoothly cracked sets
Cracked sets naturally arise in fracture mechanics, where they model damage of solids; cf. [11].
Cracked sets are highly irregular and do not even satisfy the cone property, but the crack itself is
often assumed to be Lipschitz continuous or smoother. In order to forcast the propagation of a crack
it is essential to compute shape derivative in cracked sets. For PDE constrained shape functions, the
derivation of the shape differentiability at a cracked set [13–15] or smooth sets [6–8, 22–24] is a
challenge itself. Here we are interested in the exact structure of the shape derivative in cracked sets
and will assume that the shape function is shape differentiable.
Definition 6.1. Let Ω ⊂ Rd be an open and bounded set.
(i) The set Ω is called crack free if int(Ω) = Ω, otherwise we call Ω cracked.
(ii) The set Ω ⊂ Rd is said to be smoothly l-cracked, l ≥ 1, if there is an open subset Ω˜ ⊂ Rd
with Ck-boundary fr(Ω˜), k ≥ 1, and a closed, bounded and simply connected l-dimensional
Ck-submanifold Σ ⊂ Ω˜ of Rd, such that Ω = Ω˜ \ Σ.
Remark 6.2. Note that every open subset Ω ⊂ Rd with Ck-boundary fr(Ω) is crack-free, so that
part (ii) of Definition 6.1 makes sense. In particular, a smoothly cracked set can not have any further
cracks except Σ.
Now we want to verify that the shape derivative in a smoothly cracked set can be obtained as the
shape derivative of a shape function depending on the only depending the on the crack itself.
Lemma 6.3. Suppose that Ω ⊂ Rd is smoothly l-cracked of class Ck with Ck-set Ω˜ ⊂ Rd and a
l-dimensional Ck-submanifold Σ ⊂ Rd, k ≥ 1, such that Ω = Ω˜ \ Σ. Set M := Σ. Let Ω 7→ J(Ω)
be a shape functions and define J˜(M) := J(Ω \M). Then
dJ˜(M)(X) = dJ(Ω)(X),
where X ∈ Ckc (Ω˜,Rd), if either of the two expressions exists.
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Proof. As X ∈ Ckc (Ω˜,Rd) it evident that for all t
Φt(Ω) = Φt(Ω˜ \ Σ) = Φt(Ω˜) \ Φt(Σ) = Ω˜ \ Φt(Σ).
From this the conclusion of the lemma follows.
This lemma shows that shape functions depending on smoothly cracked sets can be seen as
shape functions only depending on the crack itself. Next, we consider the special situation of a
shape function defined on smoothly 1-cracked sets in R2; cf. [10].
Lemma 6.4. Let Ω be a smoothly l-cracked subset of R2 of class C2. By definition there are an
open and bounded set C2-set Ω˜ ⊂ R2 and a closed, bounded, and simply connected l-dimensional
submanifold Σ ⊂ Ω˜ of class C2, such that Ω = Ω˜ \ Σ. Set M := Σ, ∂M = {A,B}, and suppose
that dJ(Ω) : C1c (Ω˜,R2) → R is linear and continuous. Then there are real numbers α1, α2 and a
linear and continuous functional h¯ : C1(M)→ R, such that
dJ(Ω)(X) = α1(X · ν)(A) + α2(X · ν)(B) + h¯(X|M · n) (6.1)
for all X ∈ Ckc (Ω˜,R2), where n is a unit normal field along M and ν the unit normal vector field
on ∂M .
Proof. Taking into account Lemma 6.3 we see that we can apply Theorem 5.5 to M 7→ J˜(M) :=
J(Ω˜ \M) and obtain linear functionals g : C1(∂M) → R and h : C1(M,Rd)→ R, such that
dJ˜(M)(X) = g(X|∂M · ν) + h(X
⊥). (6.2)
We have ∂M = {A,B} and thus Ck(∂M) = {f : {A,B} → R}. We may define a basis f1, f2 :
∂M → R of Ck(∂M) by f1(A) := 1, f1(B) := 0 and f2(A) := 0, f2(B) := 1. Then every
f ∈ Ck(∂M) can be written as f = α1f1 +α2f2. In particular, we have X|∂M · ν = (X · ν)(A)f1 +
(X · ν)(B)f2 so that
g(X|∂M · ν) = α1(X · ν)(A) + α2(X · ν)(B), (6.3)
where α1 := g(f1) and α2 := g(f2). Denote by n the unit normal field along M . Then X⊥|M =
(X|M · n)n and thus
h(X⊥|M) = h((X|M · n)n) (6.4)
for all X ∈ Ckc (Ω˜,R2). Setting h¯(v) := h(vn), we recover (6.1).
Remark 6.5. We may describe the crack Σ by an embedded curve γ : [a, b] → Rd of class C2,
that is, γ([a, b]) =: Σ ⊂ Ω˜ and γ(a) = A and γ(b) = B. Then ν ◦ γ(a) = γ′(a)/|γ′(a)| and
ν ◦ γ(b) = −γ′(b)/|γ′(b)|.
Corollary 6.6. Let Ω ⊂ D ⊂ Rd be a smoothly 1-cracked set such that Ω = Ω˜ \ Σ, where Ω˜
is an open and bounded set of class C∞ and M := Σ is a closed, bounded and simply connected
l-dimensional submanifold of Rd of class C∞. Let J be a shape function and suppose that dJ(Ω) :
C1c (Ω˜,R
d) → R is continuous and linear. Let X ∈ C1c (D,Rd). Then there are continuous and
linear functionals h¯1, . . . , h¯d−1 : C1(M)→ R and real numbers α1, α2 such that
dJ(Ω)(X) = α1(X · ν)(A) + α2(X · ν)(B) +
d−1∑
i=1
h¯i(X|M · ni) (6.5)
for all X ∈ Ckc (Ω˜,Rd), where (n1, . . . , nd−1) is an orthonormal frame along M satisfying
span{n1(p), . . . , nd−1(p)} = (TpM)⊥ for all p ∈M .
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Proof. From the previous lemma, we obtain dJ(Ω)(X) = α1(X · ν)(A) + α2(X · ν)(B) + h¯(X⊥),
and hence taking into account X⊥ = (X · n1)n1 + · · ·+ (X · nd−1)nd−1 we arrive at dJ(Ω)(X) =
α1(X · ν)(A) + α2(X · ν)(B) +
∑d−1
i=1 h¯((X · ni)ni). So setting h¯i(v) := h(vni), we recover (6.5).
6.2 Shape functions defined on submanifolds of dimension one and two
Length variation of a curve in R3 Let γ : [a, b] → R3 be an embedded curve of class C2
so that M := γ([a, b]) becomes a one dimensional C2-submanifold of R3 with boundary ∂M =
{γ(a), γ(b)}. We consider the shape function
J(M) :=
∫ b
a
|γ′(t)| dt
and denote by T (t) := γ′(t)/|γ′(t)|, N(t) := T ′(t)/|T ′(t)|, and B(t) := T (t)×N(t) the tangential,
normal and binormal vector field along γ, respectively. If γ is arc-length parametrised, then we
define the curvature κ of γ by T ′ = κN . If γ is not arc-length parametrised, then we have T ′ = vκN
on [a, b], where v(t) := |γ′(t)|. Let n, t, b : M → R3 be unit vector fields, such that T = t ◦ γ,
N = n ◦ γ, and B = b ◦ γ.
Lemma 6.7. Let D be an open and bounded set of R3 containing M and let X ∈ C2c (D,R3). Then
dJ(M)(X) =
∫ b
a
γ′(t) · (∂X ◦ γ(t))γ′(t)
|γ′(t)|
dt
or equivalently
dJ(M)(X) =
∫ b
a
κ(t)(X⊥ · n) ◦ γ(t) |γ′(t)| dt+ (X · t)(γ(b))− (X · t)(γ(a)), (6.6)
where X⊥ = (X · n)n+ (X · b)b.
Proof. We compute
dJ(M)(X) =
d
ds
(∫ b
a
|(∂Φs ◦ γ(t))γ
′(t)| dt
)∣∣∣∣
s=0
=
∫ b
a
|
γ′(t) · (∂X ◦ γ(t))γ′(t)
|γ′(t)|
dt
=
∫ b
a
(X(γ(t))′
γ′(t)
|γ′(t)|
dt
=
∫ b
a
|γ′(t)|κ(t)(X ◦ γ(t)) ·N(t) dt+X(γ(b)) · T (b)−X(γ(a)) · T (a).
(6.7)
From this the result follows.
Corollary 6.8. Let D be an open and bounded set in R3 containing M and let X ∈ C2c (D,R3).
Suppose that γ : [a, b]→ R2 is a simply closed C2-curve. Then
dJ(M)(X) =
∫ b
a
κ(X⊥ · n) ◦ γ(t) |γ′(t)| dt.
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Variation of the surface integral in R3 As a two dimensional example, we consider the variation
of the surface integral of a cylinder-like surface in R3. We define Q := [a, b] × [c, d] and let ϕ :
Q→ R3 be a C2-embedding and put M := ϕ(Q). We assume that ϕ(u, c) = ϕ(u, d), ∂vϕ(u, c) =
∂vϕ(u, d) and ∂2vϕ(u, c) = ∂2vϕ(u, d) for all u ∈ [a, b]. Since ϕ is an embedding ϕu := ∂uϕ and
ϕv := ∂vϕ are linearly independent at each point (u, v) of Q. Hence the unit normal vector to the
surface M is given by
N(u, v) :=
ϕu × ϕv
|ϕu × ϕv|
.
Recall that the classical surface integral of ϕ(Q) is defined by
J(M) :=
∫ b
a
∫ d
c
|ϕu × ϕv| dudv.
Lemma 6.9. Let D be an open and bounded set containingM . Suppose that X ∈ C2c (D,R3). Then
dJ(M)(X) =
∫ b
a
∫ d
c
∂u(X ◦ ϕ)× ϕv ·N dudv +
∫ b
a
∫ d
c
ϕu × ∂v(X ◦ ϕ) ·N dudv
which is equivalent to
dJ(M)(X) =
∫ b
a
∫ d
c
H(u, v)X(ϕ(u, v)) ·N(u, v)|ϕu × ϕv| dudv
+
[ ∫ d
c
(X · ν) ◦ ϕ|ϕv| dv
]a
b
,
(6.8)
where H(u, v) is the mean curvature at the surface point ϕ(u, v) and ν the outward-pointing unit
normal along ∂M .
Proof. We compute
dJ(M)(X) =
d
dt
(∫ b
a
∫ d
c
|(∂Φt ◦ ϕ)ϕu × (∂Φt ◦ ϕ)ϕv| dudv
)
|t=0
=
∫ b
a
∫ d
c
(∂X ◦ ϕ)ϕu × ϕv · ϕu × ϕv
|ϕu × ϕv|
dudv +
∫ b
a
∫ d
c
ϕu × (∂X ◦ ϕ)ϕv · ϕu × ϕv
|ϕu × ϕv|
dudv
=
∫ b
a
∫ d
c
∂u(X ◦ ϕ)× ϕv ·N dudv +
∫ b
a
∫ d
c
ϕu × ∂v(X ◦ ϕ) ·N dudv
=−
∫ b
a
∫ d
c
(X ◦ ϕ)× ϕv ·Nu dudv −
∫ b
a
∫ d
c
ϕu × (X ◦ ϕ) ·Nv dudv
+
[ ∫ d
c
(X ◦ ϕ)× ϕv ·N dv
]a
b
,
(6.9)
where we used N(u, c) = N(u, d) for all a ≤ u ≤ b which follows from ∂vϕ(u, c) = ∂vϕ(u, d)
for all a ≤ u ≤ b . Now since N2 = 1 we have Nu · N = 0 and Nv · N = 0, which means that
Nu, Nv ∈ dpϕ(TpQ). Thus we can write (Weingarten equations)
Nu = α1ϕu + α2ϕv
Nv = α3ϕu + α4ϕv
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for smooth functions αi. Note that H(u, v) = α1+α4 (that is the trace of the Weingarten mapping).
Therefore using (a× b) · c = (c× a) · b = (b× c) · a, we get
(X ◦ ϕ)× ϕv ·Nu = −α1ϕu × ϕv ·X ◦ ϕ = −α1N · (X ◦ ϕ)|ϕu × ϕv|
ϕu × (X ◦ ϕ) ·Nv = −α4ϕu × ϕv ·X ◦ ϕ = −α4N · (X ◦ ϕ)|ϕu × ϕv|
. (6.10)
Note also that the outward-pointing unit normal field ν satisfies ν ◦ ϕ = ϕv × N/|ϕv × N | =
ϕv ×N/|ϕv| as |ϕv ×N | = |ϕv|. Then
(X ◦ ϕ)× ϕv ·N = (X · ν) ◦ ϕ|ϕv|. (6.11)
So inserting (6.11) and (6.10) into (6.9) we obtain (6.8).
Remark 6.10. Formula (6.8) may be rewritten as
dJ(M)(X) =
∫
M
H(X · n) ds+
∫
∂M
X · ν ds, (6.12)
where n and H are the unit normal field and mean curvature on M , respectively. So by definition
n ◦ ϕ = N and H ◦ ϕ = H . Also in this case our main theorem is satisfied and we recover (5.7)
with
h(X⊥) =
∫
M
H(X⊥ · n) ds, g(X|∂M · ν) =
∫
∂M
X|∂M · ν ds.
6.3 A shape gradient of order one
Provided that the manifold M is smooth enough we have seen in the examples from the previous
sections that the shape derivative was always a distribution of order zero in the sense that g and h
were linear functionals on C0(∂M) respectively C0(M).
Let γ : [0, L] → R2 an arc-length parametrised regular curve. Then M := γ([0, L]) is a closed
submanifold of R2. We define the elastic energy associated with γ as
E(M) :=
∫ L
0
κ2 ds,
where κ denotes the curvature of γ. Here we are interested in the unconstrained case, where we do
not impose any further conditions at the end points of the curve.
Let us introduce some notation. We define the tangent vector field along γ by T := γ′ and
N := RT where R denotes the 90 degrees counter-clockwise rotation matrix in R2. Further we
denote by n : M → R2 the unit normal field and by t : M → R2 the tangent field ’living’ on M so
that by definition N = n ◦ γ and T = t ◦ γ. Note that by definition T ′ = κN and N ′ = −κT .
For the derivation of the first variation of the anisotropic elastic energy with fixed end points, we
refer the reader to [3, Lem. 2.2, p. 502].
Lemma 6.11. Let γ : [0, L] → R2 be a C2-regular arc-length parametrised embedded curve such
that M := γ([0, L]) ⊂ D. For every X ∈ C2c (D,Rd), we have
dE(M ;X) =
∫ L
0
(2κ′′ + κ3)(X · n) ◦ γ ds+
[
2κ∇Γ(X · n) ◦ γ · γ
′ − 2κ′(X · n) ◦ γ
]L
0
.
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Proof. Denote by Φt the flow generated by X ∈ C2c (D,R2). Set γt(s) := Φt(γ(s)). We compute
dE(M ;X) =
d
dt
(∫ L
0
κ2t |γ
′
t| ds
)
|t=0
=
∫ L
0
2κκ˙ + γ˙′ · Tκ2 ds.
(6.13)
Let us determine a formula for the variation of the curvature, that is, κ˙. Differentiating T ′t = κtvtNt
we obtain T˙ ′ = κ˙N + κN˙ + v˙κN and thus
T˙ ′ ·N = κ˙+ v˙κ (6.14)
and differentiating γ′t = vtTt yields γ˙′t = v˙tTt + vtT˙t from whence we get by another differentiation
γ˙′′ = v˙′T + v˙κN + T˙ ′, where we used (vt)′|t=0 = 0. So
T˙ ′ ·N = γ˙′′ ·N − v˙κ. (6.15)
Putting (6.14) and (6.15) together, we obtain
κ˙ = γ˙′′ ·N − 2v˙κ. (6.16)
So plugging (6.16) into (6.13) and integrating by parts, we obtain
dE(M ;X) =
∫ L
0
2κ(γ˙′′ ·N − 2v˙κ) + γ˙′ · Tκ2 ds
=
∫ L
0
2κγ˙′′ ·N − 3κ2γ˙′ · T ds
=
∫ L
0
−2κ′γ˙′ ·N −2κγ˙′ ·N ′ − 3κ2γ˙′ · T︸ ︷︷ ︸
−κ2γ˙′·T
ds+
[L
0
2κγ˙′ ·N
]T
0
=
[
2κγ˙′ ·N
]L
0
−
∫ L
0
2κ′γ˙′ ·N + κ2γ˙′ · T ds
=
∫ L
0
(2κ′′ + κ3)(X ◦ γ) ·N ds+
[
2κγ˙′ ·N − 2κ′γ˙ ·N − κ2γ˙ · T
]T
0
.
On account of the identities 2κ(γ˙ ·N)′ = 2κγ˙′ ·N − 2κ2γ˙ · T and γ˙(s) = X ◦ γ(s) and (γ˙ ·N)′ =
∇Γ(X · n) ◦ γ · γ
′
, we recover the desired formula.
Remark 6.12. We see that also in this case (5.7) is satisfied. We have
h(X⊥) =
∫ L
0
(2κ′′ + κ3)(X⊥ · n) ◦ γ ds−
[
2κ′(X⊥ · n) ◦ γ
]L
0
+
[
2κ∇Γ(X
⊥ · n) ◦ γ · γ′
]L
0
and g = 0. Note that h : C1(M) → R is a distribution of order k = 1. This well-known result
is interesting as it gives an example for which g = 0 although the manifold M has non-empty
boundary ∂M 6= ∅; compare Corollary 5.6. Note that if we fixed the end points of γ, then the term[
2κ′(X · n) ◦ γ
]L
0
= 0 because X(γ(0)) = X(γ(L)) = 0.
Structure theorem for submanifolds 19
References
[1] Amann, H. and Escher, J. Analysis. III, Grundstudium Mathematik. [Basic Study of Math-
ematics], Birkha¨user Verlag, Basel, (2001).
[2] Aubin, J. P. and Cellina, A. Differential Inclusions. Set-Valued Maps and Viability Theory.,
Grundstudium Mathematik. [Basic Study of Mathematics], Springer-Verlag (1984).
[3] Barrett, J. W. and Garcke, H. and Nu¨rnberg, R. Parametric approximation of isotropic and
anisotropic elastic flow for closed and open curves, Numer. Math. , 120:489–542, (2012).
[4] Delfour, M.C and Zole´sio, J.P, Structure of shape derivatives for nonsmooth domains, Jour-
nal of Functional Analysis, 33:1–33, (1992).
[5] Delfour, M. C. and Zole´sio, J.-P., Shapes and geometries, volume 22 of Advances in Design
and Control. SIAM, Philadelphia, PA, second edition, (2011).
[6] Delfour, M. C. and Sturm, K., Parametric semidifferentiability of minimax of lagrangians:
averaged adjoint state approach, submitted
[7] Desaint, F. R. and Zole´sio,J.-P., Manifold Derivative in the Laplace-Beltrami Equation,
Journal of Funcaional Analysis, 151:234–269, (1997).
[8] Ferchichi, J. and Zole´sio, J.-P, Shape sensitivity for the Laplace-Beltrami operator with
singularities, Journal of Differential Equations, 196:340–384, (2004).
[9] Fremiot, G., Structure de la semi-de´rive´e eule´rienne dans le cas de domaines fissure´s et
quelques applications, The`se doctorat, Univsersite´ de Nancy, (2000).
[10] Fremiot, G. and Sokolowski, J. , A structure theorem for the Euler derivative of configu-
ration functionals defined on domains with cracks, Sibirsk. Mat. Zh. , 41:1183–1202, iv,
(2000).
[11] Fremond, M., Non-Smooth Thermomechanics, Springer Science & Business Media, (2013).
[12] Laurain, A., Singularly perturbed domains in shape optimization, Doctoral thesis,Universite´
Henri Poincare´ - Nancy I, June (2006).
[13] Ho¨mberg, D. and Khludnev, A. M. and Sokołowski, J., Quasistationary problem for a
cracked body with electrothermoconductivity Interfaces free boundaries, 3:129–142, (2001).
[14] Khludnev, A. M. and Novotny, A. A. and Sokołowski, J. and ˙Zochowski, A. Shape and
topology sensitivity analysis for cracks in elastic bodies on boundaries of rigid inclusions,
J. Mech. Phys. Solids, 57:1718–1732, (2009).
[15] Khludnev, A. M. and Ohtsuka, K. A. and Sokołowski, J. On derivative of energy functional
for elastic bodies with cracks and unilateral conditions, Quart. Appl. Math. 60:99–109,
(2002).
20 K. Sturm
[16] Kirszbraun, M. D., ¨Uber die zusammenziehende und Lipschitzsche Transformationen, Fund.
Math. 22: 77–108, (1931).
[17] Ku¨hnel, W., Differential Geometry: Curves - Surfaces - Manifolds, AMS, (2006).
[18] Lamboley, J. and Pierre, M. , Structure of shape derivatives around irregular domains and
applications, Journal of Convex Analysis 14, 4:807–822, (2007).
[19] Lee, J. M. Introduction to Smooth Manifolds, Springer Science and Buisiness Media,
(2003).
[20] Nagumo, M., ¨Uber die Lage der Integralkurven gewo¨hnlicher Differentialgleichungen,
Proc. Phys.-Math. Soc. Japan (3), 24:551–559, (1942).
[21] Novruzi, A. and Pierre, M., Journal of Evolution Equations, Proc. Phys.-Math. Soc. Japan
(3), 2:365–382, (2002).
[22] Sokolowski, J. and Zoe´sio, J.-P., Introduction to shape optimization, Springer, (1992).
[23] Sturm, K. , On shape optimization with non-linear partial differential equations, Doctoral
thesis, Technische Universilta¨t of Berlin, Germany (2014).
[24] Sturm, K. , Minimax Lagrangian approach to the differentiability of non-linear PDE con-
strained shape functions without saddle point assumption, accepted for publication in SIAM
J. on Control and Optim., May (2015).
[25] Valentine, F. A., On the extension of a vector function so as to preserve a Lipschitz condition,
Bulletin of AMS, 49: 100108, (1943).
[26] Valentine, F. A., A Lipschitz Condition Preserving Extension for a Vector Function, Ameri-
can Journal of Mathematics, 67 (1): 83–93, (1945).
