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Abstract
The purpose of this study is to understand on atomic level the structural response of
zircon (ZrSiO4) to irradiation using molecular dynamics (MD) computer simulations, and
to develop topological models that can describe these structural changes.
Topological signatures, encoded using the concepts of primitive-rings and local clusters,
were developed and used to differentiate crystalline and non-crystalline atoms in various
zircon structures. Since primitive-rings and local clusters are general concepts applicable
to all materials, and the algorithms to systematically identify them are well-established,
topological signatures based on them are easy to implement and the method of
topological signatures is applicable to all structures. The method of topological
signatures is better than the Wigner-Seitz cell method, which depends on the original
crystalline reference grid that is unusable in heavily damaged structures or regions; it is
also better than those methods based only on local structures limited to first coordination
shell, since one can decide whether or not to include ring contents of large rings into the
topological signatures, effectively controlling the range of the topological signatures.
The early-stage evolution of non-crystalline disorder and the subsequent recrystallization
in zircon collision cascade simulations were successfully modeled by using the
topological signatures to identify non-crystalline atoms. Simply using the number of
displaced atoms was unable to correctly show the initial peak of structural damage
followed by the subsequent annealing stage. Using the topological signatures,
amorphization within a single collision cascade was observed in zircon. In the radiation-
induced amorphous zircon simulated in this study, the method of topological signatures
was able to differentiate the amorphous region in the center of the simulation box and the
crystalline region surrounding it. A few isolated remnant crystalline islands were
identified in the amorphous region. About 5% of atoms in melted and melt-quenched
structures were identified as crystalline atoms.
Different amorphous zircon structures were found to be topologically different. Upon
amorphization of zircon, the average ring size and the number of atoms in local cluster
were found to increase. Larger average ring sizes were found in more pervasively
amorphized structures. The radiation-induced amorphous structure was the least
pervasively amorphized one, followed by the melt-quenched. The liquid-state amorphous
structure was most pervasively amorphized and had the largest average ring size.
Phase-separation of zircon into SiO2- and ZrO2-rich local regions was observed when
zircon was amorphized in simulations, either thermally or by radiation. It was found in
simulations using constant pressure ensembles that the zircon structure underwent
abnormally huge volume swelling when it amorphized, which was attributed to the ion
charges used in the potential model. Although the ion charges used in the originally
chosen potential model were overall balanced, they were not balanced with regard to the
phase decomposition products, and thus resulted in strong Coulombic repulsive force
within locally SiO2- and ZrO2-rich regions when phase separation occurred. After the ion
charges were re-balanced (and other potential parameters refitted), the volume expansion
was found to be under control. The charge imbalance of SiO 2 units was also found to
produce unrealistically large fraction of 3-coordinated Si and shorter Si-O bond length.
The issue of charge-balance with regard to phase decomposition products applies to all
complex ceramics that decompose into separate phases upon amorphization.
Threshold displacement energies in zircon were systematically determined. Many special
directions, such as those directed toward neighboring atoms or open spaces surrounding
the PKA, were considered. Cascade detail was extensively examined, including PKA
trajectory, cascade extent, time scale, thermal spike, recoil density, distribution of PKA
energy among sub-lattices and number of displaced atoms. The crystallographic features
of the zircon structure were found to have profound implications for collision cascades.
It was found that energetic PKAs were always deflected into the open channel along the
z direction. Their displacements along the longitudinal x direction were never greater
than about 4 nm in our simulations. The estimation of the cascade extent assuming
homogeneous media thus greatly over-predicts the PKA displacement along the
longitudinal direction.
The effects of PKA mass on collision cascade were studied by comparing the cascades
caused by Zr and U PKAs. The U atoms were simply "super-mass" Zr atoms in this
study: U-Zr, U-Si and U-O interactions were the same as Zr-Zr, Zr-Si and Zr-O
interactions, respectively. It was found that heavier PKAs produced longer cascades,
more structural damage, and higher temperature in thermal spike. U also traveled further
along the longitudinal x direction because it was less prone to change of velocity
direction. The depleted regions in the core of the cascades surrounded by a densified
shell, which were found in simulations by Trachenko et al., were not found in our study.
After extensive tests of recently published zircon potentials, it was found that three out of
the five tested potentials yielded poor elastic constants and appear to be unfit for serious
simulations. Published simulation results using these potentials should accordingly be
viewed cautiously.
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Chapter 1: Introduction
1.1 Purpose of this study
The purpose of this study is to understand on atomic level the structural
response of zircon to irradiation using molecular dynamics (MD) computer
simulations, and to develop topological models that can describe these
structural changes.
1.2 The reason of investigating zircon
Zircon (ZrSiO4) has been proposed as one of the leading candidate host
materials to encapsulate highly radioactive nuclear waste produced from
both civilian nuclear energy usage and nuclear weapons programs.
The technology of using U0 2 fuel in light water reactors (LWRs) is very
mature. U0 2 has been used as fuel for LWRs since the very beginning of
peaceful utilization of nuclear energy. Because U0 2 fuel contains mostly the
isotope U-238 (>95% weight percent in a typical LWR fuel) which is
converted to plutonium by interacting with neutrons when irradiated in
reactors, a large amount of plutonium has been produced during the last few
decades. Most of the plutonium produced from this source currently resides
in the spent fuel form and is mostly in custody of private power companies.
Another major source of plutonium is from military weapons. As the Cold
War ended, many nuclear warheads have been disassembled and they must
be properly disposed of. The plutonium inventories in the world are shown
in Table 1.1.
Table 1.1: Plutonium stockjiles T
Argentina 0 6 metric tons (t)
Belgium 0 23-31 t
Brazil 0 0.6 t
Britain 7.6 t 98.4 t (-51 t separated)
China 1.7-2.8 t 1.2 t
France 6-7 t 151-205 t (-70 t separated)
Germany 0 75-105 t (-17 t separated)
India 150-250 kg 6 t (<1 t separated)
Israel 300-500 kg 0
Japan 0 119-262 t (-21 t separated)
Kazakhstan 2-3 t 0
North Korea 25-35 kg 0
Pakistan 0 0.5 t (0 separated)
Russia 140-162 t 65 t (-30 t separated)
United States 85 t 257.2 t (14.5 t separated)
(t = metric ton (2,200 pounds); kg = kilogram)
A worldwide concern about the large stockpile of plutonium from either
disassembled nuclear warheads or civilian source has existed for many years.
Because of its radioactivity, plutonium is hazardous like any other
radioactive material. It takes a very long time for plutonium to decay. For
example, 239Pu has a half life of 24,000 years, and it decays to 235U, which is
another long-lived radioactive material with a half life of 700,000,000 years.
Moreover, both 239Pu and 235U are excellent materials for building nuclear
weapons. The danger of these materials falling into unscrupulous hands or
organizations is apparent.
Nuclear transmutation is one of several proposed ways to reduce the
growing amount of plutonium inventory. Nuclear fuels made partly from
nuclear waste can be put into existing fast or thermal reactors for this
purpose. However, this method is not as straightforward to carry out as it
may sound, because nuclear waste has isotopic contents that are much
different from those of traditional nuclear fuels. In addition, reprocessing
nuclear fuels is not allowed in many countries.
Central storage is another possible choice. The US Department of Energy's
proposal for a central repository in Yucca Mountain, NY passed in Congress
in 2002. In a central storage scheme, we must make sure that the radioactive
waste is isolated from the environment for at least tens of thousands of years.
The standard waste form chosen historically for central storage is
borosilicate glass [2, 3]. However, this waste form is not designed on the
basis of high chemical and physical durability and relies mainly on geologic
isolation to prevent radioactive nuclides from reaching the biosphere.
Another waste form, which is the stimulus of this research, is crystalline
ceramics [4]. This waste form is durable for millions, even billions, of years,
confirmed by the studies of geologically ancient minerals containing trace
radioactive elements that occur in nature.
Zircon (ZrSiO4) has been the mostly investigated waste host in the
crystalline ceramics category [4-6]. Zircon is an extremely durable mineral
with great mechanical strength, thermodynamic stability and slow kinetics
for corrosion processes. Zircon occurs in nature with uranium and thorium
concentration up to 5000 ppm [6]. Zircon's tendency to concentrate trace
elements (lanthanides and actinides) combined with its resistance to
chemical and physical degradation makes it a good nuclear waste host
candidate.
Although zircon has many other applications, such as its use in geological
dating, it is its application in nuclear waste disposal and its role as a model
paradigm for other more highly optimized ceramic waste hosts that
stimulate this study. In order to fully evaluate the potential of crystalline
ceramics as nuclear waste hosts, it is crucial to understand the effects of
irradiation on their structures and especially, perhaps the most potentially
deleterious in these effects, radiation-induced amorphization.
1.3 Computer simulation for studying radiation effects
Over the past few decades, different methodologies of computer modeling
have advanced along with increasing computational power. Ab initio
approaches start from first principles and are the most accurate from a
theoretical point of view. However, ab initio methods are computationally
expensive, thus are best used on small systems with typically at most dozens
of atoms. This restriction makes them ineffective in studies of radiation-
induced collision cascades, which could involve thousands of atoms.
The Monte Carlo method uses a random number generator to assist in
generating the next candidate system configuration, and then decides
whether or not to advance to this new configuration using criteria based on
energies or possibly other properties. Kinetic Monte Carlo approaches can
be used in macroscopic simulations of radiation damage evolution.
The binary collision approximation (BCA) has also been used in the early
simulation studies because of its simplicity and early lack of computational
power. In BCA, the trajectories of energetic particles are represented as
series of two-body encounters. BCA models cannot treat simulations of low
kinetic energies or the thermal equilibration of damage. Therefore they are
generally not quantitative enough for investigating collision cascade details.
Molecular dynamics (MD) simulations provide at present the best means of
describing the collision cascade in greatest detail. MD simulations have
been successfully used to study radiation effects in metals and
semiconductors. Radiation-induced fatigue in metals and ion-beam
processing of semiconductors are some of the applications. MD simulations
were used to investigate radiation dynamics in metals in as early as the
1960s [7-9]. MD simulations have also been very useful in studying
radiation effects in ceramics, although with less success. The major
impediment is the fact that ceramics are much more structurally complex
and compositionally diverse. Different ceramics can have very different
responses to irradiation, due to differences in structure, atomic bonding,
defect configurations, etc. Reliable interatomic potentials for ceramics are
also much harder to develop. Generally, it is not straightforward to transfer
some simulation capabilities and methodologies from less complex systems,
such as metals and semiconductors, to ceramics.
Many oxide ceramics are ionic in nature. The ionic oxide system demands
handling of long-range interactions, which makes computer simulation of
non-equilibrium events computationally expensive. This is especially true
for simulations of high energy collision cascades, because we must use a
very small time step size initially.
This computational complexity requires usage of simple potential models,
so as to enable simulations done in reasonable computing times. All of the
potential models appearing in the literature at this time have been limited to
simple ones. The five candidate potential models considered in Chapter 3
use only pair potentials. However, to reproduce physical reality in such
complex structures using simple potential models is very challenging.
Standing controversies in the literature surrounding collision cascade
simulation in zircon, for example that between the University of Cambridge
group and the PNNL group [Trachenko et al, 10 and 11, Corrales et al, 12],
is a testimony to the complexity of the task. We will provide more details of
this controversy when discussing choice of empirical potentials in Chapter 3.
The most thoroughly studied ceramic is probably silicon carbide,
considering the range and combination of experimental, theoretical and
computer simulation studies. However, bonding in SiC is predominantly
covalent, the composition is only binary, and anti-site disorder is tolerated,
making it a poor model for polyatomic, more ionic ceramics. Radiation
effects in zircon have also been widely studied recently, due in part to its
potential application as a nuclear waste encapsulation host or as a model
crystalline ceramic material. Many computer simulations of zircon [10, 13-
22] have been performed. Vastly different potentials are used in these MD
simulations by various authors, which we will evaluate in Chapter 3.
1.4 Topological modeling
The topology of a network of atoms describes the way the atoms are
connected to each other. Topological modeling has been a useful tool in
investigating network structures and rigidity constraints [23-27]. Silicon
carbide [28], silica [29, 30] and alkali silicates [31, 32] are among the
materials to which topological modeling has been successfully applied. It is
easy to see the usefulness of topological methods for glass or other
amorphous materials, because the convenient organizing paradigms of unit
cell and symmetry are not available. However, topological analysis is by no
means limited only to these materials. In fact, it is a very general approach,
as atom connectivity is ubiquitous among all materials.
In Chapter 7, bond lengths, bond angles and coordination numbers are
analyzed for crystalline, melted, melt-quenched and radiation-induced
amorphous zircon. Polymerization of Si coordination polytopes in
amorphous zircon is also investigated.
The concept of continuous closed paths in networks of connected atoms - or
rings - together with the related concepts of primitive ring, ring statistics
and local cluster, are central to topological analysis [33-50]. In partly
amorphized structures, such as zircon after displacive irradiation, the long
range periodicity of the crystalline structure has mostly lost, while the short
range structure is often not sufficiently well defined to describe the remnant
structure and separate amorphized regions from crystalline ones. In this case,
primitive ring counts and local cluster enumeration excel in providing the
requisite medium-range information. The topology around each atom in a
crystalline structure is well defined and unique. If the topological
relationships among neighboring atoms can be quantified, they can be used
to identify remnant crystalline regions in an amorphizing matrix of atoms,
as is done in Chapter 7. They may also be used to evaluate the amorphized
structures and to distinguish between different amorphous structural
possibilities.
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Chapter 2: Model of zircon structure
2.1 Zircon (ZrSiO4) crystalline structure
We will only briefly review zircon crystalline structure, as it has been
described in great detail elsewhere [1-4].
Zircon, ZrSiO4, adopts a body-centered tetragonal crystal structure. The
space group zircon belongs to is I4 1/amd (No. 141). The primitive cell of
zircon contains two formula units of ZrSiO4, whereas the conventional unit
cell contains four formula units. A depiction of the conventional zircon unit
cell is shown in next section (Figure 2.2).
Zr atoms in zircon occupy the 4a Wyckoff sites; Si atoms occupy the 4b
Wyckoff sites; and O atoms occupy the 16h Wyckoff sites (0, u, v), with u
and v parameters determined experimentally. We will see in Section 2.2 how
to use this information together with experimentally determined u and v
values to generate zircon atom positions.
The principle structural unit of zircon can be described as a chain of
alternating edge-sharing SiO4 tetrahedra and ZrO8 triangular dodecahedra
extending parallel to the c axis, with the chains joined along the a axis by
edge-sharing ZrO8 triangular dodecahedra. These features are shown to be
correctly represented in our zircon structure model developed in next
section, as seen in Figures 2.7 and 2.8.
2.2 Model of zircon structure
A general reference that contains crystal structure information for many
materials is Wyckoff's Crystal Structures. Zircon structure is found in
volume 3 of this reference [5]. The space group of zircon is given as
D4h19(I4/amd); cell edge lengths are given as ao = 6.6164 A, co = 6.0150 A;
and the atomic positions of tetragonal ZrSiO4 are given as
Zr: (4a) 000; 0 /2¼; 2 0 %/; 2 2
Si: (4b) 0 0 /2; 0 /2 /; /2 0 ; /2 /2 0
0: (16h) Ou v; Ou v; uOv; uOv;
0, u+/2,¼- v;0, /2- u,¼- v; u,'/2,  v+¼; u,/2, v+/;
B.C.
with parameters u = 0.20 and v = 0.34.
The information shown above is all we need to derive atomic positions.
However, the parameters in [5] are not the most accurate ones available. The
exact year these parameters were determined is not given, other than an
explicit mention of "many years ago" relative to the publishing year (1963)
of [5]. Zircon structure parameters were also determined experimentally by
Robinson, Gibbs and Ribbe [2] in 1971. These parameters are the ones we
will use.
With the zircon structure parameters from [2], we can use the International
Tables for X-ray Crystallography [6] to generate the full set of atom
positions. The reason parameters in [5] are mentioned, even though they
will not be used, is because [5] provides a valuable check when deriving
atom positions. There is a shift of origin between the data in [2] and [5], and
the reference we used to generate the full set of atom positions [6] uses the
same origin convention as [5]. Before we can use [2] and [6] together, an
origin shift of the data found in [2] is performed to adopt the origin
convention used in [5]. So, the data in [5] can serve as a useful check to
make sure the origin shift is performed correctly.
In reference [2], zircon crystalline structure data are given as
Space group: I4 1/amd (In [5]: I4/amd)
Cell edge lengths: a = 6.607 A (6.6164 in [5]), c = 5.982 A (6.0150 in [5]).
Atom positions:
Zr: (0.0, 0.75, 0.125) (In [5]: (0, 0.5, 0.25))
Si: (0.0, 0.75, 0.625) (In [5]: (0, 0.5, 0.75))
O: y = 0.0661, z = 0.1953 (In [5]: u = 0.20, v = 0.34)
Atom position parameters given in [5] are shown in parentheses. For O atom
positions, symbols y and z are used in [2] whereas u and v are used in [5],
but it's apparent they represent the same parameters.
Comparison of the Zr, Si and O atom positions given in [2] and [5] clearly
shows that there is a shift of origin involved. For all the positions, if we add
(0, -0.25, 0.125) to the atom position data of [2], we can get the values given
in [5]: for Zr, shifting (0.0, 0.75, 0.125) of [2] by [0, -0.25, 0.125] yields the
(0, 0.5, 0.25) reported in [5]; where for Si, shifting (0.0, 0.75, 0.625)
position of [2] by [0, -0.25, 0.125] yields the (0, 0.5, 0.75) in [5].
The situation is a little more complicated for 0. Shifting y = 0.0661 and z =
0.1953 by -0.25 and 0.125, respectively, yields y = -0.1839 and z = 0.3203.
These are quite different from u = 0.20 and v = 0.34 reported in [5], unless
we reverse the sign of y and use y = 0.1839. The remaining differences can
be accepted as data differences between different experiments.
But can we legitimately reverse the sign ofy (or u)? The answer is yes. Due
to symmetry, there is no difference in using y or -y for generating atom
positions. The equality of using either y or -y can also be seen quantitatively
later when we actually use these parameters to generate oxygen atom
positions. We will see that for every position generated using y, there is a
corresponding position generated using -y, so it really does not matter
whether we used y or -y in the first place.
The reason for this over-elaborated discussion of atomic positions is that the
crystallographic structure of CaTiO3 perovskite sent to us by Trachenko et
al. was wrong, admitted by Trachenko in a private email communication,
which made us extra careful in dealing with atomic positions of all complex
structures, including zircon.
Page 245 of [6] is devoted to the I4 1/amd space group to which zircon
belongs. The essential information from this page is reproduced below.
Coordinates of equivalent positions: (0,0,0; 0.5,0.5,0.5)+
(This means for every location (x, y, z) below, there is a corresponding one
at (x + 0.5, y + 0.5, z + 0.5).)
4a: (0, 0, 0) (0, 0.5, 0.25)
4b: (0, 0, 0.5) (0, 0.5, 0.75)
8c: (0, 0.25, 0.125) (0, 0.75, 0.125)
(0.25, 0, 0.875) (0.75, 0, 0.875)
8d: (0, 0.25, 0.625) (0, 0.75, 0.625)
(0.25, 0, 0.375) (0.75, 0, 0.375)
8e: (0, 0, z) (0, 0, -z)
(0, 0.5, 0.25 + z) (0, 0.5, 0.25 - z)
16f: (x, 0.25, 0.125) (-x, 0.25, 0.125)
(x, 0.75, 0.125) (-x, 0.75, 0.125)
(0.25, x, 0.875) (0.25, -x, 0.875)
(0.75, x, 0.875) (0.75, -x, 0.875)
16g: (x, x, 0) (-x, -x, 0)
(x, 0.5 + x, 0.25) (-x, 0.5 - x, 0.25)
(x, -x, 0) (-x, x, 0)
(x, 0.5 - x, 0.25) (-x, 0.5 + x, 0.25)
16h: (0, x, z) (0, -x, z)
(0, 0.5 + x, 0.25 - z) (0, 0.5 - x, 0.25 - z)
(x, 0, -z) (-x, 0, -z)
(x, 0.5, 0.25 + z) (-x, 0.5, 0.25 + z)
32i: (x, y, z) (-x, -y, z)
(x, 0.5 +y, 0.25 - z) (-x, 0.5 -y, 0.25 - z)
(-x, y, z) (x, -y, z)
(-x, 0.5 +y, 0.25 - z) (x, 0.5 -y, 0.25 - z)
(y, x, -z) (-y, -x, -z)
(y, 0.5 + x, 0.25 + z) (-y, 0.5 - x, 0.25 + z)
(-y, x, -z) (y, -x, -z)
(-y, 0.5 + x, 0.25 + z) (y, 0.5 - x, 0.25 + z)
Generating Zr and Si atom positions at 4a and 4b sites does not need any
additional parameters. For O atoms at the 16h site, we need parameters x
and z. A simple comparison reveals that the "x" here is equivalent to the "y"
used in [2], or the "u" used in [5]; the "z" here is equivalent to the "z" used
in [2], or the "v" used in [5]. As can be seen in the coordinates for the 16h
sites above, for every coordinate that's generated using x, there is a
corresponding one using -x. For example, for (0, 0.5 + x, 0.25 - z), there is
(0, 0.5 - x, 0.25 - z). This justifies our previous proposition that we can
inverse x (y in [2]) without affecting the atom positions generated.
Using x = 0.1839 and z = 0.3203, we generate coordinates for all the O
atoms. During this process, equivalent positions due to crystalline
periodicity are used to make sure every coordinate is between 0 (inclusive)
and 1 (exclusive), because we do not want atoms to be out of the simulation
cell. For example, 1.0 is equivalent to 0.0, -0.3 is equivalent to 0.7, etc. The
final zircon crystal structure determined using experimental data in [2] is
shown below
Cell edge lengths:
a = 6.607 A, c = 5.982 A
(For tetragonal system a = b).
Atom positions:
Zr: 4a
Si: 4b
0: 16h with x = 0.1839 and z = 0.3203
Full atom coordinates:
Zr (0.0, 0.0, 0.0)
Zr (0.5, 0.5, 0.5)
Zr (0.0, 0.5, 0.25)
Zr (0.5, 0.0, 0.75)
Si (0.0, 0.0, 0.5)
Si (0.5, 0.5, 0.0)
Si (0.0, 0.5, 0.75)
Si (0.5, 0.0, 0.25)
O (0.0, 0.8161, 0.3203)
O (0.5, 0.3161, 0.8203)
O (0.0, 0.1839, 0.3203)
O (0.5, 0.6839, 0.8203)
O (0.0, 0.3161, 0.9297)
O (0.5, 0.8161, 0.4297)
O (0.0, 0.6839, 0.9297)
O (0.5, 0.1839, 0.4297)
O (0.8161, 0.0, 0.6797)
O (0.3161, 0.5, 0.1797)
O (0.1839, 0.0, 0.6797)
O (0.6839, 0.5, 0.1797)
O (0.8161, 0.5, 0.5703)
O (0.3161, 0.0, 0.0703)
O (0.1839, 0.5, 0.5703)
O (0.6839, 0.0, 0.0703)
There are 24 atoms in the unit cell (4 ZrSiO4 units). Figure 2.1 shows the
zircon unit cell with exactly the 24 atoms whose coordinates have been
shown above. There are 4 blue Zr atoms; 4 pink Si atoms; and 16 red O
atoms. This figure shows the model ready to be repeated in x, y and z
directions to form a supercell, which can then be used in computer
simulations. However, Figure 2.1 is not the conventional way to draw unit
cell. A conventional unit cell representation usually also includes all the
replicates of the atoms at the unit cell boundary, as shown in Figure 2.2. For
example, for Zr at (0, 0, 0), its replicates at (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1,
0), (1, 0, 1), (0, 1, 1) and (1, 1, 1) are also included. Figure 2.2 has been
rotated from Figure 2.1 for better viewing. Orientations of axis are shown at
the lower-left comers of both figures.
C
La
Figure 2.1: Non-conventional zircon unit cell showing the 24 atoms in the
unit cell. A conventional unit cell figure would also include replicates of the
atoms at the boundary, as shown in Figure 2.2.
aICb
Figure 2.2: Zircon unit cell showing the 24 atoms in the unit cell and all the
replicated atoms at the boundary. For example, for Zr at (0, 0, 0), its
replicates at (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (1, 0, 1), (0, 1, 1) and (1, 1,
1) are all included in the figure.
Figure 2.3 shows the unit cell with only stick bonds. This representation is
especially helpful for appreciating the overall bond geometry in the zircon
structure.
a
V-Cb
Figure 2.3: Zircon unit cell showing the 24 atoms in the unit cell and all the
replicated atoms at the boundary. This is the same structure as Figure 2.2,
but with only sticks representing Zr-O and Si-O bonds.
Figure 2.4 shows a close-packed view of the unit cell.
a11Cb
Figure 2.4: (Color) Close-packed representation of zircon unit cell. Zr atoms
are blue; Si atoms are pink; and O atoms are red.
Figures 2.5 and 2.6 are representations of the 6x6x6 zircon supercell,
viewed from different directions. The structure is viewed from the [ 0 To ]
direction in Figure 2.5 and from the [001] direction in Figure 2.6.
CLa
Figure 2.5: (Color) 6x6x6 zircon supercell viewed from the [0 10 ] direction.
Zr atoms are blue; Si atoms are pink; and O atoms are red.
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Figure 2.6: (Color) 6x6x6 zircon supercell
Zr atoms are blue; Si atoms are pink; and
structure and the open channels along the c
viewed from the [001] direction.
O atoms are red. The tetragonal
axis are apparent.
In Section 2.1, we mentioned that the principal zircon structural units can be
considered as a chain of alternating edge-sharing Si0 4 tetrahedra and ZrO8
triangular dodecahedra extending parallel to the c axis, with the chains
joined along the a axis by edge-sharing ZrOS triangular dodecahedra. We
now investigate whether these features are present in our zircon model.
The first check is for the chain of alternating edge-sharing SiO4 tetrahedra
and the ZrO8 triangular dodecahedra extending parallel to the c axis. A
1 x 1 x2 supercell is made for this purpose and is shown in Figure 2.7. The
alternating Si0 4 and ZrO8 structural units are marked in the figure.
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Figure 2.7: (Color) Edge-sharing SiO4 tetrahedra and ZrO8 triangular
dodecahedra parallel to the c axis. Zr atoms are blue; Si atoms are pink; and
O atoms are red.
Figure 2.8 shows that the chains shown in Figure 2.7 are joined along the a
axis by edge-sharing ZrOs dodecahedra, as observed in experiments.
Chain 1 Chain 2
Wa
Figure 2.8: (Color) Alternating edge-sharing SiO 4 tetrahedra and ZrO8
triangular dodecahedra chains are joined along the a axis by edge-sharing
ZrO8 triangular dodecahedra. Zr atoms are blue; Si atoms are pink; and O
atoms are red.
Thus the essential zircon structural features determined experimentally are
correctly represented in our computer model.
The zircon figures shown so far are all atomistic. The macroscopic
appearances of zircon gem stone and a mineral specimen collected from the
field are respectively shown in Figure 2.9 and Figure 2.10.
Figure 2.9: Polished and facetted zircon gem stone [12].
Figure 2.10: Zircon mineral specimen showing 4-fold (actually 4i) axis [13].
2.3 Comparison of model and experimental zircon structures
The zircon structure model developed in Section 2.2 is compared to the
experimental structure in this section. Bond lengths, bond angles, cation-
cation distances and coordination numbers (multiplicities) are among the
structural features compared.
Bond lengths are determined from the radial distribution function (RDF)
and, similarly, bond angles are determined from bond angle distribution
function (BADF). The algorithms used for calculating RDF and BADF are
described in Sections 2.3.1 and 2.3.2, respectively. Comparison of the
results is presented in Section 2.3.3.
2.3.1 Algorithm for RDF calculation
Bond lengths can be determined from the RDF. For a crystalline structure,
the RDF plot should consist of well-defined 8-function peaks at 0 K, from
which we can easily obtain interatomic distances and thus bond lengths.
The RDF is a well-defined concept and is described in standard solid-state
references (see, for example, Kittel [14]). However, the algorithm to
calculate it from computer model structures, although not complicated, is
not readily obtainable from the literature. As a result, a RDF calculation
algorithm is described in detail here. First a few definitions
Concentration of atoms: number of atoms per unit volume
p(r): the concentration of atoms at distance r from a given atom
po: the average concentration of atoms
p(r) = g(r) - po
g(r) is the radial distribution function.
We will first calculate p(r) and po. The quotient of the two will be the
required RDF, g(r). The algorithm can be broken down into the following
steps
1) Define the desired range of r for the RDE For example, range = 10 A.
2) Choose a discretization width dr, which defines the resolution in the
RDF. For example, dr = 0.002 A.
3) Choose the pair of atoms, atoml and atom2, that defines the partial
RDF. For example, to calculate Si-O RDF, choose Si as atoml and O
as atom2. To calculate a total RDF without specification, no atom
needs to be chosen at this step.
4) Select an atoml in the system and count number of atom2 atoms that
are within distance (r, r + dr) from atoml. Denote this count as n(r).
When calculating distances between atoms, make sure to take
periodic boundary conditions into consideration (see, for example,
Allen and Tildesley [15] for how to calculate distances under periodic
boundary conditions).
5) Because (47[r 2) dr p(r) = n(r), we can calculate p(r) using p(r) = n(r) /
(42r 2 dr).
6) Accumulate n(r) from r = 0 to the range chosen in step 1) to get the
total count of atom2 atoms within the chosen range from the chosen
reference atoml atom.
7) The total volume is 4n(range 3)/3.
8) Divide the total count in 6) by the total volume in 7); this is the
average concentration po.
9) Divide the p(r) in step 5) by the po in step 8) to obtain the RDF for the
reference atom chosen in step 4). Calculate the RDF for all atoml
atoms or for all atoms in the system if no specific atom l is chosen in
step 3). The average of all these respective RDFs is the RDF result
sought.
The above algorithm calculates the RDF for a given system configuration.
This configuration could be the model zircon crystalline structure we have
developed in Section 2.2, or it could be a snapshot of the zircon structure
during the course of molecular dynamics simulation. In the latter case, in
order to achieve better statistics and therefore smoother RDF curves, it is
often necessary to calculate RDFs at multiple snapshots (at multiple time
steps) near the end of the MD simulation and take the average of these
RDFs as the final result. For example, some RDFs calculated in Chapter 4
and Chapter 7 are averaged over the final 5.0 ps of simulations.
2.3.2 Algorithm for BADF calculation
The calculation of bond angle distribution function (BADF) is a little more
complicated than that of RDF because a triplet of atoms is involved for each
bond angle, instead of just a pair in the RDF case. In addition, calculating
the bone angle requires the definition of "bond" a priori, which in turn
mandates specification of a bond-length cutoff value (how close two atoms
need to be before they are considered bonded). For Si-O, a substantially
covalent bond actually forms, whereas for Zr-O the bonding is
predominantly ionic and therefore not pairwise directional; we shall,
however, continue to use the term "bond" advisedly for all such attractive
interionic pairs which sit in local minima of a larger Coulomb potential.
Bond-length cutoffs can be determined from the RDF plots calculated using
the algorithm described in Section 2.3.1. Figure 2.11 shows the Si-O RDF of
zircon after performing a molecular dynamic simulation at 5000 K (the
structure has already melted at this temperature). We can choose the bond-
length cutoff at the first valley of RDF plot, with a value of 2.43 A in the
case of Figure 2.11.
Si-O bond cutoff: 2.43 A
9
8
7
6
LL05
?4
3
2
1
0
Figure 2.11: Si-O RDF of zircon at 5000 K. Si-O bond-length cutoff can be
chosen at the first valley.
RDF peaks are much sharper for crystalline structures. Figure 2.13 in
Section 2.3.3 is the Si-O RDF plot of crystalline zircon where the sharp
peaks are apparent. In that case, there is no "valley" in the curve, so we
cannot use the method used in Figure 2.11. Instead, we can take the average
of the locations of first two peaks as the cutoff value (in other words,
halfway between the nearest and next-nearest neighbors for the pair of
specified atom types). In Figure 2.13, the first and second RDF peaks are at
distances of 1.62 A and 3.33 A, respectively, so the cutoff value can be
chosen as (1.62 + 3.33) / 2 = 2.475 A. This procedure gives the same results
for O-Si and Si-O cutoffs because the sharp peaks in O-Si and Si-O RDF
plots appear at the same locations.
These rules for determining bond-length cutoff values may not be the best
ones; they are certainly not the only choices made. But they will nonetheless
be used throughout this study when bond-length cutoff values need to be
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determined, because they are reasonable and fit our needs sufficiently well.
Another difficulty when calculating BADF is to actually calculate the bond
angle for a triplet of atoms. Again periodic boundary conditions need to be
taken into consideration. Figure 2.12 is a two-dimensional example. In this
figure, the rectangle in the center denotes the simulation cell and the other 8
rectangles are image replicates from imposition of periodic boundary
conditions. To calculate the bond angle between bond 1-2 and bond 2-3, the
angle 1-2-3', not the angle 1-2-3, should be chosen because atom 3' is
closest to atom 2 of all the images of atom 3 (including atom 3 itself).
Figure 2.12: Taking periodic boundary condition into consideration when
calculating bond angles. The rectangle in the center is the simulation cell.
The other 8 rectangles are its replicates from imposition of periodic
boundary conditions. The bond angle between bond 1-2 and bond 2-3 is
properly the angle 1-2-3', because atom 3' is closest to atom 2 of all the
images of atom 3 (including atom 3 itself).
The Law of Cosines can be used to actually calculate the numerical value of
the bond angle. Again, we use Figure 2.12 as an example of calculating
bond angle 1-2-3' and denote the length of bond 1-2 as a; length of 2-3' as b;
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length of 1-3' as c; and the angle we want to calculate (1-2-3') as 0. From
the Law of Cosines we have: c2 = a2 + b2 - 2ab cosO. Solving this equation
will give us get the angle 0 we want once we know values of a, b and c,
which can be calculated from atom positions.
With the problems of defining bond-length cutoff values and calculating
bond angles sorted out, we are ready to present the algorithm for BADF
calculation. First are some definitions
Concentration of angle: count of bond angles per unit angle interval.
p(O): concentration of angle at angle 0.
po: average concentration of angle.
p(O) = g(0) -po
g(0) is the bond angle distribution function.
We will first calculate p(O) and po. The quotient of the two will be the
required BADF, g(0). The algorithm we use can be broken down into the
following steps, which are parallel to the RDF calculation algorithm
presented in Section 2.3.1. To calculate the bond angle distribution function
for atoml-atom2-atom3 bond angles
1) Choose a discretization width dO, which defines the resolution of the
BADF. For example, dO = 0.020.
2) Define bond-length cutoff values for bonds atoml-atom2 and atom2-
atom3.
3) For each triplet of atom l-atom2-atom3 in the system, compare the
lengths atoml-atom2 and atom2-atom3 (taking periodic boundary
conditions into consideration) to the cutoff values defined in step 2).
If any one of these distances is longer than the corresponding cutoff,
no bond angle exists for this triplet of atoms. In this case, progress to
consider the next atoml-atom2-atom3 triplet. Otherwise, calculate the
atom l-atom2-atom3 bond angle, again taking periodic boundary
conditions into consideration. Iterate through all atom l-atom2-atom3
triplets in the system and count the number of angles in each interval
(0, 0 + dO). Denote this count as n(O).
4) Because dO p(O) = n(O), we can calculate p(O) using p(O) = n(O) / dO.
5) Accumulate n(O) from 0 = O0 to 0 = 1800 to obtain the total count of
atoml-atom2-atom3 bond angles from 00 to 1800.
6) Divide the total bond count by 1800 to obtain the average
concentration of angle po.
7) Divide the p(O) in step 4) by the po in step 6) to obtain the BADF
sought.
The above algorithm calculates the BADF for a given system configuration.
This configuration could be the model zircon crystalline structure we have
developed in Section 2.2, or it could be a snapshot of the structure during
the course of molecular dynamics simulations. In the latter case, in order to
achieve better statistics and therefore smoother BADF curves, it is often
necessary to calculate BADFs at multiple snapshots (at multiple time steps)
near the end of the MD simulation and take the average as the final result.
For example, we generally calculate the BADF by averaging over the last
5.0 ps of our MD simulations.
2.3.3 Comparison of model and experimental zircon structures
Using the algorithm given in Section 2.3.1 and the crystalline zircon
structure model developed in Section 2.2, we can calculate RDFs for various
pair of atoms, from which we can obtain bond lengths.
The first peak of Figure 2.13, the Si-O RDF of crystalline zircon, occurs at a
distance of 1.62 A. So Si-O bond length is 1.62 A. In the Zr-O RDF (Figure
2.14), the first two peaks are very close to each other. The first peak is
located at a distance of 2.13 A and the second 2.27 A. They denote two
different Zr-O interatomic distances in the ZrO8 triangular dodecahedron,
agreeing with the experimental fact that in zircon ZrO8 triangular
dodecahedral unit four oxygen atoms are closer to the Zr atom in the center
than the other four. The bond length difference is (2.27 - 2.13) / 2.27 - 6.2%,
also in agreement with the experimental value. In Figure 2.17, Zr-Zr
interatomic distance (not bond length, because Zr does not form a "bond" to
another Zr) is found to be 3.63 A. Other bond length values and interatomic
distances shown in Table 2.1 are determined similarly.
Figure 2.19 shows what could be called total radial distribution function
(total RDF). When calculating the partial RDF for a given pair of atoms, we
care about atom identities. For example, for Si-O RDF, we count number of
oxygen atoms at different distances from a silicon atom. In the total RDF,
however, we no longer care about the identity of atoms. Pairs of atoms of
any type are counted in calculating RDE
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Figure 2.13: Si-O partial RDF of crystalline zircon.
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Figure 2.14: Zr-O partial RDF of crystalline zircon.
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Figure 2.15: Si-Zr partial RDF of crystalline zircon.
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Figure 2.16: Si-Si partial RDF of crystalline zircon.
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Figure 2.18: 0-0 partial RDF of crystalline zircon.
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Figure 2.17: Zr-Zr partial RDF of crystalline zircon.
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Figure 2.19: Total RDF of crystalline zircon.
Bond angles are calculated analogously: we calculate the BADF and look
for peaks in the BADF plots. As described in Section 2.3.2, we first need to
define bond length cutoffs before we can calculate bond angles.
The following bond angles are calculated: Zr-O-Zr, Zr-O-Si, O-Si-O and 0-
Zr-O, so we need bond length cutoff values for Zr-O and Si-O. Bond angle
for Si-O-Si can not be calculated in crystalline zircon because there is no
bridging oxygen between Si ions. (However, in melted, melt-quenched or
radiation-induced amorphous zircon, Si coordination units are polymerized
and there are bridging oxygen ions between Si ions. Polymerization of Si
coordination units is investigated in Section 7.4.)
The Si-O bond length cutoff value has already been determined in Section
2.3.2 as 2.475 A. For Zr-O, we refer to Zr-O RDF plot in Figure 2.14. The
first three peaks are at 2.13 A, 2.32 A and 4.05 A. As discussed previously,
2.13 A and 2.32 A are the distances of shorter and longer Zr-O bonds in
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ZrOs triangular dodecahedra, so both of them should be considered
distances between Zr and the first shell of neighboring O atoms. The second
shell is at a distance of 4.05 A (where the third peak of Zr-O RDF plot
occurs). If we again use the average of the distances to the first and second
shells of neighbors as the cutoff value, the Zr-O bond-length cutoff value is
(2.32 + 4.05) / 2 = 3.185 A. This is the bond-length cutoff value we will use.
With bond-length cutoff values defined, we are ready to calculate the BADF.
O-Si-O, O-Zr-O, Zr-O-Zr and Zr-O-Si bond angle distribution functions are
shown in Figures 2.21, 2.22, 2.23 and 2.24, respectively. The sharp peaks in
Figure 2.21 occur at angles 96.990 and 116.050, which are therefore the
values of O-Si-O bond angles. These are the values shown in Table 2.1.
Other bond angle values shown in the table are determined similarly.
The existence of two kinds of angles (96.990 and 116.050) means the SiO 4
tetrahedra in zircon are seriously distorted. This is one of the reasons why
three-body potentials that keep O-Si-O angle at 1090 are not optimal for
zircon. To form an O-Si-O bond angle, there are totally six ways to choose
two O atoms from the four O atoms surrounding each Si. Two out of the six
choices yield a bond-angle value of 97.000, shown in Figure 2.20. The edge
connecting the two O atoms involved in the 97.000 O-Si-O bond angle is
shared between SiO 4 and ZrO8 units. The other four of the six choices yield
an O-Si-O bond angle value of 116.04'. The ratio of bond angles (2:4)
agrees with what we see in Figure 2.21. The slight differences between bond
angles calculated directly from atom positions in Si0 4 unit and from the
location of the sharp peaks in BADF of Figure 2.21 (97.000 versus 96.990
and 116.040 versus 116.050) are artifacts of the resolution chosen when
calculating BADF using the algorithm described in Section 2.3.2.
CLba
Figure 2.20: Two kinds of O-Si-O bond angles (97.000 and 116.040) exist in
zircon crystalline structure. There are totally six ways to choose two O
atoms from the four O atoms surrounding each Si to form an O-Si-O bond
angle. Two of them yield bond angle value of 97.000, shown in the figure.
The other four yield 116.040.
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Figure 2.23: Zr-O-Zr BADF of crystalline zircon.
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Figure 2.24: Zr-O-Si BADF of crystalline zircon.
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Table 2.1: Comoarison of model and ex erimental zircon structures
SiO 4 Tetrahedron: SiO 4 Tetrahedron:
Si-O: 1.622 A, {4} (multiplicity in {}) Si-O: 1.622 A, {4} (multiplicity in {})
0-0(1): 2.430 A, {2} Angle at Si: 97.0 0-0: 2.430 A, {2} Angle at Si: 96.99
0-0(2): 2.752 A, {4} Angle at Si: 116.06 0-0: 2.752 A, {4} Angle at Si: 116.05
ZrOs Triangular Dodecahedron: ZrOs Triangular Dodecahedron:
Zr-O(A): 2.268 A, {4} Zr-O(A): 2.269 A, {4}
Zr-O(B): 2.131 A, {4} Zr-O(B): 2.130 A, {4}
O(A)-O(A'): 2.430 A, {2} Angle at Zr: 64.8 O(A)-O(A'): 2.430 A, {2} Angle at Zr: 64.76
O(A)-O(B): 2.842, {8} Angle at Zr: 80.41 O(A)-O(B): 2.842 A, {8}, Angle at Zr: 80.404
O(A)-O(B'): 2.494, {4} Angle at Zr: 69.00 O(A)-O(B'): 2.494 A, {4}, Angle at Zr: 69.005
O(B)-O(B'): 3.071, {4} Angle at Zr 92.23 O(B)-O(B'): 3.071 A, {4}, Angle at Zr: 92.233
Cation-Cation Distances: Cation-Cation Distances:
Zr-Zr': 3.626 A, Angle at O: 111.02 Zr-Zr': 3.626 A, Angle at 0: 110.995
Zr-Si: 2.991 A, Angle at 0: 99.17 Zr-Si: 2.991 A, Angle at 0: 99.120
Zr'-Si: 3.626 A, Angle at 0: 149.81 Zr'-Si: 3.626 A, Angle at 0: 149.885
From Table 2.1, we can see that the zircon model structure developed in
Section 2.2 reproduces experimental bond lengths, bond angles and
coordination numbers (multiplicities in Table 2.1) very well. This shows that
the shift of origin and sign reversal of y, used in Section 2.2 when
developing the model, does not alter zircon structure in any physically
significant way, as expected.
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Chapter 3: Empirical potential for zircon simulation
3.1 General requirements of potential model for cascade simulations
This chapter evaluates zircon potential models available in the literature.
The best one among those evaluated is found to reproduce key experimental
properties required for collision cascade simulations quite well and is thus
used for later simulations.
Empirical potentials are often used in computer modeling of materials.
Ideally, we would want all material properties calculated using the empirical
potential to match experimental values. However, each potential model, no
matter how complex it is, has only a limited number of parameters that can
be varied. It is unrealistic to expect to reproduce a potentially infinite
number of experimental properties using potentials with limited parameters.
However, this doesn't mean that empirical potentials are not useful. Some
properties are more important than others in certain applications, so
although in general we cannot reproduce every experimental property, in
many cases it is sufficient to reproduce just the properties that are important
in the relevant context.
For molecular dynamics (MD) simulations, at a minimum the potential
model should be able to reproduce the crystalline structure and fundamental
equilibrium mechanical properties. For collision cascade simulations,
because the system will be brought far from equilibrium by the thermal
spike and shock wave created by the collision cascade, the requirements of
the potential model are more restrictive. In addition to the properties
mentioned above, it is also crucial to reproduce fundamental equilibrium
thermodynamic properties and kinetic properties.
There is a tradeoff when selecting a potential model for zircon collision
cascade simulations. On one hand, zircon has a complex structure and tends
to require complex potentials for accurate modeling; on the other hand, due
to the long range electrostatic forces inherent in a partially ionic structure,
combined with the small time step size and large simulation cell required for
high energy cascade simulations, collision cascade simulation for zircon is
computationally expensive and demands simpler potentials.
Investigators in this field generally have favored simpler potentials over
more complex ones. Mostly two-body potentials are used. This is a useful
simplification so long as the key properties can be reproduced with
reasonable accuracy using the potential. However, as can be seen later in
this chapter, some of the potentials published in the literature cannot
reproduce elastic constants well, while others do not take into account
thermal and kinetic properties. It is found that investigators in this field
generally have recognized the importance of reproducing the crystalline
structure. However, without the ability to reproduce other crucial properties,
the potentials are unfit for collision cascade simulations and conclusions
drawn from simulations based on these potentials should be viewed
cautiously.
Many potential models for collision cascade simulations include a short-
range Ziegler-Biersack-Littmark (ZBL, [1]) part. The ZBL potential is a
universal screened Coulombic potential that applies very well to a wide
range of nuclei in close encounters [1]. Its form will be shown in Section 3.2.
It is necessary to include the ZBL potential at short range because most, if
not all, empirical potentials are developed and fitted to experimental
material properties at or near equilibrium. Their applicability to atoms at
short range is uncertain. Some potential models are known to exhibit
unrealistic behavior when the interatomic distance is close to zero. These
potentials can be used successfully at or near equilibrium, but for collision
cascade study, where particles can get very close to each other, shifting to a
well-established potential form such as ZBL at short range is preferred.
The ZBL potential can be incorporated into the complete potential model in
many different ways. At equilibrium distance, most potential models already
have a short-range part (such as the Born-Mayer form) in addition to a
possible long-range part (such as Coulombic interaction). There is much
freedom in choosing how a gradual elision is achieved. In some models, the
short-range interaction is gradually elided into the ZBL form as the
interatomic distance is decreased. In others, the ZBL part is turned on when
the distance is shorter than a predefined threshold and turned off when it's
not. See Section 3.2 on how the ZBL potential is included in some of the
candidate potential models.
The potential chosen is of fundamental importance because every
conclusion derived from simulations depends on its accuracy. Potential
development has always been difficult for computer simulation studies of
complex structures like zircon, and often investigators do not agree on
whether a potential is good enough. For example, Trachenko et al. [2]
developed a theory based on MD simulation results to explain the large
swelling of zircon under irradiation. They performed molecular dynamics
simulation of the overlap of two radiation events and found that the first
event produced a damage region where the core is depleted and the
boundary is densified. The damage produced by the second event was found
to scatter away from the densified boundary. These results, combined with
percolation theory, were used by them to develop a new model for swelling.
However, Corrales et al. [3] criticized this study. They claim that the
potential used by Trachenko et al. reproduced only some of the
crystallographic properties at equilibrium and did not adequately describe
the atomic scattering physics for zircon. The interatomic potential model
used by Trachenko et al., they claim, yielded a significantly more rigid
structure, with very high Frenkel defect formation energies and extremely
low entropy and specific heat capacity. The potential used also did not
include ZBL at short-range. For their part, Trachenko et al. refuted their
claims in defense of their potential model [4]. Trachenko et al. claim that
their simulation results were not significantly altered if the ZBL potential
was included. At the same time, they also pointed out several weaknesses of
the potential model used by Corrales et al. They commented that the
Corrales et al. potential model was inherently unstable in simulations, with a
negative value of the elastic constant C66. They also claim that the zircon
structure fell apart even when equilibrating at 300 K when the Corrales et al.
potential was used.
There are still other arguments advanced on both sides of this controversy,
which will not be discussed here. The controversy clearly arises because
there is no consensus on which criteria, of the many different criteria against
which an interatomic potential model for simulations of radiation damage in
ceramics can be assessed, are paramount.
In the next section, we will test the empirical potentials used by these two
sets of investigators, together with some other potentials published recently
in the literature, against the requirements describe at the beginning of this
section. It turns out that both their potentials have shortcomings and most of
the criticisms on both sides apply. The final empirical potential model
chosen for this study is neither of the two potentials involved in this
controversy.
3.2 Candidate potential models
Five potential models have been published in recent literature for use in
zircon MD simulations. They are referenced here as potentials 1, 2, 3, 4 and
5 for convenience. Because many of the potential models include or elide
into the same ZBL potential at short range, we describe the ZBL potential
before providing further details of these candidate potentials.
For nuclei with charges Z1 and Z2, the Coulombic potential between the two
is
V = Z ,e (3.1)
4Zror
where e = 1.6022 x 10-19 C is the elementary charge, co = 8.8542 x 10-12 F/m
is the vacuum permittivity and r is the distance, in meters, between the two
charges.
The ZBL potential is a screened Coulombic potential with the form
V = ZZ2e 2q), (3.2)
The only difference between the ZBL and Coulombic potentials is the
addition of a screening function D. There have been several proposed forms
for D in different potential models, but in the ZBL potential P is of form
Q = 0.18175e '3 1998 + 0.50986e - 94229 + 0.28022e-04029 - + 0.02817e 0.20162, (3.3)
r 0.8854a owhere x =-, r is the distance between the two particles, a, = 023+ z23
a, Z, +2
and a = = 0.5292 A is the Bohr radius.
me
3.2.1 Potential 1 detail
Potential 1 is from
interatomic part and
forms and parameters
Trachenko et al. [5] and contains a short range
a long range Coulombic part. Table 3.1 shows the
of the short range part.
Table 3.1: Short range part of potential 1
Zr-O r C h A= 1477 eV, p = 0.317 A,Ae P - (Buckingham) C =
0-0 -rC A = 9245 eV, p = 0.2617 A,
Ae P -, (Buckingham) C = 100 eV A6
Si-O D(e-2a(r- ro) -2e"ar-"ro) (Morse) D = 1.252 eV, a = 2.83 A-',
ro = 1.627 A
Cutoff values for the short-range potential were not reported. The long-
range electrostatic interaction is of the classical Coulombic form (3.1). The
only parameters needed for Coulombic interactions are the charges of the
ion cores, which are given in Table 3.2 and are seen to represent partial
charges.
Table 3.2: Ion core charges of potential 1
Zr +3.428
Si +1.356
0 -1.196
The authors stated that at short distances the pair potentials were fitted to the
ZBL potentials, but did not specify how this was done.
3.2.2 Potential 2 detail
Potential 2 is from Trachenko et al. [6]. It uses a Buckingham pair-potential
Cform Ae P 6 for Si-O, Zr-O and 0-0 interactions. The parameters arer
given in Table 3.3.
Table 3.3: Buckingham potential parameters of potential 2
Si-O 1354.9546 0.3104097 5.33
Zr-O 8000000 0.14 0
O-O 22764 0.149 27.879
Cutoff values for these Buckingham potentials were not reported.
Trachenko et al. [2] stated that the Si-O potential parameters used in [6] are
taken from simulation of quartz by Sanders, Leslie and Catlow [7], where a
three-body potential was also used, with parameters selected to keep the 0-
Si-O angle in the SiO 4 tetrahedron at approximately 1090. However, as seen
in Chapter 2, the SiO4 tetrahedron in zircon is not exactly a regular
tetrahedron. The O-Si-O bond angles have two values: 970 and 1160, not a
single value of 1090. The three-body potential used to maintain the O-Si-O
angle at 1090 is thus not used in zircon simulations.
The long-range electrostatic interaction is of the classical Coulombic form.
The ion charges used, given in Table 3.4, are the formal ion charges.
Table 3.4: Ion charges of potential 2
Ion Name Charge
Zr +4.0
Si +4.0
0 -2.0
3.2.3 Potential 3 detail
Potential 3 is from Crocombette and Ghaleb
Bom-Mayer-Huggins (BMH) type is used
potentials have the form
a i +OUj--•
j = b(1 + .+ )e Pl
Hi nj
[8]. A two-body potential of the
for each pair of atoms. BMH
1+ qjqj
4+mo ri (3.4)
where qi and qj are charges of the interacting ions i and j; ni and nj are the
numbers of valence shell electrons (ni = 8 for all ions in the case of zircon).
The values of parameters b, pij, and ai are given in Table 3.5.
Table 3.5: BMH potential parameters of notential 3
b 0.221 eV
PY Si-O 0.29 A
Zr-O 0.29 A
0-0 0.35 A
a Si 1.11 A
O 1.42 A
Zr 1.31 A
The charges qi and q, for Zr, Si and O are given in Table 3.6.
Table 3.6: Ion charges of potential 3
Zr +4.0
Si +4.0
1 -2.0
The cutoff radius of the exponential term is 6.7 A.
For interatomic distances smaller than 1 A, the interaction is represented by
the ZBL potential. The two kinds of potentials are connected between 0.9
and 1.0 A with a fifth-order polynomial to ensure continuity of the potential
and of its first two derivatives, but the exact form of this fifth-order
polynomial is not given in [8].
3.2.4 Potential 4 detail
Potential 4 is from Devanathan et al. [9]. The interactions for Zr-O, Si-O
and 0-0 atom pairs are in the form of Born-Mayer potential given by
V = Ae P, (3.5)
where r is the distance between atoms, A and p are potential parameters
which are shown in Table 3.7.
Table 3.7: Born-Mayer potential parameters of potential 4
Zr-O 1967.0 0.305004
Si-O 1277.0 0.227225
0-0 1755.0 0.306820
The cutoff value for Born-Mayer potential is 10 A.
In addition to the Born-Mayer form of potential mentioned above, a
Coulombic electrostatic interaction additionally exists between each pair of
ions, with the charges of the ions given in Table 3.8.
Table 3.8: Ion charges of otential 4
Zr  +3.8
Si +2.0[ -1.45
At distances much less than the equilibrium interatomic separation, the
Born-Mayer potential (VBM) is joined smoothly to the repulsive ZBL
potential (VZBL) using a Fermi function F(r) to give an effective short-range
interaction
(3.6)V(r) = F(r)VM (r) + (1- F(r))Vz7 " (r),
The Fermi function F(r) has the form
P (r) = 1 + e - by (r-r,) ,'
where bf and rf were chosen parameters which are given in Table 3.9.
Table 3.9: Fermi function parameters of potential 4
Zr-Zr 6.0 1.00
Zr-Si 6.0 1.00
Zr-O 6.0 0.87
Si-Si 6.0 1.00
Si-O 6.0 0.62
0-0 6.0 0.30
3.2.5 Potential 5 detail
Potential 5 is from Park, Weber and Corrales [10]. In this potential model,
C
the interaction between ions has a Buckingham form Ae P 6 with
r6 h
parameters shown in Table 3.10.
Table 3.10: Buckingham otential arameters of otential 5
Zr-O 1400.8284 0.3500 10.000
Si-O 1380.9073 0.3205 10.000
O-O 22764.000 0.1490 10.879
A cutoff value for Buckingham potential was not reported. There are also
(3.7)1"• f N.
classical Coulombic interactions between the ions. The charges of the ions,
shown in Table 3.11, are the formal charges.
Table 3.11: Ion charges of otential 5
Zr +4.0
Si +4.0
O -2.0
At very short distances, the ZBL repulsive potential is used. When the
distance is greater than 1.0 A, the ZBL potential is turned off; when distance
is less than or equal to 1.0 A, the ZBL potential is turned on while the
Buckingham potential is turned off.
3.3 Evaluation of potentials
In this section, we evaluate the five potential candidates presented in
Section 3.2. Version 1.3 of the GULP code [11] is used for this analysis. The
General Utility Lattice Program (GULP) is designed to perform a variety of
tasks relating to three dimensional solids. Quotes from GULP's manual [12]:
"Although it started life as an attempt to produce an input-file-driven
program for interatomic potential fitting, it has now expanded to encompass
energy minimization, phonon calculations and other useful facilities".
We first ascertain that the zircon crystalline structure can be reproduced
with acceptable accuracy, using the various potential candidates in turn.
Starting with the zircon model structure deduced from experiment in
Chapter 2, GULP was used to perform energy minimization to find the local
minimum energy configuration. This configuration should be close to the
original crystalline structure for acceptable potentials.
Among other results, the GULP output file gives lattice constants and
oxygen position parameters u and v for energy minimization calculations of
materials belonging to the space group I4 1/amd. From these outputs, the
zircon structure can be generated, just as was done in Chapter 2 from
experimental data. This structure is then the stable structure under the
specific potential used. After having generated the zircon structure, bond
lengths and bond angles can be calculated. The algorithm described in
Section 2.3.1 can be used to calculate RDF, from which bond length can be
determined; the algorithm described in Section 2.3.2 can be used to
calculate BADF, from which bond angle can be determined. The calculated
results are compared to experimental values in Table 3.12, with percent
deviations given in parentheses.
Table 3.12: Comparison of zircon experimental structure with stable
structures resulting from use of various candidate potentials in the GULP
(A 3)
Lattice constant a
(A)
Lattice constant c
(A)
u
Si-O bond length(A)
Zr-O bond length
(A)
O-Si-O bond
angle
O-Zr-O bond
angle
Zr-O-Si bond
angle
Zr-O-Zr bond
angle
6.607
5.982
0.8161
0.3203
1.62
2.13
2.27
97.0
116.1
64.8
69.0
80.4
92.2
133.8
135.5
157.2
99.1
149.9
111.0
(-0.36%)
6.641
(+0.52%)
5.900
(-1.38%)
0.8151(-0.13%)
0.3320
(+3.66%)
1.58
(-2.47%)
2.15
(+0.94%)
2.31
(+1.76%)
102.2
(+5.36%)
113.2
(-2.50%)
64.2
(-0.93%)
70.9
(+2.75%)
79.0
(-1.74%)
92.9
(+0.76%)
135.1
(+0.97%)
135.9
(+0.30%)
154.0
(-2.04%)
96.8
(-2.32%)
154.1(+2.80%)
109.1
(-1.71%)
(-0.82%)
6.475
(-2.00%)
6.177
(+3.26%)
0.8344
(+2.24%)
0.3188
(-0.48%)
1.55
(-4.32%)
2.21
(+3.76%)
2.24
(-1.32%)
87.5
(-9.79%)
121.4
(+4.57%)
57.2
(-11.73%)
72.5
(+5.07%)
80.3
(-0.12%)
92.1
(-0.11%)
130.0
(-2.84%)
140.5
(+3.70%)
157.8
(+0.38%)
107.7
(+8.68%)
144.9
(-3.34%)
107.5
(-3.15%)
(+1.71%)(-27.33%)
5.756
(-12.88%)
5.728
(-4.25%)
0.8153
(-0.10%)
0.3205
(+0.07)
1.48
(-8.64%)
1.86
(-12.68%)
2.12
(-6.61%)
91.9
(-5.26%)
118.9
(+2.41%)
60.2
(-7.10%)
72.5
(+5.07%)
79.2
(-1.49%)
92.7
(+0.54%)
132.6
(-0.90%)
138.5
(+2.21%)
154.9
(-1.46%)
104.0
(+4.94%)
148.5
(-0.93%)
107.5
(-3.15%)
For potentials where cutoff values are not reported in the original references
(potentials 1, 2, 5), a 10 A cutoff is used. No comparison of calculated Si-O-
Si bond angles is made since in crystalline zircon Si-O-Si bond angles do
not exist.
6.602
(-0.08%)
6.093
(+1.86%)
0.8157
(-0.04%)
0.3240
(+1.16%)
1.62
(0.00%)
2.13
(0.00%)
2.32
(+2.20%)
97.2
(+0.21%)
115.9
(-0.17%)
63.3
(-2.31%)
70.6
(+2.32%)
79.6
(-1.00%)
92.6
(+0.43%)
133.9
(+0.07%)
136.5
(+0.74%)
155.6
(-1.02%)
99.8
(+0.71%)
150.8
(+0.60%)
109.4
(-1.44%)
(+0.32%)
6.343
(-4.00%)
6.511
(+8.85%)
0.8152
(-0.11%)
0.3255
(+1.63%)
1.63
(+0.62%)
2.06
(-3.29%)
2.42
(+6.61%)
91.8
(-5.36%)
119.0
(+2.50%)
57.9
(-10.65%)
74.9
(+8.55%)
77.9
(-3.11%)
93.3
(+1.19%)
132.8
(-0.75%)
140.0
(+3.32%)
152.4
(-3.05%)
105.2
(+6.16%)
149.7
(-0.13%)
105.1
(-5.32%)
Mechanical properties, including bulk modulus and elastic constants, can
also be calculated by GULP. Results are shown in Table 3.13.
Table 3.13: Comparison of experimental zircon bulk modulus and elastic
constants with those calculated using the candidate potentials
Property, Ep a ,Potwnial t efotigdi2 Potential 3 Potential 4 Potential 5
Bulk modulus 225.0 222.12 577.05 550.18 223.12 259.28
(GPa) (-1.28%) (+156.47%) (+144.52%) (-0.84%) (+15.24%)
CiI (GPa) 424.0 434.39 1148.49 1075.07 445.36 504.76
(+2.45%) (+170.87%) (+153.55%) (+5.04%) (+19.05%)
C33 (GPa) 490.0 519.03 1283.39 1114.17 479.19 522.40(+5.92%) (+161.92%) (+127.38%) (-2.21%) (+6.61%)
C44 (GPa) 114.0 106.58 139.41 229.87 84.35 119.38
(-6.51%) (+22.29%) (+101.64%) (-26.01%) (+4.72%)
C66 (GPa) 49.0 31.51 -0.33 26.70 63.87 -0.0428
(-35.69%) (-100.67%) (-45.51%) (+30.35%) (-100.09%)
C12 (GPa) 70.0 47.99 109.55 191.37 64.08 72.34(-31.44%) (+56.50%) (+173.39%) (-8.46%) (+3.34%)
C13(GPa) 149.0 146.88 385.45 333.76 133.17 171.53(-1.42%) (+158.69%) (+124.00%) (-10.62%) (+15.12%)
From Table 3.13, potential 2 can be eliminated, since the calculated bulk
modulus and elastic constants are too far off compared to the experimental
values: bulk modulus, C11, C33, C66 and C13 all exhibit more than 100%
differences. C66 is even more troublesome: it has a negative value. The
structure cannot behave correctly in MD simulations using this potential.
Potential 2 is from reference [6], whose authors indeed used this potential
for MD simulations of zircon. The original paper verified the potential only
by comparing unit cell parameters, bond lengths and bond angles calculated
using the potential to the experimental values (Table 2 in [6]), but didn't
mention bulk modulus and elastic constants at all. Given the fact that
mechanical properties cannot be reproduced well using this potential, the
conclusions made in the paper [6] should be viewed with great caution.
Potential 5 also has the same problem: a negative value of C66 . Potential 5
is from reference [10], which used MD simulations to determine threshold
displacements energies and defect formation in zircon. This study did verify
the potential by comparing the calculated unit cell parameters and elastic
constants to experimental values (Table III in [10]). The values of C11, C3 3,
C 44 , C 12 and Ci 3 shown in the last column of Table III of [10] agree with the
values we calculated in Table 3.13, and are not too off from experimental
values. However, mysteriously, Table III of reference [10] did not report a
C66 value, even though all other elastic constants are reported. We will avoid
using potential 5 in this study because of its negative C66 value.
Potential 3 can also be eliminated. Although it produces a positive C66 value,
elastic constants calculated using this potential are too large: +153.6%
greater than the experimental value for CI1, +127.4% for C33, +101.64% for
C44 , +173.4% for C12 and +124.0% for C13. The structure would be too stiff
if this potential was used. Again, let's see why this is happening: did the
authors check the potential? Potential 3 is from reference [8], and it turns
out that the authors of [8] did not check the potential against elastic
constants.
This leaves us with potentials 1 and 4. Both potentials did equally well on
the properties compared in Tables 3.12 and 3.13. Thermal properties and the
dielectric constant E calculated using these two potentials are shown in Table
3.14. Again, GULP 1.3 was used for the calculations.
Table 3.14: Thermal properties and dielectric constant calculated using
rtlPnrtal 1 QrI Ad
C, at 300 K
(J mol' K-')
Entropy at 300 K
(J mol' K-')
Dielectric
constant E
98.6
84.4
8-12
93.55
(-5.12%)
76.17
(-9.75%)
xx = Eyy = 3.90;
Fzz = 4.40
102.1
(+3.55%)
84.4
(0.00%)
Exx = yy = 5.44;
s~, = 12.0
Some comments are offered here on how the values in Table 3.14 are
calculated. Dielectric constants are directly available in the output file of
GULP. For entropy, the unit for the experimental value is Joule per Kelvin
per mol formula unit, but the output from GULP yields entropy in units of
Joule per Kelvin per mol primitive cell. Because each zircon primitive cell
contains two ZrSiO4 formula units, we need to divide the entropy value in
the GULP output file by 2 before it is compared to the experimental value.
For example, the entropy value shown in GULP output file calculated using
potential 4 is 168.73 J/(mol K). Dividing this by 2 yields the value 84.4
shown in Table 3.14.
For heat capacity, the result directly available in the GULP output file is the
heat capacity at constant volume. To transfer to the heat capacity at constant
pressure shown in Table 3.14, we can use the following well-established
relationship (see, for example, Atkins [20])
a2TVc, = C,+ 2- , (3.8)
KT
where a is expansion coefficient, with an experimental value of 11.80 x 10-6
K-1 [21]; T is system temperature and we will use T = 300 K for room
temperature; V is the molar volume and can be calculated from density and
molecular molar weight. Molar weight M for zircon is
M =(91.224 + 28.0855 + 15.9994 x 4) x 10-3 (kg/mol)
= 183.307 x 10-3 (kg/mol)
The density of zircon is 4.675 x 103 (kg/m3) [21], so molar volume V is
V = M/Density = 39.21 x 10-6 (m3/mol)
KT is isothermal compressibility and is defined as
-1/V (dV/dP)T = 1/(isotherm bulk modulus)
From [21], experimental value of isothermal bulk modulus is 227.12 GPa,
so iT is 1 / (227.12 x 109).
Collecting the contribution to 3.8, we have
Cp = Cv + (11.80 x 10-6) 2 x 300 x (39.21 x 10-6) x (227.12 x 10)
= Cv + 0.372
Quantities are in units of J/(K mol) in this formula.
For example, in the case of potential 4, Cv calculated by GULP is 203.437
J/(mol K). Dividing this by 2 to transfer from primitive cell to formula unit
basis, we have Cv = 101.719. So C, = 101.719 + 0.372 = 102.1, which is the
value shown in Table 3.14.
From Table 3.14, we see that potential 4 has much better entropy and
dielectric constant values, and a slightly better heat capacity value. Potential
4 also has much better entropy values at higher temperatures (Table 3.15
and Figure 3.1 in Section 3.4, although the values for potential 2 are not
shown) and better calculated kinetic properties (self-diffusion coefficients
and activation energies for self-diffusion calculated in Chapter 4). In
addition, potential 4 has a very clear and detailed analytical description of
how the ZBL potential is included at short range, whereas the paper where
potential 1 is described [5], while mentioning that the potential was fitted to
the ZBL potential at short range, provides no details on how this was
achieved. Considering the overall performance, potential 4 is the winner of
the five candidate potentials. In next section we discuss this potential further.
3.4 Discussion of the chosen potential
In Section 3.3, we have seen that potential 4 is able to reproduce the zircon
crystal structure and the mechanical, thermal and dielectric properties of
crystalline zircon with acceptable accuracy. In this section, we look more
closely at some other aspects of this potential.
Zircon consists of zirconium, a transition metal; silicon, a group IV element;
and oxygen, a group VI element. Although the Si-O interaction is mostly
covalent with partial ionic character, it is well established that a potential
based on ionic interactions is generally suitable for studying zircon's
properties. The formal charges for Zr, Si and O are +4, +4 and -2,
respectively, but it might be useful to use partial charges instead of formal
charges to account for the anisotropy in the zircon structure. Partial charges
also make sense from the point of view that some interactions in zircon,
such as that between Si and 0, are only partially ionic. The chosen potential
indeed uses partial charges, with +3.8 for Zr, +2.0 for Si and -1.45 for 0.
The GULP code also has the ability to fit particle charges. In GULP's input
file, one can specify ion charges as variable (all other potential parameters
fixed) and let GULP fit charges to the crystalline structure and material
properties, such as experimental bulk modulus and elastic constants. The
fitting process needs an initial set of ion charges to start with. If formal
charges (+4 for Zr, +4 for Si and -2 for 0) are used initially, the resulting
charges are: Zr: +3.954; Si: +1.948. By overall charge neutrality, the charge
of O must be -1.476. These values are close to the ones shown in Table 3.8.
The differences are caused by using the experimental zircon crystalline
structure instead of the optimized structure under this particular potential
model. If we use the optimized structure (column 6 for potential 4 in Table
3.12) with lattice parameters a = b = 6.602, c = 6.093 and with oxygen
position parameters u = 0.8157 and v = 0.3240, the optimal charges will be
Zr: 3.800, Si: 2.000, 0: 1.450, exactly the same as those used by the chosen
potential. This is probably because the developers of potential 4 used similar
process to fit ion charges. The charges are not, however, balanced with
respect to potential decomposition products (e.g. SiO 2, ZrO2) that appear in
radiation-disordered or phase-segregated non-crystalline atomic
arrangements, and we explore alternative partial charge choices in Section
6.6.
Coughlin and King [15] showed experimental data of entropy increments as
temperature is increased from room temperature. We have calculated the
same values using the chosen potential, which are compared to experimental
data from [15] in Table 3.15. Data in the second column of Table 3.15 is
directly copied from [15], which reports entropy increments in unit of cal /
(K mol). Data in the third column are the same as those in the second
column, but transferred to unit of J / (K mol) using 1 cal = 4.184 Joule. The
last column shows entropy increments calculated using the chosen potential.
Table 3.15: Comparison of calculated and experimental entropy increments
298 N/A N/A ~J.054 U.UU
300 N/A N/A 84.363 0.68
400 7.53 31.51 116.033 32.35
500 13.86 57.99 143.426 59.74
600 19.48 81.50 167.199 83.51
700 24.50 102.51 188.045 104.36
800 29.01 121.38 206.535 122.85
900 33.08 138.41 223.109 139.43
1000 36.77 153.85 238.106 154.42
1100 40.13 167.90 251.787 168.10
1200 43.22 180.83 264.357 180.67
1300 46.08 192.80 275.977 192.29
1400 48.74 203.93 286.778 203.09
1500 51.23 214.35 296.864 213.18
1600 53.58 224.18 306.324 222.64
1700 55.80 233.47 315.228 231.54
1800 57.91 242.30 323.639 239.95
Figure 3.1 shows the comparison between experimental and calculated
entropy increments. The agreement between calculated and experimental
values is apparent.
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Figure 3.1: Comparison of experimental [15] and calculated entropy
increments from room temperature to different temperatures
We saw in Section 3.2 that four out of the five candidate potentials
(potentials 1, 3, 4 and 5) have incorporated the ZBL potential at short range,
all using different, or unknown, ways. Different potential models can
certainly incorporate the ZBL potential in different ways, but there are some
basic requirements on the way the ZBL potential should be included. First
of all, the equilibrium properties should not be changed. This means that, at
distances comparable to or greater than the equilibrium interatomic distance,
the ZBL-incorporated potential should be very close to the original non-
ZBL-incorporated potential. Another requirement is that, at very short
distance, the ZBL potential should be the dominant part, since this is the
purpose of introducing it in the first place. In addition, the potential and its
derivative should be continuous functions, so that no artificial
discontinuities are introduced into the system.
The chosen potential (potential 4) incorporates the ZBL potential using the
relationship
200 400 600 800 1000 1200 1400 1600 1800
Temperature (K)
* Experimental -Calculated
V(r) = F(r)VBM (r) + (1- F(r))VzBL (r),
where F(r) is the Fermi function (F(r)= 1+ (r). For potential V to be
close to VBM at r comparable to equilibrium interatomic distance, and close
to VZBL at small r, we require F(r) to be close to 1 when r is comparable to
equilibrium interatomic distance and close to 0 when r is very small. The
parameters for the Fermi function used by potential 4 have already been
shown in Table 3.9. We explore whether these choices meet the above
mentioned requirements.
From Table 3.9, we can see that for Zr-Zr, Zr-Si and Si-Si interactions, the
parameters are the same: bf = 6.0 and rf = 1.0. Figure 3.2 is the plot of the
Fermi function using these two values:
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Figure 3.2: Fermi function to incorporate the ZBL potential for Zr-Zr, Zr-Si
and Si-Si interactions.
(3.9)
The shortest interatomic distances for Zr-Zr, Zr-Si and Si-Si atom pairs are
3.627 A, 2.991 A and 3.627 A, respectively. We can see in Figure 3.2 that at
these distances F(r) is indeed very close to 1. As r goes to 0, F(r) decreases
quickly to 0, as required. The other interactions use different bf and rf values,
but the Fermi functions all behave similarly and meet the requirements.
There is actually much freedom in choosing bf and rf values to meet the
requirements. In addition, using Fermi function is by no means the best or
the customary way to combine equilibrium potential and the ZBL potential
together. For example, potential 3 uses a fifth order polynomial function.
Finally, Figure 3.3 shows the potential energies for Zr-O, Si-O and 0-0
interactions. Figure 3.4 shows the same interactions but excluding long
range Coulombic part of the potentials. That is, only the Born-Mayer parts
combined with the ZBL potential are included.
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Figure 3.3: Potential energies of Zr-O, Si-O and 0-0 interactions.
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Figure 3.4: Short range potential energies of Zr-O, Si-O and 0-0
interactions (potentials excluding Coulombic parts).
The potential functions are continuous functions. Although not shown here,
the first derivatives of potentials are also continuous.
Thus far the potential looks good on the properties we have checked, but we
cannot say we have full confidence in using this potential for collision
cascade MD simulations yet. MD simulations are not involved in any of the
previous calculations, and we have not tested any kinetic behavior of zircon
under this potential. In next chapter, we will first test whether zircon
structure can hold at 300 K in MD simulation using the chosen potential.
Then we will move on to calculate melting temperature and some kinetic
properties, such as self-diffusion coefficients and activation energies for
self-diffusion.
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Chapter 4: Non-cascade MD simulations of zircon
After obtaining zircon crystal structure and choosing an empirical potential,
we are ready for MD simulations. The simulations in this chapter do not
include any radiation-induced collisions from the introduction of energetic
primary knock-on atoms (PKA). PKAs are introduced into the simulations
beginning in Chapter 5.
4.1 Simulation setup details
This section discusses the computer hardware, simulation software and the
starting zircon structure for simulation. The starting configuration for
simulation is not exactly the zircon crystal structure derived from
experimental data in Chapter 2; see Section 4.1.3 for details.
4.1.1 Beowulf cluster hardware
For many years, Beowulf clusters have been cost-effective alternatives to
expensive supercomputers. Beowulf clusters use only available mass-
commodity PCs and components, the main reason Beowulf clusters are
much cheaper than large supercomputers. Individual PCs (or nodes, as they
are often called in the context of clusters) do their computations in parallel
and communicate with each other through a fast network.
The hardware specifications of the Beowulf cluster used for simulations are
not particularly important for this study, as the main conclusions do not
depend on what computers are used, but they are listed here for
completeness. The Beowulf cluster used has 16 dual processor computer
nodes (32 processors total) and uses a gigabit Ethernet network for
communications between nodes. Each node has 2 Athlon MP 2000+ (1.67
GHz) processors and 1 GB memory. The network switches used are Netgear
16 port unmanaged Gigabit Ethernet switches; Network adapters used are
3COM Gigabit 1000BaseT NIC.
4.1.2 Cluster and simulation software
The operating system used is Red Hat Enterprise Linux. Cluster
management and monitoring tools include Portable Batch System (PBS), a
batch queuing and cluster load management system; and Ganglia, a
distributed cluster monitoring tool [1]. Compilers used are the GNU
compiler collection, Intel Fortran compiler and Intel C/C++ compiler for
Linux.
The Message Passing Interface (MPI) is a library specification for message-
passing parallel computing, proposed as a standard by a broadly based
committee of vendors, implementers and users. MPI is just a standard
specification, not an implementation. Various implementations abiding by
the standard have been developed by research groups as well as commercial
companies. The MPI implementation used in this study is LAM/MPI (Local
Area Multicomputer/Message Passing Interface). It was developed and is
maintained by the Open Systems Laboratory at Indiana University.
GULP is used for potential fitting and calculations of material properties. A
very brief introduction for GULP was already given in Chapter 3. Gnuplot
and GDIS are used for plotting and zircon structure visualization. The MD
simulation code used is DL_POLY, with extensive modifications for certain
types of simulations. The modifications include introducing a heat bath at
the boundary of the simulation cell as an energy removal mechanism,
gradually reducing temperature of simulation cell boundary to simulate
quenching, using variable time step size for high energy collision cascade
simulations, suppressing initial Maxwell-Boltzmann distribution velocity
generation, and suppressing velocity rescaling when full control over atom
velocities is needed. Custom versions of DL POLY have been made with
various combinations of above mentioned modifications. Sometimes
simulations were conducted using the original DL_POLY code, sometimes
using the code with some or all of above mentioned modifications,
depending on the specific needs.
Further discussions are devoted to DL POLY, since it is the major MD
simulation code used. DL_POLY is a package of subroutines, programs and
data files designed to facilitate molecular dynamics simulations of
macromolecules, polymers, ionic systems and solutions on a distributed
memory parallel computer [2, 3, 4]. It is available in two forms: DLPOLY
2 and DL_POLY 3. These two forms differ primarily in their methods of
exploiting parallelism. DL_POLY 2 uses Replicated Data (RD) strategy [5-8]
whereas DL_POLY 3 is based on the Domain Decomposition (DD) strategy
[5, 6, 9, 10].
DL_POLY 2 works well for molecular simulations of systems consisting of
up to order 30,000 atoms, using computer systems of order 100 processors;
DL_POLY 3 is best suited to large computer systems with up to 1000
processors and large molecular simulations with in total 104 to 107 atoms [4].
It should be stressed that although DL_POLY 3 has a higher version number
than DL_POLY 2, it serves a totally different scale of problems and
computer systems and is not meant to be a replacement for the DL_POLY 2
code.
In fact, there are other reasons why DL_POLY 3 cannot replace DL_POLY
2, at least for now. At the beginning of this study, DL_POLY 3 was
evaluated to see whether it was worth migrating over from DL_POLY 2. At
that time, 2.14 was the highest version number for DL_POLY 2 and 3.01 for
DL_POLY 3. We decided to stay with DL_POLY 2 because DL_POLY 3
was not found to be stable enough for serious simulations at that time. More
specifically, the following DL POLY 3 code bugs were discovered:
* In the DL POLY 3 user's manual, the documentation for formatted
HISTORY file says record (we can think of a record as one line of
output data) 2 of data for each time step will output the number of
atoms in the simulation cell after outputting the trajectory key and
periodic boundary key. However, in reality, the number of atoms is
not written. This does not affect the simulation itself, but does cause a
problem with personal tools for analyzing the HISTORY file when
migrating from DL_POLY 2 to DLPOLY 3.
* The subroutine for writing the unformatted HISTORY file is not
available.
* DL_POLY 3.01 produces wrong values of total energy and van der
Waals energy in the OUTPUT file. OUTPUT is one of few files that
are written by DL_POLY containing important data and results about
the MD simulation. A simple and proven model of FCC Au structure
was used for testing. DL_POLY 2 outputed a negative total energy, as
expected for a stable system. This energy was also close to the total
energy value calculated using GULP, so it was likely to be correct.
However, the total energy and van der Waals energy values calculated
by DL_POLY 3 were positive.
These problems were confirmed by Dr. Bill Smith of Daresbury Laboratory,
UK, author of the DL_POLY code. There were probably other problems that
weren't encountered during the brief usage of DL_POLY 3. In an email sent
out to the DL_POLY mailing list, Dr. Smith said on April 2, 2004 that "Our
last message announced the appearance of the domain decomposition
version of DLPOLY, which was released as version 3.01. Since then it has
become apparent that, though the basic algorithms were sound, there were
enough bugs and conflicts among its features to justify a major overhaul ..."
It was preferable to spend most of the time available analyzing MD
simulation results of radiation effects in zircon, not debugging the software
and tools to be used, so it was natural to choose DLPOLY 2 as the main
MD simulation software. There have been several new releases of
DL_POLY 3 since then; the problems mentioned above should have been
fixed, although this was not verified.
Another reason to use DL POLY 2 instead of DL POLY 3 is that, as
mentioned before, DL_POLY 2 is best for computer systems of order 100
processors, whereas DL_POLY 3 is for larger systems with up to 1000
processors [4]. Our Beowulf cluster has only 32 processors (Section 4.1.1),
so if DLPOLY 3 were used, probably the overhead of domain
decomposition methodology would offset its benefits.
4.1.3 MD simulation method
The starting zircon configuration for MD simulation is not the structure
derived from experimental data in Chapter 2. Rather, it is the experimental
structure after energy minimization using GULP, since it is the stable one
under the chosen potential. This structure is very close to the experimental
one, as we have already seen in Table 3.12 (compare column 2, the column
for experimental structure, with column 6, the column for the chosen
potential).
The short range part of the chosen potential model, with a Born-Mayer form
potential combined with the ZBL potential using Fermi functions, is not
directly specifiable in DL_POLY input files. Fortunately, DL_POLY accepts
short range potentials in tabular form. As a result, the potential values are
tabulated evenly from 0 to 10 A at 10,000 locations, and this table is used as
the short-range potential input.
Periodic boundary conditions were used in all simulations. The supercell
size used in this chapter was 6x6x6 (in total 5184 atoms) and the time step
used was 1 fs (10s15 seconds), unless otherwise specified (larger simulation
cells and shorter time step sizes are used in Chapters 5 and 6 for energetic
cascade simulations). Most of the time the properties were determined over
10 or 20 ps MD runs. Either constant volume or constant pressure
simulations were performed, depending on the specific purposes of the
simulations.
4.2 MD Simulation at 300 K and 5000 K
The experimental melting temperature of zircon is in the range of
2000-2600 K. Butterman and Foster [ 11] reported that ZrSiO4 decomposes
into ZrO2- and SiO2-rich liquid at about 1960 K, and the two-phase region
extends from 1960 to 2675 K. Figure 4.1 shows the SiO2-ZrO2 phase
diagram [12]. The y axis in Figure 4.1 is temperature in units of degrees
Celsius. We can see that, at a temperature slightly lower than 1700 'C (1973
K), ZrSiO4 decomposes into ZrO2 solid solution and SiO 2 liquid; at a
temperature just lower than 2400 oC (2673 K), zircon has entirely melted.
These values agree well with the 2000-2600 K melting point range cited by
Butterman and Foster [11]. Later we will use 2000-2600 K as zircon's
experimental melting temperature.
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Figure 4.1: SiO 2-ZrO2 phase diagram [12].
Given this range of melting temperature, at 300 K zircon is of course still a
solid. Atoms should be able to vibrate only around their equilibrium sites
and the crystalline structure should be preserved. At 5000 K, zircon should
have melted and the crystalline structure lost. If the structure developed in
Chapter 2 and the potential chosen in Chapter 3 are realistic descriptions of
zircon, these facts must be reflected in MD simulations.
To test whether this is the case, 20 ps MD simulations were performed
under a constant temperature, constant pressure ensemble at both 300 K and
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5000 K. The first 10 ps of simulations were for equilibration, during which
time velocities of atoms in the system were rescaled periodically to maintain
the system at the desired temperatures. No velocity rescaling was performed
for the remaining 10-ps simulations, during which time material properties
were determined.
4.2.1 System temperature
MD simulations in this section were performed using a constant temperature
ensemble, so temperatures should be kept constant for successful
simulations. Time step size used in simulations was 1 fs. During the first
10,000 time steps (10 ps), velocity rescaling was performed every 10 time
steps (0.01 ps). Figure 4.2 plots the temperatures against simulation times
for both 300 K and 5000 K simulations.
6000
5000 -
2 4000
a 3000
S2000
1000
0 5 10 15 20
Time (ps)
300 K simulation 5000 K simulationFigur 4.2:Syste temeratues atdiffrent imulaion imso30 an
Figure 4.2: System temperatures at different simulation times of 300 and
5000 K NPT zircon simulations.
For both 300 and 5000 K cases, the temperatures are seen to be well under
control. It is useful to check system temperatures because, as will be seen in
Section 5.4, abnormal behavior of system temperature is often an indicator
of invalid simulation.
4.2.2 Total energy of the system
During the initial 10 ps of simulation, when velocity rescaling was applied
periodically, the total energy (kinetic energy + total energy) of the system
was not preserved, because the velocity rescaling effectively changes kinetic
energy of atoms and thus the total energy. But after velocity rescaling was
turned off, the total energy should be preserved. Of course, in reality there
won't be absolute conservation, but the perturbation should be small. These
features are apparent in Figures 4.3 and 4.4.
Figure 4.3: System total energy in a 300 K NPT zircon simulation. Total
energy is not preserved during the first 10 ps of simulation, when velocity
rescaling is performed periodically, but it is from 10 ps to 20 ps after
velocity rescaling is turned off.
Figure 4.4: System total energy in a 5000 K NPT zircon simulation. The
conservation of total energy from 10 ps to 20 ps is not as good as in 300 K
simulation, shown in Figure 4.3, but nonetheless the perturbations are very
small (less than 0.1%).
System total energy stabilizes at about -113540 eV and -106370 eV in 300
K and 5000 K simulations, respectively. Total energy at 5000 K is about
7170 eV higher than that at 300 K. According to the theorem of equi-
partition of energy, an atom has on average about 3kT kinetic energy at2
temperature T, where k is the Boltzmann constant with a value of 8.617 x
10-5 eV/K. Thus at T= 300 and 5000 K, the kinetic energies per atom are
3 3
-kT = -x8.617x10 -5 x300 = 0.0388(eV)
2 2
3 3
-kT = - x 8.617 x 10-5 x 5000 = 0.646(eV)
2 2
The difference is about 0.607 eV. With a total of 5184 atoms in the 6x6x6
supercell, the total kinetic energy difference should be 0.607 x 5184 = 3147
eV. This value is smaller than the 7170 eV difference observed from the
simulations. The remaining 7170 - 3147 = 4023 eV energy is stored in the
5000 K zircon structure.
It is important to verify the system total internal energy in order to increase
our confidence in the validity of the simulations. For constant energy
simulations, the total internal energy should obviously be conserved, at least
in theory. Even for constant temperature simulations - such as those
performed in this section where the total energy is not expected to be
conserved - verifying system total internal energy still has some usefulness.
Total energy should be negative for the system to be stable, and should not
have huge fluctuations toward the end of the simulation where average
system properties are obtained; otherwise, the system itself is in a condition
too unstable for any reasonable conclusion to be drawn.
An abnormal total internal energy behavior is one good indicator that an
MD simulation has gone wrong, as will be seen in Section 5.4.
4.2.3 Dimensional changes
The volume of the simulation box is expected to change during the course of
a simulation in which a constant pressure, not constant volume, ensemble is
used. Dimensional changes of 300 and 5000 K simulations are shown in
Figures 4.5 and 4.6, respectively. The dimensional changes shown include
changes of lattice parameter a, lattice parameter c and the volume of the
simulation cell. Lattice parameter b is not shown because it is equal to a.
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Figure 4.5: (Color) Dimensional changes of the simulation box in 300 K
NPT zircon simulation.
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Figure 4.6: (Color) Dimensional changes of the simulation box in 5000 K
NPT zircon simulation.
In Figure 4.5, the system dimensional changes at 300 K are seen to be very
small. The starting structure for MD simulation is the structure resulting
from GULP energy minimization at 0 K, so it is not surprising that MD
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simulation at 300 K results in a volume expansion. Zircon's linear
expansion coefficient at 300 K is about 1.18 x 10 5' K-1 [13]. If this
coefficient is a constant (which it is not, but we'll assume it is the case for
the sake of estimation) from 0 K to 300 K, the volume expansion should be
1.18 x 10-5 x 300 - 0.4%, close to the 1% observed in the simulation. Of
course for a real calculation, we need to know the temperature dependence
of the thermal expansion coefficient and integrate.
In Figure 4.6, it is seen that the system undergoes huge dimensional changes
at 5000 K. Without looking at structural details, we cannot ascertain that the
original crystal structure has been destroyed; but the huge volume increase
is suggestive. The huge volume expansion of about 90%, however, is
unrealistic. It is attributed to the unbalanced ion charges of the chosen
potential with regard to decomposition products of zircon (e.g. SiO2); see
Section 6.6 for more details.
4.2.4 Final structures after simulation
Figure 4.7 shows the zircon structure before simulation; Figure 4.8 shows
the same structure after 20-ps MD simulation at 300 K using the NPT
ensemble; and Figure 4.9 shows the structure after 20-ps MD simulation at
5000 K using the NPT ensemble.
Figure 4.7: Zircon crystalline structure before simulation, viewed from [ 0T ]
direction.
Figure 4.8: Zircon structure after 20-ps MD simulation at 300 K using the
NPT ensemble, viewed from [ 0TO ] direction.
Figure 4.9: Zircon structure after 20-ps MD simulation at 5000 K using the
NPT ensemble, viewed from [010 ] direction.
In Figure 4.7, the structure is in an unperturbed crystalline state with atoms
at precisely the crystalline positions. In Figure 4.8 we can see the thermal
vibrations of the atoms, but the structure is nonetheless still crystalline. In
Figure 4.9, the structure has melted and the crystalline lattice has been
destroyed.
4.2.5 Mean square displacements of atoms in the system
Later, we will use mean square displacements to calculate self-diffusion
coefficients of Zr, Si and O in liquid zircon. Here, we calculate the mean
square displacements for both 300 K and 5000 K cases.
It is quite straightforward to calculate mean square displacements. At a
given time step, for each atom in the system we can calculate the distance,
taking periodic boundary conditions into consideration, between its current
position and its original position at time step 0, whose square is the square
displacement for this particular atom. Averaging over all atoms in the
system yields the mean square displacements at this time step. The mean
square displacement values thus calculated for 300 K and 5000 K cases are
shown in Figures 4.10 and 4.11, respectively.
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Figure 4.10: Mean square displacements in 300 K simulation.
Figure 4.11: Mean square displacements in 5000 K simulation.
In Figure 4.10, the values of mean square displacements at 300 K are very
small (around 0.01 A2 in the NVT ensemble case and 0.015 A2 in the NPT
ensemble case) and do not increase with time. The atoms clearly do not
have enough energy to escape the potential barriers surrounding their
equilibrium sites.
At 5000 K, the values of mean square displacements are very large. For
example, at time 20 ps in the NVT ensemble, the mean square displacement
value is 81.767 A2. Thus, on average, each atom has traveled a distance of
-8A1.767 t 9 A, which is several times of the interatomic distances in zircon.
This value is even higher for the NPT ensemble. It is clear that atoms have
left their sites and have started to diffuse, indicating a departure from the
solid state.
Another feature seen in Figures 4.11 is that initially the mean square
displacements value does not increase much when the NVT ensemble is
used. But once substantial disorder is introduced, mean square displacement
values increase roughly linearly with time. For the NPT ensemble case,
mean square displacement values increase almost linearly from the very
beginning. It should be noticed that the slopes of the two linear increases in
Figure 4.11 are roughly the same. In Section 4.4 we will use the relationship
(Ar2 )(t) = 6Dt + const. to calculate self-diffusion coefficient D from mean
square displacements values. The equality of the slope values means we will
obtain the same self-diffusion coefficient no matter which ensemble is used.
4.2.6 Radial distribution functions
In Chapter 2 we showed radial distributions functions for crystalline zircon.
Long range periodicity exists in perfect crystalline structures, so the RDF
has sharply distinguishable peaks even at very long distances. As the crystal
structure is destroyed, such as when the solid melts, long range periodicity
does not exist any more. Relative to any specific atom, other atoms at long
distances appear to be more randomly located, so the RDF peaks at long
distances flatten out and the value of RDF becomes close to 1. These
features can be seen clearly from the 5000 K RDF curve in Figure 4.12.
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Figure 4.12: Total RDF of zircon calculated from 300 K and 5000 K
simulations using NPT ensemble. RDFs are averaged over the last 5 ps of
the simulations. The first peaks in both curves come from Si-O interatomic
distances. The peak shifts from about 1.6 A at 300 K to about 1.4 A at 5000
K. This figure can be compared to Figure 2.19 where total RDF of perfect
crystalline zircon is shown.
Comparing Figure 4.12 to Figure 2.19, we see that the peaks in the 300 K
RDF are broadened compared to the RDF of the perfect (0 K) crystalline
structure, but are nonetheless preserved even at long distances. The RDF
curve for the structure at 5000 K has a value of 1 starting from about 4 A,
which means there is no unique correlation between atoms after this
distance.
4.2.7 Summary of this section
This section presents simulations performed at 300 K and 5000 K. The
temperatures have been shown to be well under control. The total internal
energies are conserved after velocity rescaling is turned off. Using different
metrics, such as system dimensional changes, final structures after
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Z300 K -5000 K
simulations, mean square displacements of atoms and total radial
distribution functions, we have seen that the crystal structure is preserved at
300 K but lost at 5000 K, as would be expected from any realistic
description of the system. Our zircon structure model and the chosen
potential have thus passed the first minimum set of MD simulation tests.
4.3 Calculation of zircon melting temperature
In last section we have seen the huge differences of certain properties in 300
and 5000 K simulations, due to the fact that the structure has melted at 5000
K but not at 300 K. If we can determine at which temperature between 300
K and 5000 K these indicator properties change suddenly, we can determine
the melting temperature of zircon.
There is some choice in indicator property used for detecting a first-order
phase transformation, such as the melting of zircon. For example, system
volume and enthalpy have sudden increases upon melting; heat capacity at
constant pressure (Cp) has an infinite value at the melting temperature; mean
square displacements value starts to increase with time once temperature is
higher than the melting point. We can also plot radial distribution functions
and try to detect the disappearance of RDF peaks at long distance. Bond
angle distribution functions can also be used in the same way as the RDF for
this purpose. Or, as we have done in Figures 4.8 and 4.9, we can even take a
look at the positions of atoms directly and see whether the crystalline
structure is preserved. Any of the indicators mentioned above can be used to
determine the melting of zircon. Many of them are correlated with each
other and will give the same result. The simplest one to use is probably
system volume, since it needs no further calculation or data processing. This
is what we used to determine the simulation melting temperature. We ran
the simulations at different temperatures and recorded system volumes. The
melting temperature is located where the system volume exhibits a sudden
change.
Table 4.1 shows the molar volume of zircon obtained at different
temperatures. The data directly available from DL_POLY output file include
supercell volume V. Because the supercell used has 6x6x6 unit cells, and
each unit cell has four ZrSiO4 formula units, there are in total 6x6x6x4 =
864 ZrSiO4 formula units. The quantity V / 864 is then the volume per
formula unit, which multiplied by Avogadro's number yields the molar
volume values shown in Table 4.1. The same data are shown graphically in
Figure 4.13.
Table 4.1: Zircon molar volumes at different temperatures between 300 and
5000 K
'Ii Wau 400 0-i05004 0 00
Molar volume (10 m/mol) 4.04 4.05 4.06 4.07 4.08 4.10
Molar volume (10- m3/mol 4.11 4.13 4.14 4.16 4.17 4.19
Molar volume (10 m/mol) 4.21 4.22 4.24 4.26 4.29 4.31
Molar volume (10-s m/mol) 4.33 6.77 6.78 6.93 7.00 7.14
Molar volume (10- m / m o l) 7.09 7.29 7.28 7.45 7.52 7.67
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Figure 4.13: Zircon molar volumes at different temperatures between 300
and 5000 K in the NPT ensemble.
In Figure 4.13, the sharp jump in molar volume occurs between 2100 and
2200 K, within the experimental melting temperature range of 2000 - 2600
K. Figure 4.14 shows the total RDF plots at 2100 K and 2200 K. We can see
that the peaks at long distances disappear in the RDF curve of 2200 K. So
using different indicators (molar volume or RDF plot) yields the same
melting temperature.
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Figure 4.14: Total RDF plots at 2100 K and 2200 K, averaged over last 5 ps
of simulations. Peaks at long distances are still present at 2100 K but not at
2200 K.
Repeating the same MD simulations at different temperatures at smaller
intervals between 2100 K and 2200 K, the range of melting temperature can
be further narrowed down. From the data in Table 4.2 and Figure 4.15, the
melting temperature is found to be between 2120 K and 2130 K in our
model.
Table 4.2: Zircon molar volumes at different temperatures between 2100 K
and 2200 K
6.71
6.76
6.73Molar volume 10- m /mol 4.34 4.34 6.76
Molar volume (10- m/mol) 6.72 6.75 6.69
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Figure 4.15: Zircon molar volumes at different temperatures between 2110
and 2190 K. The Melting temperature is found to lie between 2120 K and
2130 K.
4.4 Calculation of Zr, Si and O self-diffusion coefficients
There is a well-known relationship between atom mean square
displacements and self-diffusion coefficients (see, for example, [14])
(4.1)
where (Ar2 )(t) is the mean square displacement at time t; D is the diffusivity
or self-diffusion coefficient; and C is a constant. This relationship indicates
that, for constant D, mean square displacement depends linearly on time.
We have calculated mean square displacements for the 300 K and 5000 K
simulations in Section 4.2.5. At 300 K, the atoms do not leave their
equilibrium sites and no detectable diffusion is present, so we are unable to
calculate self-diffusion coefficients from this simulation. At 5000 K when
2120 2130 2140 2150 2160
Temperature (K)
100 2110
I 4 . . . . .
4 4
I I I I I
I I I I I I I
I I I I I I I I
I I I I I
I I I I I I I
I I I I I I
I I I I
I I I I II I I
d (Ar2 ) ( t ) = 6D =:> (Ar2 (t) = 6Dt+Cdt
zircon has melted, however, we indeed saw that the value of mean square
displacements increases linearly with time, from which we can calculate
self-diffusion coefficients in liquid zircon.
The self-diffusion coefficients for Zr, Si and O were calculated separately.
The mean square displacement data in Section 4.2.5 are not directly usable
here, because they are average of all types of atoms in the system. The easy
remedy is to average over specific species of atoms only. Details for
calculating Si self-diffusion coefficient at 3000 K are given here.
Calculations for other types of atoms or at other temperatures are similar.
MD simulation of zircon at 3000 K was performed for 20-ps using the NPT
ensemble. Mean square displacement (MSD) values of Si at different
simulation times were calculated and are shown in Table 4.3.
Table 4.3: Mean square displacements of Si at different simulation times of
3000 K NPT simulation
MSD (A)
0
1.578
2.086
2.543
2.936
3.703
4.191
4.643
5.257
5.854
6.126
6.640
0.844
1.629
2.161
2.547
3.117
3.725
4.174
4.714
5.338
5.864
6.287
6.655
1.036
1.660
2.143
2.548
3.154
3.700
4.113
4.700
5.372
5.804
6.091
6.626
7.045
We can fit the data in Table 4.3 to (4.1) using an implementation of the
nonlinear least-squares (NLLS) Marquardt-Levenberg algorithm. Data for
(Ar2)(t) are in the rows titled "MSD (A2)" in Table 4.3, and data for t are in
the rows titled "Time (ps)". The fitting results are shown in Table 4.4.
1.041
1.689
2.258
2.618
3.279
3.727
4.296
4.736
5.460
5.844
6.147
6.643
7.058 7.260
1.137
1.747
2.377
2.691
3.332
3.899
4.356
4.790
5.519
5.924
6.454
6.730
7.4127.024
1.167 1.279 1.413
1.864 1.958 2.041
2.347 2.328 2.414
2.757 2.749 2.758
3.458 3.486 3.563
3.886 3.868 3.976
4.455 4.593 4.527
4.835 4.892 5.136
5.611 5.682 5.831
5.878 5.815 6.058
6.377 6.374 6.543
6.923 7.106 7.034
L
Table 4.4: The results of fitting the data in Table 4.3 to the linear
relationship (Ar2 )(t) = 6Dt + C
D(A /ps) 0.0540 + 0.0004 (0.77%
C ()0.950 + 0.0289 (3.04%
The resulting self-diffusion coefficient D is
D = 0.0540 A2/ps = 5.40 x 10-10 (m2/S)
The same calculations were done for Zr and 0; these results, together with
the result for Si, are shown in Table 4.5.
Table 4.5: Calculated self-diffusion coefficients of Zr, Si and O in zircon at
3000 K
Si 5.40
Zr 2.70
O 5.37
No experimental study of self-diffusion coefficients for Zr, Si or O in zircon
exists, so direct comparison with experimental values is not possible. There
exist studies of Si and O self-diffusion coefficients in other types of systems,
however. For example, Lesher, Hervig and Tinker [15] performed silicon
and oxygen self diffusion studies in naturally occurring basaltic liquid
between 1593 K and 1873 K. They found that at 1 GPa the self diffusivities
for both Si and O are well described by the Arrhenius relationship
n D*,o) = (-12.5 +± 0.2) -(170000 ± 2000)/ RT, (4.2)
where T is temperature in K; R is the universal gas constant in J / (K mol)
and D* is the self-diffusion coefficient expressed in units of m2/s. Using this
empirical formula, with R = 8.314 and T = 3000 K, we can calculate D* to
be 4.09 x 10-9 (m2/s). The values in Table 4.5 for Si and 0 are 5.4 x 10-10
(m2/s), about 7.6 times smaller.
4.5 Calculation of activation energy for self-diffusion
We calculated the activation energy for self-diffusion from the Arrhenius
relationship
D = Doe k (4.3)
where Do is a constant; Eself is the activation energy for self-diffusion; k is
the Boltzmann constant; and T is absolute temperature. This relationship can
be rearranged as
E 1In D = In D ( (4.4)
kT
The signature linear dependence of InD on inverse temperature (1/T) is
apparent in 4.4. To calculate the value of Eself, we can first calculate
diffusivity D at different temperatures, from which we obtain InD versus
(1/T) data; a linear fitting yields the value of activation energy Eself.
In Section 4.4 we calculated diffusivity D at 3000 K. Diffusivities calculated
at other temperatures are shown in Table 4.6.
Tahle 4 6: Zr_ i and O self-diffusion coefficients at different temneratures
The Arrhenius plots for obtaining Zr, Si and O self-diffusion coefficients are
shown in Figure 4.16, where the linear relationships between InD and (1/T)
values are apparent.
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Figure 4.16: Arrhenius plots of Zr, Si and O self-diffusion coefficients.
Activation energies can be determined from the slopes of the lines in Figure
4.16, which, according to (4.1), equal -Elk. For example, the slope of the Zr
line is -26083, so the activation energy for Zr self-diffusion is
E = (-k) x (-26083)
= (-1.381 x 10-23) x (-26083)
= 3.602 x 10"19 (J)
= 216.9 (kJ/mol)
Activation energies thus calculated for Zr, Si and O self-diffusion are shown
in Table 4.7.
-
Table 4.7: Activation energies for Zr, Si and O self-diffusion
Zr 216.9
Si 210.8
O 204.7
Geisler et al. [16] have performed experimental study of the kinetics of
thermally-induced recovery and recrystallization of partially metamict
zircon using Raman spectroscopy. They have empirically estimated the
activation energy to be E = 2.24 + 0.04 eV and believe this value is most
likely related to recombination of point defects in the crystalline domains of
partially metamict zircon. This activation energy is estimated from
isothermal frequency curves. Two other activation energy values are
reported in the same study: 2.6 ± 0.2 eV, estimated from Raman linewidth
changes during transformation; and 3.8 ± 0.4 eV, obtained for epitaxial
recrystallization by assuming Johnson-Mehl-Avrami growth kinetics as a
first approximation. The authors did not estimate activation energies
separately for different atom species, though we may conclude that the
kinetics are determined as the slowest diffusing ion species diffusing by the
fastest mechanism on its own sub-lattice.
Casting the experimental activation energy value of 2.24 eV into units of
(kJ/mol) gives 2.24 eV = 3.589 x 10- 19 Joules = 216.1 kJ/mol, close to the
self-diffusion activation energies in Table 4.7. Getting realistic self-diffusion
coefficients and activation energies for self-diffusion right is important for
simulating the defect evolution process after a collision cascade.
4.6 Calculation of heat capacity
This section calculates the heat capacity of zircon at 300 K using MD
simulations. There are two commonly used heat capacities: heat capacity at
constant pressure Cp and at constant volume Cv. The definitions of them can
be found in any good thermodynamics textbook (see, for example, [17]) and
amount to
dHC = at constant pressure, (4.5)
SdT
dEC, = at constant volume, (4.6)
dT
In calculating Cp, enthalpy H can be calculated using its definition H = E +
PV, where E is internal energy, P is pressure and V is volume. Constant
pressure MD simulations with 1 atm. pressure were performed at 10 K
intervals between 270 K and 330 K; relevant results from these simulations
are recorded in Table 4.8.
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Figure 4.17 shows enthalpy values of the system at different temperatures,
together with the linear fitting.
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Figure 4.17: Enthalpy H at different temperatures for calculation of Cp.
The slope of the line shown in Figure 4.17 has a slope of 2.231 x 10- 19
Joule/K/supercell. Convert the value into units of J/(K mol)
C, = 2.231 x 1019 J K 1 supercell -1
= 2.582 x 10-22 J K7l (formula unit)'
= 155.5 J K' mol"'
The experimental value of Cp is 98.6 J/(K mol) and the Cp value calculated
by GULP using the chosen potential is 102.1 J/(K mol) (Table 3.14). The Cp
value calculated from MD simulation is thus 50% too large.
Calculation of Cv proceeded analogously. Table 4.9 presents system internal
energies at different temperatures from the MD simulations, whose linear
fitting is shown in Figure 4.18.
120
y= 2.2307E-19x-1.8258E-14
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Table 4.9: Internal energies from MD
(C.. at 300 K
Internal Energy (eV)
I Internal Energy (eV)
simulations for calculation of zircon
I-113580 i-113570 i-113560 1-113540 1
I-113530 -113520 -113500
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330 340 350
Figure 4.18: Internal energy E at different temperatures for calculation of Cv.
From the slope of the line in Figure 4.18, Cv was found to be
Cv = 1.321 eV K- supercell-1
= 0.00153 eV K-' (formula unit)-
= 147.6 J K 1 mol'-
This value is again about 50% larger than the experimental value. It is
smaller than Cp, as expected, but the difference of 7.9 J / (K mol) is much
a 2TV
larger than the value of 0.372 calculated from C, -C, = using
KT
experimental values in Chapter 3. These discrepancies reflect the limits of
our model, as well as the limits of applying GULP's calculations in MD
simulations, since we have apparently seen the heat capacities calculated by
R2 = 0.9892
-113490-
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GULP and by MD simulations are different. As discussed in Chapter 3, we
should not expect to be able to reproduce every conceivable material
property using simple two-body potentials and must be satisfied with being
able to reproduce the key properties, which we presume to be sufficient for
the present purpose.
4.7 Calculation of the coefficient of linear expansion
The coefficient of linear expansion was estimated from volume expansions
at different temperatures. We have used values for system molar volume
calculated at temperatures between 300 K and 1000 K in 100 K interval,
together with the relationship
V = V300 + V300 a AT, (4.7)
where V is molar volume at a given temperature, V300 is molar volume at
300 K, a is the coefficient of linear expansion we wish to calculate, and AT
is the difference in temperature.
Zircon molar volumes at different temperatures have already been recorded
in Table 4.1. Molar volumes from this table in the temperature range from
300 K to 1000 K are plotted in Figure 4.19.
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Figure 4.19: Molar volumes at different temperatures for calculation of the
coefficient of linear expansion.
The slope of the line in Figure 4.19 is 1.263 x 10-9 m3 / (K mol), from which
the coefficient of linear expansion was calculated to be a=3.13x10-5(K-').
This value is of the same order of magnitude as, but was three times the
magnitude of, the experimental value of 1.18 x 10-5 (Ký- ) [13].
4.8 Simulation of zircon melt-quenching
This section describes how melt-quenching of zircon is accomplished by
MD simulation. First, the zircon structure was equilibrated at 300 K for 20
ps using the NPT ensemble, as in previous simulations. The final
configuration from this first step was then used as the starting configuration
for the next step, simulation at 5000 K for 10 ps.
The volume expansion at 5000 K was anomalously large when the NPT
ensemble was used (shown in Figure 4.6 to be about 90%). To overcome
llr ~C
this anomaly (whose origin is discovered in Chapter 6, and a remedy
supplied), the NVT ensemble was used for the simulation at 5000 K, with a
manually imposed volume expansion. No experimental value of molar
volume of "liquid" zircon exists, but the experimentally observed swelling
in amorphous zircon is about 18% [18, 19]. To reproduce this swelling we
set the volume to be 18% larger than the volume at 300 K by enlarging
simulation cell parameters proportionally. If a is changed to a(l+x), b is
changed to b(1+x) and c is changed to c(1+x), the volume abc is changed to
abc(1 +x) 3. For the volume expansion to be 18%, (1 +x)3 should equal to 1.18,
from which x is calculated to be 0.0567. Atom positions were adjusted
proportionally after lengths of cell parameters a, b and c are increased.
In addition to the 18% expansion, 8% and 0% (no expansion) were also
used. A volume expansion of 8% was used because Devanathan et al. [20]
found that this swelling corresponds to that in a highly distorted zircon
crystal at the onset of amorphization. The structures are topologically
different when different volume expansions are imposed, as will be seen in
Chapter 7.
After simulating at 5000 K for 10 ps, the system was fast-quenched to very
low temperature. The quench was similar to that performed by Devanathan
et al. [20]. The system was quenched from 5000 K to 30 K over 10 ps,
corresponding to a quenching rate of 5.0 x 1014 K/s. The simulation of
quenching used a constant volume ensemble so that the volume expansions
we manually imposed were unchanged. The DLPOLY code was modified
to decrease temperature after every time step in accordance with the chosen
quenching rate.
After quenching, the system was equilibrated at 300 K for another 10 ps
using the NVT ensemble. Melt-quenched zircon structures thus obtained
were analyzed in Chapter 7, where they are topologically compared to
structures of crystalline zircon, liquid zircon and radiation amorphized
zircon.
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Chapter 5: Collision cascade MD simulations: methodology
This chapter discusses how collision cascade simulations should be
conducted. There are many aspects of collision cascade simulations that
should be carefully considered. Imprudently chosen parameters can make
required computation time of simulation longer than necessary, such as
when simulation systems are too large or time step sizes too small. In worst-
case scenarios, poorly chosen parameter can render a simulation totally
invalid and conclusions based on it meaningless, as will be seen in this
chapter.
5.1 Starting zircon structure
Up to now, there are three candidate structures presented that can be used as
the starting zircon structure for collision cascade simulations. One is the
zircon structure developed from experimental data in Chapter 2. Another is
that developed in Chapter 3, the structure resulting from GULP energy
minimization of the experimental structure using the chosen empirical
potential model. For convenience, we number these two structures #1 and
#2, respectively. However, neither of these two was chosen as the starting
structure. Instead, we have chosen the third one (referred to as structure #3),
the zircon structure after constant-pressure MD simulation at 300 K for 20
ps, starting from structure #2. The three structures are schematically
described in Figure 5.1.
Figure 5.1: Schematic illustration of how the starting structure for collision
cascade simulation is obtained.
Structure #1 is the most accurate replicate of the real zircon structure, but it
cannot be precisely reproduced using the chosen potential. Structure #2, the
minimal-energy structure under the potential, is different from, but very
close to, structure #1, as seen in Table 3.12. During this energy
minimization process, there are only very limited number of variables that
can be changed, which include cell parameters a, b and c, and oxygen
position parameters u and v. Atom positions are calculated from these
parameters. This GULP energy minimization was performed at 0 K. Once
MD simulation is performed on this structure at 300 K, however, every atom
begins to vibrate under the constraint of the potential. It is therefore not
surprising that structure #3 is slightly different from structure #2. Structure
#3 has a volume about 1% larger than that of structure #2, which can be
attributed to thermal expansion.
After comprehensive comparisons of dimension, mean square displacement,
radial distribution function, etc., it was found in Section 4.2 that the
difference between structure #2 and structure #3 is quite small. Zircon
GULP energy minimization
Structure #2
(Chapter 3)
Constant pressure MD
simulation at 300 K for 20 ps
Struct•re #3
(Chapter 4)
crystal structure connectivity is preserved in structure #3. Structure #3 is a
natural choice as the starting structure for collision cascade simulations,
because it is the most stable one under the current dynamic potential model.
5.2 Initial velocities of atoms
In MD simulations, the initial velocities of atoms can be generated
according to Maxwell-Boltzmann distribution at the specified simulation
temperature. Usually, a random number generator is involved in this process.
As a result, simulations performed using exactly the same input parameters
will not have exactly the same results if initial velocity generation is used;
atoms won't have the same velocities and won't be at the same positions
during the course of the simulations. Fortunately, one of the beauties of
simulation is that physically important properties will not be significantly
changed by this uncertainty for any well-performed simulation.
This velocity generation procedure, while necessary when no atom
velocities are available at the start of simulation, will be detrimental to
collision cascade simulations, where the velocity of the primary knock-on
atom (PKA) must be set according to the desired PKA energy and initial
direction. A Maxwell-Boltzmann distribution velocity generation will
compromise the chosen PKA parameters.
Fortunately, the velocity generation is not needed for our purpose. The
structure #3 used as the starting structure for collision cascade simulations is
the resulting structure at the end of an MD simulation at 300 K. In addition
to the atom positions, atom velocities are also available from this MD
simulation and they are the natural choices for the starting atom velocities.
Only the PKA velocity then needs to be changed in accordance with the
desired PKA initial energy.
The PKA already has a velocity at the end of the 300 K equilibration
simulation. This velocity is simply discarded. A typical particle at 300 K,
according to the theorem of equi-partition, will have kinetic energy
- 33kT =-x8.617x10 5(eV/K)x300K 0.039(eV) , which is indeed negligible2 2
comparing to the PKA energies used in collision cascade simulations, which
range from about 20 eV up to several keV.
The PKA velocity was calculated from desired initial energy and PKA mass
using the simple formula v = 2Eic For example, suppose we have
chosen to use a Zr atom as the PKA and want the initial PKA energy to be 1
keV; the calculated PKA velocity will be 45993 m/s. The direction of the
PKA initial velocity also needs to be chosen. If we want the PKA to have an
initial velocity direction of [100], for example, the initial PKA velocity
vector is then (45993 m/s, 0, 0).
The PKA velocity will change during the course of the simulations, as will
velocities of all other atoms in the system. In the ideal situation, the
velocities of atoms within or near the collision cascade should change only
through influence of other atoms under the chosen potential, following
Newton's equations. There are two places in the code where atom velocities
can be changed artificially: one is the above-mentioned initial velocity
generation using the Maxwell-Boltzmann distribution; the other is when
atom velocities are rescaled to keep the system at a desired temperature.
Both of these velocities changes must be suppressed or carefully changed in
such a way that velocities of the PKA and other atoms involved in the
collision cascade are not affected. Thus the velocity rescaling mechanism
provided by DL_POLY, which scales velocity of every atom in the system,
cannot be used. In this study, the DL_POLY code was modified to suppress
both the initial velocity generation and the velocity rescaling. This means,
however, that we needed to find other means to control system temperature.
Section 5.5 provides further details.
5.3 Choosing the PKA
The chemical compositional formula for zircon is ZrSiO4. U and Th replace
Zr at low concentrations (up to 5000 ppm) in naturally occurring zircon. In
general, more highly-substituted compositions (Zr,A)Si0 4 can also be
synthesized, where A can be Hf, Th, Pa, U, Np, Pu and Am.
In the context of nuclear waste confinement, Zr can be replaced with
radioactive nuclear waste isotopes we want to confine. For example, zircon
with 9.2 at.% Zr replaced by plutonium (8.1% 238pu; 1.1% 239Pu) has been
synthesized [1, 2]. This represents a waste loading of about 10 wt.% Pu.
Most zircon structural damage comes from the recoil heavy ion produced by
a-decay events of incorporated radioactive isotopes. For example, a typical
a particle produced by an average a-decay event within the 238U decay
series has energy from 4.5 to 7.5 MeV, and displaces less than about 100
atoms. The recoil nucleus, however, has energy of about 100 keV or less but
displaces thousands of atoms [3].
We can choose a Zr, Si or O atom as the PKA. Because Zr sites are those the
incorporated nuclear waste isotopes occupy, most of the time a Zr atom was
chosen as the PKA in this study. Some authors (e.g. Trachenko et al. [4])
have used U as the PKA, on the grounds that this substitution represents the
most realistic simulation of the actual recoil event when zircon is used to
confine plutonium isotopes. U is much heavier than Zr, so there are some
differences between the cascades produced by a U PKA and by a Zr PKA,
even with the same energy. We have also used U as the PKA in this study by
replacing one of the Zr atoms in the system with U. However, potentials
have not been developed for U-O, U-Si and U-Zr interactions, so we have
decided to use Zr potentials. That is, we have assumed U-O, U-Si and U-Zr
interactions that are the same as Zr-O, Zr-Si and Zr-Zr interactions,
respectively. U is treated as a "super-mass" Zr.
To minimize the system size required to contain the radiation event, we
choose a Zr atom on one side of the simulation box and give it an initial
velocity toward the center, as shown in Figure 5.2.
Figure 5.2: Location and initial velocity direction of the PKA. The PKA
locates at the tail of the arrow, which shows the initial direction of PKA
velocity. (The PKA needs to be moved away from simulation box boundary
after energy removal is introduced there. Section 5.6 provides details.)
The desired location for the PKA is the center of the left boundary plane of
the simulation cell. Of course in most cases there is no atom of the desired
PKA type at exactly that location, in which case an atom of the same type
nearest to that location is used. This is not the final configuration, however.
After a heat bath is introduced at the simulation cell boundary as an energy
removal mechanism, the PKA must be moved away from where temperature
is controlled. Section 5.6 provides details.
5.4 Choosing time step size
In Chapter 4 we have used a time step size of 1 fs (10-15 seconds) without
much discussion or justification. We tested the simulations conducted in that
chapter from different points of view: system temperature was shown to be
controlled at the desired level; system total internal energy was found to
behave normally and was conserved when velocity rescaling was turned off;
physical properties derivable from the simulations were found to be
reasonable compared to experimental values, etc. Although by no means a
direct proof that the conducted simulations were valid, the generally good
agreement between simulation and experimental properties confirms the
physicality of the simulations. However, unphysical simulations can occur if
unthinking choices of simulation parameters, such as the 1 fs time step size,
are made.
To illustrate the problem of using too large a time step size, we have carried
out an MD simulation with a 1-keV Zr PKA using 2 fs as the time step size.
As before, a 6x6x6 supercell was used with 5184 atoms inside. A Zr atom
near the center of simulation box's left boundary was chosen as the PKA
and was given an initial velocity in the [100] direction (toward the right in
Figure 5.2). The PKA had an initial velocity of (45993 m/s, 0, 0),
corresponding to a 1-keV Zr PKA traveling in the [100] direction. The
DL_POLY code was modified to suppress initial velocity generation. A
constant volume, constant energy ensemble was used for the simulation.
Normally, one needs to run a simulation long enough so that the system is
stabilized. Most of the simulations in Chapter 4 were run to either 10 or 20
ps. From Figures 4.2, 4.3, 4.4 and 4.5, we have seen that system properties
change little toward the end of the simulations (in fact, in the cases
illustrated, the systems have stabilized long before the full 10 or 20 ps
simulation times). How to determine when it is safe to stop the collision
cascade simulations is discussed in Section 5.8. In this study, we have run
most of the simulations to 10 ps. This time is extended if, at the end of the
10 ps simulation, we find that the system is not stable enough by the criteria
given in Section 5.8.
However, here we simulate the system for just 1.0 ps, which is sufficient to
manifest the problem we want to describe. Figure 5.3 shows the zircon
structure achieved after the 1.0 ps of simulation, where the crystalline
structure is found to be totally destroyed. Something must have gone wrong
since a 1-keV Zr PKA shouldn't be so destructive.
Figure 5.3: Zircon structure after 1.0 ps of invalid MD simulation with a 1-
keV Zr PKA using a 2 fs time step. This time-step size is too large.
It is very instructive to plot the curve of system total energy against
simulation time. Figure 5.4 shows system total energy in the first 0.04 ps of
this invalid simulation. Figures 4.3 and 4.4 have shown what system total
energy against simulation time curves should look like for valid MD
simulations.
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Figure 5.4: System total energy in the first 0.04 ps of an invalid MD
simulation with a 1-keV Zr PKA using a 2 fs time step. This time-step size
is too large.
Initially, the system total energy has a value of about -1.13 x 105 eV. A
negative energy is necessary for a system to be stable. However, as can be
seen from Figure 5.4, at about 15 fs system total energy suddenly increases
to about +8 x 105 eV. This is very abnormal. In fact, system total energy
increase doesn't stop there. Figure 5.5 shows evolution of the system total
energy over the full 1.0 ps of the simulation.
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Figure 5.5: System total energy in the first 1.0 ps of invalid MD simulation
with a l-keV Zr PKA using a 2 fs time step. This time-step size is too large.
At the end of the 1.0-ps simulation, the system total energy has increased to
more than 5.0 x 1011 eV and has shown no sign of stopping. For a valid
simulation, system total energy should be conserved at about -1.13 x 105 eV,
since a constant energy ensemble is used. In reality, some small fluctuations
are probably inevitable and are acceptable, but the huge increases seen in
Figures 5.4 and 5.5 are a clear sign of trouble.
In addition to total energy, it is also very instructive to have a look at system
temperatures at different simulation times. Figure 5.6 shows system
temperature during the first 0.04 ps of simulation.
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Figure 5.6: System temperature in the first 0.04 ps of invalid MD simulation
with a 1-keV Zr PKA using a 2 fs time step. The time-step size is too large.
The system temperature suddenly increases to about 1.4 x 106 K at about 15
fs, and continues to increase from this absurdly high value, as shown in
Figure 5.7.
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Figure 5.7: System temperature in the first 1.0 ps of invalid MD simulation
with a 1-keV Zr PKA using a 2 fs time step. The time-step size is too large.
. .
. . . . . .
0.035 0.04
"" -ll I "
-. vv• -
The similar trends in system temperature and system total energy shown in
Figures 5.6 and 5.7 arise because they are correlated. In MD simulations,
temperature is calculated from kinetic energies of atoms, which are of
course components of the total energy. Kinetic energy turns out to be the
dominant component of the total energy in this specific case, which is why
total energy and system temperature curves have the same shape. Figure 5.8
shows system configurational energy. We can see that system
configurational energy is of the order of 105 eV, indeed negligible compared
to the total energy, which is of order 1011 eV. System configurational energy
has increased from the initial -1.1 x 105 eV value to about 4.0 x 105 eV,
another sign that the system has blown up and the simulation is invalid.
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Figure 5.8: System configurational energy in the first 1.0 ps of invalid MD
simulation with a 1-keV Zr PKA using a 2 fs time step. The time-step size is
too large.
To see how simple it is to remedy this problem, we perform the same
simulation again using a time step size of 1 fs. It is surprising how much
difference it makes by simply halving the time step size. The total number
of time steps run was doubled so that the total simulation time was still 1.0
ps. Figure 5.9 shows the system structure after this 1.0-ps simulation.
I.
Figure 5.9: Zircon structure after 1.0 ps of MD simulation with a 1-keV Zr
PKA using a 1 fs time step. The resulting configuration should be compared
to that in Figure 5.3.
Since the PKA was started from the center of left boundary and has an
initial velocity toward right, most of the structural changes are in the left
part of Figure 5.9. The zircon crystalline structure in the remaining regions
appears to be intact.
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The system total energy and temperature at different simulation times are
shown in Figures 5.10 and 5.11, respectively
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Figure 5.10: System total energy in the first 1.0 ps of MD simulation with a
1-keV Zr PKA using a 1 fs time step. This figure should be compared to
Figures 5.4 and 5.5. The initial perturbation of total energy would disappear
if a smaller time step size were used, so that the fastest atom in the system
travels no more than about 0.1 A in one time step, in accordance with the
criterion for choice of time step specified later.
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Figure 5.11: System temperature in the first 1.0 ps of MD simulation with a
1-keV Zr PKA using a 1 fs time step. This figure should be compared to
Figures 5.6 and 5.7.
In Figure 5.10, the system total energy stabilized quickly at about -1.125 x
105 eV. This is the behavior we would expect for a valid simulation. The
temperature changes in Figure 5.11 are more interesting. As discussed in
Section 5.2, we started the simulation using atom velocities at the end of the
20-ps MD simulation at 300 K, except the velocity of the PKA. The system
temperature should remain at 300 K if nothing were changed. However,
because the PKA is given extra energy and we have not provided any
temperature controlling mechanism, the system temperature is expected to
increase. This is indeed what has happened, in Figure 5.11.
The system temperature started from about 1800 K and gradually stabilized
toward a value between 900 and 1000 K, all of which are well above the
initial 300 K. At 300 K, a typical atom will have kinetic energy of 3/2 kT -
0.039 (eV). If the 1 keV energy of the PKA were to be distributed evenly
among all 5184 atoms in the system, each atom would gain an energy of
~~nn I
1000/5184 - 0.193 eV. This is (0.193 / 0.0388) = 5 times the average atom
kinetic energy at 300 K. From this rough estimate, the initial system average
temperature should be 300 + 5 x 300 = 1800 K, in agreement with what
appears in Figure 5.11. During the course of system evolution, some kinetic
energy is transferred to configurational energy and stored in the structure.
As a result, the system average temperature decreases.
Figure 5.12 shows the evolution of system configurational energy with
simulation time. The configurational energy stabilizes at a negative value,
signaling a stable system. The initial configurational energy was about -
113740 eV, and final configurational energy about -113230 eV. The increase
is 510 eV, so roughly half of the PKA energy (1 keV) is stored in the
structure.
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Figure 5.12: System configurational energy in the first 1.0 ps of MD
simulation with a 1-keV Zr PKA using a 1 fs time step. This figure should
be compared to Figure 5.8.
We have just seen that the simulation using a 1-keV Zr PKA is made valid
by reducing time step size from 2 fs to 1 fs. Choosing a time step size of 1 fs,
however, is not always going to result in a valid simulation. To demonstrate
this, the same simulation was performed once again, but with PKA energy
increased to 5 keV. The time step size used was, again, 1 fs. All other
parameters were the same as before. The simulation was found to be invalid:
the system final structure shows a complete destruction of crystalline lattice,
similar to what is shown in Figure 5.3; the system total energy and
temperature increase to absurdly high values, similar to the trends shown in
Figures 5.4, 5.5, 5.6 and 5.7; the system configurational energy becomes
positive, similar to what's shown in Figure 5.8.
It is not very difficult to explain what went wrong. The 1-keV Zr PKA has
an initial velocity of 45993 m/s, so when a time step size of a 2 fs is used, it
can travel 45993 x 2 x 1015 Z 0.92 A in a single time step; the 5-keV Zr
PKA has an initial velocity of 102843 m/s, so when a time step size of 1 fs
is used, it can travel about 1.03 A in a single time step. These distances,
0.92 and 1.03 A, are comparable to interatomic distances in crystalline
zircon. For example, in zircon the Si-O bond length is 1.62 A and Zr-O
bond length is 2.13 A. Traveling such a large distance in one single time
step is the root cause of all the anomalous behavior. MD simulations are
essentially to solve Newton's equations discretely for 3-D multi-body
systems. A fine grid partition of time and space is a necessity for the discrete
solution to be numerically close to reality. The partitions using 2 fs as time
step size in the 1-keV Zr PKA simulation and 1 fs as time step size in the 5-
keV Zr PKA simulation are obviously too coarse when a particle can travel
about 1 A in a single time step. For the simulations to be accurate, atoms
need to have opportunities of adjusting their trajectories more often than that.
Choosing a smaller time step size can solve the problem. For the 1-keV Zr
PKA case, we have seen that simply halving the time step size from 2 fs to 1
fs enables a valid simulation to be made. After the change, the PKA initially
can travel about 0.5 A in a single time step. 0.5 A could still be too large in
some cases. For example, we expect system total energy to be conserved
when a constant energy ensemble is used. However, we can clearly see
some perturbations in the initial part of the system total energy curve in
Figure 5.10. A further decreasing in time step size will eliminate these
fluctuations. An empirical rule for a valid zircon cascade simulation is that
the fastest atom in the system can travel no more than about 0. 1 4 in any
single time step.
For the simulation of 5-keV Zr PKA, which has an initial speed of 102843
0.1x10-i0
m/s, the above-mentioned rule demands a time step size of o 0.1 fs
102843
or less. Choosing a time step size of 0.1 fs indeed makes the simulation
valid. System total energy, temperature and configurational energy curves
look similar to those in Figures 5.10, 5.11 and 5.12. The system total energy
conservation is perfect up to the simulation's numerical limit: the total
energy remains at -108540 eV throughout the entire simulation. This
behavior can be compared to that in Figure 5.10, where the system total
energy has some perturbations initially. The conservation is not perfect in
Figure 5.10 because initially the PKA can still travel about 0.5 A in a single
time step. If we were to decrease the time step such that the PKA can travel
only about 0.1 A in a single time step, the total energy conservation would
be perfect. We can also see that, in Figure 5.10, the total energy
conservation is very good after the initial part of the simulation. This can be
explained by the fact that the velocity of the PKA is reduced very quickly.
After some very short time, the fastest atom in the system has a velocity
much smaller than the initial PKA velocity, so even though the time step
size is unchanged, the distance the fastest atom in the system can travel in a
single time step has decreased dramatically, to a value much less than 0.1 A.
That's why the energy conservation turns out much better in latter part of
that simulation.
In collision cascade simulations, using only one time step size is never the
optimal choice. Table 5.1 shows the total number of time steps necessary to
make 10 ps of MD simulation for different Zr PKA energies. For more
energetic PKAs, a larger simulation cell is needed to contain the collision
cascade, in addition to a smaller time step size, both of which contribute to
longer computation time. For simulation using a 10-keV Zr PKA, a
simulation supercell size of at least 12x7x7 (total of 14112 atoms) is
required. On our computational facility, for a 12x7x7 supercell every 1,000
time steps of simulation costs about 16.8 hours of computation time. The
145442 time steps required to run 10 ps thus requires a computation time of
about 2443 hours, or about 100 days, which is unacceptably long.
Table 5.1: Total number of time steps necessary to carry out a 10 ps of MD
0.1
0.5
1
5
10
14544
32522
45993
102843
145442
0.69
0.31
0.22
0.10
0.07
14,544
32,522
45,993
102,843
145,442
Fortunately, we do not need to stick with the small initial time step size.
Figure 5.13 shows the velocity of the fastest atom of the simulation using a
1-keV Zr PKA. The velocity of the fastest atom decreased quickly from
45993 to less than 10000 m/s within less than 0.1 ps, at which time a time
step size of 1 fs is sufficiently small. Thus an effective way to keep
computation time short is to use different time step sizes at different stages
of the simulation - a variable time step. In this study, time step size used is
never greater than 1 fs.
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Figure 5.13: Velocity
PKA.
of the fastest atom of in a simulation using a 1-keV Zr
5.5 Energy removal at boundary of simulation cell
As seen in Figure 5.11, the system temperature stabilized between 900 and
1000 K in the MD simulation using 1-keV Zr PKA. However, for the
simulation using the 5-keV Zr PKA, the final system temperature was about
3500 K, which is above the melting point of zircon. The structure will melt,
making it very difficult, if not impossible, to isolate structural changes
brought about by the collision cascade initiated by the PKA. This shows the
necessity of having a control mechanism to keep the system temperature in
check, by either enlarging simulation cell size or somehow removing the
excess energy from the system.
Velocity rescaling is the mechanism used to control temperature in MD
simulations. The original velocity rescaling algorithm comes with
DLPOLY, which rescales velocities of every atom in the system, is
suppressed so that velocities of the PKA and other atoms in or near the
collision cascade do not dominate the rescaling and are not altered by the
rescaling. However, because no other temperature controlling mechanism is
present, the extra energy brought in by the PKA will increase the overall
system temperature. A 5-keV Zr PKA introduced into a 6x6x6 supercell is
able to increase the system temperature from 300 K to about 3500 K, higher
than zircon's melting point.
There are at least two methods to solve this problem. One is to increase
system size so that the extra energy brought in by the PKA has less
influence on the overall system. But of course, larger systems would mean
longer computation time. For example, Devanathan et al. [5] used a
simulation cell that contains about 20 atoms per eV of PKA energy. The
temperature rise of the simulation cell as a result of the extra energy of the
PKA is about 200 K in this particular setting. The initial temperature of their
simulation cell is 30 K, so the end temperature is near the room temperature.
Their scheme, however, is too computationally demanding to be adopted in
this study. In Chapter 6, our simulation with 5-keV Zr PKA uses a
simulation cell of 12,936 atoms (11 x7x7 supercell), yet still requires about 1
week to finish. According to their methodology, a simulation with a 5-keV
PKA would require a simulation cell with 105 atoms, which is about 8 times
the number of atoms in our simulation cell, and would require roughly 60
times as long to finish the same simulation, since the computational time
needed is found to scale roughly as N2 , where N is the number of atoms in
the system. Devanathan and co-workers have a 1960-processor massively
parallel computer in the Environmental Molecular Sciences Laboratory at
Pacific Northwest National Laboratory, whereas we have only about 30
processors at our disposal.
Another method is to carefully remove from the system the extra energy
brought in by the PKA in such a way that the collision cascade is not
significantly influenced. In this study, energy was removed from the
simulation cell boundary. A 2-A layer at each of the six sides of the
simulation cell was kept at constant temperature using velocity rescaling.
This is the same velocity rescaling algorithm used to keep the entire system
under constant temperature by DL_POLY (which is suppressed in collision
cascade simulations), but confined to the atoms in the boundary layers only.
Of course, the PKA initial position, previously located right at the boundary,
needs to be changed; otherwise, the PKA will inevitably be influenced by
the newly introduced temperature control. Details are provided in Section
5.6.
The interatomic distances in zircon are about 2 A, so there is only about one
layer of atoms under temperature control. The effectiveness of controlling
only one layer of atoms is remarkable, as can be seen below. Cascade
simulations using 5-keV Zr PKA were performed with and without
boundary temperature control; the resulting system temperatures are
compared in Figure 5.14.
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Figure 5.14: System temperatures of MD simulations using a 5-keV Zr PKA,
both with and without boundary energy removal.
System temperature is kept successfully at 300 K when energy removal is
applied. This has a profound influence on the final structure, because 300 K
is below melting point, whereas 3500 K (the system final temperature when
energy removal is not used) is well above melting point. The structural
differences can be appreciated by comparing Figure 5.15 to Figure 5.16.
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Figure 5.15: Zircon structure after 10-ps MD simulation using a 5-keV Zr
PKA without energy removal at the boundary. The thick arrow in the middle
of the figure shows the initial velocity direction of the PKA. The tail of this
arrow is where PKA is located at time step 0 before simulation started.
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Figure 5.16: Zircon structure after 10-ps MD simulation using a 5-keV Zr
PKA with energy removal at the boundary. The thick arrow in the middle of
the figure shows the initial velocity direction of the PKA. The tail of this
arrow is where PKA is located at time step 0 before simulation started. This
figure should be compared to Figure 5.15.
It is much clearer in Figure 5.16 than Figure 5.15 which part of the structure
has undergone significant changes due to the collision cascade. Figure 5.16
reveals another problem about system size, however. Simply by looking at
the structure, it can be seen that the cascade region touches the boundary of
the simulation cell and thus is influenced by the velocity rescaling applied
there. A larger simulation cell would be more appropriate. The current
system size, however, appears to be sufficiently large for the 1-keV PKA
simulation, as can be seen in Figure 5.17.
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Figure 5.17: Zircon structure after 10-ps MD simulation using a 1-keV Zr
PKA with energy removal at the boundary. The thick arrow in the middle of
the figure shows the initial velocity direction of the PKA. The tail of this
arrow is where PKA is located at time step 0 before simulation started. The
supercell appears to be large enough for containing this radiation event.
The issue of choosing simulation cell size is discussed in Section 5.7, where
a quantitative criterion is developed to determine the extent of the collision
cascade, instead of relying on the qualitative appearance of the structure,
which, though integrative, can be very subjective.
System total energies of MD simulations using a 5-keV Zr PKA are shown
in Figure 5.18. About 4820-eV energy is removed from the system (950 eV
in the 1-keV PKA case). The remaining 180-eV energy (50 eV in the 1-keV
PKA case) is stored in the structure. Using stored energy as a crude indicator,
we can say that the zircon structure suffered more distortion in the 5-keV
PKA case than in the 1-keV PKA case, as would have been expected.
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Figure 5.18: System total energies of MD simulations using a 5-keV Zr
PKA, both with and without boundary energy removal.
5.6 Choosing the PKA, revisited
Section 5.3 discussed choosing location and initial velocity direction for the
PKA. However, because of the boundary energy removal mechanism
introduced in Section 5.5, the PKA initial location needs to be changed to
avoid being influenced by the velocity rescaling at the boundary.
We move the PKA to the right (toward the supercell center). The boundary
layer coupled to a constant temperature heat bath has a thickness of 2 A.
I
Obviously the PKA needs to be moved out of this layer. Simply moving the
PKA 2 A, however, is not enough, since there can still be significant
interactions between the constant temperature layer and the PKA or other
atoms in the cascade. We were more conservative and moved the PKA at
least 6 A away, as shown in Figure 5.19. This movement of PKA left a gap
of at least 4 A between the constant temperature boundary layer and the
PKA. For Zr in crystalline zircon, the closest Si particle is 3.05 A away;
closest O 2.14 A away; and closest Zr 3.64 A away. So a gap of at least 4 A
ensures that the first layer of neighbors of the PKA resides outside the
boundary heat bath.
>6 A
Figure 5.19: Location and initial velocity direction of PKA. PKA locates at
the tail of the arrow, which shows the initial velocity direction. This figure
can be compared to Figure 5.2 where PKA location and initial velocity
direction for simulations with no energy removal are shown.
It is found that some atoms to the left of the PKA are also greatly influenced
and sometimes displaced by the influence of the PKA, and thus should be
considered part of the collision cascade. To make sure these atoms do not
end up within the boundary heat bath, sometimes it is necessary to move the
PKA even further away from the boundary. For example, in the cascade
simulation using a 6-keV Zr PKA in Chapter 6, the initial location of the
PKA was chosen about 14 A away from the left boundary.
5.7 Choosing supercell size
This section aims to determine the right simulation cell (or supercell) size to
use for collision cascade simulations. The simulation cell should be large
enough to contain the collision cascade but not larger, to avoid unnecessary
increase of computation time.
To determine simulation cell size, an empirical relationship developed by
Foreman, Phythian and English [6] for metals recommends that the number
of atoms in the cell should be about 16 times the recoil energy in eV. For
example, for 1 keV recoil, the number of atoms in the cell should be 16 x
1000 = 16000. Devanathan et al. [5] prefer to include 20 atoms per eV of
recoil energy, instead of the 16 recommended by Foreman et al. [6]. As
discussed in Section 5.5, these rules generally give a simulation cell too
large to be used in this study due to the constraint imposed by our limited
computation facility.
Corrales et al. [7] have calculated the longitudinal range and lateral
dispersion for Zr recoils with different energies using a modified SRIM
(Stopping and Range of Ions in Matter) code. The SRIM code [8] uses a
Monte-Carlo binary collision approximation based on the ZBL potential to
describe elastic scattering. The original SRIM code also includes electronic
stopping power as an energy loss mechanism. The modified version used by
Corrales et al. [7] calculates particle ranges based only on the screened ZBL
potential. This is more relevant in estimating ranges in MD simulations, for
which electronic stopping power is unavailable. Their results are shown in
Table 5.2.
Table 5.2: Average longitudinal and lateral ranges for energetic Zr atoms
and the minimum tetragonal volume needed to contain the cascade.
Calculations based only on nuclear stopping processes defined by the ZBL
1 12.1 I .9 1044
30 15.2 5.9 2,116 194,713
70 129.0 110.9 13,782 11,267,940
Two unnecessary approximations are used in this methodology, which can
easily be dispensed with when using MD simulations. The first is using only
the screened ZBL potential. Other parts of the potential model are
incorporated in MD simulations naturally. The second is the binary collision
approximation, which is generally not quantitative enough for investigating
collision cascade details.
The methods described thus far aim to estimate required supercell size
before any MD simulation is performed. This study, however, adopts an
iterative strategy. A supercell size is first chosen based on experience. MD
simulation is performed and the extent of the cascade is assessed. The
supercell size is then enlarged if it is found to be too small to contain the
collision cascade. Using this strategy, the cascade extent is assessed in real
simulations, with no need for unnecessary approximations.
In Section 5.5, layers 2 A thick at each side of the simulation cell were kept
at a constant temperature of 300 K. For collision cascades to be
uninfluenced by velocity rescaling performed in these layers, the simulation
cell needs to have a size large enough so that all the atoms of the collision
cascade are never present inside these layers at any time. That is, all atoms
of the collision cascade should be at least 2 A away from each of the six
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boundaries of the simulation cell at any given time. To determine whether
this is the case, we first need to identify which atoms belong to the collision
cascade.
The atoms in the cascade are those atoms that are significantly influenced
by the energy brought in by the PKA. A first try is to include all the atoms
which gain excess energy because of the collision cascade. At 300 K, an
average atom has a kinetic energy of 3/2 kT = 0.039 eV. Figure 5.20 shows
the energy of the most energetic atom in the system of zircon MD
simulation at 300 K.
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Figure 5.20: Energy of the most
simulation times of zircon MD
attained).
energetic atom in the system at different
simulation at 300 K (after stability is
In Figure 5.20, the most energetic atom in the system never has an energy
value higher than about 0.35 eV. During collision cascade simulation, if an
atom ever attains an energy value much higher than 0.35 eV at any time, it
must have gained its excess energy because of the influence of the collision
cascade and therefore should be considered part of the cascade.
The only difficulty with this method of determining the extent of cascade is
to choose an appropriate threshold energy. What energy should be
considered sufficient for an atom to be considered part of the cascade? 0.35
eV? 1 eV? 5 eV? ... In light of the difficulty in choosing the appropriate
threshold, we turn to another method of determining the extent of cascade
described below.
Another criterion, other than energy, by which to quantify the influence on
an atom from the collision cascade is to measure the displacement of the
atom from its original site. At a temperature of 300 K, atoms thermally
vibrate around their crystalline sites but do not have enough energy to leave.
Figure 5.21 shows the largest displacement among all atoms in the system at
different simulation times of a MD simulation performed at 300 K. No atom
ever makes excursions more than about 0.5 A away from its equilibrium site
at any given time. Thus, if an atom ever leaves its site at any time during the
collision cascade simulation, it can be considered part of the cascade. Unlike
the case where energy is used as the quantitive criterion, here we have a
natural threshold displacement distance reference: the interatomic distances
in crystalline zircon.
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Figure 5.21: The largest displacement from their equilibrium sites among all
atoms in the system at different simulation times of zircon MD simulation at
300 K.
For Si in crystalline zircon, the closest O neighbor is at a distance of 1.62 A
away; the closest Zr 3.05 A away; and the closest Si 3.63 A away. Therefore
the closest neighbor of a Si atom is an O atom at a distance of 1.62 A, which
is then used as the threshold distance for Si. Threshold distances for O and
Zr atoms are determined similarly. Table 5.3 givens the threshold distances
for Zr, Si and O atoms.
Table 5.3: Threshold distances for Zr, Si and O atoms. If an atom has ever
traveled longer than the threshold distance shown here away from its
equilibrium site at any time during the collision cascade simulation, it is
cnncd;Arpcd nnrt nfth6 rnp'n -
Zr Si O
2.13 1.62 1.62
We can see that the threshold values shown in Table 5.3 are all much larger
than the highest peak displacement value in Figure 5.21 (less than 0.5 A).
So if we apply this rule to the equilibration simulation at 300 K, we find that
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no atom belongs to a (here non-existent) collision cascade, as expected.
The number of atoms in the cascade is a non-decreasing function of time,
because once an atom leaves its original site longer than its threshold
distance, it will always be considered part of the cascade afterwards. It may
come back to its original site later on, but this does not change the fact that
this atom has been highly influenced by the collision cascade.
Using the threshold distance values in Table 5.3, we can determine at each
time step of the simulation which atoms are part of the collision cascade. If
any of the atoms in collision cascade is within 2 A of the simulation cell
boundary, the size of the simulation cell is not big enough. The cell size is
then increased and the simulation is re-done. This process is repeated until
the simulation cell is large enough. The simulation cell does not have to
have equal number of unit cells on each side. For example, an 11x7x7
supercell is used for the 5-keV Zr PKA cascade simulation in Chapter 6.
5.8 Determine when to stop simulation
MD collision cascade simulations need to be run long enough that the
system is stabilized. Stabilization means different things depending on the
phenomena one wants to investigate. There are multiple stages in collision
cascades with different time scales, so the time it takes to stabilize depends
on which stages the phenomena under investigation belong to.
At least three stages in a collision cascade can be identified. In the first stage,
the energy of the PKA is redistributed among atoms in the cascade by
ballistic collisions. This process results in a very high local temperature in a
very short time. The second stage is a relaxation phase during which the
"hot" collision cascade regions gradually attain equilibrium with the
ambient crystalline structure. Connectivity disorder and defects are meta-
stabilized during this stage. The last stage is the evolution of the defect
structure, involving defect migration, recombination, etc. This stage takes a
very long time and is usually not feasible to be investigated by MD
simulations for complex ceramics systems with current computational
power. Other methods, such as the Kinetic Monte Carlo approach, can be
used in macroscopic simulations of the evolution of radiation damage.
MD simulations of collision cascades should run long enough to make sure
at least the first two stages have finished. There are several properties that
can be used to determine whether the system is meta-stabilized or not. The
properties used in this study are system temperature, system total internal
energy, energy of the most energetic atom in the system, and the number of
atoms in the cascade. A cascade simulation using a 1-keV Zr PKA is used as
an example here. System temperature and total internal energy at different
simulation times are shown in Figures 5.22 and 5.23, respectively. We can
see that, at about 4 ps, system temperature and total energy have been
stabilized.
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Figure 5.22: System temperature of an MD simulation using a 1-keV Zr
PKA with boundary energy removal.
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Figure 5.23: System total energy of an MD simulation using a l-keV Zr
PKA with boundary energy removal.
Figure 5.24 shows the energy of the most energetic atom in the system and
the average atom energy at 300 K, with no PKA and thus no collision
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cascade. Figure 5.25 shows the same information for a cascade simulation
using a 1-keV Zr PKA. In Figure 5.25, we can see that, starting from about
3.0 ps, the energy of the most energetic atom in the system and the average
atom energy have stabilized, and their values and trends are similar to
what's shown in Figure 5.24 for zircon at 300 K. We can say that the system
has stabilized at about 3.0 ps from an energetics viewpoint.
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Figure 5.24: Energy of the most energetic atom in the system and average
atom energy in an MD equilibration simulation of zircon at 300 K.
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Figure 5.25: Energy of the most energetic atom in the system and average
atom energy of MD cascade simulation using a 1-keV Zr PKA.
We note that one must look at the energy of the most energetic atom, not the
energy of the original PKA, to determine whether the system has stabilized.
The reason is that the PKA transfers its energy to other atoms in a very short
time. Even when the energy of the initial PKA becomes very small,
secondary knock-ons, tertiary knock-ons, etc. can still have high energies
and the collision cascade could well still be under way. Figure 5.26 shows
PKA energies at different simulation times of cascade simulation using a 1-
keV Zr PKA. It can be seen that, starting from about 0.5 ps, the PKA has an
energy less than I eV; and starting from about 1.0 ps, the PKA has the
energy of a typical atom at 300 K. We cannot conclude based on this figure
that the collision cascade has finished at about 1.0 ps.
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Figure 5.26: PKA energies at different simulation times of cascade
simulation using a 1-keV Zr PKA.
In section 5.7, a method based on displacements of atoms from their original
sites is developed to determine which atoms belong to the cascade. Using
that method, we can plot the curve of the number of atoms in the cascade
against simulation time. This curve must have stabilized for the system to be
considered stabilized. The number of atoms in the cascade for a simulation
using a 1-keV Zr PKA is shown in Figure 5.27. As discussed before, the
number of atoms in the cascade is a non-decreasing function of time. The
number of atoms in the cascade does not increase after about 2.0 ps, and the
final count is 132.
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Figure 5.27: Number of atoms in the cascade for a simulation using 1-keV
Zr PKA.
From all the discussions above, we can conclude that a cascade simulation
using a 1-keV Zr PKA is stabilized after about 4.0 ps.
For all collision cascade simulations performed in this study, we have
always performed the checks introduced in this section to make sure the
systems have stabilized. If systems were found not to be stabilized,
simulations were extended until they were.
5.9 The chosen cascade simulation setup
In previous sections, we have described how collision cascade simulations
should be conducted. This section offers a brief summary.
The starting system configuration was the system after equilibration at 300
K, as depicted in Figure 5.1. A PKA was chosen and given an initial velocity
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direction according to Figure 5.19. In most cases the PKA was a Zr atom or
a U atom residing on one of the Zr sites. U was treated as a super-mass Zr in
this study. Its interactions with Zr, Si and O atoms were the same as a Zr
atom's interactions with them.
A variable time step size was used (Section 5.4). The time step size was
chosen in such a way that the fastest atom in the system did not travel more
than about 0.1 A in a single time step. The time step size used in this study
was never greater than 1 fs. A heat bath at 300 K was applied at simulation
cell boundaries as the method to remove the excess energy introduced by
the PKA from the system (Section 5.5).
After the simulation, two validations were performed. One is to make sure
the simulation cell is large enough to contain the radiation event; the other is
to make sure the simulation has been run long enough for the system to have
stabilized.
In section 5.7, a method based on displacements of atoms from their original
sites was developed to determine which atoms belong to the collision
cascade. The extent of cascade was determined by applying this method. If
the extent of cascade overlapped with the boundary layer coupled to
constant temperature heat bath, the simulation cell was considered too small.
As a result, its size was increased and the simulation was re-performed.
For each collision cascade simulation, we also checked system temperature,
system total internal energy, energy of the most energetic atom in the system
and the number of atoms in the cascade to make sure the simulation system
had stabilized (Section 5.8).
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Chapter 6: MD simulations of radiation effects in zircon
This chapter uses MD simulations to investigate radiation effects in zircon.
Collision cascade simulations using Zr and U PKAs with energies up to 10
keV were conducted and cascade details were analyzed. When U was used
as the PKA, it replaced a Zr atom and occupied its site. In this study, no
separate potential is developed for U's interactions with other atoms. Instead,
U was treated as a "super-mass" Zr. U-Zr, U-Si and U-O interactions were
the same as Zr-Zr, Zr-Si and Zr-O interactions, respectively. The effects of
PKA mass on collision cascade were investigated within this framework.
Not all simulations conducted in this chapter involve collision cascades,
such as when determining threshold displacement energies where low-
energy PKAs were used and normally no cascades were produced.
Only one PKA was used in most of the simulations, but multi-PKAs were
used in Sections 6.5 and 6.6 to render the zircon structure amorphous.
Most analysis of the collision cascades is done in this chapter, but some
analysis is delayed to Chapter 7, where topological methods are used.
6.1 Threshold displacement energies
The displacement of atoms from their crystalline sites is one of the primary
material responses to irradiation. It is responsible for damage production
and has profound implications for changes of material properties.
In the most basic theoretical models, a sharp threshold energy Ed is defined.
A lattice atom is permanently displaced if it receives kinetic energy equal to
or greater than Ed. If it receives less than Ed, however, it may leave its site
temporarily but will eventually return [1, 2].
Analytical models based on this definition of Ed typically assume that the
medium is homogeneous and isotropic. Crystalline structure and the
heterogeneity due to the existence of multiple sub-lattices in certain
materials are neglected. These simplifications, although mandatory in many
cases in order to make analytical models tractable, are totally unnecessary in
MD simulations, where crystallographic structure and the effects of multiple
sub-lattices are incorporated naturally.
There are many experimental methods to measure Ed. One of them is to put
the material whose Ed value is sought under controlled irradiation. Material
properties sensitive to the defects created when atoms are displaced are
closely monitored. Radiation energy is then gradually increased and the
energy level which causes sudden change in the monitored material property
is recorded. From this recorded incoming particle energy and masses of the
particles involved in the collision, we can calculate the threshold
displacement energy Ed.
The above described method is just one example of displacement threshold
determination. Experimental techniques available for measuring Ed in
ceramics include optical and thermally stimulated spectroscopies, electron
paramagnetic resonance, positron annihilation, and electron microscopy [3].
Threshold displacement energies have been measured for some ceramics,
such as alumina, MgO, and ZnO. However, accurate Ed values are not
available for many other ceramics due to experimental difficulties or the
effort and expense required to overcome these difficulties. No experimental
values are found for zircon in the literature.
Advances in computer modeling and computational power have provided
new methods for determining threshold displacement energies. Williford,
Devanathan and Weber [3] used energy minimization methods to obtain
estimates of displacement energies. They used the computer code GULP,
which uses a Mott-Littleton [4] approximation to simulate isolated defects
in extended solids. Energy minimization methods are less realistic and less
accurate than are MD methods, but are also much faster.
Calculations of zircon threshold displacement energies using MD
simulations have been carried out by Park, Weber and Corrales [5].
However, the potential they used, the potential #5 described in Section 3.2.5,
yields a negative elastic constant C66. Furthermore, the stable zircon
structure using this potential has an a/c ratio on the wrong side of unity
compared to the experimental zircon structure. Thus, it is not simply a
repetition of work elsewhere to determine Ed values in this study. In addition,
we determine Ed values along more directions to better define a
displacement energy surface.
Conceptually, it is very easy to determine threshold displacement energies
using MD simulations. The main process involves giving an atom an initial
energy along a certain direction and see whether or not it is displaced. In
zircon, certainly we would expect the threshold displacement energies of Zr,
Si and O to be different and highly dependent on crystallographic directions.
Thus, Ed values of Zr, Si and O are determined separately along many
directions in Sections 6.1.1 through 6.1.3. All the directions used in [3] and
[5] are also included in this study for the purpose of comparison. In addition,
Ed values along directions directly toward neighboring atoms and toward
"open spaces" are also determined. The meaning of "toward neighboring
atoms" and "toward open spaces" will be explained in more detail in
Section 6.1.1.
6.1.1 Threshold displacement energies of Zr
As before, simulations used the structure #3 of Figure 5.1 as the initial
structure. A 6x6x6 supercell was used, which is large enough to contain the
low energy collision events in this section. A Zr atom near the center of the
simulation cell was selected to be the PKA. Figure 6.1 shows this Zr atom
and its immediate neighbors. The eight surrounding O atoms are numbered
for convenience of reference. The coordinates of the atoms in Figure 6.1 are
shown in Table 6.1.
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Figure 6.1: A Zr atom near the center of the 6x6x6 simulation supercell and
its surrounding O atoms. The relative positions of the surrounding O atoms
are slightly different from those in experimental zircon crystalline structure,
as the atoms shown here are from the structure after 20-ps MD equilibration
simulation at a temperature of 300 K.
Table 6.1: Coordinates of the atoms shown in Figure 6.1. The location of the
origin is unimportant, since only the relative positions are needed for
determining directions.
Zr N/A (0.0225, 0.0498, 0.0355)
O 1 (2.0416, 0.0267, 0.5294)
O 2 (-0.0294, 1.1753, 1.9518)
O 3 (0.0403, -1.2172, 2.0637)
O 4 (-2.1107, 0.0756, 0.5705)
O 5 (-0.0891, -2.1392, -0.3766)
O 6 (-1.2092, 0.0044, -1.9599)
O 7 (1.2999, -0.0475, -1.9767)
0 8 (0.0721, 2.1550, -0.4856)
Two kinds of initial directions for the Zr atom in Figure 6.1 are considered.
One is directly toward one of the neighboring O atoms; the other is toward
open spaces. The directions toward open spaces will be discussed shortly
below. For directions toward neighboring atoms, there are in total 8
possibilities, since there are 8 neighboring O atoms. The direction towards
O #i will be denoted as NBi (NB for neighbor). For example, the direction
towards O #5 will be denoted as NBs.
The directions can be easily calculated from atom coordinates given in
Table 6.1. For example, coordinates of Zr and O #1 are (0.0225 A, 0.0498 A,
0.0355 A) and (2.0416 A, 0.0267 A, 0.5294 A), respectively. The vector
pointing from Zr to O #1 is then (2.0191 A, -0.0231 A, 0.4939 A). The
length of this vector is 2.01912 + (-0.0231)2 + 0.49392 - 2.0788 A, so the
direction cosines (cosa, cosp3, cosy) for this direction are
2.0191 -0.0231 0.4939(2.0 ) -(0.9713, -0.0111, 0.2376) . These are the direction
2.0788' 2.0788 2.0788
cosines for direction NBI. If Zr's initial kinetic energy is T, its velocity v is
then F2T, where m is the mass of Zr. The initial velocity vector given to ZrN m
at the beginning of the simulation will then be (0.9713v, -0.011 v, 0.2376v)
for NBI direction. Calculations for other directions are similar.
From the example above, it is clear that giving direction cosines is sufficient
to specify a direction. Direction cosines of directions NB1 through NB 8 for
the Zr atom in Figure 6.1 are given in Table 6.2.
Table 6.2: Direction cosines of directions NB 1 through NB 8 for the Zr atom
shown in Figure 6.1
NBi (0.9713, -0.0111, 0.2376)
NB2  (-0.0233, 0.5063, 0.8620)
NB3 (0.0074, -0.5298, 0.8481)
NB4 (-0.9699, 0.0117, 0.2432)
NB5  (-0.0500, -0.9815, -0.1848)
NB6  (-0.5252, -0.0194, -0.8508)
NB 7  (0.5355, -0.0408, -0.8435)
NB 8  (0.0229, 0.9705, -0.2402)
The directions toward open spaces are those that avoid collisions head-on
with neighboring atoms. Figure 6.2 shows the direction toward the open
space between O #1, #2 and #3. The space seems to be quite open in Figure
6.2. However, if we drew the structure as a close-packed figure, as was done
in Figure 2.4, the space would look much more crowded. The "openness" of
spaces is thus only in a relative sense.
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Figure 6.2: Illustration of direction OS 123 for the Zr atom in Figure 6.1.
The direction shown in Figure 6.2 is denoted as OS123 (OS for open space),
since it is the direction toward the center of the triangle with vertices at O #1,
#2 and #3. Similarly, the direction towards center of the triangle with
vertices at O #i, #j, and #k will be denoted OSijk in this study.
There are numerous definitions of triangle centers, such as centroid, incenter,
circumcenter, orthocenter, etc. Centroid (shown in Figure 6.3) is the one we
will use. In physics terms, a centroid point is also called a center of mass or
center of gravity.
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Figure 6.3: Illustration of triangle centroid. D is the midpoint of side BC; E
is the midpoint of side CA; and F is the midpoint of side AB. G is the
centroid of triangle ABC. Picture is from [6].
The centroid of triangle with vertices at (xl, yl, zl), (x2, y2, z2), and (x3,
y3, z3) is located at ((xl+x2+x3)/3, (yl+y2+y3)/3, (zl+z2+z3)/3). After
getting the coordinates of the centroid point, the direction from the Zr atom
in Figure 6.1 to it can be calculated the same way directions NBI through
NB8 are calculated. They are just directions from one known point to
another.
A direction toward open spaces can be determined for every triplet of
surrounding O atoms. However, not all triplets of O atoms are worth
considering. For example, referring to Figure 6.1, the triplet of O #3, #6 and
#8 is probably not a good choice, as the direction OS368 is not much
different from NB 4. Of course it does not hurt to calculate an Ed value along
this direction; it is just unnecessary since it provides no new information. In
this study, the following directions toward open spaces were considered:
OS 123, OS128, OS13 5, OS137, OS138, OS157, OS167, OS234, OS248, OS 345, OS346,
OS357, OS4 56, OS4 68, OS 567, and OS6 78. These account for 16 out of a total of
56 possible triplets. Direction cosines for these directions are given in Table
6.3.
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Table 6.3: Direction cosines of directions toward open spaces for the Zr
atom in Figure 6.1
OS 123  (0.4080, -0.0338, 0.9123)
OS128  (0.4764, 0.7576, 0.4462)
OS1 35  (0.4277, -0.7729, 0.4687)
OS137  (0.9133, -0.3823, 0.1405)
OS138  (0.6947, 0.2714, 0.6662)
OS157  (0.7268, -0.5270, -0.4405)
OS 167  (0.5062, -0.0406, -0.8614)
OS234  (-0.4354, -0.0232, 0.8999)
OS248  (-0.4913, 0.7492, 0.4441)
OS 34 5  (-0.4819, -0.7423, 0.4655)
OS 34 6  (-0.9219, -0.3544, 0.1564)
OS357  (0.3143, -0.9435, -0.1052)
OS456  (-0.7684, -0.4882, -0.4139)
OS468  (-0.7553, 0.4751, -0.4514)
OS567  (-0.0132, -0.4666, -0.8844)
OS678  (0.0193, 0.3975, -0.9174)
In addition to the directions given in Tables 6.2 and 6.3, the following
directions were also considered for the purpose of comparison with
threshold displacement energies published in [3] and [5]: [110], [111], [001],
[120], [011], [010], [101] and [100]. This set of directions is the union of the
sets of directions considered in [3] and [5].
We have to be very careful when comparing directions in this study with
those in [3] or [5]. We can deduce the direction labeling convention used in
[5] by studying the figures therein. The figures in [5] are drawn using this
convention: the paper is the plane containing the x and y axis, with x
horizontal and y vertical. +x direction is toward right and +y upward. The
direction pointing out of the paper is the +z direction. Determined using
some characteristic features of zircon structure shown in such figures as
Figure 1 and Figure 7 in [5], we can conclude that the x, y and z directions in
this study correspond respectively to the y, x, and z directions in [5]. The
alternating ZrO8 triangular dodecahedra and SiO 4 tetrahedra are along the z
direction in Figures 1 and 7 of [5], and they are also along the z direction in
this study, so the z directions match in the two studies. Another distinctive
feature of zircon structure is the plane containing each O atom and its
neighboring Si and Zr atoms. Each 0 atom has 1 neighboring Si atom and 2
neighboring Zr atoms. The O atom and its neighboring Si and Zr atoms are
roughly on the same plane. This plane is perpendicular to the x direction in
this study (see Figure 6.7), but perpendicular to the y direction in [5], judged
from Figure 7 of [5]. Thus the x direction in this study corresponds to the y
direction in [5]. Because of the different labeling of directions, the Ed value
along direction [210] determined here, for example, should be compared to
Ed value along direction [120] in [5]. This is how we will compare Ed values
in Table 6.4 and other similar tables where Ed values are reported. For
reference [3], the direction labeling convention used is not mentioned in the
original paper, and there are no figures or other hints to enable such
information deduced. We will assume [3] used the same convention as that
used in this study.
Intuitively, if b > a and the PKA is displaced with initial energy a, it should
also be displaced with initial energy b. If this is the case, when determining
Ed value along a given direction, a procedure similar to what's called
"binary search" in computer science can be used. Assuming we have already
narrowed down Ed to the range [a, b] (that is, a < Ed < b; initially a can be 0
and b can be a sufficiently large value), to narrow down the range further, a
simulation can be performed with PKA energy (a + b) / 2. If the PKA is
permanently displaced, the new range is [a, (a + b) / 2]; otherwise, it is
[(a+b) / 2, b]. Either way, the width of the range is halved. This process is
continued until we reach satisfactory accuracy. The width of the range
decreases exponentially. For example, assume the original range spans 400
eV. After 9 simulations, the width of the range will be reduced to 400/29 -
0.8 eV.
However, the assumption that if b > a and the PKA is displaced with initial
energy a, it is also displaced with initial energy b does not hold for certain
directions (see discussion in Section 6.1.4). As a result, the process to
determine Ed values takes certain guesses and is more ad hoc than
algorithmic.
In this study, Ed values are reported as ranges. For example, if the Ed value
is reported as [100 eV, 200 eV], it means the PKA is not permanently
displaced with initial energy 100 eV or less, but is permanently displaced
with initial energy 200 eV or more. For energies between 100 and 200 eV,
the PKA may or may not be permanently displaced. If a single value is
desired, the average of the two can be used. In the example above, the value
is 150 eV, with an uncertainty of +50 eV. This method of reporting Ed values
is necessary for certain directions, as discussed in Section 6.1.4.
Each simulation was performed using a constant volume ensemble for 10 ps.
(See Chapter 5 on how collision cascade simulations were conducted in this
study.) At the end of the simulation, if the PKA was displaced from its
original site more than a pre-chosen threshold distance away, it was
considered permanently displaced; otherwise, it was not. The threshold
distance values used for Zr, Si and O atoms are halves of those values
shown in Table 5.3, which are the distances of closest neighbor atoms. The
values in Table 5.3 are divided by two before used as threshold values here
because interstitial sites are half-way between two neighboring sites.
However, the determination of Ed values is not very sensitive to the
threshold distances chosen. It was found that the final position of the PKA
was almost always either very close to the initial site (displacement much
less than half of interatomic distance) or very far away (displacement
comparable to or greater than interatomic distances).
As an example, Figure 6.4 shows the displacement of the Zr PKAs with
initial velocities toward [101] direction and initial energies of 21 eV and 22
eV. We can see that initially the two PKAs had similar displacements, but
after about 1.0 ps, the 21-eV PKA did not have enough energy to penetrate
the potential barrier and returned to near its original site, while the 22-eV
PKA was energetic enough to displace itself about 2.7 A away. In this
specific case, the difference between the two final displacements (0.3 A for
21-eV PKA and 2.7 A for 22-eV PKA) is huge, and we have much freedom
in choosing threshold displacement values.
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Figure 6.4: Displacement of Zr PKAs with initial velocities toward [101]
direction and initial energies of 21 eV and 22 eV.
Ed values of Zr are given in Tables 6.4 and 6.5. The values in Table 6.4 are
for those directions that appeared in either [3] or [5], such as [001], [111],
etc. Ed values along these directions are compared to those reported in [3]
and [5]. The values in Table 6.5 are for directions toward neighboring atoms
and open spaces (NB and OS directions), which have no other published
values to compare with. A significant result is that surprisingly small values
of Ed for Zr displacement exist (Ed 21-29 eV) in several quite different
directions ([101], OS2 34 and OS678). More discussion of the results can be
found in Section 6.1.4.
Table 6.4: Threshold displacement energies of Zr along those directions that
[1101
[111]
[001]
[120]
[011]
[010]
[101]
[100]
[1101
[111]
[001]
[210]
[101]
[100]
[011]
[010]
[99, 100]
[120, 121]
[181, 186]
[150, 180]
161, 162]
[120, 251]
[21, 22]
[126, 127]
N/A
N/A
N/A
78.8
N/A
103.2
N/A
89.2*
*Metastable. Full-equilibrium not achieved in [3].
110
119
122
143
146
166
N/A
Table 6.5: Threshold displacement energies of Zr for directions toward
neig hboring atoms and open spaces
Ed(eV) 55, 56 110, 180 120, 121] [52, 531
Ed (eV) 120, 121 [99, 100 1 119, 144 84, 85
Ed (eV) 126, 127 133, 134 133, 148 112, 113
Ed(eV) 34,35 118,119 126,168 24,25
Ed (eV) 119, 120 80, 81 129, 160 144, 145
Ed (eV) [108, 181] [99, 100] [48, 49] [28, 29]
6.1.2 Threshold displacement energies of Si
The process for determining threshold displacement energies of Si is similar
to that for Zr. A Si atom near the center of the simulation cell is selected and
is shown in Figure 6.5 together with its neighboring O atoms, which are
numbered for convenience of reference.
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Figure 6.5: A Si atom near the center of the 6x6x6 simulation supercell and
its surrounding O atoms. The relative positions of the surrounding oxygen
atoms are slightly different from those in experimental zircon crystalline
structure, as the atoms shown here are from the structure after 20-ps MD
equilibration simulation at temperature of 300 K.
The coordinates of the atoms in Figure 6.5 are given in Table 6.6.
Table 6.6: Coordinates of the atoms shown in Figure 6.5. The location of the
origin is insignificant since only the relative positions are important for
determining directions.
Atom Name Atom Number Coordinates (Unit: A)
Si N/A (0.0386, -0.0105, -3.0015)
O 1 (1.2999, -0.0475, -1.9767)
O 2 (-1.2092, 0.0044, -1.9599)
O 3 (-0.0194, -1.2046, -4.2042)
O 4 (0.0596, 1.2170, -4.1064)
Ed values for Si were determined along the four directions toward
neighboring O atoms, NBI through NB4, and four directions toward the
most obvious open spaces, OS 12 3, OS 124, OS134 and OS 234. In addition, Ed
values along the following crystallographic directions were also determined
for the purpose of comparison with those values reported in [3] and [5]:
[ oTT ], [ l IT ], [ Ill ], [ 101 ], and [ 100 ]. Direction cosines of all these
directions are given in Table 6.7.
Table 6.7: Direction cosines of the directions along which threshold
displacement values of the Si atom in Figure 6.5 will be determined
NB1  (0.7759, -0.0228, 0.6304)
NB 2  (-0.7677, 0.0092, 0.6408)
NB 3  (-0.0342, -0.7042, -0.7092)
NB4  (0.0127, 0.7432, -0.6690)
OS 123  (-0.0298, -0.8150, 0.5788)
OS 124  (0.0224, 0.7816, 0.6234)
OS134 (0.6904, -0.0020, -0.7234)
OS234  (-0.7120, 0.0268, -0.7016)
[0TT] (0.0000, -0.7071, -0.7071)
[11T] (0.5774, 0.5774, -0.5774)
[111] (0.5774, 0.5774, 0.5774)
[101] (0.7071, 0.0000, 0.7071)
[100] (1.0000, 0.0000, 0.0000
Results for Si Ed values are given in Tables 6.8 and 6.9. The values in Table
6.8 are for those directions that appeared in either [3] or [5], such as [100],
[111], etc. Ed values along these directions are compared to those reported in
[3] and [5]. The values in Table 6.9 are for directions toward neighboring
atoms and open spaces (NB and OS directions), which have no other
published values to compare to. At least three directions ([lIT], [111] and
[100 ]) yield low Ed values (29-56 eV). More discussion of the results can be
found in Section 6.1.4.
Table 6.8: Threshold displacement energies of Si along those directions that
appeared in either [3] or [5]
[oTT] [T101] [140, 251] N/A 48
[lI] [l] [29, 30] N/A 48
[111] [111] [28, 29] N/A 52
[101] [011] [112, 113] N/A 65
[100] [010 ] [55, 56] 22.6 N/A
Table 6.9: Threshold displacement energies of Si for directions toward
neighboring atoms and open spaces
Ed (eV) [129, 252] 235, 253 [209, 272 [128, 251]
Ed (eV) [76, 77] [71, 176] [65, 66] [88, 89]
6.1.3 Threshold displacement energies of O
The situation for O atoms is a little more complex than that for Zr and Si.
An O atom in zircon crystalline structure has one neighboring Si and two
neighboring Zr atoms (see, for example, Figure 2.1 in Chapter 2). There are
also neighboring O atoms, but their count depends on the chosen 0-0 cutoff
value. The 0-0 partial RDF plot is shown in Figure 2.18, where the first
three peaks are at distances of 2.431 A, 2.495 A and 2.753 A, respectively.
If we include the first peak but not the second (by defining the 0-0 cutoff
value between 2.431 A and 2.495 A, such as 2.46 A), there is only 1
neighboring 0 atom; if the first two peaks are included, there are 2
neighboring O atoms; if the first three peaks are included, the number of
neighboring O atoms becomes 4.
All O atoms are not equivalent in crystalline zircon. For example, in
Chapter 2 we discussed that in ZrOs triangular dodecahedron four O atoms
are closer to Zr than the other four (however, because a simple pair-potential
is used to model Zr-O interaction, this fact is not able to be accurately
reflected in our model).
For better comparison of Ed values of O with those in [3] and [5], we should
choose an O atom near the center of the simulation cell that has the same
local environment as the O atoms chosen in [3] and [5]. Reference [3] does
not give any information about which O atom was chosen, but Figure 7 of [5]
shows the immediate vicinity of the chosen O atom. The chosen O atom in
this study, together with all the atoms within 4 A distance from it, is shown
in Figure 6.6. The chosen O atom is the one with the "0" label besides it. It
has the same local environment as the O atom in Figure 7 of [5] because the
[010] direction of the O atom shown in Figure 6.6 is more or less toward a
neighboring O atom, and the O atom in Figure 7 of [5] has the same O atom
neighbor in the [100] direction (remember, as discussed in Section 6.1.1, the
x and y directions in this study correspond respectively to the y and x
directions in [5], so [010] in this study is equivalent to [100] in [5]).
Figure 6.6: An O atom near the center of the simulation cell and all atoms
within 4 A. The O atom in the center with a label "O" is the chosen one.
For the purpose of denoting directions, Figure 6.7 shows the immediate
neighborhood of the chosen O atom, with the neighboring Si and Zr atoms
numbered for convenience of reference.
C
CFigure 6.7: An O atom near the center of the simulation cell and all atoms
within 3 A. The O atom in the center with a label "O" is the reference O. Its
neighboring Si and Zr atoms are numbered 1, 2, and 3 for convenience of
reference and direction labeling.
The O atom and its one Si neighbor and two Zr neighbors are roughly on a
plane perpendicular to the x direction. Both in-the-plane and out-of-the-
plane directions should be sampled when calculating Ed values. Some
obvious choices are the three in-the-plane directions toward neighboring Si
and Zr atoms, and [100] and [Too] directions that are out-of-the-plane and
toward very open spaces (the openness of these two directions is apparent in
Figure 6.6). In addition, all of the directions considered in [3] and [5] are
included for the purpose of comparison. The three directions toward
neighboring Si #1, Zr #2, and Zr #3 are called NBI, NB 2 and NB 3,
respectively. Table 6.10 shows all the directions along which Ed values were
determined for O and their corresponding direction cosines.
Table 6.10: Direction cosines of the directions along which threshold
displacement energies of the O atom shown in the center of Figure 6.6 were
determined
NBI (0.0159, 0.7238, 0.6898)
NB2  (-0.0114, -0.9772, -0.2119)
NB3  (-0.0145, 0.5220, -0.8528)
[100] (1.0000, 0.0000, 0.0000)
[100 ] (-1.0000, 0.0000, 0.0000)
[201 ] (0.8944, 0.0000, -0.4472)
[111] (0.5774, 0.5774, 0.5774)
[021] (0.0000, 0.8944, 0.4472)
[001] (0.0000, 0.0000, 1.0000)
[010 ] (0.0000, 1.0000, 0.0000)
[0oI] (0.0000, -0.7071, 0.7071)
[252] (0.3482, 0.8704, 0.3482)
[021] (0.0000, 0.8944, -0.4472)
Table 6.11 shows the calculated Ed values of the O atom shown in the center
of Figure 6.6. A significant number of directions yield low Ed values for 0.
More discussion of the results can be found in Section 6.1.4.
Table 6.11: Threshold di
NB I  N/A [391,400] N/A N/A
NB 2  N/A [106, 243] N/A N/A
NB 3  N/A [123, 124] N/A N/A
[TOO] [010] [28, 29 N/A N/A
[100] [010] [26, 27] N/A 34
[201] [021] [33, 34] N/A 23
[111] [111 [27, 28] N/A 44
[021] [201] [171, 205] N/A 68
[001] 001] [117, 118] N/A 82
[010 ] [100] [61, 62] N/A 93
[oT1] [101] [142, 143] N/A 107
[252 [522] [44, 45] 69.4 N/A
[02] ] [201] [70, 71] 47.3 N/A
6.1.4 Discussion
Ed values of Zr shown in Table 6.4 agree reasonably well with values in [3]
or [5], except along direction [101]. The [101] direction is toward very open
space, as can be seen in Figure 2.2 of Chapter 2. Along this direction, the Zr
atom will be displaced 2.7 A away from its original site at the end of the 10-
ps MD simulation if it is given 22-eV initial energy (see Figure 6.4), so 22-
eV energy is indeed enough to displace it. The Ed value along this direction
(21.5 eV) is the minimum Ed value of Zr. We don't know why [5] got a
much higher Ed value of 166 eV along this direction.
The maximum Ed value of Zr occured along the [010] direction and has a
value of 185.5 eV.
Table 6.5 shows the Ed values of Zr along all the NB and OS directions. In
this table, all the Ed values that are less than 50 eV are along directions in
lnr.eement valnes of O
the OS series, confirming a simple proposition that Ed values increase as the
local environment becomes more closely-packed. But the average values
along NB and OS directions, 101.19 eV for NB and 102.97 eV for OS
directions, are contrary to this proposition. This may due to over-sampling
of certain directions. There is not much justification that we can simply
average over the directions we considered, as we have not taken measures to
sample directions evenly.
For most directions, Ed values of Zr are reported as ranges with 1-eV width,
such as the range [55 eV, 56 eV] for NBi direction. However, for certain
directions, the ranges reported are much wider, such as the range [129 eV,
160 eV] for the OS 3 46 direction. This is not because we didn't perform
further simulations to narrow the range down; the ranges simply couldn't be
further refined. We'll take the OS 346 direction as an example. Table 6.12
shows the final displacement of the Zr PKA at the end of the simulation
when it is given different initial energies along direction OS 346.
Table
Whe n
6.12: Final displacement 
of the Zr PKA 
at the end of the 
simulation
it i s 'ven different initial 
energies along directign OS346
125 0.7291 No
126 0.7308 No
127 0.6590 No
128 0.6682 No
129 0.7256 No
130 3.2304 Yes
140 3.3950 Yes
141 4.5528 Yes
142 4.4817 Yes
143 4.4489 Yes
144 4.5776 Yes
145 4.4567 Yes
146 4.5067 Yes
147 4.4481 Yes
148 0.8336 No
149 2.6665 Yes
150 0.8229 No
151 0.7021 No
152 4.7183 Yes
153 0.7837 No
154 4.8090 Yes
155 0.7822 No
156 3.0896 Yes
157 4.4033 Yes
158 4.2388 Yes
159 0.7236 No
160 6.5078 Yes
161 4.1761 Yes
162 3.9476 Yes
163 3.2375 Yes
164 8.3217 Yes
165 8.2318 Yes
The values in the "Displaced?" column of Table 6.12 alternate between
"Yes" and "No" in the energy range from 129 eV to 160 eV. Many
simulations in which the Zr atom is given initial energies other than those
shown in Table 6.12 are also conducted. It is found that whenever the initial
energy is less than 129 eV, the Zr atom is not permanently displaced,
whereas whenever the initial energy is greater than 160 eV, it is. So an Ed
value for Zr for direction OS 346 is best reported as [129 eV, 160 eV], as was
done in Table 6.5.
The reason for the alteration between displaced and not-displaced in the
energy range from 129 eV to 160 eV is probably because of the multiplicity
of options for the coordinated displacements of the surrounding atoms
without significant energy difference. Besides, atoms are not static. The
OS 346 direction is toward the center of the triangle with vertices at the O
atoms #3, #4 and #6. These O atoms are constantly moving. The level of
openness of the aperture surrounded by these O atoms can be higher or
lower at different times; thus the height of the potential barrier is constantly
changing.
This phenomenon not only occurs for Zr PKA and directions toward open
spaces, it also happens for other types of directions, such as direction NB2 of
Zr, and other types of PKAs, such as direction OS 124 of Si and direction NB2
of O. Since it is a general feature, reporting Ed as a single value, even for a
specific direction, is only a simplification of the reality in many cases.
The minimum Ed value of Si occured along direction [111] (28.5 eV) and
maximum along direction NB2 (244 eV). In Table 6.9, the difference
between Ed values along the NB directions and those along the OS
directions are obvious, with Ed values along NB directions much higher.
Compared to those of Zr, the OS directions of Si are toward more open
spaces since there are only four O atoms surrounding each Si atom, whereas
there are eight surrounding each Zr.
The minimum Ed value of O occurs along direction [100] (26.5 eV). Ed
values along direction [Too ] comes as a close second (27.5 eV). From
Figure 6.6 or 6.7, we can see that both these two directions are
perpendicular to the plane containing the O atom and its neighboring Si and
Zr atoms and are toward very open spaces; they are also symmetric. That's
why the Ed values along these two directions are very small and similar. The
maximum Ed value of O (395.5 eV) occurs along direction NB 1. This value
is unusually high and deserves a closer investigation. The O atom is not
permanently displaced with initial energy up to 391 eV. However, damage to
the lattice is produced even though the O atom itself returns to its original
site. The NB 1 direction is toward the neighboring Si atom (Si #1 in Figure
6.7). Figure 6.8 shows the displacements of the O and Si #1 atoms at
different simulation times when the 0 atom is given an initial energy of 300
eV toward Si #1.
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Figure 6.8: Displacements of the O atom in the center of Figure 6.7 and Si
#1 at different simulation times when the O atom is given an initial energy
of 300 eV toward Si #1. The O atom returned to its original site but the Si
atom is displaced about 7.7 A.
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The interatomic distance between O and Si in crystalline zircon is about
1.62 A. From Figure 6.8, we can see clearly that the maximum displacement
of the O atom is roughly the interatomic distance between O and Si. Thus
the O atom collided with the Si atom, and then came back to its original site.
The Si site is an unstable site for an O atom (see Table 6.14). The Si atom,
however, with the energy transferred from the O atom upon colliding, is
displaced about 7.7 A from its original site. So although the O atom is not
permanently displaced, displacive damage has been produced in the material
lattice. One could argue that, based on this observation, 300 eV is greater
than the Ed value of O atom along the NB1 direction.
Overall, in zircon Ed values are highly direction dependent and tend to be
higher in those directions toward more compact local environment. In
addition, although not apparent from the Ed values, in zircon Zr is harder to
be displaced than Si, and O is the easiest to be displaced (Section 6.11).
6.2 Channeling
One of the advantages of MD simulations over other theoretical damage
production models is that the channeling effects are naturally incorporated.
Channeling happens when atoms are deflected into open channels in the
crystalline structure surrounded by close-packed lines or planes of atoms.
Channeled atoms experience reduced nuclear and electronic stopping and,
consequently, have long ranges and produce few displacements [7].
Channeling was observed in one of the earliest MD simulations of metals
[8].
There are open channels in crystalline zircon structure, such as the obvious
one along the c direction seen in Figure 2.6. To investigate whether
channeling occurs in this open channel, MD simulations were conducted
with a Zr PKA selected according to Figure 6.9. The initial velocity of the
PKA was along the +z direction.
-6 A
Figure 6.9: Location and initial velocity direction of the PKA for
investigating channeling effects. PKA initial location is at the tail of the
arrow, which shows PKA's initial velocity direction.
The Zr PKA at its equilibrium site is not in the open channel. For the
purpose of our investigation, it is moved manually to the center of the open
channel, as shown in Figure 6.10, before the simulation is started. An MD
simulation with the PKA at its original site is also conducted for comparison.
We will label the simulation with the PKA moved to the open channel as
"open-channel", and the simulation without the artificial initial moving of
the PKA as "normal". PKA initial energies were 1 keV in both cases.
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Figure 6.10: The Zr PKA is moved manually from its original site to the
center of the open channel. Its nearby original site is also shown.
In Figure 6.10, the channeling walls surrounding the PKA in the open
channel have boundaries at x = 0, x = 3.318, y = 0 and y = 3.318 A. If
channeling were to happen, the PKA should be confined within the open
channel and its x and y coordinates should always be in the range of [0,
3.318 A]. The z coordinate of the PKA should increase over time because
the initial direction is along the +z direction. Table 6.13 shows the PKA
locations at different times during the simulation.
"~ ~ - ... . • .4.*v mu me. w: .v s- v
Iq,-me 4;. i s -I 4
_, i4.-f11,q" 
. t
p|p 11 S1
" • • 4 . .. . d.d,• • .
m~ ~-~t fa  - n
uu ~ ii ~' Kg
.. . 4._ - -U .. ..p
44- 5 !pp i ...........-
I 4e.,* ,I i
Table 6.13: PKA location at different simulation times for both normal and
o en-channel cases
0.0000 (-0.0289, -0.0059, -12.2106) (1.6592, 1.6592, -12.2106)
0.0030 (-0.0291,-0.0048,-10.8390) (1.6505, 1.6493, -10.8350)
0.0060 (-0.0430, -0.0023, -9.5938) 1.6360, 1.6152,-9.4741)
0.0090 (-0.1339, 0.0034, -8.8275) (1.6162, 1.5659, -8.1267)
0.0120 (-0.2025, 0.0104, -8.1796) (1.5895, 1.5222, -6.7907)
0.0150 (-0.2235, 0.0199, -7.5926) (1.5711, 1.4964, -5.4678)
0.0180 (-0.2312, 0.0292, -7.0330) (1.5680, 1.4885, -4.1548)
0.0210 (-0.2308, 0.0357, -6.4940) (1.5853, 1.4789, -2.8530)
0.0240 (-0.2222, 0.0368, -5.9708) (1.5991, 1.4733, -1.5638)
0.0270 (-0.2071, 0.0328, -5.4599) (1.6029, 1.4805, -0.2857)
0.0300 (-0.1896, 0.0295, -4.9700) (1.6030, 1.4912, 0.9799)
0.0330 (-0.1765, 0.0389, -4.5191) (1.5995, 1.5051, 2.2298)
0.0360 (-0.1755, 0.0650, -4.1174) (1.5944, 1.5197, 3.4680)
0.0390 (-0.1953, 0.0950, -3.7655) (1.5876, 1.5392, 4.6967)
0.0420 (-0.2425, 0.1207, -3.4595) (1.5789, 1.5749, 5.9145)
0.0450 (-0.3147, 0.1452, -3.1842) (1.5801, 1.6307, 7.1209)
0.0480 (-0.4034, 0.1762, -2.9273) (1.5942, 1.6894, 8.3159)
0.0510 (-0.5005, 0.2207, -2.6868) (1.6123, 1.7387, 9.4981)
0.0540 (-0.6025, 0.2828, -2.4675) (1.6204, 1.7785, 10.6660)
0.0570 (-0.7079, 0.3617, -2.2684) (1.6179, 1.8199, 11.8170)
0.0600 (-0.8132, 0.4515, -2.0819) (1.6218, 1.8659, 12.9490)
0.0630 (-0.9154, 0.5454, -1.9023) (1.6342, 1.8956, 14.0580)
0.0660 (-1.0143, 0.6381, -1.7284) (1.6589, 1.9026, 15.1420)
0.0690 (-1.1108, 0.7258, -1.5602) (1.6772, 1.8825, 16.2080)
0.0720 (-1.2060, 0.8062, -1.3986) (1.6751, 1.8668, 16.6070)
0.0750 (-1.3018, 0.8782, -1.2449) (1.6538, 1.8544, 16.8740)
0.0780 (-1.4017, 0.9424, -1.1010) (1.6195, 1.8478, 17.1030)
0.0810 (-1.5100, 1.0013, -0.9689) (1.5851, 1.8489, 17.3000)
0.0840 (-1.6303, 1.0588, -0.8510) (1.5620, 1.8582, 17.4740)
0.0870 (-1.7633, 1.1179, -0.7478) (1.5534, 1.8748, 17.6280)
0.0900 (-1.9060, 1.1786, -0.6574) (1.5545, 1.8975, 17.7700)
0.0930 (-2.0535, 1.2389, -0.5767) Reached Simulation Cell
Boundary
Although both simulations are run to 10 ps, Table 6.13 only shows
coordinates up to 93 fs, because that was when the Zr PKA in the open-
channel case reached the simulation cell boundary. We could have increased
the simulation cell size and redone the simulation, but this proved
unnecessary, since the current simulations were already sufficient to
demonstrate the channeling effects. In the normal case, the PKA's x and y
coordinates changed quite a bit due to collisions with neighboring atoms.
From the data in Table 6.13, at time 93 fs the PKA had already moved 2.02
A in the x direction and 1.24 A in the y direction. At the end of the entire 10-
ps simulation, the PKA moved from initial position (-0.0289 A, -0.0059 A, -
12.2106 A) to final position (-3.2029 A, 3.0966 A, 0.2242 A). The
displacements along x, y, and z directions were 3.17 A, 3.10 A, and 12.43 A,
respectively. The PKA was never close to the simulation cell boundary
during the entire course of the simulation. For the open channel case,
however, the PKA was unable to move significant distances along either x
or y direction due to the potential barrier imposed by the atoms in the
channel wall. In fact, before reaching the simulation cell boundary, the
PKA's displacements along x and y directions were never greater than 0.1 A
and 0.3 A, respectively.
Figure 6.11 shows the displacements along the z direction of both open-
channel and normal cases. The channeling effect is apparent from the
comparison of the two curves.
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Figure 6.11: Displacements along the z direction of the PKAs in normal and
open-channel simulations. After about 0.1 ps, the PKA in the open-channel
case reached simulation cell boundary and its displacement along the z
direction was already about 30 A. In the normal case, however, the PKA
was stabilized after about 0.5 ps and its displacement along the z direction
was about 14 A. It never came close to the simulation cell boundary.
Channeling makes it easier for atoms to travel longer distance, thus results
in Frenkel pairs with longer separations. It also takes energy away from the
location where the PKA is produced. When traveling in the open channels,
atoms graze off the atoms on the channel wall, transferring so little energy
that most of the atoms are not displaced. Figure 6.12 compares the number
of ever-displaced atoms (see definition in Section 6.9) in normal and open-
channel cases.
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Figure 6.12: The number of ever-displaced atoms for both normal and open-
channel cases. When channeling occurs, the number of ever-displaced atoms
dramatically reduces.
Figure 6.12 shows that the number of ever-displaced atoms dramatically
decreased when channeling occurred. Channeled atoms moved long
distances while producing little damage. Thus, theoretical models that don't
take channeling effects into consideration may overestimate radiation
damage to material lattices.
6.3 Stability of anti-site defects
In zircon, an anti-site defect can be either a cation-cation or a cation-anion
replacement. There is no anion-anion anti-site in zircon since there is only
one type of anion, 0, in the structure. There are in total six possible anti-site
configurations: Zr on Si site, Zr on 0 site, Si on Zr site, Si on 0 site, 0 on
Zr site, and 0 on Si site.
A MD simulation is run for each type of anti-site defect. For example, to
· n
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investigate the stability of the anti-site of a Zr atom on a Si site, a Si atom
near the center of a 6x6x6 simulation cell was selected and its identity was
changed to Zr. To keep the overall balance of atom species and charges, a Zr
atom near the simulation cell boundary was chosen and its identity was
changed to Si. This location is as far away as possible from where we have
changed a Si to Zr so the interaction between the two anti-sites is minimized.
A 10-ps MD simulation was then performed and the displacement of the Zr
atom residing on a Si site is recorded. Depending on the value of this
displacement, we can determine whether this anti-site is stable or not.
Simulations for investigating the stability of other kinds of anti-site defects
are similar. Results are given in Table 6.14.
Table 6.14: Stability of anti-site defects
Zr on Si site
Zr on 0 site
Si on Zr site
Si on 0 site
O on Zr site
O on Si site
0.2153
1.4181
1.1904
1.6929
0.2730
2.0708
Yes
No
No
No
Yes
No
Two types of anti-sites were stable in our current model: Zr on Si site and 0
on Zr site. The latter one is especially interesting since it is an anion residing
on a cation site. Further investigation of such intriguing defect possibilities
would need to take specific account of the probability of strong 0-0
molecule bonding stabilizing such defect configurations.
6.4 Linear collision sequence
At low recoil energies, the cascade event may be dominated by linear
collision sequences [7]. Linear collision sequences were predicted by R.H.
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Silsbee [9] and were shown to arise in the first MD simulations of damage
production [8].
A focuson and a dynamic crowdion are two kinds of focused linear collision
sequences. A focuson can transfer a large amount of energy away from the
PKA site while a dynamic crowdion transports matter as well as energy. A
dynamic crowdion is a series of replacement events occurring along straight
rows of atoms. Both focusons and crowdions significantly reduce the
amount of damage produced.
Figure 6.13 shows a linear sequence of atoms in zircon crystalline structure
along y direction. Unlike in simple structures such as bcc and fcc, these
atoms are not exactly on a straight line. In addition, this sequence is
heterogeneous, containing both Zr and O atoms.
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Figure 6.13: The linear sequence of Zr and O atoms along y direction
To investigate whether linear collision sequences occur, a Zr atom was
selected as the PKA, similar to what's shown in Figure 5.19 except instead
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of selecting a Zr atom near the left boundary, a Zr atom was selected near
the "front" boundary. The PKA was given an initial velocity toward +y
direction. The initial energy of the PKA was 200 eV.
For convenience of reference, the Zr PKA and the atoms that are on the
linear sequence along the +y direction are numbered. The Zr PKA is
numbered 0, and it is called Zr-0; the O atom next to it in the linear
sequence along the +y direction is numbered 1, and it is called 0-1; the next
O atom is called 0-2, the next Zr atom Zr-3, and so on and so forth. Figure
6.14 shows the y coordinates of atoms from Zr-0 through 0-13 at different
simulation times.
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Figure 6.14: The y coordinates of atoms in the linear sequence
20 A1V -
The linear collision sequence is apparent in Figure 6.14. Every atom in the
linear sequence has moved synergically along +y direction. The first few
atoms (Zr-0 through about 0-5) initially had surges of displacements (the
peaks in Figure 6.14) along +y direction, but eventually retreated about half-
way back. The higher numbered atoms, starting roughly from 0-8, initially
had a small displacement along -y direction, but once they felt the energy
transferred from the PKA, they were displaced along +y direction for about
0.8 A. The atom 0-13 in Figure 6.14 moved about 0.74 A along +y direction
at the end of the 10-ps simulation. 0-13 was already 28.5 A away from the
PKA Zr-0, so the PKA's energy was transferred far away by the linear
collision sequence.
Figure 6.15 shows the angle between directions of atom displacements and
the +y direction for atoms Zr-0, 0-4, Zr-9 and 0-13. The general trend is
increase of focus (decrease of the angle between direction of displacement
and the +y direction) along the linear collision sequence from atom Zr-0 to
atom 0-13. The increase of focus is not strict, as can be seen by the relative
positions of curves for Zr-9 and 0-13 near the end of the simulation in
Figure 6.15, but the general trend is valid.
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Figure 6.15: (Color) Angle between displacement direction and +y direction
for atoms Zr-0, 0-4, Zr-9 and 0-13. The general trend is increase focusing
along the linear collision sequence from Zr-0 to 0-13.
Thus we have seen that a linear collision sequence has indeed occurred
along the [010] direction. It started as a chain of quasi-replacement
sequences but later degraded into a focuson which transfers energy without
additional displacements or damage production. The starting portion of the
linear collision sequence transferred matter as well as energy, as Zr-0 was
displaced 2.5 A along the +y direction, 0-1 was displaced 1.5 A, 0-2 was
displaced 1.0 A, etc. However, it may be called "quasi-replacement
sequence" instead of "replacement sequence" because, for example, Zr-0
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- Zr-O - 0-4 - Zr-9 - 0-13
does not take 0-l's site. Zr-0 is displaced 2.1 A laterally relative to +y
direction and its displacement has a 400 angle with +y direction. This agrees
with the fact that Zr is not stable on an O site, as shown in Table 6.14.
6.5 Radiation-induced amorphization
This section simulates zircon's amorphization by irradiation. Multiple 5-keV
Zr PKAs were used to render a 6x6x6 supercell amorphous. Simulations
were conducted using constant volume ensemble. The simulation cell is not
big enough to contain the entire cascade engendered by the PKA. The parts
of the cascades that entered the constant temperature boundary layer were
subdued by the velocity rescaling there. The cascades were thus "cut off' by
the constant temperature layer and only parts of the cascades are kept. The
overlap of cascades and the boundary layer is unavoidable, since we want to
use collision cascades to amorphize the entire structure, including those
parts near the constant temperature boundary. However, since we are not
investigating the shapes or extents of the cascades, this should not be a
problem. In this instance we are only interested in the final zircon structure
as the aftermath of the (partial) cascades.
The PKA initial locations were just outside the constant temperature
boundary layer and their initial velocity directions were toward the center of
the simulation cell to maximize their damages to the structure. The PKAs
used were not from the same initial location. Four PKAs were fired near
each of the six boundaries of the simulation cell. They were evenly spaced
on a plane just outside the constant temperature layer, as shown in Figure
6.16.
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Figure 6.16: Four PKAs near the -x boundary of the simulation cell. The
PKA initial locations are at the ends of the arrows, which denote PKA's
initial velocity directions. Four PKAs are introduced near each of the six
boundaries.
Figure 6.16 shows the four PKAs used near the left boundary of the
simulation cell. Each PKA, except the first one, was introduced 2 ps after its
previous PKA. Similar to what's shown in Figure 6.16, four PKAs were
introduced near each of the six boundaries. In total, 24 PKAs were used. At
2 ps after introducing the 24th PKA, the structure was equilibrated at 300 K
for 10 ps.
The number of ever-displaced atoms (see definition in Section 6.9) at the
end of the final equilibration simulation was 3310. Out of a total number of
5184 atoms, this corresponds to a radiation dose of 0.64 dpa. Since we did
not count multiple displacements of an atom during the calculation of the
number of ever-displaced atoms, the real dose is likely to be higher.
Nonetheless, both 0.64 dpa and the undetermined higher real dose value
should be enough to complete the disordering transformation of zircon, but
are still one or two orders of magnitude lower than the dose required for
other radiation-damage phenomena, such as void swelling [10]. Figure 6.17
shows the final structure at the end of the final 10-ps equilibration
simulation at 300 K. It appears to be largely amorphous, except for the
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boundary layers.
Figure 6.17: Zircon structure after 24 5-keV PKAs and the final 10-ps
equilibration simulation at 300 K using constant volume ensemble.
We mentioned above that there were altogether 3310 atoms ever-displaced,
which means there are still 1874 atoms that were never displaced. These
atoms are shown in Figure 6.18. As expected, they are all near simulation
cell boundaries where velocity rescaling was applied to keep the
temperature at 300 K.
Figure 6.18: Atoms of Figure 6.17 that are not displaced. They are all near
simulation cell boundaries where velocity rescaling was applied to keep
temperature at 300 K.
The structure shown in Figure 6.17 was analyzed and topologically
compared to crystalline, melt and melt-quenched zircon structures in
Chapter 7.
6.6 Radiation-induced swelling
In Section 6.5, simulations were conducted using a constant volume
ensemble. The zircon structure was rendered amorphous by multiple PKAs.
In theory, we can also investigate radiation-induced swelling by using the
same PKAs to amorphize zircon, but this time using constant pressure
instead of constant volume ensemble. However, things did not work quite as
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expected. Figures 6.19 and 6.20 plot volume expansions of the system
during the first and second PKAs, respectively.
Figure 6.19: Volume expansion during simulation of the first PKA when
using constant pressure ensemble. Expansion seems to be reasonable.
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Figure 6.20: Volume expansion during simulation of the second PKA when
using constant pressure ensemble. Expansion seems to be too large.
The volume expansion due to the first PKA was about 1.2%. Although there
are no experimental data to compare to, this value at least seems to be
reasonable. However, starting from the second PKA, the system broke down.
In Figure 6.20, volume expansion soared to about 35%, much more than the
18% of experimentally observed swelling in amorphous zircon [11, 12].
In Section 6.5 when investigating radiation-induced amorphization, we used
24 PKAs to amorphize the structure before finally equilibrated the structure
for 10 ps, all using constant volume ensemble. Another method to
investigate radiation-induced swelling is to keep using a constant volume
ensemble in the simulations with the 24 PKAs, but then use a constant
pressure ensemble in the final equilibration step. The volume expansion
during the final equilibration step is shown in Figure 6.21. Once again the
large volume expansion (about 42%) is seen. So the abnormal volume
expansion is unlikely to have been caused by the way we combined a
constant pressure ensemble and collision cascades together, since the
volume expansion in Figure 6.21 is still very large when the combination is
not used.
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Figure 6.21: The volume expansion during the final equilibration step when
constant pressure ensemble is used. The simulations for the collision
cascades of the 24 PKAs are conducted using constant volume ensemble.
This abnormal volume expansion reminds us of Figure 4.6, where the
volume expansion of zircon at 5000 K was shown to be about 90%. All
these unrealistic huge volume expansions may come from the same source,
namely unbalanced ion charges, as explained below. In our potential model,
Zr, Si and O have charges of +3.8, +2.0, and -1.45, respectively. From
experiments, we know that at high temperatures zircon decomposes into
ZrO2 and SiO 2 (Figure 4.1). This phase separation also happens when zircon
is amorphized by irradiation. In the current model, ZrO2 and SiO 2 will not
be charge neutral, but have charges of +0.9 and -0.9, respectively. The
Coulomb repulsive forces within phases of ZrO2 and SiO2 are likely the
driving force of the huge volume expansion.
The solution is to choose ion charges so that ZrO2 and SiO2 maintain charge
neutrality. We chose O's charge to be -1.0, -1.2, -1.4, -1.6, -1.8 and -2.0,
respectively. The charges of Zr and Si are fixed once O's charge is chosen, if
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ZrO2 and SiO 2 are to remain charge-neutral. After changing ion charges,
other potential parameters also need to be changed. This was done by using
code GULP to do a fitting of potential parameters to zircon crystalline
structure and elastic constants, starting from parameters in the current
potential (potential #4 in Chapter 3) and using the new ion charges. The
newly obtained potentials are called charge-balanced potentials and were
used to determine stable zircon crystalline structure and to calculate some of
zircon's equilibrium properties. Results are given in Table 6.15.
Table 6.15: Zircon structure parameters, elastic constants and other
(A')
a (A)
c (A)
Bulk
Modulus
(GPa)
Cl1(GPa)
C33(GPa)
C44(GPa)
C66(GPa)
C12(GPa)
Cl 3(GPa)
+1.71%
6.602
-0.08%
6.093
+1.86%
223.12
-0.84%
445.36
+5.04%
479.19
-2.21%
84.35
-26.01%
63.87
+30.35%
64.08
-8.46%
133.17
-10.62%
+0.52%
6.574
-0.50%
6.074
+1.54%
218.54
-2.87%
440.18
+3.82%
401.59
-18.04%
53.64
-52.95%
13.42
-72.61%
87.77
+25.39%
127.34
-14.54%
+0.46%
6.525
-1.24%
6.162
+3.01%
231.27
+2.79%
455.29
+7.38%
425.18
-13.23%
76.95
-32.50%
33.48
-31.67%
104.91
-49.87%
133.97
-10.09%
+0.91%
6.494
-1.71%
6.248
+4.45%
226.13
+0.50%
460.42
+8.59%
408.32
-16.67%
59.52
-47.79%
46.09
-5.94%
115.17
+64.53%
120.14
-19.37%
+1.31%
6.456
-2.29%
6.348
+6.12%
225.28
+0.12%
482.16
+13.72%
409.16
-16.50%
29.37
-74.24%
47.15
-3.78%
103.46
+47.80%
113.84
-23.60%
+1.39%
6.417
-2.88%
6.430
+7.49%
239.73
+6.55%
516.19
+21.74%
436.43
-10.93%
4.61
-95.96%
38.66
-21.10%
91.91
31.30%
127.25
-14.60%
+1.55%
6.384
-3.38%
6.509
+8.81%
273.05
+21.36%
566.56
+33.62%
469.10
-4.27%
18.84
-83.47%
40.07
-18.22%
114.20
+63.14%
158.16
+6.15%
No charge-balanced potential in Table 6.15 had a better overall performance,
as far as zircon stable structure and equilibrium properties are concerned,
than the original potential we used. The potential with an 0 charge of -1.2
was the best among all the charge-balanced potentials, because none of the
properties calculated using it has a worse than 50% difference from
experimental value. All other charge-balanced potentials gave one or more
calculated properties more than 50% off the experimental values. We have
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6.607
5.982
225.0
424.0
490.0
114.0
49.0
70.0
149.0
I
used the charge-balanced potential with an 0 charge of -1.2 and call it the
charge-balanced potential hereafter.
Using the charge-balanced potential, zircon at 5000 K had a molar volume
of 4.69 x 10-' m/mol. In Section 3.3, the experimental molar volume of
zircon was shown to be 3.92 x 10-5 m3/mol, so the volume expansion is
about 19.6%, much better than the 90% expansion using the original
potential. However, at 300 K, the stable structure using the charge-balanced
potential had a molar volume of 3.42 x 10-5 m3/mol, which is about 12.8%
less than the experimental value. (Because of this and the calculated
properties shown in Table 6.15, the charge-balanced potential without
further optimizations is not as good as the original potential we used, except
perhaps in the cases when the structure amorphizes while a constant
pressure ensemble is used.) Perhaps it is more meaningful to judge the
charge-balanced potential using the volume expansion from 300 K to 5000
K, which is about 37.1%. This value is higher than experimental value but
better than the value of 90% using the original potential. The volume
expansion value could possibly be brought in line with the experimental
value with further adjustment of the short-range potential parameters.
Radiation-induced swelling behaved very well under the charge-balanced
potential, even without any further potential optimizations. The same
process as in Section 6.5 was used to amorphize the zircon structure, with
only two modifications: using the charge-balanced potential instead of the
original potential; using the constant pressure ensemble instead of constant
temperature. The huge volume swelling shown in Figure 6.20 did not occur
in the new simulations. In fact, at the end of the final equilibration step, the
molar volume stabilized at about 3.55 x 10-5 m3/mol, which is about 4%
more than the equilibrium molar volume of 3.42 x 10-5 m3/mol at 300 K
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using the charge-balanced potential.
The number of ever-displaced atoms when using the charge-balanced
potential was similar to (although slightly smaller than) that when using the
original potential, so the levels of amorphization of the radiation-induced
amorphous structures using the two kinds of potentials were similar. The
radiation-induced volume expansion of 4% integrated over the simulation
cell is not close to the experimental value, which is about 18% [11, 12, 13].
However, it should be emphasized that our incentive for introducing the
charge-balanced potential was the anomalously large volume expansion
upon amorphization when the constant pressure ensemble was used with the
original potential, and now the swelling is brought under control. Also, the
volume change of 4% was that averaged over the whole cell and is less than
the larger swelling value in the center of the overlapping cascades.
Thus, the anomalously large volume swelling shown in such figures as
Figure 4.6, Figure 6.20 and Figure 6.21 was caused by the non-neutrality of
SiO 2 and ZrO2 units, which are created when zircon structure is amorphized
either thermally or by irradiation. We tried to produce a charge-balanced
potential with better overall performance than our original potential, to no
avail. Consequently, the new charge-balanced potential was used only in
amorphization of zircon structures using the constant pressure ensemble,
while most of the simulations were still conducted using the original
potential.
6.7 Time scale of collision cascade process
During the initial ballistic stage of collision cascade, the PKA energy is
redistributed among hundreds or thousands of atoms in a very short time.
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We can consider the initial ballistic stage finished once the energy of the
most energetic atom in the system (call it Emax) falls below a chosen
threshold energy (call it Eo). As seen in Figure 5.25, Emax reduces to just a
few eV in a time of a fraction of 1 ps.
Often there were fluctuations in Emax values. Emax might be less than E0 at
time tl, but be greater than Eo again at a later time t2 > ti. In this study, we
used the last time that Emax > E0 as the time at the end of ballistic stage (call
it tb). Figure 6.22 illustrates the methodology using a fictional (not from real
simulation) Emax against time curve. Assume we have chosen E0 = 20 eV. In
Figure 6.22, Emax first becomes less than Eo at about 0.1 ps, but the tb value
in this fictional setup is where the thick segment between 0.4 and 0.5 ps
intersects with the E = 20 eV horizontal line, because this is the last time
Emax is greater than E0 (assuming Emax is always less than E0 after 1 ps).
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Figure 6.22: Fictitious Ea,, against simulation time curve to illustrate the
methodology used to determine the time scale of ballistic stage. If threshold
energy E0 is chosen to be 20 eV, the last time Em,, > E0 is where the thick
segment between 0.4 and 0.5 ps intersects with the E = 20 eV horizontal line,
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which is the tb value sought.
In Section 6.1, we have seen that the minimum energy required to displace
an atom in zircon is about 20 eV, so 20 eV is a reasonable choice for the
threshold energy Eo0. E0 values of 15 and 25 eV were also used to test tb'S
sensitivity to E0. Results of tb values are shown in Figure 6.23 for
simulations using both Zr and U PKAs, with PKA energies from 100 eV up
to 10 keV.
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Figure 6.23: Time scale of the ballistic stage of collision cascades
Several conclusions can be made from the curves in Figure 6.23
1) When PKA energy is less than about 3 keV, tb depends strongly on
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PKA energy and is larger for more energetic PKAs. However, when
PKA energy is greater than about 3 keV, tb is more or less stable about
a fixed value. For a U PKA, it stabilizes around 180 fs; for a Zr PKA,
around 100 fs.
2) The tb value is larger for heavier PKAs, since the curves for U PKA
are above the curves for Zr. In other words, the ballistic stage of
collision cascade is longer for more massive PKAs.
3) The tb value is not very sensitive to changes in chosen threshold
energy values. The curves for Eo = 15, Eo = 20 and Eo = 25 eV are
close to each other.
The ballistic stage lasts about 0.1 ps according to Figure 6.23. This value
falls in the range of 1015 to 10-12 seconds presented by Park et al. [5] and
agrees very well with the -100 fs value provided by Robinson [7]. The next
stage of "cooling down" of the cascade region to ambient temperature takes
one order of magnitude longer, in the range of a few pico-seconds, as shown
in the figures of Section 5.8.
6.8 Extent of cascade
Using the criterion developed in Section 5.7, we can determine the atoms
that are highly influenced by the collision cascade, from which the extent of
the cascade can be determined. If the crystallographic features of the
structure were ignored, we would expect the extent of the cascade to be
longer along the longitudinal direction and shorter along the lateral direction,
as in the results calculated by Corrales et al. [14] using modified SRIM
(Stopping and Range of Ions in Matter) code [15] with only the ZBL
potential [15]. A part of their results is shown in Table 5.2, and we can see
that, for various PKA energies, the cascade extent along the longitudinal
direction is roughly three times the extent along the lateral direction. In our
simulations, since the initial PKA direction was toward +x direction, we
would expect the extent of cascade to be larger along the x direction than
along y and z directions, based solely on the SRIM calculations. However, it
is not the case if crystallographic features of zircon are taken into account.
The channeling effects along the z direction were discussed in Section 6.2
and the linear collision sequence along y direction discussed in Section 6.4
will contribute to the widening of cascade extent along those two directions,
as evidenced by the results given in Table 6.16.
Table 6.16 Extent of cascade
r nt a ,tnt cascade' A
100 eV 8.582 6.149 7.989 100 eV 8.852 8.030 9.553
200 eV 11.723 8.356 8.965 200 eV 16.023 7.168 20.881
300 eV 16.204 11.090 10.534 300 eV 15.585 10.693 10.330
400 eV 16.023 13.765 13.765 400 eV 19.133 14.272 12.941
500 eV 15.100 14.888 13.007 500 eV 16.801 13.104 15.293
600 eV 19.276 17.295 14.759 600 eV 22.548 13.952 14.599
700 eV 18.819 20.868 15.461 700 eV 22.726 17.166 15.511
800 eV 23.634 21.417 19.078 800 eV 23.359 17.268 14.990
900 eV 25.757 21.171 22.618 900 eV 24.845 18.781 17.207
1 keV 23.137 20.894 25.757 1 keV 25.887 22.731 21.798
2 keV 33.626 29.686 30.491 2 keV 26.881 27.263 28.406
3 keV* >44.058 >27.126 >36.385 3 keV 40.569 31.457 30.575
4 keV* >40.854 >32.039 >42.781 4 keV* >37.224 >29.212 >42.788
5 keV* >53.500 >45.429 >42.787 5 keV* >46.674 >35.173 >42.561
6 keV* >46.842 >37.069 >42.774 6 keV* >46.587 >34.079 >42.790
7 keV* >52.819 >46.363 >42.789 7 keV* >48.072 >39.594 >42.789
8 keV* >44.758 >30.632 >42.790 8 keV* >50.349 >40.817 >42.788
9 keV* >52.948 >37.517 >42.788 9 keV* >54.337 >40.811 >42.786
10 keV* >71.510 >46.363 >42.409 10 keV* >54.994 >39.730 >42.788
* Simulation cell not large enough to contain the cascade along z direction
The data in Table 6.16 with a ">" sign are calculated from those simulations
using simulation cells not large enough to contain the entire collision
cascade along z direction. For example, for the simulation using Zr 10-keV
PKA, a 12x7x7 supercell with altogether 14,112 atoms was used. This
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simulation cell was not large enough to contain the cascade along z direction.
For it to be large enough, we need to enlarge the simulation cell quite a lot
along the z direction, because atoms are able to travel very long distances
with very small energy losses along the open channels of z direction, as seen
in Section 6.2. We didn't enlarge the simulation cell due to the huge extra
computation time required. The simulations that used not-large-enough
simulation cells are clearly marked in this study and their results should be
viewed cautiously. However, we made sure that the simulation cell was
always large enough along the x direction, which is the direction that
absorbs the majority of the PKA's impact. Thus, we expect the
approximations to be good enough; and most of the defects, which
subsequently important in evaluating structural and property changes, are
believed to have been captured.
According to the results in Table 6.16, the cascade extent along the
longitudinal direction is still larger than along lateral directions in most of
the simulations, but the differences are not as much as those predicted in
[14], calculated using the SRIM code. When the PKA energy is large
enough for channeling effects to occur along the z direction, the cascade
extent along z direction sometimes is even larger than the extent along the x
direction (Zr 1-keV PKA and U 2-keV PKA cases, for example).
The difference in cascade extent using Zr or U PKA is small, even though U
has more than twice the mass of Zr. A more massive PKA thus does not
dramatically either enlarge or shrink the spatial extent of the region affected
by the collision cascade.
Channeling and linear collision sequences can bring a cascade's influence to
very large distance and as a result enlarge the cascade extent data in Table
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6.16. When the cascade extends a along the x direction, b along the y
direction, and c along the z direction, it does not mean that every atom
within the axbxc volume element is part of the cascade. In fact, only a small
fraction of them are. From this perspective, the number of ever-displaced
atoms might be a better criterion to describe cascade strengths than the
extent of the cascade, which will be calculated in next section.
Sub-cascades were detected in more energetic simulations. For example, the
final structure after 10-ps simulation of a cascade using a 10-keV Zr PKA is
shown in Figures 6.24 and 6.25, viewed from two different angles. Two sub-
cascades are apparent in the figures. The shapes of the sub-cascades look
similar to those cascades bought about by PKAs with smaller energies. If
higher-energy Zr PKAs always result in production of sub-cascades, a
proposition neither proven nor disproven in this study, the cascades caused
by Zr PKAs with energies up to 10 keV may contain all the relevant physics
of single-cascade behaviors. No sub-cascades are detected for simulations
using U PKA with energies up to 10 keV.
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Figure 6.24: Zircon structure after 10-ps simulation using 10-keV Zr PKA,
viewed from the [o0 T] direction. Two sub-cascades can be discerned.
Figure 6.25: Zircon structure after 10-ps simulation using a 10-keV Zr PKA,
viewed from the [001] direction. Two sub-cascades can be discerned.
PKA displacement is much different from cascade extent, since the PKA can
transfer energy to other atoms which then continue to enlarge the cascade.
Table 6.17 shows the displacements of Zr and U PKAs with various initial
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energies. It can be seen that PKA displacement along the x direction is only
about half of, or less than half of, the extent of the cascade along the x
direction in Table 6.16. U travelled farther than Zr along the x direction,
because U is much heavier and thus less prone to changing direction.
Table 6.17: Displacements of Zr and U PKAs with various initial energies. A
displacement of (a, b, c) means at the end of the 10-ps simulation, the PKA
has moved a in the x direction, b in the y direction and c in the z direction.
Zr, 100 eV (0.9085, -0.0224, 0.1722) U, 100 eV (2.9450, 0.9655, 0.6763)
Zr, 200 eV (3.8629, -1.7803, -0.5900) U, 200 eV (7.9745, -0.3816, -0.6898)
Zr, 300 eV (7.4545, -0.0453, -2.2819) U, 300 eV (9.4366, 0.0461, -2.1310)
Zr, 400 eV (7.9581, -0.8108, -2.5926) U, 400 eV (11.5209, 0.0689, -1.8907)
Zr, 500 eV (7.8036, -1.5936, -0.9551) U, 500 eV (11.9644, -0.0363, -2.7994)
Zr, 600 eV (8.7926, 0.0754, -1.7099) U, 600 eV (14.2117, 0.0108, -2.8197)
Zr, 700 eV (6.0110, 0.1755, -1.9929) U, 700 eV (14.1107, -0.0063, -2.3881)
Zr, 800 eV (6.8714, -0.2881, 2.6557) U, 800 eV (17.0073, 0.0533, -1.9507)
Zr, 900 eV (7.7660, -0.0408, 2.7470) U, 900 eV (13.6637, -0.0076, -2.2575)
Zr, I keV (10.4664, -3.4987, 3.1897) U, I keV (13.8165, -1.4817, -0.6176)
Zr, 2 keV (23.8019, 0.2356, -4.2768) U, 2 keV (19.9733, -5.1453, 2.0826)
Zr, 3 keV* (36.8776, 0.1969, -16.3870) U, 3 keV (20.1199, 3.3331, 7.0646)
Zr, 4 keV** (26.9303, 7.9192, -20.2685) U, 4 keV* (29.0399, 4.1766, -15.7340)
Zr, 5 keV** (20.3516, 6.6235, -21.1525) U, 5 keV* (39.7700, 6.9268, 15.4827)
Zr, 6 keV* (29.6058, 2.4859, 14.9395) U, 6 keV* (24.5391, -5.1863, 14.9985)
Zr, 7 keV** (35.1658, -0.0268, 21.9595) U, 7 keV* (30.0164, -3.5116, 11.8035)
Zr, 8 keV** (33.4196, 1.8903, -20.5075) U, 8 keV* (30.7418, -4.7238, 17.8125)
Zr, 9 keV** (26.5230, -5.7598, 20.3898) U, 9 keV* (35.0312, -12.7709, 19.2198)
Zr, 10 keV** (39.7957, 7.2408, -19.8730) U, 10 keV** (34.3911, -10.5129, 20.0718)
* Simulation cell was not large enough to contain the entire cascade along the z direction
** Simulation cell was not large enough to contain the entire cascade along the z direction and
PKA ended near simulation cell boundary and thus was affected by the velocity scaling there
PKA displacement along the y direction was much smaller than that along
the x or z directions. The displacement was understandably large along the x
direction, since this is the PKA's initial direction. It is also large along the z
direction, due to the channeling described in Section 6.2, which is not
available along the y direction. From the data in Table 6.17, we can see that
channeling occurred for Zr PKAs with kinetic energy 3 keV and more, and
for U PKAs with energy 4 keV and more.
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Figure 6.26 plots PKA displacements along the x direction against PKA
initial energy. When PKA energy is small, channeling doesn't occur and a U
PKA travels farther along the x direction than a Zr PKA. When PKA energy
is larger than about 3 keV, however, channeling occurs and the PKA
propagation distance along the x direction becomes similar for U and Zr
PKAs. PKAs never travel more than about 4 nm along the x direction in our
simulations. Although simulations with more energetic PKAs were not
conducted due to limited computing resources, we can reasonably expect
that those PKAs would also be channeled into the open channels along the z
direction and consequently would not be able to travel the longitudinal
distances calculated by Corrales et al. [14] using the modified SRIM
(Stopping and Range of Ions in Matter) code [15]. The latter totally ignores
the crystalline structure and predicts, for example, that a 30-keV Zr PKA
will travel 15.2 nm and a 70-keV PKA 29.0 nm along the longitudinal
direction.
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Figure 6.26: PKA displacement along the x direction. When PKA energy is
small, channeling doesn't occur and U PKA travels longer distance along
the x direction than a Zr PKA. When PKA energy is larger than about 3 keV,
however, channeling occurs and the PKA propagation distance along the x
direction becomes similar for U and Zr PKAs. PKAs never travel more than
about 4 nm along the x direction in our simulations.
Thus far, we have talked about the extent of cascade without much
discussion of the criterion used. We have used the method developed in
Section 5.7 and threshold distance values given in Table 5.3, which are the
distances of closest neighbors. Here we test the sensitivity of cascade extent
on the threshold distance values. The threshold distance values given in
Table 5.3 were scaled equally by a factor f and the extents of cascades re-
calculated. Results are shown in Table 6.18.
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Table 6.18: Sensitivity of cascade extent on the threshold distance values.
The threshold distance values given in Table 5.3 are scaled equally by a
scaling factor, f and the extent of cascade is recalculated for the collision
..... -. . L.- - 1 1.-I, 7.. TT7 A
0.5 28.3420 26.8110 29.1840
0.6 26.4330 23.7320 28.7070
0.7 23.1370 22.7390 28.7070
0.8 23.1370 22.7390 28.7070
0.9 23.1370 20.8940 26.5580
1 23.1370 20.8940 25.7570
1.0 22.7540 20.7077 25.7570
1.1 22.2910 20.7077 21.5283
From Table 6.18, we can see that the extent of cascade depends on the
threshold distance values we chosen, as expected, but is not too sensitive to
their values, especially when the scaling factorf is around 1.0. Figure 6.27
shows the extent of cascade along the x direction, which is the initial
velocity direction of the PKA. As we can see, around f = 1 there is little
change of cascade extent when we change the value of f which partially
justifies why we can use the threshold distance values given in Table 5.3.
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Figure 6.27: Sensitivity of cascade extent along the x direction on chosen
threshold distance values, which are the original threshold distance values in
Table 5.3 times the scaling factor.
6.9 Number of ever-displaced and displaced atoms
This section calculates the number of ever-displaced and displaced atoms
during the collision cascade. During the collision cascade, many atoms will
be displaced from their sites, all of which are "ever-displaced" atoms. Some
of these ever-displaced atoms, however, may eventually return to their
original sites. Only those atoms that do not return are displaced atoms. For
example, the O atom whose displacement is shown in Figure 6.8 is ever-
displaced but not permanently displaced. It is considered a displaced atom at
time 0.1 ps, but not at 10 ps. The number of ever-displaced atoms is
determined using the method developed in Section 5.7 and the threshold
distance values given in Table 5.3.
Figure 6.28 shows the number of ever-displaced and displaced atoms when
using Zr and U PKAs with different energies.
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Figure 6.28: The numbers of ever-displaced and displaced atoms for
simulations using Zr and U PKAs with different energies
We can see that more ever-displaced and displaced atoms are produced by U
PKA than by Zr PKA. There are more ever-displaced atoms than displaced
atoms, as expected. The percentage of ever-displaced atoms that went back
to their original sites is shown in Figure 6.29. It can be seen that the
percentage of ever-displaced atoms that went back has no clear dependency
on the mass of the PKA.
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Figure 6.29: Percentage of ever-displaced atoms that returned back to their
original sites for simulations using Zr and U PKAs with different energies
The fact that U PKAs displaced more atoms than Zr PKAs can be seen
intuitively by looking at the damaged lattices directly. The zircon structures
after 10-ps MD simulations using 5-keV Zr and U PKAs are shown
respectively in Figure 6.30 and Figure 6.31. A casual comparison of these
two figures clearly shows that the U PKA produced more damage. Because
U is simply a super-mass Zr in this study, this simply confirms that heavier
PKAs produce more damage to the lattice than lighter ones if their initial
energies are the same.
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6.30: Zircon structure after 10-ps MD simulation using 5-keV Zr
Figure 6.31: Zircon structure after 10-ps MD simulation using 5-keV U
PKA.
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PKA.
Experimentally, an a-decay recoil in natural zircon displaces about 3800
atoms [16]. Th and Ra a-decay recoils in natural zircon have energies from
30 keV to 70 keV. Due to electronic energy-loss mechanisms, only about
50% of the recoil energy is dissipated in the nuclear collisions [14], or about
15-35 keV. U has similar mass to Th or Ra, so the number of atoms it
displaces should be of the same order of magnitude as the numbers of atoms
displaced by Th or Ra. The 10-keV U recoil in our simulation displaces
about 1000 atoms (Figure 6.28), in reasonable agreement with experimental
results.
The ever-displaced atoms constitute only a small fraction of all the atoms
within the volume element of the cascade extent. For example, in Table 6.16
we have seen that the extent of the cascade caused by a 1-keV Zr PKA is
23.137A by 20.8940 A by 25.7570 A. At the end of the simulation, there
were in total 1083 atoms within this volume element, of which 165 were
ever-displaced, accounting for only 15%. The percentage for a 1-keV U
PKA is 17%.
6.10 Thermal spike
We investigate thermal spike in this section by calculating average
temperatures of two different groups of atoms
1. Ever-displaced atoms.
2. All atoms within the volume element defined by the cascade extent.
These groups are not static. As simulation goes on, more atoms are
displaced and added into group 1. Similarly, as the extent of the cascade
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changes, the atoms belonging to group 2 also change. From the discussion
in the last section, we know that the atoms in group 1 account only for a
small fraction of all the atoms in group 2. Since the atoms in group 1 are
those that are most influenced by the collision cascade, they tend to have
more energies. Consequently, the average temperature of atoms in group 1
will be much higher than that of atoms in group 2, as shown in Figures 6.32
and 6.33. In Figure 6.33, the curve for average temperature of atoms in
group 1 is labeled "Cascade Atoms" and the curve for the temperature of
atoms in group 2 is labeled "Volume Element". Average temperatures are
calculated for the simulations using 1-keV Zr and U PKAs.
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Figure 6.32: Thermal spike during the first 0.2 ps simulations using 1-keV
Zr and U PKAs
'^^^^
rj1
Figure 6.33: Thermal spike of simulations using 1-keV Zr and U PKAs
In Figure 6.32, during the initial 0.2 ps of the simulations, the thermal spike
caused by a U PKA has a higher average temperature than that caused by a
Zr PKA. At the end of 0.2 ps, both thermal spikes still comprise
temperatures much higher than the melting point of zircon. Figure 6.33
shows that, after the initial short period, the temperatures of the thermal
spikes caused by Zr and U PKAs are similar.
6.11 Distribution of PKA energy among sub-lattices
This section investigates the distribution of PKA energy among Zr, Si and O
sub-lattices. Sub-lattice kinetic energy is the total kinetic energy of atoms
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within this specific sub-lattice. For example, the kinetic energy of the O
sub-lattice is the sum of the kinetic energies of all O atoms.
Before introducing any PKA, a specific sub-lattice has a certain amount of
kinetic energy Eo due to thermal vibration; after absorbing some of the
PKA's energy, the kinetic energy of this sub-lattice becomes El. El - Eo is
what we are interested in here and is called the "excess kinetic energy". The
PKA itself was excluded from calculation of excess kinetic energies of sub-
lattices.
Figures 6.34 and 6.35 plot the excess kinetic energy of each sub-lattice as a
percentage of the total excess kinetic energy, which is simply the sum of the
excess kinetic energies of all sub-lattices. Figure 6.34 shows the results for
the simulation of a 5-keV Zr PKA and Figure 6.35 shows the results for the
simulation of a 5-keV U PKA.
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Figure 6.34: (Color) Excess kinetic energy of sub-lattices as a percentage of
total excess kinetic energy, for the simulation using a 5-keV Zr PKA.
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Figure 6.35: (Color) Excess kinetic energy of sub-lattices as a percentage of
total excess kinetic energy, for the simulation using a 5-keV U PKA.
We saw similar trends in Figure 6.34 and Figure 6.35. The Zr sub-lattice
absorbed a little more PKA energy than did the Si sub-lattice, and the O sub-
lattice absorbed the majority, between 60% and 65%, of the excess energy.
Stoichiometrically, Zr, Si and O account for respectively 16.7%, 16.7% and
66.7% of atoms in zircon lattice, so the distribution of PKA energy into sub-
lattices is roughly proportional to atom ratios. We conducted simulations
using 5-keV Si and O PKAs and constructed figures (not shown) similar to
Figures 6.34 and 6.35 that again indicate that the distribution of excess
energy into sub-lattices is roughly proportional to atom ratios, the Zr sub-
lattice absorbing a little more excess energy than the Si sub-lattice. Thus, the
specific pattern of distribution of excess energy into sub-lattices shown in
Figures 6.34 and 6.35 is due to zircon's intrinsic response to collision
cascades, not to energy transfers in individual collisions. (Otherwise, for
example, we would expect the Si sub-lattice to absorb more energy than the
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Zr sub-lattice when a Si PKA is used, since energy transfer from Si to Si is
more efficient than from Si to Zr.)
Since zircon structures are dominated by the presence of O atoms, and the
majority of the initial PKA energy is transferred to the O sub-lattice, we
expect most of the ever-displaced atoms to be O atoms. This is indeed the
case. For example, out of the 692 ever-displaced atoms caused by 5-keV Zr
PKA, 40 (5.8%) are Zr, 150 (21.7%) are Si, and 502 (72.5%) are O atoms;
out of the 1164 ever-displaced atoms caused by a 5-keV U PKA, 109 (9.4%)
are Zr, 228 (19.6%) are Si, and 826 (71.0%) are O atoms. Although there are
same number of Zr and Si atoms in zircon structure, the number of ever-
displaced Zr was much smaller than that of Si, even though the Zr sub-
lattice absorbs more energy. This proves that Zr atoms are harder to be
displaced than Si in zircon. Over 70% of ever-displaced atoms are 0, more
than the stoichiometric ratio, since O is lighter and more easily displaced
than the other two.
We saw above that Zr is harder to displace than Si in zircon, but this could
be an artifact of using a larger threshold distance value for Zr (2.13 A, Table
5.3) than that for Si (1.62 A, Table 5.3). It is not. We re-calculated the
number of ever-displaced atoms using 1.62 A as the threshold distance for
all three kinds of atoms in zircon. The results are shown in Table 6.19. As
expected, when the threshold distance value of Zr is decreased from 2.13 to
1.62 A, the number of ever-displaced Zr atoms increases. But fewer Zr
atoms are nevertheless displaced than are Si atoms. So the conclusion
remains the same: Zr is harder to displace than Si atom in zircon.
Table 6.19: Number of ever-displaced atoms in each sub-lattice for
1.62 1.62 1.62 63 (8.8%) 150 (21.0%) 502 (70.2%) 0 715
U 2.13 1.62 1.62 109 (9.4%) 228 (19.6%) 826 (71.0%) 1 1164
1.62 1.62 1.62 155 (12.8%) 228 (18.8%) 826 (68.3%) 1 1210
6.12 Recoil density
For a PKA with initial energy E, define the recoil density, n(T, E), as the
mean number of atoms produced with kinetic energy from T to T + dT due
to the PKA with energy E [7, 17]. Recoil density is fundamental to many
theoretical collision cascade theories.
Completely ignoring energy loss due to electron excitation and the
crystalline structure of the medium, n(T, E) has been estimated to satisfy the
following relationship [7, 17]
Elim n(T,E) = c 2 (6.1)
T/EE-O F
where the constant c depends on the scattering law. For ideal hard-sphere
scattering, c = 1 [7].
We can test the applicability of Equation (6.1) in zircon. The cascade
simulation using 1-keV Zr PKA was investigated in detail for this purpose.
In this case, E = 1000 eV. For each atom, the maximum energy at any
simulation time was used as the recoil energy for this particular atom.
Equation (6.1) applies only for T << E, so T should be much smaller than
1000 eV. At 300 K, an average atom will have about 0.04 eV of energy due
to thermal vibration, so T should also be much greater than 0.04 eV. Table
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6.20 shows the number of recoils with energy from 1 eV to 2 eV, from 2 eV
to 3 eV, ..., from 10 eV to 11 eV, and from 11 eV to 1000 eV. Figure 6.36
shows the number of recoils in different energy ranges.
Table 6.20: Count of recoils in different energy ranges
[1,2) 1.5 336
[2, 3) 2.5 86
[3, 4) 3.5 39
[4, 5) 4.5 23
[5, 6) 5.5 11
[6, 7) 6.5 11
[7, 8) 7.5 4
[8, 9) 8.5 7
[9, 10) 9.5 4
[10, 11) 10.5 1
Equal to or greater than 11 N/A 34
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Figure 6.36: Count of recoils in different energy ranges
We can use the data in the second column of Table 6.20 as x, the data in the
third column of Table 6.20 as y, and fit the data to an equation having the
form y = a/X2. The result, fitted using code GnuPlot, yields a = 717.216 +
30.69 (4.279%).
From the value of a, we can obtain the value of c in Equation (6.1). From
Equation (6.1), we also know that n(T, E) dT = c E/T2. Here dT = 1 eV,
since this is the width the energy range we have chosen, and E = 1000 eV;
so n(T, E) = 1000 c/T2, which has the required form, from which we derive
a = 1000 c. Thus c = a / 1000 - 0.72
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Chapter 7: Topological analysis of crystalline, melted, melt-
quenched and radiation-induced amorphous zircon structures
This chapter compares various zircon structures obtained in previous
chapters in terms of their topological characteristics, which has not been
attempted before. The structures investigated are: experimental (Section 2.2),
simulated crystalline (Section 4.2), melt, melt-quenched with different
volume swelling (Section 4.8), radiation-induced amorphous (Section 6.5),
melt and melt-quenched using the new charge-balanced potential, and
radiation-induced amorphous using the new charge-balanced potential
(Section 6.6). For convenience of reference, each structure is given a
symbol, as shown in Table 7.1.
Table 7.1: Symbols for zircon structures
Crys Crystalline structure derived from experimental data (Section 2.2)
CrysSimu MD simulation at 300 K using constant pressure ensemble (Section 4.2)
Melt MD simulation at 5000 K using constant volume ensemble, starting from
structure CrysSimu
QuenO% Starting from structure CrysSimu, simulated at 5000 K for 10 ps; quenched
from 5000 K to 10 K in 10 ps; and finally equilibrated at 300 K for 10 ps. All
simulations use constant volume ensemble (Section 4.8)
Quen8% Starting from structure CrysSimu, system volume increased manually by 8%
and atom positions scaled proportionally; simulated at 5000 K for 10 ps;
quenched from 5000 K to 10 K in 10 ps; and finally equilibrated at 300 K for
10 ps. All simulations use constant volume ensemble (Section 4.8)
Quenl8% Starting from structure CrysSimu, system volume increased manually by 18%
and atom positions scaled proportionally; simulated at 5000 K for 10 ps;
quenched from 5000 K to 10 K in 10 ps; and finally equilibrated at 300 K for
10 ps. All simulations use constant volume ensemble (Section 4.8)
RadiAmor CrysSimu structure amorphized using 24 Zr PKAs and then equilibrated at
300 K for 10 ps. All simulations use constant volume ensemble (Section 6.5)
Melt-CB MD simulation at 5000 K using constant pressure ensemble and the new
charge-balanced potential. AV/V = 33.8% compared to the structure at 300 K.
Quen-CB Structure simulated at 300 K for 10 ps; simulated at 5000 K for 10 ps;
quenched from 5000 K to 10 K in 10 ps; and finally equilibrated at 300 K for
10 ps. All simulations use constant pressure ensemble and the new charge-
balanced potential. AV/V 19.5% compared to the structure at 300 K.
RadiAmor-CB Using the new charge-balanced potential, Crys structure equilibrated at 300 K
for 20 ps; then amorphized using 24 Zr PKAs and finally equilibrated at 300
K for 10 ps. All simulations use constant pressure ensemble (Section 6.6).
AV/V 4% compared to the structure at 300 K.
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7.1 Bond length
Bond length and interatomic distances were determined by looking for
peaks in radial distribution functions (RDF), which were calculated using
the algorithm described in Section 2.3.1. RDFs in this section were
calculated averaging over the final 5.0 ps of simulations, except for structure
Crys (Table 7.1) where no MD simulation was involved.
The important bond lengths to consider are Si-O and Zr-O bond lengths.
The former contains information about structural changes in the SiO4
tetrahedra; the latter in ZrOg triangular dodecahedra. The Si-O and Zr-O
RDF plots of structures CrysSimu, QuenO% and RadiAmor are shown in
Figure 7.1 and Figure 7.2, respectively.
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Figure 7.1: (Color) Si-O RDF plots of structures CrysSimu, QuenO% and
RadiAmor
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Figure 7.2: (Color) Zr-O RDF plots of structures CrysSimu, QuenO% and
RadiAmor
The Si-O RDF plot for perfect crystalline zircon comprises many delta
functions (Figure 2.13). We can see that in Figure 7.1 the Si-O RDF for
CrysSimu has distinct peaks at locations corresponding to those delta
functions. The first peaks of Si-O RDF plots for structures QuenO% and
RadiAmor, however, occur at smaller Si-O interatomic distances, which
means Si-O bond length decreases in both structures compared to crystalline
zircon. Long-range peaks disappear in Si-O RDF plots of both QuenO% and
RadiAmor, which means there are no long-range Si-O correlations and the
structures are non-crystalline. Similar conclusions can be reached for Zr-O
bond lengths from Figures 2.14 and 7.2.
Table 7.2 gives the Si-O and Zr-O bond lengths determined from RDF plots
for all the structures in Table 7.1. The general trend is: Si-O and Zr-O bond
lengths decrease as the zircon structure amorphizes using potential 4
without balanced charges. If the charge-balanced potential is used, however,
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Zr-O bond length still decreases, but Si-O bond length increases.
Table 7.2: Si-O and Zr-O bond lenghs
Si-O bond length (A) 1.62 1.62 1.42 1.48 1.46
Zr-O bond lenth (A) 2.12, 2.27 2.12, 2.32 1.99 1.97 1.97
Si-O bond length (A) 1.45 1.51 1.66 1.70 1.67
Zr-O bond length (A) 1.98 1.99 1.96 1.93 1.98
Zr-O bond lengths are roughly the same in the eight amorphous structures in
Table 7.2. The amount of the decrease in Zr-O bond length is in general
agreement with the 0.1 A value observed experimentally in metamict zircon
by Farges and Calas [1] using x-ray absorption spectroscopy.
Si-O bond lengths in the amorphous structures, however, strongly depend on
the ion charges used. Si-O bond lengths are considerably larger when the
charge-balanced potential is used, and more closely resemble Si-O bond
lengths found in silica and silicates.
Among the three melt-quenched structures, QuenO%, Quen8% and
Quenl8%, it can be seen in Table 7.2 that the larger the specific volume, the
smaller the Si-O bond length. Structures QuenO%, Quen8% and Quenl 8%
are in the order of increasing specific volumes but decreasing Si-O bond
lengths.
The relationship between the specific volume and Si-O bond length may
seem to be counter-intuitive. The structures with smaller specific volumes
have larger pressure (20.0 GPa for QuenO%, 13.2 GPa for Quen8%, and 7.6
GPa for Quenl 8% in our simulations), so the atoms should be more
compacted together. Or, looking at this in another way, for structures with
larger specific volumes, there is more space for atoms to spread out, so we
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would expect the bond length to be larger. However, there are other
structural changes which can affect bond lengths. The most important of
these is the average coordination number of Si, which is smaller in the melt-
quenched structure with a larger imposed specific volume (Table 7.4). The
bond strength is larger when the coordination number is smaller, resulting in
shorter bonds. This observation also applies in comparison of Si-O and Zr-O
bond lengths. Zr atoms have more neighboring O atoms than Si in zircon, so
Zr-O bond lengths are larger than Si-O. The correlation between
coordination number and bond length is well known in the estimation of
coordination-dependent ionic "radii" [2, 3].
7.2 Bond angle
Bond angles are determined by looking for peaks in bond angle distribution
functions (BADF), which are calculated using the algorithm described in
Section 2.3.2. Section 2.3.2 also gave a method for determining bond length
cutoff values, which are required for BADF calculation. However, if the
method is followed strictly, we will get different cutoff values for different
structures of Table 7.1. Fortunately, the differences between these cutoff
values are small. For the sake of simplicity and consistency, the same cutoff
values are used for the same pair of atoms in all structures, which are
somewhat in the middle of those cutoff values determined separately for
different structures. The chosen cutoff value for the Si-O bond length is 2.3
A and for the Zr-O bond length is 3.0 A.
Bond angle values of O-Si-O and O-Zr-O contain information about
structural changes in Si0 4 and ZrOs units, respectively. Figure 7.3 shows the
O-Si-O BADF plots of structures CrysSimu, QuenO% and RadiAmor. It can
be seen that even though we didn't use any three-body potential term to
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control bond angles, the O-Si-O bond angle in Si coordination units is
largely preserved .The O-Si-O BADF plot of CrysSimu has two distinctive
peaks at about 970 and 1160, which are at the same locations as the peaks in
O-Si-O BADF plot of structure Crys (Figure 2.21). The two peaks are still
distinguishable in the O-Si-O BADF plot of RadiAmor. The peak with
smaller angle is starting to disappear but nonetheless is still recognizable.
For structure QuenO%, there is only one peak at about 1130. It can be seen
in Figure 7.3 that the O-Si-O bond angle distribution is broadened when
zircon amorphizes; all the angles are within the range from about 700 to
1500.
Figure 7.3: (Color) O-Si-O BADF of structures CrysSimu, QuenO% and
RadiAmor.
Figure 7.4 shows the O-Si-O BADF plots of structures QuenO%, Quen8%
and Quenl8%. It can be seen that O-Si-O bond angle is larger in the
structure with larger specific volume, which, just as is the decrease of Si-O
bond length, might also be caused by a decrease in the coordination number
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of Si atoms when specific volume increases (Section 7.3).
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Figure 7.4: (Color) O-Si-O BADF of structures QuenO%, Quen8% and
Quenl 8%.
Table 7.3 shows the O-Si-O bond angles in the structures of Table 7.1.
Table 7.3: O-Si-O bond angles
O-Si-O bond anle () 97.0, 115.9 96.6, 115.6 108.5 113.3 114.4
O-Si-O bond angle () 118.2 98.7, 114.4 87.5, 111,8 82.2, 106.3 86.6, 121.0
In zircon, the O-Zr-O bond angle distribution is more complex than O-Si-O
(compare Figure 2.22 with Figure 2.21). There are seven different values of
O-Zr-O bond angles corresponding to the seven peaks in Figure 2.22. Six of
these peaks are preserved in the O-Zr-O BADF plot of structure CrysSimu,
as can be seen in Figure 7.5. The two peaks at 1340 and 1350 have been
combined into one. The most favored O-Zr-O angle in structure QuenO% is
about 850.
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Figure 7.5: (Color) O-Zr-O BADF of structures CrysSimu, QuenO% and
RadiAmor.
Figure 7.6 shows the O-Zr-O BADF plots of structures QuenO%, Quen8%
and Quenl8%. As for O-Si-O bond angles, we again see the shift of peaks
toward larger angles as specific volume of the structure increases. This
might be caused by the decrease of Zr coordination number as specific
volume increases (Section 7.3).
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Figure 7.6: (Color) O-Zr-O BADF of structures QuenO%, Quen8% and
Quenl 8%.
In crystalline zircon, there is no Si-O-Si bond angle since there is no
bridging O atom between Si atoms. However, bridging O atoms between Si
atoms appear in amorphous zircon structures. This phenomenon is
investigated in more detail in Section 7.4. The Si-O-Si BADF plots of
structures QuenO% and RadiAmor are shown in Figure 7.7. It can be seen
that all Si-O-Si bond angles are greater than about 700, and the most favored
angle is about 1200. For comparison, the Si-O-Si BADF for melt-quenched
fully polymerized silica peaks at around 1460; Hobbs et al. [4] have found
no correlation between Si-O-Si BADF and density in the whole range of
crystalline Si0 2polymorphs.
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Figure 7.7: (Color) Si-O-Si BADF of structures QuenO% and RadiAmor.
7.3 Coordination number
Coordination number is the count of neighboring atoms. The same bond
length cutoff values as in Section 7.3 are used in section, namely 2.3 A for
Si-O bond and 3.0 A for Zr-O bond.
Table 7.4 gives coordination numbers of Si in various structures of Table 7.1.
In structures Crys and CrysSimu, there are exactly 4 O0 atoms surrounding
each Si atom, but Si atoms with other coordination numbers appear in
amorphous zircon structures. In the structures amorphized, either thermally
or by radiation, using the original potential (potential #4 in Section 3.2), the
average coordination numbers of Si are less than 4, and 3-coordinated Si
atoms appear in significant amount, sometimes even comprising the
majority (structure Quenl8%). This decrease of Si coordination number is
caused by the ion charges used in this particular potential: +3.8 for Zr, +2.0
for Si and -1.45 for 0. If the structure is composed of "pure" Si0 4 tetrahedra,
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as in silica, the Si:O ratio will be 1:2 (each Si is surrounded by 4 O0 atoms,
while each O is shared by 2 Si atoms). Thus, to keep charge neutrality, the
charge of Si should be twice the absolute value of the oxygen charge. With a
charge of -1.45 for 0, this means Si should have a charge of +2.9. The
charge of Si used in the potential, +2.0, is less than this value, and therefore
Si has a tendency to lose O neighbors. When the new charge-balanced
potential is used, the tendency for Si atoms to lose O neighbors does not
exist anymore, as shown clearly in Table 7.4 for structures Melt-CB, Quen-
CB and RadiAmor-CB. (The charge imbalance is also responsible for the
huge volume expansion upon amorphization in constant pressure
simulations; see Section 6.6 for details.)
Table 7.4: Number of O neighbors of Si. Si-O cutoff: 2.3 A.
Crys 0 0 100 0 0 0 4.00
CrysSimu 0 0 100 0 0 0 4.00
Melt 0.73 28.4 65.0 5.7 0.20 0 3.76
QuenO% 0 27.0 72.6 0.39 0 0 3.73
Quen8% 0 47.8 52.1 0.031 0 0 3.52
Quenl8% 0 69.2 30.8 0.013 0 0 3.31
RadiAmor 0 24.0 75.9 0.16 0 0 3.76
Melt-CB 0.30 11.1 71.5 15.8 1.3 0.014 4.07
Quen-CB 0 2.2 63.4 33.1 1.3 0 4.34
RadiAmor-CB 0 0.36 63.2 32.2 4.2 0.0045 4.40
Even though there is a tendency for Si atoms to reduce Si coordination
number, the O atoms may not be able to move freely due to steric
constraints. As the specific volume increases, it is easier for O atoms to
move around and this will result in a decrease of Si coordination number.
This point is clear in Table 7.4, where Si coordination number continuously
decreases from structure QuenO% to Quen8% to Quenl8%. Figure 7.8
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shows percentages of Si atoms that are 3-coordinated, 4-coordinated and 5-
coordinated in structures QuenO%, Quen8% and Quenl8%. It is very clear
from this figure that the number of 3-coordinated Si atoms increases when
specific volume increases.
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Figure 7.8: Percentages of 3-coordinated, 4-coordinated and 5-coordinated
Si atoms in structures QuenO%, Quen8% and Quenl8%.
Table 7.5 shows the number of O neighbors of Zr atoms in various
structures. For structures QuenO%, Quen8%, Quenl8% and RadiAmor,
Table 7.5 shows that a very small fraction of Zr atoms keeps a coordination
number of 8, while in Table 7.4 a much larger fraction of Si atoms retains a
coordination number of 4. Thus Si atoms are better than Zr at maintaining
the initial coordination numbers they had in crystalline zircon. It is worth
noting that the coordination numbers in their respective pure oxides (most
forms of SiO 2, monoclinic ZrO2) are 4 and 7. The predominant coordination
of 6 for oxygen about Zr in the Quen8% and Quenl8% structures is quite
unrealistic.
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Crys 0 100 0 0 I 8.00CrysSimu 0 0 0 0 100 0 0 0 8.00
Melt 0.031 1.5 14.0 35.1 45.6 3.6 0.18 0.0045 7.36
QuenO% 0 2.3 50.0 39.3 8.0 0.39 0 0 6.54
Quen8% 0.045 7.8 70.4 20.0 1.7 0 0 0 6.15
Quen18% 0.11 20.6 71.5 7.7 0.098 0 0 0 5.87
RadiAmor 0 1.9 34.0 24.8 38.8 0.49 0 0 7.02
Melt-CB 0.0061 0.90 8.7 27.1 60.1 3.2 0.059 0 7.56
Quen-CB 0 1.1 46.5 42.9 9.3 0.22 0 0 6.61
RadiAmor-CB 0 0.12 7.0 29.1 60.1 3.7 0.027 0 7.60
7.4 Polymerization of Si coordination units
In crystalline zircon structure, a SiO4 tetrahedron does not share any vertex
or edge with other SiO4 tetrahedra. However, it is observed in the
experiments of Farnan and Salje [5], using 29Si nuclear magnetic resonance,
that Si coordination units are polymerized by sharing oxygen atoms in
natural metamitc zircon amorphized by a-decay events over geological time
scale. The degree of polymerization increases with irradiation dose [5].
The polymerization has also been observed in our simulations. The Si-Si
RDF plots of structures Crys, QuenO% and RadiAmor are shown in Figure
7.9. The appearance of new peaks at about 2.8 A for both QuenO% and
RadiAmor structures manifests the polymerization of Si coordination units
in these structures. The location of the new peak, 2.8 A, is close to the Si-Si
distance in silicates, where Si0 4 tetrahedra are connected through vertex
oxygen sharing. The new peak is the only peak in Si-Si RDF plots of
structure QuenO%, while the Si-Si RDF plot of structure RadiAmor retains
clear peaks at distances of 3.6 A and 5.5 A. Since the RDF for structure
RadiAmor is the average over only those non-crystalline atoms (determined
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ofZr. Zr-O cutoff: 3.0 A.
using the method developed in Section 7.6), it means the radiation
amorphized structure is different from the melt or melt-quenched structures,
and is closer to the original crystalline structure.
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Figure 7.9: Si-Si RDF plots of structures Crys, QuenO% and RadiAmor. The
appearance of new peaks at about 2.8 A in RDF plots for both QuenO% and
RadiAmor structures signals the polymerization of Si coordination units in
these structures.
About 93.3% of Si atoms in structure QuenO% are connected to other Si
through bridging O atoms. The average number of bridging O atoms per Si
atoms (the "Q" value) is 1.95. Specific volume also plays an important role
in polymerization of Si coordination units. Table 7.6 shows the fraction of Si
atoms polymerized and the average number of bridging O atoms in
structures QuenO%, Quen8% and Quenl8%. It can be seen that Si units are
less polymerized in structures with larger specific volume. This may simply
due to the fact there is more space to spread out Si coordination polyhedra
and the appearance of a larger fraction of 3-coordinated Si.
Table 7.6: The fraction of Si atoms polymerized and the average number of
QuenO% 93.3% 1.94
Quen8% 91.2% 1.76
Quenl8% 84.5% 1.45
Table 7.7 gives the degree of polymerization in structures Melt, QuenO%,
Melt-CB and Quen-CB. It can be seen that the charge-balanced potential
produces more polymerization and the degree of polymerization increases
when zircon is quenched from liquid state.
Table 7.7: The fraction of Si atoms polymerized and the average number of
bridging O atoms per Si in melt and quenched structures using the potential
4 and the new charge-balanced potential
The increase in degree of polymerization with increase of irradiation dose
(increasing number of overlapping cascades) is also observed in our
simulations. Figure 7.10 and Figure 7.11 show respectively the percentage
of Si atoms polymerized and the average number of bridging O atoms after
the zircon structure endured progressively more dose (expressed in units of
collisional energy per gram). The increase of polymerization with more
irradiation dose is apparent in either figure. The curves in Figures 7.10 and
7.11 have very similar shape, which means the percentage of Si atoms
polymerized and the number of bridging O atoms are highly correlated and
they can be used equivalently as indicators of degree of polymerization. The
collisional dose at which saturation of polymerization occurs is the same as
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measured experimentally (1.7 - 8.1 x 104 J/g) for Oa-decay induced
amorphization of natural zircon [6].
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Figure 7.10: Percentage of Si atoms polymerized after the structure endured
progressively more collisional energy in multiple cascades.
U)
E 1.2 -(U
0)
0
0.8
0.6
E
c 0.4
0.2
0-
O.OE+00 1.0E+04 2.0E+04 3.0E+04 4.0E+04 5.OE+04 6.0E+04 7.0E+04 8.0E+04
Dose (Joulelg)
Figure 7.11: Average number of bridging O atoms per Si after the structure
endured progressively more collisional energy in multiple cascades.
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7.5 Ring, local cluster and topological modeling
Topology in the context of this study is the way atoms are interconnected
with each other. Sometimes atoms are combined into structural units, such
as Si04 tetrahedra in silica, before the connectivity is analyzed.
The language of symmetry has been firmly established for crystallographic
descriptions, to which the topological description of connectivity is a useful
alternative. In structures that do not have long-range translational and
orientational orders, the language of symmetry is not applicable but
topology still is. Topology is also believed to be central in describing
network structures [7].
Topological connective has been successfully correlated with structural
freedom from a purely geometrical viewpoint. Structures can be thought of
as consisting of polytopes connected together by sharing comers, edges or
faces. In some compounds, these polytopes can easily be identified. For
example, in Chapter 2 we have demonstrated the edge-sharing SiO4
tetrahedra and ZrOs triangular dodecahedra extending parallel to the c axis
and the edge-sharing of ZrO8 triangular dodecahedra along the a axis in
zircon. For elemental solids such as Si, there is no obvious choice of
polyhedron as the structural units, in which case fictional polyhedra
centered on each atom and with vertices at mid-points between two
neighboring atoms can be used. The degree of structural freedom, f can be
calculated from V, the number of vertices per polytope, and C, the number
of polytopes sharing a vertex, using the formula derived by Gupta and
Cooper [8, 9]:
f= d - C { - [6(8 + 1)/2V]}-(d-1)(Y/2)-[(p-l)d-(2p-3)](Z/p)
where d is dimensionality of the structure, 8 is dimensionality of polytope, Y
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is the fraction of edge-sharing vertices and Z is the fraction of vertices
sharing p-sided faces. f > 0 means the structure has freedom to rearrange; f
< 0 means the structure is rigid; and f = 0 means the structure is marginally
constrained and changing boundary conditions provides more structural
possibilities. Correlations have been established between structural freedom
f and ease of metamictization under displacive irradiation [7, 10 and 11] and
glass-forming ability [10].
The concept of ring is another cornerstone of topological analysis of
material structures. A ring is simply a closed circuit of connected sequence
of nodes, or, in our context, of atoms or polytopes. An extended structure
consisting of self-similar units must have rings, since a connected graph
with no rings, a tree, mandates impossible exponential increase of node
density if only self-similar elements are allowed [12]. Thus rings are stated
by Hobbs et al. as a "steric necessity" [12].
In an infinite network structure, there is an infinite number of rings.
Naturally, attention should be focused on those rings that contain important
information about the structure. To this end, a few definitions of rings have
been created, including primitive rings [13, 14], "rings of interests" [15],
minimal rings [16], strong rings [15] and very strong rings [15]. We will use
primitive rings, which are the rings that are not sums of two or more smaller
rings [13, 14], for ring-related topological modeling in this study.
A simplified version of the algorithm described in [17] is used in this study
for primitive ring identification. For any pair of atoms in a ring, there are
two paths from one atom to the other along the ring. A candidate ring is a
primitive ring if and only if for any pair of atoms in the ring, the length of
the shorter path along the ring from one atom to the other (or the length of
any one if the two paths along the ring have equal lengths) must equal the
length of the shortest path or paths between these two atoms in the structure
[17]. This is the basis for primitive ring identification. A "four-point-
directed" path search method is used in [17] to reduce memory usage when
searching for large-numbered rings. This method is not used in this study,
since the amount of memory available in our current computer system is
sufficient for holding the entire all-pairs shortest distance information
required for identifying primitive rings in zircon. The algorithm used for
calculating the all-pairs distance matrix is the Floyd-Warshall algorithm,
which can be found in any good textbook on algorithms, such as the one by
Cormen et al. [18].
From here on, we will use "ring" and "primitive ring" interchangeably, since
non-primitive rings are never discussed in this study.
A concept related to primitive ring is local cluster, which is the set of all
primitive rings passing through a given node in a graph. If individual atoms
are used as graph nodes, the local cluster for a given atom is all the
primitive rings that contain this atom; if polytopes consisting of multiple
atoms are used as topological unit, the local cluster for a given polytope is
the set of all primitive rings that pass through one of the edges of this
polytope. The local cluster can also be defined as the union of all atoms
belonging to all the primitive rings passing through a given node.
Determination of the local cluster is necessary for a complete description of
local topology for certain structures, for which statistics of primitive rings
are not by themselves sufficient. For example, both of the two silicon
polymorphs, cristobalite and tridymite, have exactly twelve 6-rings passing
through each node [12]. Based solely on statistics of primitive rings, these
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two polymorphs cannot be differentiated topologically. However, the local
cluster of cristobalite has 29 polytopes whereas that of tridymite has 27 [12].
Adding the information about local cluster enables us to distinguish
cristobalite from tridymite.
The language of rings and local clusters has been successfully used to
topologically describe the structure of silica polymorphs [12]. There are at
least 7 known compact polymorphs of silica: cristobalite, tridymite, quartz,
keatite, moganite, coesite and stishovite [19, 20]. Structures of these
polymorphs can be uniquely described by rings and local clusters, which
describe middle-range topological information that is hard to extract
experimentally. Correlation between ring content and material density has
also been found for silica polymorphs [12]. In addition, it is found that the
number of Nth network neighbors is decreased by rings of order 2N or 2N- 1
[12, 21].
Topology-based local rules have been successfully used for structural
assembly. It is found that the same structural units, representing similar
short-range connectivity, can be used to assemble both crystalline and
amorphous silica polymorphs. A small change in the local assembly rule can
result in dramatic changes in the final assembled structures [12, 22, and 23].
The local cluster is a characteristic structural unit, just as is a unit cell of a
crystal in the language of crystallography. The local cluster contains both
short- and middle-range topological information. It is an attractive
alternative to the unit cell for describing crystalline structures and, unlike a
unit cell, describes local topology instead of symmetry. Its usefulness is
even more apparent in aperiodic structures where unit cells and symmetries
are simply inapplicable. Local clusters can be used to uniquely characterize
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all polymorphs of Si3N4 [24] and SiC [24], in addition to silica [12, 22]. A
natural conjecture is that the local cluster or set of all local clusters in a non-
crystalline network contains all topological information of a network
structure [12].
For an intuitive impression of local clusters and their differences from unit
cells, unit cells and local clusters of simple crystalline structures, including
simple cubic, body-centered cubic and face-centered cubic, are shown in
figures from 7.12 to 7.19.
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Figure 7.12: Simple cubic unit cell for a monatomic structure
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24 6-rings
Figure 7.13: Local cluster of simple cubic monatomic structure 
when only
nearest neighbors are considered connected. That is, if the lattice 
constant is
a, the bond cutoff is infinitesimally larger than a. There is a 
total of 27
atoms in the local cluster, comprising 12 4-rings and 24 6-rings.
Figure 7.14: Bond-centered cubic unit cell for a monatomic structure
51 atoms
48 4-rings
24 6-rings
Figure 7.15: Local cluster of monatomic BCC structure when only nearest
neighbors are considered connected. That is, if the lattice constant is a, the
bond cutoff is infinitesimally larger than -a . There is a total of 51 atoms
2
in the local cluster, comprising 48 4-rings and 24 6-rings.
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27 atoms
36 3-rings
12 4-rings
Figure 7.16: Local cluster of monatomic 
BCC structure when 1st and 2nd
nearest neighbors are considered connected. 
That is, if the lattice constant is
a, the bond cutoff is infinitesimally 
larger than a. There is a total of 
27
atoms in the local cluster, comprising 
36 3-rings and 12 4-rings.
Figure 7.17: Face-centered cubic unit 
cell for a monatomic structure
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19 atoms
24 3-rings
12 4-rings
Figure 7.18: Local cluster of monatomic FCC structure when only nearest
neighbors are considered connected. That is, if the lattice constant is a, the
bond cutoff is infinitesimally larger than -- a. There is a total of 19 atoms2
in the local cluster, comprising 24 3-rings and 12 4-rings.
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63 atoms
60 3-rings
36 4-rings
120 5-rings
24 6-rings
Figure 7.19: Local cluster of monatomic FCC structure when 1
st and 2nd
nearest neighbors are considered connected. That is, if the lattice 
constant is
a, bond cutoff is infinitesimally larger than a. There is a total of 63 
atoms in
the local cluster, comprising 60 3-rings, 36 4-rings, 120 5-rings and 
24 6-
rings.
Unit cells only contain local information and only apply in crystalline
structures. Local clusters apply in both crystalline and non-crystalline
structures and contain information of both local and intermediate 
range.
Local clusters for simple cubic, BCC and FCC structures all have 6-rings,
which contain information about third neighbors. Larger rings have 
been
found in other more complex structures, such as 12-rings found in silica 
[4]
and rings with 28 Si nodes in sodium silicate glasses [17]. These rings
contain connectivity information about even further neighbors.
The unit cell of zircon was shown in Chapter 2. Local clusters of Zr, 
Si and
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O atoms in zircon are shown in figures from 7.20 to 7.22. Only cation-anion
bonds are considered when determining rings in zircon. That is, for example,
there are no 0-0 bonds or Zr-Si bonds. Due to this choice, only even-
numbered rings are possible. The bond-length cutoff values used are the
same as in previous sections: 2.3 A for Si-O and 3.0 A for Zr-O.
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63 atoms
6 4-rings
64 8-rings
Figure 7.20: The local cluster of Zr atom in zircon. There is a total of 63
atoms in the local cluster, comprising 6 4-rings and 64 8-rings.
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Figure 7.21: The local cluster of Si atom in zircon. There is a total of 39
atoms in the local cluster, comprising 2 4-rings and 32 8-rings.
b
Sa
37 atoms
2 4-rings
24 8-rings
Figure 7.22: The local cluster of 0 atom in zircon. There is a total of 37
atoms in the local cluster, comprising 2 4-rings and 24 8-rings.
Average local clusters of Zr and Si atoms are given in Table 7.8 and Table
7.9, respectively, for the various structures of Table 7.1. Average local
clusters are calculated by averaging the total number of atoms in the local
cluster and the count of rings of specific sizes. For example, if the local
cluster of Zr #1 has 63 atoms, 6 4-rings and 64 8-rings, and local cluster of
Zr #2 has 64 atoms, 8 4-rings, 9 6-rings and 60 8-rings, then the average
local cluster of these two Zr atoms will have 63.5 atoms, 7 4-rings, 4.5 6-
rings and 62 8-rings.
!e Zr local clusters in various structures
*Averaged over non-crystalline Zr atoms determined in Section 7.6
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CrysSimu 63.0 7.657 6.000 4-rings, 64.000 8-rings.
Melt 83.935 9.678 3.351 4-rings, 6.117 6-rings, 13.757 8-rings,
19.983 10-rings, 12.438 12-rings, 5.367 14-rings,
0.839 16-rings, 0.093 18-rings.
QuenO% 75.450 9.162 1.741 4-rings, 4.005 6-rings, 12.097 8-rings,
13.852 10-rings, 5.028 12-rings, 1.991 14-rings,
0.023 16-rings, 0.006 18-rings.
Quen8% 78.476 9.759 1.086 4-rings, 2.466 6-rings, 8.346 8-rings,
12.138 10-rings, 5.627 12-rings, 2.463 14-rings,
0.573 16-rings, 0.058 18-rings, 0.016 20-rings.
Quen18% 83.405 10.588 0.666 4-rings, 1.481 6-rings, 5.544 8-rings,
9.293 10-rings, 6.419 12-rings, 3.591 14-rings,
1.104 16-rings, 0.358 18-rings, 0.112 20-rings.
RadiAmor" 77.251 9.462 1.583 4-rings, 3.724 6-rings, 10.897 8-rings,
14.333 10-rings, 7.063 12-rings, 2.192 14-rings,
0.197 16-rings, 0.068 18-rings.
Melt-CB 83.549 11.567 3.169 4-rings, 3.953 6-rings, 7.322 8-rings,
13.181 10-rings, 14.313 12-rings, 15.270 14-rings,
4.902 16-rings, 2.697 18-rings, 1.227 20-rings.
Quen-CB 73.257 9.813 3.213 4-rings, 4.669 6-rings, 10.185 8-rings,
14.142 10-rings, 9.999 12-rings, 5.094 14-rings,
1.171 16-rings, 0.227 18-rings.
RadiAmor- 73.175 9.743 5.471 4-rings, 7.805 6-rings, 17.691 8-rings,
CB* 20.596 10-rings, 7.958 12-rings, 6.008 14-rings,
3.588 16-rings, 2.446 18-rings.
e Si local clusters in various structures
Crys 39.0 7.765 2.000 4-rings, 32.000 8-rings.
CrysSimu 39.0 7.765 2.000 4-rings, 32.000 8-rings.
Melt 49.097 9.728 1.247 4-rings, 2.459 6-rings, 5.729 8-rings,
8.490 10-rings, 6.035 12-rings, 1.990 14-rings,
0.253 16-rings, 0.012 18-rings.
QuenO% 48.279 9.294 0.676 4-rings, 1.797 6-rings, 5.699 8-rings,
7.149 10-rings, 2.812 12-rings, 0.869 14-rings,
0.014 16-rings, 0.005 18-rings.
Quen8% 49.668 9.926 0.484 4-rings, 1.051 6-rings, 3.825 8-rings,
6.161 10-rings, 3.317 12-rings, 1.240 14-rings,
0.279 16-rings, 0.025 18-rings, 0.007 20-rings.
Quenl8% 52.784 10.967 0.304 4-rings, 0.498 6-rings, 2.238 8-rings,
4.434 10-rings, 3.539 12-rings, 1.999 14-rings,
0.785 16-rings, 0.215 18-rings, 0.038 20-rings.
RadiAmor" 48.517 9.522 0.590 4-rings, 1.753 6-rings, 5.987 8-rings,
6.542 10-rings, 3.793 12-rings, 1.190 14-rings,
0.050 16-rings, 0.044 18-rings.
Melt-CB 53.706 11.468 1.616 4-rings, 2.013 6-rings, 3.664 8-rings,
6.131 10-rings, 6.938 12-rings, 6.605 14-rings,
2.867 16-rings, 1.074 18-rings, 0.509 20-rings.
Quen-CB 51.178 9.802 1.947 4-rings, 2.966 6-rings, 5.560 8-rings,
7.872 10-rings, 6.001 12-rings, 3.413 14-rings,
0.468 16-rings, 0.075 18-rings.
RadiAmor-CB* 49.479 9.355 2.819 4-rings, 4.372 6-rings, 11.477 8-rings,
10.105 10-rings, 3.845 12-rings, 2.982 14-rings,
0.966 16-rings, 0.966 18-rings.
*Averaged over non-crystalline Si atoms determined in Section 7.6
An immediate observation from Tables 7.8 and 7.9 is that although melt,
melt-quenched and radiation-induced amorphous zircon structures are all
amorphous, they have quite different ring contents in average Zr and Si
local clusters. The ring contents in average Zr and Si local clusters are
shown respectively in Figure 7.23 and Figure 7.24 for structures Melt-CB,
Quen-CB and RadiAmor-CB.
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Figure 7.23: Ring contents of average Zr local clusters in structures Melt-
CB, Quen-CB and RadiAmor-CB.
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Figure 7.24: Ring contents of average Si local clusters in structures Melt-CB,
Quen-CB and RadiAmor-CB.
From Tables 7.8 and 7.9, we can see that for average Zr and Si local clusters,
the general trend is that the number of atoms in the average local cluster
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I=Li)
increases as the average ring size increases. We can also see in Tables 7.8
and 7.9 that, as the system amorphizes, average ring size increases. Large
rings with lengths of 18 and 20 start to appear in amorphous structures. Zr
and Si atoms can have local clusters containing large 18- and 20-rings
regardless of their individual coordination number. The local clusters of a Zr
atom and a Si atom in structure RadiAmor that contain large 18-rings are
shown in Figure 7.25 and Figure 7.26, respectively.
80 atoms
5 4-rings
3 6-rings
15 8-rings
10 10-rings
8 14-rings
2 18-rings
Figure 7.25: (Color) The local cluster of a Zr atom in structure RadiAmor
that contains large rings. Blues atoms are Zr, pink atoms are Si, and red
atoms are 0.
70 atoms
4 8-rings
12 10-rings
2 12-rings
5 14-rings
I 18-rings
Figure 7.26: (Color) The local cluster of a Si atom in structure RadiAmor
that contains large rings. Blues atoms are Zr, pink atoms are Si, and red
atoms are 0.
The extents of local clusters enlarge when zircon amorphizes. The extent of
the Zr local cluster of crystalline zircon shown in Figure 7.20 is 6.607 A by
6.607 A by 8.973 A, whereas the extent of the Zr local cluster of structure
RadiAmor shown in Figure 7.25 is 13.539 A by 11.709 A by 10.737 A; the
extent of the Si local cluster of crystalline zircon shown in Figure 7.21 is
6.607 A by 6.607 A by 5.982 A, whereas the extent of the Si local cluster of
structure RadiAmor shown in Figure 7.26 is 10.670 A by 11.524 A by
11.014 A.
In Tables 7.8 and 7.9, we can also see that for structures QuenO%, Quen8%
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and Quenl8%, average ring sizes for both Zr and Si local clusters increase
with increase of imposed specific volume. This is contrary to what occurs in
silica, where an increase of density (thus a decrease of specific volume) is
found to be associated with an increase of average ring size [4, 12]. An
increase of average ring size associated with an increase of specific volume
is more intuitive. The counter-intuitive behavior found in silica is explained
in [12] and [4] by the observation that larger rings can fold back on
themselves and more effectively occupy space, while smaller rings which
are more planar cannot. However, as shown in Figure 7.25 and Figure 7.26,
the larger rings in zircon do not appear to fold back to themselves more
severely than smaller rings.
7.6 Topological identification of remnant crystalline structure in
amorphous zircon
This section develops a topological method to identify crystalline atoms in
zircon structures. This method is based on the concept of local clusters in
Section 7.5. As we have seen, each and every Zr atom in crystalline zircon
has exactly the same local cluster, which is not surprising since every Zr
atom is equivalent. The same also holds for local clusters of Si and O atoms.
These local clusters provide accurate and unique topological signatures to
identify crystalline atoms.
The topological method for identification of crystalline atoms is better than
the often-used method based on a Wigner-Seitz partitioning of the space [25,
26]. The Wigner-Seitz cell method depends on a reference grid, which is no
longer available in heavily damaged regions. Since the local clusters
comprise both short and middle range information, the topological method
is also better than those methods based only on local structures limited to
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the first coordination shell. For many materials, the local structures are often
very similar in crystalline and amorphous phases.
A crystal is an orderly periodic array of atoms. An atom by itself cannot be
identified as either crystalline or amorphous. It is the relationships with
other atoms that matter. From this perspective, topological identification of
crystalline atoms adheres to the essential definition of a crystal, since it
deals with the connectivity of atoms directly.
We check each atom in turn to see whether it should be considered a
crystalline atom. The atom under investigation is called the "check atom".
We can use the entire local cluster exactly as it is as the topological
signature to identify crystalline atoms. For example, based on the local
cluster of a Zr atom (Figure 7.20), we can define a Zr atom to be a
crystalline atom if its local cluster has exactly 6 4-rings, 64 8-rings and no
other rings. In addition, the rings must have the same order of atoms as
those in crystalline zircon. Among the six 4-rings, four of them should be
Zr-O-Zr-O rings while the other two should be Zr-O-Si-O rings. This
topological signature, however, is too strict, since the criterion of "no other
rings" means there must be no rings with lengths greater than 8. Larger
rings can occur when there are nearby point defects in an otherwise
crystalline environment. This situation will disqualify the check atom as a
crystalline atom when it shouldn't.
A better signature is to only include part of the ring content of the local
cluster, such as to only include ring contents up to 4-rings, 6-rings, 8-rings,
etc. The signature becomes more restrictive when more ring contents are
included. In this study, topological signatures including ring contents up to
6-rings are used for all of Zr, Si and O atoms, as shown in Table 7.10.
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Table 7.10: Topological signature of Zr, Si and O atoms in locally crystalline
zircon
Zr 4 Zr-O-Zr-O 4-rings, 2 Zr-O-Si-O 4-rings, 0 6-rin
Si 2 Si-O-Zr-O 4-rings, 0 6-rin
O 1 O-Si-O-Zr 4-ring, 1 O-Zr-O-Zr 4-ring, 0 6-rin
To speed up calculation, before checking ring content, the coordination
number of the check atom is calculated. If it is different from the
coordination number in crystalline zircon, no further ring content checking
is performed. The algorithm for identification of crystalline atoms in zircon
structures is summarized below.
1. Choose an atom in the system, which has not been checked before, as
the check atom.
2. If the coordination number of the check atom is different from that in
crystalline zircon, 8 for Zr, 4 for Si, and 3 (1 Si and 2 Zr neighbors)
for 0, go back to step 1 and choose the next check atom.
3. Calculate the local cluster of the check atom and compare it with the
topological signatures given in Table 7.10. If they match, the check
atom and all the atoms in the rings that are part of the topological
signature are considered crystalline atoms.
Table 7.11 shows the results of applying this topological method of
identifying crystalline atoms to the structures of Table 7.1. The radiation-
induced amorphous simulation boxes, RadiAmor and RadiAmor-CB, have
almost half of the atoms as crystalline atoms, almost all of which are close
to the simulation cell boundary. Figure 7.27 shows the RadiAmor structure,
Figure 7.28 shows only those crystalline atoms in the RadiAmor structure,
and Figure 7.29 shows the non-crystalline atoms.
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Table 7.11: Percentage of crystalline atoms in the simulation cells for
strurctures in Table 7.1
Crys 100%
CrysSimu 100%
Melt 4.53%
QuenO% 5.44%
Quen8% 4.09%
Quenl8% 2.64%
RadiAmor 41.51%
Melt-CB 6.08%
Quen-CB 5.57%
RadiAmor-CB 46.82%
Figure 7.27: Structure RadiAmor
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Figure 7.28: Crystalline atoms in structure RadiAmor
Figure 7.29: Non-crystalline atoms in structure RadiAmor
We can also use this topological method to differentiate crystalline and non-
crystalline atoms at different times of collision cascade simulations. Figure
7.30 shows the number of non-crystalline atoms in the structure for the
simulation using 1-keV Zr PKA, together with the number of ever-displaced
atoms and the number of displaced atoms. Definitions of ever-displaced and
displaced atoms were given in Section 6.9.
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Figure 7.30: (Color) The numbers of non-crystalline atoms, ever-displaced
atoms and displaced atoms of the collision cascade simulation using 1-keV
Zr PKA.
At the end of the simulation, there are 165 ever-displaced atoms and 91
displaced atoms in Figure 7.30, so about 45% of ever-displaced atoms
returned back to their original sites. The number of non-crystalline atoms in
the structure peaked at a value of 294 at about 0.25 ps and then decreased
and finally stabilized at about 90, so about 204 out of the peak 294 non-
crystalline atoms (or almost 70%) are annealed. The annealing of most of
the defects can be seen clearly in the movie showing the progress of the
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collision cascade caused by the 1-keV Zr PKA. A movie file
"Zr_lkeV.mov" is available in the CD accompanying this thesis and can be
opened by Apple QuickTime movie player.
It can also be seen in Figure 7.30 that the topologically determined number
of non-crystalline atoms stabilized at roughly the same value as the number
of displaced atoms, thus in lightly damaged structure (only 91 out of 5184,
or about 1.8%, atoms are displaced in the simulation using 1-keV Zr PKA),
the structural damage accessed by the topological method is more or less
equivalent to that accessed by calculation of the number of displaced atoms.
However, the calculation of the number of displaced atoms depends on the
original reference crystalline grid. In heavily damaged structures where the
original crystalline grid doesn't provide any useful reference, the
topological method becomes indispensable.
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Chapter 8: Summary of results and conclusions
8.1 Summary of prior simulations of amorphized zircon
8.1.1 Park et al. [1, 2]
The potential Park et al. [1, 2] used was the potential 5 in Chapter 3. The
major problem with this potential is a negative C66 value (Park et al. [1, 2]
did not report C66 value). Another problem is that a < c in the stable zircon
structure using this potential, whereas experimentally a > c in zircon. The
simulation cell used had 12,288 atoms in total. The largest PKA energy used
was 200 eV. The authors' claim that the system size was not large enough
for more energetic PKAs was too conservative and lead to the criticism
from Trachenko et al. [3]. The MD simulations by Park et al. were only run
to 2 ps, which was probably long enough for their low-energy cascades but
must be extended for more energetic PKAs. Boundary energy removal was
used. A limited set of threshold displacement energies was determined. It
was found that silicon atoms maintained their tetrahedral coordination,
while the coordination number of zirconium atoms was reduced.
Channeling-like effects were found in the simulations. Amorphization was
not investigated.
8.1.2 Crocombette and Ghaleb [4]
Crocombette and Ghaleb [4] calculated threshold displacement energies on
a limited set of directions and performed collision cascade simulations in
uranium-doped zircon. The potential they used was the potential 3 in
Chapter 3, except that a supplementary dipolar interaction was introduced
for the U-O pair. Uranium resided at zirconium sites. In simulations for
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calculation of threshold displacement energies, a simulation cell with 5,184
atoms was used. The simulation was run to 0.3 ps using the NVE ensemble.
For the collision cascade simulations, uranium PKAs with 4 and 5 keV
initial energies were introduced in a simulation cell with 139,968 atoms. A
constant volume ensemble was used. Boundary layers with 0.3 nm thickness
were coupled to a constant temperature heat bath at 300 K. The simulations
were run to 10 ps using variable time step size. The maximum time step size
used was 2 fs.
Amorphous regions in the center of the cascades were found, based on the
definition of "disordered" and "distorted" atoms. Disordered atoms were
those atoms that had different coordination numbers from those in the
crystalline structure. Distorted atoms had the same coordination numbers as
those in the crystalline structure, but the angular distribution around them
deviated from the perfect crystal. Both criteria were not really appropriate to
characterize amorphization, since they were based only on the first neighbor
shell. A decrease of coordination number was found for both Zr and U, but
nearly all disordered Si atoms were 5-coordinated. The authors found no
noticeable difference between radiation amorphized zircon and quenched
zircon. Their quenched zircon was produced by melting the zircon structure
at 14,000 K, followed by fast-quenching to 0 K. They found that the zircon
structure crystallized on quenching if it was melted at 5,000 K, instead of
14,000 K. Appearance of SiO 2-rich and ZrO2-rich nanophases was observed.
The average bridging number of oxygen between silicon atoms was found to
be between 1 and 2.
8.1.3 Trachenko et al. [3, 5-9]
Trachenko et al. performed classical MD simulations on collision cascades
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in zircon [3, 5-9]. The potential used in [5] was the potential 2 in Chapter 3,
which resulted in inaccurate elastic constants. Collision cascades caused by
l-keV PKAs in a simulation cell with 8,640 atoms were simulated at both
300 K and 600 K. A substantial decrease of radiation damage was found in
cascade simulation with higher ambient temperature. It was found that the
damaged structure was less resistant to further radiation damage than
undamaged crystalline zircon, although one of the criteria used, the
displacement of atoms in already damaged structure, was not a very
convincing metric by which to quantify structural damage to an already
damaged structure. The ballistic and thermal spike phases of collision
cascades were analyzed. Increasing polymerization of SiOn units was
observed with increasing radiation dose. SiOn units with n = 4, 5, and 6 were
found. The authors also reported an increase of density in the core of the
damaged region.
The same potential as in [5], the potential 2 in Chapter 3, was used in [6].
Simulation cells with 193,000 atoms and 375,000 atoms were used for
simulations of 30 keV and 70 keV collision cascades, respectively.
Polymerization of SiOn units was found, again. However, the authors
reported a depleted core, surrounded by densified boundary, even though
they had reported a densified core previously [5]. This apparent discrepancy
was not discussed by the authors. The same authors used the same potential
(potential 2 in Chapter 3) once again in further article [8] to investigate
overlap of two displacement cascades. Simulation cells with 81,000 atoms,
192,000 atoms and 375,000 atoms were used for 30 keV and 70 keV PKAs.
A variable time step size from 0.01 fs to 1 fs was used to perform the MD
simulation to 20 ps. They found again a depleted region in the cascade core,
surrounding by a densified shell. They also found that the cascade caused by
the 2nd PKA was deflected away from the cascade by the 1st PKA due to the
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densified shell. Based on this observation, they used percolation theory to
develop a model explaining the large volume swelling of zircon when it
amorphizes. The same depleted region in the core of the cascade was also
reported by the same authors in [9], where the potential 1 in Chapter 3 was
used, and the cascades caused by two overlapping 50 keV U PKA were
simulated in a cell with 1,029,000 atoms using constant energy ensemble.
The results of Trachenko et al. prompted criticism by Corrales et al. [10].
According to Corrales et al., the potential used by Trachenko et al. did not
adequately describe the atomic scattering physics in zircon, since it
produced a bulk modulus and elastic constants significantly higher than
experimental values, which resulted in a more rigid structure. The potential
used by Trachenko et al. also did not use any well-established short-range
repulsive term, such as the ZBL potential. The criticism about the potential
was confirmed by our own calculations. Although Trachenko et al. defended
the potential in their response to the comments from Corrales et al. [3], it
should be noticed that a new potential (potential 1 in Chapter 3), which
produced the correct bulk modulus and elastic constants and incorporated
the ZBL potential at short range, was used by Trachenko et al. in later
simulations [9] (the criticism from Corrales et al. was published in 2003; the
paper using the new potential was published in 2004).
Another criticism by Corrales et al. was that the simulation cell size was too
small for the energetic cascades simulated, based on calculations using a
modified SRIM code. However, based on our own simulations, the
requirement on simulation sizes from calculations using SRIM code is
generally too conservative.
The third criticism concerned temperature control. The standard temperature
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rescaling technique would artificially quench the collision dynamics and
result in smaller cascades. Trachenko et al. in later simulations [9] used the
NVE ensemble. Although there is no problem using the NVE ensemble
when the system size is big enough, using boundary energy removal is
better since it reduces the required simulation cell size thus results in better
usage of computing resources.
Trachenko et al. defended their simulations [3]. They stated that even when
a ZBL potential was incorporated, there was no noticeable difference. A
depleted region in the core of the cascade and a denser boundary were still
found, which formed the major cornerstone of a volume-swelling model
based on percolation theory. They also proclaimed that there were no
problems with their methodology and the way they conducted velocity
rescaling, but as described before, they nonetheless refined their potentials
and methodologies in later simulations.
8.1.4 Devanathan et al. [11, 12]
Devanathan et al. simulated melted and melt-quenched amorphous zircon
[11] and investigated defect production in collision cascades in zircon [12].
The potential used in both of these studies was the potential 4 described in
Chapter 3. A simulation cell with 5,184 atoms was used in [11] to simulate
melting-quenching with different imposed volume swelling (8% and 18%).
Melt-quenching using constant pressure ensembles was not performed, most
probably due to the difficulty of large swelling, since the potential used was
not charge-balanced with regard to phase separation products. Bond lengths
found in amorphous zircon were 1.55 A for Si-O and 1.95 A for Zr-O.
Polymerization of Si coordination units was found. At 5000 K, only 23.5%
of Si atoms were unconnected.
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Defect production was investigated in [12] using PKAs with energies from
0.25 to 5 keV. The simulation cell used had 5,184 atoms and 86,400 atoms
for simulations of 0.25 keV and 5 keV cascades, respectively. When
selecting simulation cell size, 20 atoms were used for each eV of PKA
energy (thus, for example, a 1-keV PKA required a simulation cell with
1000 x 20 = 20,000 atoms). The NVE ensemble was used for simulations.
Initially the structure was kept at a temperature of 30 K. After introducing
the PKA into the system, temperature rose about 200 K. Zr on Si anti-site
defects and ring-type O replacement were found. The number of interstitials
peaked at about 0.5 ps for 5-keV cascades, but their method of counting
interstitials based on the Wigner-Seitz cell was not appropriate to heavily
damaged structures. In-cascade amorphization was not found for PKAs with
energy up to 5 keV, but the authors did not look into the connectivity and
did not provide a clear definition of amorphization.
8.2 MD simulations of zircon in this study
The collision cascade simulations of zircon in this study used simulation
cells with up to 14,112 atoms. Cascade simulations were performed using
variable time step size and with boundary energy removal. Zr and U PKAs
with energies up to 10 keV were used.
Threshold displacement energies in zircon were systematically determined.
Many special directions, such as toward immediately neighboring atoms or
open spaces surrounding the PKA, were considered. The general practice in
the literature is to consider threshold displacement energies along well-
defined crystallographic directions ([100], [021], etc.). However, this choice
misses some important special directions, such as the direction toward the
center of the neighboring Si atom for an O PKA. It was found that an energy
transfer of at least 391 eV was required to displace the O PKA along this
direction.
Cascade detail was extensively examined, including PKA trajectory, cascade
extent, time scale, thermal spike, recoil density, distribution of PKA energy
among sub-lattices and number of displaced atoms. The crystallographic
features of the zircon structure were found to have profound implications for
collision cascades. It was found that energetic PKAs were always deflected
into the open channel along the z direction. Their displacements along the
longitudinal x direction were never greater than about 4 nm in our
simulations. Estimates of cascade extent assuming a homogeneous medium
greatly were found to over-predict the PKA displacement along the
longitudinal x direction.
The effects of PKA mass on collision cascades were studied by comparing
the cascades caused by Zr and U PKAs. The U atoms were assumed to be
simply "super-mass" Zr atoms in this study: U-Zr, U-Si and U-O
interactions were supposed the same as Zr-Zr, Zr-Si and Zr-O interactions,
respectively. It was found that heavier PKAs produced longer cascades,
more structural damage, and higher temperature in the thermal spike. U
traveled further along the longitudinal x direction because it was less prone
to change of direction. The depleted regions in the core of the cascades
surrounded by a densified shell, which were found in simulations by
Trachenko et al. as described in Section 8.1.3., were not found in our study.
It is also noteworthy that after extensive tests of recently published zircon
potentials, it was found that three out of the five tested potentials yielded
poor elastic constants and were adjudged unfit for use in convincing
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simulations. The published simulation results using these potentials should
therefore be viewed cautiously.
Melts and melt-quenched zircon structures were also simulated. Volume
expansions of 8% or 18% were imposed for melt-quenching using the
originally chosen potential (potential 4 in Chapter 3), since the volume
expansion was anomalously large if a constant pressure ensemble was used.
Melt-quenching using the new charge-balanced potential was performed
using a constant pressure ensemble. The volume expansion of quenched
zircon was about 20% compared to crystalline zircon. Radiation-induced
amorphization was simulated by overlap of PKAs, and the resulting
structure was compared to melt and melt-quenched structures.
8.3 Topological identification of crystalline and amorphous zircon
This study has provided a method to differentiate crystalline and non-
crystalline atoms in various zircon structural assemblies, based on local
topology. The idea is straightforward: if the local environment surrounding a
specific atom is similar to the local environment in the crystalline structure,
this atom is considered a crystalline atom. The information about local
environment was encoded in the language of primitive-rings, ring statistics
and local clusters. Topological signatures were developed separately for
atoms in different sub-lattices.
A preliminary application of this methid to a simpler material, SiC, was
made earlier by Dr. Xianglong Yuan in the Hobbs group (unpublished). In
order to minimize minimize overlap of spheres of influence of defects at
high density, subsets of the full local cluster topology were sought by which
to characterize crystalline environments. However, the topological
signatures resulting ended up encoded in unnecessarily arcane rules that
were specific to the diamond structure. As a result, the topological
signatures were procedurally complex, time consuming to implement, and
unable to be used on other structures. Rules would have to be developed for
every structure encountered. It was therefore decided to develop signatures
that employed only the concepts of primitive-ring and local cluster. These
signatures are easier to implement, because several algorithms have already
been published for systematically identifying primitive-rings and local
clusters, and can be spatially restricted at will by truncating signature ring
size. They can also easily be generalized to other structures, since in
developing the topological signatures for this study, nothing specific about
the zircon structure was used. In fact, such topological signatures can be
developed for all materials.
The early-stage evolution of non-crystalline disorder and the subsequent
recrystallization in zircon collision cascade simulations were successfully
modeled by using the topological signatures to identify non-crystalline
atoms. Simply using the number of displaced atoms was unable to correctly
show the initial peak of structural damage that is followed by the subsequent
annealing stage. Using the topological signatures, amorphization within a
single collision cascade was observed; thus overlap of cascades is not
considered necessary for amorphization of zircon.
A crystal is an orderly periodic array of atoms. An atom by itself cannot be
identified as either crystalline or amorphous; it is the relationships with
other atoms that matter. From this perspective, topological identification of
crystalline atoms adheres to the essential definition of a crystal, since it
deals with the connectivity of atoms directly.
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The method of topological signatures is better than the Wigner-Seitz cell
method, which depends on the original crystalline reference grid. In heavily
damaged structures, the original grid does not provide any useful reference.
In the radiation-induced amorphous structure simulated in this study, the
method of topological signatures was able to differentiate the amorphous
region in the center of the simulation box and the crystalline region
surrounding it. A few isolated remnant crystalline islands were identified in
the amorphous region. About 5% of atoms in zircon melts and melt-
quenched structures were identified as crystalline atoms.
The method of topological signatures is also preferable to methods based
only on local structures limited to first coordination shell, since often there
is little or no difference in the short-range order between crystalline and
amorphous structures. One can decide whether or not to include ring
contents of larger rings into the topological signature, thus effectively
controlling the range of the topological signatures.
8.4 Charge-balance with regard to phase-decomposition products
It is now generally accepted that zircon undergoes phase separation into
SiO2- and ZrO2-rich local regions upon amorphization. This phase-
separation was observed in our simulations. However, it was found in
simulations using constant pressure ensembles that the zircon structure
underwent abnormally large volume swelling when it amorphized, either
thermally or induced by radiation. The huge volume expansion was found to
be caused by the ion charges used in the potential model, which gave non-
zero charge to SiO 2-like polymerized regions. The ion charges were
balanced overall, but not balanced with regard to the phase decomposition
products. The strong Coulombic repulsive force within the decomposition
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products was the driving force for the large volume expansion. After the ion
charges were re-balanced with regard to phase decomposition products, the
volume expansion was found to be under control.
The importance of overall charge-balance is obvious, but the importance of
charge-balance with regard to phase decomposition products was never
appreciated before. This might be one of the reasons why there have been
few published simulation results for amorphous zircon using constant
pressure ensembles. The charge imbalance of SiO2 units was also found to
produce a large fraction of 3-coordinated Si in amorphous zircon, which
was also unrealistic. This problem, too, was solved by using a charge-
balanced potential. Compared to melt-quenched zircon using non-charge-
balanced potential, the melt-quenched zircon structure obtained using
charge-balanced potential had most of Si atoms 4-coordinated and yielded a
more realistic Si-O bond length of 1.66 A. These results with the charge-
balanced potential are in good accord with those obtained from ab initio
simulations [13], though the degree of silica-unit polymerization was found
to be larger (up to Q - 2.8). The issue of charge-balance with regard to
phase decomposition products applies to all complex ceramics that
decomposes into separate phases upon amorphization (e.g. spinels like
MgA120 4, ZrSiO4, (Ca,Ln,Ac)2(Zr,Ti,Ac) 20 7 pervoskites, etc.).
8.5 Differences between radiation amorphized and quenched zircon
Different amorphous zircon structures were found to be topologically
different. Upon amorphization of zircon, the average (primitive) ring size
and the number of atoms in the local cluster were found to increase. Larger
average ring sizes were found in more pervasively amorphized structures.
The radiation-induced amorphous structure was the least pervasively
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amorphized one, followed by the melt-quenched structures. The liquid-state
amorphous structure was most pervasively amorphized and exhibited the
largest average (primitive) ring size.
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