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Abstract
We give a O(nm) time algorithm for the maximum weight stable set (MWS) problem on
P5- and co-chair-free graphs without recognizing whether the (arbitrary) input graph is P5-
and co-chair-free. This algorithm is based on the fact that prime P5- and co-chair-free graphs
containing 2K2 are matched co-bipartite graphs and thus have very simple structure, and for
2K2-free graphs, there is a polynomial time algorithm for the MWS problem due to a result of
Farber saying that 2K2-free graphs contain at most O(n2) maximal stable sets. A similar argument
can be used for (P5,co-P)-free graphs; their prime graphs are 2K2-free. Moreover, we give a
complete classi6cation of (P5,co-chair,H)-free graphs with respect to their clique width when
H is a one-vertex P4 extension; this extends the characterization of (P5; P5,co-chair)-free graphs
called semi-P4-sparse by Fouquet and Giakoumakis. For H being a house, P, bull or gem, the
class of (P5,co-chair,H)-free graphs has bounded clique width and very simple structure whereas
for the other four cases, namely H being a co-gem, chair, co-P or C5, the class has unbounded
clique width due to a result of Makowsky and Rotics. Bounded clique width implies linear time
algorithms for all algorithmic problems expressible in LinEMSOL—a variant of Monadic Second
Order Logic including the MWS Problem.
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1. Introduction
A vertex set in a 6nite undirected graph is stable if its elements are pairwise non-
adjacent. The Maximum (Weight) Stable Set (M (W )S) Problem asks for a
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Fig. 1. All one-vertex extensions of a P4.
maximum (vertex weight) stable set in the given graph. The M(W)S problem is a
basic algorithmic graph problem occurring in many models in Computer Science and
Operations Research; it is NP-complete in general and hard to approximate.
This paper considers the MWS problem on (P5,co-chair)-free graphs motivated by
the fact that the complexity of the MWS problem is unknown for the class of P5-free
graphs; hereby, for k¿ 1, let Pk denote an induced chordless path with k vertices and
k − 1 edges, and for k¿ 3, let Ck denote an induced chordless cycle with k vertices
and k edges.
Recently, the MWS problem was considered on a variety of subclasses of P5-free
graphs de6ned by additionally forbidding other small subgraphs such as one-vertex P4
extensions (see Fig. 1) or 4-vertex graphs. Thus, the M(W)S problem is known to be
solvable in polynomial time on the following graph classes:
• co-gem-free graphs (and thus also (P5,co-gem)-free graphs) (simple observation);
• claw-free graphs [33] and, using [33], chair-free graphs [1] (thus, (P5,chair)-free
graphs as well);
• (P5,co-P)-free graphs (this paper);
• (P5; P)-free graphs (see [9,30]);
• (P5,bull)-free graphs (using results of [19]);
• (P5,co-chair)-free graphs (this paper);
• (P5,house)-free graphs (see [25]);
• (P5,gem)-free graphs (see [6,36]);
• (P5,diamond)-free graphs (the diamond or K4 − e is a clique of four vertices minus
one edge; see [2,3]; in [3], it is shown that (P5,diamond)-free graphs have bounded
clique width) and
• other variants (see e.g. [35]).
Bounded clique width of a graph class allows to solve all algorithmic problems
expressible in a certain kind of Monadic Second Order Logic in linear time [15],
among them the Maximum Weight Stable Set Problem assuming that a k-expression
of the input graph is given. The notion of clique width has been introduced in [14]
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and is intimately related to modular decomposition of a graph (see Section 4 for more
details).
The following graph classes have simple structure leading to bounded clique width
(as shown in [4] for the entries without reference).
• (P5,gem,co-gem)-free graphs;
• (P5,house,co-gem)-free graphs;
• (P5,co-chair,gem)-free graphs (this paper, [3]);
• (P5; P,gem)-free graphs;
• (P5,bull,gem)-free graphs;
• (P5,chair,gem)-free graphs;
• (P5,chair,house)-free graphs [23];
• (P5; P,co-chair)-free graphs [10];
• (P5,bull,co-chair)-free graphs (this paper, [5]);
• (P5,bull,house)-free graphs [22];
• (chair,bull,co-chair)-free graphs [5];
• (co-gem,chair,gem)-free graphs;
• (co-gem,P,gem)-free graphs;
• (co-gem,P,co-chair)-free graphs [8] and
• (co-gem,bull,co-chair)-free graphs;
This paper contains the following results:
1. By Lemma 5, prime (P5,co-chair)-free graphs are either 2K2-free or matched
co-bipartite graphs. Based on this fact, the observation of Farber saying that 2K2-free
graphs contain at most O(n2) maximal stable sets, and some structural properties of
(P5,co-chair)-free graphs, we give an O(nm) time-bounded algorithm for the MWS
problem on (P5,co-chair)-free graphs which avoids to recognize whether the input
graph G is really (P5,co-chair)-free i.e. if G is (P5,co-chair)-free then the algorithm
correctly solves the MWS problem on G, and if not, the algorithm either correctly
solves the MWS problem on G or detects that G is not (P5,co-chair)-free. Such an
algorithm is called robust in [37].
2. We describe a complete classi6cation of (P5,co-chair,H)-free graphs with respect to
their clique width when H is a one-vertex P4 extension:
(a) For H being a house, P, bull or gem, the (P5,co-chair,H)-free graphs have bounded
clique width and very simple structure.
(b) For H being a co-gem, chair, co-P or C5, the (P5,co-chair,H)-free graphs have
unbounded clique width due to a result of Makowsky and Rotics [31].
2. Notions and preliminary results
Throughout this paper, let G=(V; E) be a 6nite undirected graph without self-loops
and multiple edges and let |V | = n, |E| = m. The edges between two disjoint vertex
sets X; Y form a join (co-join) if for all pairs x∈X , y∈Y , xy∈E (xy ∈ E) holds. A
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vertex z ∈V distinguishes vertices x; y∈V if zx∈E and zy ∈ E. A vertex set M ⊆ V
is a module if no vertex from V\M distinguishes two vertices from M i.e. every vertex
v∈V\M has either a join or a co-join to M . A module is trivial if it is either the
empty set, a one-vertex set or the entire vertex set V . Nontrivial modules are called
homogeneous sets. A graph is prime if it contains only trivial modules. The notion
of modules plays a crucial role in the modular (or substitution) decomposition of
graphs (and other discrete structures) which is of basic importance for the design of
eJcient algorithms—see e.g. [34] for modular decomposition of discrete structures and
its algorithmic use).
Recently, the modular decomposition of graphs attracted much attention. A homo-
geneous set M is maximal if no other homogeneous set properly contains M . It is
well-known that in a connected graph G with connected complement LG, the maximal
homogeneous sets are pairwise disjoint which means that every vertex is contained in
at most one homogeneous set. The existence and uniqueness of the modular decompo-
sition tree is based on this property, and recently, linear time algorithms were designed
to determine this tree—see [17,18,32]. The tree contains the vertices of the graph as
its leaves, and the internal nodes are of three types: they represent a join or co-join
operation, or a prime subgraph.
Let N (v) := {u: u∈V; u = v; uv∈E} denote the open neighborhood of v and
N [v] := N (v)∪{v} the closed neighborhood of v. Let x ∼ y (x  y) denote adjacency
(nonadjacency) of vertices x and y. For U ⊆ V , let G(U ) denote the subgraph of G
induced by U . A vertex not in U is a k-vertex with respect to U if it has exactly k
neighbors in U . A vertex set U ⊆ V is stable (sometimes called independent) in G if
the vertices in U are pairwise nonadjacent.
Let LG = (V; LE) with uv∈ LE if and only if uv ∈ E for u = v; u; v∈V denote the
complement graph of G. We also use co-G to denote the complement graph of G.
A vertex set U ⊆ V is a clique in G if U is a stable set in LG.
For a vertex weight function w on V , let w(G) denote the maximum weight sum
of a stable set in G and let !w(G) := w( LG) denote the maximum weight of a clique
in G. If w(v) = 1 for all vertices v then we omit the index w.
A vertex set V ′ ⊆ V in a graph G = (V; E) is a dominating set in G, if for all
vertices u∈V\V ′, there is a vertex v∈V ′ such that uv∈E.
For a P4 with vertices a; b; c; d and edges ab; bc; cd, the vertices a and d (b and c)
are called the endpoints (midpoints) of the P4.
For the de6nition of chair, P, bull, gem cf. Fig. 1. The diamond is the K4 − e i.e.
a four vertex clique minus one edge. The claw is the graph consisting of four vertices
a; b; c; d such that a (the center of the claw) is adjacent to the pairwise nonadjacent
vertices b; c; d.
Let F denote a set of graphs. A graph G is F-free if none of its induced subgraphs
is in F.
The P4-free graphs (also called cographs) play a fundamental role for graph decom-
position; see [7] for a survey on this graph class and related ones. For a cograph G,
either G or its complement is disconnected, and the cotree of G expresses how the
graph can be recursively generated from single vertices by the corresponding join and
co-join operations.
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Fig. 2. The A and domino and their complements.
Fig. 3. The d-A and d-domino and their complements.
The cotree representation allows to solve various NP-hard problems in linear time
when restricted to cographs, among them the problems Maximum Weight Stable Set
and Maximum Weight Clique. See [13] for linear time recognition of cographs and
[7,11–13] for more information on P4-free graphs. Note that the cographs are those
graphs whose modular decomposition tree contains only join and co-join nodes as
internal nodes.
There are numerous papers on the structure and algorithmic use of prime F-free
graphs for F being a set of P4 extensions—see e.g. [3–5,6,8,10,19,22–27,29].Thus,
in [22], Fouquet gave a characterization of prime (P5; P5,bull)-free graphs, and in
[23], Fouquet and Giakoumakis gave a characterization of prime (P5; P5,co-chair)-free
graphs.
Subsequently we need the following useful lemma (see Fig. 2 for the graphs A,
domino and their complements):
Lemma 1 (HoNang and Reed [28]). If a prime graph contains an induced C4 (2K2)
then it contains an induced house or A or domino (P5 or co-A or co-domino).
The proof of Lemma 1 can be extended in a straightforward way to the case of a
diamond instead of a C4. For this purpose let us call d-A the graph resulting from
an A graph by adding an additional diagonal edge in the C4, and d-domino the graph
resulting from a domino graph by adding an additional diagonal edge in one of the
C4’s (see Fig. 3).
Lemma 2 (Brandst)adt [3]). If a prime graph contains an induced diamond (co-
diamond) then it contains an induced gem or d-A or d-domino (co-gem or co-d-A or
co-d-domino).
Note that the graph co-A (also called double-gem) contains a co-chair which
implies that prime (P5,co-chair)-free graphs either contain a co-domino or are 2K2-free.
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Moreover, the double-gem and the co-domino contain a co-P which means that prime
(P5,co-P)-free graphs are 2K2-free:
Corollary 1. (i) Prime (P5,co-chair)-free graphs containing a 2K2 contain a co-domino.
(ii) Prime (P5,co-P)-free graphs are 2K2-free.
(iii) Prime (P5; P5,co-chair)-free graphs are 2K2-free.
A graph G is a
• thin spider if G is partitionable into a clique C and a stable set S with |C|= |S| or
|C|= |S|+ 1 such that the edges between C and S are a matching and at most one
vertex in C is not covered by the matching (an unmatched vertex is called the head
of the spider);
• thick spider if it is the complement of a thin spider (spiders were called turtles in
[26]);
• matched co-bipartite graph if G is partitionable into two cliques C1; C2 with |C1|=
|C2| or |C1|= |C2|+ 1 such that the edges between C1 and C2 are a matching and
at most one vertex in C1 and C2 is not covered by the matching;
• co-matched bipartite graph if it is the complement of a matched co-bipartite graph;
• bipartite chain graph [39] if it is a bipartite graph B= (X; Y; E) and for all vertices
from X (Y ), their neighborhoods in Y (X ) are linearly ordered;
• co-bipartite chain graph if it is the complement of a bipartite chain graph;
• enhanced co-bipartite chain graph if it is partitionable into a co-bipartite chain graph
with cliques C1, C2 and three additional vertices a; b; c (a and c optional) such that
N (a) = C1 ∪ C2, N (b) = C1, and N (c) = C2;
• enhanced bipartite chain graph if it is the complement of an enhanced co-bipartite
chain graph.
Note that a connected bipartite graph is P5-free if and only if it is a bipartite chain
graph.
The 3-sun is the headless thick spider with |C|=|S|=3, and the net is its complement
graph. C6 is a co-matched bipartite graph and its complement, the C6 is a matched
co-bipartite graph.
Lemma 3 (De Simone [19]). If a prime bull- and chair-free graph contains an
induced co-diamond then it is bipartite or an induced odd cycle C2k+1, k¿ 3.
Lemma 4 (Brandst)adt, HoNang and Le [5]). Every prime chair-free bipartite graph is
either co-matched bipartite, an induced path or an induced cycle.
In [26], HoNang de6ned a graph to be P4-sparse if no set of 6ve vertices in G induces
at least two distinct P4’s. The motivation for P4-sparse graphs and variants comes from
applications in areas such as scheduling, clustering and computational semantics; they
represent a natural generalization of cographs.
Obviously, a graph is P4-sparse if and only if it is (C5, P5, P5, P, LP, chair,
co-chair)-free.
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Fig. 4. Co-domino with vertex labels.
Theorem 1 (HoNang [26], see Jamison and Olariu [29]). Prime P4-sparse graphs are
spiders.
3. Structure of (P5,co-chair)-free graphs and some subclasses
Lemma 5. If a prime (P5,co-chair)-free graph contains an induced 2K2 then it is a
matched co-bipartite graph.
Proof. Let G be a prime P5- and co-chair-free graph containing a 2K2. Then, by
Lemma 1, G contains a co-domino; let D be a co-domino in G with vertices 1; : : : ; 6
as in Fig. 4.
A straightforward case analysis shows that D has no 1- and no 5-vertices, and
vertices not in D being adjacent to D are of the following types:
(A1) 2-vertices being adjacent to 2 and 3 or to 4 and 5;
(A2) 3-vertices being adjacent to 1, 2 and 3 or to 4, 5 and 6;
(A3) 3-vertices having the same D-neighbors as one of the inner vertices 2, 3, 4
and 5;
(A4) 4-vertices being adjacent to 1, 2, 3 and 6 or to 4, 5 and 6 and 1;
(A5) 6-vertices;
Claim 1. G has no 2-vertices i.e. type (A1) is impossible.
Proof. Let A := N (2) ∩ N (3) ∩ LN (4) ∩ LN (5) ∩ LN (6). Assume that D has 2-vertices;
in this case, there is a nonedge in A (note that vertex 1 is in A). Let x and y be
2-vertices adjacent to 2 and 3 such that x  y. Let A′ be the co-connected component
containing x and y. Since A′ is no homogeneous set, there are x′; y′ ∈A′ with x′  y′
and there is a vertex z ∈ A′ such that z ∼ x′ and z  y′. In fact, z ∈ A. Since zx′23y′
is no co-chair, z ∼ 2 or z ∼ 3.
Case 1: z ∼ 2 and z  3.
Since zx′235 is no co-chair, z ∼ 5. Since y′2z56 is no P5, z ∼ 6 but now 32x′z6 is
a co-chair—contradiction.
The case that z  2 and z ∼ 3 is symmetric to case 1.
Case 2: z ∼ 2 and z ∼ 3.
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Since z ∈ A, z ∼ 4 or z ∼ 5 or z ∼ 6 holds. If z ∼ 4 then z ∼ 6 since 32z46 is no
co-chair. If z ∼ 5 then z ∼ 6 since 23z56 is no co-chair. Thus, z ∼ 6 but now y′23z6
is a co-chair—contradiction.
Claim 2. G has no 3-vertices of type (A3).
Proof. Let A := N (1) ∩ N (3) ∩ N (4) ∩ LN (5) ∩ LN (6). Assume that D has 3-vertices of
type (A3). Then A contains a nonedge (note that vertex 2 is in A); let x and y be
3-vertices of type (A3) being adjacent to 1, 3 and 4 such that x  y and let A′ be the
co-connected component containing x and y. Since A′ is no homogeneous set, there
are x′; y′ ∈A′ with x′  y′ and there is a vertex z ∈ A′ such that z ∼ x′ and z  y′.
In fact, z ∈ A. Since zx′13y′ is no co-chair, z ∼ 1 or z ∼ 3.
Case 1: z ∼ 1 and z  3.
Since 531x′z is no co-chair, z ∼ 5. Since y′1z56 is no P5, z ∼ 6 but now 31x′z6 is
a co-chair—contradiction.
Case 2: z  1 and z ∼ 3.
Since 1x′3z6 is no co-chair, z  6. Since z3y′46 is no P5, z ∼ 4 but now 3x′z46 is
a co-chair—contradiction.
Case 3: z ∼ 1 and z ∼ 3.
Since z13y′4 is no co-chair, z ∼ 4. Since 3x′z46 is no co-chair, z ∼ 6 but now
y′13z6 is a co-chair—contradiction.
Claim 3. G has no 6-vertex (i.e. no type (A5) vertex).
Proof. Note 6rst that a vertex of distance 2 to D cannot be adjacent to a 3- or 4-vertex
since G is P5-free. Thus, 6-vertices are the only possible common neighbors of D and
a 0-vertex. Moreover, every 6-vertex is adjacent to every 3- and 4-vertex since G
is co-chair-free. Thus, if G has 6-vertices then D together with its possible 3- and
4-vertices would be a homogeneous set—contradiction.
Now, every vertex not in D is a 3- or 4-vertex to D. Let
L := {v: v∈V and v is adjacent to 2 and 3 and nonadjacent to 4 and 5} and
R := {v: v∈V and v is nonadjacent to 2 and 3 and adjacent to 4 and 5}:
Note that 1∈L and 6∈R. Thus, V = L∪R∪{2; 3; 4; 5} is a partition of the vertex set.
Claim 4. L and R are cliques.
Proof. Assume to the contrary that L contains a pair x; x′ of nonadjacent vertices. We
6rst show that in this case x and x′ have the same neighbors in R. Assume not i.e.
x ∼ y for y∈R whereas x′  y but then x′3xy4 is a P5—contradiction. Thus, x and
x′ have the same neighbors in R but then the co-connected component of G containing
x and x′ restricted to L is a homogeneous set—contradiction.
Claim 5. The edges between L and R form a matching.
A. Brandstadt, R. Mosca /Discrete Applied Mathematics 132 (2004) 47– 65 55
Proof. Assume to the contrary that for x; x′ ∈L, x = x′, y is a common neighbor in
R. Then 3xx′y4 is a co-chair—contradiction.
Since G is prime, at most one vertex in each of L and R is unmatched, and thus G
is a matched co-bipartite graph.
The next property may be of interest in its own right.
Lemma 6. If G is a prime claw-free split graph then G is either a 3-sun or a thin
spider.
Proof. Let G = (C; S; E) be a split graph with a partition into clique C and stable
set S. Since G is claw-free, for every vertex x∈C, |NS(x)|¡ 3 and if NS(x) = {a; b}
with a = b then for all y∈C, y = x, NS(x) ∩ NS(y) = ∅ i.e. since G is prime,
|NS(x) ∩ NS(y)|= 1.
Case 1: For all x∈C, |NS(x)|6 1.
Then for at most one vertex x∈C, |NS(x)| = 0 (the head vertex), and G is a thin
spider.
Case 2: There is a vertex x∈C with |NS(x)|= 2. Let NS(x) = {a; b}.
Then for all y∈C, y = x, ya∈E or yb∈E (but not both since x and y are no
twins).
Case 2.1: For all y∈C, y = x, |NS(y)|=1 i.e. there is exactly one ya with aya ∈E
and exactly one yb with byb ∈E. Then G is a gem consisting of x; a; b; ya; yb but a
gem is not prime—contradiction. Thus, Case 2.1 is impossible.
Case 2.2: There are y∈C, y = x, with |NS(y)|= 2.
Let NS(y) = {a; c}. Then for all z ∈C, (za∈E or zb∈E) and (za∈E or zc∈E).
Case 2.2.1: There is a vertex z ∈C with za ∈ E and zb∈E, zc∈E.
Every other vertex u∈C must ful6ll now (ua∈E or ub∈E) and (ua∈E or uc∈E)
and (ub∈E or uc∈E). Then u is a twin of x, y or z. This means that G is a 3-sun
with vertices x; y; z; a; b; c.
Case 2.2.2: Every vertex z ∈C\{x; y} ful6lls za∈E.
Then G is a thin spider with head a.
Lemma 7. If G is a prime chair-free split graph then G is a spider.
Proof. A chair-free split graph which is not P4-sparse must contain a co-chair since
the P5, P5, C5, P, LP are impossible in split graphs. It is easy to see, however, that a
prime split graph containing a co-chair must contain a chair as well (see [23]). Thus,
prime chair-free split graphs are P4-sparse and thus, according to Theorem 1, they are
spiders.
3.1. Structure of prime (P5; P5,co-chair)-free graphs
The subsequent Theorem 2 has been shown in [23]; we give a slightly shorter proof
here. The (P5; P5,co-chair)-free graphs were called semi-P4-sparse in [23] since the
class of P4-sparse graphs is a subclass of the (P5; P5,co-chair)-free graphs. Due to
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their simple structure described in Theorem 2, semi-P4-sparse graphs have bounded
clique width.
See [10] for a complete classi6cation of the clique width of classes generalizing
P4-sparse graphs in this way.
Theorem 2 (Fouquet and Giakoumakis [23]). If G is a prime (P5; P5,co-chair)-free
graph then G is either a bipartite chain graph or a spider or C5.
Proof. Let G be a prime (P5; P5,co-chair)-free graph. Then, according to Lemma 1, G
is 2K2-free.
Claim 1. If G contains a C5 then G is a C5.
Proof. It is easy to see that in a (2K2,house,co-chair)-free graph, a C5 has no k-vertices
for k ∈{1; 3; 4}. Moreover, for 2-vertices, the neighbors in C5 are nonconsecutive and
0-vertices can be adjacent only to 5-vertices. It is easy to see that consecutive sets of
2-vertices have a join to each other, nonconsecutive sets of 2-vertices have a co-join
to each other and each of them has a join to the set of 5-vertices. Thus, G has no
2-vertices since G is prime, and for the same reason G has no 5-vertices and no
0-vertices. Now G is a C5.
From now on, assume that G is (2K2; C5,house,co-chair)-free.
Claim 2. If G contains an induced C4 then G is bipartite.
Proof. Due to Lemma 1, if G contains a C4 then it contains an induced A since the
house is forbidden and the domino contains a P5. Fig. 5 shows the possible adjacencies
of a vertex to A in G. Let A have the vertices 1; : : : ; 6 with vertices 1 and 6 of degree 1
and the edges 12,23,34,45,25,56. It turns out that the only possible adjacency types are
(A1)–(A4) (the boldface edges indicate a 2K2, P5 or co-chair). Let Di, i∈{1; : : : ; 6}
denote the following vertex sets de6ned by their adjacencies to A vertices:
• D1 (D6) the set of type (A1) vertices (i.e. 1-vertices) adjacent only to 2 (5);
• D2 (D5) the set of type (A3) vertices (i.e. 3-vertices) adjacent only to 1,3,5 (2,4,6)
and
• D3 (D4) the set of type (A2) vertices (i.e. 2-vertices) adjacent only to 2,4 (3,5);
Let U denote the set of vertices of type (A4) i.e. the 6-vertices, and let N denote
the set of 0-vertices.
Claim 2.1. Di, i∈{1; : : : ; 6}, are stable sets, and N is stable.
Proof. If there is an edge in D1 or D6 then G contains a 2K2. If there is an edge in
D2 or D5 then G contains a co-chair. If there is an edge in D3 or D4 then G again
contains a 2K2 and a co-chair.
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Fig. 5. Possible adjacencies to A in a (P5; P5,co-chair)-free graph.
Claim 2.2. If a vertex x has distance two to the A then a common neighbor of x and
A is of type (A3) or (A4).
Proof. If a vertex x of distance two to the A has a common neighbor y with A which
is of type (A1) or (A2) then there is a 2K2 in G.
Claim 2.3. Let N1 denote the set of N -vertices having a neighbor in D2 or D5.
(i) There is a co-join between D1 and D3, D1 and D5, D1 and N , and analogously
for D6 instead of D1.
(ii) There is a co-join between D2 and D4, D2 and D6, and analogously for D5
instead of D2.
(iii) There is a co-join between D3 and D5, and there is a co-join between D2 and
D4.
(iv) There is a join between U and A ∪ D1 ∪ D2 ∪ D3 ∪ D4 ∪ D5 ∪ D6 ∪ N1.
The proof is an obvious case analysis using the fact that G is (2K2; C5, house,
co-chair)-free.
Claim 2.4. U = N\N1 = ∅.
Proof. If not then A∪D1 ∪D2 ∪D3 ∪D4 ∪D5 ∪D6 ∪N1 would be a homogeneous set
in G.
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Now we can 6nish the proof of Claim 2: Obviously, no vertex of N1 can be adjacent
to D2 and D5. Let N1;2 be the neighbors of D2 and N1;5 be the neighbors of D5 in N .
Then Claim 2.3 shows that the two sets {1; 3; 5}∪D1 ∪D3 ∪D5 ∪N1;2, {2; 4; 6}∪D2 ∪
D4 ∪ D6 ∪ N1;5 are stable and thus, G is bipartite.
Since G is 2K2-free, Claim 2 implies that G is a bipartite chain graph if it contains
a C4.
From now on, assume that G is (2K2; C4; C5)-free i.e. a split graph [21]. Then due
to Lemma 7, G is a spider.
3.2. Structure of prime (P5,co-chair,H)-free graphs for H being a P, gem or bull
The next result is similar to Theorem 2 and describes the complements of prime
(P5,co-chair,P)-free graphs:
Theorem 3 (Brandst)adt and Mosca [10]). If G is a prime (co-P5,chair, co-P)-free
graph then G ful>lls one of the following conditions:
(i) G is an induced path Pk , k¿ 4, or an induced cycle Ck , k¿ 5;
(ii) G is a co-matched bipartite graph;
(iii) G is a co-bipartite chain graph and
(iv) G is a spider.
Due to Lemma 2, prime (P5,co-chair,gem)-free graphs are diamond-free. More
exactly, a prime graph is (P5,co-chair,gem)-free if and only if it is (P5,diamond)-free.
Prime (P5,diamond)-free graphs are described in
Theorem 4 (Brandst)adt [3]). If G is a prime (P5,diamond)-free graph then one of the
following conditions holds:
(i) G is a matched co-bipartite graph;
(ii) G is a thin spider;
(iii) G is an enhanced bipartite chain graph and
(iv) G has at most 9 vertices.
Another simple case are the (P5,co-chair,bull)-free graphs: We switch between the
graph and its complement; note that the complement of a bull is a bull itself. Thus, the
complement of a (P5,co-chair,bull)-free graph is a (P5,bull,chair)-free graph. Lemma
3 says that a prime (bull,chair)-free graph containing a co-diamond is either bipartite
or an induced odd cycle C2k+1, k¿ 3. Thus by Lemma 4, a prime (bull,co-chair)-free
graph containing a diamond is either matched co-bipartite or the complement of an
induced path or cycle. In the other case, the graph is (P5,diamond)-free, and this case
is described in Theorem 4. Note however, that thin spiders contain a bull. Thus, we
obtain
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Theorem 5 (Brandst)adt, HoNang and Le [5]). If G is a prime (P5,co-chair,bull) -free
graph then one of the following conditions holds:
(i) G is a matched co-bipartite graph;
(ii) G is the complement of an induced path or cycle;
(iii) G is an enhanced bipartite chain graph and
(iv) G has at most 9 vertices.
4. Clique width and algorithmic problems
Based on three operations on vertex-labeled graphs, namely
• disjoint union,
• join between all vertices with label i and all vertices with label j for i = j, and
• relabeling vertices of label i by label j,
[14] introduced the notion of clique width cwd(G) of a graph G as the minimum
number of labels which are necessary to generate a given graph by using the three
operations. Obviously, the clique width of cographs is at most two. A k-expression
of a graph G of clique width k describes the recursive generation of G by repeated
application of the three operations using only a set at most k di,erent labels.
Proposition 1 (Courcelle et al. [15] and Courcelle and Olariu [16]). The clique width
of a graph is the maximum of the clique width of its prime subgraphs, and the clique
width of the complement graph LG of a graph G is at most twice the clique width
of G.
Recently, the concept of clique width of a graph attracted much attention since it
gives a uni6ed approach to the eJcient solution of many algorithmic graph problems
on graph classes of bounded clique width via the expressibility of the problems in terms
of logical expressions; in [15], it is shown that every algorithmic problem expressible
in a certain kind of Monadic Second Order Logic called LinEMSOL(*1;L) in [15],
is linear-time solvable on any graph class with bounded clique width for which a
k-expression can be constructed in linear time.
Hereby, [15] mentions that, roughly speaking, MSOL(*1) is Monadic Second Order
Logic with quanti6cation over subsets of vertices but not of edges; MSOL(*1;L) is the
extension of MSOL(*1) with the addition of labels added to the vertices. LinEMSOL(*1;L)
is the extension of MSOL(*1;L) which allows to search for sets of vertices which are
optimal with respect to some linear evaluation functions. The Maximum Weight Stable
Set Problem is an example of a LinEMSOL(*1;L) problem.
Theorem 6 (Courcelle et al. [15]). Let C be a class of graphs of clique width at most
k such that for every graph G in C, a k-expression de>ning it can be constructed in
time O(f(|E|; |V |)). Then every LinEMSOL(*1;L) problem on C can be (constructively)
solved in time O(f(|E|; |V |)).
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As an application, it was mentioned in [15] that P4-sparse graphs and some variants
of their variants have bounded clique width. Recall that due to Theorem 1, prime
P4-sparse graphs are spiders and according to Proposition 1 and the fact that the clique
width of spiders is at most 4 (which is easy to see), it follows that the clique width
of P4-sparse graphs is at most 4. It is also straightforward to see that the clique width
of matched co-bipartite graphs, bipartite chain graphs, enhanced bipartite chain graphs,
and of induced paths and cycles as well as the complements of these graph classes is
at most 4.
Thus, Theorems 2–5 together with Proposition 1 imply:
Corollary 2. The clique width of (P5,co-chair,H)-free graphs for H being a house,
P, bull or gem is bounded.
It is easy to see that for these simply structured graphs, a k-expression can be
determined in linear time. Thus, every LinEMSOL(*1;L) problem (and not only the
MWS problem) can be solved in linear time on these graph classes.
In [31], Makowsky and Rotics have shown that their Fn grid has unbounded clique
width. Complements of Fn grids are (co-gem,P5,chair,co-P; C5,co-chair)-free which
implies
Corollary 3. For H being a co-gem, chair, co-P or C5, the class of (P5,co-chair,H)-free
graphs has unbounded clique width.
5. A robust algorithm for the Maximum Weight Stable Set Problem on
(P5,co-chair)-free graphs
Recall that, due to Lemma 5, prime (P5,co-chair)-free graphs containing an induced
2K2 are matched co-bipartite. Now assume that G is 2K2-free.
Lemma 8 (Farber [20]). C4-free graphs contain at most O(n2) maximal cliques.
Lemma 8 directly implies that 2K2-free graphs contain at most O(n2) maximal stable
sets which leads to an obvious O(n5) time algorithm for the MWS problem on 2K2-free
graphs using the enumerating algorithm for all maximal stable sets from [38]. By giving
some additional structure properties, we are going to slightly improve this time bound
by a robust algorithm which works for an arbitrary input graph G in such a way that
in the case that G is indeed (P5,co-chair)-free, the algorithm determines w(G), and in
the other case, the algorithm either determines w(G) as well or detects that G is not
(P5,co-chair)-free.
A connected component of G is called trivial if it contains only one vertex and
nontrivial otherwise. Obviously, 2K2-free graphs G have at most one nontrivial com-
ponent; furthermore, if G is bipartite then it is a bipartite chain graph for which the
MWS problem is solvable in linear time.
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A graph is called a stable C5 if it is the result of substituting stable sets into the
vertices of a C5.
Lemma 9. Let G be a (2K2,co-chair)-free graph containing an induced C5, and let
x be a vertex in the C5. Then the nontrivial component of G(V\N [x]) is a bipartite
chain graph or a stable C5.
Proof. Let C = (c1; c2; c3; c4; c5) induce a C5 in G, and denote by N (C) the vertices
of V\C adjacent to at least one vertex of C. Note that a vertex being adjacent to C
is either adjacent to exactly two nonconsecutive vertices of C or adjacent to exactly
three vertices of C which are nonconsecutive in C or adjacent to all vertices of C.
Subsequently let H denote the set of 0-vertices of C and
• Di := {v∈V : N (v) ∩ C = {ci−1; ci+1}},
• Yi := {v∈V : N (v) ∩ C = {ci; ci+2; ci+3}}
for i∈{1; : : : ; 5} (index arithmetic modulo 5).
Claim 1. For all i∈{1; : : : ; 5}, the following conditions are ful>lled:
(i) Di and H are stable sets in G;
(ii) Yi is a stable set in G;
(iii) Di has a join to Di+1 and Yi and
(iv) Di has a co-join to Yi+1, Yi−1 and H .
Proof. Since G is 2K2-free, Di and H induce stable sets in G, Di has a join to Di+1
and Yi, and Di has a co-join to H . Since G is co-chair-free, Yi induces a stable set in
G and Di has a co-join to Yi+1, Yi−1.
Without loss of generality, consider now G(V\N [c1]). N (C) ∩ (V\N [c1]) is parti-
tioned into D1, D3, D4, Y2, Y5. Let H0 := {h∈H : h is adjacent to some vertex of
Y2 ∪ Y5}.
Claim 2. If H0 = ∅ then the nontrivial component of G(V\N [c1]) is a bipartite chain
graph.
Since G is co-chair-free and D3 has a join to D4, no vertex of D1 can be adjacent to
vertices of both D3 and D4: otherwise, for di ∈Di, i∈{1; 3; 4}, d3; d1; d4; c5; c1 induce
a co-chair in G—contradiction. Let D′1 := {x: x∈D1, x adjacent to D4} and let D′′1 :=
D1\D′1. Now by Claim 1, {c3} ∪ D3 ∪ Y2 ∪ D′1 and {c4} ∪ D4 ∪ Y5 ∪ D′′1 describe a
bipartition of the nontrivial component of G(V\N [c1]) i.e. it is a bipartite chain graph
since G is 2K2-free.
Claim 3. If H0 = ∅ then the nontrivial component of G(V\N [c1]) is a stable C5 or
a bipartite chain graph.
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We 6rst show that H0 has a join to Y2∪Y5. Let h∈H0 be adjacent to a vertex y∈Y2.
By Claim 1, Y2 is a stable set in G; thus, if h is not adjacent to a vertex y′ ∈Y2 then
G contains an induced co-chair h; y; c4; c5; y′. Let now y′ ∈Y5: if y′ is nonadjacent to
h then either hy; y′c3 induce a 2K2 in G if yy′ ∈ E or h; y; c2; y′; c3 induce a co-chair
in G if yy′ ∈E. Thus, y′ is adjacent to h, and by Claim 1, similarly as above, h is
adjacent to all vertices of Y5 i.e. H0 has a join to Y2 ∪ Y5.
This implies that Y2 has a co-join to Y5 since otherwise G would contain a co-chair
induced by h; y2; y5; c5; c1 for y2 ∈Y2, y5 ∈Y5 with y2y5 ∈E.
Moreover, since G is 2K2-free, Y2 has a join to D4, while Y5 has a join to D3.
Finally note that Claim 1 and the above statements imply that D1 has a co-join to
D3∪D4: if there are d∈D1 and d′ ∈D3 with dd′ ∈E then for y∈Y2, hy; dd′ is a 2K2
since due to Claim 1 Y2 and H have a co-join to D1 ∪ D3. A similar argument holds
for d∈D1 and d′ ∈D4 with y′ ∈Y5.
Now D1 and H\H0 induce isolated vertices of G(V\N [c1]) while, by the preced-
ing arguments, D3 ∪ {c3}, D4 ∪ {c4}, Y2, Y5 and H0 either induce a stable C5 (if
both Y2, Y5 are nonempty) or a bipartite chain graph as the nontrivial component of
G(V\N [c1]).
Proposition 2. Let G be a (P5,triangle,C5)-free graph. Then each nontrivial compo-
nent of G is a bipartite chain graph.
Proof. Obviously, induced odd cycles C2k+1, k¿ 3, contain a P5, and odd cycles
which are not induced contain either a triangle, C5 or P5.
Lemma 10. Let G = (V; E) be a (C5; 2K2,co-chair)-free graph containing an induced
P4, and let x be a midpoint of a P4 in G. Then the nontrivial component (if existing)
of G(V\N [x]) is a bipartite chain graph.
Proof. Let abcd induce a P4 with edges ab; bc; cd. Since G is (2K2; C5,co-chair)-free,
the following sets give a partition of G(V\N [b]):
• A := {v∈V : N (v) ∩ {a; b; c; d}= {c}};
• B := {v∈V : N (v) ∩ {a; b; c; d}= {a; c}};
• C := {v∈V : N (v) ∩ {a; b; c; d}= {a; c; d}};
• H := {v∈V : N (v) ∩ {a; b; c; d}= ∅};
Since G is 2K2-free, A ∪ H is a stable set in G. Since G is co-chair-free, B and C
induce stable sets in G as well. Thus, if G(V\N [b]) contains a triangle then its three
vertices are either in A ∪ B ∪ C or in B ∪ C ∪ H but in both cases, G would contain
an induced co-chair with a, b and the triangle. It follows that G is triangle-free i.e.,
by Proposition 2, the nontrivial component of G(V\N [b]) (if existing) is a bipartite
chain graph.
Now we formulate a robust algorithm for solving the MWS problem on prime
(P5,co-chair)-free graphs. For a given graph G, we denote by G0 the subgraph of
G induced by all its nontrivial components.
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Algorithm 1. (The MWS problem for prime (P5,co-chair)-free graphs)
Input: A prime graph G = (V; E) with vertex weight function w.
Output: The maximum weight = w(G) of a stable set in G or
a proof that G is not (P5,co-chair)-free.
(0)  := 0;
(1) if G is matched co-bipartite then determine w(G). STOP.
(2) determine the set S := {x: G0(V\N [x]) is either a bipartite chain graph or a stable
C5}; let S = {x1; : : : ; xk}, k¿ 0;
for i := 1 to k do begin  := max(; w(G(V\N [xi])) + w(xi)); G := G\{xi}
end;
(3) carry out (2) a second time;
(4) if G is P4-free then compute w(G) and let  := max(; w(G)). STOP else G is
not (P5,co-chair)-free.
Theorem 7. The algorithm is correct and can be carried out in time O(nm).
Proof. Correctness: In general, for every vertex v∈V , w(G) = max(w(v) +
w(G(V\N [v])); w(G − v)) holds. Assume that G is prime (P5,co-chair)-free. Due
to Lemma 5, if G contains an induced 2K2 then it is a matched co-bipartite graph.
Thus, if the algorithm enters step (2), we may assume that G is (2K2,co-chair)-free.
Due to Lemmas 9 and 10, there is a vertex v such that G0(V\N [v]) is either a bipartite
chain graph or a stable C5 as long as G contains a P4.
If at the beginning of step (2), G is really (2K2,co-chair)-free then G is (C5; 2K2,
co-chair)-free after completing step (2).
Now, if G is really (C5; 2K2,co-chair)-free before carrying out step (2) a second
time, then, due to Lemma 10, it is P4-free after step (3). Thus, if G is not P4-free
after step (3), it cannot be (P5,co-chair)-free.
Time bound: The most time-consuming step is (2) which requires time O(nm).
Now, a robust algorithm for the MWS problem on an arbitrary (not necessarily
prime) input graph is working in a similar way using the modular decomposition tree
in a bottom-up manner:
The internal nodes of the modular decomposition tree are either join, co-join or prime
nodes. For join and co-join nodes, the same as for cographs is done, and whenever a
prime node is met, Algorithm 1 is applied. In this way, one gets the same time bound
O(nm) due to the fact that the modular decomposition tree can be constructed in linear
time [17,18,32].
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