Credit card portfolios represent a significant component of the balance sheets of the largest US banks. The charge-off rate in this asset class increased drastically during the Great Recession. The recent economic downturn offers a unique opportunity to analyze the performance of credit risk models applied to credit card portfolios under conditions of economic stress. Specifically, we evaluate three potential sources of model risk: model specification, sample selection, and stress scenario selection. Our analysis indicates that model specifications that incorporate interactions between policy variables and core account characteristics generate the most accurate loss projections across risk segments. Models estimated over a time frame that includes a significant economic downturn are able to project levels of credit loss consistent with those experienced during the Great Recession. Models estimated over a time frame that does not include a significant economic downturn can severely under-predict credit loss in some cases, and the level of forecast error can be significantly impacted by model specification assumptions. Higher credit-score segments of the portfolio are proportionally more severely impacted by downturn economic conditions and model specification assumptions. The selection of the stress scenario can have a dramatic impact on projected loss. JEL classification: G20, G32, G33.
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I. Introduction
In this paper we analyze the relative loss-forecasting performance of credit risk models under forward-looking scenarios of economic stress applied to a representative credit card portfolio,
i.e., model risk in stress tests. Our main emphasis is on the analysis of model development and implementation factors that may impact loss projection forecasting error under stressed economic conditions, while the lessons learned may also apply more generally to other aspects of risk management. Specifically, we focus our attention on three dimensions of model risk: model specification selection, sample selection, and stress scenario selection. Our analysis indicates that loss projections can be significantly impacted by model specification assumptions. This impact is heterogeneous.
Surprisingly, prime segments of the portfolio are proportionally more severely impacted by economic downturns and model specification assumptions than are the subprime segments.
Models that overlook potential interactions between macroeconomic conditions and account characteristics can result in significant under-projection of prime portfolio losses under stressed economic conditions. Also, models estimated over a time frame that does not include a representative economic downturn period do not project levels of credit loss consistent with losses experienced during the Great Recession of 2007-09. Once again, the projection error is proportionally much larger for the prime segments. As the estimation sample is expanded to include a larger period of economic downturn, the models' ability to project losses under stressed economic conditions improves significantly.
Further, our analysis indicates that an economic downturn has a small impact on the account's balance exposure at default and a much larger impact on the probability of default. Thus, the primary effect of model specification and sample selection on portfolio loss under economic downturn conditions is channeled through the process of transition to default rather than the account's balance exposure at default.
Another source of model projection error, perhaps the most important, is the selection of the economic stress scenario. In this paper we emphasize the importance of stress scenario selection by analyzing the portfolio performance on a once-in-100-years economic downturn scenario: the Great Depression. We recognize the likelihood of projection error and the limitations of such an analysis. However, this kind of simulation exercise can still provide useful risk management insights by highlighting potential risks that may not be sufficiently accentuated by less severe economic scenarios.
Comparing these results with the worst two-year period of realized losses during the recent Great Recession, we observe that overall projected losses double in the Great Depression scenario.
However, differences in the impact of the stress scenario on projected loss rates across risk segments are significant. While losses from the subprime segment remain higher than losses for the near-prime and prime segments, the latter two segments experience the most dramatic increase in loss rates. As the major bank card portfolios have a larger concentration of prime and non-prime borrowers, this finding highlights the risk of provisioning for loan losses arising from poorly specified credit risk models for these segments.
Reliance on models as tools for effective supervision and risk surveillance has increased significantly within regulatory agencies over the years, with the advent of the Internal Ratings The few publicly released academic studies analyzing the performance of credit risk models before and during the Great Recession focus primarily on residential mortgage exposures, given that the real estate market was at the center of the recent financial crisis. However, other retail asset classes also performed poorly during this period of severe economic downturn.
Specifically, the net charge-off rate for credit card portfolios increased more than twofold for a number of large banks during the peak of the financial crisis, and it is estimated that more than $160 billion in credit card debt has been charged off since 2008. 3 Further, recent stress tests conducted by banks and regulators showed the importance of credit card portfolios as a potential source of losses for the banks in the event of a severe economic downturn. In particular, projected losses from card portfolios of the largest banks participating in the 2012-13 DFAST stress-test exercise totaled $87 billion, or 19% of overall projected losses, over the projected stress period. Only trading and counterparty losses represented a larger share of projected losses, at $97 billion, while losses from first-mortgage portfolios were projected at $61 billion and losses for other types of mortgage exposures (junior liens, HELOC, etc.) were projected at $56 billion.
4
Our analysis employs a panel data set of credit card accounts from the Equifax Credit Bureau over the period 2000-11. The data cover the Great Recession and afford us the opportunity to analyze the performance of credit risk models under conditions of significant economic stress.
We build on the traditional framework for analyzing portfolio credit risk, which considers three components of credit risk: the risk of default or probability of default (PD); the exposure at default (EAD), representing an account balance at default; and the loss given default (LGD), representing the percentage of the exposure at default that is eventually lost after accounting for recoveries. Gross credit loss (GCL) is defined as the product of the first two components, whereas GCL times LGD defines net credit loss (NCL). Account recoveries and recovery costs are not often computed or recorded at the loan level. For this reason, loan-level information on
LGD for defaulted accounts is not readily available, but recoveries from credit card defaults 3 Data are from bank call reports and other regulatory filings ( Figure 1 ); see also Hunt (2013) . The net charge-off rate peaked at the time of the financial crisis, propelled by an increase in the net dollar charge-off rate and a decline in dollars outstanding. during economic downturns are usually low, and differences between gross and net loss have been shown to be small during these periods (Banerjee and Canals-Cerdá 2012) .
For these reasons, we concentrate on the analysis of gross credit loss in this paper. In addition to the analysis of delinquency transitions, our empirical loss-projection framework also considers the analysis of account balance changes associated with accounts that transition to default. This type of analysis is also required by the Basel II rule as an intermediate step in the process of computing regulatory capital for credit risk.
Early studies on credit card portfolios over the business cycle did not find conclusive evidence of macroeconomic factors having an impact on portfolio losses. Gross and Souleles (2002) analyze credit card delinquency and personal bankruptcy in the 1990s, using panel data on credit card accounts. The authors conclude that the relation between default and economic fundamentals appears to have changed substantially over the period of study in ways not explained by their control variables; however, they did not find unemployment to have a significant impact on credit card default. Agarwal and Liu (2003) also examine credit card delinquency and bankruptcy behavior. They note that previous empirical studies did not consistently find a significant effect of macroeconomic factors on bankruptcy, because of either inadequate data or a lack of sufficient variation in the unemployment variable during the period of analysis. Their analysis indicates that the level of unemployment appears to be a significant determinant of default, while the change in unemployment is usually insignificant. In contrast, Banerjee and Canals-Cerdá (2012) , taking advantage of significant variation in policy variables, risk exposure, and performance outcomes experienced during the Great Recession, report that both the level and the change in unemployment are statistically and materially significant determinants of credit card defaults. Qi (2009) conducts an analysis of exposure at default for a sample of credit card accounts over the period 1998-2008 using incremental accumulated dollar balances of an account at default as the analysis variable, a technique referred to as the loan equivalent exposure (LEQ), 5 and found that borrower and account risk attributes are significant drivers of LEQ. Additionally, she found LEQ to be higher in periods when overall default rates are high, which suggests EAD increases 5 The loan equivalent exposure of an account in period t that defaults in t+12 can be defined as the incremental accumulated balance on the account between t and t+12, expressed as a percentage of undrawn balances at t.
in periods when economic conditions worsen. Interestingly, this relationship between worsening economic conditions and EAD was found to be characteristic of the 2002-03 recession. More recently, Banerjee and Canals-Cerdá (2012) report that unemployment was not a relevant factor in the account balance EAD during the Great Recession.
Existing research evaluates the performance of traditional credit risk models during the Great Recession and the effect on mortgage portfolios (Gerardi et al. 2008) and asserts that market participants should have understood that a significant decrease in house prices would result in a sharp increase in mortgage defaults. Frame et al. (2013) conduct a critical review and analyses of a regulatory stress-test model developed for Fannie Mae and Freddie Mac's first-mortgage portfolios and discuss several areas for improvement. While all the past studies concentrate on mortgages, the largest product in collateralized lending, none have yet analyzed model risk for unsecured lending. In contrast, our research focuses on the impact of model risk on credit card portfolios, the largest unsecured loan portfolios at most large banks.
In the next section, we present the data and provide descriptive statistics for some of the key variables in our sample. Section 3 contains the empirical methodology, and Section 4 presents the empirical model results. The discussion of the simulation results are in Section 5, while Section 6 concludes the paper. Tables and figures are presented in Section 7.
II. Data and Descriptive Analysis
We have access to a panel data set containing trade-line credit card information from a 5% random sample of individuals with a credit file in the consumer database from Equifax, one of the major credit bureaus in the United States. The data set includes information on credit card account characteristics, such as account age, line, and utilization, account balances, current and past delinquencies, as well as the individual's credit score. The data starts in the year 2000 and is updated biannually. It includes up to 10 active credit card accounts per individual. For the purpose of data selection, current accounts with zero balances and no activity within the last six months are excluded from the data set. Also, in the unlikely case of individuals with more than 10 active credit card accounts, we retain the 10 most recently opened accounts. For our analysis, we employ a panel with information on credit card accounts from 2000 to 2010. For each account and for each performance year in our sample, we observe account snapshot information in the months of June and December, including information on monthly account performance.
Given the enormous size of the original data set, in our analysis we employ a 1% random subsample from the sample described above. This results in approximately 3.28 million active loans over the 11-year period. We also observe an improvement in the risk-score distribution during the same period, partly the result of an increase in defaults of low-score loans and partly the result of fewer originations in the lowest-credit-score segments. We also observe an increase in the credit card utilization rate, followed by a reduction in the utilization rate. Consistent with Figure 1 , a significant increase is seen in the highly delinquent segment proportion of the portfolio. Credit card charge-offs more than doubled between 2006 and 2010, rising from 4.8% to 10.6%, but declined quite rapidly thereafter even as unemployment remained high.
III. Empirical Methodology
We follow the traditional approach that takes into account three components of risk: PD, EAD, and LGD. It is normal industry practice to consider the analysis of each loss component separately. As mentioned earlier, we focus on projecting gross credit losses because loan-level information on LGD for defaulted accounts is not readily available and past studies have shown that LGD rates for cards, which represent a non-collateralized loan, are above 80% even under normal conditions and do not vary over the business cycle as much as the collateralized retail loans. Gross credit loss is defined as the product of PD and EAD.
Each account in our sample has an associated PD over any future time period; accounts that do not default over the period of analysis incur zero loss to the bank, while accounts that default incur a loss that is a function of the borrowed amount at the time of default, also referred to as the exposure at default. The econometric framework in this section is concerned with the estimation of these two fundamental components and the projection of potential default outcomes. Next, we describe the econometric methodology and the empirical specification considered in our analysis.
A. Transition to Default
We model the probability of default as a process of transition from the account's delinquency state at the time of observation to the default state at some point into the future. Default is defined as either 120 days past due or charge-off. We employ a simple transition to default hazard model with time-variant intensity of transition to default, or time-variant coefficients, in our most general model specification. In particular, we define the probability of default one period after the observation time, t 0 , as the probability of defaulting during the time period ( ) . Similarly, we define the probability of default in the second period after the observation time as the product of the probability of defaulting during the time period ( ) conditional on the account surviving up to that point and the probability of not defaulting prior to period ( ), or ( ) ( ( )) In general, the probability of default K periods into the future is defined as
where ( ) represents the probability of default at period , assuming that the account survived until that period, and ( ( )) represents the probability of survival at period of an account that survived up to period ( ) This approach is motivated by the popular Kaplan-Meier estimator in the survival analysis literature.
In the empirical implementation, we define the PD at time t+k for surviving accounts at time t+k-1 as a parameterized logit specification of the form
In particular, we consider the following convenient specification for the index function:
where ( ( ) ) represents a baseline hazard of account age and time to default with a semi-parametric specification (in the spirit of Han and Hausman, 1990; Meyer, 1990; Sueyoshi, 1995; McCall, 1996; and Deng, Quigley, and Van Order, 2000) . 6 The factor ( ( ) ( ) ) captures the effect of accounts' characteristics and delinquency history, denoted as ( ), and dynamic macroeconomic factors, denoted as ( ), and in our empirical framework take a linear specification for simplicity and convenience of interpretation. The coefficients ( ) are time variant, i.e., they are allowed to vary across time intervals, in the most general model specification considered.
B. Exposure at Default
Owing to the unsecured and revolving nature of credit card lending, the credit risk analysis of a credit card portfolio must take into account the potential change in an account balance for loans that transition to default. Several EAD quantification methods have been proposed in the academic literature as well as by industry practitioners. When computing EAD, we employ the loan-over-line-equivalent concept (LLEQ), where future account draws are modeled as a function of account line as follows:
and where the final exposure at default estimate is computed using the following basic formula: 
IV. Analysis of Empirical Models' Results
In this section, we present estimation results for models of transition to default and exposure at default using the theoretical econometric framework described in the previous section. As our main research objective is the analysis of model risk, we consider four different model specifications over a variety of sampling intervals, starting with a sample period from year 2000 to year 2007 (the 2000-07 sample) and continuing with incrementally larger samples, in one-year increments, up to the 2000-10 sample, which encompasses the overall sample. We also estimate separate models for current and delinquent accounts because these two types of accounts perform very differently. In this section, we focus on a subset of representative models estimated using the sampling period 2000-10.
In Tables 3.A and 3 .B we present estimation results for the sample of accounts current and delinquent, respectively, at the time of observation. The models included in the tables differ primarily in their parameterization of the macroeconomic variables, which is in line with our objective of analyzing model performance under stress economic conditions. The first model specification considered includes a baseline hazard of time to default, characterized by time dummies, account age dummies, score, utilization, and credit limit dummies for different variable ranges, as well as a control for an account's recent delinquency history. This specification does not include macroeconomic variables for consistency with the framework postulated in the early academic literature, which did not find a significant role for macroeconomic variables in credit card default.
Policy variables are added to the second model, including unemployment and change in unemployment, as well as a house price index at the state level. 7 The third model specification expands on the previous one by allowing for interactions between macroeconomic variables and credit score. Finally, the fourth and most general model specification expands on the third model by allowing for time-variant coefficients; in particular, coefficients are allowed to take on different values six months before and after the observation time. We also estimated models for different sample periods, with and without origination vintage effects, and discuss some of our findings from that exercise in the next section. In Table 3 we report parameter estimates for models one to three. Parameter estimates for model specifications not included in this paper are available from the authors.
A. Transition to Default
We focus first on models of transition to default for accounts that are current at the time of observation in Table 3 .A. Parameter estimates are reported as odds ratios for ease of interpretation. 8 A coefficient above (below) one represents an increase (decrease) in the odds of default as a result of an increase in the value of the associated explanatory variable. Given the large sample size, most parameters with associated odds ratios that deviate even slightly from one will be significant.
Looking at coefficients associated with core variables shared across all models, we observe marginal changes with the introduction of policy variables. The effects of age and time dummies in our models are consistent with results reported in the existing literature and are not reported in the tables. In particular, age dummy parameters are consistent with the expectation that newly originated accounts are more likely to default in their first year from origination, and time dummy parameters indicate that current accounts are more likely to default more than six months after observation. We observe large differences in the odds of default associated with different risk-score groups. The odds ratio associated with risk-score group two, i.e., accounts with a score in the range 580-660, are about 0.34, indicating that the odds of default for an account in that group are about one-third of the odds of default associated with an account in the control group with score in the 250-580 range, assuming the same characteristics across other risk dimensions.
8 A convenient feature of the logit model is that the odds ratio coefficients are invariant across values of the explanatory variables, much like the coefficients in a linear regression model. The odds of default are defined by the expression
and can be denoted as ( ). We can consider the odds ratio of increasing a certain characteristic by a unit as equal to
where ( ), and the odds ratio is independent of characteristics and equal to ( ).
The odds ratio associated with accounts in higher-risk-score groups indicates a significantly lower probability of default associated with these accounts.
The results also indicate that higher account utilization is associated with a higher probability of default. In particular, account utilization in the range of 35% to 80% is associated with a 50% increase in the odds of default when compared with account utilization below 30 %, and the odds more than double for accounts with utilization above 80%. Accounts associated with large credit lines of $7,500 or higher are also more likely to default after we control for other relevant risk characteristics. Not surprisingly, accounts that have been delinquent at some point over the past two years are significantly more likely to default in the future.
The impact of macroeconomic conditions on the transition to default is analyzed more precisely in models 2 and 3. Both a higher unemployment rate and an increase in unemployment contribute to an increase in the probability of default, while a decrease in home prices also contributes to an increase in the probability of default. Like Banerjee and Canals-Cerdá (2012) , in model 3, we consider interactions between macroeconomic variables and account characteristics and find that the impact is heterogeneous, with proportionally a more significant impact of macroeconomic conditions associated with high-credit-score accounts. 9 For example, as shown in model 3, an increase of one percentage point in the unemployment rate increases the odds of default by 18% for prime borrowers, whereas the impact is considerably lower for subprime borrowers, increasing the odds of default by 1%.
Similarly, a 10% decline in house prices reduces the odds of default for prime borrowers by 20%, whereas it reduces the odds by 5% for subprime borrowers. It is also pertinent to point out the high correlation between unemployment and home prices during the period of analysis; in fact, we do not observe a significant change in the ability to fit the recent economic downturn when a house price index is not included in our models.
Models of transition to default for accounts that are delinquent at the time of observation are presented in Table 3 .B. Model specifications in this case include a six-month-lag credit score variable to avoid the contemporaneous effect of the account's delinquency status on credit score.
The impact of core risk variables is comparable across different model specifications. We observe that credit score is a significant driver of default, although the proportional decrease in odds ratios associated with higher-score segments is significantly smaller for delinquent accounts. In particular, the odds of default are reduced almost by half when we consider accounts with a risk-score above 660 with respect to the control group of accounts with risk-score below 580. As expected, a higher level of delinquency at the time of observation increases the odds of default significantly. In particular, the odds of default for accounts more than 90 days past due are 2.4 times higher than the odds of default for accounts that are 30 to 59 days past due.
Account utilization also has a significant impact on the probability of default. Specifically, the odds of default for delinquent accounts with utilization above 80% are 2.3 times higher than the odds of default for delinquent accounts with utilization below 30%. The effect of macro variables is significant and has the expected sign, and its impact on the odds ratio is similar in magnitude to that reported for current accounts.
In order to ascertain the ability of our model specifications to provide reasonable measures of aggregated portfolio loss, we consider the in-sample performance of the most general model specification considered in our analysis at the portfolio level and for different sub-populations in Figure 2 . Looking at the survival curves for the process of transition to default, we observe that our model provides a good fit for aggregated survival curves up to three years into the future for different sub-populations by credit score, utilization, and line ranges, as well as for delinquency status. It also presents useful insights about the process of credit card default. Apart from the significant differences in the propensity of default across credit-score bands, it highlights differences in the pattern of default, where low-score accounts are more likely to default in the first 12 months after the time of observation and higher-score accounts are more likely to default more than a year after. Accounts in the highest credit score segment have a probability of default close to zero. There are also significant differences in the propensity to default across line and utilization segments. Delinquency status is the primary driver of credit card default, and the propensity of delinquent accounts to default is particularly high over a period of six months after the observation time, . This is more evident in models with time-varying coefficients.
B. Exposure at Default
As we did with PD, we develop models of EAD separately for current and delinquent accounts at the time of observation. The modeling framework is as described in the previous section, and parameter estimates are presented in Table 3 . Model specification takes the form of linear regressions with the dependent variable LLEQ measuring the percentage increase in line utilization from the time of observation to the time of default.
Parameter estimates for models associated with current accounts are presented in Table 3 .A. The effects of age and time dummies in these models are consistent with results in the existing literature and are not reported here. Account age has the effect of decreasing the exposure at default, which, in conjunction with a similar effect on the probability of transition to default,
indicates that an account's riskiness decreases as the account becomes more seasoned. On the other hand, the time to default has a positive impact on the exposure at default. This is not surprising, as an increase in the time to default also represents an increase in the time available to ramp up the account balances.
Credit score has a very small impact on the increase in account balances, except for accounts with scores above 800, which have a negative association with the LLEQ at default: a lower percentage drawdown rate in the range of 14% to 22% compared to accounts with a lower score.
Prime borrowers with higher scores may be less credit constrained prior to default than subprime borrowers, which can explain the lower drawdowns of their unutilized lines. Similarly, higher credit limits are associated with a lower increase in utilization at the time of default. A higher utilization at the time of observation is also associated with a lower additional increase in utilization at the time of default. This last result is to be expected as the remaining line available decreases as utilization increases.
Further, this effect is heterogeneous across credit lines, with the strongest impact seen in lines greater than $7,500. Consistent with the existing literature (Banerjee and Canals-Cerdá 2012), policy variables play only a small or marginal role. Thus, the impact of the economic environment on the gross loss experienced by a credit card portfolio is primarily determined by its impact on the incidence of default. 
V. Analysis of Model Risk
After years of stable growth, short-lived recessions, and low unemployment, the 2007-09 recession, induced by a financial crisis, brought about a rapid increase in the unemployment rate and a steep decrease in house prices. The national unemployment rate topped at around 10% in October 2009, reaching levels of 14% in Michigan and Nevada and 12% in California. It remained above 8% nationwide until the third quarter of 2012.
Using the impact of this recent economic downturn on credit card default and loss rates, we
analyze the performance of the standard loss-projection framework described in the previous sections under a variety of model specifications and sample estimation periods. Specifically, we consider the effect of model risk along three dimensions: 1) the impact of model specification assumptions, 2) the impact of the estimation sample, and 3) the impact of the postulated stress scenario or scenarios. The following subsections present our analysis and findings.
A. Model Uncertainty: Impact of Model Specification
In this subsection, we analyze the impact of model specification on the ability to project losses under economic stress conditions. As our review of the literature highlights, early studies of credit card default indicate that macroeconomic factors, unemployment in particular, had a limited or insignificant impact on the severity of credit card defaults. Subsequent studies using a larger sample period attribute a significant role to the unemployment level, while recent research incorporating data from the 2007-09 recession concludes that both the level and change in unemployment are significant drivers of credit card defaults.
In Table 4 , we analyze the four loss projection model specifications considered in this paper. As illustrated in Table 3 , the main difference across models is in the specification of macroeconomic variables. Model 1 does not allow for macroeconomic effects; this model specification is consistent with early academic studies. Model 2 allows for macroeconomic effects, while model 3 allows also for the interaction of macroeconomic effects with other account-level characteristics; thus this model specification is consistent with the most recent academic research (Banerjee and Canals-Cerdá 2012) . Finally, model 4 builds on model 3 by considering a model specification that also allows for the possibility of time-to-default variant coefficients.
In Table 4 higher for the 2008 cohort, which over a two-year period was more directly exposed to the economic downturn. We observe significant differences in model performance for the overall sample and across credit score segments in particular.
Focusing our attention first on the two-year projected loss for the 2007 cohort, we observe that model 1, which does not include macroeconomic variables, significantly under-predicts realized cumulative two-year losses by 10%. Meanwhile, model 2 under-predicts losses by a mere 2.6%, and models 3 and 4 over-predict losses by 6%. However, these values are specific to the portfolio being considered in our analysis. An existing portfolio at a specific large bank may differ significantly from the one considered in our paper, depending on bank-specific strategy and risk appetite. Thus, we can gain a better understanding of a model's ability to project losses by considering its performance within portfolio risk segments.
To this effect, we observe that model 1 does a good job of projecting losses for the subprime population, an under-prediction of 2.5% relative to the actuals (two-year cumulative projected loss rate of 37.6% relative to 38.6%), while the more sophisticated model 4 (two-year projected loss rate of 40.8%) over-predicts losses for this segment by about 6%. However, the performance of model 1 is significantly worse for other risk segments and achieves its worst performance for the prime segment with a 38% under-prediction rate (projected loss rate of 2.4% relative to 3.9%) over a two-year period. By comparison, the more complex model 4, with controls for macroeconomic variables, predicts losses that are almost identical to the realized losses for the prime segment.
Focusing our attention on the two-year performance of the 2008 cohort, we observe that model 1 significantly under-predicts realized cumulative two-year losses by 19% (projected loss rate of 13.9% relative to 17.1%), while model 2 under-predicts losses by a mere 1.7% and models 3 and 4 over-predict losses by about 3% overall. On the other hand, when we consider the performance of the different segments, we observe that model 1 also does a good job of projecting losses for the subprime population in this case, with a two-year loss under-prediction of 4% (projected loss rate of 39.2% relative to 40.8%). Meanwhile, the more sophisticated model 4 over-predicts losses for this segment by about 8%. As before, the performance of model 1 is significantly worse in other risk segments and achieves its worst performance for the prime segment with a 56% under-prediction rate (projected loss rate of 2.3% relative to 5.2%). By comparison, model 4 under-predicts losses by about 12% for the prime segment.
Thus, our analysis indicates that model projections are impacted significantly by model specification assumptions. However, the impact is not homogeneous across portfolio risk segments. In particular, when we consider the impact of a significant and rapid increase in unemployment during the 2007-09 recession, we observe that the near-prime and prime segments of the portfolio are proportionally the ones more significantly impacted by model specification assumptions. These results follow naturally from our finding in the previous section indicating that the subprime segment is proportionally less sensitive to changes in macroeconomic conditions than higher-credit-quality segments.
This finding has important implications for portfolio risk management, as it suggests that nearprime and prime segments of the portfolio may, at a particular point in time, be seen as less risky by risk managers and regulators, even though these segments can be impacted more severely by economic downturns.
B. Model Uncertainty: Impact of Sample Selection
Another related and potentially significant source of model risk can result from the lack of a sufficiently severe stress period in the estimation sample. This data limitation can impact the identification and estimation of model parameters and compromise a model's ability to forecast a proper level of stress when the postulated stress environment falls outside the stress levels indicated in the data. This potential data shortcoming has been recognized within the Basel II regulatory framework, which requires that banks include at least one economic downturn in the data sets employed for computing regulatory capital. As Figure 1 indicates, the recent Great
Recession resulted in losses on credit card portfolios significantly larger than those experienced during the previous ten years, or at any time in the relatively short history of credit card lending.
In this subsection, we analyze the impact of this potential source of model error by comparing loss-projection results for models estimated from samples that include economic downturns of varying severity. In particular we consider estimation samples incorporating data from the year 2000 to the years 2007, 2008, 2009 , and 2010 respectively. We also observe significant differences in model performance across risk segments. Specifically, for the 2007 cohort, the two-year projected loss rate for the subprime segment is equal to 35.3% while realized losses are 38.6%, reflecting a 9.5% under-prediction rate. In contrast, the two-year projected loss rate for the near-prime and prime segments is equal to 7.8% and 1.4% for the 2007 cohort, while the realized losses are 12.3% and 3.9%, respectively, representing under-prediction rates of 37% and 64%. The results are more dramatic when we look at the 2008 cohort, where the level of under-prediction is 29% for the overall sample, 11% for the subprime sample, 51%
for the near-prime sample, and 73% for the prime sample. The degree of under-prediction decreases as the period of economic downturn included in the estimation sample increases. More precisely, using the 2000-10 sample and comparing it to the 2000-07 sample, the level of underprediction for the 2008 cohort drops down to 19% from 29% for the overall sample, to 4% from 11% for the subprime sample, to 36% from 51% for the near-prime sample, and to 56% from 73% for the prime sample. In other words, the under-prediction is still extremely large for risk segments other than the subprime segment.
Looking at results for models that control for macroeconomic factors, we observe a significant improvement in loss projection, but the impact of sample selection uncertainty is still significant.
We will focus our discussion on model 4, which includes controls for macroeconomic variables interacted with credit score while also allowing for time-variant coefficients. Meanwhile, model 2 is a simpler model that includes macroeconomic factors but no interactions. We observe that model 4 performs significantly better than model 1 even when the sample does not include a significant downturn period, but it is still the case that its loss-projection capabilities are seriously impacted.
As before, we observe significant differences in model performance across risk segments. More Looking across risk segments, we observe that the model systematically over-estimates losses for the subprime population and under-estimates losses for the prime segment, while model performance improves significantly once a sufficiently large downturn period is included in the data. Specifically, for the 2008 cohort, using the 2000-07 data, we observe under-prediction of 9.7% for the overall sample, under-prediction of 71.2% for the prime sample, and overprediction of 13% for the subprime sample. The level of under-prediction improves as the period of economic downturn included in the estimation sample increases. More precisely, when the 2000-10 sample is used, the level of under-prediction vanishes for the overall sample and is only 11.5% for the prime sample.
Thus, sample selection and model specification play a significant role in a model's ability to project losses consistent with the observed loss severity during the 2007-09 economic downturn.
The need for a sufficiently representative downturn period in the data is particularly relevant, as we have shown, and it has a significant impact even in the most general model specification considered. Observe that our statistical analysis shows that an economic downturn has a small impact on the exposure at default and a much larger impact on the probability of default.
Observe also that delinquent accounts have a high probability of default under any economic scenario and represent a small proportion of most credit card portfolios. Thus, the primary effect of model specification and sample selection on portfolio loss under downturn conditions is channeled through the process of transition to default of accounts current at observation time. Table 6 presents parameter estimates for the coefficients associated with policy variables in model specification 4-that is, with time-variant coefficients-over different sample estimation periods from 2000-07 to 2000-10. We detect only small changes in coefficients for the subprime segment and observe the largest change in coefficients for the prime segment. This observation is consistent with our finding that model specification and sample selection uncertainty have the largest impact on the prime segment.
C. Scenario Uncertainty: The Great Recession versus the Great Depression
In the previous two subsections, we focused our attention on issues of model risk directly associated with the model specification process. Perhaps as important, or more, for risk managers conducting a stress test is to consider the uncertainty associated with the selection of the lossprojection economic scenario. While the Great Recession brought about a level of stress not experienced before in credit card portfolios, there is no reason to conclude that more significant periods of economic downturn should not be considered. Specifically, the much harsher downturn conditions experienced during the Great Depression provide an opportunity to test portfolio performance on a one-in-100-years type of scenario.
First, it is important to point out that the analysis of a Great Depression scenario falls significantly outside the level of stress observed in the data. The unsecured and revolving nature of credit card lending gives banks the opportunity to modify their lending strategies in a relatively short time frame. This suggests that changes in the economic environment that are substantially worse than the recent economic downturn are also likely to result in more restrictive bank lending policies than the ones experienced during that period. Our models are unlikely to fully internalize these dynamic changes in lending policies, which suggests that realized losses are likely to be lower than projected losses. On the other hand, a depressed economic scenario of the type experienced during the Great Depression is expected to generate complex spillover effects that may potentially affect the borrower's creditworthiness and ability to pay beyond our models' projection capabilities, thus potentially resulting in realized losses that are higher than our projected losses.
Taking these into consideration, along with our findings from the previous subsection, we need to recognize the limitations of our analysis and the likelihood of projection error in this simulation exercise. However, we believe that this kind of analysis may still provide powerful insights to portfolio managers about potential weakness in their risk management strategies. Table 7 reports results from a synthetic economic scenario designed to mimic the unemployment experience during the Great Recession at the national level. In particular, we consider the same rate of increase in the unemployment rate as was seen during the worst two years of the Great Depression. Given the initial conditions prevailing in 2008, this brings the national unemployment rate to a high of 22% over the next two years. The decline in the HPI is left unchanged, as it was worse in the Great Recession than in the Great Depression.
Not surprisingly, the projected portfolio loses under depression conditions are staggering. Over a two-year period, projected overall portfolio losses are 33% of initial portfolio balances, while the subprime, near-prime, and prime segments of the portfolio's projected losses are 56%, 37%, and 19% of their corresponding balances, respectively. Comparing these losses to the levels experienced during the worst two-year period of realized losses during the Great Recession, we observe that overall projected losses double.
However, there are significant differences across risk segments: Projected losses in the subprime segment stand at 138% of the loss experienced during the Great Recession, which represents a relatively small increase compared with projected losses of 234% and 369% above losses experienced during the Great Recession for the near-prime and prime segments, respectively. Thus, losses from the subprime segment remain higher than losses for the near-prime and prime segment, but the differences are less significant in this severely stressed economic environment.
A detailed examination of results may help risk managers implement risk management strategies related to account monitoring and exposure reduction that contain portfolio losses.
VI. Conclusions
The focus of this paper is model risk's impact on loss projections and loan-loss provisioning specific to credit card portfolios. In particular, we concentrate our attention on the analysis of model risk as it relates to model specification, sample selection, and scenario selection. To this effect, we employ a panel data on credit card account characteristics and performance from the Equifax Credit Bureau, over the period 2000-10. We formulate a standard empirical framework for analyzing portfolio loss where projected loss of a credit card account can be represented as the product of the account's probability of default and the projected exposure at default conditional on a loan's characteristics and macro scenarios.
Our loss-projection framework fits the loss experienced in our representative portfolio well when models are estimated over the full sample. The results indicate that macroeconomic conditions have a significant and sizable impact on an account's likelihood of default. In contrast, macroeconomic conditions play a much smaller role in an account's projected exposure at default, possibly because of active line management practices at banks. We observe that the impact of macroeconomic factors is heterogeneous across portfolio segments conditional on account characteristics-credit score, in particular. The segment of accounts classified as subprime according to their low credit score has the highest loss rate in all economic environments considered, but it is proportionally less impacted by changes in macroeconomic conditions than are the near-prime and prime segments. The economic downturn experienced during the Great Depression provides an opportunity to test the portfolio performance on a one-in-100-years type of scenario. We observe significant differences across risk segments. Projected losses in the subprime segment stand at 138% of the loss experienced during the Great Recession, which represents a relatively small increase of 38% in projected loss. In contrast, respective losses for the near-prime and prime segments are projected at 234% and 369% of the experienced loss during the Great Recession. While losses from the subprime segment remain higher than losses for the near-prime and prime segments even in the extreme economic environment of the Great Depression, the loss sensitivity of the other segments to changing economic conditions is significantly stronger than for subprime. The analysis of portfolio loss under scenarios of extreme economic stress can offer valuable lessons to risk managers. Specifically, a detailed examination of results may help them implement account management and account origination strategies that limit losses by targeting specific segments of the portfolio. 
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