Abstract: This paper presents the optimization of building envelope design to minimize thermal load and improve thermal comfort for a two-star green building in Wuhan, China. The thermal load of the building before optimization is 36% lower than a typical energy-efficient building of the same size. A total of 19 continuous design variables, including different concrete thicknesses, insulation thicknesses, absorbance of solar radiation for each exterior wall/roof and different window-to-wall ratios for each façade, are considered for optimization. The thermal load and annual discomfort degree hours are selected as the objective functions for optimization. Two prediction models, multi-linear regression (MLR) model and an artificial neural network (ANN) model, are developed to predict the building thermal performance and adopted as fitness functions for a multi-objective genetic algorithm (GA) to find the optimal design solutions. As compared to the original design, the optimal design generated by the MLRGA approach helps to reduce the thermal load and discomfort level by 18.2% and 22.4%, while the reductions are 17.0% and 22.2% respectively, using the ANNGA approach. Finally, four objective functions using cooling load, heating load, summer discomfort degree hours, and winter discomfort degree hours for optimization are conducted, but the results are no better than the two-objective-function optimization approach.
Introduction
The energy consumption in building sector accounts for about one third of the primary energy consumption in the world [1] . About 40% of the total energy in the U.S. was consumed by buildings [2] . The building energy consumption in China is second only to the USA [1] and is increasing with the great demand for thermal comfort. Therefore, it is very important to design energy efficient buildings to minimize building energy consumption while maintaining or improving the indoor thermal comfort level.
The building energy demand can be alleviated through improved/optimized building design to reduce the thermal load of the buildings [3] [4] [5] . Thermal load and thermal comfort of buildings are affected by a number of factors, among which thermal mass (in particular the thickness of the concrete slab), insulation level, absorptance of solar radiation of the exterior walls/roof, and glazing ratio (also known as the window-to-wall ratio) are four factors that have important impacts [6] : (1) thermal mass can affect the fluctuation of the daily temperature inside the house; (2) insulation can affect the a building with a high indoor thermal comfort level and low thermal load. The accurate modeling can ensure utilizing the least amount of materials to achieve optimal building performance. Optimal usage of material for different building components can be selected to achieve a minimum thermal load and discomfort degree hours, which is different from traditional design, and can improve the quality of construction project. This is coincidence with 3D printing technology where the material for each component can be tailored. It is expected that advancement of 3D house printing technology will make it possible for wide application in design practice in the future.
Optimization Approach

Formulation of the Problem
Objective Functions to be Optimized
The following two objective functions are used in this study to find the optimal building design, and they are described as follows:
Min f 1 (x), f 2 (x), x = [x 1 , x 2 · · · , x n ].
(
The first objective function is the annual thermal load, which was also investigated by [5, 37] . The total building thermal load, calculated by DesignBuilder (DesignBuilder Software Ltd., Stroud, Gloucestershire, UK) [36] , was composed of a cooling load and heating load:
The second objective function is the total number of discomfort degree hours, which was proposed by Zhang et al. [38] . The total number of discomfort degree hours is composed of two parts. The first part is the cooling discomfort degree hours, which can be calculated as [37, 38] :
where t i (x) is the indoor air temperature at time i; and t H is the higher limit temperature in the thermal comfort range, taken as 26 • C according to the energy efficient building design standard JGJ134-2010 [39] . The second part is the heating discomfort degree hours, which can be calculated as [38] :
where t L is the lower limit temperature in the thermal comfort range, taken as 18 • C according to JGJ134-2010 [39] . The total number of discomfort degree hours is then calculated as:
Base Model
The base building (see Figure 1 ) is a two-star green building, which was designed to meet the China Assessment Standard for Green Building GB-T50378 2014 [40] . It is a three-story building with a height of 11.77 m, floor area of 146.43 m 2 , and a total construction area of 303.9 m 2 . Exterior insulation and finish systems (EIFS) are adopted. The extruded polystyrene form board (XPS) is used for exterior wall and roof insulation. The double-layer low-E windows ensure enough daylighting, while effectively reducing the unwanted solar radiation in the daytime. Optimal building orientation of 15 • west-to-south, as recommended by the building energy efficiency design standard JGJ134-2010 [39] , is applied. The design helps to achieve thermal load reduction of 36% compared to a typical energy efficient building of the same size before further optimization is applied. 15° west-to-south -A total of 19 design variables are selected for study, which are concrete thickness, insulation thickness, and absorptance of solar radiation for each external wall/roof, and window-to-wall ratio for each façade. Table 2 lists the variable types and value ranges. A total of 19 design variables are selected for study, which are concrete thickness, insulation thickness, and absorptance of solar radiation for each external wall/roof, and window-to-wall ratio for each façade. Table 2 lists the variable types and value ranges. The climatic information of Wuhan is listed in Table 3 . 
Optimization Framework
The optimization framework of this study is summarized in Figure 2 , and is divided into three steps. In the first step the simulation software obtained the thermal load and discomfort degree hours for a selected number of samples, which are generated based on the ranges of the 19 design variables as shown in Table 2 . In the second step the samples from the database is used to develop two prediction models, the MLR model and the ANN model. In the third step, the MLR model and the ANN model are used to couple with a multi-objective genetic algorithm to find the optimal solutions. Finally, the results of the optimal solutions based on different prediction models and objective functions are compared and discussed. The climatic information of Wuhan is listed in Table 3 . 
The optimization framework of this study is summarized in Figure 2 , and is divided into three steps. In the first step the simulation software obtained the thermal load and discomfort degree hours for a selected number of samples, which are generated based on the ranges of the 19 design variables as shown in Table 2 . In the second step the samples from the database is used to develop two prediction models, the MLR model and the ANN model. In the third step, the MLR model and the ANN model are used to couple with a multi-objective genetic algorithm to find the optimal solutions. Finally, the results of the optimal solutions based on different prediction models and objective functions are compared and discussed. 
Prediction Model
Creation of the Sample Dataset
The Latin Hypercube Sampling Method (LHSM) [41] was used to generate the distribution of the simulation parameters used for constructing the sampling database. The LHSM generates a near-random sample of parameter values and ensures that the ensemble of random numbers is representative of the real variability. McKay [41] determined that a sample of 2 × N sampling data is enough (where N is the number of variables). However, Conraud [42] and Magnier and Haghighat [20] found 22.5 × N sampling data is more appropriate to accurately sample the search space. In this study, a total of 450 cases were generated, which is slightly higher than the numbers recommended by Conraud [42] and Magnier and Haghighat [20] . Visualizations of selected design parameters from each of the four categories, x 1 for the thickness of concrete, x 6 for the insulation thickness, x 11 for the absorption of solar radiation, and x 16 for the window-to-wall ratio (WWR), are presented in Figure 3 . It can be observed that the 19-dimensional spaces are well covered with the 450 samples.
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MLR Model
A multi-linear regression model is a very popular approach and was proved to be able to predict annual building energy consumption by Asadi et al. [43] . The regression model can be presented as: All the simulation cases were run using DesignBuilder (DesignBuilder Software Ltd, Stroud, Gloucestershire, UK) with a time step of 30 min. It took around 45 days to create the 450 sample buildings and perform simulations using a desktop computer configured with an Intel i5 CPU @ 1.60 GHz with 4 GB of memory.
A multi-linear regression model is a very popular approach and was proved to be able to predict annual building energy consumption by Asadi et al. [43] . The regression model can be presented as:
where a 0 , a 1 , ..., and a n are the estimations of the regression parameters, based on the least-square method. The regression model for the total building thermal load and discomfort degree hours can be presented as: (8) The regressions between the target simulated outputs and MLR predictions are presented in Figure 4 . Good agreements are found between the simulations and predictions, as the regression coefficients for both models are higher than 0.9889. A total of 405 (90%) sample data points were used for training and the remaining 45 (10%) sample data points were used for validation, which is the same as in Magnier and Haghighat [20] . The regressions between the target simulated outputs and MLR predictions are presented in Figure 4 . Good agreements are found between the simulations and predictions, as the regression coefficients for both models are higher than 0.9889. A total of 405 (90%) sample data points were used for training and the remaining 45 (10%) sample data points were used for validation, which is the same as in Magnier and Haghighat [20] . 
ANN Model
ANN mimics the animal brain neural network behaviors in handling distributed parallel information. The ANN is interconnected with a number of joins (called neurons). Each join is connected with a number of inputs and outputs for information processing. The ANN learns the relationship between inputs and outputs through training data [44] . The ANN model was applied by Magnier and Haghighat [20] to predict the building thermal load and energy consumption with a maximum relative error of less than 10%.
A complete ANN model includes the inputs and corresponding weight values, thresholds, one or more hidden layers, and outputs. In this case, there are 19 inputs, one hidden layer, and one output layer. The number of nodes at the hidden layer is determined according to the following formulas [45] : 
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m < (a + b) + c.
m = log 2 a (11) where m is the number of nodes at the hidden layer; a is the number of nodes at the input layer (equal to 19 in this study); b is the number of output nodes; and c is a constant, which is between 0 and 10. The optimal number of nodes in the hidden layer in this study is 8. 
where m is the number of nodes at the hidden layer; a is the number of nodes at the input layer (equal to 19 in this study); b is the number of output nodes; and c is a constant, which is between 0 and 10. The optimal number of nodes in the hidden layer in this study is 8. The regressions between the target simulated outputs and MLR predictions are presented in Figure 6 . Good agreements are found between the simulations and predictions with regression coefficients for both models close to 1.0. For the thermal load model, the R 2 values for training and validation are 0.9901 and 0.9962, respectively. For the discomfort degree hour model, the R 2 values are 0.9892 and 0.9966, respectively. 
Comparisons on Different Prediction Models
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The comparisons on the performance of the two prediction models are presented in Table 4 . It can be found that both the regression coefficients are higher than 0.989, which indicates very good agreements between the simulation and prediction outcomes. The ANN models perform better with higher regression coefficients and lower standard deviations. It can also be found that the relative errors of the discomfort degree hour models are always lower than the thermal load models. The maximum errors for all the models are less than 8%. 
Results and Discussion
Since the prediction results from all models are in good agreement with simulation results, the ANN models and MLR models are coupled with a multi-objective genetic algorithm to find the optimal design solutions.
MLR with GA
The regression models (Equations (7) and (8)) are used as the fitness functions for a multi-objective optimization program using genetic algorithm developed in MATLAB. The constraints of the variables are presented as follows:
0.05 ≤ x 1 , x 2 , x 3 , x 4 , x 5 ≤ 0.25 (12) 10 ≤ x 6 , x 7 , x 8 , x 9 , x 10 ≤ 100 (13) 0.1 ≤ x 11 , x 12 , x 13 , x 14 , x 15 ≤ 0.9
10 ≤ x 16 , x 17 , x 18 , x 19 ≤ 80
The program ran a number of times and each time came out with 1-4 Pareto front solutions when converged. A total of 45 solutions are obtained after 29 runs, after which the ranges of the outcomes for each design parameter stays unchanged. The maximum, minimum, median, average values, and standard deviations for the outcomes of the thermal load, number of discomfort degree hours, and each variable are summarized in Table 5 . It is observed that the medians for the thickness of the concrete layer are higher than 0.24 m; for the insulation layer, are 52.9-63.9 mm; for the absorptance of solar radiation, are 0.167-0.424; and for the window-to-wall ratio, are 11.1-12.2%. There are differences on the values of design variables at different orientations, meaning the building can be adaptively designed to minimize the impact of outside weather conditions on the indoor environment.
The thermal load and number of discomfort degree hours for the best solution are 19,568.9 kWh and 3721. 
ANN with GA
The ANN models developed in Section 3.3 are used as the fitness functions for the multi-objective optimization program, and the same constraints of the variables as in Section 4.1 are applied.
The program ran for a number of times and each time came out with 1-12 Pareto front solutions. A total of 44 solutions are obtained after 14 runs. The maximum, minimum, median, average values, and standard deviation for the outcomes of the thermal load, number of discomfort hours, and each variable are summarized in Table 6 . , UK) ). The reduction on the thermal load and number of discomfort degree hours are 17.0% and 22.2%, respectively. The relative errors on the predictions of the thermal load and discomfort degree hours are 1.75% and 4.76%, respectively.
Optimization with Different Combinations of Parameters
The ANNGA approach is applied for optimization on different combinations of parameters. The results on the optimization are presented in Table 7 , where "1" refers to the concrete thickness; "2" refers to the insulation thickness; "3" refers to the absorptance of solar radiation; and "4" refers to the window-to-wall ratio. The results clearly show that when one more group of parameters is added, there is a further improvement on the building performance. * The prediction on the thermal load of the base case building is 24,000.9 kWh. Through optimization, only 46.8% of concrete for the east wall is needed as compared to the base building. It is found that when the insulation thickness is higher than 60 mm, the reduction on thermal load and discomfort degree hours by increasing the insulation thickness is very small (less than a 2% reduction on thermal load per 10 mm increase in insulation thickness and no reduction when insulation thickness increases to 200 mm). The thickness of insulation needs to be at least 200 mm (about four times the thickness of the optimal solution) to reduce the same thermal load as the optimal solution. However, the discomfort degree hour stays at 3831.3 • C·h. The thermal load and discomfort degree hours do not decrease with further increase in the insulation thickness. The cost of changing all this variables to get the optimized solution is ¥23,686.911 less than by simply increasing the thickness of insulation to 200 mm. In addition, the increase of wall thickness will lead to less internal space for same floor area, which is not a preferred option.
Optimization with Four Objective Functions
The ANN models for the total hourly cooling load (Q C ), heating load (Q H ), discomfort heating degree hours (I W ), and cooling degree hours (I S ) are developed and used as fitness functions for the multi-objective optimization program. A total of 70 Pareto front solutions are generated and summarized as in Table 8 . Notes: minimum cooling load, and minimum heating load might not happen at the same time; similarly, minimum discomfort heating degree hours and minimum discomfort cooling degree hours might not occur at the same time.
It can be found that although a few solutions can achieve total thermal load and number of discomfort degree hours as low as the ones presented in Sections 4.1 and 4.2, the average values of which are much higher, indicating lower optimization performance. Therefore, two objective functions are sufficient for optimization purpose.
Conclusions
In this paper, an MLR model and ANN model are developed to predict the building thermal load and the number of discomfort degree hours considering the variable thermal mass, insulation, absorptance of solar radiation, and glazing ratio. The MLR models and ANN models are coupled with a multi-objective genetic optimization algorithm to minimize the building thermal load and improve the thermal comfort for a very energy-efficient two-star green building in China. Finally, optimization with four objective functions is also performed. The following conclusions can be made:
(1) The ANN models perform better than the MLR models in terms of regression coefficients, standard deviations, and absolute errors. The relative errors of the discomfort degree hour models are always lower than the thermal load models. (2) When used as fitness functions for GA to obtain the optimal building design solutions, the MLR model and ANN model have similar performances. (3) The optimal solutions prefer concrete layer with median thickness higher than 0.21 m; insulation layer, 52.9-75.2 mm; absorbance of solar radiation, 0.167-0.5406; and window-to-wall ratio, 11.1-15.4%. (4) The optimal design solutions help to reduce the thermal load and the number of discomfort hours of the two-star green building by up to 18.2% and 22.4%, respectively. (5) The two objective functions are better than the four objective functions to perform the optimization on thermal load and thermal comfort.
