Abstract-Facial expressions are visible signs of the affective and psychological state of a person, which is strictly correlated with the pathogenesis of clinically relevant diseases and more in general with individuals' wellbeing. The main idea highlighted in this paper is the exploitation of the facial expression analysis for wellbeing monitoring and self-management. This will occur by an innovative multisensory device that will be able to collect images and signals, extract quantitative features of facial expression related to stress, anxiety and fatigue and map them to computational descriptors of an individual's wellbeing. The latter phase will be based on a virtual individual's model conceived to allow the computation and tracing of the daily evolution of individual's wellness. Personalized advices and coaching messages will support the user in keeping a healthy lifestyle and counteract potentially harmful behaviours. The work is part of the FP7 STREP SEMEOTICONS project whose application field will be the prevention of cardio-metabolic risk, for which healthcare systems are registering an exponential growth of social costs.
I. INTRODUCTION
big corpus of the medico-clinical literature discusses the strict correlation of psychological alterations with the pathogenesis of some of the most impairing and widespread diseases. Negative emotional states, including anxiety, fatigue and depression as well as chronic and acute psychosocial stress, are considered important risk factors for cardiovascular [1] - [2] , neuro-degenerative and neurological diseases [3] - [4] . For instance, from the one hand, stress is considered to be itself a risk factor for cardiovascular pathologies [5] , and, from the other, high levels of stress elevate other risk factors such as high cholesterol or high blood pressure. Indeed, if an individual is under stress, her/his blood pressure goes up, she/he may overeat, may exercise less, and may be more likely to smoke. In all, the psychological status of an individual is strictly related to her/his quality of life and wellbeing conditions.
Facial expressions are visible signs of the affective and psychological state of a person [6] . The human face can be seen as a multi-signal input-output communicative system capable of tremendous flexibility and specificity [7] . It conveys information via different kinds of signalling mechanisms. For example, rapid facial motions represent temporal changes in neuromuscular activity that lead to visually detectable changes in facial appearance [8] . These signals communicate, among others, messages of affective/attitudinal states and moods (e.g. fear, joy, disbelief, interest, dislike, stress).
The main idea presented in this paper relies on the assessment of a person's psycho-physical status based on the analysis of facial expression so as to identify those facial signs corresponding to psychological risk factors, such as anxiety, fatigue and stress, which heavily impair a person's quality of life and wellbeing. Image and video data, nonintrusively collected during daily life, will be processed to automatically translate relevant facial signs into computational descriptors. These will be used to instantiate a virtual individual's model, tailored to individual's characteristics, attitudes and habits, which can be used to assess in-time variations of an individual's wellbeing status. By tracing these variations, warnings about worrying conditions can be provided, thus helping a person to selfrelate these with her/his lifestyle. Supportive messages and informative material, automatically provided about nutrition, weight, physical activity, fatigue and stress relief, will further help the person to maintain a good and correct lifestyle, and, possibly, compensate for improper habits leading to increased psychological risk factors. The final goal is to develop an integrated, multisensory selfmonitoring system, able to easily and unobtrusively fit in people's normal life settings, which will allow people to self-monitor and self-manage their lifestyle and become active actors in keeping their wellbeing status.
The remaining of this article discusses the main concepts behind this idea. More specifically, it is structured as follows: in section II the psycho-physical status evaluation based on facial expression analysis is thoroughly analyzed, while the ideas behind the virtual individual ' and self-management. Section IV discusses how these concepts will be put in practice.
II. PSYCHO-PHYSICAL STATUS EVALUATION BASED ON FACIAL EXPRESSIONS
Facial expressions give important clues for understanding and identifying the affective state and the psychopathology of a person. The human face can be seen as a multi-message communicative system that can convey information via multiple signals. Among the types of messages conveyed by these signals are emotions, moods and attitudinal states. Hence many applications benefitting from automatic analysis of expressions exist today. Automatic assessment of stress, anxiety and fatigue is e.g. valuable where attention to a crucial but perhaps tedious task, such as air traffic control, surveillance or driving, is essential. Considering a person's wellbeing monitoring and self-management, the automatic assessment of those psycho-physical states provides a highly promising non-intrusive approach.
A. Stress
The term "stress", as it is currently used was defined by Hans Selye, the pioneer of stress response theory, as "the non-specific response of the body to any demand for change" [9] . It does not only occur in negative situations but also in positive ones and it can be helpful and beneficial when it motivates people to higher achievements [10] . A more general definition describes stress as "a generalized stimulation of the autonomic nervous system that alerts a person to the presence of stressors arising from an actual or perceived threat" [11] .
Classification models that have been developed from facial feature data have shown that stress can be recognized from facial expressions [12] . Experiments indicate that individual features are sensitive to stress: increase in head and mouth motion, less frequent blinking 1 , faster eye closure and more often pupil dilation indicate increase in stress [13] and therefore facial muscle hyper-activity has been used as a stress indicator. Eye gazing and frequent focusing actions can also be considered as sources of information for the assessment of stress. In this case the estimation of gaze spatial distribution and measurement of the percentage of saccadic eye movement have been employed as stress measurement indicators. Pupil dilation has been examined for stress detection by evaluating the mean values for pupil diameters. It has been observed that the growth of these mean values over a time period is coupled with an increase in stress intensity [14] .
The facial expression recognition systems that have been used to objectively determine stress are mostly based on machine learning techniques such as Support Vector Machines, Principal Component Analysis and decision treebased classifiers [14] - [15] . Current affective computing research into stress assessment includes automatic optical facial expression recognition that uses Optical Computer Recognition algorithms for detecting facial changes, while people experience both low and high stress conditions [16] - [17] .
B. Anxiety
Anxiety and stress are closely linked and therefore sometimes confused with each other. Anxiety is also sometimes confounded with fear, which is a physiological reaction to an imminent and present threat. In the Encyclopedia of Psychology [18], anxiety is linked with a disorder and defined as "an emotion characterized by feelings of tension, worried thoughts and physical changes like increased blood pressure. People with anxiety disorders usually have recurring intrusive thoughts or concerns. They may avoid certain situations out of worry. They may also have physical symptoms such as sweating, trembling, dizziness or a rapid heartbeat". Therefore, anxiety can be described as behavioural, psychological and physiological state.
While there are many studies that evaluate the capability of a person with anxiety to recognize human facial expressions and emotions [19] , the opposite, namely the automatic analysis of facial expressions of persons with anxiety, is sparsely studied. Evidence suggests that anxiety can be determined by detecting features relating to specific affective states such as facial characteristics of fear and arousal [20] . In order to analyze anxiety through facial expressions, there are systems that incorporate implementations of Active Appearance Models, Gabor Wavelet Transforms and Support Vector Machines [21] . The results suggest that the recognition of anxious expressions is possible but becomes more difficult when fearful expressions are also present, similarly to the common misconception.
C. Fatigue
The word "fatigue" is often used interchangeably with the word "sleepiness" although they are not the same phenomenon. Sleepiness and fatigue are interrelated and both observed in a number of psychiatric, medical and primary sleep disorders [22] . Fatigue refers to lack of energy and feeling of exhaustion. It is an overwhelming sense of tiredness that affects both mental and physical functioning. Recent research suggests that fatigue can be triggered by stress, medication, overwork, or mental and physical illness or disease [23] - [24] .
Automatic fatigue detection has been intensively studied in the context of preventing accidents when a driver loses attention as a cause of drowsiness. This results in the current existence of a number of commercial products already adopted by the car industry. All vision-based systems are mainly based on eye-tracking and eye-closure detection [25] . The ocular cue known as "percentage eye closure" has strong capability in identifying the fatigue state [26] - [27] . The first successful method based on eye-closure detection was reported in 2000, describing a driver monitoring system using edge detection and template matching with accuracy of about 56% [28] . The eye blink rate can also be a measure for fatigue [29] . An increase in 10% of the blink rate, with respect to the person-related normal or base blink rate, signals a state of fatigue [30] . A further eye detection model used an infrared light projection method [31] , while the most commonly used method for eye detection is the Hough Transform. Although computationally intensive, the Hough Transform returns high accuracies [32] . For real-time eye blink detection, Graphical Processing Unit-based ScaleInvariant Feature Transform tracking has been reported in combination with Action Units [33] . In 2007, Liang and Houi developed an eye tracking system by combining colour segmentation and Hough Transform techniques [34] .
III. VIRTUAL INDIVIDUAL'S MODEL
Facial expression analysis can be applied to assess facial signs of the main adverse psychological factors as described above. These can be mapped into quantitative, computational descriptors used to appraise the person's wellbeing status. The idea is to integrate such descriptors into a virtual individual's model and track their evolution over time. A wellbeing diary can be, thus, provided and data about daily conditions can be recorded so as to allow individuals correlate the evolution of their psychological factors to their lifestyle and wellbeing.
In particular, a wellbeing space is defined by tracking the facial descriptors. Computational paradigms, including non linear mappings, can be used to extract the most significant information to be conveyed into the wellbeing estimation. Standard psychometric tests can be taken as reference in this estimation. The procedure includes a personalization phase to account for the individuals' variability. Indeed, the virtual individual's model takes into account personal inclinations and preferences and an initial characterization, which corresponds to the baseline starting point for the wellbeing monitoring. In this context, a user profiling approach is conceived to establish a reliable, personalized evaluation of the computational facial descriptors for each subject. User profiling comprehends a specific characterization of face morphological appearance as well as many medical, behavioural and attitudinal data. Actually, people respond in different ways to events and situations. One person may find an event joyful and gratifying, but another person may find the same event miserable and frustrating. Sometimes, people may handle stress in ways that make bad situations worse by reacting with feelings of anger, guilt, fear, hostility, anxiety, and moodiness. Others may face life's challenges with ease.
Similarly, user's profiling serves for personalizing the presentation of the wellbeing evaluation. Since individuals can hear, understand and react differently from one another to an evaluation of their status, the system must visualize its results in accordance to individual's characteristics of being anxious, hypochondriac or sensitive. An expressive and attractive way to represent the user's status is being studied, varying from a very simple and friendly visualization -like a comic or an avatar -to a more 'scientific' one -a sort of augmented subject's photorealistic visualization.
Finally, a user's tailored approach is being conceived for the personalized provision of warning and supportive/ informative messages provided by the system. In this way, such messages can be customized to user's preferences so as to maximize self-efficacy, i.e. the person's level of confidence that she or he can perform a specific task or health behaviour in the future. Emerging theories, such as the Self-Determination Theory [35] , have to be investigated to supply recommendations in an autonomy-supportive style able to stimulate user's adherence and, thus, foster the effectiveness of the support provided.
IV. DISCUSSION AND CONCLUSIONS
In the last years, large attention has been focused on the definition of strategies and technologies to sustain people's wellbeing and to help them keeping a healthy lifestyle.
Information and Communications Technology (ICT) based solutions are, in this context, intended to improve the quality of life, giving people the chance to live uncompromised, comfortable, safe, and active. Smart systems, devices and services are more and more oriented to individual users, instead of healthcare operators, so as to empower common people to become active actors in the management and improvement of their healthy status. A user centric approach is preferred in this respect to improve user's motivation and perception of systems' reliability and effectiveness. Indeed, wellbeing is often related to a healthy lifestyle whose maintenance frequently needs the counselling and supervision of various health professionals, such as dieticians, physical trainers, psychologists and behaviourists. Such a complex strategy is individually tuned and requires an expensive organization of the health systems.
A rationale alternative to this kind of intensive individual coaching is the development of systems for self-learning and self-monitoring. These systems are expected to help people to change and maintain their lifestyle, by providing tailored suggestions about nutrition, weight, physical activity, fatigue, and stress according to daily surveys. Moreover, data collected by such coaching systems could be analyzed and interpreted by health care professionals so as to support decision making targeted to the specific individual conditions. This approach has the potential to result highly cost-effective and might foster the diffusion of self-coaching systems with favourable impact on social, physiological, and environmental factors that, at present, remain barriers for the success of large-scale preventive intervention.
The approach described in the previous sections fits this view since it allows for wellbeing monitoring and selfmanagement, starting from signs acquired non-intrusively through the analysis of facial expression. It is meant to be implemented by using suitable sensors able to provide the raw data (images and video) in a contactless manner and adopting the techniques mentioned.
In particular, the activities described will be carried out as part of a FP7 STREP project titled SEMEOTICONS, "SEMEiotic Oriented Technology for Individual's CardiOmetabolic risk self-assessmeNt and Self-monitoring", whose negotiation is currently being finalized. The project will aim at developing an interactive, multisensory system able to acquire and process multimedia data about a person's face and translate these into an evaluation of an individual's wellbeing conditions with respect to cardio-metabolic risks.
Three main features will characterize such a wellbeing evaluation: (i) non-invasiveness and unobtrusiveness, (ii) natural interaction between the subject and the system, (iii) guidance of individual's personal choices towards improvements and maintenance of a healthy lifestyle. Additional detail about the project activities are to be skipped here since the project is still under negotiation.
