ABSTRACT
INTRODUCTION
There is an increasing emphasis on keeping transformers in service longer than the practice in the past. The useful life of a transformer is determined partially by the ability of the transformer to dissipate the internally generated heat to its surroundings [1] .
Various models were developed in literature that can be used for predicting transformer top-oil temperatures (TOT). The IEEE top-oil-rise model [2] is presented in IEEE Loading Guide of the IEEE C57.91 standard and used ubiquitously in the industry. In the model, the thermal behaviour is approximated as a first order model, and the top-oil-temperature rise over ambient temperature is governed by a differential equation. Lesieutre et al. proposed an improved model over the top-oil-rise model by incorporating ambient temperature variations into the model [3] . Pierce and others [4] [5] in 1992 found that there was a time lag between the TOT rise and the oil temperature rise in winding cooling ducts during overloads. Swift et al. presented an improved model over the top-oil-rise model based on fundamental heat transfer theory [6] [7] . However, since it is a nonlinear model, a nonlinear optimization method must be employed. Susa et al. focused specially on further refinement in the definition of the nonlinear thermal resistances, oil viscosity changes and loss variation with temperatures are taken into account in this model [8] [9] . Besides the above models, which are derived with actual physical meaning, there is a type of purely no-physical model artificial intelligence (AI) model (such as artificial neural network [10] , particle swarm algorithm [11] , local memory-based techniques [12] , et al.), which also has acceptable performances.
SVR is a computational method based on statistical learning theory. It can successfully solve the problem of over-fitting and local extrema caused by evolution algorithm. However, it is not easy to select appropriate parameters of SVM, which influence the prediction accuracy [13] . Thus, GA is used to find the best parameters of SVM in this research.
The goal of this paper is to evaluate the performance of models for top-oil temperature prediction purposes. TO achieve this goal, three available models are selected: 1) the modified IEEE Clause 7 TOT model [3] ; 2) the model by Swift et al. [6] [7] ; 3) the model by Susa et al. [8] [9] .
The other models not examined in this paper may ultimately prove superior, but we could not acquire the additional measurements needed to evaluate these models.
MODEL DESCRIPTION The Modified IEEE Clause 7 Model
The IEEE thermal model is a simple model designed to capture the basic thermal dynamics associated with transformer loading. Implicit in this model is the assumption that all changes in the TOT rise are caused by changes in the current. However, this is not the only reason that the temperatures can vary. The ambient temperature varies naturally on a daily (24 hr.) and seasonal basis. This effect is not captured by the IEEE model but is significant for a transformer placed in an environment subject to daily variations in ambient temperature that are of the same order of magnitude as the TOT rises due to load loss. For moqitoring and diagnostic purposes, it is essential to capture this phenomenon [3] .
An approach is used to modify the TOT model contained in IEEE loading guide [2] 
where
Δθ is the top-oil rise over ambient temperature at rated load, ℃; I is the ratio of ultimate load L to rated load, per unit; n is an empirically exponent, see Table 1 . Using the backward Euler approximation for the time derivative,
, where t Δ is the sampling period, the corresponding first-order difference equation is derived (Model A):
We define four values: 
Swift Model
Swift et al. derived a model [6] [7] from first principals that changes placement of ad-hoc oil exponent n in the Clause 7 model
where n is shown in Table 2 , and the revised value
is no longer an ultimate top-oil rise, but a modified value needed for equality in (6) at the rated load. Discretizing this model using the backward Euler rule, equations (6) and (7) become Model B:
There are also four values:
Substituting (9) into (8) 
Susa Model
The authors of [8] [9] derived a top-oil temperature model that in a way similar to Swift model. The model has the oil viscosity and load-loss dependence on temperature as extra parameters. In this paper, we only retain oil viscosity μ as a parameter. Therefore, the governing differential equation becomes:
where n is also defined in Table 2 , and 
Similarly, we also define four values
Substituting (15) into (14) yields: 
DEVELOPMENT OF GA-SVR MODEL FOR TRANSFORMER TOT PREDICTION

Review of support vector regression
Support vector machine (SVM) was originally used for classification but its principle was extended to the task of regression and prediction as well. In this paper, we focus on support vector regression (SVR) for regression and prediction [14] .
Given SVR can be used in nonlinear regression by using various kernel notions, among which the most commonly used are gaussian radial basis function (RBF), polynomial, multi-layer perceptron kernels, etc [11] . SVR constructed by the RBF kernel has excellent nonlinear regression ability. Thus, in this paper, RBF is adopted
where 0  g is kernel parameter.
Genetic algorithm
The GA is a powerful numerical optimization technique, which is rooted in the mechanism of natural of natural selections. A GA manipulates strings and generates successive populations by employing three genetic operators: selection, crossover, mutation. The first step is to set objective functions based upon the physical model of problems to calculate fitness values. Thereafter, assess each binary coded string's strength with its fitness value. Then the stronger strings advance and mate with other stronger strings to produce off springs. Finally, the best survives. One of the important advantages is that the GA could find out the global minimum of fitness instead of a local solution [13] .
Therefore, in order to have the best performance, GA is adopted to optimize three parameters of SVR (C, g, ε ) . The three parameters are encoded by binary system, and their optimization intervals are set as [0, 100], [0, 1000] and [0.01, 1] respectively. And for GA learning, the crossover probability is 0.7 and the mutation probability is 0.03. The size of the GA population is 20 and the maximum number of generation is 1000. The terminate precision is 10 To implement the GA to find the solution for three model described in this paper, a fitness function (Mean Squared Error, MSE) is adopted
where l is the number of train samples or test samples. And meanwhile, as for the trained model, correlation coefficient square R 2 is used to assess the performances of the three models. Model has better performance when R 2 is much closer to 1. by the formula )).
Optimize parameters of SVR by GA: each training set of three models is used to simulate respectively. Initialize a population after encoding (C, g, ε ) with binary system, (21) is adopted as the fitness function of the three models. Manipulate three genetic operators to produce next generation. Determinate whether determinate precision or maximum generation is reached, if reached, decode and output optimized (C, g, ε ) . 2) Develop SVR prediction model: implement SVR model constructed by optimized (C, g, ε ) to predict test set. And these predicted data needed to be denormalized before output. 4) Evaluate indexes: evaluate MSE, R 2 and the maximum error of each model's training set and test set. 5) Analysis the overall performances of each model.
RESULTS AND COMPARISONS
As mentioned above, conditions of coolers significantly affect each model. To compare the differences between models mentioned above in the same cooler condition, their results are analyzed respectively.
We select continuous 1000 ONAN samples of a transformer as dataset 1, and another continuous 1000 OFAF samples as dataset 2. Both of the two datasets are sampled from the same in-service power transformer. The sample time interval is one minute. Each sample has three dimensions: TOT, load current and ambient temperature. The dynamic thermal process of transformer is developed based on these measure data. For each dataset, the former 20% samples are selected as the training set, and the latter 80% samples are selected as the test set.
ONAN condition
For dataset 1 (ONAN), the errors of training sample and the errors of test sample of the three studied thermal models are displayed in Figs. 2 and 3 , respectively. And the indexes for assessing these three GA-SVR models' predictive accuracy between model outputs and real measurements are listed in Tables 3 and 4 . As for training samples, Model A, B and C have similar performances. The correlation coefficient square R 2 of model A, B and C is very close to 1, which means the effectiveness of fit of the three GA-SVR models in the training set. As for test samples, it can be found obviously that Model C has the best performance, with the smallest MSE, largest R 2 , and minimum maximum error.
OFAF condition
For dataset 2 (OFAF), training sample's error and test sample's error of the three GA-SVR models are displayed in Figs. 4 and 5, respectively. And the accuracy indexes are listed in Tables 5 and 6 . As for the training samples, Model A, B and C have similar performances. But the correlation coefficient square R 2 of Model A, B, C is not that close to 1 compared with dataset 1, which means that it is not easy to attain a accurate predictive model for OFAF cooler condition owing to more complex thermal dynamics in the power transformer. As for the test samples, we can also find that Model A and Model C have better performances. Model C has the largest R 2 , Model A has the smallest MSE and minimum maximum error.
CONCLUSION
It is concluded that the effect of oil viscosity varies with oil temperature is necessarily taken into account when transformer is ONAN cooled, that is the reason why Model C has the best performance (the smallest MSE, largest R 2 , and minimum maximum error) compared with Model A and B. And when a transformer is OFAF cooled, it can be found that Model C also has a good performance, but Model A has better performance. That maybe because when transformer is OFAF cooled, TOT rise over ambient changes more quickly and complexly. Therefore, Model B and Model C do not perform as well as Model A, which has a simpler equation. But at the same time, Model C still has better performance than Model B, due to the effect of taking oil viscosity into account.
