ABSTRACT We propose a 3-D cuboid bi-level Laplacian-of-Gaussian (CBLoG) operator with high speed and invariant space-time scale for detecting abrupt changes of signals in videos. This 3-D CBLoG operator is applied in the detection of spatio-temporal interest points in videos. Then, we extract rich feature descriptors, including HOG, HOF, and MBH (motion boundary histogram) around the detected points, and use Fisher vector to encoding these descriptors and their combinations as action representation. In our experiments, we evaluated our recognition method on two standard data sets: KTH and UCF Sport action data sets. The best accuracy on the KTH data set achieves at 99.3%, and on the UCF Sports data set, it is 90.0%. Compared with the existing approaches, our method outperforms the state of the art tested on the KTH data set and achieves impressive performance on the UCF sports data set.
I. INTRODUCTION
Recently, three-dimensional (3D) data analysis has been widely applied in different areas. Especially, video data contains information changed in the environment, so analyzing and interpreting video is highly important for many visual tasks including navigation, surveillance, object tracking, action recognition, and video indexing [1] - [3] .
A video consists of a sequence of time-varying images, and the video signals are spatio-temporal signals. The mutational signals of a video we want to detect is bandpass. The Laplacian-of-Gaussian (LoG) function can be regarded as a band-pass filter that can detect abrupt changes of a signal. The LoG filter was first proposed by Marr and Hildreth [4] as an edge detector using LoG mask to convolve with input images. Huertas and Medioni [5] developed a separable version of the LoG filter for the two-dimensional (2D) case which yields a fast algorithm based on successive onedimensional (1D) convolutions along the rows and columns of the image. A blob detector in [6] searches for scale space extrema of a scale-normalized LoG filter. However, the LoG filter is computationally inefficient, many algorithms have been proposed to improve the speed of convolution [7] - [10] so The 1D and 2D Bi-level Laplacian-of-Gaussian (BLoG) filter were designed and used as curve and edge detection in image respectively by Pei and Horng in [7] .
Agrawal et al. [11] presented a set of center-surround extremum detectors (CenSurE) to approximate scale-space 2D LoG function by using the original image resolution for each scale. Based on CenSurE detector, Ebrahimi and MayolCuevas [12] presented the modified detectors and descriptors for real-time application in images. In [13] , the formulation of Huertas [5] was extended to the 3D case and expressed the LoG detector as a sum of three separable filters by Sage et al. This new separable implementation of the 3D LoG filter sped up computation time dramatically. As their work mentioned in [13] , for a volume data (100 × 100 × 100) and a LoG detector with (σ x = σ y = σ z = 3), the time was decreased from 145 s (for a non-separable implementation in the space domain) to 2.3 s for the separable algorithm on an Apple PowerMac DP G5 with 2.0 GHz. However, its computational time is still enormous and the computation is still complex.
We were inspired by the shape of the 3D LoG function (see Fig. 1 (b) ), which has two ellipsoids nesting at the same center with different positive semi-axes. Hence, we used two cuboids to wrap and to be tangent to these two ellipsoids (see Fig. 2 ), thus obtaining two cuboids nesting at the same center with different side sizes. This shape of the bi-level cuboid can be formulated as a function, Cuboid Bi-Level LoG Operator (CBLoG ) (Eq. (4)), whose property is similar to that of the 3D LoG function. After optimized CBLoG function, FIGURE 1. The 4D volumetric slice plots for the shapes of (a) the 3D Gaussian kernel and (b) the 3D LoG operator with σ = τ = 3. we get the CBLoG operator (Eq. (11)), whose computational speed has a dramatic improvement (Table 2) , compared with 3D LoG function.
Therefore, we design the 3D cuboid bi-level Laplacianof-Gaussian (CBLoG) operator as a 3D extension of 2D BLoG filter for the purpose of high-speed and scale-invariant detection to abrupt changes of signals in videos. The 3D CBLoG function is used to approximate the 3D LoG function, so the computational time of the optimized CBLoG operator is constant time.
By combining 3D CBLoG operator with detection steps for spatio-temporal interest points (STIP), we can use CBLoG operator as a STIP detector for video analysis. Several STIP detectors [14] - [22] have been proposed in the past few years and often differ in the type, selection of space-time scale, density of selected points and computational complexity. The detectors [14] , [15] , [17] , [19] are computationally expensive, thus failing to process the long and high resolution videos. The scale-invariant detectors [14] , [17] only yield a sparse set of features. No scale-selection methods [15] , [19] lack sound repeatability and robustness to the videos with various space-time scale and camera lens. The 3D CBLoG operator with detection steps is a novel kind of STIP detector with sound real-time, scale-invariant qualities.
The main contributions of this paper include the following aspects.
1) We propose a cuboid bi-level Laplacian-of-Gaussian (CBLoG) operator with high speed and invariant spacetime scale for detecting abrupt changes of signals in videos. In convolving with 3D CBLoG operator with radius 2n + 1, the numbers of multiplications and additions reduce to constant 2 and 15 from (2n + 1) 3 and (2n + 1) 3 − 1 of 3D LoG operator with the same size, respectively, as shown in Table 2 .
2) We propose a detection algorithm based on this CBLoG operator for spatio-temporal interest points in videos.
3) For applying the CBLoG operator in action recognition, local representations follow the pipeline: interest point detection −→ local descriptor extraction −→ action representation with Fisher Vector.
We extract rich feature descriptors including HOG [23] , HOF [23] , [24] , MBH (motion boundary histogram) [25] , [26] around the points detected by 3D CBLoG operator, and use Fisher Vector [27] to encoding these descriptors and their combinations as action representation. Finally, we evaluated our recognition method on two standard datasets: KTH and UCF Sport action datasets. Compared to the existing approaches, our method outperforms the state of the art tested on the KTH dataset, and achieves impressive performance on the UCF sports dataset. 
II. 3D CUBOID BLOG OPERATOR
where ' ' denotes convolution operator, and x, y, t are the coordinates of the pixel points in videos. The Gaussian kernel is given by
According to Eq. (2), the 3D Laplacian-of-Gaussian (3D LoG) function is defined as Fig. 1 shows the volumetric slice plots of the shapes of the 3D Gaussian kernel and the 3D LoG function, respectively.
The 3D LoG function can be regarded as a band-pass filter that can detect abrupt changes of a signal and suppress noise in the high frequency band in 3D data, but its computational time is enormous and the computation is complex. To avoid these flaws but inherit its native good features, we use a 3D cuboid bi-level LoG (CBLoG) function to approximate the 3D LoG function, thus obtaining a novel 3D CBLoG operator.
Let an ellipsoid be given with the three positive semiaxes R 1 , R 1 and R 2 by the formula:
We use a cuboid to wrap and to be tangent to this ellipsoid, so this cuboid can be given with width 2R 1 , height 2R 1 and length 2R 2 . Let vector R = (R 1 , R 1 , R 2 ). Therefore, the 3D CBLoG function is defined by
where vector R i = (R i1 , R i1 , R i2 ) and 2 R i denotes the vector of side length of the inner cuboid; vector R o = (R o1 , R o1 , R o2 ) and 2 R o denotes that of the outer cuboid.
The coefficients c i , c o are the initial values of inner weight and outer weight, respectively. The inner weight is the integration coefficient of the inner volume; the outer weight is that of the outer volume. Fig. 2 shows the examples of 4D volumetric slice plots of the shapes of Eq. (4).
From Eq. (3) and Eq. (4), the error function can be written as (5) where · p denotes the error function with L p -norm optimization criteria subject to the constraint that the Cuboid BLoG operator has zero DC response, and p ∈ {1, 2, ∞}.
Consequently, based on the error function in Eq. (5), this approximation problem can be formulated as a nonlinear optimization problem as follows:
where
and s.t. indicates to subject to the constrains. R * i , R * o are the optimal parameters corresponding to the vectors of side length of the inner and outer cuboid; c * i , c * o are the optimal coefficients of inner weight and outer weight, respectively.
B. OPTIMAL PARAMETERS
As shown in Eq. (7), this optimization problem is a highly non-linear problem that can be resolved by using a discrete version of the gradient descent algorithm.
1) INITIAL PARAMETERS
To minimize the error function in Eq. (5), the R i , R o , c i is adjusted under the constrains, and the c o is reserved to meet the constrain of zero DC response. Because the initial state of the parameters is important in the convergence of the gradient descent algorithm and unsuitable initial state may trap the process in local minimum of the error function, they are assigned proper values resulted from reasonable guesses as follows: 3) c i can be decided by different optimization criteria as follows:
• L 1 -norm: minimize ||c i − LoG(x, y, t; σ, τ )|| 1 , which subject to
• L 2 -norm: similarly, minimize ||c i − LoG(x, y, t; σ, τ )|| 2 , which subject to
LoG(x, y, t, σ, τ )
• L ∞ -norm: also minimize ||c i − LoG(.; σ, τ )|| ∞ , we get
Consequently, we obtain the initial value for c i according to the chosen optimization criterion. 4) c o meets the zero DC response.
2) OPTIMAL RESOLUTION This optimization problem, Eq. (7), can be resolved by using a discrete version of the gradient descent algorithm. By employing different optimization criteria, with the initial states of the parameters calculated by Eq. (7), (8), (9) , and (10), Table 1 lists the initial and optimized parameters of the 3D CBLoG operator with different L p -norm optimization criteria and space-time scales. Fig. 2 shows the examples of 4D volumetric plots of the 3D CBLoG operators that approximate the 3D LoG filter with σ = τ = 3 under different approximation criteria, respectively.
C. RESPONSE FUNCTION OF THE 3D CUBOID BLOG OPERATOR
At last, based on the optimal parameters, we can obtain the response function of the 3D CBLoG operator as follows:
where ' ' denotes convolution operator. The input parameters, σ and τ , are the space and time scales, which correspond the optimal parameters, R * i and R * o , respectively. Along the axes of space-time scales (σ , τ ), in the subset of this domain (σ , τ ), the output of Eq. (11) maps the respnse value in the range regarding spatio-temporal scale space, this means that Eq. (11) can compute the reponses at different space-time scales.
As shown in Table 1 , under different optimization criteria (L p -norm), the optimal parameters (c * (10)).
The shape and structure of the 3D CBLoG operators is axisymmetric and is nested by two geometric solids with same shapes and same locations of the center points but different volumetric sizes, as shown in Fig. 2(a,b,c) . This operator has high-speed and scale-invariant qualities.
D. COMPUTATIONAL COMPLEXITY
According to Eq. (3), the computational time of the 3D LoG function is enormous and the computation is complex. To avoid the flaws, we succeeded to reduce the computational time of salient response in Eq. (11) for voxels from o(n 3 ) to constant time by replacing the 3D LoG function with the 3D cuboid BLoG functions processed by optimization method. By applying integral video technique, the cost time of computing response value for each voxel only need 15 additions and 2 multiplications at a space-time scale, and the cost time is a constant, so the computational efficiency is very high, unlike that of the 3D LoG function. Table 2 shows the comparison of computational complexity between the 3D LoG and 3D Cuboid BLoG operator.
III. DETECTION ALGORITHM FOR SPACE-TIME INTEREST POINTS
In spatio-temporal domain, this saliency response function of the 3D CBLoG operator can be used to detect abrupt changes of signals in space-time data. Furthermore, this response function in Eq. (11), combined with detection steps, can be used to detect spatio-temporal interest points (STIP) in videos. Algorithm 1 describes the procedure of our novel interest point detector.
Because of the different response values computed by Eq. (11) under different optimization criteria, for the purpose of obtaining the identical salient points as possible, we can not use fixed threshold to decide the candidate points, but apply an adaptive threshold method in the process of STIP detection (see Step 3 in Algorithm 1). In our experiment, we choose the optimal parameters under L 2 -norm optimization criterion.
Algorithm 1 CBLoG Detector for Spatio-Temporal Interest Points
Input: A video and the BLoG operator Output: Interest point set, in which point = (x, y, t, σ, τ, response).
1: Compute the video integral. The video integral [18] is
applied to fast calculate the volume integrals of the voxel values in a video. 2: Calculate the saliency responses of voxels by using Eq. (11) . A voxel has response values at different scales (σ, τ ), which can be stored into a 5-dimensional map represented as Map(x, y, t, σ, τ ). By Map, the voxel extremum is selected as its response intensity along the directions of the space and time scale (σ, τ ). 3 : Compute the adaptive threshold, which is a percentage of the peak response in the current frame. We select the points with responses higher than this threshold as the salient points. 4: Select the space-time scale for a salient point. The space and time scales (σ, τ ) locate at the extremum of the point response intensity in Map. 5: Non-maximum suppression. In Map, we select the extreme point with the local extremum of response intensity within its neighborhood, and put them in the candidate set of interest points. 6: Remove interest points with low entropy similar to the entropy computation [28] , [29] and obtain the final space-time interest points. Fig. 3, 4 , 5 show three examples of detected results through using our proposed methods. The red circle expresses the region of the STIP, and the center of every circle indicates the location (x, y) of the interest point in the current frame. In fact, the region is the shape of cuboid in space-time domain.
Based on 3D CBLoG operator combining with above detection steps for STIPs, we can further apply this approach to recognize actions in videos. 
IV. FEATURE EXTRACTION AND ACTION REPRESENTATION
In this section, we first introduce the feature descriptors used in our evaluation, and then Fisher Vector (FV) is presented to encode features for action representation.
A. LOCAL FEATURE EXTRACTION
After the interest points were obtained from a video clip, local features are extracted and encoded for action representation. Here we choose HOG (histograms of oriented gradients), HOF (histograms of optical flow), and MBH (motion boundary histograms) [24] - [26] as local feature descriptors in our feature set. Based on the orientation of image gradients, HOG captures the static appearance information; based on the orientation of optical flow, HOF measures the zero-order motion information; MBH splits the optical flow into horizontal and vertical components, and compute the first-order motion information of each component, respectively.
Around each interest point, these descriptors are computed within a space-time volume, whose size is chosen as W × H × L, where W is the window width, H is the window height, and L is the volume length. Each volume is subdivided into n σ × n σ × n τ cells, so the final dimensions of the descriptor are n σ × n σ × n τ × k, where k is the dimension of each of the HOG, HOF and MBH extracted from a cell respectively.
B. ACTION REPRESENTATION
To encode these features, Fisher Vector [27] is applied to represent actions in this paper. We first reduce the descriptor dimensionality by using Principal Component Analysis (PCA), and then estimate a Gaussian Mixture Model (GMM) with the number of Gaussians, N g , by using the features reduced dimensionality from training set. Each video is represented by a Fisher Vector with 2N g D dimensions for each descriptor type, where D is the descriptor dimension after the PCA process. Fig. 6 shows the fisher encoding flowchart to illustrate the process of computing fisher vector representation of an action video. Then these Fisher Vectors are normalized by using power and L 2 normalization as in [27] . At last, we combined these different descriptor types by concatenating these Fisher Vector into a single feature vector.
V. EXPERIMENTS AND DISCUSSION
To evaluate the performance of our proposed method for action recognition, we extract rich feature descriptors at the detected points, and encode these features into Fisher Vector as action representation. A linear Support Vector Machine (SVM) is chosen as a classifier to combine the Fisher Vectors for action recognition.
In this section, we evaluate the performance of our proposed method of action classification on two standard action datasets: KTH dataset and UCF sports dataset (see Fig. 7 ). Next, we compare our 3D BLoG detector with the famous four STIP detectors, and compare our proposed action recognition method with the state of the art.
A. DATASETS AND EXPERIMENTAL SETTINGS
The KTH action dataset [23] , [30] has six types of human actions (clapping, boxing, waving, walking, jogging and running) performed several times by 25 subjects in four different scenarios (indoors, outdoors with light variation, outdoors with scale variation, outdoors with different clothes). The dataset contains a total of 2391 sequences. In most sequences the background is homogeneous and static. We randomly divide these samples into two groups at a ratio of 7:3 within each action class, i.e., 70% for training and 30% for test.
The UCF sports action dataset [31] , [32] consists of ten human actions: weight-lifting, horse-riding, running, skateboarding,swinging (on the pommel horse and on the floor), diving, swinging (at the high bar), kicking (a ball),golf swinging and walking. The dataset contains 150 video samples in a wide range of scenes and viewpoints, which contains many challenges such as camera motion and jitter, highly cluttered and dynamic backgrounds, compression artifacts, and variable illumination at variable spatial resolution and frame rates. Each action shows a large intra-class variability. For this dataset, we use the provided bounding boxes and directly extracted features from each video frame with original resolution. As in [26] , We extend the dataset by adding a horizontally flipped version of each sequence to the dataset, thus increasing the amount of data samples. These samples were randomly divided into two groups within every action class at a ratio of 7:3. In this experiment, we set n σ = 2, n τ = 3, L = 15, and N g = 256. The features include HOG with 8 bins, HOF with 9 bins and MBH with 8 bins. By using the linear SVM, we train a multi-class classifier with five-fold crossvalidation on training sequences and test on test samples. At last, we report the accuracy over all classes of test samples. Fig. 8 shows the confusion tables of different descriptors for the KTH dataset. In Fig. 8, (a) Fig. 8 , the recognition rates of actions including boxing, clapping, waving and walking are 100%; in the table for HOG-MBH all achieve at 100%, except the action walking. In all these tables, the confusions occur between jogging and running. This may be explained that transformations between jogging and running are similar except the differences of their moving speeds, and the temporal scale invariance of our proposed operator lead to hardly differentiate these two types of actions completely.
B. EVALUATION OF OUR METHOD OF ACTION CLASSIFICATION 1) EXPERIMENTS ON THE KTH DATASET
As shown in the KTH column of Table 3 , we can see the list of classification performance of different descriptors on the KTH dataset. By using combinations of descriptors, the recognition effect is better than that of using single descriptor. All overall accuracies are beyond 97.6%, and the best results of the HOG-HOF and HOF-MBH are the same of 99.3%.
2) EXPERIMENTS ON THE UCF SPORTS DATASET
Unlike the KTH dataset, we train the multi-class classifier on all training sequences together with their flipped versions, and test on original test samples. The experiment results are shown in the confusion tables in Fig. 9 for the UCF Sports dataset. Similar to the KTH dataset, in Fig. 9, (a) shows the classification results for static feature; (b) and (c) show the results for motion feature; (d-f) are the results for the descriptor combinations. Each confusion table give out the overall accuracy. In the table for MBH, HOG-HOF,HOG-MBH, and HOF-MHB in Fig. 9 , the recognition rates of actions (diving, golf swing, lifting, skateboarding, swing-side, walking) all achieve at 100%, but the confusions mainly occur between riding-horse and running, between kicking and walking. This may be explained that these paired actions have somewhat similarities in movement, so our proposed operator and used descriptors difficultly differentiate them completely.
The UCF column of Table 3 lists the classification performance of different descriptors on the UCF sports dataset. Like on KTH, by using combinations of descriptors, the recognition effect is better than that of using single descriptor. The best results of the HOG-HOF and HOG-MBH descriptors are the same of 90.0%.
C. COMPARISON OF VARIOUS DETECTORS ON THE KTH AND UCF SPORTS DATASETS
By using the detection Algorithm 1, the CBLoG operator can be used as a STIP detector. To evaluate the CBLoG detector, we combine it with the descriptors of HOG, HOF, and HOG-HOF respectively, and then compare the performances of these detector/descriptor combinations with those of the most famous four detectors such as 3D Harris [1] , [14] , Hessian [16] , Cuboid [15] , and Dense Sample [25] on the KTH and UCF sports datasets. We compare our recognition results with the results reported by Wang et al. [25] . As shown in Table 4 , on the KTH dataset the classification performances of CBLoG/HOG, CBLoG/HOF, and CBLoG/HOG-HOF all outperform those of the four detectors combined with the corresponding descriptors respectively; on the UCF spots dataset, except our CBLoG/HOF is 0.1% worse than that of Dense/HOF, also our method outperforms the other popular methods. Table 5 compares the accuracy of our method with the results so far reported in the literature for the KTH action dataset.
D. COMPARISON TO THE STATE OF THE ART
Compared to the existing approaches, our method shows better performance, outperforming the state of the art.
Also, we compared the accuracy of our method with the results reported in the literature for the UCF Sports action dataset, as shown in in Table 6 . Compared to the existing approaches, our method achieves impressive performance on the UCF sports dataset.
Similar to the traditional STIP methods, camera motion and jitter, highly cluttered and dynamic backgrounds in videos will lower the power of our CBLoG detector, because under these challenges the detected STIPs more probably locate at the background, not on human beings, thus resulting in reducing the performance of the action representation. In the KTH dataset, the camera motion mainly seems as zoom, its background is simple, compared with the VOLUME 6, 2018 complicated UCF sports dataset. To lower the influence of complex scene, we apply an adaptive threshold method at step 3 in Algorithm 1 to reduce this influence, and remove those points with lower motion information entropy at step 6 in Algorithm 1.
VI. CONCLUSIONS
In this paper, we propose a 3D Cuboid BLoG operator with high speed and invariant space-time scale for detecting abrupt changes of signals in videos. By using the 3D CBLoG function to approximate the 3D LoG function, we formulate this approximation problem as a discrete nonlinear optimization, thus obtaining the optimum resolution. We apply this 3D CBLoG operator to the detection of STIPs in videos, and then extract rich feature descriptors around the detected points, thus using Fisher Vector to encoding these descriptors as action representation. In our experiments, we evaluated our recognition method on two standard datasets: KTH and UCF Sport action datasets. The best accuracy on the KTH dataset achieves at 99.3%, and on the UCF Sports dataset it is 90.0%. Compared to the existing approaches, our method outperforms the state of the art tested on the KTH dataset, and achieves impressive performance on the UCF sports dataset. 
