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DIMENSION-FREE Lp-MAXIMAL INEQUALITIES FOR
SPHERICAL MEANS IN THE HYPERCUBE
BEN KRAUSE
1. Abstract
We extend the main result of Harrow, Kolla, and Schulman – the existence of
dimension-free L2-bounds for the spherical maximal function in the hypercube,
{0, 1}N – to all Lp, p > 1. Our approach is motivated by the spectral technique
developed by Nevo and Stein, and by Stein, in the context of pointwise ergodic
theorems on general groups. We provide an example which demonstrates that no
dimension-free weak-type 1− 1 bound exists at the endpoint.
2. Introduction
Let IN = {0, 1}N denote the N -dimensional hypercube equipped with Hamming
metric,
|y| = ∣∣(y(1), . . . , y(N))∣∣ := #{1 ≤ i ≤ N : y(i) = 1};
for functions on IN ,
f : IN → C,
we define the Lp norms, 1 ≤ p <∞
‖f‖Lp(IN) :=
(∑
x∈IN
|f(x)|p
)1/p
,
and
‖f‖L∞(IN ) := max
x∈IN
|f(x)|.
Recall that the dual group of IN is itself IN ; we will use lower case letters (e.g.
x, y, . . . ) to denote points in the group, while capital letters (e.g. S,E, . . . ) will be
used to denote frequencies in the dual group; for such frequencies, we define the
(L2-normalized) characters
χS(x) :=
1
2N/2
(−1)x·S := 1
2N/2
(−1)
∑N
i=1 x(i)S(i) =
1
2N/2
∏
i:S(i)=1
(−1)x(i);
and the Fourier transform
Ff(S) = fˆ(S) =
∑
x∈IN
f(x)χS(x);
we remark that on IN , Fourier transform and inverse Fourier transform coincide,
i.e. FF acts as the identity operator.
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For 0 ≤ k ≤ N , let
σk :=
1
|{|x| = k}|1{|x|=k} =
1(
N
k
)1{|x|=k},
denote the L1-normalized indicator function of the k-sphere. The main goal of
this paper will be to establish dimension-independent Lp → Lp estimates on the
following maximal function,
f∗∗(x) := sup
0≤k≤N
|σk ∗ f |,
where convolution is defined
σk ∗ f(x) :=
∑
y∈IN
f(x− y)σk(y);
note that we are treating I as the field with two elements, so subtraction (equiva-
lently, addition) is performed componentwise mod 2. We call attention to the fact
that convolution with the {σk} are (positive) L1 and L∞ contractions, and thus
are Lp contractions for any 1 ≤ p ≤ ∞:
(1) ‖σk ∗ f‖Lp(IN ) ≤ ‖f‖Lp(IN )
for any 0 ≤ k ≤ N and any 1 ≤ p ≤ ∞. Now, since we are studying a maximal
function taken over positive operators, there is no loss of generality in assuming
that each function considered in this paper is non-negative. Furthermore, setting
f∗(x) := sup
0≤k≤N/2
|σk ∗ f |,
and noting that σN−k = σN ∗ σk, we may estimate
f∗∗ ≤ f∗ + (σN ∗ f)∗;
for the purposes of establishing Lp-estimates on f∗∗, it is therefore enough to con-
sider the maximal function f∗ (cf. (1)). It is this operator which we proceed to
analyze.
The motivation for our work comes from a recent paper of Harrow, Kolla, and
Schulman [6], who established the following two results:
Proposition 2.1 (cf. [6] Lemmas 10-11). The smooth maximal function,
Msmoothf := sup
0≤K≤N/2
1
K + 1
|
∑
n≤K
σn ∗ f |
satisfies dimension independent weak-type (1, 1) inequalities. In particular, there
exists an absolute constant A1,1 independent of N so that for each λ ≥ 0
λ · |{x ∈ IN :Msmoothf > λ}| ≤ A1,1‖f‖L1(IN )
for each f : IN → C.
Remark 2.2. By Marcinkiewicz interpolation (cf. e.g. [18]) against the trivial L∞
bound, this result implies the existence of dimension-independent Lp bounds on
Msmooth: for each p > 1 there exist dimension-independent constants, Ap, so that
‖Msmoothf‖Lp(IN ) ≤ Ap‖f‖Lp(IN ).
This proposition proved a key ingredient in establishing the main result of [6]:
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Theorem 2.3. There exists a constant C2 > 0 so that for all N
‖f∗‖L2(IN ) ≤ C2‖f‖L2(IN )
for each f : IN → C.
Remark 2.4. Once again, by interpolation this implies the existence of dimension-
independent constants Cp > 0 for p ≥ 2 so that
‖f∗‖Lp(IN ) ≤ Cp‖f‖Lp(IN )
for each f : IN → C.
Their argument is an elegant application of Stein’s method [14], used in extending
the well-known Hopf-Dunford-Schwartz maximal theorem for semi-groups to more
“singular” maximal averages.
The argument of [6] breaks into two main steps:
(1) One first establishes Proposition 2.1 by comparing the operator Msmooth
with the maximal function
sup
0<T<∞
1
T
∫ T
0
Ntf(x) dt,
where Nt is the noise semi-group from Boolean Analysis [6, §4],
Ntf(x) :=
∑
S∈IN
e−t|S|fˆ(S)χS(x), 0 < t <∞;
(2) The “rougher” maximal function f∗ is compared to the “smoother” maxi-
mal function in L2 by using Littlewood-Paley theory on the group IN . The
key tool is an analysis of the (radial) spherical multipliers
Fσk(S) := κNk (S),
the Krawtchouk polynomials, which are introduced and discussed in [6, §2].
We continue the analysis of the Krawtchouk polynomials to the extent that we
are able to bring the more general comparison technique of [14], [10] to bear. For
a Euclidean analogue of this technique used in a similar study of “rough” maximal
functions, we refer the reader to e.g. [15, §XI, 2].
Our main result is the below theorem.
Theorem 2.5. For any p > 1, there exist absolute, dimension-independent con-
stants Cp > 0 so that
‖f∗‖Lp(IN ) ≤ Cp‖f‖Lp(IN )
for each f : IN → C.
This leads directly to the following corollary (cf. [6, §1.1]). In what follows, ǫp
will denote sufficiently small numbers, depending only on the Lp → Lp operator
norm bound on f∗.
Corollary 2.6. Let p > 1 be arbitrary. Suppose that L ⊂ IN is a subset of the
hypercube that has sufficiently small relative density ǫL ≤ ǫp:
|L|
2N
= ǫL.
Then there exists some z = zL ∈ IN so that the for every 0 ≤ k ≤ N , the fraction
of the k-sphere centered at zL, {x ∈ IN : |x − zL| = k}, which intersects L is no
more than a constant multiple of ǫ
1/p
L .
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Proof. One averages
1
2N
∑
x∈IN
|(1L)∗∗|p(x) ≤ Cpp
|L|
2N
= Cpp ǫL.
By the pigeon-hole principle, there exists a zL ∈ IN so that
(1L)
∗∗(zL) ≤ Cpǫ1/pL ,
which is non-vacuous for ǫL sufficiently small. In particular,
σk ∗ 1L(zL) = |{x ∈ I
N : |x− zL| = k}|
|{x ∈ IN : |x| = k}| ≤ Cpǫ
1/p
L
for each k, which is the desired conclusion. 
Unfortunately, our argument, which relies on semigroup techniques, breaks down
at the endpoint L1 → L1,∞. Indeed, as shown by Ornstein [12], it is not in general
possible to convert Lp-semigroup estimates to weak-type (1, 1) bounds. Away from
the semigroup setting, the problem of converting Lp, p > 1 bounds to weak-type
(1, 1) estimates remains not just formally more difficult, but often impossible. A
familiar example occurs in the Euclidean setting, where dimension-free estimates
are proved for the Hardy-Littlewood maximal function for cubes inside Rd [3],
Mcubesf(x) := sup
r>0
1
rd
∫
[−r/2,r/2]d
|f(x− y)| dy,
in contrast to the fact that the weak-type (1, 1) norm of Mcubes must grow with
dimension, see [1] and [2]. We refer the reader to [11] for further examples and
discussion.
In the other direction, dimension-independent weak-type (1, 1) estimates have
been established on the free-group in [13], and later in [11, §5]; both arguments
were driven by the underlying geometry of the group at hand: a strong isoperimetric
inequality, and uniqueness of geodesics, anchor the respective proofs. For a further
discussion of the connections between group geometry and weak-type bounds, we
refer the reader to [11].
Given the dimension-independent weak-type (1, 1) boundedness of Msmooth,
one might hope that the spherical maximal function might itself satisfy similar
dimension-independent bounds; to the extent that the geometry of the hypercube
renders ineffective both of the above techniques, however, it is perhaps unsurprising
that obtaining a dimension-independent weak-type estimate is not possible:
By testing against, δ = 1{(0,...,0)}, the point mass at the origin (§4), we show that
the weak-type (1, 1) operator norm of the spherical maximal function, C1 = C1(N),
must grow at least like
√
N . In particular, there exists an absolute constant c > 0
so that
sup
f 6=0
‖f∗∗‖L1,∞(IN)
‖f‖L1(IN )
≥ ‖δ
∗∗‖L1,∞(IN )
‖δ‖L1(IN )
≥ c
√
N.
Here, the supremum is taken over all non-zero functions f : IN → C.
Remark 2.7. As is shown in [6, §4], the maximal function associated to the above-
mentioned noise semigroup, N∗f := supt |Ntf |, pointwise dominates the dampened
maximal function
1√
N
f∗.
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Thus, the problem of determining whether the
√
N growth of the weak-type (1, 1)
operator norm is sharp could reduce to determining whether N∗ is bounded inde-
pendent of dimension; this seems like a very challenging problem, as in general,
such semi-group maximal functions are not bounded at the L1 → L1,∞ endpoint
(cf. [12]). We look forward to pursuing this line of inquiry in further research.
2.1. Acknowledgements. The author would like to thank Michael Lacey for
bringing this problem to his attention, Alexander Bufetov for helpful conversations,
Igor Pak and Ryan O’Donnell for their encouragement, and his advisor, Terence
Tao, for his continued support. Finally, the author wishes to thank the anonymous
referee for his great input in correcting a significant error in a previous draft, and
for all his effort in helping to improve this paper.
2.2. Notation. We will make use of the modified Vinogradov notation. We use
X . Y , or Y & X to denote the estimate X ≤ CY for an absolute constant C. If
we need C to depend on a parameter, we shall indicate this by subscripts, thus for
instance X .m Y denotes the estimate X ≤ CmY for some Cm depending on m.
We use X ≈ Y as shorthand for X . Y . X , and similarly for X ≈m Y .
3. Proof of Theorem 2.5
We break the argument into subsections. Throughout, all parameters k, r, . . .
will be non-negative.
3.1. Initial Reductions. We begin by defining the auxiliary maximal function,
Mf(x) := sup
2k≤M
|σ2kf |(x)
where M := ⌈N/2⌉ is the least integer greater than or equal to N/2.
Up to the identity
(2) σ1 ∗ σk = k
N
σk−1 +
N − k
N
σk+1,
which we will establish below, it will suffice to study the operator M. First, using
(2), we obtain the pointwise bound:
σ1 ∗ σ2n−2 + σ1 ∗ σ2n
=
2n− 2
N
σ2n−3 +
N + 2
N
σ2n−1 +
N − 2n
N
σ2n+1
≥ σ2n−1.
But now, for any odd radius, 2n− 1, we simply majorize
σ2n−1 ∗ f ≤ σ2n−2 ∗ (σ1 ∗ f) + σ2n ∗ (σ1 ∗ f) ≤ 2M(σ1 ∗ f),
and take into account (1).
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To establish (2) we compute:
σ1 ∗ σk(x) =
∑
y∈IN
σk(x − y)σ1(y)
=
1(
N
k
) · 1
N
|{|y| = 1 : |x− y| = k}|
=
1(
N
k
) · 1
N
(
(N − k + 1) · 1{|x|=k−1} + (k + 1) · 1{|x|=k+1}
)
=
k
N
σk−1 +
N − k
N
σk+1,
where in the second last line, we used that if |x| = k − 1, there are exactly
N − (k − 1) = N − k + 1
possible points |y| = 1 so that
|x− y| = k,
and similarly there are k + 1 points on {|y| = 1} so that if |x| = k + 1, |x− y| = k.
We now turn to:
3.2. Krawtchouk Polynomials and Spectral Preliminaries. Following the
lead and notation of [10, §2.2], for a sequence of numbers {uk}∞k=0, we define the
discrete differentiation operators,
△0uk := uk
△1uk := uk − uk−1, △u0 := u0
...
△muk := △(△m−1uk) =
m∑
j=0
(−1)j
(
m
j
)
uk−j ,
...
We will let these operators act on the sequence of functions
{σ2k(x), k : 0 ≤ 2k ≤M},
so that e.g.
(3) △mσ2k(x) =
m∑
j=0
(−1)j
(
m
j
)
σ2(k−j)(x).
We will need to consider the associated (radial) multipliers
F(△jσ2k)(S);
again, we we shall follow the lead of [6, §3.2].
With |S| = r, we have
(4) Fσ2k(S) =
2k∑
j=0
(−1)j
(
r
j
) · (N−r2k−j)(
N
2k
) .
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Indeed, with
ENr := (1, . . . , 1︸ ︷︷ ︸
r ones
, 0 . . . 0︸ ︷︷ ︸
N − r zeros
)
denoting the element with r “1”s followed by N − r “0”s, using the radiality of
Fσ2k we compute
Fσ2k(S) = Fσ2k(ENr )
=
1(
N
2k
) ∑
|y|=2k
(−1)y·ENr
=
1(
N
2k
) 2k∑
j=0
∑
|y|=2k,y·ENr =j
(−1)y·ENr
=
1(
N
2k
) 2k∑
j=0
(−1)j
(
r
j
)
·
(
N − r
2k − j
)
.
The expression on the right is the normalized (2k)th Krawtchouk Polynomial,
κN2k(r). In particular, as remarked in [6, p.8],(
N
k
)
κNk (r)
counts the k-element subsets of {1, . . . , N} according to the parity of intersection
with the set {1, . . . , r}.
We collect the properties of these multipliers relevant to our analysis in the
following lemma. For a fuller discussion of Krawtchouk Polynomials, we refer the
reader to [7] or to [8].
Lemma 3.1. The Krawtchouk polynomials κNk (r) satisfy the symmetries
κNk (r) = κ
N
r (k) = (−1)k · κNk (N − r).
Moreover, there exists some c > 0 so that for all 0 ≤ k, r ≤M , we have the bound
|κNk (r)| ≤ e−c·
kr
N .
Proof. The symmetries are immediate upon inspection, and the quantitative bound
appears as [6, Lemma 7]. 
Lemma 3.2. For any r, l ≤ N ,
κNr (l) + κ
N
r (l − 1) = 2
N − r
N
· κN−1r (l − 1) and
κNr (l)− κNr (l − 1) = −2
r
N
· κN−1r−1 (l − 1).
Consequently,
κNr (l)− κNr (l − 2) = −4
r(N − r)
N(N − 1) · κ
N−2
r−1 (l − 2) = −4
(
N−2
r−1
)(
N
r
) · κN−2r−1 (l − 2).
Proof. This follows from conditioning on whether r-element subsets contain the
element l [6, §3].
We provide details in the case of addition; the subtraction follows a similar line
of reasoning, and at any rate appears as [4, Lemma 3.2].
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One computes
κNr (l) + κ
N
r (l − 1) =
∑
x∈IN
σr(x)(−1)x·ENl +
∑
x∈IN
σr(x)(−1)x·ENl−1
=
1(
N
r
) ∑
x∈IN :|x|=r
(−1)x(1)+···+x(l−1) · ((−1)x(l) + 1)
=
2(
N
r
) ∑
x∈IN :|x|=r,x(l)=0
(−1)x(1)+···+x(l−1).
But, this sum can be expressed as
2(
N
r
) ∑
y∈IN−1:|y|=r
(−1)y(1)+···+y(l−1) = 2
(
N−1
r
)(
N
r
) 1(
N−1
r
) ∑
y∈IN−1:|y|=r
(−1)y·EN−1l−1
= 2
N − r
N
· κN−1r (l − 1),
as desired. 
It will be useful to define
∂0κNr (l) := κ
N
r (l),
∂κNr (l) := ∂
1κNr (l) := κ
N
r (l)− κNr (l − 2)
...
∂mκNr (l) := ∂(∂
m−1κNr (l))
...
provided m ≤ min{r, l/2}. Otherwise we set ∂mκNr (l) := 0.
By repeated applications of Lemma 3.2, we see that
∂mκNr (l) = (−4)m
(
N−2m
r−m
)(
N
r
) κN−2mr−m (l − 2m),
where
(
N−2m
r−m
)
:= 0 if r −m > N − 2m.
Now, using the symmetry κNk (r) = κ
N
r (k), we find that for 2k ≤ M , and any
frequency |S| = r,
F (△mσ2k) (S) = ∂mκNr (2k) = (−4)m
(
N−2m
r−m
)(
N
r
) κN−2mr−m (2(k −m))
provided m ≤ min{r, k}. For future reference, we remark that for r ≤ M , the
quantitative estimate from Lemma 3.1 is effective,
(5) |κN−2mr−m (2(k −m))| ≤ e−c
(r−m)(2k−2m)
N−2m
for an appropriate constant c, since in this case
r −m, 2k − 2m ≤ N − 2m
2
;
for r > M , we twice use the symmetry of Lemma 3.1 to bound
(6) |κN−2mr−m (2(k −m))| = |κN−2mN−r−m(2(k −m))| ≤ e−c
(N−r−m)(2k−2m)
N−2m
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3.3. A Review of Nevo-Stein. In this subsection, we will review the comparison
argument of [14] as it relates to our current setting. For a fuller treatment, we refer
the reader to [10].
Since the convolution operators with kernels {σ2k} are self-adjoint, positive,
norm-one L1- and L∞-contractions (1), we may use the following outline from [14],
[10]:
With α, β ∈ R, λ = α+ iβ ∈ C, we recall the complex binomial coefficients
(7) Aλn :=
(λ+ 1)(λ+ 2) · . . . · (λ+ n)
n!
, Aλ0 := 1, A
λ
−1 := 0.
We define the Cesaro means
(8) Sλnf(x) :=
n∑
k=0
Aλn−kσ2k ∗ f(x), λ ∈ C,
for n ≤ M/2 and remark that in the special case that λ = −m − 1 is a negative
integer, we have
(9) S−m−1n f(x) =
n∑
k=0
△mσ2k ∗ f(x)
[10, p. 143]. In particular, when m > M/2, S−m−1n f ≡ 0. For future reference, we
also observe that for all λ ∈ C,
(10) Sλ0 f = A
λ
0σ0 ∗ f = σ0 ∗ f = f.
The maximal functions associated to these higher Cesaro means are
(11) Sλ∗ f(x) := max
0≤n≤N/4
∣∣∣∣ Sλnf(x)(n+ 1)λ+1
∣∣∣∣ .
The following lemmas are finitary adaptations of the results in [10]; we emphasize
that the formal nature of the arguments in [10] allows them to be applied in much
greater generality than our current setting.
Lemma 3.3 (cf. [10], Proof of Lemma 4, p. 145). For α > 0, β ∈ R, there exist
positive constants Cα so that
Sα+iβ∗ f ≤ Cαe2β
2
S0∗ |f |
holds pointwise.
Lemma 3.4 (cf. [10], Proof of Lemma 5, pp. 145-146). For each nonpositive
integer −m ≤ 0, and each real β, there exist positive constants Cm so that
S−m+iβ∗ f ≤ Cme3β
2 (
S−m−1∗ f + S
−m
∗ f + · · ·+ S−1∗ f
)
holds pointwise.
Although the conclusion of this lemma holds, the proof offered in Nevo-Stein
contains a small gap, due to an incorrect application of summation by parts [10,
first paragraph, p. 146]. We therefore provide a full proof – which still follows the
reasoning of [10] – in the below appendix.
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Lemma 3.5 (cf. [10], Proof of Lemma 5, p. 147). Define
Rmf(x)
2 :=
∑
0≤k≤N/4
(k + 1)2m−1|S−m−1k f(x)|2.
Then there exists a positive constant c−m so that
S−m∗ f ≤ c−mRmf + 2S−(m−1)∗ f
holds pointwise.
Temporarily assuming the below proposition, let us see how the above Lemmas
allow us to complete the proof.
Proposition 3.6. With
Rmf(x)
2 :=
∑
0≤k≤N/4
(k + 1)2m−1|S−m−1k f(x)|2
=
∑
0≤k≤N/4
(k + 1)2m−1|△mσ2k ∗ f(x)|2,
there exists absolute constants C′m so that for each N
‖Rmf‖L2(IN ) ≤ C′m‖f‖L2(IN),
independent of N .
Proof of Theorem 2.5, Assuming Proposition 3.6. By Proposition 2.1, we know that
there exists absolute constants {Ap}, 1 < p ≤ ∞, so that for each N ,
‖S0∗ |f |‖Lp(IN ) ≤ Ap‖f‖Lp(In),
where the operators {S0∗} are N -dependent, but the bounds are not.
By Lemma 3.3, for each α > 0, β ∈ R, we therefore have the bound
‖Sα+iβ∗ f‖Lp(IN ) ≤ Cαe2β
2
Ap‖f‖Lp(IN ),
valid for each N .
By Proposition 3.6, Lemma 3.5, and induction on m, we see that there exist
absolute constants {Bm2 },m ≥ 1 so that for all N ,
‖S−m∗ f‖L2(IN ) ≤ Bm2 ‖f‖L2(IN ).
By Lemma 3.4, this means that for all N , there exist absolute constants Dm2 so
that
‖S−m+iβ∗ f‖L2(IN ) ≤ e3β
2
Dm2 ‖f‖L2(IN )
for all N .
To prove the theorem, we linearize our maximal function Mf ≡ S−1∗ f(x): we
let
R : IN → [0,M ] even
be a “choice” function satisfying
S−1∗ f(x) = σR(x) ∗ f(x),
and define the linear operators
SλRf(x) := (R(x) + 1)−λ−1SλR(x)f(x).
By analytic interpolation of operators as in [14] or [10, §5], we may bound S−1R f in
Lp for each p > 1. 
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It remains only to prove Proposition 3.6, which we accomplish in the following
subsection.
3.4. Proof of Proposition 3.6.
Proof. By Plancherel, it is enough to show that there exists an absolute constant,
C′m, independent of N , so that for all 0 ≤ r ≤ N
M/2∑
k=0
(k + 1)2m−1|F△mσ2k|2(r) ≤ C′m.
We recall M = ⌈N/2⌉.
We need to show
sup
r≤N
M/2∑
k=0
(k + 1)2m−1|∂mκNr (2k)|2 ≤ C′m.
Using the symmetry of the Krawtchouk polynoials,
|∂mκNr (2k)| = |∂mκNN−r(2k)|,
it suffices only to prove
sup
r≤M
M/2∑
k=0
(k + 1)2m−1|∂mκNr (2k)|2 ≤ C′m.
To do so, we can and will assume that N is much larger than m – say N ≥
(10m)10m. This is since we are free to increase C′m finitely many times – as long as
the number of times we increase C′m is independent of N .
We will use the upper bound (5) valid for m < k, r ≤M , obtained from Lemma
3.1, but we first dispose of the boundary case r = m, in which case
κN−2mr−m (2(k −m)) = κN−2m0 (2(k −m)) = 1.
In this instance, we estimate
M/2∑
k=0
(k + 1)2m−1|∂mκNr (2k)|2 ≤
N∑
k=1
k2m−1 ·
(
1(
N
m
)
)2
.
(
Nm(
N
m
)
)2
≤
(
N
N −m
)2m
· (m!)2
.m 1,
since NN−m ≤ 2 because N is so much larger than m.
Henceforth, we may assume r > m, so that the estimate
|∂mκNr (2k)| ≤ (−4)m
(
N−2m
r−m
)(
N
r
) e−2c r−mN−2m ·(k−m)
.m
(
N−2m
r−m
)(
N
r
) e−2c r−mN−2m ·(k−m)
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holds for k > m (recall that ∂mκr(2k) = 0 for m ≥ k). Indeed, we may bound
M/2∑
k=0
(k + 1)2m−1|∂mκNr (2k)|2 ≤
∞∑
k=m
(k + 1)2m−1|∂mκNr (2k)|2
.m
∞∑
k=m
(k + 1)2m−1
∣∣∣∣∣
(
N−2m
r−m
)(
N
r
) e−2c r−mN−2m ·(k−m)
∣∣∣∣∣
2
=
((
N−2m
r−m
)(
N
r
)
)2 ∞∑
k=m
(k + 1)2m−1e−4c
r−m
N−2m ·(k−m)
=
((
N−2m
r−m
)(
N
r
)
)2 ∞∑
k=0
(k + (m+ 1))2m−1e−4c
r−m
N−2m ·k.
We record the following easy lemma concerning infinite series:
Lemma 3.7. For |t| < 1, define the operator, L, acting on smooth g : R→ R by
Lg(t) := t
dg
dt
(t),
and let Ln denote the n-fold composition, i.e. Lng = L(Ln−1g), n ≥ 2. Then
Ln
1
1− t =
∞∑
k=0
kntk
can be expressed as t
n+pn(t)
(1−t)n+1 , where pn(t) :=
∑
j<n a
n
j t
j is a polynomial of degree
n− 1.
In particular, for t < 1, we may bound∣∣∣∣ tn + pn(t)(1 − t)n+1
∣∣∣∣ ≤ An(1 − t)n+1 ,
where we let
(12) An := 1 +
∑
j<n
|anj |.
Proof of Lemma. This follows by induction. 
Now, following the lead (and notation) of [6, §4], we set
(13) α = α(r) := 4c′ · r −m
N − 2m ;
where c′ := min{c, 1100}, so that
|α(r)| ≤ 4c′ · r −m
N − 2m ≤
4c′
2
< 1/50
for all r.
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We now generously estimate
∞∑
k=0
(k + (m+ 1))2m−1e−4c
r−m
N−2m ·k ≤
∞∑
k=0
(k + (m+ 1))2m−1e−α·k
=
∞∑
k=0

2m−1∑
j=0
(
2m− 1
j
)
kj(m+ 1)2m−1−j

 e−α·k
≤ (10m+ 10)10m ·
∞∑
k=0

2m−1∑
j=0
kj

 e−α·k
.m
2m−1∑
j=0
( ∞∑
k=0
kje−α·k
)
≤
2m−1∑
j=0
Aj
(1 − e−α)j+1
.
2m−1∑
j=0
Aj
αj+1
≤ 2m · A∗m · α−2m
.m α
−2m,
where we let
A∗m := max
n≤m
An,
and the {An} are defined in (12). Note that we used that α < 1/50 in estimating
1
1− e−α .
1
α
.
The upshot is that we may bound
∞∑
k=0
(k + (m+ 1))2m−1e−4c
r−m
N−2m ·k .m
(
N − 2m
r −m
)2m
,
so that we have
M/2∑
k=0
(k + 1)2m−1|∂mκNr (2k)|2 .
(((
N−2m
r−m
)(
N
r
)
)(
N − 2m
r −m
)m)2
.
The task is now to show that for all N , there exists an absolute C′m so that for
all m < r ≤ N
(14)
((
N−2m
r−m
)(
N
r
)
)(
N − 2m
r −m
)m
≤ C′m.
To do so, we observe that the domination of m by N allows us to approximate
(15)
(N − 2m)!
N !
≈m N−2m.
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Indeed, since (10m)10m ≤ N implies that (N − 2m) ≥ N/2, we may bound the left
hand side of (15) by
N−2m ≤ (N − 2m)!
N !
≤ 22m ·N−2m.
Using this estimate, we re-organize the left side of (14) and bound:((
N−2m
r−m
)(
N
r
)
)(
N − 2m
r −m
)m
=
(N − 2m)!
N !
· r!
(r −m)! ·
(N − r)!
(N − r −m)! ·
(N − 2m)m
(r −m)m
.m
1
N2m
· r!
(r −m)! ·
(N − r)!
(N − r −m)! ·
(N − 2m)m
(r −m)m .
We now fix a large constant K, and consider the two regimes:
• r ≤ Km; and
• Km < r < N/2.
In the first regime, we have r!(r−m)! .m 1, and
(N−r)!
(N−r−m)! ≤ (N − r)m, so we may
bound
1
N2m
· r!
(r −m)! ·
(N − r)!
(N − r −m)! ·
(N − 2m)m
(r −m)m .m
1
N2m
· (N − r)!
(N − r −m)! ·
(N − 2m)m
(r −m)m
≤ 1
N2m
· (N − r)m · (N − 2m)m
≤ 1.
In the second regime, arguing as in (15), we have
r!
(r −m)! ≈m r
m ≈m (r −m)m,
so that we may similarly bound
1
N2m
· r!
(r −m)! ·
(N − r)!
(N − r −m)! ·
(N − 2m)m
(r −m)m .m
1
N2m
· rm (N − r)!
(N − r −m)! ·
(N − 2m)m
rm
≤ 1
N2m
· (N − r)m · (N − 2m)m
≤ 1,
which yields (14), and completes the proof. 
4. Failure of the Uniform Weak-Type Estimate
We may assume N is even. Testing δ = 1{(0,...,0)}, the point mass at the origin,
|{(δ)∗∗ > 0}| =
∣∣∣∣∣
{
(δ)∗∗ ≥
(
N
N/2
)−1}∣∣∣∣∣ = 2N ,
while
(
N
N/2
) ≈ 2N√
N
by Stirling’s Formula, so(
N
N/2
)−1 ∣∣∣∣∣
{
(δ)∗∗ ≥
(
N
N/2
)−1}∣∣∣∣∣ & √N →∞
as N → ∞. Consequently, no uniform weak-type bound holds. In fact, this con-
struction generalizes to more complicated product settings:
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Proposition 4.1. For k ≥ 1, we consider the groups ZNk+1, equipped with the “l0”
metric,
|y| = ∣∣(y(1), . . . , y(N))∣∣ = #{1 ≤ i ≤ N : y(i) 6= 0},
and counting measure. With σj =
1
|{|y|=j}|1{|y|=j} as above, we similarly define
f∗∗(x) := sup
j
|σj ∗ f |(x).
Then for any k ≥ 1, the best constant, Ck(N), satisfying the weak-type bound
‖f∗∗‖L1,∞(ZN
k+1)
≤ Ck(N)‖f‖L1(ZN
k+1)
grows at least like
√
N .
Proof. We may assume that N is a multiple of k + 1.
Noting that inside ZNk+1
|{|y| = j}| = kj
(
N
j
)
,
we use Stirling’s formula to approximate
max
j
{|{|y| = j}|} ≈
∣∣∣∣
{
|y| = k
k + 1
N
}∣∣∣∣ ≈k 1√N (k + 1)N .
With δ as above (the point-mass at the origin), we similarly estimate
√
N(k + 1)−N |{(δ)∗∗ &
√
N(k + 1)−N}| =
√
N(k + 1)−N |{(δ)∗∗ > 0}| =
√
N.

Remark 4.2. Further investigation of the spherical maximal function on the groups
ZNk+1 has recently been conducted in [4]; in particular, the spherical maximal func-
tion is shown to satisfy dimension-independent bounds on Lp, p > 1.
5. Appendix
We here provide a full proof of Lemma 3.4, reproduced below for the reader’s
convenience.
Lemma 5.1 (cf. [10], Proof of Lemma 5, pp. 145-146). For each nonpositive integer
−m ≤ 0, and each real β, there exist positive constants Cm so that
S−m+iβ∗ f ≤ Cme3β
2 (
S−m−1∗ f + S
−m
∗ f + · · ·+ S−1∗ f
)
holds pointwise.
To do so, we will need to recall a few results from [10, §2.2] concerning complex
Cesaro sums.
Lemma 5.2 ([10], Lemma 2). For λ, δ ∈ C,
(1) We have the following pointwise “convolution” identity:
Sλ+δn f(x) =
n∑
k=0
Aδ−1n−kS
λ
k f(x);
(2) Aλn −Aλn−1 = Aλ−1n ; and
(3) We have the following pointwise identity:
Sλnf(x)− Sλn−1f(x) = Sλ−1n f(x).
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Lemma 5.3 ([10], Lemma 3). For α, β ∈ R, let λ = α+ iβ. Then:
(1) For α > −1, there exists bα > 0 so that
b−1α ≤
Aαn
(n+ 1)α
≤ bα;
(2) For α > −1, there exists aα > 0 so that
1 ≤
∣∣∣∣Aα+iβnAαn
∣∣∣∣ ≤ aαe2β2 ;
(3) For m ∈ N there exists Bm so that
|(n+ 1)mA−m+iβn | ≤ Bme3β
2
.
We proceed to the proof:
We wish to show that for each n ≤M/2, we have the upper estimate:
|(n+ 1)m−1S−m+iβn f | .m
m+1∑
j=1
S−j∗ f.
To do so, we separate into two regimes:
(1) When n ≤ 10m; and
(2) When n > 10m.
Regime One. In regime one, we can afford to be somewhat crude:
Using the “convolution” formula from Lemma 5.2, we express
S−m+iβn f =
n∑
k=0
Aiβn−kS
−m−1
k f.
Using the estimate from Lemma 5.3,
|Aiβn−k| ≤ a0e2β
2
,
and the estimate, valid for 0 ≤ k ≤ n . m,
|S−m−1k f | ≤ (k + 1)mS−m−1∗ f . (m+ 1)mS−m−1∗ f,
we may bound
|(n+ 1)m−1S−m+iβn f | ≤ (n+ 1)m−1n · max
0≤k≤n
|Aiβn−k| · |S−m−1k f |
. (m+ 1)m−1 ·m · a0e2β2 · S−m−1∗ f
.m e
2β2S−m−1∗ f,
as desired. Here, we trivially estimated (m+ 1)m .m 1. 
It remains to consider regime two, when n > 10m; we will adhere closely to the
proof of [10, Lemma 5].
First, though, we isolate a useful summation-by-parts identity:
(16)
t∑
k=0
A−l+iβn−k S
−m−1+l
k f = A
−l+iβ
n−t S
−m−1+l
t f +
t−1∑
k=0
A−l−1+iβn−k S
−m+l
k f.
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Proof of (16). To establish (16), we sum the left hand side by parts to reduce
matters to showing that
(17)
t−1∑
r=0
(
A−l+iβn−r −A−l+iβn−r−1
)
·
(
r∑
p=0
S−m−1+lp f
)
=
t−1∑
k=0
A−l−1+iβn−k S
−m+l
k f.
We now apply Lemma 5.2 (2), with λ = −l + iβ, to simplify the left hand side of
(17),
t∑
r=0
A−l−1+iβn−r ·
(
r∑
p=0
S−m−1+lp f
)
.
By Lemma 5.2 (3), for each p ≤ r, we may substitute
S−m−1+lp f = S
−m+l
p f − S−m+lp−1 f,
(here used λ = −m+ l) to telescope
r∑
p=0
S−m−1+lp f = S
−m+l
r f,
taking into account (10) to ensure cancellation at the lower boundary, p = 0. 
With this in hand, we turn to regime two, when n > 10m.
Regime Two. Setting n2 := ⌊n/2⌋, we again use the convolution formula from
Lemma 5.2 to decompose
S−m+iβn f =
n2+m∑
k=0
Aiβn−kS
−m−1
k f +
n∑
k=n2+m+1
Aiβn−kS
−m−1
k f
=: Σ1 +Σ2.
We may majorize the modulus of the second sum by
. e2β
2
n∑
k=n2+m+1
(k + 1)−mS−m−1∗ f . e
2β2 · (n+ 1)1−mS−m−1∗ f,
since Lemma 5.3 allows us to estimate
|Aiβn−k| ≤ a0e2β
2
,
and we have n > 10m.
We now focus on estimating (n+ 1)m−1 · Σ1, where we recall
(18) Σ1 :=
n2+m∑
k=0
Aiβn−kS
−m−1
k f.
We will handle Σ1 by repeated applications of identity (16).
Indeed, we may express
Σ1 = A
iβ
n−(n2+m)S
−m−1
n2+m f + · · ·+A−l+iβn−(n2+m−l)S−m−1+ln2+m−l f
+ · · ·+A−(m−1)+iβn−(n2+1) S−2n2+1f
+
n2∑
k=0
A−m+iβn−k S
−1
k f.
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Using Lemma 5.3 and the definition of S−t∗ for 1 ≤ t ≤ m, we may bound the
top term:
|Aiβn−(n2+m)S−m−1n2+m f | ≤ a0e2β
2
(n2 +m+ 1)
−mS−m−1∗ f
. e2β
2
(n+ 1)−mS−m−1∗ f ;
the intermediate terms, 1 ≤ l ≤ m− 1:
|A−l+iβn−(n2+m−l)S−m−1+ln2+m−l f |
≤ (n− (n2 +m− l) + 1)−l ·Ble3β2 · (n2 +m− l + 1)−m+lS−m+l∗ f
.l e
3β2(n+ 1)−mS−m+l∗ f ;
and the sum
|
n2∑
k=0
A−m+iβn−k S
−1
k f |
≤ (n2 + 1) · max
0≤k≤n2
(n− k + 1)−m ·Bme3β2S−1∗ f
.m e
3β2(n+ 1)1−mS−1∗ f.
Summing and taking into account the normalizing factor of (n+1)m−1 completes
the proof. 
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