Quatre applications du lemme de Zalcman \`a la dynamique complexe by Kawahira, Tomoki
Quatre applications du lemme de Zalcman
a` la dynamique complexe
Tomoki Kawahira ∗
Universite´ de Nagoya
20 novembre 2018
Re´sume´
Nous donnons quatre applications du lemme de Zalcman a` la dynamique des
fractions rationnelles sur la sphe`re de Riemann : un analogue parame´trique de la
de´monstration de la densite´ des cycles re´pulsifs ; la ressemblance de l’ensemble
de Mandelbrot avec les ensembles de Julia ; une construction de la lamination
de Lyubich-Minsky et d’une variante ; et une caracte´risation unifie´e des points
coniques de Lyubich-Minsky et ceux de Martin-Mayer.
Abstract
We give four applications of Zalcman’s lemma to the dynamics of rational maps
on the Riemann sphere : a parameter analogue of a proof of the density of re-
pelling cycles in the Julia sets ; similarity between the Mandelbrot set and the
Julia sets ; a construction of the Lyubich-Minsky lamination and its variant ;
and a unified characterization of conical points by Lyubich-Minsky and those by
Martin-Mayer.
0 Lemme de Zalcman
Soient D un domaine dans C et F une famille d’applications holomorphes de D
dans Ĉ. Le lemme de Zalcman est une caracte´risation de la (non) normalite´ :
Lemme 0.1 (Lemme de Zalcman [Za], [Za2]) La famille F n’est pas normale au
voisinage de z0 ∈ D si et seulement s’il existe des suites {Fk}k∈N ⊂ F , {ρk}k∈N ⊂ C∗
avec ρk → 0, et {zk}k∈N ⊂ D avec zk → z0 telles que la suite ψk(w) = Fk(zk + ρkw)
converge vers une fonction me´romorphe non constante ψ : C → Ĉ uniforme´ment sur
tout compact de C.
∗finance´ en partie par la Fondation Sumitomo, la Fondation Chubei Itoh, et la JSPS
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On peut prendre la suite ρk re´elle positive, mais on utilise cette version complexe dans
cet article. De plus, notons qu’on peut remplacer la suite ψk par ψ˜k(w) = Fk(zk+ρkw+
ek(w)) ou` ek(w) = o(ρk) sur tout compact de C, sans changer sa limite.
Applications du lemme a` la dynamique complexe. On prend une fraction ra-
tionnelle f : Ĉ → Ĉ et on applique le lemme a` la dynamique complexe engendre´e par
la famille des ite´re´es F = {fn}n≥0 (voir la Figure 1). Alors le point z0 dans le lemme
est un point dans l’ensemble de Julia J = J(f) de f . (Dans ce cas on prend la fonction
Fk de la forme Fk = f
nk avec nk →∞.)
Figure 1 – Le lemme de Zalcman pour la famille F = {fn} des ite´re´es d’une applica-
tion rationnelle f .
Le lemme de Zalcman semble parfait pour la the´orie de la dynamique complexe,
mais il y a peu de re´sultat obtenu en utilisant ce lemme : la premie`re application est
sans doute une de´monstration simple de la densite´ des cycles re´pulsifs dans l’ensemble
de Julia par Schwick [Sch]. (Elle a e´te´ ame´liore´e par Bargmann [Ba] et Berteloot-
Duval [BD]. Vois aussi [Za2] et [Sta].) Steinmetz [Ste] a e´tudie´ des proprie´te´s des
fonctions me´romorphes engendre´es par le lemme, en utilisant la the´orie de la distribu-
tion des valeurs. Ha¨ıssinsky [Ha] et Martin-Mayer [MM] ont trouve´ des applications
aux phe´nome`nes de rigidite´. (Le lemme est aussi utilise´ implicitement dans [Mc1]. Le
principe du lemme est souvent utilise´ dans [BM].)
Dans cet article on donnera quatre nouvelles applications du lemme de Zalcman :
1. un analogue parame´trique de la de´monstration de la densite´ des cycles re´pulsifs
par Schwick ;
2. une preuve alternative et simplifie´e des the´ore`mes de Tan Lei [TL] et de Rivera-
Letelier [RL], sur la ressemblance entre l’ensemble de Mandelbrot et les ensembles
de Julia aux parame`tres semi-hyperboliques ;
3. une construction alternative de la lamination de Lyubich-Minsky des fractions
rationnelles au moyen de fonctions ge´ne´re´es par le lemme de Zalcman ; et
4. une caracte´risation unifie´e des notions de points coniques de Lyubich-Minsky et
de Martin-Mayer.
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Notations. Dans toute la suite, N de´signe l’ensemble des entiers positifs ou nul, i.e.
N := {0, 1, 2, · · · }. Pour x ∈ C et r > 0, on note D(x, r) le disque de centre x et de
rayon r. En particulier, D(0, r) et D(0, 1) sont respectivement note´s D(r) et D.
Pour deux variables complexes a et b, on e´crit a  b s’il existe une constante C > 1
telle que |a|/C ≤ |b| ≤ |a|C.
Remerciements. Je voudrais remercier Jean-Yves Briend, Carlos Cabrera, Peter
Ha¨ıssinsky, et les rapporteurs dont les remarques ont permi d’ame´liorer cet article. Je
voudrais aussi remercier le LATP pour son hospitalite´, ou` j’ai pre´pare´ ce travail. Je
voudrais adresser en particulier mes remerciements a` Peter Ha¨ıssinsky.
Ce travail est partiellement finance´ par la Fondation Sumitomo, la Fondation Chu-
bei Itoh, et la JSPS.
1 Un analogue parame´trique de la me´thode de Schwick
On commence par un e´chauffement pour s’habituer au lemme de Zalcman. On
montre ici qu’on peut imiter l’ide´e de Schwick [Sch] dans l’espace parame´trique, et
comment on peut remplacer la me´thode traditionnelle utilisant le the´ore`me de Montel
par des me´thodes utilisant le lemme de Zalcman. (L’origine de la me´thode traditionnelle
dans l’espace parame´trique se trouve dans l’article [Le] de Levin.)
Remarquons qu’il y a une de´monstration tre`s simple du the´ore`me de Montel en
utilisant le lemme de Zalcman. Voir [Za2] ou [BM].
1.1 Lieu de bifurcation et parame`tres de Misiurewicz
On conside`re une famille de fonctions rationnelles parame´tre´es par le disque unite´
D du plan complexe comme McMullen [Mc2] : soit f : D × Ĉ → Ĉ une application
holomorphe de la forme f : (t, z) 7→ ft(z), ou` ft : Ĉ → Ĉ est une fraction rationnelle
de degre´ fixe´ d ≥ 2.
Lieux de bifurcation et d’activite´. Le lieu de bifurcation B(f) est l’ensemble des
parame`tres t0 ∈ D tels que t0 ne soit pas J-stable, i.e., il n’y a pas de famille continue
de conjugaisons φt : J(ft)→ J(ft0) entre ft|J(ft) et ft0|J(ft0) sur tout voisinage de t0.
Supposons qu’il existe une application holomorphe c : D → Ĉ telle que ct := c(t)
soit un point critique de ft pour tout t ∈ D, et conside´rons la paire (f, c). Chaque
point ct est appele´ le point critique marque´ de ft. On dit que ct est actif en t = t0 si
la famille {t 7→ fnt (ct)}n∈N n’est pas normale sur tout voisinage de t0. Le lieu d’activite´
A(f, c) ⊂ D de la paire (f, c) est l’ensemble des parame`tres t0 ∈ D tels que ct0 est actif.
En fait, A(f, c) ⊂ B(f). Voir [Mc1, §4.1].
Exemple. Un exemple typique est la famille des polynoˆmes quadratiques f : (t, z) 7→
ft(z) = z
2 + 3t avec le point critique marque´ c(t) = 0 pour tout t ∈ D. On a alors
A(f, c) = B(f) = {t ∈ D : 3t ∈ ∂M}, ou` M est l’ensemble de Mandelbrot (voir la
section 2).
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Points critiques pre´pe´riodiques. Pour une telle paire (f, c), on note Prep(k, l) (k ≥
0, l ≥ 1) l’ensemble des parame`tres t de D tels que fk+lt (ct) = fkt (ct), ou` k et l sont
minimaux. L’entier k s’appelle le temps d’arrive´e du point critique marque´ ct. Puisque
Prep(k, l) est de´termine´ par une e´quation analytique, il est discret ou tout le disque D.
Si k = 0 et t ∈ Prep(0, l), le point critique marque´ ct est un point pe´riodique superat-
tractif. On a donc t /∈ A(f, c) et on appelle t ∈ Prep(0, l) un parame`tre superattractif.
Pour k ≥ 1 et l ≥ 1, on dit que t ∈ Prep(k, l) est un parame`tre de Misiurewicz
de la paire (f, c) si fkt (ct) est un point pe´riodique re´pulsif. On note Mi(k, l) l’ensemble
des parame`tres de Misiurewicz dans Prep(k, l). Il est facile de montrer que Mi(k, l) est
un sous-ensemble dense de A(f, c), par une me´thode simple et traditionnelle. (Voir par
exemple [Le, Thm. 2] ou [Mc2, Prop 2.1].)
La me´thode de Schwick dans l’espace parame´trique. On donne un peu plus
d’informations sur la distribution de Mi(k, l) et Prep(k, l) lorsque k ≥ 0 ou l ≥ 1 est
fixe´, en utilisant la me´thode de Schwick [Sch] :
The´ore`me 1.1 (Distribution de Prep(k, l)) Supposons que A(f, c) ne soit pas vide,
et t0 ∈ D soit un e´le´ment de A(f, c). Alors on a les proprie´te´s suivantes :
(1) Si ft0 a un cycle re´pulsif de pe´riode l ≥ 3, alors il existe une suite tj ∈ Mi(kj, l)
telle que tj → t0 et kj →∞ quand j →∞.
(2) S’il existe un entier k ≥ 1 avec deg(ft0 , fk−1t0 (ct0)) < deg ft0, alors il existe une
suite tj ∈ Prep(k, lj) telle que tj → t0 et lj →∞ quand j →∞.
(3) Pour tout t0 ∈ A(f, c) il existe une suite tj ∈ Prep(0, lj) de parame`tres superattrac-
tifs telle que tj → t0 et lj →∞ quand j →∞.
Dans (2) on note deg(ft0 , a) le degre´ local de ft0 en un point a ∈ Ĉ.
Remarquons que (1) est une proprie´te´ locale de t0 ∈ A(f, c). Mais il garantit la
densite´ des parame`tres de Misiurewicz dans tout A(f, c).
Corollaire 1.2 Supposons que le lieu de bifurcation B(f) ne soit pas vide. Alors l’en-
semble des parame`tres t tels que ft ait un point critique pre´-re´pulsif est dense dans
B(f). De plus, B(f) est contenu dans l’adhe´rence de l’ensemble des parame`tres t ayant
un point critique pe´riodique.
De´monstration. Supposons que t0 ∈ B(f). Alors ft0 a au moins un point critique
actif (voir [Mc1, Thm.4.2]) et donc on peut appliquer le The´ore`me 1.1, mais il peut y
avoir des points critiques multiples. Dans ce cas, on utilise des se´ries de Puiseaux (voir
[Mc2, Prop.2.4] et [Fo, §8.13]).
Les points critiques de {ft} forment une varie´te´ analytique dans D× Ĉ. En prenant
une carte locale t 7→ s de la forme t = t0 + ηsp pour un |η|  1, la famille holomorphe
{ft : t = t0 + ηsp, s ∈ D} repre´sente une perturbation locale de ft0 telle que tout point
critique soit parame´tre´ holomorphiquement. Ainsi on peut trouver un point critique
marque´ qui est actif en t = t0, et appliquer le The´ore`me 1.1. 
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1.2 De´monstration du The´ore`me 1.1
De´monstration de (1). D’abord nous montrons (1) pour comparer une de´monstration
traditionnelle utilisant le the´ore`me de Montel avec une autre de´monstration utilisant
l’ide´e de Schwick.
Les deux de´monstrations suivantes reposent sur la de´pendance holomorphe des
points pe´riodiques re´pulsifs : comme par hypothe`se il y a un cycle re´pulsif contenant
au moins trois points, on peut trouver des applications holomorphes t 7→ {αt, βt, γt}
dans un petit voisinage de t = t0 parame´trant trois points pe´riodiques re´pulsifs de ft.
De´monstration traditionnelle. Comme la famille {Fn : t 7→ fnt (ct)}n∈N n’est pas
normale sur tout voisinage de t = t0, en vertu du the´ore`me de Montel, il existe des
suites tj → t0 et nj → ∞ telles que fnjtj (ctj) ∈
{
αtj , βtj , γtj
}
. On a donc tj ∈ Mi(kj, l)
pour un kj ≥ 1.
Montrons que le temps d’arrive´e kj n’est pas borne´. Si c’e´tait le cas, il y aurait un
k ≥ 1 avec fk+lt (ct) = fkt (ct) pour une suite t = tj → t0, alors {Fn : t 7→ fnt (ct)}n∈N
serait normale au voisinage de t = t0. Mais c’est contradictoire avec l’activite´. 
De´monstration utilisant le lemme de Zalcman. Comme {Fn : t 7→ fnt (ct)}n∈N
n’est pas normale en t = t0, par le lemme de Zalcman (Lemme 0.1), il existe des suites
nj →∞, uj → t0, ρj → 0 (j →∞) telles que ψj(w) := Fnj(uj+ρjw) = fnjuj+ρjw(cuj+ρjw)
converge vers une fonction me´romorphe non constante ψ : C → Ĉ uniforme´ment sur
tout compact de C.
Par le the´ore`me de Picard, il existe un w0 ∈ C tel que ψ(w0) est un des points
re´pulsifs {αt0 , βt0 , γt0}. Supposons que ψ(w0) = αt0 par exemple. La fonction w 7→
f
nj
uj+ρjw(cuj+ρjw)− αuj+ρjw converge vers w 7→ ψ(w)− αt0 uniforme´ment sur un disque
contenant w = w0, et donc le the´ore`me de Hurwicz affirme qu’il existe une suite
wj → w0 tel que fnjuj+ρjwj(cuj+ρjwj) = αuj+ρjwj . Posons tj := uj + ρjwj. On a alors
tj → t0 (j → ∞), et comme αuj+ρjwj est un point pe´riodique re´pulsif, tj ∈ Mi(kj, l)
pour un kj ≥ 1. On peut montrer kj →∞ comme ci-dessus. 
De´monstrations de (3). Ensuite nous montrons (3) et comparons les deux me´thodes
encore une fois.
Esquisse de de´monstration traditionnelle. Si ct0 est un point exceptionnel (i.e.,
l’ensemble
⋃
n≥0 f
−n
t0 (ct0) est au plus deux points : voir [Mi, Lem. 4.9]), alors ce point
est pe´riodique et superattractif, donc il n’est pas actif.
A` l’aide d’une se´rie de Puiseaux, on peut trouver une autre coordonne´e au voisinage
de t0 et des fonctions holomorphes t 7→ {at, bt, ct} telles que les graphes de ces fonctions
soient disjoints et satisfont fmt (at) = f
n
t (bt) = ct pour deux entiers n,m ≥ 1.
Maintenant on peut appliquer le meˆme argument que celui de (1). 
De´monstration utilisant le lemme de Zalcman. On applique le lemme a` la
famille {Fn : t 7→ fnt (ct)}n∈N. Supposons que t0 ∈ A(f, c). Alors on peut trouver des
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suites nj, ρj et uj → t0 (j → ∞) telles que ψj(w) := Fnj(uj + ρjw) converge vers une
fonction me´romorphe non constante ψ(w) de C uniforme´ment sur tout compact.
Comme ct0 n’est pas un point exceptionnel, on peut trouver un entier m ≥ 1 tel
qu’il existe au moins trois solutions {z0, z1, z2} de l’e´quation fmt0 (z) = ct0 . Supposons
que z0 n’est pas une valeur exceptionnelle au sens de Picard pour une telle ψ. Il existe
donc un point w0 ∈ C tel que ψ(w0) = z0 et donc fmt0 ◦ ψ(w0) = ct0 .
Comme ψj → ψ (j →∞) et ψj(w) = fnjuj+ρjw(cuj+ρjw), l’e´quation
fmuj+ρjw ◦ f
nj
uj+ρjw(cuj+ρjw) = cuj+ρjw
a une solution wj tendant vers w0. Soit tj := uj +ρjwj, alors tj → t0 (j →∞) et ctj est
pe´riodique de pe´riode lj := nj +m. (La pe´riode de ctj est non borne´e, sinon la famille
{ct : t ∈ D} serait normale.) 
De´monstration de (2). Il y a une preuve utilisant une ide´e de Douady-Hubbard
[DH, Chapter V.2] (voir aussi [Mc2, Thm. 3.1]), mais on doit controˆler les points de
Misiurewicz de´licatement, et la preuve n’est pas tre`s simple. Nous donnons ici une autre
preuve utilisant le lemme de Zalcman.
Fixons le temps d’arrive´e k ≥ 1. Par hypothe`ses, il existe un point a0 ∈ f−1t0 (fkt0(ct0))
tel que a0 6= fk−1t0 (ct0). Il y a donc un entier m ≥ 1 tel qu’il existe au moins trois
solutions diffe´rentes {z0, z1, z2} de l’e´quation fmt0 (z) = a0. Prenons des suite nj → ∞,
ρj → 0, et uj → t0 (j → ∞) telles que fnjuj+ρjw(uj + ρjw) → ψ(w) (j → ∞).Alors
on peut trouver un w0 ∈ C tel que fmt0 ◦ ψ(w0) = a0 et w0 est donc une solution
de l’e´quation ft0(f
m
t0
◦ ψ(w)) = fkt0(ct0). Pour j  0, il y a aussi une solution wj de
l’e´quation
fuj+ρjw(f
m
uj+ρjw
◦ fnjuj+ρjw(cuj+ρjw)) = fkuj+ρjw(cuj+ρjw)
telle que wj → w0. Soit tj := uj + ρjwj. Comme tj → t0 et fmtj ◦ f
nj
tj (ctj) → a0, on a
f
m+nj
tj (ctj) 6= fk−1tj (ctj) et le parame`tre tj est un e´le´ment de Prep(k,m + nj + 1 − k).
Posons lj := m+ nj + 1− k. 
Remarque. Schwick a aussi montre´ la densite´ des cycles re´pulsifs dans l’ensemble de
Julia pour les fonctions entie`res non polynomiales [Sch], et la meˆme me´thode marche
pour les familles de fonctions me´romorphes. Remarquons que l’analogue parame´trique
marche aussi.
2 Ressemblance entre M et J
Dans cette section, nous donnons une application du lemme de Zalcman a` la dy-
namique des polynoˆmes quadratiques. Dans [TL], Tan Lei a montre´ qu’au voisinage
de tout parame`tre de Misiurewicz, l’ensemble de Mandelbrot ressemble a` l’ensemble
de Julia de ce parame`tre. Ce re´sultat est ame´liore´ par Rivera-Letelier [RL] pour les
parame`tres semi-hyperboliques, mais sa me´thode est diffe´rente de celle de Tan Lei.
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On donne ici une de´monstration unifie´e et simplifie´e de ces re´sultats, en utilisant le
lemme du Zalcman. Plus pre´cise´ment, nous n’utilisons pas le lemme directement, mais
nous utilisons son principe et l’ide´e de Schwick. De plus, on montre que l’ensemble de
Julia du parame`tre faiblement hyperbolique est auto-similaire au voisinage de sa valeur
critique (c’est-a`-dire de ce parame`tre).
Figure 2 – Le tableau central repre´sente des petites pie`ces de M (en gris) et de J(fc0)
(en noir) centre´es en un parame`tre de Misiurewicz c0 dans la meˆme coordonne´e. En
zoomant en arrie`re, on voit qu’en fait ils sont globalement diffe´rents.
2.1 La ressemblance
L’ensemble de Mandelbrot. Conside´rons la famille quadratique{
fc(z) = z
2 + c : c ∈ C}
comme [TL]. Soit M l’ensemble de Mandelbrot, i.e.,
M := {c ∈ C : |fnc (c)| ≤ 2 (∀n ∈ N)}.
D’apre`s la section 1, la frontie`re ∂M est caracte´rise´e comme le lieu d’activite´/bifurcation
du point critique z = 0. Lorsqu’on a c ∈M , on de´finit l’ensemble de Julia rempli de fc
par
K(fc) := {z ∈ C : |fnc (z)| ≤ 2 (∀n ∈ N)}.
En fait, on a toujours J(fc) = ∂K(fc).
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Parame`tres semi-hyperboliques. Un parame`tre c0 ∈ ∂M est appele´ semi-hyperbolique
si l’adhe´rence de l’orbite de c0 ne contient pas c0 lui-meˆme. Par exemple, si c0 ∈ ∂M
est Misiurewicz, i.e., c0 est strictement pre´pe´riodique, alors c0 est semi-hyperbolique.
Si c0 ∈ ∂M est semi-hyperbolique, alors tous les cycles pe´riodiques dans C sont
re´pulsifs, et on a donc J(fc0) = K(fc0). La proprie´te´ la plus importante pour nous est
le suivant :
Lemme 2.1 Soit c0 ∈ ∂M un parame`tre semi-hyperbolique. Alors :
(1) il existe des suites nk ∈ N avec nk → ∞ et ρk ∈ C∗ avec ρk → 0 (k → ∞) telles
que la suite des fonctions
φk(w) = f
nk
c0
(c0 + ρkw)
converge uniforme´ment sur tout compact de C vers une fonction φ : C → C non
constante ; de plus,
(2) il existe une constante Q 6= 0 telle que la suite
Φk(w) := f
nk
c0+Qρkw
(c0 +Qρkw)
converge vers la meˆme fonction φ(w) uniforme´ment sur tout compact de C.
La de´monstration du lemme sera donne´e dans la sous-section suivante. Remarquons
que la fonction φ(w) = limk→∞ fnkc0 (c0 + ρkw) a la meˆme forme que la fonction du
lemme de Zalcman.
Exemple (La fonction de Poincare´). Dans le cas de Misiurewicz, il existe deux
entiers l, p ≥ 1 tels que f lc0(c0) = f l+pc0 (c0), et a0 := f lc0(c0) est un point pe´riodique
re´pulsif de pe´riode p. On pose A0 := (f
l
c0
)′(c0) et λ0 := (fpc0)
′(a0). (On a A0 6= 0 parce
que c0 n’est pas un point pe´riodique superattractif.) Par un the´ore`me de Kœnigs (voir
[Mi, Thm.8.2, Cor.8.12]), la fonction fkpc0 (a0 +w/λ
k
0) converge vers une fonction entie`re
φ : C→ C avec φ(λ0w) = fpc0 ◦φ(w) quand k →∞. La fonction φ s’appelle la fonction
de Poincare´. Comme on a f lc0(c0 + ∆z) = a0 + A0∆z + o(∆z) pour tout ∆z ≈ 0,
φ(w) = lim
k→∞
fkpc0
(
a0 +
w
λk0
)
= lim
k→∞
f l+kpc0
(
c0 +
w
A0λk0
+ o(λ−k0 )
)
sur tout compact de C. On obtient donc φ(w) = limk f l+kpc0 (c0 +w/(A0λ
k
0)), et alors on
peut prendre nk = l + kp et ρk = 1/(A0λ
k
0) dans le Lemme 2.1.
Topologie de Hausdorff. On rappelle la topologie de Hausdorff dans l’espace Comp∗(C)
des sous-ensembles compacts (non vides) de C.
Pour une suite {Kk}k∈N ⊂ Comp∗(C), on dit que Kk converge vers K ∈ Comp∗(C)
quand k →∞ si pour tout  > 0, il existe k0 ∈ N tel que K ⊂ N(Kk) et Kk ⊂ N(K)
pour tout k ≥ k0, ou` N(·) est le -voisinage ouvert dans C.
Posons D(r) := {|z| < r}. Pour K ⊂ C ferme´, notons [K]r l’ensemble (K ∩D(r))∪
∂D(r) ∈ Comp∗(C). Pour des constantes a ∈ C∗ et b ∈ C, notons a(K − b) l’ensemble
{a(z − b) : z ∈ K}.
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Ressemblance. Soit c0 un parame`tre semi-hyperbolique. Par le Lemme 2.1, on peut
trouver des suites nk → ∞ et ρk → 0 telles que φk(w) = fnkc0 (c0 + ρkw) converge
vers une fonction entie`re non constante, φ : C → C. (Remarquons que φ n’a pas
de poˆles, comme φk est un polynoˆme.) On a aussi une constante Q 6= 0 telle que
Φk(w) = f
nk
c0+Qρkw
(c0 +Qρkw) converge vers la meˆme fonction φ : C→ C.
Le re´sultat principal de cette section est la modification suivante de [TL, RL] :
The´ore`me 2.2 (Ressemblance entre M et J) Soient c0 ∈ ∂M semi-hyperbolique
et φ : C→ C la fonction limite de φk(w) = fnkc0 (c0 + ρkw) et de Φk(w) = fnkc0+Qρkw(c0 +
Qρkw) ci-dessus. Posons J := φ−1(J) ⊂ C, ou` J = J(fc0) est l’ensemble de Julia de
fc0. Alors pour tout r > 0,
(a)
[
ρ−1k (J − c0)
]
r
→ [J ]r (k →∞)
(b)
[
Q−1ρ−1k (M − c0)
]
r
→ [J ]r (k →∞)
dans la topologie de Hausdorff.
Remarque. Rivera-Letelier a montre´ que le distance de Hausdorff entre [λ(J − c0)]R
et [M−c0]R est O(R3/2) quand R→ 0, ou` λ =
∑
n≥0 1/(f
n
c0
)′(c0). Voir le premier corol-
laire de [RL, p.290, Thm. B]. (Dans l’ine´galite´ du corollaire Cr1/d est en fait Cr1+1/d.)
Donc on a Q = λ et le distance de Hausdorff entre [ρ−1k (J − c0)]r et [Q−1ρ−1k (M − c0)]r
est O(r3/2
√
ρk) pour tout r fixe´.
De´monstration de (a). Comme fnc0(J) = J , on a
[
ρ−1k (J − c0)
]
r
=
[
φ−1k (J)
]
r
. Par
de´finition de J , on a [J ]r = [φ−1(J)]r. Puisque φk converge vers φ uniforme´ment dans
D(r), on obtient (a).
De´monstration de (b). Posons Mk := Q−1ρ−1k (M − c0). Nous montrons que pour
tout  > 0,
[Mk]r ⊂ N([J ]r) et [J ]r ⊂ N([Mk]r)
quand k est assez grand.
D’abord, l’ensemble D(r)− N(J ) est compact, donc il existe un entier N = N()
tel que |fNc0 ◦φ(w)| > 2 pour tout w ∈ D(r)−N(J ). Comme Φk(w) converge vers φ(w)
uniforme´ment sur tout compact de C (Lemme 2.1), on a∣∣∣fN+nkc0+Qρkw(c0 +Qρkw)∣∣∣ > 2
pour tout k  0. Par conse´quent, on a c0 + Qρkw /∈ M , i.e., w /∈ Mk. Du coup,
l’inclusion [Mk]r ⊂ N([J ]r) est ve´rifie´e.
Pour l’autre inclusion, prenons un ensemble fini E ⊂ [J ]r tel que le /2-voisinage
de E contienne [J ]r. Il suffit de trouver une suite wk ∈ [Mk]r pour chaque w0 ∈ E
telle que |w0 − wk| < /2 pour tout k  0.
Posons ∆ := D(w0, /2). Dans le cas ∆ ∩ ∂D(r) 6= ∅, on prend la suite wk dans
∂D(r).
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Dans le cas ∆ ⊂ D(r), puisque φ(w0) ∈ J(fc0) et les cycles re´pulsifs sont denses
dans J(fc0), on peut trouver un w
′
0 tel que |w0 − w′0| < /4 et tel que φ(w′0) soit
un point pe´riodique re´pulsif de pe´riode m. Alors w = w′0 est un ze´ro de la fonction
χ : w 7→ fmc0 (φ(w))−φ(w). Conside´rons la fonction χk : w 7→ fmc0+Qρkw(Φk(w))−Φk(w).
La fonction Φk converge vers φ uniforme´ment sur tout compact de C, donc pour k  0
il existe un ze´ro wk ∈ ∆ de χk avec |wk − w′0| < /4. En particulier, ck := c0 + Qρkwk
satisfait fnk+mck (ck) = f
nk
ck
(ck). On a donc ck ∈M . Par suite, on peut trouver une suite
wk ∈Mk avec |wk − w0| < /2. 
2.2 De´monstration du Lemme 2.1
Ensemble hyperbolique. Soit c0 ∈ ∂M un parame`tre semi-hyperbolique, et X0
l’ensemble des points d’adhe´rence de l’orbite de c0. L’ensemble X0 est un ensemble
hyperbolique, c’est-a`-dire, X0 est compact, fc0(X0) = X0, et il existe des constantes
κ, η > 0 telles que |(fnc0)′(x)| ≥ κ(1 + η)n pour tout x ∈ X0 et tout n ∈ N (voir [CJY]).
Par exemple, si c0 ∈ ∂M est Misiurewicz, alors l’orbite
{
fnc0(c0)
}
n∈N tombe en un
temps fini sur un cycle re´pulsif. Dans ce cas, X0 est ce cycle re´pulsif. En fait, l’orbite
de c0 toujours tombe sur X0 :
Lemme 2.3 Si c0 ∈ ∂M est semi-hyperbolique, il existe un l ∈ N tel que f lc0(c0) ∈ X0.
De´monstration. Par hyperbolicite´ deX0, on peut prendre un p ∈ N tel que |(fpc0)′(x)| ≥
3 pour tout x ∈ X0. CommeX0 est compact, il existe un δ > 0 tel que si z ∈ Nδ(X0)−X0
on a dist(fpc0(z), X0) ≥ 2 dist(z,X0). Si fnc0(c0) /∈ X0 pour tout n ∈ N, il y a un autre
point d’adhe´rence de l’orbite de c0 dans Ĉ− Nδ(X0), mais c’est contradictoire avec la
de´finition de X0. (Lemme 2.3)
Pour montrer le Lemme 2.1, on utilise une ide´e de [LM, Lemma 4.7] :
De´monstration du Lemme 2.1, (1). On fixe f := fc0 avec c0 ∈ ∂M semi-
hyperbolique. Par le Lemme 2.3, il existe un l > 0 tel que a0 := f
l(c0) ∈ X0. Pour
m ∈ N, posons am := fm(a0) ∈ X0, λm := (fm)′(a0), et Tm(w) := a0 + w/λm (w ∈ C).
Puisque |λm| ≥ κ(1 + η)m →∞ (m→∞), on peut trouver un p ∈ N et un µ0 > 1 tels
que |(fp)′(x)| ≥ µ0 pour tout x ∈ X0. Comme X0 est l’ensemble ω-limite de 0 et de a0,
il existe un x0 ∈ X0 et une suite {m(k)}k≥0 ⊂ pN tels que am(k) → x0 quand k → ∞.
(Par exemple, si c0 est Misiurewicz et c0 tombe sur un point pe´riodique re´pulsif a0 de
pe´riode p ≥ 1, alors on peut choisir x0 = a0, µ0 = |(fp)′(a0)|, et m(k) = kp.) Soit
ψk := f
m(k) ◦ Tm(k) : C→ C. Alors on a :
Proposition 2.4 La suite {ψk}k≥0 converge uniforme´ment sur tout compact de C vers
une application entie`re ψ telle que ψ′(0) = 1 et ψ(0) = x0.
De´monstration. D’abord on montre qu’il existe un δ > 0 tel que ψk|D(δ) est uni-
valente pour tout k ∈ N : comme |(fp)′| ≥ µ0 > 1 sur X0, il existe un δ0 > 0 tel
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que fp|D(x, δ0) soit univalente et D(fp(x), δ0) b fp(D(x, δ0)) pour tout x ∈ X0. Il
existe donc une application inverse hk : D(am(k), δ0) → C de ψk = fm(k) ◦ Tm(k) telle
que hk soit univalente et hk(am(k)) = h
′
k(am(k)) − 1 = 0. Par le the´ore`me du quart de
Koebe, D(δ0/4) ⊂ hk(D(am(k), δ0)). Soit δ := δ0/4. Alors la famille {ψk|D(δ)}k≥0 est
univalente, donc uniforme´ment borne´e sur tout l’ensemble compact par un the´ore`me
de Koebe (voir [Du, §2.3]). En particulier, la famille est e´quicontinue.
Ensuite on montre que la famille {ψk}k≥0 est normale sur C : soit GN,j := T−1m(N) ◦
fm(N+j)−m(N) ◦ Tm(N+j) pour que ψN+j = ψN ◦GN,j. En utilisant le the´ore`me du quart
de Koebe encore une fois, on voit que GN,j est univalente sur D(δ|λm(N)|). Posons
wN,j := GN,j(0) = hN ◦ ψN+j(0) = hN(am(N+j)).
Comme hN est univalente sur D(am(N), δ0) avec h′N(am(N)) = 1 pour tout N , et comme{
am(k)
}
k≥0 est de Cauchy, on obtient wN,j → 0 quand N → ∞. Soit G˜N,j(w) :=
GN,j(w)−wN,j. Alors G˜N,j est univalente sur D(δ|λm(N)|), et on a G˜N,j(0) = G˜′N,j(0)−
1 = 0.
On prend un r > 0 arbitrairement grand. Par un the´ore`me de Koebe (voir [Du,
§2.3]), on a |G˜′N,j(w) − 1| ≤ C|w|/|λm(N)| sur D(r), ou` C = C(δ, r) est une constante
inde´pendante de N assez grand. Alors on a G˜N,j(w) = w + O(r
2/|λm(N)|), donc
GN,j(w) = w + O(r
2/|λm(N)|) + O(|am(N+j) − am(N)|). En particulier, si N est as-
sez grand, on a GN,j(D(r)) ⊂ D(2r). Soit R = R(r,N) = max{|ψN(w)| : |w| ≤ 2r}.
Alors
ψN+j(D(r)) = ψN(GN,j(D(r))) ⊂ D(R)
pour tout j ∈ N. Puisque la famille {ψk}k≥0 est uniforme´ment borne´e sur tout compact
de C, la famille {ψk}k≥0 est normale sur C.
Supposons que w ∈ D(δ). Alors GN,j(w)→ w uniforme´ment sur D(δ) quand N →
∞. Comme |ψN,j(w)−ψN(w)| = |ψN(GN,j(w))−ψN(w)| → 0 quand N →∞ et comme
{ψN} est e´quicontinue pour tout N sur D(δ), la suite {ψk|D(δ)}k≥0 est de Cauchy. Ainsi
la limite ψ = limψk avec ψ
′(0) = 1 et ψ(0) = x0 existe, et elle est entie`re par normalite´
de {ψk}k≥0 sur C. (Proposition 2.4)
Posons nk := m(k)+l, ρk := 1/(f
nk)′(c0). φk(w) := fnk(c0+ρkw), et A0 := (f l)′(c0) 6=
0. On a alors A0λm(k) = 1/ρk et
f l(z) = a0 + A0(z − c0) + o(z − c0),
donc
φk(w) = f
m(k)(a0 + A0ρkw + o(ρk)) → limψk(w) = ψ(w)
uniforme´ment sur tout compact de C. Soit φ := ψ. (Lemme 2.1,(1))
Pour montrer le Lemme 2.1(2), on utilise la stabilite´ dynamique de l’ensemble hy-
perbolique X0 (voir [Shi, §1]) :
Proposition 2.5 (Mouvement holomorphe de X0) Il existe un voisinage U de c0
dans C tel qu’on ait un mouvement holomorphe dynamique χ : X0 × U → C :
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– pour tout point x ∈ X0, χ(x, c0) = x ;
– pour tout point x ∈ X0 fixe´, l’application χx : c 7→ χ(x, c) est holomorphe ; et
– pour tout parame`tre c ∈ U fixe´, l’application χc : x 7→ χ(x, c) est quasiconforme
telle que fc ◦ χc = χc ◦ fc0 sur X0.
Par exemple, si c0 ∈ ∂M est Misiurewicz, χc(X0) est un cycle re´pulsif de fc. Dans ce
cas, la fonction de Poincare´ de chaque point pe´riodique dans χc(X0) de´pend holomor-
phiquement de c. Plus ge´ne´ralement, si c0 ∈ ∂M est semi-hyperbolique, on a :
Lemme 2.6 Pour c ∈ U , le voisinage de c0 ci-dessus, posons a(c) := χc(a0), λm(c) :=
(fmc )
′(a(c)) (m ∈ N), et soit {m(k)}k∈N ⊂ pN la suite trouve´e dans la de´monstration du
Lemme 2.1, (1) telle que φ(w) = limk f
m(k)
c0 (a0+w/λm(k)(c0)). Alors la suite ψ
c
m(k)(w) :=
f
m(k)
c (a(c) +w/λm(k)(c)) converge vers une fonction me´romorphe φ
c(w) uniforme´ment
sur tout compact de C. En plus, on a φc0 = φ, et si on fixe w ∈ C, l’application
c 7→ φc(w) est holomorphe en c = c0.
De´monstration. On peut supposer que le voisinage U est assez petit tel que λm(c) ≥
κ(1 + η)m pour tout c ∈ U et m ∈ N. Soit {m(k)}k∈N la suite de la de´monstration du
Lemme 2.1(1) avec am(k) → x0 (k → ∞). Par la conjugaison fc ◦ χc = χc ◦ fc0 sur X0
de Proposition 2.5, on a aussi f
m(k)
c (a(c))→ χc(x0) (k →∞) sur χc(X0). De la meˆme
fac¸on que dans la de´monstration du Lemme 2.1(1), on peut montrer la convergence
de {φcm(k)}k∈N sur C et que la fonction c 7→ φc(w) est holomorphe sur U pour chaque
w ∈ C. (Lemme 2.6)
De´monstration du Lemme 2.1, (2). On pose c := c0 + Qρkw avec une constante
Q ∈ C∗. On pose aussi Φk(w) := fnkc (c) = fm(k)+lc (c) et b(c) := f lc(c). Par [RL,
Appendix 2] (ou [vS, Thm.1.1]), on a b(c)− a(c) = B0(c− c0) + o(c− c0) avec B0 6= 0.
En utilisant ρ−1k = A0 · λm(k)(c0), on a ainsi
b(c) = a(c) +B0Qρkw + o(ρk) = a(c) +
B0Q
A0
· λm(k)(c)
λm(k)(c0)
· w
λm(k)(c)
+ o(ρk).
On prend ici Q := A0/B0. Comme X0 est compact avec 0 /∈ X0, on a |f ′c(χc(x))/f ′c0(x)−
1| = O(c−c0) uniforme´ment pour tout x ∈ X0, donc quand m = m(k)→∞, on obtient
log
λm(c)
λm(c0)
=
m−1∑
i=0
log
f ′c(f
i
c(a(c))
f ′c0(f
i
c0
(a(c0))
= m ·O(c− c0) = O
(
m
λm(c0)
)
→ 0.
(Rappelons que X0 est hyperbolique, puis |λm(c0)| ≥ κ(1 + η)m.) Puisque Φk(w) =
f
m(k)
c (b(c)) et que limc→c0 φ
c(w) = φ(w) uniforme´ment sur tout compact de C, on
obtient
lim
k→∞
Φk(w) = lim
k→∞
fm(k)c
(
a(c) +
w
λm(k)(c)
+ o(ρk)
)
= φ(w).

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Remarque. Si on de´montre les convergences φk → φ et Φk → φ juste sur un disque,
la de´monstration est plus facile. En fait, φ′k(0) = 1 et on peut utiliser la normalite´
des fonctions univalentes sur D(δ). On a alors une version faible du Lemme 2.1(1).
Remarquons que la Proposition 4.3 ([Ha], [MM]) est une ge´ne´ralisation de cette version
faible.
2.3 Auto-similitude de J aux parame`tres faiblement hyperbo-
liques
Nous donnons ici une ge´ne´ralisation du The´ore`me 2.2(a). D’apre`s Ha¨ıssinsky [Ha],
on dit que c0 ∈ ∂M est faiblement hyperbolique s’il existe un d ∈ N et un r > 0 tels
que pour Dn := D(fnc0(c0), r) et la composante connexe D
′
n de f
−n
c0
(Dn) contenant c0,
deg(fnc0 : D
′
n → Dn) ≤ d pour un nombre infini de n ∈ N.
The´ore`me 2.7 (Auto-similitude de J) Soit c0 ∈ ∂M faiblement hyperbolique. Alors
il existe une fonction holomorphe non constante φ : D→ C avec φ(0) ∈ J = J(fc0) et
une suite ρk ∈ C∗ avec ρk → 0 telles que pour tout 0 < r < 1,[
ρ−1k (J − c0)
]
r
→ [φ−1(J)]r (k →∞)
dans la topologie de Hausdorff.
De´monstration. Par la Proposition 4.3 ([Ha], [MM]) de la section 4, il existe des
suites nk ∈ N avec nk → ∞ et ρk ∈ C∗ avec ρk → 0 telles que le polynoˆme
φk(w) = f
nk
c0
(c0+ρkw) converge vers une fonction holomorphe non constante φ : D→ C
uniforme´ment sur tout compact de D. En particulier, φ(0) = limk fnkc0 (c0) ∈ J , donc
φ−1(J) n’est pas vide. Du coup on peut appliquer la de´monstration du The´ore`me 2.2(a).

3 Lamination de Lyubich-Minsky
Dans cette section, nous donnons une construction de la lamination de Lyubich-
Minsky par le lemme de Zalcman.
Pour une fraction rationnelle f : Ĉ → Ĉ, M. Lyubich et Y. Minsky ont de´fini une
lamination Af par surfaces de Riemann. A` partir de Af , ils ont construit une lamina-
tion par 3-varie´te´s hyperboliques comme un analogue des 3-varie´te´s hyperboliques des
groupes kleiniens, et ils ont de´montre´ un the´ore`me de rigidite´ en utilisant des me´thodes
de ge´ome´trie hyperbolique. (Voir [LM] ou [KL, Chap. 3].)
L’ingre´dient principal de leurs laminations est un ensemble de fonctions me´romorphes
ge´ne´re´es par la dynamique inverse de f . On montre ici que si f ve´rifie une condition
(plus ge´ne´rale que la parabolicite´), on peut utiliser l’ensemble des fonctions me´romorphes
ge´ne´re´es par le lemme de Zalcman pour la famille F := {fn}n∈N.
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3.1 Construction de la lamination de Lyubich-Minsky
Soit f : Ĉ→ Ĉ une fraction rationnelle de degre´ au moins deux. On commence par
la construction de la lamination ALM (= Af ci-dessus) due a` Lyubich et Minsky.
Les orbites inverses re´gulie`res. On dit qu’une suite zˆ = (z0, z−1, z−2 · · · ) dans le
produit infini ĈN est une orbite inverse de f si f(z−n−1) = z−n pour tout n ∈ N. On dit
qu’une orbite inverse zˆ = (z−n) de f est re´gulie`re s’il existe un voisinage U0 de z0 tel
que la suite des ante´ce´dents ite´re´s · · · → U−2 → U−1 → U0 contenant l’orbite inverse
· · · 7→ z−2 7→ z−1 7→ z0 soit univalente sur U−n pour tout n assez grand.
Soit R ⊂ ĈN l’ensemble de toutes les orbites inverses re´gulie`res. Une composante
connexe par arcs de R est appele´e une feuille. La feuille contenant zˆ est note´e L(zˆ).
Les feuilles de R sont isomorphes a` C, D, ou a` un anneau ([LM, Lemma 3.3, Lemma
3.4]).
Soit RC l’ensemble de toutes les feuilles L(zˆ) de R isomorphes a` C. Par exemple,
si la suite (z−n) est donne´e par un cycle re´pulsif, on a L(zˆ) ' C. Si L(zˆ) ' C, il existe
une uniformisation φ : C→ L(zˆ) ([LM, §4]).
Fonctions de Lyubich-Minsky. Soit U l’espace de toutes les fonctions me´romorphes
non constantes de C. (La topologie de U est celle de la convergence uniforme sur les
compacts de C.) Nous conside´rons la classe suivante de fonctions dans U qui est tre`s
importante dans toute la suite.
Soit pi0 : zˆ = (z−n) 7→ z0 la projection sur Ĉ. Lorsqu’on a une uniformisation
φ : C→ L(zˆ), l’application ψ = pi0 ◦ φ est une fonction me´romorphe non constante de
C ; i.e., ψ est un e´le´ment de U . Pour une orbite inverse zˆ = (z−n) ∈ RC de f , on pose
LM(zˆ) := {ψ = pi0 ◦ φ ∈ U : ∃φ : C→ L(zˆ) uniformisation t.q. φ(0) = zˆ}
et LM := ⋃zˆ∈RC LM(zˆ). On dit qu’un e´le´ment ψ ∈ LM ⊂ U est une fonction de
Lyubich-Minsky (ou LM-fonction).
On note l’ensemble des applications affines (complexes) de C par Aff. Alors il n’est
pas difficile de s’assurer que LM satisfait
f ◦ LM = LM = LM ◦ Aff.
Plus pre´cise´ment, on a :
1. Si ψ ∈ LM, alors f ◦ ψ ∈ LM et il existe une ψ1 ∈ LM telle que ψ = f ◦ ψ1.
2. Si ψ ∈ LM et δ : C→ C est une application affine, alors ψ ◦ δ ∈ LM.
Construction de la LM-lamination. Pour construire la lamination de Lyubich-
Minsky, on conside`re plus ge´ne´ralement un sous-ensemble K 6= ∅ de U avec
f ◦ K = K = K ◦ Aff.
On de´finit alors une lamination AK comme suite : soit Û := UN l’ensemble des suites
de la forme
ψˆ := (ψ0, ψ−1, ψ−2, . . .)
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ou` ψ−n ∈ U pour tout n ∈ N. Notons K̂ l’ensemble des e´le´ments ψˆ = (ψ−n) de Û tels
que ψ−n ∈ K et f ◦ψ−n = ψ−n+1 pour tout n ∈ N. (En utilisant la proprie´te´ f ◦K = K,
on a K̂ 6= ∅.) Alors pour tout ψˆ = (ψ−n) ∈ K̂ il existe une orbite inverse zˆ = (z−n) telle
que ψ−n(0) = z−n pour tout n ∈ N.
On de´finit les relations d’e´quivalence suivantes sur U et Û : on dit que deux e´le´ments
φ et ψ de U sont C∗-e´quivalents s’il existe une constante a ∈ C∗ telle que φ(w) = ψ(aw)
pour tout w ∈ C. On dit aussi que deux e´le´ments φˆ et ψˆ de Û sont C∗-e´quivalents s’il
existe une constante a ∈ C∗ telle que φ−n(w) = ψ−n(aw) pour tous n ∈ N et w ∈ C.
On note U/C∗ et Û/C∗ les espaces quotients de U et Û par ces C∗-e´quivalences.
Soit AK l’adhe´rence de l’ensemble K̂/C∗ dans Û/C∗.
En fait, Lyubich et Minsky ont montre´ que Û/C∗ est un feuilletage par des orbifolds
dont les reveˆtements universels sont isomorphes a` C et que AK est une lamination par
des orbifolds du meˆme type [LM, §7].
Dans le cas ou` K = LM, on appelle ALM la lamination de Lyubich-Minsky ou
LM-lamination de la fraction rationnelle f . La 3-lamination hyperbolique de Lyubich-
Minsky de f est un espace fibre´ sur ALM.
Remarque. Le choix de K est important. Par exemple, dans le cas ou` K = LM, Lyu-
bich et Minsky ont montre´ que ALM est localement compact si f est semi-hyperbolique,
et ils l’ont utilise´ pour la de´monstration de leur the´ore`me de rigidite´. (La compacite´
locale n’est pas triviale, car l’espace U n’est pas localement compact.)
3.2 Lamination de Zalcman
Dans la construction de la lamination AK ci-dessus, on peut prendre pour K l’en-
semble des fonctions me´romorphes ge´ne´re´es par le lemme de Zalcman, et ceci permettra
de construire une autre lamination, la lamination de Zalcman. En fait, la lamination
de Lyubich-Minsky est une sous-lamination de la lamination de Zalcman (The´ore`me
3.2).
Fonctions de Zalcman. Soient f une fonction rationnelle avec deg f ≥ 2, et z0 6=∞
un point dans l’ensemble de Julia J = J(f). D’apre`s Steinmetz [Ste], on dit qu’un
e´le´ment ψ ∈ U est une fonction de Zalcman (ou Z-fonction) de f en z0 si ψ est une
limite de la suite donne´e par le lemme de Zalcman (Lemme 0.1) pour la restriction de
F = {fn}n∈N au voisinage de z0. Plus pre´cise´ment, il existe des suites ρk → 0, zk →
z0, nk →∞ telles que fnk(zk + ρkw) converge vers ψ(w) quand k →∞ uniforme´ment
sur tout compact de C.
Soit Z(z0) = Zf (z0) l’ensemble des fonctions de Zalcman de f en z0. Quand∞ ∈ J ,
on de´finit Z(∞) par
Z(∞) := {1/φ : φ ∈ ZF (0)},
ou` F est la fraction rationnelle de´finie par F (z) := 1/f(1/z). Alors l’ensemble des
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fonctions de Zalcman de f est donne´ par
Z :=
⋃
z0∈J
Z(z0).
Remarque. Dans le lemme de Zalcman, les fonctions de la forme ψk(w) = f
nk(zk +
ρkw) ne sont pas essentielles pour repre´senter la limite ψ = limψk ∈ Z − Z(∞). Par
exemple, on peut remplacer ψk par f
nk(zk + ρkw + ek(w)) ou` ek(w) = o(ρk) sur tout
compact de C. Cela sugge`re qu’on peut repre´senter toute φ ∈ Z comme une limite de
fnk ◦ Tk(ρkw) ou` Tk : Ĉ→ Ĉ est une rotation sphe´rique telle que Tk(0) = zk.
Invariance de Z. Il n’est pas difficile de montrer :
Proposition 3.1 L’ensemble Z ⊂ U satisfait
f ◦ Z = Z = Z ◦ Aff.
Une de´monstration de cette proposition se trouve dans [Ste].
Lamination de Zalcman. En vertu de la Proposition 3.1, on peut poser K = Z
dans la construction de la lamination AK ci-dessus. On appelle AZ la lamination de
Zalcman ou Z-lamination de f . Alors la Z-lamination contient la LM-lamination :
The´ore`me 3.2 L’ensemble LM est un sous-ensemble de Z. On a donc l’inclusion
ALM ⊂ AZ .
Pour la de´monstration on utilise une caracte´risation de LM-fonctions :
Proposition 3.3 (Caracte´risation de LM-fonctions) Soient zˆ = (z−n)n≥0 une or-
bite inverse de f et ψ une fonction me´romorphe non constante de C. Alors les assertions
suivantes sont e´quivalentes :
(1) zˆ ∈ RC et ψ ∈ LM(zˆ).
(2) Il existe des suites nk ∈ N, ρk ∈ C∗ avec ρk → 0, et des rotations sphe´riques
Tk : Ĉ→ Ĉ avec Tk(0) = z−nk telles que
ψk(w) := f
nk ◦ Tk(ρkw)
converge vers ψ(w) sur tout compact de C.
En vertu du [KL, Lemma 3.6], on sait que (1) implique (2). En fait, on utilise seulement
l’implication (1) =⇒ (2) dans la de´monstration du The´ore`me 3.2.
De´monstration. (Proposition 3.3) Il suffit de montrer que (2) =⇒ (1). Supposons
qu’il existe des suites nk →∞, ρk → 0, et des rotations sphe´riques Tk avec Tk(0) = z−nk ,
et la fonction fnk ◦ Tk(ρkw) converge vers ψ sur tout compact de C. Comme ψ(w) =
limk f
nk ◦ Tk(ρkw) et la famille {fnk ◦ Tk(ρkw)}k∈N est normale, pour tout m ∈ N la
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famille {fnk−m ◦ Tk(ρkw)}k∈N est normale aussi. Ainsi on peut trouver une fonction
ψ−m ∈ U telle que fm ◦ ψ−m = ψ. En particulier, ψ−m(0) = fnk−m(z−nk) = z−m.
Le degre´ local deg(fm, z−m) est uniforme´ment borne´, car
deg(ψ, 0) = deg(fm, z−m) deg(ψ−m, 0) ≥ deg(fm, z−m).
Donc l’orbite inverse zˆ est re´gulie`re.
Ensuite on montrera zˆ ∈ RC : pour a ∈ C posons δa(w) := w + a. Alors (ψ−m ◦
δa)m∈N ∈ Û , et l’application h : a 7→ (ψ−m ◦ δa(0))m∈N est une application holomorphe
non constante de C sur L(zˆ). Comme les feuilles de R sont isomorphes a` C, D, ou a`
un anneau, L(zˆ) doit eˆtre isomorphe a` C. On a donc zˆ ∈ RC.
Maintenant on peut prendre une uniformisation φ : C→ L(zˆ) avec φ(0) = zˆ. Posons
ψ˜ := pi0 ◦φ ∈ LM(zˆ). En utilisant [KL, Lemma 3.6], on peut trouver une suite ρ˜k ∈ C∗
telle que ψ˜(w) = limk g˜k(w) avec g˜k(w) := f
nk ◦ Tk(ρ˜kw).
Posons gk(w) := f
nk ◦Tk(ρkw) et λk := ρk/ρ˜k tels qu’on a gk(w) = g˜k(λkw). Comme
les suites gk et g˜k ont leurs limites non constantes ψ et ψ˜, λk converge vers un λ ∈ C∗.
Ainsi on a ψ(w) = ψ˜(λw) ou` ψ˜(λw) ∈ LM(zˆ), et on obtient donc ψ ∈ LM(zˆ). 
De´monstration du The´ore`me 3.2. Soit ψ une LM-fonction. Il existe donc une
orbite inverse zˆ = (z−n)n≥0 ∈ RC telle que ψ ∈ LM(zˆ). Si la suite {z−n}n≥0 a un point
d’adhe´rence dans J = J(f), on a clairement ψ ∈ Z par la Proposition 3.3, (2). Sinon
tout point d’adhe´rence est un point pe´riodique attractif ou contenu dans un domaine
de rotation. Dans ces deux cas, toute limite de ψk(w) = f
nk ◦Tk(ρkw) est une fonction
de C sur l’ensemble de Fatou. Mais c’est contradictoire avec le the´ore`me de Picard. 
3.3 Co¨ıncidence
Il semble possible que l’adhe´rence de LM dans U et celle de Z co¨ıncident, mais on
n’a pas de preuve. On montre ici une condition suffisante pour les e´galite´s Z = LM
et AZ = ALM. En d’autres termes, cette condition permet de construire la lamination
de Lyubich-Minsky a` partir du lemme de Zalcman.
Grande orbite univalente. La grande orbite univalente UGO(z0) de z0 est l’en-
semble des points ζ ∈ Ĉ tels que fm(z0) = fn(ζ) pour des entiers m,n ∈ N et tels
qu’il existe une branche g de f−n ◦ fm de´finie dans un voisinage de z0 avec g(z0) = ζ
et g′(z0) 6= 0.
Soit P l’ensemble post-critique de f , i.e., l’adhe´rence des orbites critiques.
The´ore`me 3.4 (Co¨ıncidence des laminations) Si f ve´rifie la condition (∗) sui-
vante, on a l’e´galite´ Z = LM :
(∗) Pour tout z0 ∈ J , il existe un z′0 ∈ UGO(z0)− P .
En particulier, la Z-lamination AZ co¨ıncide avec la LM-lamination ALM.
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Par exemple, toute fraction rationnelle hyperbolique satisfait la condition (∗). Un peu
plus ge´ne´ralement, cette condition est satisfaite si la fraction rationnelle est parabo-
lique (i.e. J n’a pas de point critique). Une classe d’exemples inte´ressante de fonctions
satisfaisant (∗) est celle des polynoˆmes quadratiques infiniment renormalisables. (Voir
Proposition 3.7.) Donc dans ces cas, on peut construire la LM-lamination a` partir du
lemme de Zalcman.
Mais la condition (∗) n’est pas ve´rifie´e si f est un polynoˆme de Chebychev ou un
exemple de Latte`s. (Par exemple, posons f(z) = z2− 2 et z0 = 2.) Si on a J = P , alors
f ne ve´rifie pas (∗) aussi.
Pour de´montrer le the´ore`me, on montre :
Lemme 3.5 Pour tous z0 ∈ J et ζ0 ∈ UGO(z0), on a Z(z0) = Z(ζ0).
De´monstration. En utilisant une conjugaison, nous pouvons supposer que z0 et ζ0
ne sont pas ∞. Prenons une fonction ψ(w) = limk→∞ fnk(zk + ρkw) ∈ Z(z0) avec
nk → ∞, zk → z0, et ρk → 0. Soit g la branche univalente de f−n ◦ fm telle que
g(z0) = ζ0. Par un the´ore`me de Koebe, on a g(z) = ζk + Ak(z − zk) + o(z − zk) ou`
ζk = g(zk) et Ak = g
′(zk)  g′(z0) 6= 0 pour tout k  0. Par suite
fnk ◦ g−1 ◦ g(zk + ρkw) = fnk−m+n(ζk + Akρkw + o(ρk))
dans tout compact du w-plan. Comme ζk → ζ0 quand k →∞, on obtient ψ ∈ Z(ζ0).

Ensuite on montre :
Lemme 3.6 Pour tout ζ0 ∈ J − P , l’ensemble Z(ζ0) est un sous-ensemble de LM.
De´monstration. Soit ψ(w) := lim fnk(ζk + ρkw) ∈ Z(ζ0) avec nk →∞, ζk → ζ0, et
ρk → 0. Supposons d’abord qu’on puisse extraire une sous-suite telle que ζk ∈ J pour
tout k ∈ N. L’ensemble de Julia J peut eˆtre arbitrairement approche´ par f−m({z})
dans la topologie de Hausdorff quand z ∈ J et m → ∞. Donc on peut choisir un
point z0 ∈ J et une orbite inverse zˆ = (z−m) tels que pour tout k il existe un mk ∈ N
suffisamment grand par rapport a` nk tel que z−nk = f
mk−nk(z−mk) = ζk + o(|ρk|). (Car
J n’a pas de point isole´.)
Comme ζ0 /∈ P par hypothe`se, il existe un disque D0 centre´ en ζ0 et une branche
univalente gk : D0 → Ĉ de f−(mk−nk) telle que gk(z−nk) = z−mk . Le multiplicateur
λk := g
′
k(ζ0) satisfait lim inf λk = 0 par la normalite´ de {gk|D0}. Fixons un r > 0
arbitrairement grand. Pour tout k  0 (assez grand), le disque Dk := D(ζk, r|ρk|) est
contenu dans D0 et z−nk ∈ Dk. Par un the´ore`me de Koebe, pour tout z ∈ gk(Dk), on
a |z − z−mk | = O(ρkλk). Donc on peut e´crire fmk−nk |gk(Dk) comme Z = fmk−nk(z) =
z−nk + ak(z− z−mk) +O(ρ2kλ2k) avec ak  λ−1k →∞ (en utilisant le the´ore`me de Koebe
encore une fois). Par suite, on a gk(Z) = z−mk + (Z − ζk)/ak + o(|ρk/ak|) et
ψ(w) = lim fmk ◦ gk(ζk + ρkw) = lim fmk(z−mk + ρk/ak(w + o(1))).
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On obtient donc ψ ∈ LM.
Ensuite, supposons que ζk /∈ J pour tout k ∈ N assez grand. Soit Rk := dist C(ζk, J).
Si Rk > r|ρk| pour tous r > 0 et k assez grand, l’ensemble de Fatou contient le disque
Dk = D(ζk, r|ρk|), et donc ψ est une fonction de C sur l’ensemble de Fatou. C’est
contradictoire avec le the´ore`me de Picard. Donc il existe un r0 > 0 et un nombre infini
de k tels que Rk ≤ r0|ρk| → 0 (k → ∞). Prenons ζ ′k ∈ J avec |ζk − ζ ′k| = Rk. Soit
δk := ζk − ζ ′k. Comme |δk/ρk| = Rk/|ρk| ≤ r0, on peut trouver un a ∈ D(r0) et une
sous-suite de {k} avec δk/ρk → a quand k →∞. Alors
fnk(ζ ′k + ρk(w + a)) = f
nk(ζ ′k + ρk(w + δk/ρk + o(1))) = f
nk(ζk + ρkw + o(ρk))
et on a donc limk→∞ fnk(ζ ′k + ρkw) = ψ(w − a). Comme ζ ′k ∈ J et ζ ′k → ζ0, on obtient
ψ(w − a) ∈ LM, et donc ψ(w) ∈ LM. (Rappelons que LM = LM ◦ Aff.) 
De´monstration du The´ore`me 3.4. Comme LM ⊂ Z (le The´ore`me 3.2), il suffit
de montrer que Z(z0) ⊂ LM pour tout z0 ∈ J . Supposons que la fonction f ve´rifie la
condition (∗) et fixons z0 ∈ J avec z′0 ∈ UGO(z0)−P . Alors on obtient le the´ore`me en
posant ζ0 := z
′
0 dans ces deux lemmes. 
Question. Le proble`me suivant n’est pas encore re´solu : Sous quelle condition
ne´cessaire et suffisant a-t-on l’e´galite´ Z = LM (ou AZ = ALM) ?
Remarquons que, en fait, la condition ζ0 ∈ UGO(z0) du Lemme 3.5 n’est pas
optimale pour avoir Z(z0) = Z(ζ0). Voir [Ste, Theorem 4]. Donc on peut remplacer (∗)
par une condition un peu plus faible (mais plus complique´e !).
3.4 Polynoˆmes quadratiques infiniment renormalisables
On donne une de´monstration de :
Proposition 3.7 Les polynoˆmes quadratiques fc(z) = z
2 + c infiniment renormali-
sables satisfont la condition (∗). Donc on a ALM = AZ .
De´monstration. Supposons que f(z) = z2 + c est infiniment renormalisable. Comme
tout les points pe´riodiques de f sont re´pulsifs et l’ensemble post-ctirique P ne contient
pas les points pe´riodiques (voir [Mc1, Thm. 8.1]), il existe un voisinage U du point fixe´
re´pulsif β ∈ J de f avec U ∩ P = ∅. Donc il existe un n ∈ N tel que J ⊂ fn(U).
Pour z0 ∈ J , s’il existe un w0 ∈ U tel que fn(w0) = z0 et (fn)′(w0) 6= 0, alors
w0 ∈ UGO(z0) − P . Sinon fn(w0) = z0 et (fn)′(w0) = 0. Dans ce cas il y a un entier
k ≤ n tel que z0 est l’image du point critique z = 0 par fk. On peut alors trouver une
renormalisation g = fp|V ′ : V ′ → V avec z0 ∈ V ′ b V , dont le petit ensemble de Julia
J0 =
⋂
j≥0 g
−j(V ) ( J satisfait fp(J0) = J0 ; z0 ∈ J0 ; et P ⊂
⋃p
i=1 f
i(J0). (Voir par
exemple [Mc1, §10.1].) Alors J0 ou f(J0) ne contient pas la valeur critique f(0) = c, et
il existe un des composantes L de f−1(J0) ou f−1(f(J0)) tel que L 6= f i(J0) (1 ≤ i ≤ p)
et L ∩ P = ∅. Donc on peut trouver un z′0 ∈ L avec f(z′0) = z0 ou f(z′0) = f(z0), et
z′0 ∈ UGO(z0)− P . 
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3.5 Une question de Steinmetz
Dans [Ste], Steinmetz pose plusieurs questions sur l’espace Z des Z-fonctions. Une
de ses questions est la suivante : Pour une fonction f donne´e, peut-on de´terminer l’en-
semble {ζ ∈ J : Z = Z(ζ)} ? Comme un corollaire de la de´monstration du The´ore`me
3.4, on donne une condition suffisante pour que l’ensemble soit J :
The´ore`me 3.8 Si f satisfait (∗) du The´ore`me 3.4, alors on a Z = Z(ζ) pour tout
ζ ∈ J .
C’est une ame´lioration du [Ste, Thm.5].
De´monstration. Par le Lemme 3.5, pour tout z0 ∈ J , il existe un ζ0 ∈ (J − P ) ∩
UGO(z0) avec Z(z0) = Z(ζ0).
Fixons un point arbitraire ζ dans l’ensemble de Julia. Alors on peut prendre l’orbite
inverse zˆ = (z−n) comme dans la de´monstration du Lemme 3.6 telle que z−mk converge
vers ζ. Par suite Z(z0) = Z(ζ0) ⊂ Z(ζ). En prenant la re´union sur tous les points
z0 ∈ J , on obtient Z ⊂ Z(ζ). L’autre inclusion est e´vidente. 
4 Caracte´risations de points coniques
Ensuite on conside`re des points coniques dans l’ensemble de Julia pour une fraction
rationnelle f de degre´ au moins deux. Il y a plusieurs de´finitions des points coniques
(voir [Pr]), et chacune d’elles est lie´e a` la proprie´te´ d’expansion dans l’ensemble de
Julia. Dans cette section, on compare la notion de point conique de´finie par Lyubich
et Minsky [LM], avec celle par Martin et Mayer [MM] dans le contexte unifie´ des
laminations.
4.1 Points LM-coniques
Dynamique sur la lamination. Les points coniques de Lyubich-Minsky sont de´finis
en terme de la dynamique sur la LM-lamination ALM. Il existe une action inversible
f̂ : Û → Û de´finie par f̂ : (ψ−n) 7→ (f ◦ ψ−n). Les LM- et Z-laminations he´ritent de
cette action, note´e f̂ : ALM → ALM et f̂ : AZ → AZ . (En fait, la projection canonique
de Û sur Û/C∗ et la post-composition par f sont commutatifs pour tout e´le´ment de
Û .)
Pour tout [ψˆ] ∈ Û/C∗ avec un repre´sentant ψˆ = (ψ0, ψ−1, . . .) ∈ Û , la valeur ψ0(0)
dans Ĉ ne de´pend pas du choix du repre´sentant. On dit que l’application pˆi : Û/C∗ → Ĉ
de´finie par pˆi([ψ]) := ψ0(0) est la projection. Remarquons que la dynamique f̂ : Û/C∗ →
Û/C∗ est semi-conjugue´e a` la dynamique originale f : Ĉ→ Ĉ par pˆi.
Points LM-coniques. En analogie avec les groupes kleiniens, Lyubich et Minsky ont
de´fini les points coniques dans ALM ∩ pˆi−1(J), ou` J = J(f) :
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De´finition. (Points coniques dans la lamination, [LM, §8]) Un point z˜ dans
ALM∩ pˆi−1(J) est appele´ conique si l’orbite {z˜, f̂(z˜), f̂ 2(z˜), . . .} a un point d’adhe´rence
dans ALM.
Dans cet article, nous appliquons cette de´finition a` la Z-lamination AZ a` la place
de ALM. (Comme elles co¨ıncident souvent par The´ore`me 3.4.) De plus, on de´finit les
points coniques dans l’ensemble de Julia :
De´finition. (Points coniques de Lyubich-Minsky, modifie´s) Un point z0 dans
l’ensemble de Julia est appele´ LM-conique s’il existe un e´le´ment z˜ ∈ AZ tel que pˆi(z˜) =
z0, et tel que l’orbite {z˜, f̂(z˜), f̂ 2(z˜), . . .} ait un point d’adhe´rence dans AZ .
Pour distinguer d’autres de´finitions de point conique, on dit que le point conique
ci-dessus est LM-conique, et on note ΛLM ⊂ J l’ensemble des points LM-coniques.
Une proprie´te´ importante de ΛLM est :
The´ore`me 4.1 (Lyubich-Minsky, rigidite´ de ΛLM) Si ΛLM d’une fraction ration-
nelle f a un champ de droites invariant, alors f est un exemple de Latte`s.
Pour les terminologies, voir par exemple [Ha, MM]. Pour la de´monstration, voir [LM,
Prop. 8.9]. (Malgre´ l’usage de AZ a` la place de ALM, la de´monstration est la meˆme.)
Lyubich et Minsky ont aussi montre´ que toute fraction rationnelle semi-hyperbolique
(convexe co-compacte dans leur terminologie) satisfait J = ΛLM et on a la rigidite´ sur
l’ensemble de Julia.
Autres caracte´risations des points LM-coniques. On donnera d’autres caracte´risations
importantes de ΛLM :
The´ore`me 4.2 (Points LM-coniques) Pour z0 ∈ J , les assertions suivantes sont
e´quivalentes :
(LM1) il existe une fonction φ ∈ Z(z0) de la forme
φ(w) = lim
k→∞
fnk(z0 + ρkw)
ou` la convergence est uniforme sur tout compact de C.
(LM2) z0 est LM-conique.
(LM3) pour tout e´le´ment z˜ ∈ AZ avec pˆi(z˜) = z0, l’orbite {z˜, f̂(z˜), f̂ 2(z˜), . . .} a un
point d’adhe´rence dans AZ .
Si z0 =∞ dans (LM1), on utilise F (z) = 1/f(1/z) au lieu de f .
De´monstration. D’abord on montre (LM2) =⇒ (LM1) : supposons que z˜ ∈ AZ
satisfasse f̂nk(z˜) → ζ˜ ∈ AZ . Soient ψˆ = (ψ−n) et φˆ = (φ−n) des repre´sentants de z˜ et
ζ˜ dans Û . Alors il existe λk ∈ C∗ tel que pour tout N ∈ N fixe´,
fnk ◦ ψ−N ◦ λk → φ−N (k →∞)
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uniforme´ment sur tout disque D ⊂ C. (Ici λk est l’application λk : w 7→ λkw.) Si
λk  1, il existe un ouvert U tel que U ∩ J 6= ∅ et U ⊂ ψ−N ◦ λk(D) pour tout k  0
(ou` N est fixe´), et donc on n’a pas la convergence ci-dessus. Par suite λk tend vers 0.
Posons N = 0. Alors il existe un A0 6= 0 et p ≥ 1 tels que ψ0(z) = z0 +A0zp + o(zp)
pre`s z = 0 et on a donc
ψ0(λkw) = z0 + A0λ
p
kw
p + o(λpk)
dans D pour tout k  0. Du coup
φ0(w) = lim
k→∞
fnk ◦ ψ0 ◦ λk(w) = lim
k→∞
fnk(z0 + A0λ
p
kw
p).
Donc il existe φ(w) = limk→∞ fnk(z0 + ρkw) ∈ Z(z0) avec ρk = A0λpk → 0 et φ0(w) =
φ(wp).
Ensuite on montre (LM1) =⇒ (LM3). Prenons z˜ ∈ AZ avec pˆi(z˜) = z0 et un de ses
repre´sentants ψˆ = (ψ−n) ∈ Û . Alors on a
ψ0(w) = z0 + A0w
p + o(wp)
pre`s de w = 0. On peut supposer que A0 = 1 en remplac¸ant le repre´sentant ψˆ par
ψˆ ◦ A1/p0 . Par hypothe`se, il existe une φ(w) = limk fnk(z0 + ρkw) ∈ Z ou` nk → ∞,
ρk → 0. On a donc
lim
k→∞
fnk ◦ ψ0 ◦ ρ1/pk (w) = lim
k→∞
fnk(z0 + ρkw
p + o(ρk)) = φ(w
p) =: φ0(w)
dans tout grand disque. En d’autres termes, la suite {fnk ◦ψ0 ◦ρ1/pk }k∈N ⊂ Z converges
vers φ0(w) ∈ U . Comme l’espace AZ est ferme´, la suite [fnk ◦ ψ0] ∈ AZ converge vers
[φ0] ∈ AZ dans la topologie de U/C∗. On peut appliquer le meˆme argument a` tout
ψ−n, et ainsi on peut trouver une limite de f̂nk(z˜) dans AZ .
Enfin, l’implication (LM3) =⇒ (LM2) est e´vidente. 
Remarque. D’apre`s la de´monstration tout point d’adhe´rence de l’orbite {f̂n(z˜)}n∈N
dans (LM3) a un repre´sentant de la forme φ−m(wp) = limk→∞ fnk−m(z0+ρkwp). Comme
Lyubich et Minsky ont remarque´, cela est conside´re´ comme un effet de la varie´te´ stable
locale de la dynamique f̂ : Z → Z.
4.2 Points MM-coniques
The´ore`me de Ha¨ıssinsky-Martin-Mayer sur la rigidite´. Il y a un ame´lioration du
the´ore`me de Lyubich-Minsky duˆ a` Ha¨ıssinsky [Ha], Martin et Mayer [MM]. D’abord
on pre´sente une autre de´finition du point conique dans [MM]. (L’importance de la
condition ci-dessous e´tait aussi remarque´e par Astala-Ha¨ıssinsky [Ha] et Steinmetz
[Ste].)
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De´finition. (Points coniques de Martin-Mayer) On dit qu’un point z0 6= ∞
dans l’ensemble de Julia est MM-conique s’il existe des suites nk ∈ N et ρk ∈ C∗
avec ρk → 0 telles que la fonction ψk(w) = fnk(z0 + ρkw) converge vers une fonction
me´romorphe non constante ψ : D→ Ĉ uniforme´ment sur tout compact de D.
On dit aussi que z0 =∞ est MM-conique si 0 est un point MM-conique de la fraction
rationnelle F (w) = 1/f(1/w). (Alors la notion de point MM-conique est invariante par
des changements de coordonne´es.) On note ΛMM l’ensemble des points MM-coniques.
Remarquons que cette de´finition est une variante de (LM1). La diffe´rence essentielle
est que le domaine de ψ = limψk ne doit pas eˆtre C.
Proposition 4.3 (Caracte´risation topologique des points MM-coniques) Pour
z0 ∈ J , les assertions suivantes sont e´quivalentes :
(MM0) il existe un d ∈ N et un r > 0 tels que pour Dn := B(fn(z), r) et la
composante connexe D′n de f
−n(Dn) contenant z0, deg(fn : D′n → Dn) ≤ d pour
un nombre infini de n ∈ N.
(MM1) z0 est MM-conique.
On note ici B(x, r) le disque sphe´rique de rayon r dont le centre est x. Pour la
de´monstration, voir [Ha, MM]. Comme (MM1) est plus faible que (LM1), on a
Proposition 4.4 ΛLM ⊂ ΛMM .
L’implication (LM2) =⇒ (MM0) est e´quivalente a` la proposition, et de´ja` remarque´
dans [LM, Prop.8.7].
Voici une ame´lioration du The´ore`me 4.1 ([Ha, Prop. 5.2] and [MM, Thm.1.2]) :
The´ore`me 4.5 (Rigidite´ par Ha¨ıssinsky, Martin-Mayer) Si ΛMM d’une fraction
rationnelle f a un champ de droites invariant, alors f est un exemple de Latte`s.
Dans la suite, pour comparer les de´finitions de point conique on introduit un nouvel
espace topologique dans l’esprit de la lamination de Lyubich-Minsky.
4.3 Espace des germes et points MM-coniques
L’espace des germes. Nous essayons de modifier la construction de la Z-lamination.
L’ide´e essentielle est  la topologie des germes  introduite par [KL]. (On peut aussi
trouver une ide´e similaire dans [BS].) Soit V l’ensemble des fonctions me´romorphes non
constantes de´finies (au moins) dans un disque centre´ a` l’origine. Nous conside´rons tout
e´le´ment ψ ∈ V comme un germe en 0, donc on ignore son domaine maximal.
On dit qu’une suite ψn ∈ V converge vers ψ ∈ V s’il existe un disque D centre´ a`
w = 0 tel que ψ|D et ψn|D soient de´finies pour tout n 0, et que ψn converge vers ψ
uniforme´ment dans D.
Soit f une fraction rationnelle. E´videmment f ◦ ψ(w) ∈ V et ψ(aw) ∈ V pour tous
a ∈ C∗ et ψ ∈ V . On a donc une action f◦ : V → V , et le quotient V/C∗ est bien de´fini.
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Nous conside´rons maintenant Z comme un sous-ensemble de V . On de´finit l’espace
des germes de Zalcman par l’adhe´rence de Z/C∗ dans V/C∗, note´ par GZ . C’est-a`-dire
que GZ est l’ensemble de tous les germes ge´ne´re´s par le principe du lemme de Zalcman.
(On peut construire l’espace des germes dans VN/C∗ avec une dynamique inversible,
mais la caracte´risation de points MM-coniques dans le The´ore`me 4.6 sera presque la
meˆme.)
Un me´rite de cet espace est d’e´tendre la condition de la convergence dans U . En fait,
dans U la convergence est celle sur le plan C, mais dans V un disque D est suffisant.
De plus, son rayon est changeable, car on prend le quotient par l’action de C∗.
Caracte´risation de points MM-coniques. Enfin, on montre :
The´ore`me 4.6 (L’analogue du The´ore`me 4.2) Pour z0 ∈ J les assertions sui-
vantes sont e´quivalentes :
(MM1) z0 est MM-conique.
(MM2) Il existe un e´le´ment ψ ∈ V avec ψ(0) = z0 tel que pour z˜ := [ψ] ∈ GZ ,
l’orbite {z˜, f(z˜), f 2(z˜), . . .} ait un point d’adhe´rence dans GZ .
(MM3) Pour tout z˜ = [ψ] ∈ GZ avec ψ(0) = z0, l’orbite {z˜, f(z˜), f 2(z˜), . . .} a un
point d’adhe´rence dans GZ .
De´monstration. La de´monstration est parfaitement analogue a` celle du The´ore`me
4.2. On doit seulement remplacer C, le domaine de de´finition des fonctions, par un
disque centre´ a` l’origine. 
Remarque. On peut donner une de´monstration du The´ore`me 4.5 en suivant le meˆme
argument que celui du The´ore`me 4.1 ([LM, Proposition 8.9]) dans le contexte des
germes.
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