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ABSTRACT 
We present a sequence of progressively better lower bounds for the *?ectral 
radius of a nonnegative matrix. Each element of the sequence is a function of the 
spectral radius of the geometric symmetrization of a power of the matrix, as defined 
by Schwenk. Each element provides a better approximation to the spectral radius than 
the elements in the sequences provided by other authors. 
1. INTRODUCTION 
Let A be a (nonsymmetric) nonnegative n X n matrix, denoted A > 0. 
Schwenk [7] ad Kolotilina [4] showed that 
r( S( A)) < r( A), (I) 
where Y-(A) is the spectral radius of A, and S(A) = (sij) is the “geometric” 
symmetrization of A, i.e. sij = &. Clearly, if A is a nonnegative 
symmetric matrix, then S(A) = A. It also follows that for any nonsingular 
n X n diagonal matrix D, one has S( DAD-‘) = S(A) [+I. 
Let y(A):= min, Cj aij, let yk:= [r( A”)]‘- , and let Ed:= 
[eTS( A2”)e/n]2-“, where eT = (1, 1, . . , 1). Yamamoto [ll] showed that 
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See also the generalization of Hall and Spanier [3], and see Marek and Varga 
[6] for other nested bounds of this type. Kolotilina [4] showed that 
8” Q F, =s .*- < 6-k < r(A). (2) 
Let pk:= r(S( A2’))“~‘. The purpose of this paper is to establish the 
following sequence of lower bounds for the spectral radius of a nonnegative 
matrix: 
po Q p1 6 ... < pk <r(A). 
This sequence is in general computationally more expensive than that in (21, 
but it converges faster. In fact, we show that 
with &k = pk if and only if S( A’“) is a (row) stochastic matrix. Moreover, as 
the example at the end of the paper illustrates, pz is often a very good 
approximation to r(A), and there is no need to compute further elements of 
the sequence. 
2. RESULTS 
Let x > 0 and x > 0 denote nonnegative and positive vectors, respec- 
tively. The following result can be found in Marek and Szyld [S]. 
LEMMA 2.1. Let T > 0, and let x B 0 be such that TX - (YX B 0. Then 
r(T) 2 (Y. Moreover, if Tx - (YX > 0 then r(T) > CY. 
We present now our main result. 
THEOREM 2.2. Let A > 0, and let pk = r(S( A2’)j2-‘. Then 
PO G Pl Q ... d Pk < r(A). (3) 
Moreover, if A is diagonally similar to a symmetric matrix, i.e., if DAD-’ is 
symmetric with D diagonal, then equality holds throughout. 
Proof. We first note that from (1) it follows that r(S( A2”)) d r( A2”) = 
r( A)2*, which implies & < r(A). Let p = p. = r(S( A)). To prove (3) it 
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suffices to show that 
r(S( A’)) B pp. (4) 
Let x > 0 be such that 
S(A); see e.g. [lo]. Then 
1st A2bli 
where the inequality (5) 
S( A)x = px, i.e., the Frobenius eigenvector of 
= C ( Cnikukj)1’2( $“jkaki)1’2xj 
.i k 
> c C(ai,,aki)1’2(n”jajl)i’2Xj (5) 
i k 
= pkakiy2 ~(nkjajk)1’2xj 
j 
= F t”ika’ki) 
yq - pex,, 
follows directly from the application of Cauchy- 
Schwartz inequality. The desired result (41 follows now from Lemma 2.1. If 
DAD-’ is symmetric, D diagonal, then p. = r(S( AN = r(S( DAD-‘)) = 
r( DAD-‘) = r(A). ??
LEMMA 2.3. L.et A 2 0. L.et & = T(S(A~‘))~-‘, and let +I= 
[ erS( A2k)e/n]2-k, where eT = (1, 1, . . , 1). Then, 
Moreover, .!+ = pk if and only if the row sums of S( A2”) are all equal to one. 
Proof. The second inequality in (6) was already proved in Theorem 2.2. 
For the first, note that eTS(A2k) e / n is a Rayleigh quotient of the symetric 
matrix S( Azk); see e.g. [lo]. Therefore eTS(A2 >e/n < r(S(A2 )>, with 
equality only the case that e is the Frobenius eigenvector of S( A2’). The 
relation (6) and the lemma follow. ??
We end the paper with an example from Kolotilina [4]. Consider the 
following matrix: 
1 1 2 
[ 1 2 13. 2 3 5 
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Kolotilina [4] showed that &k is a better approximation to r-(A) = 7.5311 
than the other lower bounds from the literature, such as those by Deutsch 
[l], Deutsch and Wielandt [2], and Szulc [8, 91. The bounds discussed in this 
paper yield .sr = 6.6095, pr = 7.5141, .se = 7.0641, pz = 7.5311. All values 
were rounded to five sigrrifkant figures. 
The author would like to thank Richard S. Varga for bringing Kolotilina’s 
work to his attention, for constant encouragement, and for helpful discussions. 
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