We give a bijection between the symmetric group S n , and the set of standard Young tableaux of rectangular shape m n , m ≥ n, that have order n under jeu de taquin promotion.
Introduction
Fix positive integers m ≥ n, and let be either the m × n rectangle, or the n × m rectangle. The promotion map ∂ : SYT → SYT defines an action of ( , +)
on the set of standard Young tableaux of shape . For T ∈ SYT( ), ∂ T is computed by deleting the entry 1 from T , decrementing each entry by 1, rectifying, and finally adding an entry mn in the lower-right corner. The interest in this action stems from its connections to geometry and representation theory, and its striking combinatorial properties, (see [2, 9, 11, 15, 16] ).
Let r := {T ∈ SYT | ∂ r T = T } denote the set of tableaux whose order under promotion divides r. By a theorem of Haiman [5] , ∂ mn T = T for all T ∈ SYT ; hence r is empty if r is coprime to mn. It is also not hard to see that r is empty for r < n. The minimal orbits of promotion, therefore, have order n.
The action of promotion on SYT exhibits a cyclic sieving phenomenon, as defined in [14] : we have | r | = F (ζ r ), where F (q) is a q-analogue of the hook length formula for |SYT |, and ζ is a primitive (mn) th root of unity. The quantity F (ζ r ) appears in a number of other places in representation theory and combinatorics, which proffers a variety of avenues of proof for this cyclic sieving theoerm. It was first proved by Rhoades using Kazhdan-Lusztig theory [11] . Subsequently other proofs were found using representation theory of SL n [16] , and the geometry of the Grassmannian [9] and the affine Grassmannian [2] . Simpler, more combinatorial proofs are known in special cases when n = 2, 3 [8] . The survey [12] discusses of a number of related results. However, at present there is no known combinatorial proof in general, nor any proof that gives an effective description of the sets r . The purpose of this paper is to give an explicit combinatorial construction of the orbits in n , i.e. the minimal orbits of promotion. Using Rhoades' cyclic sieving theorem, one can compute that | n | = n!. Our main result gives a bijection between the symmetric group S n and n . Under this bijection promotion corresponds to right-multiplication by the n-cycle (1 n n−1 . . . 2). There are a number of arbitrary choices involved in constructing the bijection, and much of the proof is concerned with showing that the construction is in fact well-defined.
Choose a skew shape λ + /λ − ⊂ , consisting of n boxes 1 , 2 , . . . , n , such that i+1 is strictly above and strictly right of i , for i = 1, . . . , n − 1. We call λ + /λ − a diagonal of , (see Figure 1 ). For each permutation w ∈ S n , we define a tableau T λ + w of shape λ + , using a procedure similar to rectification. In the following algorithm, T is a tableau under construction. If is a box of λ + , we write ∈ λ + , and T [ ] denotes the entry of T in box . Algorithm A is an extension of the procedure for computing the insertion tableau of w via rectification. As we slide empty boxes of λ − through T , we also refill the boxes of λ + /λ − . Since the new entries are all greater than n, the subtableau of T λ + w formed by entries 1, . . . , n will be the insertion tableau of w. An example of the algorithm is given in Figure 2 . Note that T one cannot easily deduce one from the other. We discuss some of the difficulties in Section 5.
Similarly, we define a tableau T /λ − w of shape /λ − , using reverse slides.
Algorithm B. INPUT:
A permutation w ∈ S n . Begin with T [ i ] := w(i) + (m − 1)n, for i = 1, . . . , n, and all boxes of /λ + unfilled; while shape(T ) = /λ − do Let µ ⊂ /λ − be the unfilled boxes to the right of T ; Choose any corner box of µ; Let T ′ be the tableau obtained by reverse-sliding through T ; If final position of the sliding path is i , then set T
An example is given in Figure 3 . Since Algorithm B is essentially "Algorithm A turned upside-down", Theorem 1 implies that the definition of T /λ − w is independent of choices. We combine these two constructions to produce a tableau T w of shape : for each box ∈ , let
For example, for w = 3142, m = 6, we combine the tableaux in Figures 2 and 3 Since the definition of T w is piecewise, it is not immediately clear that this is always a sensible construction. We will show that the constructions in Algorithms A and B agree on the diagonal, i.e. T λ + w
. . , n. This is the first step in proving: Theorem 2. T w is a standard Young tableau. Moreover, the definition of T w is independent of the choice of diagonal λ + /λ − .
Our main result states that this construction gives the minimal orbits of promotion. (ii) If w, w ′ ∈ S n and w(i) = w
We have w ∈ S n , and T w = T . In particular w → T w is surjective.
The rest of this paper is organized as follows. In Section 2 we develop a reduction strategy for proving Theorems 1 and 2. This strategy is implemented in Section 3, where we prove two lemmas: the first reducing the problem to one we can solve, and the second solving it. All three theorems are proved in Section 4. Finally, in Section 5 we discuss some additional facts that are true, and some that we would like to be true. 
Strategy
To prove Theorem 1, we need to formulate it in a slightly different way. is independent of U ∈ SYT(λ − ).
The steps of a rectification-type algorithm can be performed in a variety of different but equivalent orders. In particular, instead of sliding the entries of U through T , from largest to smallest, one can reverse-slide the entries of T though U, from smallest to largest, (see [1] for full details). Figure 4 illustrates this in the context of Algorithm A, using the example from Figure 2 .
This perspective not only gives a reformulation of Algorithm A, but allows us generalize it to inputs that are not permutations. Let σ = σ 1 σ 2 σ 3 . . . be an infinite sequence, with σ k ∈ {1, . . . , n} for k = 1, 2, 3, . . . . We construct a sequence We use this sequence to define a function δ , and δ
Strictly speaking, Algorithm C is not a proper algorithm, in that it does not terminate; however, we are really only interested in a finite part of
For w ∈ S n , define w * to be the repeating sequence
. . a n a 1 a 2 . . . a n a 1 a 2 . . . , where a 1 a 2 . . . a n is the word representing w −1 in one line notation (i.e. a i = w −1 (i) for i = 1, . . . , n). The following proposition precisely states the relationship between Algorithms A and C. 
Proof. The first two statements are simply a more precise formulation of the remarks at the beginning of this section. For the third, note that the k th term of w * is equal to
th term in this sequence is the smallest k such that k = i . The former is w(i) + n · δ U w * (i), and the latter is T U w
Partially order the boxes of λ + : let ≤ ′ if ′ is both weakly right of and weakly above .
Proof. This follows from the fact that the jeu de taquin preserves horizontal (and vertical) strips.
For a sequence a 1 a 2 a 3 . . . with terms from a partially ordered set (e.g. the numbers {1, . . . , n} or the boxes of λ + ), define the strict Knuth transformations to be the operations κ k (a 1 a 2 
. . is a sequence of boxes, this generalizes of the notion of dual equivalence on tableaux [5] .
Proposition 6. Let σ be a sequence with terms from
) is defined, and
. . , and let U 0 , U 1 , U 2 , . . . be the sequence of tableaux produced in Algorithm C. Let U σ = 1 2 3 . . . , and U 0 , U 1 , U 2 , . . . be the corresponding objects for σ.
denote the standard Young tableau with entries 1, 2, and 3, in boxes , ′ and ′′ respectively. The pair of tableaux
) also form a dual equivalence class, which implies that the three-term sequences ( k , k+1 , k+2 ) and ( k , k+1 , k+2 ) are related by a strict Knuth transformation. This proves (i), and (ii) is straightforward.
This leads to our strategy for proving Theorems 1 and 2, which is outlined in the next proposition. For the second statement in Theorem 2 we will need to consider how the constructions in Algorithms A and B are related for different choices of diagonal. is independent of U ∈ SYT(λ − )). therefore it is enough to show that the latter two are equal. Since w * is equivalent to σ there is a sequence κ k 1 , κ k 2 , . . . , κ k M of strict Knuth transformations such that In the next section we will construct a suitable σ for each permutation w, enabling us to prove Theorems 1 and 2. The construction of σ is based on the cyclage operation of Lascoux and Schützenberger [7] . The following two facts will be used to establish equivalence: respectively. Since these words have the same insertion tableau, they are related by a finite sequence of elementary Knuth transformations, and since a i = a j for i = j, each of these is a strict Knuth transformation. It follows that w * can be transformed into any sequence of the form b n a 1 a 2 . . . a n a 1 a 2 . . . a n a 1 a 2 
Descent sequences
Recall that i ∈ {1, . .
. , n − 1} is a descent of w if w(i) > w(i + 1); if w(i) < w(i + 1)
, then i is an ascent of w. Let id ∈ S n denote the identity element, and let w 0 ∈ S n denote the long word. The major index of w is defined to be the sum of the descents of w. For example, id is the unique permutation with major index 0, w 0 is the unique permutation with major index n(n − 1)/2.
Lemma 10. Let d 1 > d 2 > · · · > d t be the descents of w in decreasing order, and let d i = 0 for i > t. Then w * is equivalent to the sequence
Proof. For a permutation w ∈ S n define ε w ∈ {1, . . . , n} and permutations w, w ′ ∈ S n as follows. 
By Proposition 8, w * is equivalent to w * = ε w , (w ′ ) * . Using this argument repeatedly, w * is equivalent to the sequence
Let M (w) be the major index of w 0 ww 0 , which is equal to (n − d 1 ) + · · · + (n − d t ). Suppose w = id. Then ε w > 1. Since w(ε w ) = 1, and w ′ (ε w ) = n, ε w −1 is a descent of w and an ascent of w ′ . If ε w < n, then ε w is an ascent of w and a descent of w ′ . For i / ∈ {ε w −1, ε w }, i is a descent of w if and only if i is a descent of w ′ . It follows from these remarks that M (w 
.. by deleting the first occurrence of ε w . With this in mind, it follows readily from Proposition 9 that (ε w , σ d
Lemma 11. Assume that n is the number of columns of
.
.. be the sequence in (1) . 
(i)
λ
(ii) If C i is the length of the i th column of λ + , then
Proof. We introduce the notation
Thus
, and write
To prove (i), we need to show that e [i, j] = i for all i, j. We will do this by strong induction on j.
Fix j ≥ 0. Assume that e [i,s] 
We will prove the following:
by Proposition 5 we have [ 
. Because of the order in which the slides are performed, [i+1, j ′ ] cannot be above [i, j] and in the same column. It follows that e [1,
, which proves (a). Since all boxes 1 , . . . , [p, j] are in the first p columns, any box [i, j ′ ] which is not in the first p columns must be in the first row. In particular this applies when i > p, which proves (b). If p ′ = n, then (c) follows immediately from (a). To complete the proof of (i),
Consider sequence obtained from σ by changing the subsequence of length 2p starting at σ [1, j] 
This transformation can be realized as
where
is the composition of strict Knuth transformations that moves b i next to a i . For example, K 1 performs the following sequence of transformations:
Here we have recorded only the subsequence of length 2p starting at [1, j] -the remaining terms are unaffected by these transformations.
) is defined, and by Proposition 5, each strict Knuth transformation must produce a sequence with the correct descent pattern. Using these two facts, one can deduce (by a straightforward inductive argument) that for all r = 1, . . . , p − 1, the corresponding subsequence of
) must be of the form by replacing α q i replaced by β i for i = 1, . . . , r. In particular, when r = p − 1, we have γ p > β p ; thus γ p = α p , and q i = i for all i. This shows that
The descent pattern of this sequence establishes that α i > β i , which proves (c).
For (ii), suppose that C i th occurrence of i in the sequence c 1 c 2 c 3 . . . occurs at [s, i]. Since the subsequence c [1, j] c [2, j] . . . 
Proofs
We now prove Theorems 1, 2 and 3.
Proof of Theorem 1. Since the result is symmetrical with respect to rows and columns, we may assume, without loss of generality, that n is the number of columns of . By Lemma 10 and Lemma 11(i), w * is equivalent to a sequence σ such that λ + σ is well-defined. The theorem therefore follows from Proposition 7(i).
Proof of Theorem 2. Again, assume, without loss of generality, that n is the number of columns of . Using Lemma 10, Lemma 11(ii), Proposition 7(ii), and Proposition 4, we compute that 
Note that m + 1 − C i is the length of column n + 1 − i in λ ∨ − , and n−d 1 < n−d 2 < · · · < n−d t are the descents of w 0 ww 0 . We compute:
i.e. T It is clear that Algorithm D is equivalent to Algorithm A: when / ∈ λ + nothing happens; when ∈ λ + /λ − we create the intial entries of T ; when ∈ λ − we proceed exactly as before.
Suppose
. Thus ∆ ik ≥ 0 if and only if the sliding path of ∂ : ∂ k−1 T → ∂ k T , passes through i , and ∆ ik = −1 otherwise. The former can happen for at most one value of i. Since ∂ n T = T ,
Therefore, for each i, there must be at least one k such that ∆ ik ≥ 0. It follows that for each k there is exactly one i such that ∆ ik ≥ 0, and for each i there is exactly one k such that ∆ ik ≥ 0. From this we see that if ∆ ik ≥ 0 then ∆ ik = n − 1, and therefore, for all k ≥ 0,
For k = 1, . . . , mn, construct a tableau T k by starting with ∂ k T , subtracting mn − k from all entries, and deleting any entries for which the result is less than or equal to 0. Let µ k be the shape formed by the unfilled boxes of T k . Thus T 0 is empty, µ 0 = , this idea, and none of them appear to work. We do not know how to construct an invariant of Algorithm A, analogous to the Knuth class of the reading word. In particular, the intermediate tableaux in Algorithm A are not produced by ordinary jeu de taquin in any seemingly obvious way. This makes it difficult to prove Theorem 3, if one takes Theorem 12 as the definition of T w .
Another way in which our situation behaves quite differently from ordinary rectification concerns dual equivalence. Consider a generalization of Algorithm C, in which we allow U ∈ SYT(λ − /µ) to be a skew shape, but otherwise the algorithm is performed the same way. This generalization does not have the property that , which, indeed, has order 3 under promotion. This is very suggestive, but it is unclear what to do with the proof of Theorem 3, when m < n. In the thesis [10] , the second author observed that a procedure based on rectification can be used construct the set mn/2 , when one of m, n is even. In this case, other bijections are known, (see [9, Proposition 3.10]); however it is not obvious that they are equivalent. This provides a new perspective, and gives further hints that the methods introduced in this paper may apply beyond the case of minimal orbits.
