In this paper, we describe the performance and accuracy of the P 2 M 2 tree code. The P 2 M 2 tree code is a highaccuracy tree code based on the pseudoparticle multipole method (P 2 M 2 ). P 2 M 2 is a method to express multipole expansion using a small number of pseudoparticles. The potential field of physical particles is approximated by the field generated by the pseudoparticles. The primary advantage of the P 2 M 2 tree code is that it can use Gravity Pipe (GRAPE) special-purpose computers efficiently for high-accuracy calculations. Although the tree code has been implemented on GRAPE, it could not handle terms of the multipole expansion higher than dipole, since GRAPE can calculate forces from point mass particles only. Thus, the calculation cost grows quickly when high accuracy is required. In the P 2 M 2 tree code, the multipole expansion is expressed by particles, and thus we can evaluate high-order terms on GRAPE. We implemented the P 2 M 2 tree code on both MDGRAPE-2 and a conventional workstation and measured the performance. The results show that MDGRAPE-2 accelerates the calculation by a factor between 20 (for low accuracy) and 200 (for high accuracy). Even on general-purpose programmable computers, the P 2 M 2 tree code offers the advantage that the mathematical formulae, and therefore the actual program, are much simpler than that of the direct implementation of multipole expansion, although the calculation cost becomes somewhat higher.
INTRODUCTION
The calculation of the gravitational force is the most expensive part of almost all N-body simulations. If we use a naive direct summation algorithm, the cost of force calculation per time step grows as OðN 2 Þ, where N is the number of particles. This is because gravity is a long-range interaction and each particle interacts with all other particles. The calculation cost of the direct summation algorithm can be unacceptably high for large N.
In some cases, we can use approximate algorithms to reduce the cost of force calculation. The Barnes-Hut tree code (Barnes & Hut 1986 ) is one such algorithm that reduces the calculation cost from OðN 2 Þ to OðN log N Þ. In this tree code, forces from distant particles are grouped and replaced by multipole expansions. More distant particles are organized into larger groups, so that the truncation error of the expansion is similar everywhere. A hierarchical tree structure is used to form groupings efficiently.
Even with the tree code, the cost of force calculation is still high, and it dominates the total calculation cost. In order to improve the performance of the tree code, a number of studies have been done, particularly on parallel computers (Warren & Salmon 1992; Holt & Singh 1995; Dubinski 1996; Blackston & Suel 1997; Warren et al. 1997; Yahagi, Mori, & Yoshii 1999; Springel, Yoshida, & White 2001; Becciani & Antonuccio 2001) .
Our group has been exploring an alternative approach, which is to develop a special-purpose hardware for the force calculation. The hardware, which we call GRAPE (Gravity Pipe; Sugimoto et al. 1990; Makino & Taiji 1998) , has hardwired pipelines specialized for the calculation of gravitational force. It works in cooperation with a general-purpose computer (host computer). The host computer does everything except for the force calculation. Figure 1 illustrates the basic structure of a GRAPE system.
For small-N (say, N < 10 5 ) systems, the direct summation algorithm on GRAPE systems works efficiently. The GRAPE system offers the speed of force calculation 10 2 -10 3 times faster than that of contemporary general-purpose computers of the same price.
For large-N systems, the direct summation becomes expensive even with GRAPE hardware. In this case we can use GRAPE with the tree code. The application of GRAPE to the tree code is introduced by Makino (1991) . Athanassoula et al. (1998) and Kawai et al. (2000) give its performance on GRAPE-3 and GRAPE-5, respectively. In these articles, they used GRAPE with tree codes based on Barnes's modified algorithm (1990) . The speed-up factor they obtained with GRAPE is 30-50, depending on the performance of the host computer and the communication.
Although GRAPE can accelerate the tree code significantly, its application has been limited to simulations in which the requirement for accuracy is modest. Since GRAPE can only calculate forces from point mass particles, we have not been able to handle terms of the multipole expansion higher than a dipole. Thus, the calculation cost grows quickly when high accuracy is required.
In this paper we introduce a high-accuracy tree code that runs on GRAPE and discuss its performance. Our tree code is based on the pseudoparticle multipole method (P 2 M 2 ; Makino 1999; Kawai & Makino 2001) , a method to express multipole expansion using a small number of pseudoparticles. This method approximates the potential field of physical particles by the field generated by a small number of pseudoparticles. The masses and positions of pseudoparticles are determined so that they have the same expansion coefficients as the corresponding physical particles up to the specified order. With the P 2 M 2 tree code, we can use GRAPE to evaluate terms of the multipole expansion of an arbitrary order, since these terms are expressed by particles. Thus, for higher accuracy, the speed-up factor of our method to the dipole code becomes larger. The crossover is achieved at a rather low accuracy (around 0.5% for the relative force error). Therefore, our method is useful for a wide range of applications.
Even on general-purpose programmable computers, the P 2 M 2 tree code offers the advantage that the mathematical formulae, and therefore the actual program, are much simpler than that of the direct implementation of multipole expansion. Although the calculation cost becomes somewhat higher, simplicity is an important characteristic since it implies that performance tuning and parallelization are easier.
The structure of this paper is as follows: in x 2 we briefly describe the tree code. In x 3, we give the formulation of P 2 M 2 . In x 4, we describe the implementation of the P 2 M 2 tree code. In x 5, we show the result of numerical tests on the accuracy and performance. In x 6, we show examples of dynamical simulations and discuss the accuracy and performance of them. Section 7 is devoted to discussion. In x 8, we summarize this paper.
BARNES-HUT TREE CODE
In tree code, the forces from a group of distant particles are approximated by multipole expansions. Hierarchical tree structure is used for grouping of the particles.
Here we summarize the calculation procedure following Hernquist (1987) . First we construct an oct-tree structure by hierarchical subdivision of the space. The division procedure starts from the root node (root cell) of the tree which corresponds to a cube covering the entire system. The procedure is repeated until all leaf cells contain only one or zero particles.
In the next step we calculate the multipole expansions for all nonleaf cells. The calculation begins from the parents of the leaf cells and continues to the root cells ascending the tree structure. For a cell whose children are all leaves, the multipole expansion at its center is directly calculated from the distribution of the particles (leaves) in it. The expansion of a higher level cell is calculated from the expansions of its children. For each child cell, the center of the expansion is shifted to the center of the parent. All shifted expansions are then summed up at the center of the parent cell. Note that in most of the existing implementations of tree code only up to the quadrupole term is retained, and the center of mass is used as the center of expansion.
Then we calculate the total force on each particle. Starting from the root cell, we recursively traverse the tree structure collecting the force from cells (Barnes & Hut 1986 ). We examine whether the cell in question is well separated from the particle or not. If the cell is well separated, the multipole expansion of the cell is evaluated at the position of the particle and added to the total force on the particle. In the case of a leaf cell, the force from the particle in it is used instead of the multipole expansion. If the cell is not well separated, we descend the tree to resolve the current cell into child cells and then recursively examine each child in the same way. The condition that a cell is well separated is expressed as l=d < . Here l is the side length of the cell, d is the distance between the center of mass of the cell and the particle, and is the opening angle that controls the accuracy. Leaf cells are always considered to be well separated.
The calculation cost of tree code is OðN log N Þ, since the particle sees larger cells as distance becomes larger. Here N is the number of particles in the system.
The tree code is widely used in astrophysics, in particular where accuracy requirement is modest. Most of the existing implementations of tree code use only up to the quadrupole moment, and the calculation cost rises quickly when high accuracy is required. The implementation detail is given in Hernquist (1987 Hernquist ( , 1990 and Barnes (1990) .
For the implementation on GRAPE hardware, see Makino (1991) and Athanassoula et al. (1998) . They used vectorized versions of tree algorithms based on Barnes's modified algorithm (1990) . With the modified algorithm, we can use GRAPE more efficiently than with the original algorithm. In the original algorithm, tree traversal is performed for each particle. In the modified algorithm, tree traversal is performed for a group of neighboring particles and an interaction list is created. GRAPE calculates the force from particles and nodes in this interaction list to particles in the group.
The modified tree algorithm reduces the calculation cost of the host computer by roughly a factor ofn g , wheren g is the average number of particles in groups. On the other hand, the amount of work on GRAPE increases as we increasen g , since the interaction list becomes longer. There is, therefore, an optimal value ofn g at which the total computing time is minimum (Makino 1991) . The optimal value ofn g depends on various factors, such as the relative speed of GRAPE and its host computer, the opening angle, and number of particles.
In practice, the grouping of particles is performed by hierarchical subdivision of the cell, similar to the tree construction procedure described above. We start the subdivision of the cell from the root cell and continue the division until all leaf cells contain fewer than n crit particles, where n crit is a parameter that controls the value ofn g . We regard these leaf cells as the groups of neighboring particles. According to Makino (1991) ,n g is well approximated by the relation
if n crit is in the range of 10 P n crit P N =100. For a typical combination of one processor board of the latest GRAPE and a single-CPU host computer,n g ¼ 2000 is close to optimal and thus we use n crit ¼ 8000 for this case.
PSEUDOPARTICLE MULTIPOLE METHOD
In P 2 M 2 , we determine the masses and positions of pseudoparticles so that they exactly reproduce the coefficients of the multipole expansion of real (physical) particles up to a given order. Conceptually, in order to obtain such a distribution, first we calculate the expansion coefficients from the distribution of physical particles. We then solve the inverse problem to obtain the masses and positions of pseudoparticles. In the following, we describe a practical procedure to obtain the distribution of the pseudoparticles. In x 3.1 we first describe the procedure to express quadrupole moment using three particles. Then in x 3.2 we generalize the procedure to higher order.
Quadrupole Moment with Pseudoparticles
In Cartesian coordinates, the multipole expansion of the potential due to N particles is expressed as
The mass M j and the position R j of pseudoparticles must be determined so that they give the same È up to a given order p.
In general, the expansion up to the pth order has ð p þ 1Þ 2 independent terms. Since each pseudoparticle has four degrees of freedom (one for mass and three for position), theoretically we can reproduce the expansion using
pseudoparticles. Here dxe denotes the minimum integer not smaller than x. In order to express multipole expansion of order p ¼ 0, we need K min ð0Þ ¼ 1 pseudoparticle. We must position the particle so that M 1 and R 1 reproduce the first term (monopole term) on the right-hand side of equation (2). For this purpose we can set the mass M 1 ¼ M , where M is the total mass of physical particles. At least formally, the position of the pseudoparticle can be anywhere. In Figure 2 , for example, we place them at their origin. In practice, we would never use zeroth-order expansion since we can achieve a first-order accuracy with one particle, as we will see below.
For p ¼ 1, M j and R j must reproduce the first and the second term (dipole term) on the right-hand side of equation (2). We can satisfy this condition by placing a single pseudoparticle with mass M at the center of the mass of physical particles, r cm (see Fig. 2b ), as is done with the original BarnesHut treecode.
For p ¼ 2, the minimum number of pseudoparticles necessary is K min ð2Þ ¼ 3. In the following, we will see whether we can actually construct the distribution of three pseudoparticles that reproduces the multipole expansion up to quadrupole.
In order to reproduce the first and the second terms, the total mass of the pseudoparticles should be M and their center of mass should be located at r cm . This is achieved by making their total mass M and center of mass r cm the same as that of physical particles. In the following, we use a coordinate system shifted so that r cm ¼ 0.
Pseudoparticles should have the same quadrupole tensor 
as physical particles in order to reproduce the third term in equation (2). By definition, A is symmetric and traceless. Therefore, we can choose the coordinate axes so that A is diagonalized. In this coordinate system, A is expressed as
We can choose a 1 and a 2 so that the relation
Obviously, all three pseudoparticles should be on the x-y plane. Now our problem is reduced to determining the masses and positions of three particles on the x-y plane so that they give the quadrupole moment tensor of the form in equation (5).
There are variety of ways to satisfy this requirement. Here we give just one example.
We still have three extra degrees of freedom, since we can change the masses and positions of two particles on the x-y plane freely, and we have only three constraints. In our procedure, we set the masses as
These masses reproduce the first term of the equation (2). Now we have only one extra degree of freedom left. We use it by setting the x component of R 1 to 0. Now we can determine the position vectors as follows: 
where and are defined as
Note that both and are guaranteed to be real numbers. As we have already mentioned, this solution is not unique. For example, if we set the y component (instead of x) of R 1 to 0, we obtain another solution that attains the same order of accuracy. 
Higher Order Generalization: Use of Spherical Design
Here we describe the generalization of P 2 M 2 for multipole expansion of higher order. Using the procedure described in the previous section, we can express multipole expansion up to quadrupole, with the minimum number of pseudoparticles theoretically required. However, the described procedure depends closely on the nature of the quadrupole-moment tensor, and it is not clear how we can extend this procedure to higher orders. Makino (1999) proposed a different approach based on the orthogonality of spherical harmonics. His approach gives a systematic procedure in order to obtain the distribution for an arbitrary order. Since his procedure needs a rather large number of pseudoparticles, it is not efficient when the required accuracy is modest. It, however, may be useful for calculations that require very high accuracy. In the following, we describe his procedure. Note that we use spherical coordinates for mathematical convenience.
The multipole expansion of the potential ÈðrÞ is expressed as 
where m i and r i ¼ ðr i ; i ; i Þ are the masses and positions of the particles, and the asterisk (*) denotes the complex conjugate. In order to express the expansion ÈðrÞ up to pth order, the mass M j and the position R j ¼ ðR j ; j ; j Þ of pseudoparticles must satisfy
for all ð p þ 1Þ 2 combinations of l and m in the range of 0 l p and Àl m l. Here K is the number of pseudoparticles. From equations (11) and (12), we obtain
for 0 l p and Àl m l. The mass M j and the position R j of pseudoparticles are obtained as the solution of this equation. Now the problem is how we solve this equation. Equation (13) has ð p þ 1Þ 2 variables, and each pseudoparticle has four degrees of freedom (one for the mass and three for the position). Thus, from the point of view of the degrees of freedom, the necessary number of pseudoparticles is given by equation (3). However, it is rather difficult to solve equation (13) directly for large p with the minimum number of pseudoparticles, because it is a nonlinear equation. As we have seen in x 3.1, we can easily solve the equation for p < 2, but it becomes rather tedious for p ¼ 2, and so far we cannot solve it for p > 2. In addition, it is not clear whether or not an acceptable solution exists for arbitrary distribution of physical particles.
The key idea of Makino's approach is to fix the positions of pseudoparticles and adjust their masses only. Equation (13) is nonlinear for the positions R j but is linear for the masses M j . Thus, if we fix the positions, the equations becomes linear. On the other hand, the necessary number of pseudoparticles increases, since the degrees of freedom assigned to each pseudoparticle are reduced from four to one.
In order to simplify the mathematics further, we restrict the distribution of pseudoparticles to the surface of a sphere centered at the origin. With this restriction, the coefficients of multipole expansion generated by the pseudoparticles are expressed as
where a is the radius of the sphere. If we consider the limit of infinite K, equation (14) is replaced by
Here S is the surface of a unit sphere and is the continuous mass representation of pseudoparticle. In this limit, the mass distribution is obtained by the inverse transform of spherical harmonics expansion as follows:
If we can discretize -in other words, if we can find a distribution of pseudoparticles over which numerical integration retains the orthogonality of spherical harmonics up to pth order-the mass of pseudoparticles is obtained as the inverse transform of equation (14). A distribution of pseudoparticles which conserves the orthogonality of the spherical harmonics is given by the spherical t-design (McLaren 1963; Hardin & Sloane 1996) . The spherical t-design is a set of K points R j on the surface of the unit sphere, which satisfies
for any polynomial of degree at most t, f t . Table 1 lists the number of points K required to express spherical t-design of given orders.
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Using the spherical design, we can discretize equation (16) as
This equation gives the masses M j of pseudoparticles from the expansion coefficients of physical particles m l . In order to convert the distribution of physical particles to the pseudoparticles, first we calculate the expansion coefficients m l using equation (11), and then we calculate the masses M j of pseudoparticles using equation (18). In practice, we do not need to calculate the expansion coefficients. We can directly calculate the masses M j from the masses m i and the positions r i ðr i ; i ; i Þ of physical particles. Combining equations (11) and (18), M j is expressed as
This expression seems to be complicated and computationally expensive, but we can simplify this expression using the addition theorem of spherical harmonics:
Here ij is the angle between r i and R j , and P l is the lth Legendre polynomial. Applying this theorem to equation (19), we obtain the formula to give M j from m j and r i :
The force calculation procedure of the P 2 M 2 tree code is almost the same as that of the original Barnes-Hut tree code without P 2 M 2 . The difference is that the P 2 M 2 tree code evaluates the forces from cells using pseudoparticles, while the tree code uses the multipole expansion. In the following, we describe the calculation procedure of the P 2 M 2 tree code, focusing on the difference from the original tree code.
First we construct an oct-tree structure. In the tree code, the root cell is hierarchically subdivided until all leaf cells contain only one or zero particles. In the P 2 M 2 tree code, we stop the subdivision at some point so that the total calculation cost is minimized. If we stop the subdivision at an early stage, the calculation cost of the hierarchical subdivision becomes small, while the cost of the force calculation becomes large. When a leaf cell is not well separated from the evaluation point, we cannot descend the tree structure. We need to evaluate the force directly from the particles in the cell. Contribution from such a cell increases the total number of particle-particle interactions. As we increase the subdivision level, the cost of the subdivision process increases, while the cost of the force calculation decreases. Here note that we should stop the subdivision before the number of physical particles becomes less than the number of pseudoparticles K required for P 2 M 2 expansion. Otherwise, we would be trying to express fewer than K physical particles by K pseudoparticles. This is clearly pointless. Instead, we evaluate the force from each particle directly, in order to reduce the number of particle-particle interactions.
In practice, we stop the subdivision when the number of particles in the cell is smaller than a given parameter n div . It is clear that we should set n div to be larger than K to avoid unnecessary subdivision. However, it is difficult to estimate the optimal n div theoretically. It depends on various factors such as p, , the speed of cell division, and the speed of force calculation. In order to find out the appropriate value of n div , we measured the calculation time on a workstation with and without GRAPE. The hardware configuration is the same as that shown in x 5. We randomly distributed 10 6 particles in a spherical region and calculated the force from these particles with different values of n div in the range of 2K n div 32K. The optimal n div varied for different combinations of p and . The differences in the calculation time with n div in the range of 4K n div 8K were smaller than 5% for any combination of p and in the range of 1 p 3 and 0:2 0:5. In the following, we fix n div to 8K. We prefer larger values of n div from the point of view of memory requirements. With larger n div , the number of the cell is smaller, and the necessary memory to store the data of the cells is saved.
In the next step we calculate the masses and positions of pseudoparticles for all cells. The calculation begins from the leaf cells and continues to the root cells ascending the tree structure. For a leaf cell, the distribution of pseudoparticles are directly calculated from the distribution of physical particles in it. As the center of P 2 M 2 expansion, we use the center of mass of the cell. For a higher level cell, the distribution of pseudoparticles is calculated from that of its children. For the conversion from the pseudoparticles in child cells to the ones in the parent cell, we can use the same formula as we used for the conversion from physical particles. In practice, we calculate the masses and positions of pseudoparticles only for cells that contain more than K particles.
Then we calculate the total force on each particle. The force from a cell is defined as the summation of the forces from the pseudoparticles of the cell.
ACCURACY AND PERFORMANCE
We present the results of numerical tests of the P 2 M 2 tree code. For tests on a conventional workstation, we used a Compaq DS20E (Alpha 21264, 667 MHz). For tests on GRAPE, we used one MDGRAPE-2 processor board (16 processors, 192 Gflops) connected to the DS20E. Here MDGRAPE-2 (Narumi, Kawai, & Koishi 2001; Susukita et al. 2003 ) is one of the latest hardware of the GRAPE series. It is primarily developed for molecular dynamics simulation and has additional function to the original GRAPEs, so that it can handle forces that do not decay as 1/r 2 , such as Van der Waals force. However, in our test we use MDGRAPE-2 only to calculate gravitational force and potential. The additional functions are not necessary for our purpose.
In x 5.1 we discuss the accuracy of the force calculated with P 2 M 2 for a single particle. In x 5.2 we discuss the accuracy of forces exerted from particles in one cell. In x 5.3 we discuss the accuracy of forces exerted from all particles in the system and discuss the relation between the accuracy and the calculation cost. In x 5.4 we discuss the dependence of the accuracy and the cost on the number of particles.
Accuracy of the Force Exerted from One Particle
We compare the accuracy of the potential calculated with P 2 M 2 and that with the multipole expansion for one particle on the workstation. We put one particle at r 0 ¼ ð0.5, 0, 0) in spherical coordinates and expanded its potential with P 2 M 2 . The pseudoparticles are distributed on the surface of a sphere of radius a centered at the origin. In Figure 3 , the relative error e of the potential È evaluated at point r ¼ ðr; r ; r Þ is plotted as a function of r for both P 2 M 2 and the multipole expansion. The relative error e is defined as the difference from the exact potential:
e ¼È ðrÞ À ÈðrÞ ÈðrÞ :
HereÈðrÞ is the potential calculated with P 2 M 2 and multipole expansion and ÈðrÞ is the potential directly calculated as 1=jr À r 0 j. We can see that their agreement is quite good, and the error decays as r Àð pþ1Þ as theoretically predicted. One practical problem with P 2 M 2 is how we choose the sphere radius a. In order to determine the appropriate value of a, we estimated the dependence of the error on the radius a. The relative error of the potential is expressed as
where e trunc , e round , and e alias are the error due to truncation of the multipole expansion, rounding off of the mass of the pseudoparticles, and aliasing of the potential of pseudoparticles, respectively. These terms are given by
where f denotes the rms relative error of the 64-bit floating point format. For the derivation procedure of equations (24)- (26), see the Appendix. In order to make the aliasing effect e alias small, we should make the sphere radius a as small as possible. On the other . The relative error of potential generated by one particle at r 0 is plotted against the distance from the origin to the evaluation point r. The position of r 0 is (0.5, 0, 0) in spherical coordinates. The position of r is (r, r , r ), where the direction ( r , r ) is (/2, 0), (/2, /4), (/4, 0), and (/4, /4), for top left, top right, bottom left, and bottom right, respectively. From top to bottom, the six curves are for p ¼ 1, 2, 3, 4, 5, and 6. The radius of the sphere a is 0.2.
hand, if we make a too small, the round-off error e round becomes larger and total error increases.
To determine the optimal a, we plotted e as a function of a. Figure 4 shows the result. Theoretical estimates given by equations (23)- (26) and measured values are shown.
For small a (a P 10 À2 ), the error becomes large for p ¼ 6, because of the round-off of the mass of the pseudoparticle. For smaller a, we can see the effect of the round-off error also for smaller p.
For large a (a k 0:5), the measured error is smaller than the theoretical estimate, except for the case of p ¼ 1. This means our model (see Appendix) overestimates the error. However, we do not try to resolve this discrepancy since our model gives the correct upper bound. In practice, the aliasing error is almost always negligibly small.
The accuracy achieved with the radius in the range of 0:05 P a P 0:5 is small and independent of a. Thus, the radius we used in the previous test (a ¼ 0:2) was appropriate. Hereafter, we fix the sphere radius to a ¼ 0:2.
Accuracy of the Force Exerted from One Cell
We measured the accuracy of the force from one cell on the workstation. Here we discuss its dependence on the number of particles. We put one cubic cell with sides of unit length at the origin and uniformly distributed N c equal-mass particles in the cell. We expanded the force field due to these N c particles with P 2 M 2 . In Figure 5 , the error of the force evaluated at point r ¼ ðr; =4; =4Þ is plotted as functions of N c for r ¼ 2 and 10/3. The distance of the evaluation point r ¼ 2 and 10/3 are chosen to reproduce opening angles ¼ 0:5 and 0.3, respectively.
The behavior of the error shown in Figure 5 is understood as follows: in general, the error is dominated by the contribution from the moment of the lowest order of the truncated multipole expansion. For uniform distribution in a cube, however, the quadrupole moment ( p ¼ 2) and odd moments higher than quadrupole ( p ¼ 3, 5, 7, . . .) vanish in the limit of infinite N c . In this limit, the error is dominated by the lowest nonvanishing moment.
For small N c (P10 2 ), the error scales as N À1=2 c of order p ¼ 1, 2, 4, and 6. This error is due to the lowest moment of the truncated expansion. The lowest moment remains large as a result of the random fluctuation of the particle positions. As N c increases, this moment decreases and the contribution from the lowest nonvanishing moment becomes dominant. As a result, the error for p ¼ 1, 2, and 3 converges on the same Fig. 4 .-Potential error is plotted against the radius of the sphere a. The potential due to a single particle located at r 0 is evaluated at r. The distance between r 0 and the origin is 0.5. The distance between r and the origin, r, is 2.0 for the left panel and 5.0 for the right panel. From left to right, the six solid curves are for measured value of order p ¼ 1, 2, 3, 4, 5, and 6. The plotted errors are averaged over 100 trials, and the orientation of r 0 and r are randomly chosen for each trial. Dotted curves are for theoretical estimates given by eqs. (24)- (26). value for large N c (k10 3 ). The error of order p ¼ 4 and 5 also converges for the same reason.
The dependence of the error on is understood by the fact that the lowest nonvanishing moment scales as , where is the order of the lowest nonvanishing moment. For small N c , ¼ p þ 1 and the error scales as pþ1 . For large N c , ¼ 4 for p ¼ 1, 2, and 3 and the error scales as 4 . The behavior of larger p (>3) is understood in the same way.
Accuracy of the Total Force
We calculated the force from all particles in the system using P 2 M 2 tree code. Here we discuss the relation between the accuracy and the calculation cost.
We uniformly distributed 262,144 equal-mass particles in a unit sphere. We measured the relative error e and calculation cost c for various combinations of and p. The error e is defined as the difference from the exact force, averaged over all the particles:
Heref i is the force calculated with P 2 M 2 tree code and f i is the exact force calculated with direct summation algorithm. The calculation cost c is defined as the average number of (pseudo) particle-particle interactions evaluated for one particle. Figures 6-10 show the results. In Figure 6 , the error is plotted as function of . For the tests without MDGRAPE-2, the error roughly scales as pþ1:5 . This behavior agrees well with the theoretical estimate given by Makino (1990) .
The behavior of the error for the tests with MDGRAPE-2 is mostly the same, except for p ¼ 4 at small (P0.2). The discrepancy from pþ1:5 scaling for p ¼ 4 is due to the hardware limitation of MDGRAPE-2. The pairwise force calculated by MDGRAPE-2 has an error of order 10 À7 .
When we compare the result with and without MDGRAPE-2, we can see that the error is smaller for MDGRAPE-2. This is because the implementation on MDGRAPE-2 is based on Barnes's modified tree algorithm (Barnes 1990) . In this algorithm, forces from nearby particles are calculated directly. The error due to these nearby particles disappears and the total error becomes smaller.
In Figure 7 , the calculation costs are plotted as functions of . For the tests without MDGRAPE-2, the cost is proportional to the number of pseudoparticles required for each expansion, K, when is large ( k 0:3). For small ( P 0:3), the dependence of the cost on K becomes weaker. For these extremely small -values, K can exceed the number of physical particles in one cell even for rather distant cells. In such a case, the P 2 M 2 tree code does not apply P 2 M 2 expansion to the cell. The force from each particle is directly calculated, and thus the total cost approaches that of the direct summation algorithm.
When we compare the results with and without MDGRAPE-2, we can see that the cost for large opening angle ( k 0:3) is larger for MDGRAPE-2. This is because we used the modified tree algorithm. For large , the cost of particleparticle interactions of nearby particles is dominant. As decreases, the cost of distant particle-cell interaction increases and the difference of the cost with and without MDGRAPE-2 becomes smaller. In other words, the cost with MDGRAPE-2 depends on the opening angle only weakly. This result implies that the speed-up gained by MDGRAPE-2 increases as higher accuracy is required.
The dependence of the cost on the expansion order p is also weaker for MDGRAPE-2. For k 0:5, the cost of particleparticle interaction of nearby particles is dominant, and the number of pseudoparticles K affect the total cost only weakly. As decreases, the cost of distant particle-cell interaction increases and the dependence of the total cost on p becomes slightly stronger (0:2 P P 0:5). For extremely small (P0.2), however, K exceeds the number of physical particles for most of the cells, and the dependence of the cost on p becomes weaker again. This result implies that the additional fraction of the cost required to handle high-order expansion terms is smaller for MDGRAPE-2.
In Figure 8 , the force error e is plotted as functions of the calculation cost, c, for the tests without MDGRAPE-2. We can see that the cost of the P 2 M 2 tree code is smaller than that of the tree code of order p ¼ 1, when high accuracy is required. For 10 À5 P e P 5 Â 10 À2 , P 2 M 2 of order p ¼ 2 is the optimal, and for e P 5 Â 10 À5 , P 2 M 2 of order p ¼ 4 is the optimal. In Figure 9 , the force error e is plotted as functions of the calculation time, T, for the tests with MDGRAPE-2. As the indicator of the calculation cost, we used the calculation time T, instead of the number of pairwise interactions c. This is because c is not a good indicator of the overall cost in the case of tests with MDGRAPE-2. For tests without MDGRAPE-2, the behavior of the overall calculation cost is well expressed by c. However, for the tests with MDGRAPE-2, the evaluation of the pairwise interaction is significantly accelerated. As a result, the remaining part of the calculation becomes relatively dominant.
In Figure 9 , we can see that P 2 M 2 of order p ¼ 2 is the fastest when high accuracy (e P 10 À3 ) is required. In Figure 10 , we compare the calculation time with and without MDGRAPE-2. Calculation with MDGRAPE-2 is 20-200 times faster than that without MDGRAPE-2. The gain becomes larger as we require higher accuracy.
Dependence of the Accuracy on the Number of Particles
We discuss dependence of the accuracy on the number of particles in the system. We performed the same test as described in x 5.3, but for various numbers of particles N in the range of 16; 384 N 2; 097; 152.
Figures 11-13 show the results. In Figure 11 , the calculation cost c is plotted as functions of N for the tests without MDGRAPE-2. The cost scales as N log N , as we expected. On the other hand, the cost fluctuates by a factor of 2 for the tests with MDGRAPE-2, as shown in Figure 12 . This fluctuation is caused by the fact that we used the same n crit for all calculations with different N. A group of neighboring particles is defined as particles included in a largest cell that contains fewer than n crit particles. Thus, if N particles are uniformly distributed in a cube, the number of particles in each group n g is expressed as
where is the smallest integer with which n g does not exceed n crit . If we use a constant n crit , n g can fluctuate in the range of n crit =8 n g < n crit . Although we use a distribution not in a cube but in a sphere, the cost fluctuates for the same reason. If we adjust N crit appropriately, we can remove this fluctuation of the cost c. In practice, however, such an optimization has a rather small effect on the overall calculation cost, since the calculation cost depends rather weakly on n g when n g is not too far from the optimal value.
In Figure 13 , the error e is plotted as functions of the number of particles N. We can see that the error for the tests with MDGRAPE-2 is smaller than those without MDGRAPE-2. As we have already mentioned in x 5.3, this is due to the fact that we used the modified tree algorithm on MDGRAPE-2. In this algorithm, the forces from nearby $n g particles are directly calculated, and the error of the forces from these particles disappears. The difference between the error with and without MDGRAPE-2 decreases as we increase N. For larger N, the error due to distant cells becomes dominant and the effect of the nearby particles becomes smaller.
For all cases with and without MDGRAPE-2, the error depends on the number of particles only weakly. This weak dependence is due to the spherical geometry of the particle distribution we used. In a homogeneous sphere, the outermost cells have nonuniform distribution. The error from these cells does not decrease as a function of N. As we have described in x 5.2, the error is dominated by the contribution from the lowest moment of truncated multipole expansion, and, in general, its magnitude is independent of N. Although the distribution in the internal cells are uniform and the error from them decreases as N À1=2 c , the total error does not decrease much, since the total error is dominated by the error from outermost cells.
In the following, we estimate the magnitude of the error of the force exerted on a particle located at the origin of the system. We fix both the total mass of the system and the side length of the root cell to unity. We define a cell at level l as a cell that experienced the hierarchical subdivision l times. Note that the side length of the cell is 2
Àl . First we consider the simplest case: equal-mass particles randomly distributed in a cubic region with sides of unit length. According to Makino (1990) , the number of cells in a level l that exert force on the particle at the origin is expressed as
for all internal cells (2 Àlþ2 < ). The number of outermost cells (2 Àlþ1 < < 2 Àlþ2 ) can be smaller than N term;l but has the same order.
On the other hand, the magnitude of the force from one cell in a level l is expressed as
where m c is the total mass of the particles in the cell, and r c is the distance of the cell from the origin. We used the relation m c % ð2 Àl Þ 3 and r c % 2 Àl =. If we assume that the dominant source of the error of f l is the lowest moment of truncated multipole expansion, and it scales as pþ1 N À1=2 c , the error e l of the force f l is estimated as
where C p is a coefficient specified by p. We used the relation N c % N ð2 Àl Þ 3 . Using equations (29) and (31), we can sum up e 2 l for all cells to obtain the magnitude of the total error e:
where l 0 is the level of outermost cells that satisfies 2 Àl 0 þ1 < < 2 Àl 0 þ2 , and l 1 is the finest level that satisfies 8 l 1 % N . We applied the approximation ð2
À1=3 . Figure 14 shows the measured and estimated errors for the homogeneous cube. We can see that both errors decrease as N À1=3 . Theoretical estimates fit well to the measured values.
Next we consider a homogeneous sphere: equal-mass particles randomly distributed in a spherical region of radius 1/2. In this case, the distribution in the outermost cells is not uniform. If we assume that the magnitude of the error due to the outermost cells does not depend on N, and scales as pþ1 , then the error e l of the force f l is estimated as
Note that we assume a homogeneous cube as the distribution in the internal cells, and thus, the error scales as N À1=2 . On the other hand, we assume an arbitrary distribution for the outermost cells, and the error is independent of N.
Using equations (29) and (33), we can sum up e 2 l for all cells to obtain the magnitude of the error e:
Here we applied the approximation 2 Àl 0 þ2 % . In Figure 15 , the value of e 2 1=2 estimated with equation (34) is shown in comparison with the measured errors. The estimate explains the characteristic of the error that it is almost independent of N, although the dependence of the error on and p is not very well reproduced. One reason for the disagreement between the measured and the estimated error may be that we ignored the dependence of C pþ1 on p. The estimate seems to fit the measured result better, if we adjust C 2 % 5C 3 . We, however, will not discuss this problem further. The behavior of the error depends on the particle distribution (see x 5.5), and accurate modeling for a homogeneous sphere is of little practical use.
Dependence of the Accuracy on Particle Distribution
We discuss the dependence of the accuracy on the particle distribution. We performed the same test as described in x 5.3, but for two different types of particle distribution, namely, the exponential disk and the Hernquist model. Here we performed all tests using MDGRAPE-2, and we do not present the results without MDGRAPE-2. As we have seen in x 5.3, the behavior of the error is similar for runs with and without MDGRAPE-2.
As the exponential disk, we used a disk with 262,144 equal-mass particles. The disk has an axisymmetric density profile ðR; zÞ given by
Here h is the radial scale length, z 0 is the vertical scale height, and R cut is the cutoff radius. We set h ¼ 1=4, z 0 ¼ 1=50, and R cut ¼ 5. We chose the constant C so that the total mass is unity. Figures 16-19 show the results for the exponential disk. In Figure 16 , we can see that the accuracy of p ¼ 1 is lower than that for the homogeneous sphere. On the other hand, the accuracy of p ¼ 2 is not much different than that for the homogeneous sphere. This is because of the fact that the Fig. 14. -Same as Fig. 11 but the force error e is plotted for particles randomly distributed in a cube. Four curves without symbols are theoretical estimates given by eq. (32), plotted at an arbitrary but common offset. quadrupole moment does not vanish for disklike mass distribution, while it vanishes for uniform distribution (Barnes & Hut 1989) .
In Figure 17 , the cost c is plotted against the opening angle . Figure 18 shows the dependence of the cost on the particle distribution for the P 2 M 2 tree code of order p ¼ 2. We can see that the dependence of the cost on the opening angle is weaker for the exponential disk than that for a homogeneous sphere. This result is due to the difference in geometry. The disk has a flatter mass distribution than the homogeneous sphere. In two dimensions, the number of particle-cell interactions increases only slowly as decreases.
In Figure 19 , we can see that the P 2 M 2 tree code of order p ¼ 2 is the fastest when e P 10 À2 . For the Hernquist model, we used 262,144 equal-mass particles. We chose the system of units so that the total mass of the system and the gravitational constant are both unity. We set the scale length and the cutoff length to 1/3 and 20, respectively.
Figures 20-22 show the results for the Hernquist model. The error shown in Figure 20 is smaller than that for the homogeneous sphere. As we have seen in x 5.4, the error for the homogeneous sphere is dominated by the contribution from outermost cells. This contribution is smaller for the Hernquist model because it has a lower density in the outermost cells, and thus the total error is smaller.
In Figure 21 , the cost c is plotted against the opening angle . In Figure 18 , the calculation cost for the Hernquist model is compared with that for the homogeneous sphere. We can see that the dependence of the cost on the opening angle is stronger for the Hernquist model. This strong dependence is caused by the high-density contrast of the Hernquist model.
In Figure 22 , we can see that the calculation time for the P 2 M 2 tree code of order p ¼ 2 is the fastest when e P 10 À3 , although the difference from the tree code without P 2 M 2 is small.
Dependence of the Calculation Time on the Vectorization Parameter
As we have mentioned in x 2, we adopt Barnes's modified algorithm for the P 2 M 2 tree code on MDGRAPE-2. In this algorithm, we can adjust the value of vectorization parameter n crit so that the total calculation time is minimized.
Although we have empirically found that n crit % 8000 (i.e., n g % 2000) is close to optimal for our case, this optimal value depends on various factors such as expansion order, opening angle, speed of the host computer, and speed of the data transfer. Therefore, it is important to present a systematic way to determine the optimal n crit for a given parameter and a given hardware configuration. In the following, we present a semianalytic estimate of the relation between n crit and the calculation time.
The total calculation time per time step is expressed as
where T host , T grape , and T comm are the time spent on the host computer, the time spent on MDGRAPE-2, and the time spent for data transfer between the host computer and MDGRAPE-2, respectively. The time spent on the host computer is expressed as
where t con is the time to construct the tree structure, t ppset is the time to set up the pseudoparticles, t list is the time to construct the interaction lists, and t misc represents OðN Þ miscellaneous contributions (Fukushige et al. 1991) . The variable n terms denotes the average length of the interaction list. Makino (1991) gives an estimate of n terms for uniform distribution in a cubic region for expansion order p ¼ 1. Following a similar procedure, we can estimate n terms for arbitrary p as follows:
Here is the opening angle, K is the number of the pseudoparticles required for each expansion, which are shown in Table 1 , and n p is the average number of particles in each leaf cell. In this estimate we set n p to 2K. At the tree construction stage, we stop the subdivision of a cell when the number of particles in the cell is smaller than n div ¼ 8K (see x 4). Therefore, for the same reason given in x 2, we can approximate n p as n p % n div =4 ¼ 2K. The time spent on MDGRAPE-2 is expressed as where n pipe is the number of pipelines, which equals 64. The number t pipe is the cycle time of the MDGRAPE-2 chip. The time spent for data transfer is expressed as
where t write is the time to transfer one byte of data from the host computer to MDGRAPE-2 and t read is the time from MDGRAPE-2 to the host. The first term expresses the time to send the interaction list to MDGRAPE-2. The second term is the time to send particle data at which forces are evaluated. The last term is the time to retrieve calculated force from MDGRAPE-2. The number of bytes to be transferred for each particle for each transaction is denoted as n j ; n i ; and n f , which equal 32, 24, and 24, respectively. We measured the calculation time for various n crit and compared it with the theoretical estimate. As the initial particle distribution, we used 1,048,576 particles uniformly distributed in a spherical region. The opening angle is 0.5. The timing constants used for estimation are listed in Table 2 . Since it is difficult to theoretically determine t con , t ppset , t list , and t misc , we determined them so that they fit the measured result well. The constants t pipe is exactly determined by the specification of MDGRAPE-2, and t write and t read are determined by an independent measurement of the speed of data transfer. Figures 23 and 24 show the results. In both figures, the theoretical estimates agree well with the measured values. In Figure 23 , we can see a stepwise behavior of the cost c. This is caused by the stepwise change of n g described in x 5.4. In Figure 24 , we can see the calculation time is minimized in the range 4000 P n crit P 20; 000 for all p. Table 3 shows the breakdown of the calculation time. In the case of p ¼ 1 and p ¼ 2, most of the calculation time is spent for the force calculation using MDGRAPE-2, including time for data transfer and interaction list construction. The time to construct the tree and the time to set up the pseudoparticles are about 10% of the total time.
When we compare the timings for p ¼ 1 and 2, we can see that the calculation time is only 40% longer for p ¼ 2, though each node in p ¼ 2 calculation consists of three pseudoparticles. This is because we used the Barnes's vectorization algorithm, in which the forces from nearby particles are calculated directly. Since this part dominates the total cost, the increase in the calculation cost of the forces from nodes has a rather small effect on the calculation cost.
In the case of p ¼ 3 and p ¼ 4, the pseudoparticles setup occupies a dominant part. This is because we use generalized P 2 M 2 for p ! 3. When we compare P 2 M 2 specialized for p ¼ 2 and that for general p, the latter requires a significantly larger number of pseudoparticles, and the conversion formula for the latter is more complex.
When we compare the setup time of the pseudoparticles for p ¼ 3 and 4, we can see the latter takes about 2 times longer. This result is consistent with the fact that the calculation amount for this part is proportional to pK (see eq.
[21]).
In principle, it is not impossible to reduce this setup cost for high-order schemes. Since our tree is an oct tree, most of the calculation cost for the setup comes from the lowest level of the tree, where we convert physical particles to pseudoparticles. The calculation cost of this part is OðNKÞ and is independent of the number of particles in the lowest-level cell (which is controlled by n div ). Thus, in order to reduce calculation cost, we should reduce K for the lowest level node. One possibility is to use smaller p at the lowest level. For example, by using p ¼ 2 (K ¼ 3) at the lowest level, we can reduce the total setup time by a very large factor, with a rather small impact on the accuracy.
EXAMPLE OF DYNAMICAL SIMULATION
In this section, we discuss the overall accuracy of dynamical simulations performed with P 2 M 2 tree code on MDGRAPE-2. We have already seen that our code achieves high accuracy in calculation of instantaneous force. This, however, does not necessarily guarantee the accuracy of the total simulation. If the force errors in consecutive time steps are strongly correlated, they accumulate. As a result, the overall accuracy of the orbits of stars might be worse, compared to the case with a weaker correlation.
In the following, we compare the accuracy of simulations performed using tree code with and without P 2 M 2 . In x 6.1, we show the simulation results of a collision of two identical galaxies. In x 6.2, we show the results of a cosmological simulation.
Simulation of a Collision of Two Galaxies
Here we show the simulation results of a collision of two identical galaxies. As the initial particle distribution, we use two identical Hernquist models. The model and the system of units are the same as those we used in x 5.5, except that we assigned 65,536 particles for each galaxy. We placed the galaxies at an initial separation of 3.0 and gave initial velocities so that they would follow a parabolic head-on collision. We integrated this system up to t ¼ 16 with three different time steps Át ¼ 1=100, 1/200, and 1/400 in dynamical time unity. The softening parameter is ¼ 1=100. We performed the same simulation using three different codes, namely, the P 2 M 2 tree code of order p ¼ 2, the tree code of order p ¼ 1, and the direct summation algorithm. For tree code simulations, we used the opening angle ¼ 0:5 and 0.33. Figure 25 shows snapshots of the simulation. Two galaxies encounter at t % 1:9 for the first time (top right). They merge after they experience two more encounters (bottom right). Figure 26 shows the results with dt ¼ 1=200. The relative error of the total energy, dEðtÞ=Eð0Þ, is plotted as a function of time t. Here EðtÞ is the total energy at time t, and dEðtÞ is the difference of the total energy EðtÞ from the initial value Eð0Þ. It is difficult to define a good indicator of the accuracy of a dynamical simulation. Here we used the relative error of the total energy, for simplicity. Figure 26 shows three bumps around t ¼ 2, 5, and 8, which correspond to the close encounters of the two galaxies. These bumps come from the time-integration error since they can be seen in the result of the direct summation algorithm with a highly accurate force calculation. We can consider the deviation from the result of the direct summation as being caused by the error of the force calculated with the tree codes. Figure 27 supports this consideration. In Figure 27 , jdE=Ej is plotted against the time step dt. At the peak of the bump of the first encounter (t ¼ 1:9, top panel), the smaller dt gives the smaller error, and the dependence of the error on p and are weak. This indicates that the bump is caused by the error due to the time integration. On the other hand, between the first and second bumps (t ¼ 4, bottom panel), the error is almost independent of dt except for ( p, Þ ¼ ð2, 0.33). This indicates that the error due to the force calculation is dominant between the two bumps. The error for ( p, Þ ¼ ð2, 0.33) shows dependence on dt. This is because the force error is so small that the total error is dominated by the error due to the time integration.
In Figure 26 , the energy error due to the time integration is roughly 3 Â 10 À4 at the worst case. In the case of the tree code of order p ¼ 1, the maximum difference from the result of the direct summation algorithm is $3 Â 10 À4 and $2 Â 10 À4 , for ¼ 0:5 and 0.33, respectively. These errors due to the force calculation are comparable to those due to the time integration. In the case of the P 2 M 2 tree code, the maximum difference from the direct summation algorithm is $5 Â 10 À5 and $10 À5 , for ¼ 0:5 and 0.33, respectively. These errors are 1 or 2 orders of magnitude smaller than the time integration error. These results show that the P 2 M 2 tree code offers higher accuracy than the tree code of order p ¼ 1, not only for instantaneous force calculation but for overall accuracy of total simulation.
Cosmological Simulation
Here we show the results of a cosmological simulation. As the initial particle distribution, we used 1,098,395 particles in a spherical region of radius 100 Mpc. Particles are selected from a discrete realization of density contrast field and are assigned initial positions and velocities based on a standard cold dark matter scenario using the COSMICS package. 5 We started the simulation from redshift z init ¼ 24, and integrated the system up to z Bn ¼ 0 (present time). We chose the system of units so that the gravitational constant is unity, the unit length is 1 Mpc, and the unit mass is 3:4 Â 10 14 M . In this system of units, the simulation starts at time t ¼ 0 and completes at t ¼ 16. For this run, we used variable time step and variable softening parameters. Initially, we set the time step and softening parameter to dt init ¼ 1=4000 and init ¼ 1=200, respectively. We increased these parameters as the system expands. The time step dt and softening parameter at redshift z are expressed as and
where the final time step dt Bn is 1/200. The final softening parameter Bn is ðdt Bn =dt init Þ 2=3 init % 0:03684, which is chosen so that transition from variable parameters to constant ones occurs at the same z for both dt and . We performed the same simulation using the three different codes used in the previous section. Figure 28 shows snapshots of the simulation, and Figures 29-33 show the results. In Figure 29 , the relative variation of the total energy is plotted as a function of redshift. As we did in the previous section, we regard the values for the direct summation algorithm as the indicator of the time integration error. We regard the deviation from the result of the direct summation algorithm as being caused by the error of the force calculated with the tree codes. We can see the force error of the P 2 M 2 tree code of ( p, Þ ¼ ð2, 0.33) has the same order of magnitude with the time-integration error. We can see also the force error of order p ¼ 2 is smaller than that of order p ¼ 1 by a factor of 20, for both ¼ 0:5 and 0.33. Figure 30 shows the instantaneous force error as functions of . Here we defined the error e as the difference from the exact force, divided by the magnitude of net force caused by the density fluctuation:
where M ðr i Þ is the total mass inside the sphere of radius r i . The particle at r i would feel force expressed as ÀM ðr i Þr i =r 3 i , if the system were completely uniform and there were no density fluctuation.
The top and bottom panels are for initial (z ¼ 24) and late (z ¼ 0:04) stages of the simulation, respectively. For all combinations of and p, the error shown in the bottom panel is smaller than that in the top panel. This is because the deviation from uniform distribution is larger for the late stage. Therefore, the term j f i þ M ðr i Þr i =r 3 i j in equation (43) is larger and the error e is smaller. Figure 31 shows the instantaneous force error as a function of the calculation time for initial and late stages. For both stages, p ¼ 2 is the fastest in almost all ranges of accuracy, except for extremely low accuracy (e k 0:1). Figure 32 shows the two-point correlation function of the system at the late (z ¼ 0:04) stage. We can see the result of p ¼ 2 agrees well with that of direct summation, even at rather large opening angle ( ¼ 0:75). On the other hand, the result of p ¼ 1 shows discrepancy around r ¼ 0:6 Mpc. Figure 33 shows the relative error of the two-point correlation function. Here we define the error of the correlation function Á as the difference from the one obtained by the run with the direct summation code. In the top panel, we can see the error of p ¼ 1 around r ¼ 0:6 Mpc exceed 35%, while that of p ¼ 2 is smaller than 10%. In the middle and bottom panel, the error of p ¼ 1 is still larger than that of p ¼ 2, although the difference is smaller than that in the top panel. This result indicates that opening angle P 0:5 or expansion order p k 2 is necessary to obtain reliable results in some practical astrophysical simulations. In such cases, the P 2 M 2 tree code would be an attractive choice.
7. DISCUSSION 7.1. Implementation of the Fast Multipole Method using P 2 M 2 Although in this paper our interest has been focused on the tree code, we can use P 2 M 2 also for implementing the fast multipole method (FMM) on GRAPE. FMM (Greengard & Rokhlin 1987 ) is one of the force calculation algorithms similar to the tree code. Figure 34 shows the difference between the tree code and FMM. In both algorithms, forces (or potential) from distant particles are grouped and approximated by the multipole expansion. The difference is that in the tree code the multipole terms are evaluated for each particles, while in FMM the multipole terms are evaluated for a group of particles and locally expanded at the center of the group. Forces on each particle in the group are evaluated using this local expansion. Since neighboring particles share the same expansion, the cost of force calculation scales as OðN Þ.
As we have seen in the case of the P 2 M 2 tree code, we can replace the multipole expansion with a distribution of pseudoparticles, and we can use GRAPE to evaluate the expansion. Since the cost of this evaluation occupies a dominant part in the overall calculation cost of FMM, we can expect a significant speed-up by GRAPE.
Although we can expect a speed-up of FMM by GRAPE, it is not clear whether it runs faster than the tree code on GRAPE. Several articles are reporting that, on conventional general-purpose computers, the speed of FMM is not significantly faster, or even slower, than that of the tree code (Esselink 1995; Blackston & Suel 1997) . This is partly because FMM is far more complicated compared with the tree code. In order to make a quantitative comparison, Chau, Kawai, & Ebisuzaki (2002) implemented FMM on an MDGRAPE-2 system. According to their preliminary results, FMM on GRAPE can achieve at least comparable speed to that of the P 2 M 2 tree code on GRAPE.
7.2. Relation between the P 2 M 2 and Anderson's Method Anderson (1992) proposed yet another formulation of the multipole expansion. The purpose of his method is to simplify the implementation of FMM. Here we briefly describe his method and compare it with P 2 M 2 .
Anderson's method is based on the Poisson's formula. This formula gives a solution of the boundary value problem of the Laplace equation. When the potential on the surface of a sphere of radius a is given, the potential È at position r is expressed as
for r > a, and
ð2n þ 1Þ r a n P n s G r r ÈðasÞds ð45Þ
for r < a. Here ÈðasÞ is the given potential on the sphere surface. The area of the integration S covers the surface of a unit sphere centered at the origin. The function P n denotes the nth Legendre polynomial. In order to use the formula as an replacement for the multipole expansion, Anderson proposed a discrete version of the formula, i.e., he truncated the right-hand side of the equations (44)-(45) at finite n and replaced the integrations over S with numerical ones using the spherical t-design. The relation he obtained is expressed as
ð2n þ 1Þ a r nþ1 P n s i G r r Èðas i Þ ð46Þ
ð2n þ 1Þ r a n P n s i G r r Èðas i Þ ð47Þ
for r < a. His method uses these relations to evaluate potential ÈðrÞ.
Anderson's method is quite similar to P 2 M 2 . Both approximate the multipole expansion by discrete values at points on a sphere. The difference is that Anderson's method assigns potential values to the points, while P 2 M 2 assigns masses.
The primary advantage of P 2 M 2 over the Anderson's method is of course that we can accelerate it using GRAPE. In addition, P 2 M 2 has two more advantages. One is that P 2 M 2 would be faster than the Anderson's method, even without GRAPE. Although the calculation cost of P 2 M 2 and the Anderson's method are roughly the same, the evaluation of the multipole expansion is significantly simpler for P 2 M 2 . In P 2 M 2 , the expanded potential È is evaluated as the summation of the potential due to pseudoparticles. The expression of È is given by
while the expression for Anderson's method is given by equation (46) . The other advantage is that P 2 M 2 would be more accurate than the Anderson's method for the same expansion order. In Anderson's method, the potential due to physical particles are converted to the potential on the sphere surface. The potential evaluated in this conversion is expressed as m i =r and not truncated to the pth order. Therefore, ''aliasing error'' is introduced into the potential. This error tends to degrade the accuracy. In P 2 M 2 , this aliasing error is completely suppressed. Of course it is easy to modify Anderson's method to use the truncated form. Via a numerical test, we have confirmed such a modification does improve the accuracy of the potential calculated by equation (46) . See Makino (1999) for further discussion.
SUMMARY
We have analyzed the performance and accuracy of the P 2 M 2 tree code, a high-accuracy tree code based on P 2 M 2 . P 2 M 2 is a method to express multipole expansion. In P 2 M 2 , multipole expansion is expressed as a small number of pseudoparticles. The primary advantage of the P 2 M 2 tree code is that it can use GRAPE special-purpose computers efficiently for high-accuracy calculations.
We implemented the P 2 M 2 tree code on both MDGRAPE-2 and a conventional workstation and measured the performance. The results show that MDGRAPE-2 accelerates the calculation by a factor of 20-200 and the factor increases as the required accuracy becomes higher.
We also measured the dependence of the performance on the number of particles, and on the distribution of the particles. As a result we found that the P 2 M 2 tree code of expansion order p ¼ 2 is the fastest, unless the required accuracy is very low. Typically, the crossover is achieved at e P 0:5%, where e is the relative force error.
Finally, we measured the total accuracy of N-body simulations performed using P 2 M 2 tree code and confirmed that the code offers higher accuracy than the tree code of order p ¼ 1, not only for instantaneous force calculation but also for overall simulations.
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APPENDIX THEORETICAL ESTIMATE OF THE ERROR DUE TO THE P 2 M 2 EXPANSION
Here we describe the derivation procedure of the theoretical estimate of the error caused by P 2 M 2 expansion. As we have mentioned in x 5.1, the relative error e of potential calculated using P 2 M 2 is expressed as summation of three terms, namely, truncation of the multipole expansion e trunc , rounding off of the mass of the pseudoparticles e round , and aliasing of the potential of pseudoparticles e alias .
The truncation error e trunc is dominated by the lowest moment of the truncated multipole expansion of physical particles, i.e., the ð p þ 1Þ-th term of the expansion: 
Therefore, we can approximate e trunc by the ð p þ 1Þ-th term divided by the potential value itself. Combining equations (11) 
