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a b s t r a c t
We introduce and study a new class Qk(α, β,m) of the functions f defined in the open unit
disc and having the power series of the form
f (z) = z + am+1zm+1 + am+2zm+2 + . . . , m = 1, 2, . . . .
This class generalizes the concept of bounded Mocanu variation and contains several
known classes of analytic functions such as those of bounded radius rotation and alpha-
starlike functions. Integral representation, the arclength problem and some other interest-
ing properties of these functions are studied.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
LetA(m) denote the class of functions f :
f (z) = z +
∞∑
n=m+1
anzn, m ∈ N = {1, 2, . . .}, (1.1)
which are analytic in the open unit disc E = {z : |z| < 1}.
For completeness, we recall the following known classes of analytic functions.
Let, for γ ∈ [0, 1), k ≥ 2,
h(z) = 1+
∞∑
n=m
cnzn, m ∈ N,
P(γ ) = {h : h is analytic in E, h(0) = 1, Re{h(z)} > γ , z ∈ E} ,
Pk(γ ) =
{
h : ∃h1, h2 ∈ P(γ ): h(z) =
(
k
4
+ 1
2
)
h1(z)−
(
k
4
− 1
2
)
h2(z)
}
Vk(m, γ ) =
{
f : f ∈ A(m) and
(
1+ zf
′′
f ′
)
∈ Pk(γ )
}
Rk(m, γ ) =
{
f : f ∈ A(m) and zf
′
f
∈ Pk(γ )
}
.
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We note that P2(γ ) ≡ P(γ ). The class Pk(0) ≡ Pk was introduced and discussed in [1] where it is defined as follows:
Pk =
{
h(z) = 1
2
∫ pi
−pi
1+ ze−it
1− ze−it dµ(t):
∫ pi
−pi
dµ(t) = 2pi,
∫ pi
−pi
|dµ(t)| ≤ kpi, (k ≥ 2)
}
.
It is easy to see that
Pk(γ ) = (1− γ )Pk + γ
and P2(0) ≡ P is the class of functions with positive real part. Also
f ∈ Vk(m, γ )⇐⇒ zf ′ ∈ Rk(m, γ ).
The classes Vk(1, 0) ≡ Vk and Rk(1, 0) ≡ Rk are the well-known classes of functions with bounded boundary rotation and
with bounded radius rotation, respectively; see [2].
We now define the following.
Definition 1.1. Let f ∈ A(m)with f (z)f ′(z)z 6= 0 in E, and let
Jk(α, β,m, f (z)) =
[
(1− α) zf
′(z)
f (z)
+ α
1− β
{
1− β + zf
′′(z)
f ′(z)
}]
,
for real α and β ∈ [−12 , 1). Then f ∈ Qk(α, β,m, γ ) if and only if
Jk(α, β,m, f (z)) ∈ Pk(γ ), for z ∈ E, k ≥ 2.
For any real α and −12 ≤ β < 1, we note that the identity function belongs to Qk(α, β,m, γ ) and so Qk(α, β,m, γ ) is not
empty.
For different suitable choices of parameters, the classQk(α, β,m, γ ) contains several known classes of analytic functions.
We list some of these as follows.
(i) For k = 2, β = 0, α real, γ = 0, we obtain the classMm(α) of m-fold symmetric alpha-starlike functions discussed in
some detail in [3]. Form = 1, see [4–6].
(ii) Q2(α, β,m, γ ) is a subclass of Bazilevic functions and hence it consists entirely of univalent functions; see [7].
(iii) Qk(0, β,m, γ ) ≡ Rk(m, γ ) ⊂ Rk(γ ) ⊂ Rk, where Rk denotes the class of bounded radius rotation; see [2].
(iv) Qk(1, 0, 1, γ ) ≡ Vk(γ ) ⊂ Vk, where Vk is the well-known class of functions with bounded boundary rotation; see [2].
(v) The class Qk(α, β, 1, 0) ≡ Bk(α, β) has been introduced and studied in [8].
(vi) Q2(1, 0,m, 0) ≡ C(m),Q2(0, β,m, 0) ≡ S?(m), where C(m) and S?(m) are, respectively, the classes of m-symmetric
convex andm-symmetric starlike univalent functions in E.
2. Preliminary results
We shall need the following known results.
Lemma 2.1 ([9]). Let f ∈ A with f (z)f ′(z)z 6= 0 in E. Then f is univalent (Bazilevic) in E if and only if, for 0 ≤ θ1 < θ2 ≤ 2pi and
0 < r < 1, we have∫ θ2
θ1
[
Re
{
1+ zf
′′(z)
f ′(z)
+ (ρ1 − 1) zf
′(z)
f (z)
}
− δ1Im zf
′(z)
f (z)
]
dθ > −pi,
with z = reiθ , ρ1 > 0 and δ1 real.
Lemma 2.2 ([10]). Let u = u1 + iu2 and v = v1 + iv2 and let Ψ (u, v) be a complex-valued function satisfying the conditions:
(i) Ψ (u, v) is continuous in a domainD ⊂ C2.
(ii) (1, 0) ∈ D and Ψ (1, 0) > 0.
(iii) ReΨ (iu2, v1) ≤ 0 whenever (iu2, v1) ∈ D and v1 ≤ − 12 (1+ u22).
If h(z) = 1 + c1z + c2z2 + · · · is an analytic function in E such that (h(z), zh′(z)) ∈ D and ReΨ {h(z), zh′(z)} > 0 for
z ∈ E, then Re h(z) > 0 in E.
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Lemma 2.3 ([11]). Let h be an analytic function in E with h(0) = 1 and Re h(z) > 0, z ∈ E. Then, for s > 0 and ν 6= −1
(complex),
Re
(
h(z)+ szh
′(z)
h(z)+ ν
)
> 0, for |z| < r0,
where r0 is given by
r0 = |ν + 1|√
A+√A2 − |ν2 − 1|2 , A = 2(s+ 1)2 + |ν|2 − 1
and this radius is best possible.
3. Main results
Theorem 3.1. Let f ∈ A(m). Then f ∈ Qk(α, β,m, γ ) if and only if there is a function g ∈ Qk(α1, β1, 1, γ ) ≡ Qk(α1, β1, γ )
such that
f (z) = (g(zm)) 1m ,
where α1 = α(m−β)(1−β) and β1 = βm .
Proof. We have
f m(z) = g(zm),
which gives us
zf ′(z)
f (z)
= z
mg ′(zm)
g(zm)
. (3.1)
Logarithmic differentiation of (3.1) and simple computations yield
(1− α) zf
′(z)
f (z)
+ α
1− β
{
1− β + zf
′′(z)
f ′(z)
}
=
(
1− α(m− β)
1− β
)
zmg ′(zm)
g(zm)
+ αm
1− β
{
1− β
m
+ z
mg ′′(zm)
g ′(zm)
}
= (1− α1) z
mg ′(zm)
g(zm)
+ α1
1− β1
{
1− β1 + z
mg ′′(zm)
g ′(zm)
}
. (3.2)
If the right hand side of (3.2) belongs to Pk(γ ), so does the left hand side, and conversely. 
Theorem 3.2 (Integral Representation). Let f ∈ A(m). Then, for α 6= 0, f ∈ Qk(α, β,m, γ ) if and only if there exists a function
g ∈ Qk(0, β,m, γ ) such that
f (z) =
b ∫ z
0
tb−1
(
g(tm)
tm
) 1−β
mα
dt
 1b = z + · · · , (3.3)
where
b =
[
1+ (1− β)(1− α)
α
]
.
Proof. From (3.3), we can easily obtain
(1− α) zf
′(z)
f (z)
+ α
1− β
(
1− β + zf
′′(z)
f ′(z)
)
= z
mg ′(zm)
g(zm)
,
and the result follows immediately since f ∈ Qk(α, β,m, γ ). 
Theorem 3.3. Let f ∈ Qk(α, β,m, γ ). Then the function
F(z) = z
(
f (z)
z
)1−α (
f ′(z)
) α
1−β (3.4)
belongs to Qk(0, β,m, γ ) for all z ∈ E.
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Proof. Since f ∈ Qk(α, β,m, γ ), we can write by Theorem 3.1,
f (z) = (g(zm)) 1m , g ∈ Qk(α1, β1, γ ),
where α1, β1 are as given in Theorem 3.1.
From (3.4), we have
F(z) = zα [g(zm)] 1−αm [z(m−1) α1−β (g(zm)) α(1−m)m(1−β) ] [g ′(zm)] α1−β ,
and this gives us
zF ′(z)
F(z)
=
[
α + α(m− 1)
1− β
]
+
[
(1− α)+ α(1−m)
1− β
]
zmg ′(zm)
g(zm)
+ αm
1− β
[
zmg ′′(zm)
g ′(zm)
]
=
[
1− α(m− β)
1− β
]
zmg ′(zm)
g(zm)
+ αm
1− β
[
1− β
m
+ z
mg ′′(zm)
g ′(zm)
]
= (1− α1) z
mg ′(zm)
g(zm)
+ α1
1− β1
[
1− β1 + z
mg ′′(zm)
g ′(zm)
]
.
Now the result follows immediately since f ∈ Qk(α, β,m, γ ). 
Theorem 3.4. Let α > 0 and 0 ≤ β < 1. Then
Qk(α, β,m, γ ) ⊂ Qk(0, β,m, σ ),
where
σ = 2mα
A+√A2 + 8mαδ , A = mα − 2αβ − 2γ , δ =
1− β + αβ
1− β . (3.5)
Proof. Let
zf ′(z)
f (z)
= (1− σ)h(z)+ σ = H(z),
where H is analytic in E with H(0) = 1.
Since f ∈ Qk(α, β,m, γ ), we have from Theorem 3.1 with α1 = α(m−β)1−β , β1 = βm ,
(1− α1) zf
′(z)
f (z)
+ α1
1− β1
[
−β1 +
(
zf ′(z)
)′
f ′(z)
]
=
[
(1− α1)H(z)+ α11− β1
{
H(z)+ zH
′(z)
H(z)
− β1
}]
∈ Pk(γ ) in E.
That is{
(1− σ)
(1− β1) (1− β1(1− α1)) h(z)+
(
(1− α1)σ + α11− β1 σ − γ −
α1β1
1− β1
)
+
α1
1−β1 zh
′(z)
h(z)+ σ1−σ
}
∈ Pk in E. (3.6)
Let δ1 = 1−β1+α1β11−β1 . Then (3.6) can be written as{
δ1(1− σ)h(z)+
[
δ1σ − α1β11− β1 − γ
]
+
α1
1−β1 zh
′(z)
h(z)+ σ1−σ
}
∈ Pk. (3.7)
Now let a = α1
δ1(1−σ)(1−β1) c = σ1−σ and
h(z) =
(
k
4
+ 1
2
)
h1(z)−
(
k
4
− 1
2
)
h2(z). (3.8)
Define
Φa,c(t) = t +
∞∑
n=2
(c + 1)
c + (n− 1)mat
n, (t = zm).
Then
δ1(1− σ)
{
h(z)+ azh
′(z)
h(z)+ c
}
= δ1(1− σ)
{
h(z) ?
Φa,c(zm)
zm
}
. (3.9)
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From (3.7), (3.8) and (3.9), we have{
δ1(1− σ)hi(z)+
[
δ1σ − α1β11− β1 − γ
]
+ α1
1− β1
zh′i(z)
hi(z)+ σ1−σ
}
∈ P, in E, i = 1, 2. (3.10)
We can write (3.10) in terms of α and β as[
δ(1− σ)hi(z)+ {δσ − αβ − γ } + mαzh
′
i(z)
hi(z)+ σ1−σ
]
∈ P, z ∈ E, i = 1, 2
where δ = 1−β+αβ1−β . We shall show that hi ∈ P, i = 1, 2, and consequently this will imply that h ∈ Pk in E. In the process of
proving this we shall find σ .
We now form the functional Ψ (u, v) by taking u = u1 + iu2 = hi(z), v = v1 + iv2 = zh′i(z). The first two conditions of
Lemma 2.2 are clearly satisfied. The third condition is verified as follows:
Re(Ψ (iu2, v1)) = (δσ − αβ − γ )+
mαv1 σ1−σ
u22 +
(
σ
1−σ
)2
≤ (δσ − αβ − γ )− mα
σ
1−σ
(
1+ u22
)
2
[
u22 +
(
σ
1−σ
)2]
(
v1 ≤ −(1+ u
2
2)
2
)
=
2 [δσ − αβ − γ ]
{
u22 +
(
σ
1−σ
)2}−mα σ1−σ (1+ u22)
2
[
u22 +
(
σ
1−σ
)2] (3.11)
= A1 + B1u
2
2
2C1
, (3.12)
where
A1 = 2 [δσ − αβ − γ ]
(
σ
1− σ
)2
−mα σ
1− σ
B1 = 2 [δσ − αβ − γ ]−mα σ1− σ
C1 =
[
u22 +
(
σ
1− σ
)2]
> 0.
The right hand side of (3.11) is less than or equal to zero if A1 ≤ 0 and B1 ≤ 0. From A1 ≤ 0, we obtain σ as given by (3.5)
and B1 ≤ 0 ensures that σ ∈ [0, 1). Since all the conditions of Lemma 2.2 are satisfied, we apply it to obtain hi ∈ P in E for
i = 1, 2 and thus h ∈ Pk in E. This completes the proof. 
We note that, as a special case,
Qk(α, 0, 1, 0) ⊂ Qk(0, 0, 1, σ ), σ = α
α +√α2 + 8α
and when α = 1, we obtain an interesting result that(
zf ′(z)
)′
f ′(z)
∈ Pk implies zf
′(z)
f (z)
∈ Pk
(
1
2
)
for z ∈ E.
This yields a well-known result, for k = 2, that every convex univalent function is starlike of order 12 ; see [12].
Theorem 3.5. Let, for α > 0, f ∈ Qk(α, β,m, γ ). Then f is univalent in E for
k ≤ 2 [(m+ 2β)+ (1− β)(1− γ )]
(1− β)(1− γ ) .
Proof. Since f ∈ Qk(α, β,m, γ ), we use Theorem 3.1 for
z = reiθ , 0 < r < 1, 0 ≤ θ1 < θ2 ≤ 2pi, α1 = α(m− β)1− β , β1 =
β
m
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to obtain∫ θ2
θ1
Re
(
1− α
α
zf ′(z)
f (z)
+ 1
1− β
(
1+ zf
′′(z)
f ′(z)
))
dθ > −
(
k
2
− 1
)
(1− γ ) pi
α1
+ 2β1
1− β1pi.
That is∫ θ2
θ1
Re
[(
1+ zf
′′(z)
f ′(z)
)
+
{(
1
α
(1− β)+ β
)
− 1
}
zf ′(z)
f (z)
]
dθ > −
[(
k
2
− 1
)
(1− γ )
(
1− β1
α1
)
− 2β1
]
pi.
This implies, by using Lemma 2.1, that f is univalent in E if[(
k
2
− 1
)
(1− γ )
(
1− β1
α1
)
− 2β1
]
≤ 1.
This gives us the required bound on k for f ∈ Qk(α, β,m, γ ) to be univalent in terms of α, β,m and γ . 
For m = 1, γ = 0, this result has been proved in [8]. As special cases, we obtain several known and new results by
assigning appropriate values to the parameters α, β,m and γ .
Theorem 3.6. Let f ∈ Qk(α, β,m, γ ) and let M(r) = max0≤θ≤2pi
∣∣f (reiθ )∣∣. Then, for α > 0, 0 < r < 1,
Mb(r) = O [(1− rm)−1]{( k+22 )(1−γ )( 1−βmα )}−1 , 2mα < (k+ 2)(1− β)(1− γ ) (3.13)
= O
[
log
(
1− rm)−1] , 2mα = (k+ 2)(1− β)(1− γ ) (3.14)
<
0
( b
m
)
0
{
1− ( k+22 ) (1− γ ) ( 1−βmα )}
0
{
1+ bm −
( k+2
2
)
(1− γ )
(
1−β
mα
)} , (k+ 2)(1− β)(1− γ )
2mα
< 1, (3.15)
where b =
{
1− (1−α)(1−β)
α
}
, (α > 0) and 0 denotes the Gamma function. These bounds are best possible.
Proof. Since f ∈ Qk(α, β,m, γ ), we can use (3.3) to write
f (z) =
b ∫ z
0
tb−1
(
g(tm)
tm
) 1−β
mα
 1b ,
g ∈ Qk(0, β,m, γ ) ≡ Rk(m, γ ), and b =
[
1+ (1− β)(1− α)
α
]
.
We can easily obtain the distortion result for g ∈ Rk(m, γ ) from a result given in [13] form = 1, γ = 0 as
r (1− rm)
(
k−2
2
)
(1−γ )
(1+ rm)
(
k+2
2
)
(1−γ )
≤ |g(z)| ≤ r (1+ r
m)
(
k−2
2
)
(1−γ )
(1+ rm)
(
k+2
2
)
(1−γ )
. (3.16)
Using (3.16), we have for α > 0,∣∣f (reiθ )∣∣b ≤ b ∫ r
0
ρb−1
(
1− ρm)−( k+22 )(1−γ )( 1−βmα ) (1+ ρm)( k−22 )(1−γ )( 1−βmα ) dρ
≤ b2
(
k−2
2
)
(1−γ )
(
1−β
mα
) ∫ r
0
ρb−1
(
1− ρm)−( k+22 )(1−γ )( 1−βmα ) dρ
<
b
m
2
(
k−2
2
)
(1−γ )
(
1−β
mα
) ∫ rm
0
t
(
b
m−1
)
(1− t)−
(
k+2
2
)
(1−γ )
(
1−β
mα
)
dt,
from which (3.13) and (3.14) follow directly.
When {(k+ 2)(1− β)(1− γ )} < 2mα, we have∫ rm
0
t
(
b
m−1
)
(1− t)−
(
k+2
2
)
(1−γ )
(
1−β
mα
)
dt <
∫ 1
0
t
(
b
m−1
)
(1− t)−
(
k+2
2
)
(1−γ )
(
1−β
mα
)
dt
=
0
( b
m
)
0
{
1− ( k+22 ) (1− γ ) ( 1−βmα )}
0
{
1+ bm −
( k+2
2
)
(1− γ )
(
1−β
mα
)} ,
which gives us (3.15).
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The function f0 ∈ Qk(α, β,m, γ ) defined by
f0(z) =
[
g0(zm)
] 1
m ,
g0(z) =
[
b
∫ z
0
tb−1 (1− t)−
(
k+2
2
)
(1−γ )
(
1−β
α
)
(1+ t)
(
k−2
2
)
(1−γ )
(
1−β
α
)
dt
] 1
b
shows that these bounds are sharp. 
Theorem 3.7. Let f ∈ Qk(α, β,m, γ ), α > 0 and let
Iλ(r) =
∫ 2pi
0
|f (z)|λ ∣∣f ′(z)∣∣ dθ, λ > −1, z = reiθ .
Then
Iλ(r) ≤ (1− β)M
λ+1(r)
mα(λ+ 1)
[
kpi
{
(1− γ )+
(
mαλ+ α(m− β)
1− β
)
(1− σ)
}
+ 2αβpi
1− β
]
,
where σ is as given by (3.5).
Proof. Now
Iλ(r) =
∫ 2pi
0
|f (z)|λ |f ′(z)|dθ
=
∫ 2pi
0
f λ(z)zf ′(z) exp
{−i[λ arg f (z)+ arg zf ′(z)]} dθ.
Integration by parts gives us
Iλ(r) = 1
λ+ 1
∫ 2pi
0
f λ+1(z) exp
{−i[arg f (z)+ arg zf ′(z)]} Re{λ zf ′(z)
f (z)
+ 1+ zf
′′(z)
f ′(z)
}
dθ
≤ (1− β1)M
λ+1(r)
α1(λ+ 1)
∫ 2pi
0
∣∣∣∣Re {J(α1, β1,m, f (z))} + α1β11− β1 +
(
α1λ
1− β1 + α1 − 1
)
zf ′(z)
f (z)
∣∣∣∣ dθ
≤ (1− β1)M
λ+1(r)
α1(λ+ 1)
[(
k
{
(1− γ )+
(
α1λ
1− β1 + α1 − 1
)
(1− σ)
}
+ 2α1β1
1− β1
)
pi
]
,
where we have used Theorems 3.1 and 3.4 and σ is given by (3.5), α1 = α(m−β)(1−β) , β1 = βm . This completes the proof. 
Choosing λ = 0, we have the following result for the arclength L(r) :
If f ∈ Qk(α, β,m, γ ), then
L(r) = I0(r) ≤
[
(1− β)
mα
M(r)
{
kpi
(
(1− γ )+
(
α(m− β)
1− β − 1
)
(1− σ)
)
+ 2αβpi
1− β
}]
.
We also note, as a special case, that, for f ∈ Qk(α, 0,m, γ ), α > 0,
L(r) ≤ kpiM(r)
mα
{(1− γ )+ (mα − 1)(1− σ)} ,
and this reduces to a well-known result for f ∈ Qk(1, 0, 1, 0) ≡ Vk:
L(r) ≤ kpiM(r).
Theorem 3.8. Let, for α > 0, f ∈ Qk(α, β,m, γ ) and be given by (1.1). Then, for m ≥ 1
(n+m)an+m = O(1)M
(
n+m− 1
n+m
)
,
where O(1) is a constant depending on α, β,m and k only.
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Proof. Since
(n+m)an+m = 12pirn+m
∫ 2pi
0
zf ′(z)e−i(n+m)dθ,
we have
(n+m)|an+m| ≤ 12pirn+m−1 L(r),
and the result follows from Theorem 3.7 on taking r = 1− 1n+m . 
Theorem 3.9. Let, for δ, ρ positively real (ρ 6= 0), F(z) be defined as
F(z) =
[
ρ + δ
zδ
∫ z
0
f ρ(t)tδ−1dt
] 1
ρ
, (3.17)
and let f ∈ Qk(0, β,m, γ ). Then F ∈ Qk(0, β,m, γ1), where γ1 is given as
γ1 =
{
(ρ + δ)
ρ
[
2F1
(
2ρ(1− γ ), 1, (ρ + δ + 1); 12
)]
ρ
− δ
ρ
}
,
and 2F1 denotes the hypergeometric function. This result is sharp.
Proof. Set
zF ′(z)
F(z)
= H(z) =
(
k
4
+ 1
2
)
h1(z)−
(
k
4
− 1
2
)
h2(z), (3.18)
where H(z) is analytic in E with H(0) = 1. Then, from (3.17), we have
zf ′(z)
f (z)
=
{
H(z)+ zH
′(z)
ρH(z)+ δ
}
∈ Pk(γ ), z ∈ E. (3.19)
Using a similar technique to before, we can write (3.18) and (3.19) as{
H(z)+ zH
′(z)
ρH(z)+ δ
}
=
(
k
4
+ 1
2
)[
h1(z)+ zh
′
1(z)
ρh1(z)+ δ
]
−
(
k
4
− 1
2
)[
h2(z)+ zh
′
2(z)
ρh2(z)+ δ
]
. (3.20)
Therefore, from (3.19), we have{
hi(z)+ zh
′
i(z)
ρhi(z)+ δ
}
∈ P(γ ), z ∈ E, i = 1, 2.
We use the subordination≺ technique given in [12, Theorem 3.3e, p. 113], to obtain
hi(z) ≺ qm(z) = 1+ (1− 2γ )z
m
1− zm . (3.21)
The function qm(z) is given by
qm(z) = 1
ρ [gm(zm)]
1
m
− δ
ρ
,
gm(z) =
∫ 1
0
[
1− z
1− tz
]2ρ(1−γ )
t(δ+ρ)−1dt
= 2F1
(
2ρ(1− γ ), 1, (ρ + δ + 1); z
1− z
)
1
ρ + δ .
From (3.21), we have the following sharp inequality:
Re{hi(z)} ≥ γ1 = min|z|=1 Re{qm(z)}
= qm(−1)
= ρ + δ[
2F1
(
2ρ(1− γ ), 1, (ρ + δ + 1); 12
)]
ρ
− δ
ρ
,
and this bound is sharp.
Now using (3.18), we obtain the required result. 
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Special cases
(i) Let ρ = 1,m = 1 and γ = 0. Then F ∈ Qk(0, β, 1, γ1)with
γ1 =
[
δ
2F1
(
2, 1, 1+ δ; 12
) − δ]
which is best possible value for γ1. This is a generalized Bernardi integral operator [2] and improves a result proved in [8].
(ii) When ρ = δ = m = 1, (3.17) defines the Libera integral operator and we note that F ∈ Qk(0, β, 1, γ1),where
γ1 =
{
1
2F1
(
2(1− γ ), 1, 2; 12
) − 1} .
We now deal with the converse case of Theorem 3.9 as follows.
Theorem 3.10. Let F , defined by (3.17), belong to Qk(0, β,m, 0) for ρ, δ > 0. Then f ∈ Qk(0, β,m, 0) for |z| < r∗, where r∗ is
given by
r∗ = δ + ρ
ρ
√
A+
√
A2 −
(
δ2
ρ2
− 1
)2 , A = 2
(
1
ρ
+ 1
)2
+
(
δ
ρ
)2
− 1. (3.22)
This result is best possible.
Proof. Let
zF ′(z)
F(z)
= H(z)
be defined by (3.18). Then H ∈ Pk, z ∈ E.
From (3.19), (3.17) and (3.18), we have
zf ′(z)
f (z)
=
(
k
4
+ 1
2
)[
h1(z)+ zh
′
1(z)
ρh1(z)+ δ
]
−
(
k
4
− 1
2
)[
h2(z)+ zh
′
2(z)
ρh2(z)+ δ
]
, hi ∈ P, i = 1, 2, z ∈ E. (3.23)
We now use Lemma 2.3, with s = 1
ρ
> 0, ν = δ
ρ
6= 0− 1 and it follows that{
hi(z)+ zh
′
i(z)
ρhi(z)+ δ
}
∈ P, i = 1, 2
for |z| < r∗, where r∗ is given by (3.22). Consequently, from (3.23), we obtain the required result. 
As a special case, for ρ = 1, we have Bernardi–Livingston operator (see [2]), and in this case
r∗ = δ + 1√
(7+ δ2)+ 4√3+ δ2
.
This operator reduces to the Livingston operator when δ = 1 and this gives us r∗ = 12 which is a well-known result for
several subclasses of univalent functions; see [2].
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