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Abstract
Thermally-treating amorphous indium-oxide films is used in various basic studies
as a means of tuning the system disorder. In this process the resistance of a given
sample decreases while its amorphous structure and chemical composition is pre-
served. The main effect of the process is an increase in the system density which
in turn leads to improved interatomic overlap which is easily detected as improved
conductivity. A similar effect has been observed in studies of other amorphous sys-
tems that were subjected to pressure. In the current work we show that the Raman
spectra of amorphous indium-oxide change in response to thermal-treatment in a
similar way as in pressure experiments performed on other disordered and amor-
phous systems. We present a study of how thermal-treatment changes the system
dynamics by monitoring the resistance versus time of indium-oxide films following
various stages of thermal-treatment. The time dependence of the sample resistance
fits the stretched exponential law with parameters that change systematically with
further annealing. Implication of these results to slow dynamics phenomena that
are governed by the Kohlrausch’s law are discussed.
Key words: Amorphous materials, Thermal-treatment, Stretched-exponential
relaxation
0.1 Introduction
Understanding the properties of amorphous solids has been a great intellectual
endeavor. The lack of long-range periodicity presents a challenge to theory, and
the non-equilibrium nature of the systems adds another layer of complexity. In
addition to lack of long-range order, most amorphous solids exhibit mass den-
sity that is lower than their crystalline counterpart. This is presumably due to
their being formed by a fast cooling from the liquid or gaseous phase. The latter
preparation method, quench-cooling the material from the vapor phase onto
a cold substrate, usually results in a spongy structure that has many micro-
voids reducing the material bulk specific gravity. Consequently, an appreciable
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volume change may be affected in these structures upon application of pres-
sure. Indeed, amorphous systems often show considerable volume-change ∆V
under pressure; relative volume shrinkage ∆V/V exceeding 15% was observed
in a number of studies [1,2,3,4,5,6,7,8,9,10,11,12,13].
It was recently shown [14] that similar densification may be affected by thermally-
treating amorphous indium-oxide InxO films. The protocol used a cycle of
heating-cooling on vapor-deposited films and demonstrated a volume change
of up to ≃20%. At the same time, a change of several orders of magnitude
of the film resistance at room-temperature was observed in this low carrier-
concentration version of InxO [15].
In addition to the similarity between the effects produced by pressure and
thermal-treatment, in terms of densification, both protocols seem to share a
peculiar after-effect; upon relief of pressure, and after cooling-back to room-
temperature in the thermal-treatment protocol, the system volume slowly
crept back up towards its initial value. This ”swelling” effect was observed
in the time dependence of the optical-gap of glasses following pressure relief
[7,14]. In our previous study of InxO films the effect was observed in the time-
dependence of the optical-gap and the system resistance studied in-situ after
the thermal-treatment is terminated [14].
Previous thermal-treatment experiments [14] were performed using versions
of InxO with relatively small deviations from the In2O3 stoichiometry of the
ionic compound. In this work we use indium-richer version of InxO with larger
carrier-concentration N. This version is commonly used in superconductor-
insulator transitions studies [16]. It exhibits the main features of all InxO
versions in having the flexibility of being able to modify its volume by heat-
treatment and thus fine-tune its resistance while the relatively high carrier-
concentration (N &5x1020cm-3). This makes it possible to observe super-
conductivity at liquid-helium temperatures once the system disorder is low
enough. The InxO system affords a wide range of carrier-concentration (while
keeping the Fermi energy in the conduction-band) with N as low as 8x1018cm-3
to N≈1022cm-3. The carrier-concentration of InxO is essentially determined
by the In/O ratio during material deposition [17]. Due to its high carrier-
concentration, the as-prepared film of the material naturally has much lower
resistivity than InxO films with N<10
20cm-3. The amount by which the room-
temperature resistivity of the sample could be reduced by thermal treatment
is accordingly more modest; it is rarely more than a factor of ≈4. On the
other hand the accompanying relative change in other physical properties, per
change in resistivity, is actually larger [15].
Taking advantage of this sensitivity and the large response this material ex-
hibits in Raman scattering, we study how the boson-peak changes with re-
sponse to the thermal-treatment procedure used in taming the system disor-
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der. The boson-peak is a feature that appears in Raman spectra of disordered
systems as a peculiar broad peak at 10-100 cm-1[18,19,20,21,22]. The magni-
tude of the boson-peak, characteristically observed in glasses, decreases with
pressure [22]. As it will be shown below, the same occurs upon thermally treat-
ing InxO samples further supporting the similarity between applying pressure
and thermal treatment of glasses [14]. We note however that the time de-
pendence of the Raman spectra while pressure is applied or after its release
was not yet studied. To our knowledge this aspect has not been studied in
any glassy system probably due to technical difficulty. By contrast, monitor-
ing the resistance is an extremely sensitive measure of the structural change
associated with densification of InxO as demonstrated in [14,15]. Resistance
measurement is also a fast process which allows tracking these changes in real
time.
A special emphasis is given in this work to the ‘after-effect’ mentioned above
where the resistance of the samples slowly increases after the heat-treatment
has ended and the sample temperature returned to its pre-treatment value.
The behavior of the resistance during this period has a mechanical analogue;
The volume of a ‘memory-foam’ that has endured the squashing effect of a
heavy object will show qualitatively similar time-dependence as R(t) after the
heat is turned off. In particular, it will swell back towards its original volume,
partly as a rather fast change when the weight is lifted followed by a much
slower process.
The time dependence of the swelling phenomenon, as reflected in the sample
resistance, fits a stretched-exponential law. A systematic study of how this law
changes with consecutive annealing-cycles reveals that the in addition to den-
sification, the rate distribution that determines the slow structural dynamics
becomes narrower. The implication of these results for data analysis of glass
dynamics and transport studies are discussed.
0.2 Samples preparation and characterization
The InxO films used here were e-gun evaporated onto room-temperature sub-
strates using 99.999% pure In2O3 sputtering-target. Undoped Silicon wafers
were used as substrates for both, electrical measurements and Raman spec-
troscopy measurements. Deposition was carried out at the ambience of 3±0.5x10-5
Torr oxygen pressure maintained by leaking 99.9% pure O2 through a needle
valve into the vacuum chamber (base pressure ≃10-6 Torr). Rates of deposi-
tion were 1.4-2.5 A˚/s. With this range of rate-to-oxygen-pressure, the InxO
samples had carrier-concentration N in the range (6-25)x1021cm-3 measured
by Hall-Effect at room-temperature. Note that the carrier-concentration of the
samples used in the previous study was considerably lower [14].The evapora-
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tion source to substrate distance in the deposition chamber was 45cm. This
yielded films with thickness uniformity of ±2% across a 2x2cm2 area. Lat-
eral sizes of samples used for transport measurements was typically 1x2mm2
(width x length respectively), and 1x1cm2 for the Raman spectroscopy. The
films thickness of the samples used for transport measurements was 510±10
A˚.
The as-deposited samples typically had sheet-resistance R of the order of
≈(5-10)x103Ω at room-temperatures, much smaller than the films with the
lower carrier-concentrations used before. This was usually the starting stage
for the thermal-treatment cycles performed on each preparation batch (3 dif-
ferent batches were used in the study). A description of the annealing process
will be described in the next section. Details of the changes in the material
microstructure in the process of thermal-treatment are described elsewhere
[14,15].
0.3 Measurements methods
After removal from the deposition chamber, the sample was mounted onto
a heat-stage in a small vacuum cell wired to make contacts with the sam-
ple for electrical measurements and a thermocouple thermometer attached
to the sample-stage. The cell used for monitoring the sample resistance and
temperature had a light-weight made of 0.2mm copper-sheet equipped with a
thermofoilTM heating-strip on its back side. The characteristic time to reach
90% of the asymptotic temperature after applying power to the heating-
element was typically ≈300s for the range of temperatures used in this work.
Copper wires were soldered to indium contacts pressed into the sample strip to
facilitate resistance measurements. These were performed by a two-terminal
technique using either the computer-controlled HP34410A multimeter or the
Keithley K617.
Raman spectra were taken with a Renishaw inVia Reflex Spectrometer using
a laser beam with either 514 nm or 785 nm wavelength and edge-filter at
≈70cm-1.
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1 Results and discussion
1.1 The thermal treatment protocol
The protocol for thermally-treating InxO samples is composed of the follow-
ing steps: The sample, deposited at TP (typically≃298±2K) is anchored to a
heat-stage within the measuring cell and electrical contacts are made to allow
its resistance to be monitored. The cell is then evacuated by a rotary-pump to
a pressure of .0.03mbar. Next, the heating-stage is energized, and within a
time interval δt (of the order of ≈300s) the sample-stage reaches an annealing
temperature TA. The system is then kept at this temperature for a dwell-time
td, typically much longer than δt. Finally, the heat supply is turned off and
the sample is cooled back to ambient temperature within essentially the same
δt as in the heat-up stage. The sample resistance and the stage temperature
are continuously measured throughout the annealing-cycle. A typical set of
results for an annealing cycle is illustrated in Fig.1a including both R(T) and
∆T(t)≡TA(t)-TRT(t) where TRT is the ambient temperature. The sharp re-
sponse of the resistance while the temperature increases upon turning on the
heating and during the cool-back to TRT is due to the temperature depen-
dence of the sample resistivity (the temperature coefficient of the resistance
is negative for all the samples studied here). Note however that the resistance
changes even during the parts of the cycle where the temperature is essen-
tially constant (Fig.1b and Fig.1c). In particular, the resistance keeps going
up long after the stage temperature stabilizes (Fig.1b). The time of R is asso-
ciated with the increase in the sample volume. This ”swelling” effect was also
observed in pressure-densification studies after the applied pressure has been
relieved [6,7].
Both ∆Rswell(t) and ∆Ranneal(t) reflect changes in the system volume (rar-
efaction and densification respectively). The change in volume in the process
of thermally-treating InxO films was demonstrated in an interference experi-
ment using grazing-angle x-ray technique [15]. The volume change was further
correlated with in-situ resistivity and optical-spectroscopy measurements [15].
It was argued [14] that the time-dependent processes that occur while the
temperature is constant can be qualitatively accounted for by assuming an
effective two-body potential of the form depicted in Fig.2. Moreover, the sim-
ilarity of these effects with those produced by application of pressure could
be explained on the same footing as in thermally-treating the system [14]. For
completeness, we give below a concise summary of these arguments.
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Fig. 1. A typical protocol used in thermally-treating the InxO films. (a) Resistance
data R(t) shown in open circles and refer to the left scale, the sample temperature
during the protocol is plotted vs. ∆T(t)≡TA(t)-TRT (TRT=298±1K) with open
squares and refer to the right scale. The arrows mark the onset of the constant-tem-
perature time-intervals starting from which fits are shown (dashed lines) to the
∆R(t) plots in (b) and (c). The data in (c) are for the annealing-period (circles),
and for the data in (b) (triangles) are for the ”swelling” period. The fits (dashed
lines) are based on Eq.2 and Eq.3 with the parameters β=0.84, 0.60 and τ=2x104s,
6x104s respectively.
1.2 A heuristic picture for densification-rarefaction
The picture is based on the inter-particle potential schematically shown in
Fig.2. The figure depicts two local configurations of the interparticle po-
tential; ”S” and ”D” are specific two-state-systems featuring two local min-
ima. The state labeled S (for ‘swell’) favors a larger interparticle separation
while D favors a denser structure. The system density at a given tempera-
ture and pressure is determined by the values of Φi’s. Transitions of the type
S,D(1→2), S,D(2→1), are assumed to be controlled by a Boltzmann factor so
the transition-rate γ is:
γ=ω·exp[-δ/kBT] (1)
where δ is δ3,1=Φ(3)-Φ(1), δ3,2=Φ(3)-Φ(2) respectively, ω ≈10
12s-1 is the attempt-
frequency and T is the temperature.
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Fig. 2. A schematic description of the effective interparticle-potential Φ versus their
separation r. Two forms of this potential are shown as representatives of an assumed
continuous distribution.
Many of the local configurations in the as-prepared InxO films, are probably
of the ‘swell-type’ because the samples were quench-condensed from the vapor
phase onto room-temperature substrates and therefore are similar to rapidly-
chilled glasses [1]. Accordingly, S-configurations may initially be preponderant
in the system. When ∆T>0 is applied the balance of occupation in the S(1)
and S(2) states changes and the density will increase towards the level dictated
by Boltzmann statistics and controlled by the distribution of the δ3,2 barriers.
If, while ∆T is on, there are no irreversible structural changes then the density
will eventually saturate at the ‘equilibrium’ value set by the temperature. In
this case the density will acquire its pristine value when ∆T is reduced to
zero. Reversible changes that apparently occur when the asymptotic value
of the resistance is lower than the starting value signify transformation of
S-configurations into D-configurations.
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1.3 Raman spectra
Amorphous systems are as a rule disordered solids. One of the characteris-
tic features of these systems is the bosom-peak. This peculiar feature may
be detected in inelastic neutron scattering where it shows up as an excess
of vibration-states over the parabolic Debye spectrum [18,19,20,21,22]. This
boson-peak is routinely observed in Raman scattering experiments where it
exhibits a characteristic asymmetric shape with a peak value around 40-100
cm-1. The effect of pressure on the boson-peak has been studied in number
of disordered systems [22] and showed a systematic reduction of the peak
magnitude with increasing pressure. In this work we show Raman spectra
of before and after thermal-treatment (Fig.3). The figure reveals the same
trend as in other disordered systems; the magnitude of the boson-peak is sig-
nificantly smaller following densification. This gives further support to the
observation that thermal-treatment of InxO has qualitatively the same effect
as applying pressure on other structural glasses in agreement with the heuris-
tic picture [14]. A reduction of the boson-peak magnitude was also observed
after thermally-treating the InxO version used in [14] but the change relative
to the change in the resistance was smaller. It should also be remarked that
with the present set-up, having a cut-off below 70cm-1, we cannot determine
the position where the boson-peak reaches its maximum value* and therefore
we are not able to see if and by how much it is shifted with annealing.
Further reduction in the boson-peak magnitude is achieved upon crystallizing
the InxO film. Crystallization proceeds rapidly by subjecting the InxO film
to temperatures in excess of ≈370K. The Raman spectrum of the resulting
In2O3-x polycrystalline film is compared with that of the as-deposited amor-
phous film and with the spectrum of the deposition-source material In2O3.
Obviously, Raman spectra for the various structures of indium-oxide samples
are distinctly different. This makes Raman scattering a useful tool to iden-
tify them and, in particular, to distinguish between the oxygen-deficient (and
electron-rich) In2O3-x and the stoichiometric compound In2O3. Note that, over
the spectral range studied, some of the expected In2O3 vibration-modes at 109,
135, 307, 366, and 495 cm-1 clearly seen in the source-material spectrum, are
masked or shifted in energy in the In2O3-x compound (Fig.4). This presumably
is due to the presence of ≈1020cm-3electrons in the non-stoichiometric system.
We found out that Raman spectroscopy is also sensitive enough to detect a
residual amorphous phase in samples that undergone incomplete crystalliza-
tion; this shows up as a prominent boson-peak superimposed on spectrum
that looks like that of In2O3-x. The presence of a similar amount of amor-
phous phase on the same (mostly crystalline) sample was difficult to ascertain
by using x-ray or electron-diffraction techniques as both usually give some
signal due to inelastic scattering that is hard to distinguish from the presence
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Fig. 3. Raman spectra for a 51nm InxO film taken before (full line) and after (dashed
line) thermal-treatment cycle that changed the as-made sample resistance from
3.1kΩ to the annealed value of 1.15kΩ. The two spectra were taken with the same
conditions and with a laser power of 7mW.
of amorphous phase.
1.4 Dynamics of the iso-thermal processes
We turn now to discuss the slow processes that occur during the iso-thermal
parts of the annealing cycle. The behavior shown in Fig.1 is typical but the
relative magnitude of changes that presumably take place while the system
temperature is constant depend in an intricate way on TA, time of annealing,
and on history. Two examples for protocols that are usually avoided are shown
in Fig.5 and Fig.6.
Figure 5 shows an example for an unusually long heating process which is the
way to get a substantial densification and lowering of the sample resistance
while using moderate annealing temperature. Figure 6, on the other hand,
shows the unwanted result of actually ending up with a higher resistance than
the value one started the protocol with. Such an outcome is not rare; it usually
occurs when TA is close to the temperature the sample was exposed to previ-
ously (for example, during deposition), annealed for short period of time, or
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Fig. 4. Raman spectra of the three structures of indium-oxide. The plot labeled
as In2O3 (full-line) is based on data taken from the source material used here for
depositing the InxO (amorphous) 91nm film (dashed line). The latter was later
crystallized and held at 700K for 25 minutes to form In2O3-x the polycrystalline
version of indium-oxide (dotted-line).
both. In essence, even though the cooling-back to room-temperatures extends
over hundreds of seconds, it is effectively tantamount to quench-cooling the
sample because the cooling-time is still much shorter than the relaxation-time
of the medium. In terms of the heuristic model, the most relevant configu-
rations (see Fig.2) that are involved in the swelling effect are those having
Φ(1)-Φ(2) just larger than kBTA.
An intriguing question to which we have yet no answer is whether it is possible
by careful annealing to completely eliminate ‘S-type’ configurations from the
amorphous system.
The temporal dependence of R, while the system is under the annealing-
temperature TA, may be fitted to a stretched-exponential law:
∆Ranneal(t) = ∆Ra exp [-(t/τ)
β] (2)
with the three parameters β, τ , and ∆Ra.
A complementary behavior takes place during the asymptotic region of the
annealing protocol, where the temperature has settled back at TRT. In this
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Fig. 5. Thermal-annealing cycle carried over an extended period of time. The sample
is a 51nm InxO film (see Fig.1 for details). The inset shows the swelling-effect
reflected in the increase of R(t) of the sample fitted to Eq.3 with β=0.96 and
τ=105s (dashed line). The arrow marks the chosen origin of time for ∆Rswell(t).
period R(t) may also be described by a stretched-exponential law (in general,
with different parameters):
∆Rswell(t) = ∆Rs{1- exp [-(t/τ)
β]} (3)
Stretched-exponential time dependence is often observed in the dynamics of
disordered systems [23,24]. There were several attempts to come up with a
microscopic model that accounts for the origin of this so called Kohlrausch-
law [25]. However for discussing the current results a simple interpretation
suggesting that the stretched-exponential is just a weighted sum of simple
exponentials may suffice [26]. In this approach, the stretched-exponential law
is a convoluted effect of parallel events with relaxation-rates γ distributed over
a range with probability P(γ), the parameter β is a logarithmic measure of
the distribution-width and τ is a characteristic relaxation time [26]. We shall
argue however that, unless β ≃1, associating τ with a relaxation time may
convey only part of the characteristics of the dynamics.
Fitting data of a rather plain form such as our ∆Ranneal(t) or ∆Rswell(t) plots
to Eq.2 or Eq.3, involving 3 parameters, should be taken with some reser-
vations. The main problem in trying to fit such data to Eq.2 or Eq.3 is the
time it takes the sample temperature to stabilize upon heating-up to TA and
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Fig. 6. Thermal-treatment cycle for a 51nm InxO film after it was previously sub-
jected to a thermal cycle at the ∆T=65K for 15,000s. Note that the resistance at the
end of the annealing-cycle flows to a higher value than the initial value (marked by
the dotted line). The inset shows the swelling effect of the sample fitted (dashed-line)
to Eq.3 with β=0.75 and τ=9.8x104s (dashed line). The arrow marks the chosen
origin of time for ∆Rswell(t).
after cooling-back to room-temperature. This introduces uncertainty in the
assignment of the origin of time. Nevertheless, fitting data to these stretched-
exponential expressions is still a reasonable tool to estimate (by extrapolation)
the asymptotic value of the resistance, and to compare changes in dynamics on
a relative basis. Our choice of the ”starting-time” for the iso-thermal process
is marked by the arrows in figures 1, 5, and 6.
1.5 How disorder is reflected in the swelling dynamics
Next we wish to focus on how the dynamics observable through analyzing
∆Rswell(t) data reflect on the degree of the disorder after a given thermal-
treatment cycle. In transport measurements, it is the sample resistivity ρRT
that is often taken as the criterion for disorder. Thermal-annealing modifies
the sample resistance at the end of the heat-cycle and therefore it changes the
disorder. However, in addition to the value of the average resistivity, there are
changes observable in the dynamics of the ‘after-effect’ that may give further
information on the modified system disorder.
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Fig. 7. The time dependent ∆Rswell(t) for three consecutive thermal-annealing cycles
on the same 51nm InxO film where the sample was held at the same ∆T and for
the same time then cooled back to room-temperature and its R(t) was monitored.
These ∆Rswell(t) data are fitted (dashed line) to Eq.3 with β=0.51, 0.88, 0.96 and
τ=1.6x104s, 6x104s, 8.4x104s for thermal-cycle #1, 2, and 3 respectively.
We have studied three series of samples that were progressively annealed by
subjecting them to thermal-treatment for successively longer times, higher
TA (or both). This resulted in a lower resistance at the end of each annealing
cycle. The dynamics of the system was then tested at each cycle-end by the
very same protocol: The sample was exposed to TA=325±1K for ≈60 minutes,
then allowed to cool back to room-temperature and the ensuing ∆Rswell(t) was
monitored. A fit was then made for these data to Eq.3 using the same criteria
for the choice of the origin of time for each heat-treatment cycle. It turns out
that the best-fits parameters β and τ consistently increased as the annealing
stages progressed and the sample resistance decreased. Three plots that illus-
trate this trend are shown in fig.7. Note that the asymptotic value of ∆Rswell
gets progressively smaller with further thermal-cycles but it seems to reach a
limit as further annealing gives little or no improvement of the conductance.
In addition, the time dependence of ∆Rswell(t) also changes: More annealing
causes ∆Rswell(t) to exhibit a smaller curvature. This is illustrated in Fig.7
comparing the plots for the 1st and 3rd thermal-treatment cycles (the latter
is also shown blown-up to facilitate comparison of curvature).
The ∆Rswell(t) plots in Fig.7 are results of testing three consecutive annealing-
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Fig. 8. (a) The normalized probability-distribution of the dimensionless parameter
γt that gives the stretched exponential relaxation law [26] for three values of β. (γt)p
is the value at the respective point where ∂P(γt)/∂(γt)=0. (b) The best fitted value
of the parameter τ for the three annealing cycles shown in Fig.7. (c) The transition
rates of these samples at the peak of the respective P(γt) distribution.
stages yielding best-fit values for β and for the relaxation-times τ that are
listed in the table below. These were purposefully chosen for display because
their β ′s are close to 1/2, 7/8 and 24/25 for thermal-cycle 1, 2, and 3 re-
spectively. Note that P(γ,β), where β equals ratio of integers, may be readily
calculated by the prescription suggested by Johnston [26].
annealing cycle # β τ (x104s)
1 0.51±0.05 1.6±0.08
2 0.87±0.02 6.4±0.1
3 0.96±0.015 8.1±0.2
These specific rate-distributions are plotted in Fig.8a as function of the di-
mensionless variable γτ [26].
It would be natural to take the value of the fitted τ as a characteristic
relaxation-time for a given sample. In this case one may conclude from Fig.8b
that the dynamics of the swelling effect becomes slower with progressive an-
nealing. However, plotted against the peak-value (γτ)p of the P(γ) associated
with the best-fitted β, one observes an intriguing correlation in our data; τ
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is linear with (γτ)p (Fig.8b).This, in turn, means that γp, the most probable
rate involved in the dynamics of ∆Rswell(t) appears to remain constant as the
annealing proceeds to further reduce the sample resistance (Fig.8c). It should
be emphasized that the trend of β getting larger with further annealing has
been observed in all our thermal-treatment experiments, but not knowing the
associated P(γt) we cannot ascertain that the τ ∝(γτ)p relation holds in each
interim annealing stage. What is clear is that larger β means narrower, more
symmetric rate-distribution. Therefore it is fair to conclude that, in addition to
increasing the material density, thermally-treating InxO films improves their
homogeneity. This agrees with independent data obtained by using x-ray in-
terferometry [15]. The lesson here is that the value of the best-fitted τ by itself
conveys only part of the information relevant for the system dynamics (unless
β is close to unity). When β is small the relaxation-time is an ill-defined quan-
tity and its value may depend on the specific protocol one uses to estimate
it.
Using Eq.1 the effective barrier that would give the most probable transition-
rate found above for the InxO films may be estimated by:
δp = kBT ln
(
ω
γp
)
(4)
With kBT≃25meV, ω ≃10
12s-1, and γp ≃10
-5s-1 (from Fig.8c) one gets δp ≃1.0±0.05 eV.
It should be noted that, within the experimental error, this δp is identical with
the value estimated for the barrier of another version of this material with a
lower carrier-concentration [14]. The order of magnitude difference (in terms
of carrier-concentration) between these versions of InxO has apparently little
effect on the value of the barrier. This suggests that its origin has to do with
local chemistry rather than the specific stoichiometry of the compound.
With a barrier of the order of 1eV the only dynamics expected below ≈100K
on a time scale relevant for most experiments would be of quantum nature; at
liquid nitrogen temperatures the over-the-barrier transition-rate would already
be smaller than 10-54s-1.
The lack of observable increase with time of the average resistance for a sample
immersed in liquid helium suggests that tunneling-transition is also practically
suppressed. The effective distance for tunneling may be of atomic dimension
but it probably involves many-body effects making the mass of the tunnel-
ing object too large. This effective freezing-out of the system disorder makes
thermal-treatment a useful tool for a variety of low-temperature studies where
one seeks a way to fine-tune the disorder. Not only does it allow to change
the average disorder over a range large enough to affect the metal-insulator or
superconductor insulator transition, but by letting the system retrieve some
disorder through the swelling-effect, it also allows a certain degree of reversibil-
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ity. This is especially useful for low temperature study of the insulating phase
where a tiny change in room-temperature resistance translates into an expo-
nentially large change at the measuring temperatures [15].
2 Summary
We have studied in this work several effects associated with thermally-treating
InxO films. Two effects that were studied previously are a reduction in the sys-
tem volume and optical-gap during heat-treatment as well as a partial recovery
of these quantities after the sample is cooled back to room-temperature [14].
Here it is shown that thermal-treatment also leads to a reduction of the boson-
peak magnitude. These three effects were observed in other disordered systems
by applying pressure. The response of a system volume to application of pres-
sure and the rarefaction that takes place once pressure is relieved appeals
to one’s intuition based on everyday experience. That thermal-treatment has
similar effects may seem counter-intuitive, again, due to common experience;
raising temperature usually (but not always [27]) causes system to expand.
It is in the nonequilibrium solids like amorphous systems that this peculiar
behavior may turn out to be prevalent. There is no reason to believe that InxO
films are unique in this regard.
Monitoring the system resistance allow convenient and sensitive tracking of
the dynamics and energetics associated with these phenomena during both
densification and after the heat-treatment is terminated and the system re-
laxes towards a new (metastable) state. These processes are presumably ac-
tivated and exhibit temporal dependencies that fit the Kohlrausch-law often
encountered in experiments involving slow-dynamics of structural glasses. The
parameters that fit the relaxation-law β and τ change systematically with the
degree of annealing. An analysis of these changes suggest that, in addition
to densification, there is a narrowing of the rate-distribution. It would be
interesting to see how general are these findings by studying the effects of
thermal-treatment on other metallic glasses.
The assistance by Dr. Anna Radko with the Raman spectra work is grate-
fully acknowledged. This research has been supported by the 1030/16 grant
administered by the Israel Academy for Sciences and Humanities.
*After this work was published, we have found that the maximum magnitude
of the boson-peak in this version of InxO occurs at 38±2 cm
-1 and does not
shift with thermal-treatment (work performed in collaboration with Itai Bet-
hazavdi and Ilana Bar from Ben-Gurion University of the Negev).
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