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ABSTRACT
For a positive integer n, we compute the shape of a totally real multiquadratic extension of degree
2n in which the prime 2 does not ramify. From this calculation, we see that the shape of such a
number field is parametrized by the generators of its 2n − 1 quadratic subfields. Restricting to the
case n = 3, we use this parametrization to count the number of triquadratic extensions of bounded
discriminant and bounded shape parameters. We then show that, as the discriminant goes to infinity,
these shapes become equidistributed in a regularized sense in the subset of the space of shapes of
rank 7 lattices that contains them.
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CHAPTER 1
INTRODUCTION
1.1 Introduction
The shape of a number field is an invariant that stems from the geometry of numbers. The
study of shapes of number fields was first introduced in [Ter97], where the author shows that the
shapes of (real or imaginary) cubic fields, when ordered by their absolute discriminants, become
equidistributed in the space of shapes of rank-2 lattices. In [BH16], the authors show that, when
ordered by their absolute discriminants, Sn-number fields of degree n = 3, 4, and 5 have shapes
that become equidistributed in the space of shapes as the absolute discriminant tends to infinity.
In particular, their calculations for n = 3 simplify the methods used in [Ter97]. In [Har17] and
[Har19], it is shown that the shape of complex cubic fields is a complete invariant of the field. The
author also gives results regarding the equidistibution of these shapes. Furthermore, in [BS14] the
authors show an equidistribution result for shapes of real cubics. More recently, in [HH19], the
authors explore the equidistribution of shapes of Galois quartics.
The study of shapes of low-degree number fields is an area of active research. For example, in
the case of quartic extensions, the shapes of these number fields are being studied according to their
Galois closure. Little is known about the shapes of general number fields in higher dimensions. The
computation of the shape relies on the ability to exhibit a nice integral basis for the corresponding
ring of integers of the number field, which can be a difficult task. This thesis aims to tackle the
computation of shapes of a specific family of number fields, called multiquadratic extensions, which
are degree-2n analogues of quadratic extensions. Precisely, for a set {D20 , . . . , D2n−1} of n distinct,
squarefree integers, a multiquadratic extension generated by these integers is defined as the number
field
Kn := Q(
√
D20 , . . . ,
√
D2n−1).
These number fields have the advantage of being Galois over Q. Additionally, the integral basis
we use gives a representative of the shape that can be parametrized in a relatively simple way. This
allows us to study the distribution of shapes of such extensions.
Chapter 2 will cover a general overview of the shape of a lattice. Here, we are taking full lattices
in a finite-dimensional real inner product space V . Once this is achieved, we will define the space of
shapes corresponding to full lattices in V , emphasizing the viewpoint of describing it as a space of
matrices. We will also discuss a more geometric approach to the notion of shape in lower dimensions.
With the definition of shape of a lattice, we turn to number fields. As it turns out, the geometry
of numbers enables us to embed a number field into its Minkowski space. Upon doing so, the image
under this embedding of the ring of integers turns out to be a full lattice. This allows us to study
the shapes of number fields.
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With a specific family of number fields in mind, one is naturally led to the question of
how the shapes of number fields in this collection are distributed. We will give a precise defini-
tion of equidistribution, which is dependent on the natural measure associated to the space of shapes.
In Chapter 3, we will define multiquadratic extensions in full generality. Then, we will see that
these number fields are classified into three subfamilies, which will depend on congruence conditions
modulo 4 on their set of generators. Corresponding to these subfamilies, we can then compute their
integral bases, which is a crucial ingredient in the calculation of the shape.
This thesis covers one specific subfamily of multiquadratic extensions, namely, the case in which
all the generators are congruent to 1 modulo 4. We also restrict our study to multiquadratic
extensions that are totally real. As we will see, totally real multiquadratic fields are precisely those
whose generating set consists of positive integers. These restrictions simplify arguments, but the
essential ideas of the method should work in general.
Given these restrictions, we proceed to compute the shape. Furthermore, we explore the subset
of the full space of shapes that our family corresponds to. In the computation of the shapes of
these number fields, we will see that that the entries of the representing matrices are in terms of
the generators of the fields. By placing a bound on the discriminant of the number fields, we place
a bound on these generators, which transform the problem into one of counting integers.
Chapter 4 will describe the methods we use for counting multiquadratic extensions. In this
chapter, we further restrict our collection of number fields to the case when n = 3, studying the so
called triquadratic extensions.
This chapter will be broken up into four major components. First, we parametrize our
triquadratic extensions, turning the count of number fields into a count of integer points.
Next, by imposing a bound on the discriminant, our count becomes finite. Along with counting
number fields with a prescribed shape, we see that these number fields, parametrized by integer
points, occupy some bounded Euclidean region. The principle of Lipschitz allows us to approximate
the number of points in this region with the region’s volume.
Since not all of the points in this region correspond to a number field of interest, we refine the
count with a sieve that discards these extra points.
Chapter 4 concludes with two important theorems. The first is a statement regarding the count
of triquadratic extensions with the right congruence conditions modulo 4, with bounded discriminant
and prescribed shape. Lastly, this theorem lends itself to the proof that the shapes of these fields
are indeed equidistributed in the subset of the space of shapes in which they reside.
2
1.2 Statement of Main Results
The motivation behind this thesis is to prove that, as the discriminant tends to infinity, the shapes
of totally real multiquadratic extensions Kn in which 2 does not ramify become equidistributed in
the subset of the space of shapes that contains them.
We let ` = 2n − 1. With S` denoting the space of shapes of rank ` lattices, we let SKn denote
the subset of S` containing the shapes of the multiquadratic extensions we study. We equip this
space with a natural measure µ. In Chapter 2, we will see that this subset can be parametrized by
tuples (X2, . . . , X`) of real numbers that encode the shapes of multiquadratic extensions.
For fixed positive real numbers R2, . . . , R`, we look at the subset W (R2, . . . , R`) ⊂ SKn which
places bounds on each of the shape parameters. Specifically,
W (R2, . . . , R`) = {sh(X2, . . . , X`) ∈ SKn : X2 < . . . < X` ≤ R`, Rj < Xj for 2 ≤ j ≤ `− 1}.
We letM+n (i) denote the collection of totally real multiquadratic extensions in which 2 does not
ramify. Furthermore, for a fixed real number X, we let
Nn(X,R2, . . . , R`) = #{Kn ∈M+n (i) : ∆(Kn) < X, sh(Kn) ∈W (R2, . . . , R`)}
denote the number of extensions inM+n (i), whose discriminants are bounded by X and whose shapes
lie in W (R2, . . . , R`). The most general statement that we wish to prove is the following:
Conjecture 1.1. The shapes of the fields in M+n (i) are equidistributed in SKn with respect to µ
in a regularized sense. That is, there is a positive constant Cn > 0 such that for every compact
µ-continuity set W of SKn , we have
lim
X→∞
X−
1
2n−1 #{Kn ∈M+n (i) : ∆(Kn) < X, sh(Kn) ∈W} = Cnµ(W ).
In this thesis, we restrict to n = 3. We prove the following two results.
Theorem 1.2. The number of triquadratic extensions K3 ∈M+3 (i) with discriminant bounded by
X and shape in W (R2, . . . , R7) is given by
N3(X,R2, . . . , R7) = 1
210
∏
p>2
(
p−8(p− 1)7(p+ 7)) 30X 14
56
F (R2, . . . , R7) + o
(
X
1
4
)
,
where F (R2, . . . , R7) is a polynomial function in the variables log(Rj), 2 ≤ j ≤ 7.
Theorem 1.3. Conjecture 1.1 holds for n = 3.
3
CHAPTER 2
BACKGROUND MATERIAL
The first two sections of this chapter cover the background material needed for defining the
shape of a number field. Section 1 begins by defining the shape of an arbitrary full-rank lattice in
an n-dimensional real inner product space V . By choosing a basis of V , we get a representative
of the shape of a lattice Λ relative to this basis which is viewed as an element of GLn(R).
We will want the shape of a lattice to be invariant under rotations, reflections, and scaling
by a non-zero constant, so we define an action on lattices by appropriate subgroups. Further-
more, we want to identify two representatives of the same shape if the change of basis matrix is
an element of GLn(Z). We can encode the information of Λ relative to any basis with a Gram matrix.
In Section 2, we will shift our attention to number fields. From the geometry of numbers, any
number field K can be embedded into its Minkowski space, which is a real inner product space.
The ring of integers OK of K turns out to be a full-rank lattice in this space. As such, we wish to
study its shape.
If one considers a collection of number fields of degree n and bounded discriminant, a natural
question to ask is how are the shapes of these number fields distributed as the bound on the
discriminant tends to infinity. The lattices arising from the ring of integers cannot be random as
the discriminant grows, since OK always contains 1, which is a short vector as the discriminant
goes to infinity. We will tweak the definition of shape of number fields by taking the orthogonal
projection onto the orthogonal complement of the image of 1. Given a number field of degree n, the
orthogonal projection onto the orthogonal complement of the image of 1 is a rank-(n− 1) lattice.
Sections 3 and 4 will provide the background for the study of shapes of number fields that we
encounter in Chapter 3. Section 3 is aimed at defining a specific family of lattices and computing
their shapes. This simple family of shapes arises from primitive orthorhombic lattices. It contains
the shapes of the multiquadratic extensions we study.
Once these shapes are defined, our next goal is to study the subset of the space of shapes
associated to them. In section 4, we discuss these subsets, as well as define a natural measure
on them. Once we are equipped with a measure, we will make a precise statement regarding
equidistribution of shapes of number fields.
2.1 Lattices
2.1.1 Basic Definitions
Definition 2.1. Let V be a real inner product space of dimension n. For a set of linearly independent
vectors B = {v1, . . . , vm}, we define a lattice Λ to be the discrete subgroup of V given by the Z-span
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of the basis B:
Λ = Zv1 + . . .+ Zvm.
Definition 2.2. The integer m in the above definition is called the rank of the lattice, denoted by
rk(Λ). We say that a lattice Λ in V is full (or of full rank in V ) if
rk(Λ) = dim(V ) = n.
Definition 2.3. Let Λ ⊆ Rn be a full lattice generated by B = {v1, . . . , vn}. A fundamental region
RB of Λ is the parallelotope determined by B, described by the set
RB =

n∑
j=1
ajvj : 0 ≤ aj < 1
 .
We denote the matrix MB attached to the basis B by
MB =

v1
v2
...
vn
 .
Since we are starting with a set of linearly independent vectors 〈v1, . . . , vn〉, it follows that
MB ∈ GLn(R).
Note that the volume of the fundamental region RB, called the covolume of Λ, is given by
Vol(RB) = |det(MB)|.
We get a decomposition of Rn via the translates of RB by elements of Λ:
Rn =
⋃
x∈Λ
(x+RB) .
Proposition 2.4. Suppose B = {v1, . . . , vn} is a basis of V that generates the lattice Λ. Let
B′ = {w1, . . . , wn} be any other basis of V that also generates Λ. Then the corresponding change of
basis matrix P is an element of GLn(Z).
Proof. Suppose that B and B′ both generate a lattice Λ.Then, the change-of-basis matrix P is defined
so that
MB′ = PMB.
It follows from the definition of a lattice that P and its inverse have integer entries. It follows
that
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1 = det(I) = det(P ) det(P−1),
which implies that their determinants are either 1 or −1. Thus, P ∈ GLn(Z).
Since our matrix MB has the basis vectors v1, . . . , vn as its rows, we get a corresponding left
action of GLn(Z) on GLn(R):
MB′ = P ·MB.
This action provides us with a bijection between lattices in V and elements of GLn(Z)\GLn(R)
that is independent of a choice of basis, as follows.
Definition 2.5. We will denote by Ln the set of all lattices of rank-n in V . That is,
Ln := {Λ ⊆ V : there exists a basis B = {v1, . . . , vn} of V such that Λ = Zv1 + . . .+ Zvn}.
Lemma 2.6. There is a one-to-one correspondence between rank-n lattices Λ of V and elements of
GLn(Z)\GLn(R), given by
Ln ←→ GLn(Z)\GLn(R)
Λ 7→ GLn(Z)MB,
where B is any basis of V that generates Λ.
Example 2.7. Consider the lattice Λ = (2Z)
2
in R2. Then Λ can be generated by the bases B1
and B2, given by
B1 = {(−1, 1), (1, 1)} and B2 = {(1, 1), (1,−1)}.
The corresponding matrices are given by
MB1 =
(
−1 1
1 1
)
, MB2 =
(
1 1
1 −1
)
.
Write the change of basis matrix from B1 to B2 as
P =
(
a b
c d
)
.
Solving the matrix equation MB2 = PMB1 yields
−a+ b = 1, a+ b = 1, −c+ d = 1, c+ d = −1.
We get that a = 0, b = 1, c = −1, d = 0. Hence,
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P =
(
0 1
−1 0
)
∈ GL2(Z).
2.1.2 The Shape of a Lattice
Now that we have defined a rank-n lattice in V , our goal is to define a notion of shape of a lattice.
Intuitively, we would like this shape to be an intrinsically geometric feature, which is independent
of scalings and rigid motions.
We want to identify lattices that can be obtained from one another by a series of scaling, rotations
and reflections. We will begin by dealing with rotations and reflections. From the matrix point of
view, this is achieved by a right action on GLn(R) by On(R), the group of orthogonal matrices:
On(R) := {U ∈ GLn(R) : UUT = UTU = In}.
Definition 2.8. We say that (Λ,B) is equivalent to (Λ′,B′) up to rotations and reflections if there
is an element
U ∈ On(R)
such that
MB′ = MBU.
We have the following lemma:
Lemma 2.9. There is a one-to-one correspondence between pairs (Λ,B) up to rotations and reflec-
tions, and the coset space GLn(R)/On(R), via the mapping
{(Λ,B) up to rotations and reflections} ←→ GLn(R)/On(R),
(Λ,B) 7→MB On(R).
Example 2.10. Consider the matrix
MB1 =
(
−1 1
1 1
)
as before. The orthogonal matrix U , given by
U =
(
cos(pi/4) − sin(pi/4)
sin(pi/4) cos(pi/4)
)
=
(
1√
2
− 1√
2
1√
2
1√
2
)
is a rotation matrix. By multiplying MB1 on the right with U , we get
MB1 · U =
(
0
√
2√
2 0
)
.
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This reflects the fact that the lattice associated to B1 is the lattice
(√
2Z
)2
rotated by pi/4
radians.
The next notion to consider when defining the shape of a lattice is scaling. Two distinct lattices
will have the same shape if one is obtained from the other by a scaling factor. To remedy this, we
act on the right by R× (we choose a right action here, but a left action is equivalent).
Lemma 2.11. There is a one-to-one correspondence between pairs (Λ,B) up to scaling, rotations,
and reflections, and the quotient GLn(R)/R
×On(R) via the mapping
(Λ,B) 7→MBR×On(R)
Example 2.12. A scaling matrix in R2 takes the form
λ
(
1 0
0 1
)
,
where λ is any nonzero real number. We get
MB1λ =
(
−λ λ
λ λ
)
.
2.1.3 Gram Matrices
Definition 2.13. Let V be a real inner product space. For a set {v1, . . . , vn} of linearly independent
vectors of V , we define the Gram matrix to be the n× n matrix of inner products
G := [〈vi, vj〉].
We now define the mapping
Gram : GLn(R)→ G := {G ∈ GLn(R) : G is positive-definite and symmetric}
as follows:
M 7→M ·MT .
If B is a basis for V , let GB = Gram(MB). Notice that if (Λ′,B′) is a lattice in V obtained by a
series of rotations and reflections on (Λ,B), then
MB′ = MB · U,
for some U ∈ On(R). It follows that
8
GB′ = MB′MTB′
= MB · U · (MB · U)T
= MB · U · UT ·MTB
= MB ·MTB
= GB.
In other words, Gram induces a bijection
{(Λ,B) up to rotations and reflections} ←→ G.
Furthermore, the action of GLn(Z) on GLn(R) via left multiplication induces an action of GLn(Z)
on G as follows: For γ ∈ GLn(Z),
MB′ = γMB,
so
GB′ = γMBMTB γ
T = γGBγT .
We define
γ ·G := γGγT .
This yields the following lemma:
Lemma 2.14. The map (Λ,B) 7→ GB is GLn(Z)-equivariant.
This gives a one-to-one correspondence between lattices in V up to rotations and reflections, and
the orbit space GLn(Z)\G, via the mapping
GLn(Z)MB 7→ GLn(Z)GB.
Note that for λ ∈ R×, we have
λMB 7→ λMB (λMB)T = λ2GB.
That is, R× acts on G as follows: For λ ∈ R×, we have G · λ = λ2G. This finally gives us the
following bijection.
Lemma 2.15. There is a one-to-one correspondence between rank n lattices in V up to roations,
reflections, and scalings, and GLn(Z)\G/R×, given by
GLn(Z)MBR×On(R) 7→ GLn(Z) ·GB ·R×.
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Example 2.16. Given the matrix MB1 , we get the corresponding Gram matrix
GB1 = MB1M
T
B1 =
(
2 0
0 2
)
.
The entries on the main diagonal indicate the squares of the norms of the vectors, whereas the
other entries give information about the angle between these vectors. Here, the cosine of the angle
between them is zero, so the basis is orthogonal. This lattice is square.
We are finally ready to define the shape of a lattice.
Definition 2.17. We define the shape of a lattice Λ in V to be its equivalence class under rotations,
reflections, and scaling. As such, the shape of Λ, denoted sh(Λ), can be viewed as an element of the
double coset space
GLn(Z)\G/R×.
2.2 The Geometry of Numbers
In this section, we associate a full lattice of rank n to a number field of degree n over Q. This
lattice is given as the image under the Minkowski embedding of the ring of integers OK , which is a
free Z-module of rank n. We then define the shape of a number field.
2.2.1 Number Fields
In this section, we introduce some notation and concepts concerning number fields. We refer the
reader to [Neu99, Chapter I] for details.
Definition 2.18. By a number field, we mean a finite algebraic extension K of the field Q of rational
numbers. The degree of K over Q, denoted [K : Q], is the dimension of K as a Q-vector space.
Definition 2.19. Let K be a number field of degree n. The signature of K, denoted [r1, r2], is an
ordered pair of non-negative integers, where r1 denotes the number of real embeddings of K, and r2
denotes the number of conjugate pairs of complex embeddings of K. Note that
n = r1 + 2r2.
Definition 2.20. Let K be a number field of degree n over Q, and denote the embeddings of K
into C by σ1, . . . , σn. We define the trace map on K as follows: For an element x ∈ K,
tr(x) :=
n∑
i=1
σi(x).
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Definition 2.21. Let K be a number field of degree n. An element α ∈ K is called integral if α
satisfies some monic polynomial in Z[x]. The ring of integers of K, denoted by OK , is the integral
closure of Z inside of K. That is,
OK = {α ∈ K : f(α) = 0 for some monic f(x) ∈ Z[x]}.
A system of elements w1, . . . wn of OK is called an integral basis of K if every element α ∈ OK
can be written uniquely as an integer linear combination of the wi. That is, there is a unique choice
of integers a1, . . . , an ∈ Z such that
α =
n∑
i=1
aiwi.
In [Neu99, Proposition 2.10], it is shown that every number field K has an integral basis. The
existence of an integral basis for OK implies that OK is a free Z-module of rank n. An integral
basis for OK is also a basis of K as a Q-vector space.
Definition 2.22. Let K be a number field of degree n, and denote the embeddings of K into C by
σ1, . . . , σn. Let OK denote its ring of integers, and let {w1, . . . , wn} denote an integral basis of OK .
The discriminant of K, denoted ∆(K) is defined as
∆(K) = det

σ1(w1) σ1(w2) . . . σ1(wn)
σ2(w1) σ2(w2) . . . σ2(wn)
...
...
. . .
...
σn(w1) σn(w2) . . . σn(wn)

2
.
Proposition 2.23. [Neu99, p. 14-15] The discriminant of K is independent of choice of integral
basis.
2.2.2 Minkowski Space
Throughout this subsection, let K be a number field of degree n, with complex embeddings
σ1, . . . , σn. Let OK denote the ring of integers of K, and let B = {w1, . . . , wn} be an integral
basis of OK .
Definition 2.24. Associated to K is the complex inner product space KC =
∏
σ C. The Minkowski
embedding jC : K → KC is given by
jC(x) = xσ :=
(
σ1(x), . . . , σn(x)
)
.
We define the Minkowski space of K to be the real inner product space KR consisting of the
R-span of jC(K) with inner product the restriction of that on KC.
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To define the shape of K, we embed the elements of the integral basis B of OK into KR via the
Minkowski map jC. The resulting set {jC(w1), . . . , jC(wn)} generates a full lattice LK of KR. We
might be tempted to define the shape of K as the shape of LK . However, for our purposes, we make
a modification to the lattice jC(OK) by considering a specific orthogonal projection.
Proposition 2.25. We have that the volume of the lattice LK is given by
Vol(LK) =
√
|∆(K)|.
2.2.3 Orthogonal Projection
For a Euclidean vector space V , and non-zero vectors ~v, ~w of V , we let W be the subspace of V
spanned by ~w. We define the vectors
~v‖ = ~v‖[W ] :=
~v · ~w
~w · ~w ~w,
~v⊥ = ~v⊥[W ] := ~v − ~v‖[W ] = ~v − ~v · ~w
~w · ~w ~w.
Let V be an n-dimensional Euclidean vector space, let W be a 1-dimensional subspace of V , and
let ~0 6= ~w ∈W . The projection of V orthogonal to W is the subspace of V defined by
V⊥ := {~u⊥[W ] : ~u ∈ V } = {~v ∈ V : ~v · ~w = 0}.
For any subset S ⊆ V , we can define the projection of S orthogonal to W as
S⊥[W ] = {~u⊥[W ] : ~u ∈ S}. In particular, we can talk about the orthogonal projection of
a lattice L orthogonal to W .
Thus, V⊥ is an (n− 1)-dimensional subspace of V . Note that for ~u,~v ∈ V , we have
~u⊥[W ] · ~v⊥[W ] = ~u · ~v − (~u · ~w)(~v · ~w)
~w · ~w .
Now we return to number fields. In this thesis, we want our integral basis of OK to contain 1,
which is always possible to do. So without loss of generality, we assume that {w1, . . . , wn} is an
integral basis of OK , with w1 = 1.
Definition 2.26. We have that KR is an n-dimensional real inner product space spanned by the
vectors jC(1), jC(w2), . . . , jC(wn). We let W be the one-dimensional subspace of KR spanned by
jC(1), and we define jC(OK)⊥ to be the projection of jC(OK) orthogonal to W .
We have the following useful equation.
Proposition 2.27. For elements x, y ∈ K, we have
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(jC(x))⊥ · (jC(y))⊥ = 〈jC(x), jC(y)〉 − 〈jC(x), jC(1)〉〈jC(y), jC(1)〉〈jC(1), jC(1)〉 = 〈jC(x), jC(y)〉 −
tr(x) tr(y)
n
.
(2.1)
Proof. For x ∈ K, it follows that
〈jC(x), jC(1)〉 =
n∑
i=1
σi(x) = tr(x).
Then, with 〈jC(1), jC(1)〉 = n, the result follows.
2.2.4 The Shape of a Number Field
Let K be a number field of degree n, with complex embeddings σ1, . . . , σn. Let OK denote the ring
of integers of K, and let B = {w1, . . . , wn} be an integral basis of OK , where w1 = 1.
Definition 2.28. The shape of K, denoted sh(K), is defined to be the shape of the rank (n − 1)
lattice jC(OK)⊥.
We describe how to compute the shape of a number field K given the integral basis B of OK .
For the sake of this thesis, it suffices to restrict to number fields that are totally real (i.e. all
embeddings of K are real).
Let K be a totally real number field of degree n, and let B = {1, w2, . . . , wn} be an integral basis
for OK . Define the matrix MB ∈ GLn(R) by
MB =

jC(1)
jC(w2)
...
jC(wn)
 .
Note that if α, β ∈ K, then
〈jC(α), jC(β)〉 = 〈(σ1(α), . . . , σn(α)), (σ1(β), . . . , σn(β))〉
=
n∑
i=1
σi(αβ)
= tr(αβ).
From here, the Gram matrix relative to B is given by
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GB = MBMTB =

tr(1) tr(w2) . . . tr(wn)
tr(w2) 〈jC(w2), jC(w2)〉 . . . 〈jC(w2), jC(wn)〉
...
...
. . .
...
tr(wn) 〈jC(wn), jC(w2)〉 . . . 〈jC(wn), jC(wn)〉
 .
Next we take the orthogonal projection. It follows from equation (1) that a basis B⊥ for jC(OK)⊥
is given by
B⊥ = {w⊥2 , . . . , w⊥n },
where, for 2 ≤ i ≤ n, we have
w⊥i = wi −
tr(wi)
n
.
Then
sh(K,B) = GLn−1(Z) ·GB⊥R×.
2.3 A Special Family of Lattices
In this section, we will introduce a family of lattices that will appear when determining the shapes
of the number fields that we will study in Chapter 3. As we will see, these lattices will give a
geometric interpretation of the shapes that we encounter.
2.3.1 The Matrix An
We will now present a recursively defined sequence of matrices, denoted An, and use it in our
subsequent construction. The matrix An will turn out to play a crucial role in Chapter 3, specifically,
this matrix will contain information about the Galois embeddings of the number fields we study.
Definition 2.29. For n ≥ 0 we define the following 2n × 2n matrices:
A0 = [1], An+1 =
[
An An
An −An
]
.
Illustration 1. The first few matrices are given below:
When n = 1, we get (
1 1
1 −1
)
.
When n = 2, we get
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
1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 .
When n = 3, we get
A3 =

1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

.
As we can see, these matrices are symmetric of size 2n.
2.3.2 The Lattice D∗
With the matrix An defined, we will now construct a lattice in (2
n − 1)-dimensional space, denoted
D∗, and study its shape.
Let n be a positive integer, let m = 2n, and let ` = m− 1 = 2n− 1. We begin with the standard
primitive cubic lattice Zm contained in Rm. A basis for this lattice is given by the standard basis
B = {e0, . . . , e`}
of Rm, where ej consists of a 1 in the j
th component and zeros elsewhere. Then the matrix MB
is just the identity matrix Im. Next, we define the vectors w0, . . . w` to be the row vectors of the
matrix
(w0, . . . , w`) =
An
2n
Im.
We proceed to compute the Gram matrix of the lattice relative to the basis {w0, . . . , w`}. We
first take the orthogonal projection onto the vector e0.
The lattice we want to define will be the `-dimensional lattice whose basis vectors are the the
columns of the matrix
An
2n
after deleting the first row and column. Since scaling doesn’t affect the shape, we will scale this
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matrix by a factor of 2n, and denote this matrix by A∗n. We get that the Gram matrix relative to
A∗n is given by
GA∗n = [〈w⊥i , w⊥j 〉] = A∗nI`(A∗n)T .
Denote by D∗ the lattice spanned by rows of A∗n. Its Gram matrix with respect to the rows of
A∗n is given explicity as
GA∗n =

` −1 −1 . . . −1
−1 ` −1 . . . −1
−1 −1 ` . . . −1
...
...
...
. . .
...
−1 −1 −1 . . . `

.
Remark 2.30. This lattice is the called the dual of the root lattice A`. We refer the reader to
[CS93, Chapter 4, Section 6.6] for more details regarding this lattice.
2.3.3 Primitive Orthorhombic Lattices
In this section, we fix a positive integer n. We let ` = 2n − 1.
The above construction of D∗ started with the primitive cubic lattice Zm. Now, rather than
beginning with the primitive cubic lattice, we begin with a primitive orthorhombic lattice, i.e. a
lattice that has as its fundamental region a right rectangular polytope.
Suppose that B = {v0, . . . , v`} is a basis for R2n such that the vectors vi are pairwise orthogonal,
and such that
√
2n = |v0| ≤ . . . ≤ |v`|.
Definition 2.31. We call a lattice
Λ = Zv0 + . . .+ Zv`
whose basis vectors are pairwise orthogonal an m-dimensional primitive orthorhombic lattice.
Now, we get that the Gram matrix GB is given by
GB = MBMBT =

|v0|2
|v1|2
. . .
|v`|2
 .
Next, we define the vectors w0, . . . , w` via
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
w0
w1
...
w`
 = An2n

v0
v1
...
v`
 .
Next, we take the projection of the wi orthogonal to v0. This gives the basis B⊥ = {w⊥1 , . . . , w⊥` }:
Denote the ij-entry of the matrix An by aij . Then, for 1 ≤ i ≤ `,
w⊥i = wi −
〈wi, v0〉
〈v0, v0〉 v0
= wi − 1
22n
〈∑`
j=0
aijvj , v0
〉
v0
= wi − 1
22n
∑`
j=0
aij〈vj , v0〉v0
= wi − 〈v0, v0〉
22n
v0
= wi − v0
2n
.
Furthermore, for 1 ≤ i, j ≤ `, we have that
w⊥i · w⊥j = wi · wj −
1
2n
.
We now compute wi · wj .
wi · wj =
(∑`
k=0
aik
2n
vk
)
·
(∑`
k′=0
aik′
2n
vk′
)
=
∑`
k=0
aikajk
2n2n
|vk|2
=
|v0|2
22n
+
∑`
k=1
aikajk
2n2n
|vk|2
=
1
2n
+
∑`
k=1
aikajk
2n2n
|vk|2.
Hence, we get that
w⊥i · w⊥j =
∑`
k=1
aikajk
2n2n
|vk|2.
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Definition 2.32. We define the matrices M1, . . . ,M` as follows. Let the entries of A
∗
n be given by
aij , where 1 ≤ i, j ≤ `. Then the matrix Mk is given by
Mk = [mij ],
where, for 1 ≤ i, j ≤ `, we have
mij = aikajk.
With the above definition, we get that
G⊥B =
1
22n
∑`
k=1
|vk|2Mk.
Remark 2.33. Notice that by adding these matrices together, we get
∑`
j=1
Mj =

` −1 . . . −1
−1 ` . . . −1
...
...
. . .
...
−1 −1 . . . `
 .
This matrix is the Gram matrix of the lattice D∗ we presented in the previous section.
We now proceed to define the shapes associated to primitive orthorhombic lattices.
Definition 2.34. Let Γ be the set defined by
Γ =
A
∗
n

1
X2
. . .
X`
 (A∗n)T : 1 ≤ X2 ≤ . . . ≤ X`
 .
Then there is a mapping Γ→ S` from Γ to the space of shapes of rank ` lattices given by
G 7→ GL`(Z)GR×O`(R).
Lemma 2.35. The above mapping is injective.
Proof. Let Λ1 be a rank ` lattice with Gram matrix in Γ. Then Λ1 contains a sublattice Λ
′
1 whose
corresponding Gram matrix is given by
2n

1
X1
. . .
X`
 .
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In particular, Λ′1 is a primitive orthorhombic lattice. If Λ2 is any other rank ` lattice with Gram
matrix in Γ such that
sh(Λ1) = sh(Λ2),
then the corresponding sublattices also have the same shape. That is,
sh(Λ′1) = sh(Λ
′
2).
Since both sublattices are primitive orthorhombic lattices, it follows that X2, . . . , X` match,
proving that the mapping is injective.
Definition 2.36. For 1 ≤ X2 ≤ . . . ≤ X`, we define
sh(X2, . . . , X`) := GL`(Z)A
∗
n

1
X2
. . .
X`
 (A∗n)T R×.
More generally, if we have 1 ≤ Xj , where the Xj ’s are not necessarily ordered, then we define
sh(X2, . . . , X`) := sh(Xσ(2), . . . , Xσ(`)),
where σ is a permutation that gives
1 ≤ Xσ(2) ≤ . . . ≤ Xσ(`).
Lemma 2.37. Suppose the v1, . . . , v` are vectors such that |vi|2 ≥ |v1|2, but not necessarily in-
creasing in norm. Let {w0, . . . , w`} and {w⊥1 , . . . , w⊥` } be given as above. Then the shape of the
lattice
Zw⊥1 + . . .+ Zw
⊥
` ,
is given by sh(X2, . . . , X`), where
Xi =
|vi|2
|v1|2 .
Definition 2.38. Let SKn be defined as the subspace of S` with a set of representatives given by
M1 + R>0M2 + . . .+ R>0M`.
Moreover, we have that
dim(SKn) = `− 1.
Thus, any representative in SKn can be written in terms of an (`− 1)-tuple of real numbers
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sh(X2, . . . , X`),
where this tuple represents the expression
M1 +
∑`
j=2
XjMj .
2.4 The Space of Shapes
Let ` > 1 be an integer. We recall from Section 2.1 that the space of shapes of rank-` lattices is
given by
S` := GL`(Z)\G/R×.
We are interested in a particular subset of S` that contains the shapes that we will study
in Chapter 3. These are the shapes discussed in the previous section. We will now define an
appropriate measure on this set which will allow us to talk about equidistribution.
Definition 2.39. Let D` ⊂ GL`(R) denote the subgroup of diagonal matrices. Then elements of
D` are in bijection with `-tuples (a1, . . . , a`) of non-zero real numbers. This gives an isomorphism
of D` with (R`)×. In particular, the Haar measure µ˜ on D` is that defined on (R×)`, namely:
dµ˜ = d×a1 · · · d×a`,
where for 1 ≤ j ≤ n,
d×aj =
daj
aj
,
and daj denotes Lebesgue measure.
Definition 2.40. Let R2, . . . , R` be positive real numbers. We define a subset Tn(R2, . . . , R`) of
D` as follows. Let D(1, a2, . . . , a`) denote the diagonal matrix
D(1, a2, . . . , a`) :=

1
a2
. . .
a`
 .
Fix positive real numbers 0 < R2 ≤ . . . ≤ R`. Define the set
Tn(R2, . . . , R`) :=
{
D(1, a2, . . . , a`) :
√
R2 ≤ a2 ≤ . . . ≤ a` ≤
√
R`,
√
Ri ≤ ai for 2 ≤ i ≤ `− 1
}
.
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Proposition 2.41. The measure of T`(R2, . . . , R`) is given by
µ˜(T`(R)) =
∫ √R`
√
R`−1
∫ a`
√
R`−1
∫ a`−1
√
R`−2
· · ·
∫ a3
√
R2
d×a2 · · · d×a`. (2.2)
When ` = 7, we get
µ˜(T7(R2, . . . , R7)) =
1
266!
F (R2, . . . , R7),
where F (R2, . . . , R7) is a homogeneous polynomial function of degree 6 in the variables
log(R2), . . . , log(R7).
Next, we define a mapping from the set D` of diagonal matrices to the set Γ as follows:
Let DX = D(1, X2, . . . , X`). Then, for a diagonal matrix Da = D(1, a2, . . . , a`) ∈ D`, we have
that Da acts on G = A
∗
nDX(A
∗
n)
T by scalings:
Da ·G = (A∗nDa)DX (A∗nDa))T .
Definition 2.42. We define W (R2, . . . , R`) to be the image of T`(R2, . . . , R`) under the mapping
Da 7→ Da ·GA∗n = A∗nD(1, a22, . . . , a2n) (A∗n)T .
Explicitly, we have
W (R2, . . . , R`) =
{
A∗nDX (A
∗
n)
T
: X2 ≤ . . . ≤ X` ≤ R`, Ri ≤ Xi for 2 ≤ i ≤ `− 1
}
.
The map above is a bijection ϕ : T`(∞)→ Γ. We then get a measure µ on SKn . Specifically, for
W ⊂ SKn , define
µ(W ) := 2n−1µ˜(ϕ−1(W )).
Corollary 2.43. The measure of W (R2, . . . , R`) is given by
µ(W (R2, . . . , R`)) =
∫ Rn
Rn−1
∫ an
Rn−1
∫ an−1
Rn−2
· · ·
∫ a3
R2
d×a2 · · · d×an.
In particular, when ` = 7 we have
µ(W (R2, . . . , R7)) =
1
6!
F (R2, . . . , R7).
2.4.1 Equidistribution
With the measure µ given above, we define what it means for a family of number fields to be
euqidistributed with respect to µ.
21
Let S be a subset of the space of shapes of rank n− 1 lattices and suppose µ is a Radon measure
on S. Let K be a family of degree n number fields whose discriminants are unbounded and such
that sh(K) ∈ S for all K ∈ K.
Definition 2.44. If µ(S) < ∞, we say that the shapes of the fields in K are equidistributed in S
(with respect to µ) if for every µ-continuity set W ⊆ S1
lim
X→∞
#{K ∈ K : |∆(K)| < X, sh(K) ∈W}
#{K ∈ K : |∆(K)| < X} =
µ(W )
µ(S)
.
When µ(S) is not finite, as will be the case for multiquadratic fields, this definition needs to be
modified.
Definition 2.45. We say that the shapes of fields in K are equidistributed in S (with respect to µ)
in a regularized sense for the gauge g(x) if there is a positive constant C > 0 such that for every
compact µ-continuity set W ⊆ S
lim
X→∞
#{K ∈ K : |∆(K)| < X, sh(K) ∈W}
g(x)
= Cµ(W ). (2.3)
Proposition 2.46. Let C be the following hypercube in R`−1: Begin with the standard unit cube
in R`−1, scale it by a factor of r, then translate the origin to the point (z2, . . . , z`−1, z` − r). Then
C can be written as a linear combination of sets of the form W (R2, . . . , R`).
Proof. We employ the principle of inclusion-exclusion. First, we get that C is contained in the set
W (z2, . . . , z`). Since the latter set is larger than C, we subtract sets that run adjacent to
(
`−1
1
)
faces
of C. These are precisely sets of the form
W (z2, . . . , zj−1, zj + r, zj+1, . . . , z`−1, z`)
if 2 ≤ j ≤ `− 1, or the set
W (z2, . . . , z`−1, z` − r)
if j = `. Let Wj1(z2, . . . , z`) denote the set that adds r to the j1-coordinate, where 2 ≤ j1 ≤ ` − 1
(or subtracts r when j1 = `).
However, by subtracting these sets, we have removed certain parts of W (z2, . . . , z`) twice, namely
those lying in the intersection of any two of the sets Wj1(z2, . . . , z`). We add these back in with sets
of the form
W (. . . , wi + r, . . . , wj + r, . . .),
where we are adding r to exactly two coordinates (or subtracting r if the coordinate is z`). There
1A µ-continuity set W ⊆ S is a measurable subset whose boundary has measure 0.
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are
(
`
2
)
such sets, which we denote by Wj1,j2(z2, . . . , z`), for 1 ≤ j1 < j2 ≤ `.
Continuing in this manner, we obtain the following expression for C:
C = W (z2, . . . , z`) +
`−1∑
i=1
 ∑
2≤j1<...<ji≤`
(−1)iWj1,...,ji(z2, . . . , z`)
 .
We are interested in the case where S = SKn . By a standard measure theoretic argument,
any function f ∈ Cc(S) can be approximated arbitrarily well by finite linear combinations of
step functions of cubes C with respect to the L1 norm. Then, by the above proposition, we
have that functions in Cc(S) can be approximated by finite linear combinations of step func-
tions of the sets W (R2, . . . , R`). It therefore suffices to prove (2.3) for subsets W of the form
W (R2, . . . , R`) in order to establish equidistribution, by a similar argument to [Har17, Theorem 3.1].
In the next chapter, we compute the shapes of totally real multiquadratic extensions that are
unramified at 2. Finally, in Chapter 4, we develop the tools for counting such number fields restricted
to n = 3. We then combine this information with the results on shapes to prove an analogous result
to Equation (2.3).
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CHAPTER 3
MULTIQUADRATIC EXTENSIONS AND THEIR
SHAPES
In this chapter, we specialize the study of shapes of number fields to the main objects of interest:
multiquadratic fields. A multiquadratic field is a field that is a compositum of quadratic subfields.
As we will see, a multiquadratic extension is an abelian number field of degree 2n, and in some
sense, its shape is determined by its 2n − 1 quadratic subfields.
We will see that this family of number fields can always be broken up into three categories,
according to specific congruence conditions modulo 4. In [Cha73], the author describes a specific
subdivision of multiquadratic extensions according to congruence type, and proceeds to compute
the discriminant of the field as well as an integral basis for its ring of integers.
We will choose one specific category of multiquadratic extensions as portrayed in [Cha73], and
from there, be able to compute the shape.
3.1 Multiquadratic Extensions
3.1.1 Basic Results
Definition 3.1. Let n ≥ 1 be an integer, and suppose that D20 , . . . , D2n−1 are n distinct, squarefree
integers not equal to 1, such that the squarefree part of D2iD2j 6= D2k whenever i, j, k are distinct.
We define the multiquadratic extension Kn generated by D20 , . . . , D2n−1 to be the number field
Kn := Q(
√
D20 , . . . ,
√
D2n−1).
We let
D = {D20 , . . . , D2n−1},
and call it a generating set for Kn. The condition on the Ds implies that [Kn : Q] = 2
n. From now
on, let ` denote the quantity
` = 2n − 1.
Note that the subscripts are written down as powers of 2. This notation provides a convenient
way to keep track of the ` quadratic subfields of Kn. We describe these quadratic subfields as follows:
Lemma 3.2. The quadratic subfields of Kn are given by Q(
√
Dj), for 1 ≤ j ≤ `, where
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Dj =
DiD2k
gcd(Di, D2k)2
, (3.1)
where j = i+ 2k for 1 ≤ k ≤ n− 1 and 0 ≤ i ≤ 2k − 1.
By convention, we set D0 = 1. As we will see, the generators {
√
D1, . . . ,
√
D`} of the quadratic
subfields of Kn show up when finding an integral basis of the ring of integers of Kn. Before we can
compute an integral basis, we shall state some basic facts about multiquadratic extensions. The
following results are summarized from [Cha73].
For an element Di ∈ D, it follows that Di ≡ 1, 2, 3 (mod 4) (Note that Di 6≡ 0 (mod 4) since Di
is, by definition, a squarefree integer). In order to classify all possible multiquadratic extensions,
[Cha73] shows how to make modifications to the generators in such a way that Kn has at most one
generator Di that is congruent to 2 and one congruent to 3 modulo 4.
Lemma 3.3. [Cha73, p. 10] Let Kn = Q(
√
D20 , . . . ,
√
D2n−1), and let D = {D20 , D21 , . . . , D2n−1}.
Then without loss of generality, we have at most one of the generators congruent to 2 and 3 modulo
4.
With the above lemma, we can now reduce the study of mutiquadratic extensions into four
categories, according to congruence conditions modulo 4. The generating set for Kn falls under
exactly one of the following cases:
D = {D20 , . . . , D2n−1} ≡

{1, . . . , 1︸ ︷︷ ︸
n
}
{1, . . . , 1︸ ︷︷ ︸
n-1
, 3}
{1, . . . , 1︸ ︷︷ ︸
n-1
, 2}
{1, . . . , 1︸ ︷︷ ︸
n-2
, 2, 3}
(mod 4).
Within each case, we can compute an integral basis B for the ring of integers OKn . As is
demonstrated in [Cha73], the second and third set of congruence conditions give rise to integral
bases for OKn of the same form in terms of the
√
Dj . Hence, there really are only three cases to
consider when one wants to compute the shape of Kn.
3.1.2 The Case of Interest
The goal of this thesis will be to study multiquadratic extensions of Q that are totally real and
whose generating set fall under the case {1, . . . , 1}. Thus, from now on, we make the following
assumption:
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Assumption: Kn = Q(
√
D20 , . . . ,
√
D2n−1), where D = {D20 , . . . , D2n−1} is a generating set and
D2k ≡ 1 (mod 4) and positive.
By Definition 2, it follows that Dj ≡ 1 (mod 4) for 1 ≤ j ≤ `. We also define the following
notation:
Let n ≥ 2 be an integer. Let Mn denote the set of all multiquadratic extensions of degree 2n,
letM+n , denote those that are totally real, and finally, letM+n (i) denote totally real multiquadratic
extensions whose generators are congruent to 1 modulo 4.
3.1.3 The Galois Group
A convenient feature of multiquadratic extensions is that they are abelian. Furthermore, we have a
way of encapsulating information about the Galois automorphisms into a matrix. This will play a
key role in determining the shape of Kn.
We will begin by looking at the Galois group Gal(Kn/Q).
Lemma 3.4 ([Cha73, p. 4]). Kn is an abelian extension over Q of degree 2
n, with Galois group
isomorphic to C2 × . . .× C2︸ ︷︷ ︸
n times
, where C2 denotes the cyclic group of order 2.
We have a nice way to keep track of how the Galois automorphisms act on the generators of
Kn. In particular, Gal(Kn/Q) is generated by elements σ such that σ acts on exactly one of the
generators
√
D2k by sending it to its negative, while keeping the other generators fixed. This in
turn causes sign changes for the
√
Dj that are defined using
√
D2k . Since there are 2
n Galois
automorphisms acting on the 2n elements 1,
√
D1, . . . ,
√
D`, we can denote these actions using a
2n × 2n matrix whose entries are either 1 or −1. These matrices are the matrices An given in
Definition 2.29. The Galois embeddings of Kn can be read off the matrix An as follows.
Proposition 3.5 ([Cha73, Corollaire 1]). Write
An = (aij),
with 0 ≤ i, j ≤ `. We may order the embeddings
σi ∈ Gal(Kn/Q)
such that
ai,j =
σi(
√
Dj)√
Dj
.
Proposition 3.6. The matrix An is symmetric. Furthermore, we have that
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A2n = AnA
T
n = 2
nI2n ,
where I2n denotes the 2
n × 2n identity matrix.
Proof. It is easy to see from the recursive definition that An is a symmetric matrix. We will prove
the second statement by induction on n
If n = 0, then
A20 = [1][1] = [1].
Suppose the statement is true for n. Then we have
A2n+1 =
(
An An
An −An
)(
An An
An −An
)
=
(
2A2n 0
0 2A2n
)
=
(
2(2nI2n) 0
0 2(2nI2n)
)
= 2n+1I2n+1 ,
which is what we needed to show.
With these basic results about multiquadratic extensions, we are now ready to compute their
shape. We proceed with the shape of Kn in general. We then present the calculation more explicitly
for the case when n = 2.
3.1.4 An Integral Basis for Kn
In this section, we will describe an integral basis for OKn .
Theorem 3.7 ([Cha73, The´ore`me 1(b)]). Let v be the vector in (Kn)
2n
defined by
v =
1
2n
(
1,
√
D1, . . . ,
√
Dl
)T
.
Then, with the matrix An defined above, an integral basis for Kn is given by the components of
the vector
An · v.
That is, if αj := (An · v)j denotes the jth component of An · v (with 0 ≤ j ≤ l), then
B∗ = {α0, . . . , αl}
is a (normal) integral basis of Kn.
Lemma 3.8 ([Cha73, The´ore`me 1 (b)]). The discriminant of Kn is given by
∆(Kn) =
∏`
j=1
Dj .
27
Remark 3.9. Because we focus on the case that eachDj is congruent to 1 modulo 4, the discriminant
of Kn is not divisible by 2. It follows that 2 is unramified in these extensions. It is shown in [Cha73]
that 2 does ramify if the generating set of Kn exhibits elements that are not congruent to 1 modulo 4.
Therefore, the multiquadratic fields we are interested in are precisely those in which 2 is unramified.
Note: In the process of computing the shape of Kn, it will be desirable that our integral basis
contains 1. As such, we make a modification to the basis given above. We just need to make sure
that the basis element we replace can be written as a linear combination of the other basis elements
in an invertible way. We can indeed do this, for any basis element, and in particular, we choose to
replace α0, since
α0 =
1 +
√
D1 + . . .+
√
Dl
2n
= 1−
∑`
j=1
αj .
We define the integral basis that we will work with below:
Definition 3.10. We define B to be the integral basis for OKn given by
B = {1, α1, . . . , α`},
where αj denotes the j
th component of the vector An · v.
3.2 The Shape
With the integral basis for OKn in hand, we are now ready to compute the shape of Kn.
We begin with the basis 2nv of R = Z[
√
D1, . . . ,
√
D`], which we denote by F :
F := {1,
√
D1, . . . ,
√
D`}.
Now, applying the Minkowski embedding to these elements, we define the following vectors: For
0 ≤ j ≤ `,
vj := jC(
√
Dj).
(Recall that D0 is defined to be 1.)
Lemma 3.11. With the definitions above,
|vj |2 = 〈jC(Dj), jC(Dj)〉 = 2nDj .
Furthermore, these vectors are mutually orthogonal.
Proof. We have
|vj |2 = 〈vj , vj〉 =
∑`
k=0
Dj = 2
nDj .
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Now suppose i 6= j. We have
〈vi, vj〉 = tr
(√
Di
√
Dj
)
= tr
(√
Dk gcd(Di, Dj)
)
=
√
Dk gcd(Di, Dj)
∑`
j=0
aij
= 0.
In particular, the above lemma tells us that
|v0| ≤ |vj |
for 1 ≤ j ≤ `. Next, we define the vectors wj as the images under the Minkowski embedding of the
integral basis elements αj . In other words,
wj := jC(αj),
for 0 ≤ j ≤ `.
We then have

w0
w1
...
w`
 = An2n

v0
v1
...
v`
 ,
which agrees with the setup given in Section 2.3. Thus, from Lemma 2.37, we get the following
result.
Corollary 3.12. Let Kn be a multiquadratic extension, and let (D1, . . . , D`) be the corresponding
tuple of quadratic generators. If D1 ≤ Dj for 2 ≤ j ≤ `, then the shape of Kn is given by
sh(Kn) = sh
(
D2
D1
, . . . ,
D`
D1
)
,
as in Definition 2.36.
3.2.1 The Shape of K2
In this section, we illustrate the computation of the shape of K2 relative to our integral basis. This
section is meant to provide the reader with a more explicit presentation of the shape.
Define the biquadratic extension
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K2 = Q(
√
D1,
√
D2),
with D1, D2 ≡ 1 (mod 4), squarefree, distinct, and greater than 1. Associated to K2, we have the
triple (D1, D2, D3), where
D3 =
D1D2
gcd(D1, D2)2
.
Let v = 14 〈1,
√
D1,
√
D2,
√
D3〉. We also have the matrix A2 given by
A2 =

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 .
An integral basis for OK2 is given by {α0, α1, α2, α3}, where
αi = (A2v)i, i = 0, 1, 2, 3.
This yields
α0 =
1
4
(1 +
√
D1 +
√
D2 +
√
D3),
α1 =
1
4
(1−
√
D1 +
√
D2 −
√
D3),
α2 =
1
4
(1 +
√
D1 −
√
D2 −
√
D3),
α3 =
1
4
(1−
√
D1 −
√
D2 +
√
D3).
Since we prefer our integral basis to contain 1, we replace w0 with 1, giving the integral basis
B = {1, w1, w2, w3}.
To compute the Gram matrix associated to this integral basis, we first compute the Gram matrix
of the field basis F = {1,√D1,
√
D2,
√
D3}. Our first step is to embed the field basis elements into
the Minkowski space of K2. With j denoting this embedding, we have
j(1) = (1, 1, 1, 1),
j(
√
D1) = (
√
D1,−
√
D1,
√
D1,−
√
D1),
j(
√
D2) = (
√
D2,
√
D2,−
√
D2,−
√
D2),
j(
√
D3) = (
√
D3,−
√
D3,−
√
D3,
√
D3).
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With these vectors in hand, we get the matrix MF whose rows are a basis for the lattice j(R):
MF =

j(1)
j(
√
D1)
j(
√
D2)
j(
√
D3)
 =

1 1 1 1√
D1 −
√
D1
√
D1 −
√
D1√
D2
√
D2 −
√
D2 −
√
D2√
D3 −
√
D3 −
√
D3
√
D3
 .
Proposition 3.13. The Gram matrix of the inner product on the Minkowski space of K2 with
respect to this basis is
GF = MFMTF = 4

1 0 0 0
0 D1 0 0
0 0 D2 0
0 0 0 D3
 .
Proof. Define the diagonal matrix P by
P =

1 √
D1 √
D2 √
D3
 .
Note that
PA2 =

1 √
D1 √
D2 √
D3


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 =

1 1 1 1√
D1 −
√
D1
√
D1 −
√
D1√
D2
√
D2 −
√
D2 −
√
D2√
D3 −
√
D3 −
√
D3
√
D3
 = MF .
Thus, we have that
GF = MFMTF
= PA2 (PA2)
T
= PA2A
T
2 P
= P (4I4)P
T
= 4P 2.
We have
4P 2 = 4

1
D1
D2
D3
 ,
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as desired.
Next, we compute the Gram matrix attached to B. To compute this Gram matrix, we use the
change of basis matrix 14B2 given by
B2 =

4 0 0 0
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 .
Note that B2 is obtained by modifying the first row of A2 in order to get 1 in the integral basis.
We get that
GB =
(
1
4
)2
B2GFBT2
=
(
1
4
)2
B2
(
4P 2
)
BT2
=
1
4
B2P
2BT2
=
1
4

4 0 0 0
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1


1
D1
D2
D3


4 1 1 1
0 −1 1 −1
0 1 −1 −1
0 −1 −1 1

=
1
4

4 0 0 0
1 −D1 D2 −D3
1 D1 −D2 −D3
1 −D1 −D2 D3


4 1 1 1
0 −1 1 −1
0 1 −1 −1
0 −1 −1 1

=
1
4

16 4 4 4
4 1 +D1 +D2 +D3 1−D1 −D2 +D3 1 +D1 −D2 −D3
4 1−D1 −D2 +D3 1 +D1 +D2 +D3 1−D1 +D2 −D3
4 1 +D1 −D2 −D3 1−D1 +D2 −D3 1 +D1 +D2 +D3
 .
Next, to get the shape of K2, we take the orthogonal projection onto jC(1). According to
Equation 2.1 we presented in Chapter 2, we get that the shape of K2 relative to the integral basis
B is given by
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sh(K2,B) := G⊥B =
1
4
 D1 +D2 +D3 −D1 −D2 +D3 D1 −D2 −D3−D1 −D2 +D3 D1 +D2 +D3 −D1 +D2 −D3
D1 −D2 −D3 −D1 +D2 −D3 D1 +D2 +D3
 .
3.2.2 A Geometric Point of View
For a geometric interpretation of the shape we obtained, note that the entries of the Gram matrix
can be seen as inner products. In general, if C = {v1, . . . , vn}, the Gram matrix relative to C is given
by
GC = MCMTC = [〈vi, vj〉], with 1 ≤ i, j ≤ n.
In our present case, the shape of K2 relative to the matrix B is given by
1
4
 D1 +D2 +D3 −D1 −D2 +D3 D1 −D2 −D3−D1 −D2 +D3 D1 +D2 +D3 −D1 +D2 −D3
D1 −D2 −D3 −D1 +D2 −D3 D1 +D2 +D3
 .
Suppose that the three vectors in R3 that define the lattice j(O⊥K2) are denoted v1, v2, and v3.
Notice that the main diagonal entries are equal, meaning that the fundamental region of our lattice
in R3 is composed of three vectors of equal length:
|v1| = |v2| = |v3| =
√
1
4
(D1 +D2 +D3).
Additionally, the angles between these vectors are all distinct. The shape in this case is a
body-centered orthorhombic lattice in R3.
Notice that we may write this matrix as
sh(K2,B) = 1
4
(D1M1 +D2M2 +D3M3) ,
where
M1 =
 1 −1 1−1 1 −1
1 −1 1
 ,M2 =
 1 −1 −1−1 1 1
−1 1 1
 ,M3 =
 1 1 −11 1 −1
−1 −1 1
 .
The matrices M1,M2,M3 give a way of parametrizing the shapes of biquadratic extensions. In
fact, these are the very matrices given in Definition 2.32.
To summarize, the shape of Kn relative to the integral basis B is related to the matrix D∗. If we
scale each side of the primitive hypercubic lattice by
√
Dj , then sh(Kn,B) ends up being a scaled
version of D∗.
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Since the shape allows for scaling, we can in fact express the shape of Kn in terms of ratios of
the Dj ’s. We make the following definitions.
Definition 3.14. Given a multiquadratic extension Kn, and its associated `-tuple (D1, . . . , D`), we
obtain an (`− 1)-tuple (
D2
D1
, . . . ,
D`
D1
)
by dividing through each term by D1 and dropping the first term. This resulting point in Q
`−1
characterizes the shape of Kn. We can write
sh(Kn,B) = sh
(
D2
D1
, . . . ,
D`
D1
)
= M1 +
∑`
j=2
Dj
D1
Mj .
In order to prove a statement regarding equidistribution of multiquadratic extensions, we will
need to develop a way of counting these fields. However, their infinitude must be handled by placing
a bound X on the discriminant. As we have shown, the discriminant of Kn is equal to the product
of all the Dj ’s. We will need to measure how many fields have shape in a box in SKn . This amounts
to placing a bound on the ratios
Dj
D1
.
The next chapter is devoted to counting our number fields, which will in turn allow us to prove the
main result of this thesis, namely, that the shapes of multiquadratic fields are indeed equidistributed.
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CHAPTER 4
COUNTING NUMBER FIELDS
In the previous chapter, we calculated the shapes of certain totally real multiquadratic fields
Kn. We then represented the shape of Kn as a square matrix of dimension ` = 2
n − 1. The entries
in this shape matrix are given in terms of the numbers Dj , 1 ≤ j ≤ `, where Q(
√
Dj) are the
quadratic subfields of Kn. We would like to determine a method of counting how many of these
number fields there are with discriminant bounded by some positive real number X and with shape
in a given region.
In this chapter, we restrict to the case n = 3. The main number theoretic ideas already
occur in this case and suggest what steps are needed to show that, for general n, the shapes of
multiquadratic fields (allowing the cases of complex number fields, as well as ramification at 2) also
admit a regularized equidistribution as the absolute discriminant tends to infinity.
This chapter will be broken up into four parts. A multiquadratic extension Kn and, more
importantly, its shape, is characterized by the `-tuple (D1, . . . , D`). Therefore, these number fields
correspond to certain lattice points in Z`. Since the discriminant of Kn is given in terms of the
Djs, bounding the discriminant by some real number X restricts to a finite number of lattice points
that lie in some region. The first goal of this chapter will be to give an adequate parametrization
of multiquadratic extensions in terms of lattice points that will allow us to count them.
Once a parametrization has been given, we compute the volume of the region in which these
lattice points lie. The Principle of Lipschitz then allows us to determine the number of lattice
points relative to this volume (up to some error).
Since not every lattice point in a given region represents a multiquadratic extension, our next
goal will be to introduce a counting (sieving) method for determining how many number fields
actually occur in a given region.
The final part of this chapter will focus on proving that the shapes of triquadratic extensions
are equidistributed in the subset of the space of shapes in which they live as the discriminant goes
to infinity.
4.1 Counting Triquadratic Number Fields
In this chapter, we will prove counting results pertaining to n = 3, as well as establish the
equidistribution of shapes of triquadratic extensions.
For the setup, we let K3 = Q(
√
D1,
√
D2,
√
D4), with D1, D2, D4 positive, distinct squarefree
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integers that are greater than 1, congruent to 1 modulo 4, and such that the squarefree part of
D1D2 6= D4. Associated to this field is a 7-tuple of positive squarefree integers
(D1, D2, D3, D4, D5, D6, D7),
where Q(
√
Dj), 1 ≤ j ≤ 7 are the 7 quadratic subfields of K3 given in Equation (3.1). As we showed
in Chapter 3, the shape sh(K3,B) of K3 relative to the integral basis B of OK is
sh(K3,B) = sh
(
D2
D1
, . . . ,
D7
D1
)
.
Our goal in the next section is to parametrize the collection of totally real triquadratic extensions
unramified at 2, with bounded discriminant and whose shape lies in W (R2, . . . , R7) in a way that
allows us to count such fields.
4.2 Parametrization
Definition 4.1. Fix real numbers X and R2, . . . , R7. Let N3(X,R2, . . . , R7) denote the integer
N3(X,R2, . . . , R7) := #{K3 ∈M+3 (i) : ∆(K3) < X; sh(K3) ∈W (R2, . . . , R7)},
where W (R2, . . . , R7) is given in Definition 2.42.
The strategy for computing this number is to find a parametrization of our triquadratic
extensions. The parameters we choose must be compatible with our notion of discriminant and
shape.
Naively, one might expect to parametrize our fields with D1, . . . , D7. However, the set{
(D1, . . . , D7) ∈ Z7≥1 : D1 · . . . ·D7 < X; sh
(
D2
D1
, . . . ,
D7
D1
)
∈W (R2, . . . , R7)
}
carries several dependencies that are ignored when considering the set above. A way to circumvent
these dependencies is to work with a strongly carefree tuple (g1, . . . , g7), whose entries are squarefree
and pairwise relatively prime integers. We construct this tuple below.
4.2.1 Strongly Carefree Tuples
Definition 4.2. We call an `-tuple (g1, . . . , g`) of integers strongly carefree if the gi are squarefree
and pairwise relatively prime.
The following gives a way of constructing a strongly carefree tuple (g1, . . . , g7) from (D1, . . . , D7).
Given a 7-tuple (D1, . . . , D7) corresponding to a field K3, we look at the relatively prime factors
of the generators D1, D2, and D4.
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First, every generator may have a common factor, which we denote by g1. In other words, we
have
D1 = g1 . . . ,
D2 = g1 . . . ,
D4 = g1 . . . .
Next, note that D4 may share a factor with D2 and another with D1, call these g2 and g3,
respectively. So
D1 = g1g3 . . . ,
D2 = g1g2 . . . ,
D4 = g1g2g3 . . . .
To finalize the description of D4, we note that it may have a factor, say g4, that is not shared
with the other generators. Thus,
D1 = g1g3 . . . ,
D2 = g1g2 . . . ,
D4 = g1g2g3g4.
Next, we proceed with D2. We already addressed the factor it shares with D4, but it might have
a factor it only shares with D1, call it g5:
D1 = g1g3g5 . . . ,
D2 = g1g2g5 . . . ,
D4 = g1g2g3g4.
Finally, D2 may have its own factor, which we call g6. This also leaves D1 to have its own factor
as well. Denote it by g7. Thus, we have
D1 = g1g3g5g7,
D2 = g1g2g5g6,
D4 = g1g2g3g4.
From the generators, we obtain D3, D5, D6, and D7 according to their definition, keeping track
of clearing any square factor. We get:
Definition 4.3. The generators D1, . . . , D7 of K3 are written in terms of strongly carefree integers
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g1, . . . , g7 as follows:
D1 = g1g3g5g7,
D2 = g1g2g5g6,
D3 = g2g3g6g7,
D4 = g1g2g3g4.
D5 = g2g4g5g7,
D6 = g3g4g5g6,
D7 = g1g4g6g7.
By construction, the 7-tuple (g1, . . . , g7) is strongly carefree. A faster way to recover this tuple
(that also generalizes nicely for every n) is with the use of the matrix A3:
A3 =

1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

.
If we delete the first row and column, we obtain the matrix A∗3 given by
−1 1 −1 1 −1 1 −1
1 −1 −1 1 1 −1 −1
−1 −1 1 1 −1 −1 1
1 1 1 −1 −1 −1 −1
−1 1 −1 −1 1 −1 1
1 −1 −1 −1 −1 1 1
−1 −1 1 −1 1 1 −1

.
If we let each row of this matrix represent D1, . . . , D7 and each column (from right to left)
represent g1, . . . , g7 respectively, then Di picks up a factor gj if the i, (7− j)-entry of the matrix is
equal to −1.
With a strongly carefree tuple in hand, we proceed to express the discriminant and shape of K3
in terms of the g’s. We do this for n in general.
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Proposition 4.4. The discriminant of Kn is given by
∆(Kn) = D1 · · ·D` = (g1 · . . . · g`)2
n−1
.
Proof. We already showed that
∆(Kn) =
∏
1≤j≤`
Dj .
To prove the equation involving gj ’s, it suffices to show that each gj occurs exactly 2
n−1 times.
From the algorithm we introduced, the occurrence of each gj is equal to the number of entries that
are−1 on each column of the matrix A∗n. We will show that each column has 2n−1 entries that are−1.
We argue by induction on n. If n = 1 then
A1 =
(
1 1
1 −1
)
.
Then A∗1 = (−1), so −1 occurs once, and 1 = 20.
Suppose the claim holds for 1 ≤ k ≤ n. In particular, it also holds for the matrix −An.
Now, An+1 is defined recursively as
An+1 =
(
An An
An −An
)
.
So by the inductive step, the number of entries of each column of An+1 that are equal to −1 is
2
(
2n−1
)
= 2n = 2(n+1)−1.
Corollary 4.5. For n = 3, we have
∆(K3) = (g1 · · · g7)4.
With the discriminant in terms of the gj ’s, we proceed with computing the shape of K3 in terms
of the g’s. Since the shape is defined in terms of the ratios, we make the following definition.
Definition 4.6. Define the variables x2, . . . , xj by
xj :=
Dj
D1
, 2 ≤ j ≤ 7.
Then we express these new variables in terms of g1, . . . , g7 as follows:
x2 =
g2g6
g3g7
, x3 =
g2g6
g1g5
, x4 =
g2g4
g5g7
, x5 =
g2g4
g1g3
, x6 =
g4g6
g1g7
, x7 =
g4g6
g3g5
.
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4.2.2 Choosing Generators
We would like a way of parametrizing triquadratic extensions K3 in terms of 7-tuples (g1, . . . , g7)
that are strongly carefree. However, any mapping of the form
K3 7→ (g1, . . . , g7)
will be multi-valued, since there can be several permutations of (g1, . . . , g7) that define the same field.
We want a way of counting the number of permutations of a given 7-tuple that gives rise to the
same field. This is equivalent to counting the number of ways of choosing a generating set.
Definition 4.7. Let K3 be a triquadratic field, and denote its associated 7-tuple by (D1, . . . , D7).
By a generating set for K3, we mean an ordered triple (Di, Dj , Dk) chosen from (D1, . . . , D7) such
that
K3 = Q(
√
Di,
√
Dj ,
√
Dk).
Recall that once a generating set for K3 has been established, the rest of the D’s are defined by
taking the squarefree part of the product of two generators.
Proposition 4.8. Let (D1, . . . , D7) be the 7-tuple corresponding to a triquadratic extension K3.
Then there are exactly 24 ways of choosing a generating set (Di, Dj , Dk) for K3 from (D1, . . . , D7)
such that Di is the minimum of D1, . . . , D7.
Proof. We are free to choose any of the D’s as the first generator, so we pick Di = min{D1, . . . , D7}.
After that, we can choose any of the 6 remaining numbers as a second generator, and call it Dj . Of
the remaining D’s in the list, one will be equal to the squarefree part of DiDj . We avoid choosing
this number, which leaves us with 4 choices for the final generator.
This gives (6)(4) = 24 possible generating sets.
Remark 4.9. Using binary notation to denote the numbers 1, . . . , 7 and placing these bits as
columns (or rows) of a 3 × 3 matrix, then we get a generating set exactly when the corresponding
matrix is invertible. We get that # GL3(F2) = 168 generators for K3. This argument shows that,
in general, the `-tuple for Kn contains # GLn(F2) generating sets (without any ordering).
With the number of generating sets accounted for, we can now give a well-defined mapping
between triquadratic extensions and points in Z7.
4.2.3 A Correspondence Between Fields and Points
Using g1, . . . , g7 as new parameters, we want to define a mapping between our number fields and a
subset of 7-tuples (g1, . . . , g7) which satisfy certain properties.
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Recall that M+3 denotes the collection of totally real triquadratic extensions (ignoring congru-
ence conditions modulo 4).
The following lemma describes a partition of 7-tuples (g1, . . . , g7) into four types, according to
the number of 1’s that can occur. If more than four 1’s occur, then one of the Dj will be equal to
1. We therefore get the following lemma:
Lemma 4.10. Let K3 ∈ M+3 . For a strongly carefree tuple (g1, . . . , g7) corresponding to K3, we
have that (g1, . . . , g7) falls under one of the following types:
(i) All 7 entries are distinct.
(ii) Two entries equal 1, the other 5 entries are distinct and not equal to 1.
(iii) Three entries equal 1, the other 4 entries are distinct and not equal to 1.
(iv) Four entries equal 1, the other 3 entries are distinct and not equal to 1.
The results that follow will be dependent on which case we specify. However, we will show in
4.27 that only the tuples of type (i) will affect the counting of number fields. We express M+3 as
the disjoint union
M+3 =M+3,i ∪M+3,ii ∪M+3,iii ∪M+3,iv,
where M+3,k denotes the triquadratic extensions K3 whose corresponding tuple (g1, . . . , g7) is of
type (k).
Our goal is to relate the number of triquadratic extensions to the number of strongly carefree
7-tuples.
Lemma 4.11. Let (g1, . . . , g7) denote a strongly carefree tuple of type (i) that corresponds to
some triquadratic extension K3 ∈ M+3,i. Then any permutation of (g1, . . . , g7) gives rise to some
triquadratic field.
Proof. Let (g1, . . . , g7) denote a strongly carefree tuple that corresponds to some triquadratic field
K3. We can recover this field as follows. Define the tuple (D1, . . . , D7) as in Definition 4.3.
From here, we can pick any generating set of K3. For instance, we have
K3 = Q(
√
D1,
√
D2,
√
D4).
Now let σ ∈ S7. Denote the permuted tuple by
(gσ(1), . . . , gσ(7)).
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From here, we can define the tuple
(Dσ1 , . . . , D
σ
7 )
by
Dσ1 = gσ(1)gσ(3)gσ(5)gσ(7),
Dσ2 = gσ(1)gσ(2)gσ(5)gσ(6),
Dσ3 = gσ(2)gσ(3)gσ(6)gσ(7),
Dσ4 = gσ(1)gσ(2)gσ(3)gσ(4),
Dσ5 = gσ(2)gσ(4)gσ(5)gσ(7),
Dσ6 = gσ(3)gσ(4)gσ(5)gσ(6),
Dσ7 = gσ(1)gσ(4)gσ(6)gσ(7),
Then, for instance, {Dσ1 , Dσ2 , Dσ4 } is a generating set for some triquadratic extension Kσs . That
is,
Kσ3 := Q(
√
Dσ1 ,
√
Dσ2 ,
√
Dσ4 ) ∈M+3 .
Now, by placing a bound on the discriminant, we get finitely many number fields. We are now
ready to parametrize triquadratic extensions. Since we want to count triquadratic extensions whose
shapes lie in the set W (R2, . . . , R7), the next definition allows us to count strongly carefree tuples
(g1, . . . , g7) in such a way that the corresponding ratios x2, . . . , x7 are in increasing order.
Definition 4.12. Fix a permutation σ ∈ S6. Let (k) represent type (i),(ii), (iii), or (iv), as in
Definition 4.10. Define G+k,σ(X,R2, . . . , R7) to be the set
(g1, . . . , g7) str. carefree of type (k) ∈ Z7≥1 :
7∏
j=1
g4j < X,xσ(2) < . . . < xσ(7) ≤ R7, Rj ≤ xσ(j)
 .
Define the set
G+k (X,R2, . . . , R7) :=
⋃
σ∈S6
G+k,σ(X,R2, . . . , R7).
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Theorem 4.13. There is a surjective mapping
G+i ((X,R2, . . . , R7)) 24−1−→ M+3,i(X,W (R2, . . . , R7))
given by
(g1, . . . , g7) 7→ Q(√g1g3g5g7,√g1g2g5g6,√g1g2g3g4) = K3.
Proof. Given (g1, . . . , g7) ∈ G+k (X,R2, . . . , R7), we define
K3 = Q(
√
g1g3g5g7,
√
g1g2g5g6,
√
g1g2g3g4),
whose quadratic subfields are generated by the square roots of D1, . . . , D7. Note that (D1, D2, D4)
is not uniquely determined by K3.
The 7-tuples (D1, . . . , D7) are uniquely determined by the 7-tuples (g1, . . . , g7). Thus, with
D1 < Dj for j ≥ 2, we get a tuple (g1, . . . , g7) with 1 < xj for j ≥ 2. For sh(K3) ∈ W (R2, . . . , R7),
there is a unique permutation τ ∈ S6 such that
Dτ(2)
D1
≤ . . . ≤ Dτ(7)
D1
≤ R7,
and
Rj ≤
Dτ(j)
D1
for 2 ≤ j ≤ 6.
Furthermore, for (g1, . . . , g7) ∈ G+i (X,R2, . . . , R7) we must have
xτ(2) ≤ . . . ≤ xτ(7) ≤ R7, and Rj ≤ xτ(j) for 2 ≤ j ≤ 6,
for this τ ∈ S6.
Since the shape of K3 is given by
sh(K3) = sh(x2, . . . , x7) = sh(xτ(2), . . . , xτ(7)),
it follows that sh(K3) ∈W (R2, . . . , R7) if and only if the corresponding tuple
(g1, . . . , g7) ∈ G+k,τ (X,R2, . . . , R7).
From Proposition 4.8, K3 has 24 distinct generating sets (Di, Dj , Dk) with Di smallest. To each
of these generating sets, we have permutations τj(1 ≤ j ≤ 24) ∈ S6 for which the corresponding
tuple (g1, . . . , g7) of K3 lies in the union
(g1, . . . , g7) ∈
24⋃
j=1
Gk,τj (X,R2, . . . , R7).
This implies that this map is 24-to-1.
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Corollary 4.14. We have
1
24
#G+i (X,R2, . . . , R7) = #M+3,i(X,W (R2, . . . , R7)).
This theorem gives a relationship between triquadratic number fields and an explicit set of
strongly carefree points in Z7. Since we want to count triquadratic extensions of bounded discrim-
inant and prescribed shape, this restricts the number of integer points to a bounded region. The
next section describes the region in which these points live, and provides an approximation to the
number of such points given by the region’s volume.
4.3 Volume
Since we are counting totally real triquadratic extensions with bounded discriminant, the corre-
sponding strongly carefree tuples (g1, . . . , g7) live in a bounded Euclidean region. We will count all
integer tuples in this region. By abusing notation, we will use g1, . . . , g7 to denote real variables.
For fixed real numbers X and R, and for σ ∈ S6, we define the region R3,σ(X,R2, . . . , R7) to be
(g1, . . . , g7) ∈ R7>0 :
7∏
j=1
g4j < X;xσ(2) < . . . < xσ(7) ≤ R7, Rj < xσ(j) for 2 ≤ j ≤ 6
 , (4.1)
where x2, . . . x7 are defined as in Definition 4.6,
and denote
R3(X,R2, . . . , R7) :=
⋃
σ∈S6
R3,σ(X,R2, . . . , R7).
We will proceed to compute the volume of R3,id(X,R2, . . . , R7) corresponding to the identity
permutation, then show that each region R3,σ(X,R2, . . . , R7) has the same volume, which shows
that the volume of the union of all the regions is
6! Vol(R3,id(X,R2, . . . , R7)).
We are interested in the number of Z points that occur in this region. From the previous section,
if these integer points are to represent our number fields of interest, then we need to restrict to
counting points that are strongly carefree. Lastly, we would like to count only those integer points
satisfying congruence conditions modulo 4 that allow for
(D1, . . . , D7) ≡ (1, . . . , 1) (mod 4).
The last condition, as well as the condition of being strongly carefree, both rely on congruence
conditions, and will be dealt with separately.
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In this section, we will compute the volume of R3(X,R2, . . . , R7), and use the Principle of
Lipschitz, which gives an approximation to the number of integer points the region contains.
Theorem 4.15. The volume of R3,id(X,R2, . . . , R7) is given by
Vol(R3,id(X,R)) = X
1
4
56
F (R2, . . . , R7),
where F (R2, . . . , R7) is given in Equation 2.4.
Proof. We set up the multiple integral for the volume by defining a change of coordinates. Rather
than integrating with respect to g1, . . . , g7, we will use the functions x2, . . . , x7. We define a new
variable,
x1 = g1g3g5g7.
We have that the bounds of integration for x2, . . . , x7 are from 1 to R. We need a bound on x1.
Recall that the discriminant of K3 is given by
∆(K3) = (g1 · · · g7)4.
Also, we have that
x2x3x4x5x6x7 =
(g2g4g6)
4
x31
=
∆(K3)
x71
.
If we are bounding the discriminant by X, it follows that
0 < x1 ≤
(
X
x2x3x4x5x6x7
) 1
7
.
The volume is then given by
Vol(R3,id(X,R2, . . . , R7)) =
∫ R7
R6
· · ·
∫ x3
R2
∫ ( X
x2···x7
) 1
7
0
∣∣∣∣J ( ∂gi∂xj
)∣∣∣∣ dx1 . . . dx7.
We compute the Jacobian of this change of basis. Note that the variables x1, . . . , x7 are defined
as rational expressions of g1, . . . , g7. In particular, the first partial derivatives exist and do not vanish
away from 0. The inverse function theorem implies that
J
(
∂gi
∂xj
)
=
(
J
(
∂xi
∂gj
))−1
.
We compute the inverse of the Jacobian and express its determinant in terms of the xjs. We
have
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J(
∂xi
∂gj
)
=

g3g5g7 0 g1g5g7 0 g1g3g7 0 g1g3g5
0 g6g3g7 −
g2g6
g23g7
0 0 g2g3g7 −
g2g6
g3g27
− g2g6
g21g5
g6
g1g5
0 0 − g2g6
g1g25
g2
g1g5
0
0 g4g5g7 0
g2
g5g7
− g2g4
g25g7
0 − g2g4
g5g27
− g2g4
g21g3
g4
g1g3
− g2g4
g1g23
g2
g1g3
0 0 0
− g4g6
g1g27
0 0 g6g1g7 0
g4
g1g7
− g4g6
g1g27
0 0 − g4g6
g23g5
g6
g3g5
− g4g6
g3g25
g4
g3g5
0

.
Taking the inverse of the determinant of this matrix yields∣∣∣∣(∂xi∂gj
)∣∣∣∣−1 = 132
(
g1g3g5g7
g2g4g6
)3
.
Now we must express this as a function of xjs. Note that the numerator is just x
3
1. We obtain
the denominator by looking at the discriminant:
(g2g4g6)
4 = x31(x2 · · ·x7),
from which we get
(g2g4g6)
3 = x
9
4
1 · (x2 · · ·x7)
3
4 .
This gives ∣∣∣∣J ( ∂gi∂xj
)∣∣∣∣−1 = 132x 341 (x2 · · ·x7)− 34 .
Thus, the volume is given by
Vol(R3,id(X,R2, . . . , R7)) = 1
32
∫ R7
R6
. . .
∫ x3
R2
∫ ( X
x2···x7
) 1
7
0
x
3
4
1 (x2 · · ·x7)−
3
4 dx1dx2 . . . dx7
=
1
32
· 4
7
X
1
4
∫ R7
R6
. . .
∫ x3
R2
(x2 · · ·x7)−1 dx2 . . . dx7
=
X
1
4
56
F (R2, . . . , R7),
where the last equation follows from Equations (2.2) and (2.4).
Now, to compute the volume of R3,σ(X,R2, . . . , R7), where σ is any permutation in S6, we set
up the integral with the variables yi = xσ(i) for 1 ≤ i ≤ 7. This yields
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Vol(R3,σ(X,R2, . . . , R7)) = 1
32
∫ R7
R6
. . .
∫ y3
R2
∫ ( X
y2···y7
) 1
7
0
y
3
4
1 (y2 · · · y7)−
3
4 dy1dy2 . . . dy7
= Vol(R3,id(X,R2, . . . , R7)).
Thus, we get that the volume of R3(X,R2, . . . , R7) is given by
Vol(R3(X,R2, . . . , R7)) = 6!X
1
4
56
F (R2, . . . , R7).
Now we want to count how many lattice points lie in the region R3(X,R2, . . . , R7). We have the
following theorem.
Theorem 4.16. Denote the set of integer tuples that occur in the region R3(X,R2, . . . , R7) by
RZ(X,R2, . . . , R7) := Z7 ∩R3(X,R2, . . . , R7).
Then
#RZ(X,R2, . . . , R7) = Vol(R3(X,R2, . . . , R7)) +O
(
X
3
14
)
.
Proof. In [Bha05, Lemma 9], it is shown that the error is given by
|R3(X,R2, . . . , R7)−RZ(X,R2, . . . , R7)| = O
(
max
0≤m≤6
(Vm)
)
,
where Vm denotes the maximum volume of any of the projections of R3(X,R2, . . . , R7) onto the
the m dimensional coordinate hyperplanes obtained by setting the remaining 7 − m coordinates
equal to zero.
Let N := X1/4. We will show that, for 0 ≤ m ≤ 6,
Vm = O(N
m/7).
In order to prove the above equation, it suffices to show that for (g1, . . . , g7) ∈ R3(X,R2, . . . , R7),
gj = O(N
1/7),
for 1 ≤ j ≤ 7, since this set contains R3(X,R2, . . . , R7) . It then follows that
Vm = Vm(gi1 , . . . , gim) = O(N
m/7),
where i1, . . . , im represents any m numbers from 1 to 7. We show the computation that g2 =
O(N1/7): Consider the expression
(x2x3x4x5)
3/2(x6x7)
−2(g1g2g3g4g5g6g7).
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Writing the xjs in terms of the gs as in Definition 4.6, we get(
g2g6
g3g7
)3/2(
g2g6
g1g5
)3/2(
g2g4
g5g7
)3/2(
g2g4
g1g3
)3/2(
g1g7
g4g6
)2(
g3g5
g4g6
)2
(g1g2g3g4g5g6g7).
Simplifying this expression yields g72 . Recall from (4.1), we have that
g1g2g3g4g5g6g7 ≤ X1/4 = N,
and
x2, . . . , x7 ≤ R7.
From these inequalities, we get that
g72 = (x2x3x4x5)
3/2(x6x7)
−2(g1g2g3g4g5g6g7) ≤ R(3/2)·4−2−27 N = R27N.
Solving for g2, we get
g2 ≤ R2/77 N1/7,
which implies that g2 = O(N
1/7). Similar expressions allow us to obtain g7j . Explicitly, for 1 ≤ j ≤ 7,
we get
g7j = x
c2
2 x
c3
3 x
c4
4 x
c5
5 x
c6
6 x
c7
7 g1g2g3g4g5g6g7,
where the powers c2 . . . , c7 are summarized in the following table:
j c2 c3 c4 c5 c6 c7
1 32 −2 32 −2 −2 32
2 32
3
2
3
2
3
2 −2 −2
3 −2 32 32 −2 32 −2
4 −2 −2 32 32 32 32
5 32 −2 −2 32 32 −2
6 32
3
2 −2 −2 32 32
7 −2 32 −2 32 −2 32
With these equations, note that the powers of R7 differ slightly; however, we get
gj = O(N
1/7),
for 1 ≤ j ≤ 7. It then follows that the error is given by
O
(
max
0≤m≤6
(Vm)
)
= max
0≤m≤6
(O(Nm/7)) = O(N6/7) = O(X3/14).
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Combining the last two theorems, we get:
Corollary 4.17.
#RZ(X,R2, . . . , R7) = 6!X
1
4
56
F (R2, . . . , R7) +O
(
X
3
14
)
.
Now, we need to be able to count strongly carefree 7-tuples in RZ(X,R2, . . . , R7) with the right
congruence conditions modulo 4 that will produce
D1 ≡ . . . ≡ D7 ≡ 1 (mod 4).
To account for strongly carefree tuples, we also impose congruence conditions for every prime
number. Given a prime p, we want to assure that p2 does not divide any of the gjs (since they need
to be squarefree), and we need to make sure that no pair (gi, gj) is congruent to (0, 0) modulo p
(since they need to be pairwise relatively prime). This is the topic of the next section.
4.4 Sieving
In this section, we will state and prove all results for general n. We then state the main result of
this section when n = 3 as a corollary.
Now that the volume has been computed and the number of Z` lattice points in Rn has been
calculated, this section aims to determine which of these points correspond to multiquadratic
extensions. This is accomplished by incorporating a sieve to count only the lattice points of interest.
The number #RZ(X,R2, . . . , R7) does not take into account the various congruence conditions
that we need to impose in order to count the number fields in question. Specifically, we will require
the `-tuples (g1, . . . , g`) to have entries that are strongly carefree and satisfy certain congruence
conditions which in turn yield that the Dj ≡ 1 (mod 4) for 1 ≤ j ≤ `. This is where the notion of
sieving comes into play.
4.4.1 Counting Strongly Carefree Tuples
Let’s first begin by tackling the issue of counting strongly carefree tuples. We would like to count
how many of these occur in RZ(X,R2, . . . , R7). However, this count depends on infinitely many
congruence conditions, since we must consider conditions imposed by every prime number.
We begin by considering a finite amount of primes. The sieve will allow us to expand our results
concerning finitely many congruence conditions to infinitely many of them.
One of the requirements of being strongly carefree is that the entries are squarefree, and this
is a statement about divisibility by p2, where p is a prime number. This motivates the following setup:
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Definition 4.18. Fix a positive real number Y , and define the integer m = m(Y ) by
m =
∏
p<Y
p2,
where the product runs over all primes less than Y .
Definition 4.19. Let m,n1, . . . , nk ∈ Z. We say that the k-tuple (n1, . . . , nk) ∈ Zk is strongly
carefree with respect to m if for every prime p dividing m, p2 doesn’t divide ni for 1 ≤ i ≤ k, and no
pair (ni, nj) are both divisible by p.
We want to obtain a way of calculating the proportion of strongly carefree points that lie in Z`.
Our setup begins by considering only those `-tuples that are strongly carefree with respect to the
integer m.
Definition 4.20. Let L(Y ) denote the subset of Z` consisting of strongly carefree points with
respect to m:
L(Y ) = {(g1, . . . , g`) ∈ Z` : (g1, . . . , g`) strongly carefree w.r.t. m},
Furthermore, let Cm denote the image (mod m) of the points in L(Y ). That is,
Cm =
{
(g1, . . . , g`) ∈ (Z/mZ)` : (g∗1 , . . . , g∗` ) ∈ L(Y )
}
,
where g∗j denotes any lift of gj .
Fix a prime p < Y . The elements in Cm are those in (Z/mZ)` that avoid the following two
scenarios:
(i) gi ≡ 0 (mod p2) (not square-free),
(ii) gi ≡ gj (mod p) if i 6= j (not pairwise relatively prime).
Let Cp denote the image (mod p2) of the the set of `-tuples in Z` with these conditions. Specif-
ically,
Cp := {(g1, . . . , g`) ∈ (Z/p2Z)` : gi 6= 0 ∀i, if i 6= j, then (gi, gj) 6= (0, 0)}.
Theorem 4.21. With Cp defined above, we have
#Cp = p`−1(p− 1)`(p+ `).
Proof. Let’s begin with the first condition. Counting how many of these there are is simply a matter
of choosing `-tuples in (Z/p2Z)` that don’t contain any zero-entries. This total is
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(p2 − 1)`.
Now, we may assume that gi 6≡ 0 (mod p2) for 1 ≤ i ≤ `. Now let’s attack the second condition.
First consider pairs (gi, gj) with i 6= j. There are
(
`
2
)
such pairs. For each coordinate, there are p
values that are 0 (mod p). However, one of these values is also 0 (mod p2), namely, 0. Since this is
already accounted for from the previous argument, we actually have p−1 values. Since there are two
coordinates, we get (p − 1)2 options. Considering these pairs (gi, gj) as a sub-tuple of (g1, . . . , g`),
we have p2 − p non-zero values for each of the other ` − 2 coordinates (since we are avoiding all
values that are 0 (mod p)). This gives a total of(
`
2
)
(p− 1)2(p2 − p)`−2
tuples with exactly two values that are 0 (mod p). Similarly, we count tuples with exactly three
values that are 0 (mod p). We get (
`
3
)
(p− 1)3(p2 − p)`−3.
Continuing in this manner, and adding up all such tuples, we get
∑`
j=2
(
`
j
)
(p− 1)j(p2 − p)`−j
=
∑`
j=2
(
`
j
)
p`−j(p− 1)`.
Hence, the total number of strongly carefree `-tuples is given by
#Cp = (p2 − 1)` −
∑`
j=2
(
`
j
)
p`−j(p− 1)`
= (p− 1)`
[
(p+ 1)` −
∑`
j=2
(
l
j
)
p`−j
]
= (p− 1)`
[
(p+ 1)` −
(∑`
j=0
(
`
j
)
p`−j − p` − `p`−1
)]
= (p− 1)`
[
(p+ 1)` − (p+ 1)` + p` + `p`−1
]
= p`−1(p− 1)`(p+ `).
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4.4.2 The p-adic Density
Now that we have counted the size of each Cp, the next definition gives a way of obtaining the
proportion of strongly carefree points with respect to m. As we will see, this proportion will carry
over when we need to consider all primes.
Definition 4.22. Let p be a prime less than or equal to m. Define the p-adic density of L(Y ) to be
µp(L(Y )) := #Cp
p2`
.
It follows from Theorem 4.21 that
µp(L(Y )) = p−(`+1)(p− 1)`(p+ `).
The next lemma gives a count of how many points in L(Y ) lie in the region Rn.
Lemma 4.23. Let Rn = Rn(X,R2, . . . , R`) denote the region in R` defined analogously to (4.1).
With RZ = RZ(X,R2, . . . , R`) denoting the collection of integer points in Rn and L(Y ) defined
above, let
RL(Y) := RZ ∩ L(Y).
Then,
#RL(Y ) =
∏
p<Y
(
p−(`+1)(p− 1)`(p+ `)
)Vol (Rn) +O (N `−1` ) ,
where N = X
1
2n−1 .
Proof. We have
#Cm =
∏
p<Y
#Cp
=
∏
p<Y
µp(L(Y ))p2`
= m`
∏
p<Y
µp (L(Y ))
 since m = ∏
p<Y
p2
 .
Now, we may write L(Y ) as
L(Y ) =
⋃
x∈Cm
(
x+mZ`
)
.
Note that for x ∈ Cm,
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#Rx+mZ` = #
[
(x+mZ`) ∩Rn
]
=
1
m`
#
[( x
m`
+ Z`
)
∩Rn
]
=
1
m`
#RZ.
It then follows from Corollary 4.17 that
#Rx+mZ` =
1
m`
Vol(Rn) +O
(
N
`−1
`
)
.
Hence,
#RL(Y ) =
∑
x∈Cm
(
1
m`
Vol(Rn) +O
(
N
`−1
`
))
=
1
m`
#Cm Vol(Rn) +O
(
N
`−1
`
)
= µp (L(Y )) Vol(Rn) +O
(
N
`−1
`
)
=
∏
p<Y
(
p−(`+1)(p− 1)`(p+ `)
)
Vol (Rn) +O
(
N
`−1
`
)
.
The final step in counting strongly carefree points is to extend the above lemma for all primes.
Definition 4.24. Let L∞ denote the collection of all strongly carefree points in Z`.
The main purpose of this section is to compute the integer #RL∞ . This is achieved by using
a sieve that allows for taking all prime numbers into consideration. Our methods follow as an
immediate generalization of [Bha05, Section 3].
Theorem 4.25.
#RL∞ =
∏
p
(
p−(`+1)(p− 1)`(p+ `)
)
Vol (Rn) + o (N) .
Proof.
lim sup
N→∞
#RL∞
N
≤ lim
Y→∞
lim
N→∞
#RL(Y )
N
=
Vol(Rn)
N
∏
p<Y
(
p−(`+1)(p− 1)`(p+ `)
) .
On the other hand, let
Wp := {(g1, . . . , g`) ∈ Z` : (g1, . . . , g`) (mod p) /∈ Cp}.
Then we have that
RL(Y ) ⊆ RL∞ ∪
⋃
p≥Y
RWp .
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Hence, we also get that
lim infN→∞
#RL∞
N ≥
#RL(Y )
N −O
(∑
p≥y #RWp
N
)
.
Now, since
µp(L(Y )) = p−(`+1)(p− 1)`(p+ `) = 1− `2p−2 + (1 + `p−1)
∑`
j=2
(
`
j
)
(−1)jp−j = 1−O(p−2),
it follows that #Wp = O
(
N/p2
)
. Therefore,
lim
Y→∞
O
(∑
p≥Y #RWp
N
)
= 0,
since ∑
p≥Y
1
p2
is the tail of a convergent series. Thus, taking the limit as Y →∞ yields
#RL∞ =
∏
p
(
p−(`+1)(p− 1)`(p+ `)
)
Vol (Rn) + o (N) ,
as desired.
Corollary 4.26. When n = 3, we have
#RL∞ =
∏
p
(
p−8(p− 1)7(p+ 7)) 6!X 14
56
F (R2, . . . , R7) + o
(
X
1
4
)
.
4.4.3 The Case (D1, . . . , D7) ≡ (1, . . . , 1) (mod 4)
Let K3 = Q(
√
D1,
√
D2,
√
D4) with corresponding 7-tuple (D1, . . . , D7). We gave a parametrization
of K3 in terms of its strongly carefree tuple (g1, . . . , g7). This allows us to write each Di in terms
of the gj ’s as in Definition 4.6.
We are studying triquadratic extensions whose generators D1, D2, and D4 are congruent to 1
modulo 4. So we have that each gj can be congruent to either 1 or 3 modulo 4.
If we study the 7-tuple (g1, . . . , g7) (mod 4), there are a total of 4
7 tuples to consider. However,
the entries we are interested in cannot equal 0 or 2, leaving us with 27 = 128 possibilities.
After inspecting each of these possible choices, we get 24 = 16 distinct 7-tuples
(g1, . . . , g7) (mod 4) that yield (D1, . . . , D7) ≡ (1, . . . , 1) (mod 4), namely
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(g1, g2, g3, g4, g5, g6, g7)
(1, 1, 1, 1, 1, 1, 1)
(1, 3, 3, 1, 3, 1, 1)
(3, 3, 3, 3, 1, 1, 1)
(3, 1, 1, 3, 3, 1, 1)
(3, 1, 3, 1, 1, 3, 1)
(3, 3, 1, 1, 3, 3, 1)
(1, 3, 1, 3, 1, 3, 1)
(1, 1, 3, 3, 3, 3, 1)
(3, 3, 1, 1, 1, 1, 3)
(3, 1, 3, 1, 3, 1, 3)
(1, 1, 3, 3, 1, 1, 3)
(1, 3, 1, 3, 3, 1, 3)
(1, 3, 3, 1, 1, 3, 3)
(1, 1, 1, 1, 3, 3, 3)
(3, 1, 1, 3, 1, 3, 3)
(3, 3, 3, 3, 3, 3, 3)
Recall that C2 consists of points that are strongly carefree with respect to 2, meaning that neither
entry is zero modulo 4 and at most one entry is zero modulo 2. The above conditions thus imply
that (g1, . . . , g7) ∈ L∞, which allows us to replace µ2(L∞) with the proportion of 7-tuples that give
the correct congruence relations on (D1, . . . , D7) (mod 4). This will be
24
47
=
24
214
=
1
210
.
With this proportion, we obtain our main counting result:
Theorem 4.27. The number of triquadratic extensions K3 ∈ M+3 (i) with discriminant bounded
by X and shape in W (R2, . . . , R7) is given by
N3(X,R2, . . . , R7) = #RL∞ =
1
210
∏
p>2
(
p−8(p− 1)7(p+ 7)) 30X 14
56
F (R2, . . . , R7) + o
(
X
1
4
)
.
Proof. It remains to be shown that the strongly carefree tuples occurring in the region
R3(X,R2, . . . , R7) whose entries are not all distinct become negligible. Recall that
N3(X,R2, . . . , R7) := #{K3 ∈M+3 (i) : ∆(K3) < X; sh(K3) ∈W (R2, . . . , R7)}.
We claim that
N3(X,R2, . . . , R7) = #{K3 ∈M+3,i : ∆(K3) < X; sh(K3) ∈W (R2, . . . , R7)}+ o(X
1
4 ),
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where M+3,i corresponds to number fields of type (i) as in Lemma 4.10.
If we look at strongly carefree tuples (g1, . . . , g7) ∈ R3(X,R2, . . . , R7) that are not of type (i)
(i.e. between two and four entries are equal to 1), the corresponding subregion these points occupy
is lower dimensional. As such, the volume of this subregion is zero. Furthermore, in the proof of
Theorem 4.16, we show that any of the region’s lower dimensional shadows has volume O(X
3
14 ), so
the number of integer points of that type is 0 + O(X
3
14 ). This proves the claim.
From Corollary 4.14, it follows that the number of triquadratic extensions K3 ∈ M+3,i(X, (i))
occur with frequency 124 among the number of strongly carefree tuples of type (i), which yields the
factor of 6!24 = 30.
4.5 Equidistribution
In this section, we prove Equation (2.3) for our family of number fields when restricting to sets of
the form W (R2, . . . , R7). As seen in Section 2.7, this is sufficient to show equidistribution. We now
have all the tools required to show that the collection of shapes of totally real triquadratic extensions
K3 = Q(
√
D1,
√
D2,
√
D4), such that
D1 ≡ D2 ≡ D4 ≡ 1 (mod 4)
are equidistributed. We have the following main result:
Theorem 4.28. Let 1 < R2 < . . . < R7 be real numbers. Recall that
W (R2, . . . , R7) = {sh(X2, . . . , X7) ∈ SK3 : X2 ≤ . . . ≤ X7 ≤ R7, Rj ≤ Xj for 2 ≤ j ≤ 7}.
Furthermore, let
N3(X,R2, . . . , R7) = #{K3 ∈M+3 (i) : ∆(K3) < X; sh(K3) ∈W (R2, . . . , R7)}
denote the number of totally real triquadratic extensions of discriminant bounded by X, with shape
in W (R2, . . . , R7), and in which 2 does not ramify. Then there exists a constant C > 0 such that
N3(X,R2, . . . , R7)→ C · µ(W (R2, . . . , R7))X 14 + o(X 14 )
as X →∞.
Proof. From Theorem 4.27, we have that
N3(X,R2, . . . , R7) = 1
210
∏
p>2
(
p−8(p− 1)7(p+ 7)) 30X 14
56
F (R2, . . . , R7) + o
(
X
1
4
)
.
56
We may rewrite this as
N3(X,R2, . . . , R7) = C ′F (R2, . . . , R7)X 14 + o
(
X
1
4
)
,
where
C ′ =
1
210
∏
p>2
(
p−8(p− 1)7(p+ 7)) 30
56
is constant.
On the other hand, by Corollary 2.43, we proved that the measure of W (R2, . . . , R7) is given by
µ(W (R2, . . . , R7)) = C
′′F (R2, . . . , R7),
where
C ′′ =
1
6!
.
Thus, we get that
lim
X→∞
1
X
1
4
N3(X,R2, . . . , R7) = lim
X→∞
1
X
1
4
[
C ′F (R2, . . . , R7)X
1
4 + o
(
X
1
4
)]
= C ′F (R2, . . . , R7)
= Cµ(W (R2, . . . , R7)),
where
C =
C ′
C ′′
.
This shows that the shapes of totally real triquadratic extensions (with proper congruence type)
are equidistributed in a regularized sense in the subset of the space of shapes in which they live.
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