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ABSTRACT 
 
Local government infrastructure assets in Australia represent a vast investment built up over 
many generations. The $15 billion value of community buildings ranks them as the second 
largest class of infrastructure assets managed by local councils in Australia. Buildings are 
complex assets, where the large number of elements and deterioration regimes complicate the 
process. Reliable deterioration prediction of building infrastructure enables local government 
asset managers to plan and manage the projected expenditures throughout the life cycle of 
elements of the infrastructure. The research study presented here is funded by the ARC 
Linkage project scheme with six local government councils as partners. The thesis explores a 
best practice asset management framework and the gaps identified in the current project 
partners’ practice in deterioration prediction models and decision making process. The 
subsequent research focussed on deterioration forecasting and cost optimisation for 
community buildings using discrete condition data collected by local councils.  
The major challenge in deterioration forecasting with condition data is the high variability of 
data. Several deterministic and reliability-based methods were considered during the 
literature research and the Markov Process was selected as the base model. A building 
hierarchy including almost 400 elements was selected to represent each of the community 
buildings.  
Current practice in building asset management was captured through a number of research 
visits to the partner councils. Currently available condition data were compiled, analysed and 
mapped to five condition states. Wherever possible, the data were linked to the hierarchical 
structure of building elements.  
The data were then used to derive transition matrices to define the Markov Chain for building 
the deterioration process. Derivation of the matrices was found challenging with a number of 
standard methods indicating poor convergence. A new method for calibration of transition 
matrices entitled “Direct Absolute Value Difference” has been developed and shown to 
improve the accuracy of the prediction by almost 25% when validated using an independent 
set of data.  
In order to utilise the developed models in sustainable financial planning, a cost optimisation 
method was developed and the application of the method is demonstrated using one type of 
building elements: ceilings of community buildings. In addition, a probabilistic risk-cost 
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projection methodology is introduced and developed, which considers component groups of 
the building hierarchy.  
Finally, an algorithm for a user-friendly software tool has been developed to integrate the 
system hierarchy, condition data registry, deterioration forecasting and risk-cost optimisation.
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1 INTRODUCTION 
1.1 Background 
The value of local government infrastructure assets in Australia is estimated at well over 
$200 billion (IIMM, 2011). PWC (2006) reported that almost 35% of Australian councils are 
not financially sustainable and estimated a $14.6 billion  national renewal backlog. However, 
to cover the backlog and the renewal underspends for Australian infrastructure $2.16 billion 
is required. IPWEA (2009) identifies deficiencies in asset management and long-term 
financial planning in councils and also concludes that with the current management local 
governments have approximately 9% more assets than they can serve with their current 
income. Therefore, an Asset Planning and Management framework has been established by 
local government to cover a strategic longer-term plan reflecting the needs of the community 
for the foreseeable future to meet the service level. For achieving the required service level 
with minimum cost an asset management plan and an optimised financial plan for the whole 
life cycle of the infrastructure assets are required.  
Physical deterioration of assets is the key trigger for financial investment in the existing 
infrastructure assets. According to Flourentzou et al. (2000), it is necessary to adopt an 
explicit measure of deterioration, with a physical meaning that can be practically observed. 
Peter Way asserts that “Optimal investment in infrastructure assets requires that those assets 
be appropriately maintained, renewed, replaced, enhanced or disposed of so as to provide 
the required levels of service now and into the future at the minimal life cycle cost”(IPWEA, 
2009). Therefore, an optimised strategic investment plan should not only consider the finest 
economical aspect, but also deliver an appropriate service level feature for the community. A 
reliable deterioration model enables decision makers to have a good understanding of the 
condition states of their assets over time and to be able to predict the required expenses for 
the assets’ maintenance and rehabilitation. 
Community buildings are the second largest class of infrastructure assets managed by local 
councils in Australia and represent a vast investment built up over many generations. 
Although asset management (AM) models are widely available for bridges, roads, stormwater 
pipes etc., specific AM models for buildings are limited. The reason is that not only are 
buildings complex assets, with many components, but also the deterioration process in 
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buildings is a function of many variables such as exposure conditions and usage. As 
mentioned in Shah and Kumar (2005), buildings and the built environment are a special class 
of infrastructure assets that requires continuous investment due to maintenance, 
refurbishment and rehabilitation. Hence, a systematic approach towards building 
management is crucial. As identified in NAMS (2009), in lifecycle analysis for community 
buildings, planning for reactive maintenance, pro-active maintenance and capital expenditure 
needs to be completed as early as possible ahead. Therefore, for appropriate scheduling and 
allocation of funds for the maintenance and/or renovation of community buildings, a detailed 
understanding of deterioration prediction of building components is vital.  
In most local councils, the management commissions condition-monitoring programs, where 
data are collected using a visual inspection followed by decision-making for the given year 
using the collected set of data. These sets of data are generally not used in forecasting 
deterioration, maintenance or capital budgets for a given future period.  This gap in 
knowledge inhibits councils in longer term financial and maintenance forecasting, making 
most decision-making scenarios reactive rather than proactive. As mentioned earlier, 
deterioration prediction of an asset enables asset managers not only to have a better 
understanding of the state in which the asset will be in the future, but also how to optimise 
the maintenance, rehabilitation and replacement strategies throughout the life cycle of the 
asset.  
The limitation of condition data for buildings has been a major challenge for generating a 
reliable deterioration prediction model. In addition, there has not been systematic laboratory 
testing for most building components and also no reliable source of information can be 
provided by the manufacturers of building elements. However, in the absence of adequate 
condition data, McDuling (2006) has used the overall condition of buildings and expert 
judgment for calibration of deterioration forecasts.  Furthermore, although deterioration 
prediction of building components is related to failure mechanisms affecting the elements, 
there might also be several unknown factors which influence deterioration trend in the real 
environment. Therefore, for the investigation of deterioration of building components 
specifically at a network level, which is desirable for asset management strategies, methods 
which allow for randomness of degradation process will fit the purpose the best.  
RMIT University initiated a research project in collaboration with eight industry partners 
consisting of six Victorian councils, the Municipal Association of Victoria (MAV) and a 
software development company to develop a management model for council buildings 
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validated with condition data collected from the partners. The work presented in this thesis 
was conducted as a part of this research project. 
 
1.2 Significance of the Research 
Foregoing discussion presented the significance of deterioration prediction and decision 
making in council buildings’ management. The significance of the research presented in this 
thesis can be summarised as follows: 
 Deterioration prediction of community buildings is a key area to be addressed in order 
to arrive at a decision-making strategy for council buildings. There are no models 
reported in literature, in which building component deterioration is predicted using 
discrete condition data collected through visual inspection. 
 Initial analysis of condition data collected by local councils indicated that a stochastic 
deterioration model would be required to derive a forecasting method using the highly 
scattered set of data available. The Markov process was selected as the base method 
for deterioration prediction. Whilst several researchers such as Lounis, Vanier, 
Lacasse and McDuling have explored use of the Markov process in deterioration 
prediction of buildings, none of the work has used detailed condition data from 
various building components in deriving the models and linked the models with 
decision- making process (McDuling, 2006, Lounis et al., 1998). 
 There is a need for a method for the componentisation of building assets and a 
flexible building hierarchy for structuring the analysis process. 
 A condition aggregation of building components is essential to allow decision-making 
with available data and at different levels of building components, which is 
expandable for other infrastructure assets. 
 A sound method for utilisation of probabilistic deterioration prediction in conjunction 
with risk of failure and levels of service is needed to ensure cost and service 
optimisation. Councils have two major needs: a method of allocation of refurbishment 
actions for a given budget and a method of determining an optimised budget required 
to maintain assets under a given threshold condition. These must be addressed in the 
research. 
 Implementation of the outcomes of research requires an integrated software algorithm 
which captures both deterioration prediction and decision making. Whilst some 
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literature present generic frameworks for asset management, an integrated framework 
for buildings is a gap in knowledge. 
 
1.3 Aims and Objectives of the Research  
The overall aims of the research were (i) to develop a reliable asset management model for 
community buildings, including the development of a reliability-based deterioration 
forecasting method for building elements based on discrete condition data and (ii) to develop 
a novel methodology for use of the derived models in cost- and risk-based decision-making 
using an optimisation method incorporating Monte Carlo simulation. 
Specific objectives of the research can be summarised as follows: 
1. Development of a probabilistic deterioration prediction model based on the Markov 
Chain for generic elements of community buildings and validation of the suggested 
method;  
2. Development of decision models for enhancing the capabilities of informed decision- 
making for building assets; 
3.  Research into building hierarchy approaches, and the customising and 
implementation of an appropriate approach; 
4. Exploration of condition monitoring approaches in building assessment, involving  
condition inspections of buildings and preparation of  condition monitoring guidelines 
to assist asset managers in condition surveys;    
5. Incorporation of an asset management system, deterioration prediction and decision 
making tool into a software program to be used by local councils.  
1.4 Research Scope 
The scope of the research includes: 
 Deriving a method of deterioration forecasting of community buildings based on 
historical condition data available from the building condition monitoring process; 
 Adopting a methodology for utilising a probabilistic deterioration approach in the 
decision-making process for building assets;  
 Development of a software program to integrate the outcome of this research and aid 
decision-makers in making more informed decisions on building assets. 
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The following concerns are beyond the scope of this research: 
o Linking failure modes and mechanisms to the deterioration and condition monitoring 
process; 
o Considering material of the elements and functional areas in deterioration prediction 
calibration. This is due to the unavailability of data at this level of detail; however, the 
methodology is expandable to cover the above when the data become available; 
o Derivation of consequence costs associated with building components is beyond the 
scope of the research as it is deemed to be a feature to be covered in business 
continuity planning; 
o Decision-making covering functional, environmental and social aspects is covered in 
a parallel research project. Whilst the author has significantly contributed to this work 
in linking the economic aspects, this component has been excluded from the present 
thesis. 
 
1.5 Outline of the Chapters 
The presented thesis consists of nine chapters as outlined below:  
Chapter 1 introduces the background of the research followed by the significance of the 
study and its contribution to the body of knowledge of the discipline. The aims and objectives 
of the research as well as the research scope have been reviewed in this chapter. 
Chapter 2 presents a critical review of the literature aimed at gathering information and state-
of-the-art knowledge and methods for conducting the research project and interpreting the 
outcomes. This stage not only introduces a proposed building asset management framework 
and a suggested building element hierarchy, but also concludes by selecting a reliable 
deterioration prediction modelling method. Furthermore, the literature review includes 
methods of decision-making proposed in published work for managing building assets.  
Chapter 3 introduces the research methodology used in the research. The research questions 
as well as the approach used to address the questions are explained in this chapter.  It includes 
a conceptual framework for the research considering the literature review, current practice 
and a gap analysis for the required research.  
Chapter 4 reviews methods of building hierarchies and adopts an appropriate building 
elements componentisation method. Acquiring a comprehensive list of building elements is 
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important so that individual elements can be recorded, inspected and monitored according to 
the organisation’s asset management plan. Information on these components can be processed 
with the deterioration prediction method and incorporated into the cost-forecasting and 
eventually the decision-making models of the associated authorities. These concerns are 
discussed in this chapter. 
Chapter 5 explores the importance of condition monitoring in asset management. It also 
introduces the current practices in condition rating for buildings derived from the literature as 
well as a study of the practices of local government authorities. Finally, the chapter suggests 
a method for the aggregation of condition data for infrastructure management.  
Chapter 6 presents the deterioration prediction methodology and its implementation and 
results for building components. It includes deployment of the Markov Chain with different 
calibration processes and convergence techniques. This chapter validates and compares the 
outcomes resulting from different techniques used for calibration of Markov transition 
matrices. 
Chapter 7 presents an innovative method for cost optimization and also explores risk 
determination, service-level specification and expenditure projection optimization. The 
chapter introduces a novel methodology for cost and risk prediction using outcomes of the 
probabilistic method reported in Chapter 6.  
Chapter 8 outlines the concept and methodology used for preparation of the integrated 
software program for this research program. The structure and framework of the program are 
discussed in this chapter. 
Chapter 9 summarises the general conclusions drawn from the research, explores possible 
further research in the area and recommends further research.  
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2 LITERATURE REVIEW 
2.1 Introduction 
 
A preliminary review of literature was conducted at the start of the research (September 
2009) with the aim of gathering information and state-of-the-art knowledge and methods 
required to address the research project aims and objectives, as indicated in Section 1.3. This 
stage helped not only in the introduction of a proposed building asset management 
framework and a suggested building element hierarchy, but also in the selection of a reliable 
deterioration prediction modelling method. Furthermore, the literature review included 
measures adopted in improving the reliability of the selected method, the Markov Process. 
Finally, the literature review covered methods of risk cost optimisation in decision-making. 
Although the literature review was one of the initial major steps of the project, it continued 
during the research to refine and adjust the methods used and to introduce new capabilities in 
decision-making process in building asset management utilizing the deterioration predictions 
derived from the research.      
2.2 Asset Management Framework 
The goal of asset management for infrastructure assets is not only to meet a required level of 
service, but also address it in the most cost-effective manner, through the management of 
assets for present and future stakeholders (IIMM, 2006). Depending on the type of asset and 
the managing organisation, different approaches can be considered for appropriate asset 
management, but most elements of asset management frameworks and their relationships are 
similar. Figure 2-1 depicts three pillars of management, engineering and information features 
that need to be supported by an asset management framework for transmission and 
distribution assets (Brown and Humphrey, 2005). Similarly, data collection (information), 
analysis tools (engineering) and program implementation (management) are the major 
components identified in Bernhardt et al. (2003) work on geotechnical infrastructure, as 
illustrated in  Figure 2-2.  
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Figure 2-1: Asset management scope (Brown and Humphrey, 2005) 
 
Figure 2-2: Asset management components (Bernhardt et al., 2003) 
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Brown and Humphrey (2005) later assert that, to achieve capital, operational and 
maintenance plans, performance, risk and budget targets need to be met. Likewise, FHWA 
(2001) affirms in the asset management framework that short- and long-term planning are 
dependent on budget availability, condition information and program optimisation (see 
Figure 2-4).   
 
Figure 2-3: Target achievement using plans (Brown and Humphrey, 2005) 
 
Figure 2-4: Generic asset management components (FHWA, 2001) 
Some organisations have gone further in advancement of their asset management framework 
and specified advanced monitoring and performance measures in their management 
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framework. Figure 2-5 illustrates an advanced framework used in the power industry for 
insulation (Bahadoorsingh and Rowland, 2008).  
 
Figure 2-5: Multifactor complementing asset management framework (Bahadoorsingh and 
Rowland, 2008) 
Having a basic framework or an advanced method depends on the information level required 
by an organisational strategic policy. PAS-55 (2008) depicts this relationship between a 
strategic plan and asset management system in Figure 2-6. IIMM (2006) categorises two 
approaches in asset management planning: core and advanced. The core asset management 
plan has been identified to meet the minimum legislative and organisational requirements for 
financial planning and reporting while the advanced asset management plan covers more 
strategic planning considering cost, risk, performance, etc. Figure 2-7 illustrates two 
approaches of core and advanced asset management plans identifying “top-down” as core 
management plan and “bottom-up” as an advanced asset management plan (IIMM, 2006).  
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Figure 2-6: Asset management system and relationships between processes (BSI, 2008) 
 
Figure 2-7: Top-Down vs. Bottom-Up approaches (IIMM, 2006) 
Asset management planning criteria for core and advanced asset management have been 
developed by the Auditor-General in New Zealand, and are recognised as the minimum 
compliance with the Local Government Act 2002 (IIMM, 2006).  
Asset management models presented have mostly been customised for the specific 
requirements of the industries. However, elements such as deterioration forecasting and 
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decision making considering sustainability triple bottom lines have not been mentioned in 
many of the current asset management frameworks. Although Brown and Humphery (2005) 
have clearly categorised and identified elements of an asset management framework, the  
processes relationships have  not been considered. The relationships help organisations 
identify the process flow and define performance indicators.  As mentioned in PAS-55 (BSI, 
2008), the organisational strategic plan considering the objectives of the organisation can be 
further broken down to asset management policy and eventually define the asset management 
elements and their relationships. This approach has been identified as a top down approach in 
Figure 2-7 (IIMM, 2006).  
The review of existing frameworks indicated that for a complex system such as community 
buildings, an advanced asset management plan (AMP) would be more appropriate. This plan 
enables decision makers to analyse and optimise maintenance and rehabilitation strategies for 
building assets. The FHWA (Figure 2-4) plan offers a simple and more systematic approach 
which would suit the building assets. However, community buildings are service-focused 
assets which require further considerations of service.  
2.3 Building Components Hierarchy 
 
According to Morcous et al. (2002b), infrastructure facilities are complex structures that are 
made up of many components and subcomponents, including sections, systems, assemblies, 
and elements. Although it is rare to have two facilities that are completely identical, it is 
common to have components that are similar across facilities (Rivard and Fenves, 2000). The 
intent of the asset hierarchy is to provide the business with the framework in which data are 
collected, information is reported and decisions are made. Asset managers need to ensure 
they understand the definition of what an asset is and what an appropriate hierarchy is, before 
embarking on any data development or enhancement (IIMM, 2011).  
While some condition assessments are done at a detailed level (i.e. the components or 
component-type level of buildings), in some cases the condition assessments are conducted 
on the functional unit of buildings. In McDuling’s (2006) study, where the conditions are 
given in categorisations of building levels (stories) and building blocks, the conditions were 
inspected for each building block or unit representing the functional area of each floor.  
Building Information Modelling (BIM) considers components of buildings, allowing for their 
spatial information in the structure of buildings. The data on individual objects can be 
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captured and used in a 3-D representation (U.S.GeneralServicesAdministration, 2007). 
Building specification (BSPEC) (GISSAInternational, 2012) uses the BIM model for 
categorisation and identification of building components in a spatial manner to target 
efficiency and cost savings in the process of maintaining its users’ corporate geographical 
information systems (GIS) and Asset Management Systems (AMSs) (GISSAInternational, 
2012).  
Recording and managing data and information on building components in a spatial format 
can be a useful and effective approach for building asset management; however, for existing 
buildings, drawing all the information into a geographical data base can be a challenging 
practice. It should be noted that, depending on the detailed level of asset management (core, 
mixed to advanced), the level of comprehensiveness of the building components can be 
decided. One of the questions that needs to be asked in making decisions on level of detail in 
allocating a building hierarchy is the level at which the buildings need to be managed and on 
which level of detail the decisions will be made. Figure 2-8 illustrates an example given in 
the IIMM for a building element hierarchy with three levels of detail: components, elements 
and sub-elements.  
14 
 
 
Figure 2-8: Asset hierarchy for property (IIMM, 2011) 
Based on reviews of current practice and the literature, there are two methods of defining the 
elements of a building: 1. A list of elements and 2. A hierarchically-structured set of 
elements. The latter is found to be superior. These are discussed in more detail in Chapter 4. 
2.4 Building Condition Monitoring 
 
According to (Hastings, 2010), asset and maintenance managers need to be aware of the 
condition monitoring techniques which are most appropriate to the assets under their care. In 
1997 the Construction Industry Council (CIC) published a report (Definitions of Inspections 
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and Surveys of Buildings), which defines terminology in building inspection. Definitions of 
building surveys given in CIC (1997) can be summarised as below: 
 An investigation and assessment of the construction and condition of building which 
may not necessarily include advice on value; 
 This survey may be carried out by an experienced member of an organisation; 
 These inspections usually include the structure, fabric, finishes and grounds in 
building assets and generally exclude the exposure and testing of services; 
 Although the survey report includes references to visible defects and appropriate 
guidance on maintenance and remedial measures, repair costs, schedules of works, 
photographs, sketches etc. can be included by agreement with the surveyor.     
According to the International Infrastructure Management Manual (IIMM, 2011) it is critical 
that service organisations have a clear knowledge of the condition of their assets and how 
they are performing. IIMM asserts that all management decisions regarding maintenance, 
rehabilitation and renewal revolve around the condition and performance aspects of the 
assets. Not knowing the condition of assets may lead to premature failure, which leaves the 
organisation only with the replacement option. Premature failure of assets could lead to 
serious consequences for organisations.   
CIC (1997) suggests that when a structural engineer is engaged to investigate the structure of 
a building, it is recommended that the work should not be referred to as a  "structural survey";  
rather, the terms “appraisal”, “investigation” or “assessment” are more appropriate. However, 
(IstructE, 1991) states that “structural inspection” or “structural assessment” are more 
accurate terms to describe a building-related investigation undertaken by consulting 
engineers.  
Douglas (2010) categorises property surveys into two types: synchronic and diachronic. He 
defines the synchronic survey as a snapshot assessment of a building and the way it all fits 
together at a particular moment in time. This usually means the present, but buildings can be 
studied in regard to how they worked at one time in the past. In other words, it is about 
studying buildings in terms of immediacy and is the preference of building surveyors as well 
as ‘city planners and architects looking for design ideas’ (Brand, 1994). Building surveys, 
condition surveys and dilapidation surveys are typical examples of this kind of appraisal. On 
the other hand, a diachronic survey is a way of studying buildings in terms of how they 
change or evolve over time. This is the way architectural historians (and building 
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maintenance surveyors) appraise buildings (Brand, 1994). Maintenance surveys, as well as 
conservation plan inspections and other record surveys of older properties, are typical 
methods of studying buildings diachronically (Douglas, 2006). The present research aims to 
generate a condition transformation methodology (diachronic study) for building elements 
over time utilizing historical discrete inspection conditions as snapshots (synchronic study).       
Building inspections can be carried out for different purposes such as maintenance, valuation, 
long-term strategic planning, risk analysis, essential services compliance or specific natural 
disaster consideration etc. A condition manual can cover required information to be collected 
for assessment of required functions. Therefore, various teams of an organisation should 
work together to compile a list of required data to be collected at the condition monitoring to 
minimise the cost of asset inspections.  
As discussed above regarding specific purpose inspections, building inspections have been 
carried out of local government buildings for safety and hazard mitigations such as fire 
(BusinessWorld, 2008). The Federal Emergency Management Agency (FEMA) considers 
earthquake risk as the product of hazard exposure and building vulnerability, as shown in the 
following equation (Krimgold et al., 2003): 
RISK = HAZARD x VULNERABILITY 
Krimgold et al. (2003) state that to manage earthquake risk in existing school buildings, one 
must understand the earthquake hazard and reduce school building vulnerability. This FEMA 
guideline categorises buildings into four structural types: wood frame, steel frame, concrete 
frame and un-reinforced masonry (Figure 2-9).  Building inspections and condition 
monitoring of school buildings can lead to better understanding of the state of the buildings 
and risk identification for incremental rehabilitation works.  
 
Figure 2-9: Seismic concern levels for structure types (Krimgold et al., 2003) 
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The method of condition monitoring selected is influenced by the reliability of the selected 
method. In other words, the importance of condition monitoring is explained where the 
influence of its reliability is discussed. Figure 2-10 (Hardwick, 2012) depicts asset 
management maturity level. The first step starts with the assets of an organisation to be 
managed (in this case building assets). Data need to be gathered on the buildings, including 
the condition of the buildings and their components, and this condition monitoring process is 
illustrated in the second step. The third step is the system, called the asset management 
system, which facilitates the data to be stored in a systematic way so that they are available in 
the format required (step 4) by the management team. Steps 5 and 6 are when the information 
is available for further analysis and modelling of the building stock. The influence of a 
reliable deterioration prediction in these steps will affect the efficiency of later steps. The 
deterioration prediction method, which is the main subject of this research, is discussed in 
Chapter 6.     
 
 
Figure 2-10: Asset management maturity level (Hardwick, 2012) 
Step 7 (informed decisions) is an outcome of the analysis and modelling steps which 
identifies decision options for the building assets. These options will be optioneered in step 8 
where the use of engineering judgment leads to an optimised option being selected. Finally, 
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moving from technical and detailed data, the management team of an organisation will be 
able to justify the financial investment required for its building assets.       
2.4.1 Deterioration identification based on detailed condition monitoring  
As mentioned in Section 2.2, depending on the type of asset management plan (core or 
advanced), the condition monitoring strategy implies different condition assessment 
methodologies. Visual inspection, which is the basic assessment, is most common in building 
condition assessment. Therefore, in the present research results of visual assessment have 
been used in the deterioration prediction and decision-making process. Non-destructive 
testing is usually the next step in a detailed condition assessment. A condition monitoring 
plan may consist of modes and mechanisms of failure of the assets. Figure 2-11 shows an 
example of mechanism failures that can be captured in the condition monitoring stage for the 
purpose of decision-making and maintaining or replacing the product.  
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Figure 2-11: Failure mechanisms flowchart (Bahadoorsingh and Rowland, 2008) 
 Misiūnas (2008) has researched failure development mechanisms in water supply and found 
the system reliability trend as shown in Figure 2-12. While Mishra (2002) has used the 
detailed condition monitoring data to estimate the remaining life of the asset (see Figure 
2-13), Misiūnas (2008) has related the failures to proactive and reactive failure management 
strategies (Figure 2-14).  
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Figure 2-12: Pipe failure development (Misiūnas, 2008) 
 
Figure 2-13: Failure vs. remaining life estimation (Mishra et al., 2002) 
 
Figure 2-14: Pipe failure management (Misiūnas, 2008) 
 In th present research, the objective is to use discrete condition data observed through visual 
inspections in deterioration modelling. Although failure mechanism-based models were not 
considered in the 400-component building element hierarchy, a failure mechanism-based 
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approach would be a superior condition monitoring method. Therefore, generating a detailed 
condition monitoring plan is suggested for building elements.  
2.5 Deterioration Prediction 
 
A well-considered prediction model is essential in enabling a decision-making model to 
deliver reliable, planned maintenance and procurement schedules. Utilizing collected 
condition data to calibrate a deterioration forecasting model and integration with cost 
forecasting method are vital steps in the process. Hovde and Moser (2004) categorises the 
method of service life prediction of building elements based on two principle approaches: 
deterministic and probabilistic. Hovde and Moser illustrate three levels of service life 
prediction methods in Figure 2-15 (Hovde and Moser, 2004). The current deterioration 
models used for infrastructure assets can be grouped into categories such as deterministic 
models, statistical models and artificial intelligence (AI)-based models (Morcous et al., 
2002b). Table 2-1 shows an outline of modelling categorisation and the techniques used for 
deterioration prediction of infrastructure elements. An appropriate deterioration prediction 
method should be applied, depending on not only the data availability but also the data 
collection practicality of the case.  
 
Figure 2-15: Relationship between different types of service life prediction methods (Hovde and 
Moser, 2004) 
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Modelling 
Category: 
 
Deterministic models Stochastic/statistical 
models 
Artificial Intelligence models 
 
Technique: 
 Straight-line 
extrapolation 
 Regression 
 Curve fitting 
 Markov chain 
 Ordinal regression 
 Linear discriminant 
analysis 
 Gamma process 
 Time-dependent 
reliability 
 Artificial neural networks 
 Fuzzy set theory 
 Case-based reasoning 
Table 2-1: Deterioration prediction model categorisation 
The following section presents a review of methods for each category. 
 
2.5.1 Deterministic methods 
According to Robinson et al. , deterministic models are those for which condition is predicted 
as a precise value on the basis of mathematical functions of observed or measured 
deterioration (Robinson et al., 1998). While deterministic methods of condition prediction are 
the most used techniques to date, the simplicity of the method may affect the outcome of 
predictions. The simplicity of deterministic methods is an advantage that can be easily 
deployed in asset management strategies for a wide variety of buildings or other asset types.  
Straight-line extrapolation, regression-based or exponential deterioration model curves are 
often used for phenomena where relationships between components are certain. Examples are 
time linear and power law models for water mains (Kleiner and Rajani, 2001) and pavements 
(Lou et al., 2001). Morcous et al. (2002a) discusses the deterministic models and states their 
limitations considering their relative efficiency in the analysis of networks with a large 
population. Describing the relationship between the age and the condition of assets utilising a 
mathematical or statistical formulation regardless of random error prediction, represent a 
deterministic deterioration model. Morcous et al. (2002a) classifies the limitations of 
deterministic models in categories. Firstly,  deterministic models neglect the uncertainty due 
to the inherent randomness of the infrastructure deterioration process and the existence of 
unobserved explanatory variables (Jiang and Sinha, 1989, Madanat and Wan Ibrahim, 1995). 
Secondly, deterministic models predict the average condition of a group of assets irrespective 
of the current condition and the condition history of individual assets (Shahin et al., 1987, 
Jiang and Sinha, 1989). Thirdly, deterministic models estimate asset deterioration for the ‘‘no 
maintenance’’ strategy because of the difficulty of estimating the impacts of various 
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maintenance strategies (Sanders and Zhang, 1994). Fourthly, they ignore the correlation 
among the deterioration mechanisms of adjacent asset components such as among a bridge 
deck, girders and joints (Sianipar and Adams, 1997). Finally, Morcous e al. mention that 
these methods are difficult to update when new data is obtained.” (Morcous et al., 2002a) 
Although deterministic methods have many limitations in their utilisation for the 
deterioration prediction of infrastructure, as Tran (2007) mentions, they were the first attempt 
at modelling the deterioration of infrastructure facilities. The main reason is the simplicity in 
mathematical operations and their ability to describe a direct relationship between the input 
factors and output. For example, deterministic methods have been used in Yanev and Chen’s  
research for lifecycle performance of bridge elements (Yanev and Chen, 1993).  
2.5.1.1 Linear Methods 
Tran (2007) presents the first two steps of Madanat (1995) for the calibration of Markovian 
probabilities using the expected value method as a possible linear method for deterioration 
prediction of infrastructure. However, service life determination using the factor method, 
which is discussed in Section 2.5.1.2, is suggested as a base-line for linear deterioration 
prediction of building components. The method can be outlined as follows: 
1. The building components are categorised into groups which share similar attributes, 
such as material, construction type and usage. As a result, each group can represent a 
direct relationship between the condition and age provided from the condition 
assessment; 
2.  For each group a linear model can be introduced with time variable as in  
Equation 1 
             
        
                      
                                   
                                   
                
This method can be calibrated using the statistical data available from condition inspections. 
However, as a result of not only the nonlinearity, but also the stochastic nature of the 
deterioration process, linear methods do not represent a reliable approach in deterioration 
prediction.  
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Several researchers have found the sigmoid function to be a good description of deterioration 
predictions of infrastructure (Hunt and Bunker, 2001, Mubaraki, 2010).  According to 
Mubaraki (2010), the sigmoid  function is an excellent representation of the data in 
deterioration prediction. A sigmoid or traditional S-shaped curve allows for a time of little or 
no deterioration at the start of the asset’s life and two points of inflection in deterioration 
through the asset’s useful life.  
The sigmoid curve represents a special case of a logistic curve that follows the sigmoid 
function described in Equation 2. 
Equation 2 
 ( )  
 
     
 
Figure 2-16 illustrates a sigmoid curve compared with a logarithmic curve, linear curve and a 
power curve which has been used in Mubaraki’s (2010) study. 
 
Figure 2-16: Sigmoid function vs. other deterministic curves (Mubaraki, 2010) 
Exponential methods have been used and suggested by (Wirahadikusumah et al., 2001, 
NAMS, 2009) for infrastructure deterioration prediction. Where the deterioration trend is 
faster for older assets than the newer one Wirahadikusumah et al. (2001) used  Equation 3 to 
formulate the trend. The least square technique is used for calibration of the deterioration 
modelling.  
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Equation 3 
    
          
Figure 2-17 and Figure 2-18 show exponential degradation for infrastructure assets. Figure 
2-19 depicts two linear deterioration curves and estimated repair times for pavements and 
embankments on soft foundation soils.   
 
 
Figure 2-17: Exponential and linear deterioration illustration for pipes (Tran, 2007) 
 
Figure 2-18: Exponential deterioration (NAMS, 2009) 
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Figure 2-19: Deterioration curves a) traditional pavement deterioration b) deterioration of 
embankment over soft foundation soils (Bernhardt et al., 2003) 
2.5.1.2 Factor Method 
Service life is defined by ISO 15686-1:2000 as the “period of time after installation 
during which a building or its parts meets or exceeds the performance requirements” 
which is the “minimum acceptable level of a critical property” or “inherent or acquired 
attribute of a building or a part of a building that has an acceptable value if its required 
function is to be fulfilled.” (Hovde and Moser, 2004) define service life as “the point in 
time, when the foreseen function is no longer fulfilled.”  
Jernberg (2004) asserts that the objective of service life analysis is to establish and 
explain performance-over-time functions. This practice describes the performance 
characteristics which deteriorate over time when assets age. Jernberg asserts that the 
performance characteristics are measurable, physical quantities corresponding to the 
critical properties identified for the component in its application (Jernberg et al., 2004). 
He also depicts a hypothetical performance-over-time function for a component in a 
certain service environment using Figure 2-20, which describes statistical distributions of 
performance characteristics. The use of a performance criterion suggests a minimum 
acceptable performance standard, which means that the performance might no longer be 
acceptable for the intended function, although the building or component might still be 
functional or operational below this value (McDuling, 2006).  
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Figure 2-20: Hypothetical performance over time functions  
According to Hövde and Moser (2004), the Japanese Principal Guide for service-life 
planning of buildings is based on decades of development, and was published in 1989. It 
was followed in 1993 by a shorter version in English by the Architectural Institute of 
Japan (AIJ 1993), which promoted the use of the factor method for service life prediction. 
The guide identifies the following classification of deterioration factors: 
1. Items relating to the inherent durability characteristics of performance over time: 
i. Performance of materials 
ii. Quality of design 
iii. Quality of construction work 
iv. Quality of maintenance and management 
 
2. Items relating to the environmental deterioration factor: 
i. Site and environmental conditions 
ii. Condition of building 
The starting point of the factor method is the reference service life, which is defined as “a 
documented period in years that the component or assembly can be expected to last in a 
reference case under certain service conditions.”(Jernberg et al., 2004). According to 
(Hovde and Moser, 2004) there are three different types of service life prediction 
methods:  probabilistic methods, engineering methods and deterministic methods (Figure 
2-15). The factor method for the calculation of the estimated service life of a component 
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(ESLC), as defined in ISO 15686–1:2000, is based on the deterministic approach and is 
given by the following formula: 
ESLC = RSLC x factor A x factor B x factor C x factor D x factor E x factor F x factor G. 
where 
 RSLC is the reference service life of the component 
o factor A: quality of components 
o factor B: design level 
o factor C: work execution level 
o factor D: indoor environment 
o factor E: outdoor environment 
o factor F: in-use conditions 
o factor G: maintenance level 
Each factor is explained as follows: 
Factor A: Quality of components: this is a measure of the quality of the design, the materials 
used, the manufacture and assembly of the component as supplied to site. 
Factor B: Design level: This is a measure of the level of protection and shelter or exposure to 
degradation agents offered to the component by the design in terms of installation. 
Factor C: Work execution level: This factor is determined by the quality of workmanship and 
control of the site work based on the likelihood of achieving the manufacturers' 
recommendations and the specified level of workmanship, “including issues such as storage, 
protection during installation, ease of installation, number of trades required for each activity, 
site applied coatings etc.” and the level of control on site. 
Factor D: Indoor environment: This factor is a measure of the exposure to and severity of 
internal degradation agents, based on the use of the building or space providing for locations 
subject to wetting, steam and temperature, such as kitchens, bathrooms and cold rooms. 
Factor E: Outdoor environment: This factor is a measure of the exposure to and severity of 
external environment degradation agents, and although an assessment at meso level may be 
adequate, the impact of the macro- and micro-climates should also be taken into 
consideration. 
Factor G: Maintenance level: The assessment of this factor is based on the planned or actual 
level of maintenance and the likelihood of that being achieved for the type of building under 
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consideration. Accessibility and the requirement for special equipment for access, and the 
expertise of cleaning should also be taken into account (Jernberg et al., 2004). 
The quality of the fabric, material and workmanship in the initial construction and subsequent 
maintenance also has a major effect on the resistance of the building to the environment.  
Social factors are very important influences on degradation of community buildings. 
According to (Lee, 1976), the state and quality level of community buildings reflect not only  
public pride or indifference and the level of prosperity in the area, but also social values and 
behaviour which have been influenced by both past and present. Dilapidated and unhealthy 
buildings in a decaying environment depress the quality of life and contribute in some 
measure to antisocial behaviour (Lee, 1976). 
2.5.2 Probabilistic methods 
Probabilistic models, on the other hand, predict the condition as the probability of occurrence 
of a range of possible outcomes (Ortiz-García et al., 2006). Statistical models have been used 
in many engineering problems (Henley and H., 1992, Johnson and Albert, 1992, Kuzin and 
Adams, 2005) where some of the uncertainties are due to the difficulties associated with 
isolating individual random variables which are most probable in deterioration of 
infrastructure elements (Enright and Frangopol, 1999). Statistical or probabilistic modelling, 
such as Markov chain, ordinal regression, and linear discriminant analysis, are based on 
statistical theory for modelling phenomena where random noise in components exists. 
Markov chain has been used for the analysis of various infrastructure such as bridges 
(Madanat and Wan Ibrahim, 1995), sewers (Baik et al., 2006) and stormwater pipes (Micevski 
et al., 2002, Tran, 2007). These statistical models simulate not only randomness, but also 
uncertainty of the elements deterioration process using one or more random variables. Two 
types of discrete-state probabilistic models have been used for infrastructure facility 
deterioration prediction (Mishalani and Madanat, 2002): state-based and time-based. While 
state-based models predict the probability that the facility will undergo a change in condition 
state at a time (eg. Markov and semi-Markov processes), time-based models predict the 
probability distribution of the time taken by an infrastructure facility to change its condition 
state (eg. Weibull distribution based approach). Morcous et al.’s (2002a) states that the 
probabilistic models treat the facility deterioration process as one or more random variables 
that capture the uncertainty and randomness of this process. Markovian models are the most 
common stochastic techniques that have been used extensively in modelling the deterioration 
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of infrastructure facilities (Butt et al., 1987, Jiang et al., 1988). Jiang et al. (1988) also 
mention the Markov decision process (MDP), which is based on the concept of defining 
states of assets and statistically attaining the probabilities of the assets condition transition 
from one state to another during an inspection period. Marcous (2002a) argues that, although 
Markovian models have addressed two major problems identified in deterministic methods 
by capturing the randomness and stochastic nature of the deterioration process and 
accounting for the current condition of assets in predicting the future state, they still suffer 
from some limitations. Firstly, Markovian models assume discrete transition time intervals, 
constant bridge populations, and stationary transition probabilities, which are sometimes 
impractical (Collins, 1975). Secondly,  Markovian models currently implemented in 
advanced BMS (e.g., Pontis and BRIDGIT) use the first-order MDP that assumes state 
independence for simplicity (DeStefano and Grivas, 1998). This assumption means that the 
future facility condition depends only on the current facility condition and not on the facility 
condition history, which is unrealistic (Madanat et al., 1997). Thirdly, transition matrices are 
calibrated based on the assumption that the condition of an asset can either stay the same or 
become worse. This assumption is made to avoid the difficulty of estimating transition 
probabilities for assets on which treatment actions have been performed (Madanat and Wan 
Ibrahim, 1995). Fourthly, Markovian models cannot efficiently consider the correlation of 
deterioration effects among the deterioration mechanisms of adjacent bridge components 
which have been grouped together (Sianipar and Adams, 1997). Finally, transition matrices 
need to be recalibrated when new data are available as a result of inspection, maintenance or 
rehabilitation (Morcous et al., 2002a). 
 
2.5.2.1 Markov Process 
In prediction of deterioration there are uncertainties due to the difficulties associated with 
isolating individual random variables (Enright and Frangopol, 1999). Madanat et al. (1995) 
state that, despite Markovian transition probabilities having been used extensively in the field 
of infrastructure management to provide forecasts of facility conditions, existing approaches 
used to estimate these transition probabilities from inspection data are mostly ad hoc and 
suffer from important methodological limitations (Madanat et al., 1995). (NAMS, 2009) 
suggests the Markov Chain as a more sophisticated, though accurate, method to be used in 
advanced building asset management systems for deterioration forecasting. Markov chains 
31 
 
have been used for the prediction of deterioration of a number of infrastructure asset types 
such as roads, bridges, stormwater pipes and water pipes.  
With new methods of structural health monitoring, states of assets could be monitored in real-
time, but data sets collected for community building infrastructure assets during condition 
assessments are done at specific points of times. Therefore, discrete sets of data could be 
obtained for calibration of the Markov chain. Ranjith et al. (2011) have explored methods of 
calibration of Markov models in timber bridges and suggest the nonlinear optimisation 
technique  as one which best satisfies validation process. The following section explains the 
discrete-time Markov chain and calibration methodologies.  
 
Discrete-time Markov Chain 
Parzen (1987) defined a discrete-time Markov process as a stochastic process which means 
the future process only depends on the present and not on the past. A discrete time Markov 
chain is one in which the defining random variables are observed at discrete points in time. A 
Markov process with a discrete space is called a Markov chain. Transition has occurred only 
when the Markov process goes from state ‘i’ to ‘j’. If an element is in state ‘i’, there is a fixed 
probability ‘Pij’ of it is going into state ‘j’ after the next time step. ‘Pij’ is called the 
“transition probability”. The probabilities of transition from one condition to another are 
represented in a matrix of order [n × n], called the transition probability matrix (P), where ‘n’ 
is the number of condition states. Transition probabilities (Pij) should satisfy two conditions. 
1. Pij ≥ 0  for i,j =1,2,….,k 
2. 

k
ij
Pij  ≤ 1     
The conditional probability statement of Markovian property for a single step transition 
probability ‘Pij’ from state ‘i’ to state ‘j’ is defined as follows: 
Pr { Xt+1 = j  |  X0=k0, X1=k1,….,Xt=i} = Pr { Xt+1 = j | Xt=i } 
 
where present state at time ‘t’ is ‘i’, Xt= i and next state at time‘t+1’ is ‘j’; Xt+1=j 
The n-step transition matrix can be derived as follows:  
 P[X(tn)] = P[X(0)]P 
n        
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where P[X(tn)] is the state probability matrix at time tn,  
P[X(0)] is the initial state probability matrix and  
P is the transition probability matrix.   
 
Calibration and testing of the state-based Markov models require at least three sets of data for 
three consecutive periods (Madanat et al., 1995). The main task in calibrating Markov models 
is estimating the transition probability matrix from condition data. The problems of 
estimating transition probabilities of state-based deterioration models have been addressed by 
several researchers. The challenge in developing a Markov deterioration model is the limited 
availability of detailed inspection data. Condition data collected using discrete condition 
rating schemes are often inadequate to develop deterministic deterioration models. A 
literature review was therefore carried out to find different methods for the calculation of the 
transition probabilities for all types of infrastructure facilities. Different calibration 
techniques have been used to handle the problem of scarcity of data. Calibration techniques 
are classified according to the data type, whether they are regular or snapshot (Tran, 2007). 
The calibration techniques used for state-based Markov models with regular data are: 
o Combination of incremental model and ordered probit model (Madanat et al., 1995) 
o Percentage prediction method (Jiang et al., 1988) 
o Poisson distribution (Lerman and Gonzalez, 1980) 
o Negative binomial distribution (Madanat and Wan Ibrahim, 1995) 
 
Combination of Incremental Model and Ordered Probit Model  
Madanat et al. (1995) used the ordered probit model to construct an incremental discrete 
deterioration model, in which the difference in observed condition rating is an indicator of the 
underlying latent deterioration. This model is used to compute the non-stationary transition 
matrix. An incremental deterioration model predicts the deterioration of a facility during a 
period of time. The dependent variable (Zn) in an incremental deterioration model is the 
difference between the condition states of facility n observed in two consecutive inspections. 
A different incremental deterioration model is developed for every condition state because of 
different mechanistic deterioration processes. For a given condition state i, Zm can be any 
integer value greater than or equal to zero and less than or equal to i. The dependent variable, 
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Zm, is an indicator of the change in the latent performance of facility n taking place during the 
same inspection period. This change in latent performance Um is a function of exogenous 
variables Xn , such as age, cumulative traffic ,wearing surface type and environmental 
factors. Um can be defined as the latent deterioration and is represented by a random variable. 
The relationship between Um and Zm is governed by several thresholds, ij  along the scale of 
Um, If the random variable Um falls between the two thresholds ij  and )1( ji , then the 
change in condition rating Zm is equal to j. Therefore, the transient  probability from state i to 
state i-j is equal to the probability of Um  falling between  ij  and )1( ji .This probability 
is given by the area under the probability density function of the random variable Um  
bounded by 
ij  and )1( ji . 
Mathematical Model 
Um is the latent deterioration for a facility n in state i for a unit time period. Um is assumed to 
be a continuous unobserved variable varying between zero and  . A latent incremental 
deterioration model is specified for each condition state i by a linear relationship between the 
latent deterioration Um and a set of observable exogenous variables as follows (Madanat et 
al., 1995): 
Log (Um) = mni X    
where 
i = a vector of parameters to be estimated; Xn = a vector of exogenous variable for 
facility n and m = random error term. 
The use of the logarithm of Um as the dependent variable guarantees that latent deterioration 
(Um) is positive. This relationship cannot be directly estimated since Um is unobservable. 
What is observed are the condition ratings. The change in condition ratings Zm (the indicator 
of Um) is used in estimating the deterioration model. The parameters 0i , 1i … )1( ji  
represent the thresholds that map the continuous values of Um into the discrete values of Zm, 
where 0i =0 and  )1( ji . The change in condition state Zm between two inspections 
is j, if the latent deterioration in that time period is between thresholds 
ij  and )1( ji . That 
is 
 Zm =j if  ij ≤ Um < )1( ji     for j=0,…,i  
This relationship can be rewritten as follows: 
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 Zm =j if  log ij - nijimni XX    )1(log      for j=0,…i 
(Madanat et al., 1995) assumed that m  has a normal cumulative density function given by 
F( m ). The transition probability from state i to state i-j for a facility during an inspection 
period is the probability that the change in the condition state, Zm  is equal to j. This 
probability is equal to the area under the density curve F( m ) between thresholds 
niij X log  and is given by 
)(log)(log)( )1( niijnijim XFXFjZp          for  j=0…,i 
)()()( )1( niijnijim XFXFjZp         
where 
ijij  log  
 
Based on this expression, the maximum likelihood estimation (MLE) procedure is used to 
estimate the value of the parameter vector βi and of the thresholds 1i , 2i … ij
simultaneously. The likelihood function of the ordered probit model for condition state i is 
the following. 

i
nj
N
n
i
j
d
mi jZpL
1
1
0
* )(



   
where Ni =total number of facilities that are in state i in the sample and dnj = a dummy 
variable that equals 1 if Zm = j and 0 otherwise. Once the parameters of the (k-1) incremental 
deterioration models are estimated by maximising the sLi
* , the (k-1) models can be used to 
compute transition probabilities as a function of age, traffic volume, maintenance action and 
other exogenous variables. Each of the (k-1) models is used to compute one row of the 
transition matrix. (k-1) models are needed since the last row consists of a probability of 1 in 
the k entry and 0 in all the rest. Transition probabilities from each condition state i are 
computed for any group of facilities by using a sample enumeration procedure (Ben-Akiva 
and Lerman, 1985). The transition probabilities for each facility in the sample are computed 
as follows: 
)(),0( 1 niin XFiXjp

   
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)()(),1( 12 niiniin XFXFiXjp

   
)()(),2( 23 niiniin XFXFiXjp

   
 )(1),( niiin XFiXijp

   
where ),(
^
iXijP n  = transition probability from state i to state (i-j) for a facility with 
attribute vector Xn.    
                                                             
Percentage Prediction Method 
The percentage prediction method is a straight-forward method and can be easily obtained 
from the condition data. 
Jiang et al. estimates the probability ‘Pij ’ of transition in bridge element condition from state 
‘i’ to state ‘j’ using the following formula (Jiang et al., 1988): 
Pij = nij / ni 
where  
‘nij’ is the number of transitions from state ‘i’  to state ‘j’ within a given time period;  
‘ni’ is the total number of elements in state ‘i’ before the transition. 
Poisson Regression Model 
The Poisson regression model can be used to describe events that occur both randomly and 
independently over time (Lerman and Gonzalez, 1980). Madant and Ibrahim (1995) used the 
Poisson regression model to construct a discrete incremental deterioration model where the 
dependant variable is the number of drops in condition state in one inspection period. They 
used this model to compute the elements of the transition matrix of bridge decks. 
Different incremental deterioration models are estimated for different condition states to 
realize the different mechanistic deterioration processes. For example, the extent of chloride 
content is the major indicator of deterioration for new or relatively new bridge decks, but the 
extent of spalls and delamination is the primary indicator of deterioration for moderate and 
extensive deterioration. 
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The number of drops in condition state within an inspection period follows a Poisson 
distribution. 
For condition state i, the number of drops in condition state of facility n within an inspection 
period is given by the following Poisson probability mass function: 
!
)(
j
jzp
j
m
m
m
            j=0, 1, 2,…i  
       i =1, 2, …, k-1 
where;  
m = the conditional mean of the Poisson distribution for the deterioration rate of 
facility n in condition state i. 
 j = number of drops in condition state in one inspection period. 
 
An explanatory variable Xn is used to express the deterioration rate as a function of age, 
incremental cumulative average daily traffic, wearing surface type and environmental factors. 
The relationship between the conditional mean of the Poisson distribution (
m ) and the 
explanatory variables (Xn ) follows an exponential function as follows: 
m = 
ni Xe
   
where  βi = a vector of parameters to be estimated. 
Xn = a vector of exogenous variables for facility n. 
Maximum likelihood estimation (MLE) is used to estimate the value of the parameter vector 
βi. 
The likelihood function of the Poisson regression model for condition state i is as follows: 



N
n m
z
m
i Z
L
mm
1 !
*

*
i
L    
where 
Zm is a random variable that takes a maximum value equal to i. 
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Once the parameters of the incremental deterioration models are estimated by maximizing all 
L *i , transition probabilities can be computed as a function of time, traffic volume, 
maintenance actions and other exogenous variables. 
Since the numbers of condition states are k, (k-1) models are needed since the last row 
consists of a probability of 1 in kk entry and 0 in all the rest. Each of the (k-1) models is used 
to compute the elements of one row of the transition matrix. Transition probabilities for each 
condition state are computed using a sample enumeration procedure (Ben-Akiva and Lerman 
1985). The transition probabilities for each facility in the sample are computed as follows: 
!
)(
)( ,
^
j
Xjzp
j
m
inm
m
         j= 0, 1, 2,…i 
where 

p (zm =j│ Xn,i) = the transition probability from state i to state i-j for a facility with 
attribute vector Xn. 
Average transition probabilities are used for network-level optimization methods. The 
individual probabilities are aggregated over the desired groups of facilities to obtain average 
transition probabilities. 
)(
^
jii
g
P    = 
gN
1
),(
1
^
iXjZp nm
n
Ng


   j= 0 ,1 , 2,…i 
where )(
^
jii
g
P   = transition probability from state i to state (i-j) for group g, where a group 
typically consists of facilities of the same class, structural type, geographic area and design 
specifications; Ng = total number of facilities groups. 
 
Negative Binomial Regression Model 
Madanat and Ibrahim (1995) introduced a disturbance term in the parameter of the Poisson 
distribution since the variance of the random variable is equal to the mean, but in real world 
problems the variance of the data is substantially greater than the mean. The new parameter 
of the Poisson distribution is a random variable that can be written as a function of an 
exogenous variable as follows. 
)( nni x
m
    
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where n = random error term representing the effect of omitted explanatory variables. 
A negative binomial probability mass function is as follows: 
P (zm =j) =
!
1
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where (  ) = gamma function and i = natural rate of “over dispersion”. 
The parameter vectors βi and αi can be estimated simultaneously using the maximum 
likelihood procedure. The likelihood function of the negative binomial model for condition 
state i is as follows. 
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The parameters of the incremental deterioration models are estimated by maximising all *
i
L . 
The transition probabilities from condition state i are computed using a sample enumeration 
procedure. 
 
The Regression-based Optimisation Method 
According to Bulusu and Sinha (1997), The regression-based optimisation method is the most 
commonly-used approach in calibration of transition matrices for different asset types, such 
as pavements and bridges. Madanat et al. (1995) asserts that the regression-based 
optimisation method uses a non-linear optimisation function to minimize the sum of absolute 
differences between the regression curve that best fits the condition data and the conditions 
predicted using the adopted Markov chain model. The objective function and the constraints 
of this optimisation problem can be formulated as follows (Madanat et al., 1995): 
Minimize 

N
1n
|Yn (t) – E (tn , P ) |   
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Subject to       0 ≤ Pij ≤ 1  for i, j =1,2,….,k 
   

k
i 1
Pij =1 
where 
 ‘N’  is  total number of facilities; 
 ‘Yn (t)’  is expected value of facility ‘n’ at age ‘t’ using the regression model; 
 ‘P’ is transition probability matrix; 
 ‘Pij ‘ is probability of transition from state ‘i’  to state ‘j’; 
‘E (tn , P)’ is expected condition of facility ‘n’ at age ‘t’ using the transition 
probability matrix ‘P’; 
 ‘k’ is maximum value for the bridge condition rating. 
 
Bayesian Markov chain Monte Carlo Simulation 
The Markov chain Monte Carlo (MCMC) method has enjoyed an enormous upsurge in 
interest over the last few years as a computer-intensive statistical tool. The Bayesian theorem 
has been widely used to estimate random variables via their conditional distribution in many 
engineering problems (Brooks, 1998). It is formulated as follows: 
  
P( │D) = 
 

dPDP
PDP
)()(
)().(
   
 
where 
       is a random variable whose value is to be estimated; 
D  is a random variable whose value or probability 
distribution is known; 
)( DP    is posterior distribution of    given D which relates to  
  via a model; 
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P(D )   is the likelihood to observe D given unknown    or the 
sampling distribution of D given known   ; 
P( )   is prior probability of  ; 
  dPDP )()(  always results in a value. 
 
A Bayesian approach is used to identify the parameters of the Markov model that produce 
outcomes that are consistent with the available data. Micevski et al.(2002) used the Bayesian 
approach for stormwater pipe deterioration to calibrate the Markov model. The set of 
observed pipe conditions y={y1,….yn) is hypothesized to be a random realization from the 
Markov probability model M, with the probability mass function ),( Myf  , where   is the 
unknown model parameter vector. ),( MYf   is the likelihood function because the data y is 
known and inference is sought on parameter  . The parameter vector   is estimated by 
using Bayesian inference. Bayesian inference considers the parameter vector   to be a 
random vector whose probability distribution describes what is known about the true value of
 . Prior to the analysis of the data y, knowledge about , given the model M, is summarised 
by the probability density function )( MP  . This is known as the prior density and can 
incorporate subjective belief about . Bayes’ theorem is then used to revise, using the 
information contained in y, what is known about the true value of . 
p( │y, M) = 
 

dMpMyf
pMyf
)(),(
)().,(
 =
)(
)().,(
Myp
MpMyf 
  
where p( │y, M) = posterior density summarising the current knowledge of the true value of 
 , given the observed data y and the model hypothesis M, and p(y│M) = marginal likelihood 
function. Note that p(y│M) is independent of  . Thus, the posterior density is proportional to 
likelihood function times prior density. 
Metropolis –Hasting Algorithm (MHA) 
The Metropolis –Hasting Algorithm has been used to calibrate the Markov model (Micevski 
et al., 2002). The MHA is a member of the Markov chain Monte Carlo (MCMC) methods 
(Gelman et al., 2003). MCMC methods must first be allowed to converge to a stationary 
distribution which is by design the posterior distribution. Once the convergence has been 
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achieved, the MCMC samples are sampled from the posterior distribution. At each iteration, a 
trial parameter is sampled from a proposal distribution, and although the proposal distribution 
is arbitrary, good performance requires the selection of a distribution that approximates the 
posterior. This trial parameter is then subjected to an acceptance test based on a random draw 
from a uniform distribution. If it is accepted, the Markov chain moves to this trial parameter, 
otherwise the chain remains at its current position. The initial starting value for the MHA is 
the parameter set that maximises the posterior and is obtained using the shuffled complex 
evolution (SCE) method (Duan et al., 1993). 
A non-informative uniform prior distribution is assigned to the transition probabilities Pij. 
The logarithm of the likelihood function is as follows: 
)log(),(log
1
4
1
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t j
t
j pnMyf 
 
  
where t= pipe age in years; N=maximum age reported in the data set and t
jn = number of 
pipes in condition j at age t. 
Non-Linear Optimisation Technique 
Non-linear optimisation technique has been used by Tran (2007) to calibrate the Markovian 
transition matrices for stormwater pipes. The optimisation technique is based on the 
generalised reduced gradient nonlinear optimisation code developed by Lasdon of the 
University of Texas at Austin and Waren, of Cleveland State University (Lasdon et al., 1978). 
Weibull distribution-based approach 
The Weibull distribution-based approach is modelled by Weibull distribution, assuming that 
the variable Ti ,i  =7,6,…1, which represents the duration in number of years that an element 
stays in a particular condition rating is a random variable. The probability P(Ti >t) that 
exceeds t years is called the survival function of Ti  and is denoted by  
Si (t) =
i
i
t
e


)(
t.>0, βi >0, ήi > 0, i=7,6,5,...,1  
The duration in number of years that an element stays in a particular condition rating (Ti) is 
assumed to comprise a random sample from the Weibull distribution for each condition 
rating. βi and ήi can be estimated by analysing each such sample. The parameters βi and ήi are 
called shape and scale parameters respectively. Failure or hazard rate can be determined by 
the shape parameter. For decreasing failure or hazard rate (βi < 1), constant (βi = 1), or 
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increasing (βi > 1). The longer an element has been in one condition rating, the more likely it 
will transfer to the lower condition rating faster than that element staying for a shorter period. 
Distributions of durational phenomena are typically skewed and the most frequently used 
distributions for such data are the Weibull and lognormal. (DeLisle et al., 2004) have shown 
that the Weibull distribution generally provides the best overall fit for infrastructure 
deterioration data.  
2.5.2.2 Gamma Process 
Some research suggests that time-varying gamma process models are more appropriate to 
predict deterioration (Edirsinghe et al., 2011). As deterioration is generally uncertain and 
non-decreasing, it can best be regarded as a gamma process (Abdel-Hameed, 1975) which 
gives a good model for random deterioration with time. The gamma process is used to model 
the uncertainty in the time to failure (lifetime) and/or the rate of deterioration. Researchers 
have fitted gamma processes to data on creep of concrete (Cinlar et al., 1977), on fatigue 
crack growth (Lawless and Crowder, 2004) , on thinning due to corrosion (Kallen and Van 
Noortwijk, 2005) and on corroded steel gates (Frangopol et al., 2004). Furthermore, the 
gamma process has been used to model bridge deterioration (Aboura et al., 2009, Samali et 
al., 2011). Recently, the gamma process model has been used to predict the deterioration of 
building components (Edirsinghe et al., 2011).  
Optimal age-based replacement is a major application of time-dependent reliability analysis. 
Random variable and gamma process deterioration models for optimal age-based replacement 
are compared in (Pandey and Van Noortwijk, 2004). This research followed the preventive 
renewal model (Barlow et al., 1996), in which the cost of consequences of 
structural/component failure is a significant element. Alternatively, the European life 
performance (ELF) (Bamforth, 2003) project uses deterioration modelling for life cycle 
management of buildings and civil infrastructure based on ISO 15686 factorial method to 
reflect project specific conditions as mentioned in earlier section. Edirsinghe et al. (2012) 
states that this approach uses net present value (NPV) with discount rates for cost and 
financial modelling to make strategic-level decisions regarding various actions of 
maintenance, replacement and refurbishment of components.  
The gamma process model for building element deterioration prediction is proposed and 
applied to council building inspection data in (Edirsinghe et al., 2011). The model in brief is 
described as follows (Edirsinghe et al., 2012).  
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Let the cumulative deterioration X be a random quantity in the gamma process deterioration 
model. At time t it follows a gamma distribution with the shape function  ( )    and the 
scale parameter     which is a constant. The probability density function (PDF) of X is 
given by the following equation:  
  ( | ( )  )    ( )( )  
  ( )
 ( ( ))
  ( )       (  )( ) 
where  
  ( )    for     and   ( )    for     and is the gamma function for     
which is given by  ( )  ∫     
 
   
      
The function  ( ) must be an increasing, right-continuous real-valued function of time t, with 
 ( )    to facilitate the monotonic nature of deterioration over time.  
Let the time at which failure of the component under consideration occurs be denoted by   
and the design margin or the deterioration threshold of the component be ρ. 
The cumulative probability distribution of the life time is given by the following equation:  
 ( )   (    )   (( ( )   )  ∫   ( )( )
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The cumulative probability distribution of the life time can also be written as  
 ( )   ( ( )   )     ( ( )   )        | ( )    
Whilst preliminary work indicates promising results, the applicability of gamma process 
models is yet to be accepted by the research community.  
Finally, in contrast with the deterministic and statistical models, some of the artificial 
intelligence-based models are of the data-driven type in which model structure is determined 
by data, i.e. no assumptions are made regarding the model structure (Tran, 2007). Among the 
artificial intelligence techniques, case-based reasoning (CBR), fuzzy set theory and neural 
networks (NNs) have been used for modelling the worsening trend of infrastructure assets 
(Flintsch and Chen, 2004, Kleiner et al., 2004). 
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2.6 Decision-Making Approaches 
According to the optimised decision-making guidelines (NAMSGroup, 2004), owners of 
infrastructure assets must manage their assets in a sustainable way and should know how long 
their assets will last before they need to be replaced, for cost, level of service, or other 
reasons. In addition, they need to decide how to most effectively manage assets over their 
lifecycle in a way which balances economic, social, cultural and environmental benefits to 
customers and the community. Anderson et al. (2007) have defined decision-making as an 
entity consisting of the definition of the problem, identification of alternatives, determining 
the criteria for evaluation and choosing an alternative (see Figure 2-21). This confirms the 
asset management maturity steps discussed earlier in the chapter (see Figure 2-10).  
 
Figure 2-21: Problem-solving vs. decision-making (Anderson et al., 2007) 
Previous research extensively addresses decision-making tools on the refurbishment of 
building assets (Kalutara et al., 2011). According to the CRC report on delivering a re-life 
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project (Carlyle et al.), two main assessment criteria are identified in the assessment of these 
tools. Firstly the assessment takes into consideration residual life, which is determined using 
its deterioration and functional obsolescence. More than fifty different elements such as 
windows, roof covering, and façade finishes are included, following degradation and 
functional obsolescence codes. The second criterion in this project is focused on 
sustainability, limited to specific concerns including energy consumption and indoor 
environment quality. For office and hotel buildings, additional modules for solar heating, 
central air conditioning, pools, etc. are used in the assessment. 
Several decision-making approaches have been considered in infrastructure management. 
These approaches can be classified as follows: 
 Decision-making based on financial criteria 
 Multi-criteria decision-making approach 
 Risk-based decision making process 
 
Decision-making based on financial criteria 
Conventionally, decisions on building assets are made based on economic criteria. The 
decision-making process for organisations with a core asset management plan may be entirely 
based on financial criteria. These organisations may adopt an optimised decision-making 
process based on benefit-cost analysis (BCA), which involves quantifying and comparing 
benefits and/or costs over a period of time using the net present value (NPV) method (IIMM, 
2006). Madanat (1993) outlines the basis of maintenance and rehabilitation decisions in four 
categories: available budget, the cost and effectiveness of different activities, the current and 
projected levels of usage, and the condition of assets in the network.  
According to Baker et al. (2002), the decision-making process can be divided into eight steps; 
(1) Define the problem (2) Determine requirements (3) Establish goals (4) Identify 
alternatives (5) Define criteria (6) Select a decision-making tool (7) Evaluate alternatives 
against criteria (8) Validate solutions against problem statement. Fülöp (2005) has noted the 
importance of distinguishing problems with single or multiple criteria. He has further 
explained that if there is a decision problem with a single criterion or a single aggregate 
measure like cost, then the decision can be made implicitly by determining the alternative 
with the best value of the single criterion or aggregate measure. 
46 
 
A considerable number of software tools have been developed for decision-making on 
building retrofits. In most cases a radar graph is used to summarise the deterioration of the 
building elements. This is a useful way of visualising the retrofit cost and identifying the 
most expensive actions. EPIQR (Flourentzos et al., 2000), MEDIC (Flourentzou et al., 2000), 
TOBUS (Caccavelli and Gugerli, 2002), Office Scorer (BRE and dti, 2002) and MAR 
(Qbuild, 2003) are some widely-used software tools in relation to decision-making on 
building retrofits. All of these models give a reasonably accurate picture of a building’s 
existing structural condition, energy performance and the final estimate of the total cost. 
Although these tools are useful valid tools for deciding on retrofitting of buildings, some 
shortcomings of these tools must be addressed to make them more reliable. Although most 
models have a multi-criteria basis in their assessments (which will be discussed in the next 
category of decision-making), the final criterion which is considered in the assessment 
decision is made based solely on cost (Kalutara et al., 2011). 
Multi-criteria decision- making approach 
An advanced asset management plan with a higher level of information about the assets 
enables decision-makers to base their decisions on not only financial aspects, but also on 
social, environmental and cultural features. This decision-making process is called multi- 
criteria decision-making (MCDM), which considers the quadruple bottom line outcomes. 
This approach has been reviewed in several research studies and shows reasonable outcomes 
(Saaty, 1990, Nagel, 1984, Steuer and Na, 2003). Although MCDM shows more promising 
outcomes, IIMM (2006) suggests evaluating the impact of the decision before choosing to 
implement BCA or multi-criteria analysis (MCA) (see Figure 2-22). Harris (1998) defines 
decision-making is the study of identifying and choosing alternatives based on the values and 
preferences of the decision-maker. The alternatives are to fit the goals, objectives, desires and 
values of organisations. 
 
Figure 2-22: Type of evaluation for decision making (IIMM, 2006) 
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Multi-criteria decision making models (MCDMs) have been employed for many years as a 
way to optimize decision outcomes (Saaty, 1990, Nagel, 1984). The basic idea of the 
approach is to convert subjective assessments of relative importance to a set of overall scores 
or weights. Although MCDMs are considered a preferable method of decision-making 
compared with cost-based models, the identification of weightings for criteria remains a 
challenge.   
The analytic hierarchy process (AHP) is one of the more widely-applied multi-criteria 
decision-making methods, which has been extensively used by researchers in different 
applications and is mainly based on pair-wise comparison on criteria. According to Saaty’s 
(1990) table, there are several number scales ranging from one to nine identifying different 
important classifications. This has caused some uncertainty and subjectivity in choosing a 
single number from the scale. To overcome this deficiency Zeng et al. (2007) have proposed 
Table 2-2 which used fuzzy AHP. In that table, a range of values is shown and defuzzified 
values are  used as the mean to be used in the AHP calculations. 
 
Table 2-2: Fuzzy AHP pair wise comparison (Zeng et al., 2007) 
Fuzzy multi-attribute group decision-making approaches have been used by Kahraman et al. 
(2003) for decision-making on the selection of facility location for catering. Furthermore, 
Abdelgawad and Fayek have? used AHP in part of the research to measure aggregate index 
of the impact of failure mode through three influencing parameters of cost, time and scope 
(Abdelgawad and Fayek, 2010). In order to minimise shortcomings in using Saaty’s table for 
pair-wise comparison, they adopted the AHP approach proposed by Zeng et al. (2007) (see 
Table 2-2). In this research, relative importance data were obtained by presenting a 
comparison scale to the senior coordinator and matrices were formed according to his results. 
The weightings and corresponding impact values are then calculated accordingly. Finally, the 
total sum generates the aggregated impact.   
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Risk-based decision-making  
Where uncertain factors are considered in making decisions, risk-based decision models are 
the most suitable approach as they consider not only the consequences (such as financial, 
environmental, functional etc.), but also the probability of occurrence. Risk-based 
probabilistic decision-making approaches have been used in a number of studies (Simpson et 
al., 2000, Piyatrapoomi et al., 2004, Nordgård et al., 2007).  
Zhang and Zou (2007) applied AHP in order to assess the risks in joint venture (JV) projects 
in China with the use of expert knowledge. According to their method, the 1st level 
represents the risk condition of the JV. In the next level, they identify that risk condition as 
affected by three major risk groups and each risk group has an impact from several risk 
factors which are used to assess the state of the risk group. Likewise, the level of risk 
condition is evaluated using the values of risk groups. Five experts have given their 
judgement in this case study. Furthermore, Jin and Doloi used FIS to model risk allocation in 
privately financed infrastructure projects (Jin and Doloi, 2009). Their fuzzy inference system 
has six input variables, including risk management (RM) routine, cooperation history, 
environmental uncertainty, RM commitment by public partners, RM commitment by private 
partners and RM mechanism, in order to evaluate the output of risk allocation strategy. All 
input variables and output variable follow Gaussian membership functions varying from 1 to 
5 on the variable axis. The membership function of every input variable except the RM 
routine is clarified by two linguistic definition terms:  low and high or immature and mature. 
In contrast, the membership function of the output variable comprises three linguistic terms, 
of which 1 means ‘retain all’ while 3 and 5 represent states of ‘equally share’ and ‘transfer 
all’ respectively. RM routine has also defined in the way of numbering but terms have 
changed to low, medium and high. Five experts were invited to generate fuzzy if-then rules 
and elicitation of the consenting opinions of the panel was done using the Delphi procedure. 
In their model, MATLAB software has been used to program fuzzy inference system. 
Abdelgawad and Fayek  have also used fuzzy inference system in the rest of their study after 
obtaining aggregate impact with respect to cost, time and scope using AHP process 
(Abdelgawad and Fayek, 2010). In their fuzzy inference system, impact (severity), 
probability of occurrence and detection/control are considered as three input variables to 
determine the output variable of level of criticality of risk events.  
Since the present research aims to predict the deterioration of building assets using a 
stochastic method, the probabilities of occurrence of risk events due to condition are covered 
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in detail. Therefore, two methods, economically-based and risk-based, have been adopted to 
generate the decision models (see Chapter 7).    
It is clear that the decision-making method adopted must take into account cost, risk, service 
provided and some non-financial criteria. Although AHP models are suitable to define 
consequences relating to risk, because the focus of this research is on stochastic deterioration 
prediction, probabilities derived from the research are used in risk calculation. Therefore,   
the work presented here will focus on cost, risk and service levels, and exclude the risk 
consequence identification using the above aforementioned methods in multi-criteria and 
risk-based decision-making approaches.   
2.7 Summary 
 
Based on a review of the literature and in accordance with the research questions and 
knowledge gaps identified, the following areas have been covered as the current body of 
knowledge in the literature: Asset Management (AM) frameworks, building 
componentisation, condition monitoring, deterioration forecasting, and decision-making. The 
following approaches have been selected to address the objectives and research questions 
identified in Chapter 1.  
 To provide a comprehensive model for asset managers, an AM framework 
based on advanced AM principles has been selected for the research. 
Therefore, an asset management framework has been developed for the 
research project, which is introduced in Section 3.2.3; 
 A comprehensive hierarchical building element division with flexibility in 
level of detail has been adopted to manage building condition data and 
forecasting effectively. This is further explained in Chapter 4, in accordance 
with the conceptual framework presented in Chapter 3;  
 The level of detail in condition monitoring depends on the importance of the 
buildings, the cost of condition assessment and the level at which decisions are 
made and buildings are managed; 
 A condition aggregation methodology is required for higher-level decision- 
making and network-level decision-making; 
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 Because of the stochastic nature of deterioration, a probabilistic model is used 
in the prediction of the deterioration of building elements in this research 
rather than a deterministic approach for degradation forecasting. The Markov 
process with available calibration methodologies has been used for validation 
and to achieve a reliable deterioration prediction. Reasons for selecting 
Markov process for deterioration prediction in this research are as follows: 
o  Markov process is a stochastic approach which represents the random 
nature of degradation; 
o Discrete Markov Chain is suitable for the discrete condition data 
provided by the industry partners of the research project to calibrate 
the transition matrices; 
o Markov process has been successfully calibrated and validated for a 
wide variety of infrastructure assets; although the application of the 
model in buildings due to complexity of buildings and availability of 
data has not been comprehensively considered; 
o Since the available data in the project have not been sequentially 
captured on the same assets, ability of utilisation of the snapshot data 
for calibration of Markov matrices made this model as a preferred 
model;  
o Simplicity in introduction and interpretation of transition matrices 
enables the project to initially define matrices (with help of experts) 
even for elements which do not have data available; therefore the 
method can be used for all building elements in the software tool 
prepared for the research;  
o Finally, as discussed, Markov Chain, once calibrated, is a memory-less 
modelling method and only requires current state of the condition to be 
able to predict the deterioration.   
Application of Markov process is discussed further in Chapter 6; 
 The three calibration techniques selected to be used for state-based Markov 
models with snapshot data are as follows and will be further discussed in 
Chapter 6: 
o Regression-based optimisation method 
o Bayesian Markov chain Monte Carlo Simulation 
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o Non-linear optimisation technique; 
 Two decision-making models are generated in Chapter 7, based on the cost, 
risk and level of service for building components.  
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3 RESEARCH METHODOLOGY 
 
This chapter introduces the research methodology used in the research. The research 
questions and the approach used to address the questions are explained in this chapter.   
 
3.1 Introduction 
 
As mentioned in Chapter 1, the research was funded by the ARC linkage project scheme with 
six Victorian local councils and the Municipal Association of Victoria (MAV) as industry 
partners of the project. The advantages of the project have been as follows: 
 The ability of close collaboration of the researchers at RMIT University with the 
infrastructure managers of the local authorities; 
 The provision of the data and resources needed for the research project   
 The supervision and guidance not only by expert academic supervisors at RMIT 
University, but also by experts in the industry;  
 The ability to present the progress of the research at 6-monthly intervals in workshops 
to the council partners and additional invited industry and academic experts and 
collect their feedback to ensure that research outcomes can be readily implemented;  
 The brainstorming and group discussions at the workshops to achieve the best method 
for the research; 
 The ability to acquire information about and access to asset management systems and 
the management process from condition monitoring to decision-making for building 
assets at the local councils. 
 
3.2 Research Questions and Research Methodologies Adopted 
 
The research questions developed for the research are as follows: 
 What are the latest developments in the world in deterioration prediction and 
decision-making models for community buildings? 
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 What are the current practices of partner local councils in relation to management of 
community buildings, particularly in relation to building hierarchy, condition 
monitoring method and deterioration forecasting? 
 What are the different approaches to establishing a building hierarchy, condition 
monitoring methods and deterioration prediction methods? What are the gaps in 
knowledge? 
 What is the appropriate building element structure for data collection? 
 Is the Markov chain a suitable method for deterioration prediction of community 
buildings? 
 How to develop a decision model incorporating risk, cost and levels of services? 
 What are the analytical techniques to model the decision-making process? How can 
the model be validated? 
 How can the algorithm of the deterioration prediction and decision-making model be 
integrated into a user-friendly software tool to be used by the research partners? 
The methodology adopted to address the research questions can be categorized in 9 stages 
which are described in detail in the following sections. 
 
3.2.1 Literature review 
Since the first stage of any research starts with gathering information and knowledge, in the 
literature review the latest progress in the field of research was explored. A comprehensive 
review of literature was conducted to identify a suitable deterioration prediction method 
which can be developed and validated using existing condition data obtained from local 
councils.  
The literature review continued during all other stages to ensure that the research outcomes 
are built on the most recent advances in the field. Chapter 2 explained this stage. 
 
3.2.2 Capturing the current practice 
As mentioned in the research questions, capturing the current practice of building asset 
management in Australia needed to be addressed in the research. The six local Victorian 
councils, which are the industry partners of the research project, represent a good sample of 
local councils in Australia.  
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This section briefly introduces the current strategies of the six partner councils of the project 
in their building asset management. The information in this section was collected by visiting 
the councils and spending time with council asset managers and practitioners to understand 
the current practice. These strategies are summarised below (Mohseni et al., 2011a). 
Council #1 
Council #1 practises a basic building maintenance strategy with a reactive decision-making 
model. This council does not assess building conditions on a regular basis and uses the 
building valuation data for the decision-making process. However, this council has conducted 
some ad hoc maintenance condition audits of facilities for the disabled. In these audits no 
element hierarchy is used, but a list of 24 elements is used without identifying the criticality 
of these elements. The condition rating used in these audits is on a 1 to 5 scale. The data 
collection method used in the condition audits and building valuation is visual inspection.  
The council does not use any deterioration prediction method. Overall budgeting and a 
spread-sheet-based model entitled Moloneys is used in cost forecasting. The council mitigates 
the risk in trade packages when the work orders are contracted out. The decision-making 
process takes stakeholder needs into account, although politically-influenced decision-
making is also possible.  Council #1 has completed a two-year environmental sustainability 
plan and is in the process of using another three-year environmental sustainability plan on 
green buildings. 
Council #2  
Council #2 uses some of the features of the infrastructure management process which was 
discussed in Chapter 2, and follows a building maintenance strategy which is at a higher level 
than the basic reactive strategy. Following an element hierarchy from Urban Maintenance 
Services (UMS), this council collects the building condition data annually through this 
company. It is notable that the council later maps the UMS element hierarchy onto 
Moloney’s element list (which consists of building structure long life, building structure long 
life, roof structure, mechanical services and building fit out) for cost forecasting. The data 
collection method used is visual inspection.  
Cost forecasting and decision-making are based on Maloney’s model and Cashflow5. 
Cashflow5 is a tool that considers stakeholders, scoping and design, permits, cost estimation, 
timeline, community, strategy, commitment, and economic, environmental, and social aspects 
in capital budgeting decisions. 
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Council #3  
Council #3 conducts three types of building condition assessments: regular annual condition 
audits; when replacement is needed/reported; and for capital budgeting on an ad-hoc basis for 
management decision-making.  The council uses its own element hierarchy and the condition 
rating of 1-5. The data collection method the council uses is visual inspection.  
The council currently uses a reactive decision-making strategy and is in the process of 
developing an in-house 10-year renewal program.  This program considers three main 
factors: condition (fit for use), serviceability (fit for purpose) and sustainability (future 
needs).  The program takes capital works and criticality into consideration in decision- 
making. 
Council #4  
Council #4 conducts condition audits every two years using its own list of elements. This is 
the only council that records material and age of individual elements in the condition audits. 
Further, the council has adopted a guidelines manual to be used by building condition 
auditors and uses a 1-5 rating. It is notable that a deterioration curve is considered while 
assessing the building conditions and it is incorporated into the guidelines. The data 
collection method used by Council #4 is also visual inspection. 
The council is in the process of using rules of Pavement Management System (PMS) for 
buildings for cost forecasting and decision-making. This decision-making model is being 
developed currently.  
Council #5  
Council #5 conducts building condition assessments every year in addition to the building 
valuations conducted every two years. The council uses its own detailed element hierarchy 
and a 1-5 rating scale. The council has a very detailed condition assessment manual for use 
by the auditors. The data collection method used by Council #5 is visual inspection.  
The cost forecasting and decision-making method of Council #5 is currently being developed 
and is a step further from the previous councils. Physical condition rating of the building is 
integrated with other factors such as environmental, amenity – equity, service, children's 
services, grounds & gardens, sewer stormwater, housekeeping and safety. Hence, the model 
uses an integrated condition rating for buildings. Maintenance planning and decision-making 
is done based on building categorization, building priority and building weights (e.g. 
buildings of state significance, regional significance, municipal significance, neighbourhood 
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significance and minor associated). It is interesting that the budget allocation process 
involves consultation with appropriate committees. 
Council #6 
Council #6 conducts building condition assessments based on its own detailed element 
hierarchy and a 1-10 rating scale. The data collection method used by Council #6 is visual 
inspection.  
The development of the cost forecasting and decision-making method of Council #6 is in 
progress and has similar features to that of Council #5. Physical condition rating of the 
buildings is integrated with other influencing factors such as environmental, essential 
services, children's services and safety. Hence, the model uses an integrated condition rating 
for buildings. It is proposed that the maintenance plan and decision-making should be done 
based on building weights. Further, the council has a proposal for identifying significant 
elements from the element hierarchy and including a criticality factor into the decision-
making process. 
3.2.2.1 Summary of analysis of current practice 
While each council has its own building management strategy, each approach has weak 
points and strong points. Having a summary of all the above practices would lead to a better 
understanding of different building management strategies and enable comparison of their 
approaches. The following table provides a brief summary in terms of condition audit 
strategy, element hierarchy adopted, condition rating method, data collection method, 
deterioration prediction availability, cost forecasting models and programs used, and the 
decision- making procedures and software used in the project’s partner councils (Table 3-1). 
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 Council#1 Council #2 Council #3 Council #4 Council #5 Council#6 
Condition 
audits 
No 
Only building 
valuations 
UMS condition 
audits  
Yes, annually Yes Yes Yes 
Element 
Hierarchy 
N/A UMS hierarchy, 
Moloneys list 
Own hierarchy Own list of 
elements 
Own hierarchy Own hierarchy 
Condition 
Rating Method 
N/A 0-10 Moloneys 1-5 1-5 
Condition audit 
manual 
1-5 
Detailed condition 
audit manual 
1-10 
Data Collection 
Method 
Visual inspection Visual inspection Visual inspection Visual inspection Visual inspection Visual inspection 
Other Maintenance 
audits and 
disabled condition 
audits available 
UMS element 
hierarchy mapped 
to Maloneys 
elements 
 Building material 
and age are 
considered 
Integrated 
condition rating 
 
Integrated 
condition rating 
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Deterioration 
Prediction 
No No No  Yes No No 
Cost forecast Overall budgeting 
and Moloneys 
model 
Maloneys model 
and CashFlow5 
In house 
developed 10 
years renewal 
program 
Rules in PMS Based on 
Integrated 
condition rating  
 
Based on 
Integrated 
condition rating  
 
Decision 
making 
Considers 
affecting factors 
Cashflow5  Model in progress Model in progress Committee- based 
prioritisation 
Model in progress 
Table 3-1: Summary of Management Strategies of the Council Partners of the Project (Mohseni et al., 2010)
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3.2.3 Development of an AM conceptual framework 
As a result of the literature review and consultation and the acquisition of related information 
from the asset management team at the council partners, a conceptual framework for 
infrastructure management of community buildings was developed. The conceptual 
infrastructure management framework was initially adopted and some components were 
amended or added during the research to suit the requirements for the management of the 
community buildings. This framework has been used as a reference to capture the gaps in the 
knowledge which hinder an efficient management process.      
The main structure of a reliable building infrastructure management with its essential stages, 
components and elements is shown in Figure 3-1 (Mohseni et al., 2011b). The continuous 
process which can be established by linking different stages and components will result in an 
appropriate decision- making outcome in terms of not only building management, but also 
other infrastructure assets with some modifications.  
The following section explains each stage identified for the framework shown in Figure 3-1 
and its sub-sections.  
STAGE 1  
Infrastructure System and Elements Hierarchy: The component breakdown of an 
infrastructure system is covered in this stage. There are several approaches for a system with 
different levels of element categorizations. This can be done in consideration of a number of 
factors including whether it is a basic or advanced asset management plan, the importance of 
the building, the cost and/or risk associated with each component, organization policies, and 
the accuracy needed in management strategy. This stage will be explained in more detail in 
Chapter 4.   
STAGE 2 
Condition Rating Method: This stage covers the physical condition rating of elements 
categorized in the previous stage, considering cost of repair, failure mechanisms, failure 
modes and signs of deterioration. A scaled condition rating scheme considering management 
strategies and practicality are to be taken into account in this stage. This stage will be 
discussed in Chapter 5. 
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STAGE 3 
Data Collection Method: The methodology for collecting the condition data for assessment 
and analysis is the focus of this stage. The data are to be collected allowing for the 
significance of elements inspected. This stage is further explained in Chapter 5. 
STAGE 4 
Deterioration Prediction Method: Prediction of the deterioration of components with the use 
of the condition data is done in this stage. This stage has an essential effect in decision- 
making for community buildings. This is the stage where a significant contribution to the 
knowledge base of the discipline is made in this thesis. Therefore, this stage is the backbone 
of this research project, as explained in detail in Chapter 6.  
STAGE 5 
Cost Forecasting: The cost forecasting stage incorporates deterioration forecasting with the 
associated costs into the decision-making process. This stage takes maintenance and 
operating costs into account and uses appropriate weighting factors and priorities for 
forecasting costs. This stage is discussed in Chapter 7.  
STAGE 6 
Decision-making: This stage incorporates previous stages in order to achieve an appropriate 
decision-making process. Influencing factors such as demand and the triple bottom lines of 
sustainability, social, economic, environmental and also functionality aspects have been 
considered in this stage. A major contribution from another parallel research project focusing 
on non-economic decision parameters is integrated into the decision-making model at this 
stage. The outcome of this stage has been integrated into the software tool (CAMS) 
developed for this project, which will be explained in Chapter 8.  
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Figure 3-1: Conceptual Asset Management Framework  
 
3.2.4 Gap identification 
A comparison of the proposed framework, derived on the basis of the literature review and 
the needs of the partner councils and the current practices of the six partners revealed 
research gaps. The major gaps between existing practices with the proposed framework are 
identified as follows: 
 
 A reliable deterioration prediction method that enables accurate cost forecasting and 
decision-making is missing in the current practice. Although some default 
deterioration curves (linear) are used in some councils for building assets, prediction 
of the deterioration trend based on collected data is not observed. Furthermore, the 
linear deterioration curve, which is being used, is applied for the whole building 
infrastructure system, regardless of the range of building elements and variables that 
could affect the probabilistic nature of the deterioration trend.  
Stage 1 
Stage 6 
Stage 5 
Stage 4 
Stage 3 
Stage 2 
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 A decision-making process that includes procurement, maintenance and 
refurbishment decisions needs to be enhanced in the asset management planning. 
Although risk identification has been considered as a part of data collection in some 
partner councils, sustainability, lifecycle, demand and stakeholder needs have not 
been included in the decision-making process.     
Therefore, the research project has focused on developing a reliable deterioration prediction 
model and incorporating this into an appropriate decision-making process.  In achieving this, 
the current body of knowledge in building asset management has been captured in a 
comprehensive literature review.  
 
3.2.5 Adopting a building hierarchy  
As mentioned in the conceptual framework for asset management, the components of the 
infrastructure need to be clearly defined. Acquiring a comprehensive list of building elements 
is important so that individual elements can be recorded, inspected and monitored according 
to the council’s asset management plan. The information on these components can be 
processed with the deterioration prediction method and incorporated with the cost forecasting 
and eventually the decision-making model of the council. 
Flexibility of the elements’ hierarchy is as important as the comprehensiveness of the 
elements. Component types, subcomponents and components should be clearly identified, not 
only to avoid confusion in the condition monitoring stage, but also in the analysis of the 
information. Depending on the importance of the elements, which could be cost, risk or other 
parameters, the management authority of buildings may decide on an assessment of a certain 
level of component hierarchy. This decision may result in the condition aggregation process 
which is described in Section 5.5.  
Furthermore, as mentioned earlier, there are several approaches to a system with different 
levels of element categorizations. This can be done based on a basic or advanced asset 
management plan, the importance of the building, the cost and/or the risk associated with 
each component, organization policies, the accuracy needed in management strategy, etc. 
This stage will be explained in more detail in Chapter 4.   
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3.2.6 Data collection  
According to IIMM (2006) organizations need asset data that will indicate those assets that 
are reaching the end of their effective life and will require further attention in the immediate 
future. It also indicates that there is an interrelationship of assets, which will influence the 
way they age. Therefore, the value of an asset and the point at which it is in its lifecycle can 
be determined (IIMM, 2006). Mitchell (2012) asserts that data and information provide the 
basis for identifying improvement opportunities that can be taken advantage of in the asset 
optimization program, measuring the effectiveness of improvement initiatives and assisting in 
vital operational and production  decisions. For the purpose of this project and in alignment 
with the proposed asset management concept, the data collection stage was carried out in 
several phases during this research project.  
The data collection was initiated with formal visits to the partner councils with the purpose of 
understanding the outline of the asset management strategies to their building assets and also 
the availability of information for this study. Next, a questionnaire was sent to the councils to 
further investigate their building assets, asset management systems, management procedures, 
data acquisition processes, data recording and data history availability. In the next phase of 
the data collection, the councils with strength in each stage of the asset management 
framework were targeted. Interviews were conducted for further information and data 
collection. Some partner councils intended to do another condition inspection during the 
project. The condition inspection procedures were discussed and some involvements were 
made in building inspections. Finally, the data provided by the councils were categorized, 
explored and the best data set for the development of a deterioration prediction model was 
chosen.     
Although the data provided by the research project’s partners were the result of a great deal 
of effort by the authorities, the lack of a consistent condition inspection methodology and 
approach to building asset management created an imperfect set of data for the study.  It is 
suggested that for further research and calibration of the deterioration model a more reliable 
data set should be collected with consistent elements and inspection frequencies.   
 
3.2.7 Developing deterioration models 
For implementation of a suitable strategic asset management plan giving a proactive 
maintenance and rehabilitation regime, a reliable approach to the prediction of the condition 
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states of the assets is essential. As mentioned in the conceptual framework of the 
infrastructure management process, deterioration prediction enables the asset owner to 
achieve the cost forecast from condition data collected during inspections. This will ensure 
that the future condition of assets as well as the associated service level criteria for 
intervention requirements and time become predictable. Initial analysis of the data indicated 
that the conventional deterministic method for predicting deterioration may not represent the 
stochastic nature of deterioration when dealing with large numbers of buildings, elements and 
factors affecting the deterioration trend.   
Therefore, a Markov Chain process using a discrete data set, available for the study, was 
chosen for the research to represent the deterioration trend of community building 
components.  Deterioration is inherently a stochastic process due to the uncertain 
environmental factors influencing assets over the duration of their service lives and the 
variability among each individual data collection exercise. Therefore, the Markov chain has 
been chosen in this project to predict the deterioration process of building components.   
 
3.2.8 Calibration of Markov transition matrices 
Calibration of Markov matrices has been the major challenge of this research, and the 
Markov chain has been calibrated with the most optimised algorithm for attaining the most 
appropriate model for predicting the deterioration of buildings. The major contribution to 
knowledge of this research has been in relation to the application of methods for the 
calibration and fine-tuning of the transition matrices. For the calibration of the Markovian 
transition matrices, four methods have been used in the study. The percentage prediction 
method was used initially for the data set, in which two consecutive sets of data on the same 
components were acquired. Secondly, a regression-based optimization method was utilized 
on the same data. The third approach for calibration of Markov matrices was the non-linear 
optimisation method, which showed a more advanced and flexible calibration method with 
fewer assumptions in the deterioration progression process. Since the non-linear optimisation 
technique needs an iterative process for calibration of Markovian transient probabilities (ie. 
14 correlated variables need to be optimized for a 5-condition-scale Markov matrix), different 
convergence algorithms have been used to achieve the best results. Finally, an evolutionary 
technique has been generated and proposed as a modified version of the non-linear 
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optimisation method with a genetic algorithm convergence approach. This method has been 
named the Direct Absolute Value Difference – Genetic Algorithm. 
 
3.2.9 Validating the deterioration model 
Validation or assessment of the performance of the deterioration models calibrated in the 
research pertains to the consistencies between the predicted values and the observed values. 
The predicted values are the values derived from the calibrated transition matrices using the 
Markov Chain process, where the observed values are independent values which are used to 
investigate the differences between the prediction of the Markov model and a set of real data.  
In the present research, the data sets of two subsequent inspections conducted in 2007 and 
2009 were sourced for calibration of the deterioration prediction model. These data sets, 
which have been used for deriving the deterioration transition matrices, are called the training 
data sets. To effectively test the model, the test data set (observed data) was not used in 
calibrating or training the model (Tran, 2007). There are two common ways for calibrating 
and validating models and keep the two training and testing data sets separate. One is to 
randomly split the data set into the calibration (training) data set and the testing data set. The 
other method, which may result in a more realistic validation process, is to use another 
independent data set. In this study, a 2011 inspection data set (as mentioned in Section 3.2.6, 
which was conducted during the research project) was used as the observed (or test) data set 
for validation of the method.  Pearson’s chi-square test has been used for validation of the 
deterioration model, which will be explained in detail in Section 6.4.   
 
3.2.10 Developing a decision-making and financial forecasting model 
Since the ultimate goal of the project is to achieve a reliable and more effective asset 
management model for community buildings, the outcomes of the probabilistic deterioration 
prediction should be incorporated into the decision-making process. Risk and service level 
criteria play important roles in defining the asset performance level in the proposed asset 
management practice. The cost of maintaining buildings at a desired level of service and 
minimizing the risk to the community should be allocated in councils’ budgets. However, 
budget limitations trigger the optimization and prioritization of the maintenance and 
rehabilitation regimes in the lifecycle of building assets. Furthermore, expenditure projections 
can be estimated, integrating a reliable deterioration prediction, maintenance costs and the 
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levels of services required. These expenditures can be used in future planning and budgetting 
for building assets for the allocation of the required operational and capital expenditures. 
Therefore, cost optimization, risk determination, expenditure projection and lifecycle 
treatment optimization have been investigated in this research, which will be explained in 
Chapter 7.  
 
3.2.11 Developing an algorithm for an integrated software tool  
For facilitating a platform that practically interacts with the end users of this research, a user-
friendly web-based software tool has been generated to aggregate the outcomes of this 
project. The program features a high level of flexibility as well as sets of default 
arrangements to improve the user experience. The inventory not only has the ability to 
manually edit the fields (i.e. the element hierarchy, component properties and detailed 
inspection data, transition matrices etc.), but also has options for importing a group of fields 
via spread-sheets. The program also supports the analysis in different levels of detail, which 
will be useful for different layers of an organisation such as asset maintenance, asset 
management and asset long-term planning and strategies. The algorithm of the software tool 
and the interaction of elements involved in the asset management system including inventory, 
analysis and output results are presented in Chapter 8.  
 
3.3 Summary 
 
The methodologies used in the project have been devised to appropriately address the 
research questions identified for the study. Incorporating the latest developments in asset 
management in the literature with current industry practice and industry demand for 
optimization of the management process, the gaps in the knowledge have been identified. 
With the use of a conceptual AM framework and the latest information available from the 
research literature, an appropriate building hierarchy has been used. The data collection 
processes adopted by the six councils were reviewed and a specification was developed for 
data collection. Two previous sets of data have been used for calibration of the deterioration 
model. The calibrated model has been validated using a separate set of inspected data. 
Moreover, deterioration prediction has been incorporated into decision optimisation for 
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building assets. Finally, the process has been captured in a web-based software tool to be 
delivered to the industry partners of the project.        
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4 BUILDING COMPONENTS HIERARCHY  
 
4.1 Introduction 
 
Morcous et al. (2002b) categorises the hierarchical decomposition of facilities as one of the 
requirements of asset management, since infrastructure facilities are complex structures that 
are made up of many components and sub-components, including sections, systems, 
assemblies, and elements. As mentioned in Sections 3.2.3 and 3.2.5, there are several 
approaches for a system with different levels of element categorizations. This can be done in 
consideration of a number of factors including core or advanced asset management plan, the 
importance of the building, the cost and/or risk associated with each component, organization 
policies, and the accuracy needed in management strategy. The components of building 
infrastructure also need to be clearly defined. Acquiring a comprehensive list of building 
elements is important so that individual elements can be recorded, inspected and monitored 
according to the organisation’s asset management plan. The information on these components 
can be processed with the deterioration prediction method and incorporated into the cost- 
forecasting and decision-making models of the associated authorities. 
A hierarchical structure of building elements has the advantage over a list of elements for the 
following reasons: 
a) A hierarchical structure of elements allows assessment and evaluation of a building 
either as a whole, as a group of components, by type of component or by individual 
components of the building; 
b) Lack of condition data on one element can be compensated by making decisions 
using the condition of a higher-level building component in the hierarchy; 
c) A hierarchical structure of elements will allow the flexibility to the users to collect 
condition data at a level of their choice to optimise decision-making within the 
available budget.  
 
4.2 List of elements vs. hierarchical structure 
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The flexibility of the elements’ hierarchy is as important as the comprehensiveness of the 
elements. Component types, sub-components and components should be clearly identified, 
not only to avoid confusion in the condition monitoring stage, but also in the analysis of the 
information. Depending on the importance of the elements, which could be cost- or risk-. 
related, the management authority of buildings may decide on the assessment of a certain 
level of component hierarchy. This decision may result in the need for a condition 
aggregation process to combine the detailed level condition information into a higher-level 
component. This process is described in detail in Section 5.5.  
Table 4-1 shows a sample list of components of buildings. Using a list of components is 
helpful in collecting the data, but for the purpose of analysing the data, managing in an 
appropriate level of detail and decision-making for buildings may not be suitable at this level 
for all organisations. This may be a result of the limited budget for collecting data at this level 
or the feasibility of optioneering and decision-making at a higher level. Therefore, Table 4-2 
presents a higher-level hierarchy for the elements defined in Table 4-1. In this case 
organisations can decide on the detail level of data and information needed for their building 
assets. Detail levels of hierarchical structure for buildings differ depending on the 
management strategies of organisations. This detail level can stay as high as buildings as a 
whole or it can be detailed as material and construction type of every component considering 
its spatial information.  
  Component 
1 External Walls 
2 Roof 
3 Windows & Doors 
4 Ceiling Finishes 
5 Fixtures & Fittings 
6 Floor Finishes 
7 Interior Doors 
8 Interior Walls 
9 Interior Windows 
10 Wall Finishes 
11 Air Distribution 
12 Air Handling Units 
13 Building Management System 
14 Chilled Water System 
15 Compressed Air/Pneumatics 
16 Condenser Water System 
17 Fan Coil Units 
18 Heating System 
19 HVAC Control System 
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20 Split A/C Units 
21 Ventilation System 
Table 4-1: Element list 
Component Group Component 
External Fabric 
External Walls 
Roof 
Windows & Doors 
Interior Finishes 
Ceiling Finishes 
Fixtures & Fittings 
Floor Finishes 
Interior Doors 
Interior Walls 
Interior Windows 
Wall Finishes 
Mechanical Services 
Air Distribution 
Air Handling Units 
Building Management System 
Chilled Water System 
Compressed Air/Pneumatics 
Condenser Water System 
Fan Coil Units 
Heating System 
HVAC Control System 
Split A/C Units 
Ventilation System 
Table 4-2: Hierarchical structure 
 
4.3 Typical building hierarchical structures used by local councils in 
Australia 
 
In this section some typical building hierarchies used by local government organisations are 
given.  
Table 4-3 categorises the building elements in 33 components, which are grouped into 4 
component types: building interior, building exterior, building structure and building 
services. It also includes a list of more detailed inventory data for each element, such as 
material and type of the component. Furthermore, it specifies possible defects which can be 
inspected during the building assessments and can be used in condition monitoring of the 
building elements. Condition monitoring using defects is explained in Chapter 5.    
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Table 4-4 shows another example of hierarchical building elements which categorises the 
elements into 6 element groups: superstructure, substructure, services, risk, finishes and 
essential services. A three-tiered element hierarchy is given in Table 4-5 with levels of 
components, elements and sub-elements. Components consist of 4 categories: external fabric, 
interior finishes, services and external works/sundries. The component breakdown into 13 
elements and sub-elements is further broken down from the elements hierarchy to give a finer 
detail level.  
Building 
Component 
Inventory Data/ Attributes  Defects 
BUILDING INTERIOR 
Internal Walls Material – Plasterboard sheet, solid plaster, 
fibrous plaster, timber, ceramic tiles, slate, 
timber lining, laminate, vinyl etc.  
Finish – Painted, Stained, Wall paper 
Cracks/ holes in surface 
Water damage 
Peeling/ discoloured faded 
paint 
Buckling/ separation 
 
Floors Material – Ceramic tiles, vinyl tiles, 
seamless vinyl, carpet, cork tiles, polished 
timber floorboards, floating timber lining, 
concrete 
Finish – paint, stain, polyurethane 
Worn surface 
Serrated joints/ lifting/ buckling 
splitting 
Water damage 
Stained 
Holes 
Sagging 
Loose floorboards 
Cracked or missing tiles 
Evidence of termites 
Inadequate subfloor ventilation 
Rotting timber 
Ceilings Material – Plasterboard sheet, solid plaster, 
fibrous plaster, timber, ceramic tiles, slate, 
timber lining, laminate, vinyl etc.  
Finish – Painted, Stained, Wall paper 
Number of Skylights 
Skylight Type – Plastic, Glass etc 
Cracks/ holes in surface 
Water damage 
Peeling/ discoloured /faded 
scuffed paint 
Buckling/ separation 
Leaking 
Damaged skylight 
Mould 
Internal Doors Type – Solid Core, Hollow Core, French, 
Sliding, Bi-Fold, Fire, Full Glass, Roller 
Shutter etc. 
Automatic – Yes/ No 
Damaged Surface 
Broken glass 
Hinge defect 
Unlockable 
Inoperable 
Holes 
Deteriorated paint 
Damaged/ distorted frame 
Internal Windows Type - casement, awning, louvres, sliding, 
double hung, fixed panel etc. 
Glazing – full, part, double etc. 
Frame Material – timber, aluminium,  
Frame Finish – anodized, powder coated, 
milled 
Missing/ cracked panes 
Inoperable 
Unlockable 
Damaged hardware 
Damaged/ distorted frame 
Damaged sill 
Deteriorated seal 
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Building 
Component 
Inventory Data/ Attributes  Defects 
Deteriorated paint 
Electrical Hardware Number of: Light fittings, light switches, 
switchboards, AV outlets, IT outlets,  smoke 
detectors, specialist outlets/switches, exit 
lights 
Exposed wiring 
Brittle wiring 
Missing/ Damaged or 
Inoperable  
 
HVAC Units Type – Split, evaporative, ducted etc. 
Mounting – wall, floor, ceiling etc.  
Ventilation Adequacy  
Non-functional 
Damaged switches 
Damaged component 
 
Hot Water Units Type – Gas, Electric 
Mounting – wall, floor, ceiling etc. 
Non-functional 
Damaged switches 
Damaged component 
Leaking 
Kitchen Fixtures & 
Fittings 
Mechanical Ventilation – None, range hood 
etc. 
Number and Type of Fixtures : 
- Refrigerator 
- Freezer 
- Dishwasher 
- Garbage Disposal 
- Oven 
- Stove 
- Sink (size, material) 
- Bain Marie 
- Bench Tops (length, width, material, 
finish ) 
- Cabinets/ Drawers (dimensions, 
material, finish) 
- Shelves(dimensions, material, 
finish) 
 
Non-functional 
Damaged  
Blocked 
Unstable 
Broken 
Leaking 
 
Toilet Fixtures & 
Fittings 
Number and Type of :  
- toilet cubicles (male, female, 
unisex, disabled, child),  
- urinals – (adult, children) 
- toilet pans (male, female, unisex, 
disabled, child), 
- shower cubicles (male, female, 
unisex, disabled, child, single, 
double), 
- baths (adult, disabled, child) 
- shower over baths,  
- ceiling lights 
- heaters 
- drinking fountains 
- exhaust fans 
- floor drains/ grates 
- Sanitary Units 
- Mirrors 
- Soap Dispensers 
- Deodorisers 
- Hand Dryers 
Damaged/ Missing 
Leaking 
Non-functional 
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Building 
Component 
Inventory Data/ Attributes  Defects 
- Vanity 
- Cabinets 
- Shelves 
- Basins 
Stairs /Ramps Type – Stairs, ramp 
Fire Escape – Yes/ No 
Construction Material – concrete, metal, 
timber, brick etc 
Tread/ Riser – yes/ no 
Nosing – aluminium, rubber, etc 
Covering – none, vinyl, carpet, rubber, etc. 
Balustrades/ Handrails – none, steel, timber 
etc 
 
 
Missing tread / riser 
Loose balustrade/ handrail 
Missing balustrade/ handrail 
Handrail not continuous 
Unstable 
BUILDING EXTERIOR 
External Walls Construction Type – brick veneer, solid 
brick, weatherboard etc. 
Material– timber, brick, concrete block, 
precast concrete etc. 
Finishing – render etc.  
Cracks/ Missing Mortar 
Cracked bricks./ blocks 
Concrete Spalling 
Water Penetration 
Rising Damp 
Rot/ Decay/ Borers 
Unstable 
Paint deterioration (blistering/ 
flaking) 
Warping 
External Windows Type - casement, awning, louvres, sliding, 
double hung, fixed panel etc. 
Glazing – full, part, double etc. 
Frame Material – timber, aluminium,  
Frame Finish – anodized, powder coated, 
milled 
Missing/ cracked panes 
Inoperable 
Unlockable 
Damaged hardware 
Damaged/ missing flyscreen 
Damaged/ distorted frame 
Damaged sill 
Deteriorated seal 
Deteriorated paint 
External Doors Type – Solid Core, Hollow Core, French, 
Sliding, Bi-Fold, Fire, Full Glass, Roller 
Shutter, Screen, Security etc. 
Automatic – Yes/ No  
Damaged Surface 
Broken glass 
Hinge defect 
Unlockable 
Inoperable 
Inappropriate door swing 
direction 
Deteriorated Frame  
Fire Escapes Available – Yes or No 
Material – Timber, concrete etc. 
Blocked egress 
Missing exit signs 
 
Roofs Construction Material – Concrete, colour 
bond, terracotta tiles etc. 
Finish – powder coated etc. 
Insulation – Yes/No 
Insulation Type – Fibreglass batts, wool 
batts etc. 
Sisalation – Yes/ No 
Blocked Spouting/ Downpipe 
Gaps in insulation 
Damaged Insulation 
Pest Infestation 
Sislation Deterioration 
Loose or Damages Eave 
linings 
74 
 
Building 
Component 
Inventory Data/ Attributes  Defects 
 Damaged Fascia 
Decks & Balconies Type – Deck, Balcony 
Height above ground – 
Deck Material – timber, concrete etc. 
Handrail/ Balustrade Material – timber, steel 
etc. 
Cracked/ uneven surface 
Rotting/ Corrosion. Borers 
Water Damage 
Loose/ missing handrail 
Unstable 
Balusters more than 100mm 
apart 
Slippery surface 
 
 
Stairs/ Ramps 
/Walkways 
Type – Stairs, ramp, walkway etc. 
Fire Escape – Yes/ No 
Construction Material – concrete, metal, 
timber, brick etc 
Tread/ Riser – yes/ no 
Nosing – aluminium, rubber, etc 
Covering – none, vinyl, carpet, rubber, etc. 
Balustrades/ Handrails – none, steel, timber 
etc 
 
Structurally unsound 
Rotting timber 
Loose balustrade/ handrail 
Missing balustrade/ handrail 
Handrail not continuous 
Missing or damaged tread / 
riser 
Loose balustrade/ handrail 
Missing balustrade/ handrail 
Handrail not continuous 
Unstable 
BUILDING STRUCTURE 
Foundations Type – timber strip footing, masonry footing, 
concrete slab-on-ground, floating slab etc. 
Subsidence 
Rot/ Decay/ Borers 
Unstable/ sagging floors 
Unstable Walls 
Evidence of termites 
Exposed rebar 
Structural Frame Type – timber, steel, etc Rotting 
Corrosion 
Unstable 
External Walls Brick veneer etc. Bucking, warping 
Structural Displacement 
Roof - Structural 
Elements 
Construction Type – flat, gable/hip, skillion 
etc 
Anchor points 
Railings 
 
Corrosion 
Weakened fastenings 
Cracking 
Missing Tiles 
Damaged fascias 
Damaged Spouting/ Downpipe 
Damaged penetrations/ 
flashings 
Sagging 
Surface Ponding, Staining and 
water marks 
Structural displacement 
Inadequate anchor points 
Inadequate railings 
Chimneys/ Flues Material Type – brick, concrete block, steel 
etc. 
Missing bricks/ mortar 
Cracked bricks./ blocks 
Structurally unsound 
Fire risk 
Flue corrosion  
BUILDING SERVICES 
Hydraulics System Pipe Material – Copper, PVC, galvanised 
iron etc. 
Leaking tank 
Leaking pipe 
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Building 
Component 
Inventory Data/ Attributes  Defects 
Water Supply - Stop Valve Location 
Hot Water Service Power Source – oil, 
natural gas, LPG, electricity, solar boosted, 
mains pressure, low pressure with storage, 
instantaneous etc. 
Header Tank – Internal / External 
Leaking tap 
Tap ware not functional 
Hot Water System not 
functional 
Wiring damaged/ dangerous 
Overflow inappropriate 
Faulty/ missing components  
Restraint on Header Tank not 
functional 
Water hammer 
Inadequate flow 
Excessive flow  
Electrical System Main Switchboard Location 
Supplementary Switchboard Location 
Faulty switches/ panel 
Damaged cupboards 
Non-functional fuses 
Water damage 
Non-compliant component 
Lifts/ Escalators Type –goods lift, passenger lift, escalator Non-functional doors 
Poor floor levelling 
Non-functional emergency 
communication 
 
Emergency Power Emergency Power Source Available – 
Yes/No 
Non functional  
Security System  Type – External/ Internal 
Alarm Type & Location 
Non functional 
Heating System Type – Boiler/ Hot Water, Boiler/ Steam, 
Furnace/ Forced Air 
Non-functional 
Fire Protection 
System 
Smoke detectors, Extinguishers, Hose Reel, 
etc 
Non- functional warning 
system 
Missing/ expired extinguishers 
Missing sprinklers 
Inadequate emergency exits 
 
HVAC System Type – Constant Volume, Variable 
Air Volume, Dual Duct, Multi-zone etc. 
Non-functional 
Leaking 
Electrical fault 
Corroded 
Excessive vibration 
Missing/ damaged cover 
Drainage  Pipe Material – Iron, copper, pvc etc. Leaking 
Blocked 
Damaged fixtures 
Sewage/ Waste 
System 
Pipe Material – Iron, copper, pvc etc. Leaking  
Damaged fixtures 
Blocked 
Table 4-3: Building hierarchy sample 1 
 
Element Group Element 
Essential Services Cabinets 
Essential Services Emergency Lights  
Essential Services Essential Services Log 
Book 
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Essential Services Exit Doors 
Essential Services Exit Signs 
Essential Services Fire Blanket 
Essential Services Fire Hydrants/fire mains 
Essential Services Fire detector alarm system 
Essential Services Hose fittings & blanking 
caps 
Essential Services Hose supply 
Essential Services Hydrant ID number in 
place 
Essential Services Hydrant cover 
Essential Services Hydrant leaks all valves 
Essential Services Hydrant valve accessible 
Essential Services Maintenance tag in place 
Essential Services Mechanical & Air 
Conditioning 
Essential Services Paths of travel to exits 
Essential Services Portable fire extinguishers  
Essential Services Smoke Doors/Fire Doors 
Essential Services Smoke detectors 
Essential Services Valves set and secured 
Finishes Floors 
Finishes Wall 
Finishes Kitchen 
Fittings Door Furniture 
Fittings Door closers 
Fittings Fitments 
Risks Arson 
Risks Evacuation 
Risks Fire 
Risks Flood 
Services ESM 
Services Electrical 
Services Fire 
Services Mechanical 
Services Plumbing 
Substructure Column 
Substructure Column foundations 
Substructure Damp-proofing 
membranes 
Substructure Entrance steps 
Substructure Foundation 
Substructure Foundation walls 
Substructure Ground floor slab 
structures 
Substructure Ramps and their finishes 
Substructure Strip footings 
Substructure Wooden stumps 
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Substructure Stumps 
Superstructure Ceiling 
Superstructure External Doors 
Superstructure External Wall 
Superstructure Internal Doors 
Superstructure Internal Screens 
Superstructure Internal Wall 
Superstructure Roof 
Superstructure Stairs 
Superstructure Upper Floors 
Superstructure Veranda post 
Superstructure Windows 
Table 4-4: Building hierarchy sample 2 
 
Component Element Sub-element 
External Fabric Roof Metal Roofing 
    Skylight 
    Downpipes - Metal 
    Spouting - Metal 
    Spouting - PVC 
    Tile Roofing - Concrete 
    Timber Fascia 
    Translucent Sheeting 
  External Walls Aluminium 
    Brick Cladding 
    Curtain Walling (Glass) 
    Fibrolite Sheeting 
    Hardiplank 
    Metal Cladding 
    Paint Finish 
    Plaster 
    Weatherboard - Timber 
  Windows & 
Doors 
Alum Frame Glass - Sgle 
Door 
    Automatic Opening Doors 
    Glass Door 
    Door Hardware 
(Handles/Locks) 
    Louvre Windows 
    Metal Framed Windows 
    Metal Roller Doors 
    Paint Finish 
    Sliding Doors 
    Timber Framed Windows 
Interior Finishes Wall Finishes Plaster Finish 
    Tiles - Ceramic 
    Timber Lining 
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    Glass 
  Interior Doors Doors - Solid 
    Metal Doors 
  Floor Finishing Carpet 
    Floor - Timber T & G 
    Vinyl 
    Stair Nosing 
  Fixtures & 
Fittings 
Fixed Desks, Tables, 
Seating 
    Kitchen Bench S/S 
    Zip Heater 
    Stoves 
  Sanitary 
Plumbing 
Hand-basin 
    Laundry Tub 
    Toilet Bowl & Cistern 
    Urinal 
    Tap 
  Electrical Exit Signs 
    Emergency Lights 
    Flood Lights 
    Fluorescent Lights 
Services Electrical Light Switches & Power 
points 
    Main Switch Board 
    Meter Boxes 
  Special 
Services 
Card Reader 
External Woks, 
Sundries 
Exterior Works Asphalt/Sealed Areas 
    Car park Marking 
    Kerb & Channelling 
    Concrete Paths / Ramps 
    Handrail 
    Paint 
    Retaining Walls 
    Carport 
    Staircase 
  Sundries Shed (Garden / Tool Shed) 
    Water Tank 
    Brick Wall 
    Fence 
    Timber Gate 
    Metal Gate 
Table 4-5: Building hierarchy sample 3 
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4.4 Analysis of building hierarchical structures proposed in the literature 
 
As mentioned in Chapter 2, several approaches for identification of building elements for 
condition monitoring have been used.  While some condition assessments are done on the 
functional unit of buildings based on usage areas, some condition monitoring strategies 
preferred individual components of buildings. Although using condition states for functional 
units may be desirable in delivering defined service levels, the latter approach enables 
decision makers in applying maintenance and rehabilitation strategies in a higher detail level. 
A more detailed level of building assets registry which considers a 3-D representation of 
building components can be adopted for condition monitoring plans and decision making 
approaches. In this method building components are identified in a spatial manner to target 
efficiency and cost savings in the process of maintaining its users’ corporate geographical 
information systems (GIS) and asset management systems (AMS). However, acquiring 
adequate data and updating them in this method may take high amount of cost and time for 
asset managers.         
As mentioned previously, recording and managing data and information on detailed building 
components and also in a spatial format can be a useful and effective approach for building 
asset management; however, for existing buildings, drawing all the information into a 
geographical data base can be a challenging practice. The level of comprehensiveness of the 
building components can be decided depending on the level of asset management practice 
(core, mixed to advanced asset management). The question that needs to be asked in making 
decisions for level of detail in allocating a building hierarchy is at which level the buildings 
need to be managed and on which level of detail will the decisions be made?  
 
4.5 Selected hierarchical structure 
 
As mentioned earlier, a building element hierarchy could consist of different levels of details. 
It has also been seen from previous sections that elements and grouped elements may have 
different terminologies in the literature and in organisations’ building management plans. The 
most important considerations for adopting a proper building element hierarchy are 
comprehensiveness and flexibility. A comprehensive hierarchy ensures that it can cover the 
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critical elements of buildings and flexibility of the hierarchy allows for levels of data 
collection, analysis and decision-making processes.    
Several models of building hierarchies have been investigated and analysed in the research 
and one is suggested to be used in the project and to be a default structure in the CAMS 
software developed from the research reported here, which will be introduced in Chapter 8. 
The suggested building hierarchy structure covers about 90% of the common replaceable 
building components and it is called Building Component Guidelines (BCGs) and is 
suggested by Building Condition & Performance Assessment Guidelines (NAMS, 2009). As 
per the analysis of other building hierarchy structures, structural components which have not 
been properly considered in the BCGs are suggested to be added into the hierarchy for 
comprehensiveness of the hierarchy. The hierarchy suggests a three-tier categorisation with 
10 component groups, 54 component types and up to 320 building components. Figure 4-1 
illustrates the three levels of hierarchy of the suggested building elements structure with some 
examples of components. The component groups and the component types are given in Table 
4-6.  
 
Figure 4-1: BCGs hierarchy levels 
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Component Group no. Component Type 
E
le
ct
ri
ca
l 
S
er
v
ic
es
 
A Electrical Services 
1 Distribution Boards 
2 Emergency Lighting  (Not fire 
related) 
3 Emergency Power 
4 Lighting - External/Internal 
5 Lighting - Flood / Security 
6 Misc. 
7 Power Conditioning 
8 Power Conversion 
E
x
te
ri
o
r 
W
o
rk
s 
B Exterior Works 
9 Buildings 
10 Channels 
11 Civil works 
12 Fencing 
13 Furniture 
14 Gates 
15 Hard stand 
16 Misc. 
17 Signs 
18 Stairs & rails 
19 Water tanks 
E
x
te
rn
a
l 
F
a
b
ri
c 
C External Fabric 
20 External Walls 
21 Roof 
22 Windows & Doors 
F
ir
e 
S
er
v
ic
es
 
D Fire Services 
23 Fire Alarm System 
24 Fire Communications 
25 Fire Services 
26 Fire Sprinkler System 
27 Hydrant System 
In
te
ri
o
r 
F
in
is
h
es
 
E Interior Finishes 
28 Ceiling Finishes 
29 Fixtures & Fittings 
30 Floor Finishes 
31 Interior Doors 
32 Interior Walls 
33 Interior Windows 
82 
 
34 Wall Finishes 
Lifts / Hoists Services F Lifts / Hoists Services 
35 Vertical Transport 
M
ec
h
a
n
ic
a
l 
S
er
v
ic
es
 
G Mechanical Services 
36 Air Distribution 
37 Air Handling Units 
38 Building Management System 
39 Chilled Water System 
40 Compressed Air/Pneumatics 
41 Condenser Water System 
42 Fan Coil Units 
43 Heating System 
44 HVAC Control System 
45 Split A/C Units 
46 Ventilation System 
Plumbing H Plumbing 
47 Sanitary Plumbing 
S
ec
u
ri
ty
 
S
er
v
ic
es
 
I Security Services 
48 Access Control Systems 
49 CCTV Systems 
50 Intruder/Duress Alarm System 
51 Special Services 
W
a
te
r 
S
er
v
ic
es
 
J Water Services 
52 Domestic Cold Water 
53 Domestic Hot Water 
54 Warm Water 
Table 4-6: BCGs component groups and component types (NAMS, 2009) 
 
4.6 Summary 
 
For the implementation of robust building asset management for an organisation, one of the 
major and often initial challenges is defining an appropriate element hierarchy. As mentioned 
earlier, the sophistication of this hierarchy depends on the level of detail implied by the asset 
management strategy. Deployment of an appropriate building element hierarchy from initial 
stages results in consistency of the data in the asset management system over subsequent 
years of data collection and analysis. This also results in contingency in decision-making on 
building elements over years.  
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Not only is comprehensiveness of a building hierarchy essential, but also flexibility in levels 
of details is important for achieving an optimised asset modelling for building management 
strategies. A building element hierarchy has been suggested and used in the research which is 
a collapsible element list of BCGs.  The hierarchy has additional structural elements to cover 
most of the building elements and fill the gaps between hierarchies suggested in the research 
literature and those used by the industry partners of the project and the NAMS guidelines 
(2009).   
The proposed structure was presented to the local councils and feedback was obtained before 
finalising the selected hierarchical structure. The structure used in the research is given in 
Appendix 7.  
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5 CONDITION MONITORING 
 
This chapter explores the importance of condition monitoring in asset management. It also 
introduces the current practices of condition rating for buildings derived from the literature as 
well as the study of practices of local government authorities. Finally, the chapter suggests a 
method for the aggregation of the condition data for infrastructure management.  
 
5.1 Introduction 
 
As mentioned in the discussion on the asset management maturity levels in Chapter 2, the 
second major stage in infrastructure management is data collection from the assets managed 
by an organisation. The data captured from the organizations’ assets are the backbone of 
high-level asset management, planning decisions and even corporate investment. The next 
stage after the data collected from the assets is where this data is transferred into an asset 
management system to form an information database of assets. This information enables the 
asset management team to analyse the strategies and generate models for decision-making 
scenarios.     
The asset management framework (Section 3.2.3, Figure 3-1: Conceptual Asset Management 
Framework) states the condition rating and the data collection methods in the initial stages of 
the process after the building hierarchy. 
 
5.2 Building Condition Assessment Techniques  
 
Condition monitoring for assets with a limited number of elements and a desired performance 
level can be more straightforward than for buildings with larger numbers of components. In 
general, condition monitoring of assets should clearly identify two major concerns: i) the 
extent of the condition assessment such as visual inspection, detailed non-destructive or 
destructive assessment. There may be different levels of inspections and the assessments may 
be conducted by different teams of professionals. ii) the assessment frequencies need to be 
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elucidated in the monitoring plan. Similarly, the frequencies may differ in different levels of 
inspections and different types of assets.   
According to IIMM (2006), for passive assets the extent and repetition of assessment of 
conditions are influenced by several factors as follows: 
 The criticality of the asset 
 The type of asset 
 The relative age of the asset 
 The rate of deterioration of the assets 
 The economic value of the outcomes to the business 
Generally, the data collected in the condition monitoring stage should be at a level that can 
practically influence the decision-making process of the asset management team.  
Furthermore, NAMS (2009) asserts that the information management strategy (IMS) should 
consider a range of data capture options to consider the most cost-effective option, which 
needs to balance time, cost and data confidence. Time includes the timeframe of the required 
information in the project as well as the schedule for delivering the reports. However, the 
internal and external costs of the condition monitoring process and necessary considerations 
of the information management will be taken into account. In addition, the quality of the 
captured data, as mentioned, depends on the extent and the level of confidence needed for the 
building asset.     
The basic information that needs to be collected in the condition assessment should include 
the component that has been inspected, its condition grade, the remaining life of the 
component to the end of its useful life, and the quantity, unit and replacement rate. In more 
sophisticated condition assessments, the confidence grade of the assessments can be captured 
as well as the spatial location of the element within the building, as mentioned in the BIM 
model. Photographs of the assessed asset can be a good reference for the asset 
managers/owners to make informed decisions on the assets. These information classifications 
can be stated in the condition survey template used by the condition assessor, which can be 
an electronic or hard copy template, depending on the condition monitoring arrangements.  
The International Infrastructure Management Manual (IIMM, 2006) has categorized 
condition monitoring systems which are applicable to buildings as follows: 
 Visual assessments 
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 Laser profiling / Roughness meters 
 Life expectancy review 
 Manual inspections (operators) 
 Protection (paint) thickness 
 Capacity modelling (for failure) 
 X-ray 
 Concrete decomposition testing and core sampling 
 Power usage monitoring 
 
5.3 Building Condition Rating System 
 
A condition rating system is the method of classification of physical deterioration for 
condition assessment of assets. Although deterioration is a continuous progression in time, 
the categorisation of deteriorated assets into discrete conditions simplifies the asset 
management process. This classification not only streamlines inspection, but also makes the 
data analysis, reporting and decision-making clearer and more consistent. 
While strategies that organisations use for asset management of their buildings differ, based 
on either core, advanced or mixed asset management approaches, they deploy a specific 
condition rating scheme.   
According to NAMS (2009), the most commonly adopted condition rating system across 
many asset classes is the basic 1 to 5 rating, where condition 1 is very good or as new and 
condition 5 is very poor and approaching being unserviceable. However, it is recognised that 
some organisations have finer condition ratings, such as 1-10, 0-10, 0-100 etc. Furthermore, 
some condition rating scales are reversed, with  1 being very poor and 5 being very good. 
There is no absolute right answer for condition rating scales and it is appropriate to use 
whichever rating system works for a particular organisation (NAMS, 2009).   
The definitions of condition rating scales can follow different methods of condition 
classification. One approach is that the remaining life of the asset classifies the condition of 
the asset (see Figure 5-1). In this method, the total useful life of the asset (which may be 
derived from a factorial approach or expert judgment) can be divided into a number of 
condition rating scales. The deterioration trend could translate the condition into the age or 
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the remaining life of the asset. This means that if the deterioration trend defined for the asset 
well presents the actual deterioration of the asset well, the age of the component may be used 
as a reference for determining the condition. In Chapter 6 a reliable deterioration prediction 
method will be discussed.  
Another method for defining condition rating scales is relating the failure mechanisms and 
failure modes of the asset to the condition scales. In other words, after categorizing the failure 
modes and mechanisms of assets, the signs and extent of the defects and/or faults can be used 
to justify the condition rating of the inspected component. Table 5-1 shows an example of 
this method that can be used for some components of buildings. 
 
Figure 5-1: Condition rating based on asset’s remaining life in an exponential curve (NAMS, 2009)  
 
PARAMETER WEIGHTING CONDITION RATING 
  
5 
Failed 
4 
Poor 
3 
Fair 
2 
Good 
1 
Excellent 
Cracks/ Holes/ buckling 70% >75% 30- 50% 15- 30% 5- 15% <5% 
Peeling / Evidence of Moisture 
damage 
20% >50% 30- 50% 15- 30% 5- 15% <5% 
Faded Paint 10% >80% 30- 50% 15- 30% 5- 15% <5% 
Table 5-1: Condition rating example using faults and their extent - example 
As discussed, condition scales will be used in condition inspections, data preparations, 
analysis and decision-making processes. This makes the definition of condition scales a 
difficult endeavour in asset management. In fact, the higher the number of condition states, 
the more accurately we can assess and analyse asset condition. As discussed earlier in the 
chapter, several factors affect the condition assessment strategy. Because of the limitations of 
detailed assessment of building components, inspections are usually carried out by visual 
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assessment for Australian councils. Therefore, although the higher the number of condition 
scales, the higher the reliability of the analysis, the limitations of visual assessment cannot 
ensure the accuracy of the assessments.  
Clear definition of each condition scale for visual inspection is an important part of a 
condition inspection manual. Figure 5-2 shows an example of defining condition scales in a 
5-scale condition rating format.   
  
Figure 5-2: Condition rating description example (IIMM, 2006) 
Another example of a condition rating method used in the BELCAM project for condition 
assessment of roofing membranes is given in Figure 5-3 (Lounis et al., 1999).  
 
 
Figure 5-3: Condition states of roofing membranes (BELCAM Project) 
Where a higher risk is associated with the components being inspected in worst conditions, 
finer condition scales can be used. An example of extended condition scales for an asset is 
given in Figure 5-4.   
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Figure 5-4: Detailed condition rating scales (IIMM, 2006) 
In terms of consistency of the condition data for organisations which have several types of 
assets, a method should be used to convert the condition scales assigned to each asset type to 
a uniform condition rate. Figure 5-5 gives an example of this approach. 
 
Figure 5-5: Condition rating scales for types of assets (IIMM, 2006) 
There may be several information fields to be collected from an asset during the inspection 
process. These data are imported into the asset management system and used for data 
analysis. Figure 5-6 illustrates an example of different fields being included in the data 
inspection template to be collected in asset surveying.  
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Figure 5-6: Data collection fields for building asset – example (IIMM, 2006) 
5.3.1 Fitness for purpose – functionality 
For some assets not only the condition rating will be used for analysis and decision-making, 
but also the quality of the asset to satisfy the expected function of the asset should be taken 
into consideration. For example, the condition of components of a library may need to meet 
different criteria than the components of a sports centre. As another example, if a multi-storey 
car park building has changed its usage to a school, the structural components of the building 
may not need to satisfy the same conditions as previously, because it may need to resist less 
load than it was designed for. Therefore, the fitness for purpose, usage or functionality may 
need other rating scales rather than solely the physical condition of the assets.  
Figure 5-7 illustrates a conceptual approach to combining and weighting performance in 
public housing. 
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Figure 5-7: Condition and performance consideration for housing (IIMM, 2006) 
 
5.4 Current Practice 
 
As mentioned earlier, according to NAMS (2009), the most commonly adopted condition 
rating system across many asset classes is the basic 1 to 5 scale, where condition 1 is very 
good or as new and condition 5 is very poor and approaching being unserviceable. However, 
other types of condition rating classifications are used in the industry, and specifically in 
condition inspections of the partner councils of this research projects. As stated earlier,    
there is no single answer for condition rating scales and it is appropriate to use whichever 
rating system works for a particular organisation (NAMS, 2009).   
Table 5-2 shows a typical 1 to 5 condition rating with descriptions to be used in building 
condition inspections. Undoubtedly, the linguistic terms used in the descriptions could be 
interpreted differently by inspectors. As a result of this subjectivity of inspection results, 
some councils have used a more quantitative approach using the percentage of remaining life 
of the asset (see Table 5-3). In some condition manuals, to enable better identification of the 
condition ratings, sample picturea are provided to assist the inspector. Some sample pictures 
are given in Figure 5-10.   
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Condition Rating Description 
1 - Excellent 
Element is in as new condition and appearance.  
No defects. 
The element meets all current requirements.  
2 –Good 
Element is functional. 
Minor defects - displays superficial wear and tear only.  
Some deterioration to finishes. 
3 - Average 
Element is functional. 
Shows signs of moderate wear & tear.  
Has deteriorating conditions that will need attention. 
4 – Poor 
Element functionality is reduced.  
Element has significant defects affecting major components or 
components fail frequently. 
Badly deteriorated. 
Potential impact on operational functions and/or may lead to 
health and safety concerns 
5 – Failed 
Element has failed or not functional. 
Unacceptable or unsafe condition for occupancy or normal use. 
Not viable. 
Immediate attention is needed in order to ensure continued 
access, use and safety to users. 
Table 5-2: Typical condition rating example 
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Condition 
Rating 
Description Action 
Residual Life 
(i.e. estimated % 
Asset Design Life 
Remaining)* 
1 - Excellent Asset is as new  
No additional 
maintenance required 
95% 
2 –Good 
Asset is functional and displays 
superficial defects only  
Minor maintenance 
intervention required.  
75% 
No component 
replacement required. 
3 - Average 
Asset is functional  but shows 
signs of  moderate wear & tear  
Minor maintenance 
intervention and/or minor 
component replacement 
required 
45% 
4 – Poor 
Asset functionality is reduced. 
Asset has significant defects 
affecting major components 
Significant ongoing 
maintenance intervention 
or major component or 
asset replacement 
required 
20% 
5 – Failed Asset is not functional 
Asset requires 
decommissioning and/or 
replacement  
5% 
Table 5-3: Condition rating scales considering actions and remaining life 
In some cases, a three-rating scale of the conditions is used for condition assessments of 
building components (see Figure 5-8). 
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Figure 5-8: Three-scale condition rating 
An example of a more detailed (1-10) condition rating description with associated cost of 
maintenance for components of buildings is given in Figure 5-9.  
 
Condition Description 
1 A near-new asset with no visible signs of deterioration often moved to condition 
1 based upon the time since construction rather than observed condition decline. 
2 An asset in excellent overall condition. There would be only very slight 
condition decline but it would be obvious that the asset was no longer in new 
condition. 
3 An asset in very good overall condition but with some early stages of 
deterioration evident, but the deterioration still minor in nature and causing no 
serviceability problems. 
4 An asset in good overall condition but with some obvious deterioration evident, 
serviceability would be impaired very slightly. 
5 An asset in fair overall condition deterioration in condition would be obvious 
and there would be some serviceability loss. 
6 An asset in Fair to poor overall condition. The condition deterioration would be 
quite obvious. Asset serviceability would now be affected and maintenance cost 
would be rising. 
7 An asset in poor overall condition deterioration would be quite severe and would 
be starting to limit the serviceability of the asset. Maintenance cost would be 
high. 
8 An asset in very poor overall condition with serviceability now being heavily 
impacted upon by the poor condition. Maintenance cost would be very high and 
the asset would at a point where it needed to be rehabilitated. 
9 An asset in extremely poor condition with severe serviceability problems and 
needing rehabilitation immediately. Could also be a risk to remain in service. 
10 An asset that has failed is no longer serviceable and should not remain in 
service. There would be an extreme risk in leaving the asset in service. 
Figure 5-9: 1-10 condition rating scales 
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Figure 5-10: Condition assessment – sample pictures 
Table 5-4 shows another viewpoint on condition rating which considers a timeline for routine 
and major maintenance activities on the components of buildings.  
 
Condition Ratings Framework 
Level 1-Component meets all current requirements and will only require routine maintenance 
over the next 20 years 
Level 2- Present condition of component has no minor deficiencies is performing well and 
will require only routine/average maintenance over the next 10 to 20 years. 
Level 3- Component is marginally acceptable for intended use but has deteriorating 
conditions that will need to be addressed within the next 6 to 10 years. 
Level 4- Component has general to extensive deficiencies that impact on operational 
functions and/or may lead to health and safety concerns 
Level 5- Component has general to unacceptable or unsafe condition requiring immediate 
attention in order to ensure continued access, use and safety to users. 
Table 5-4: Condition rating descriptions using timeline for maintenance 
Some organisations adopt 1 to 6 rating scales for some of their special assets. In this method, 
a 1 to 5 condition scale as discussed before is used, and condition 6 means that the asset has 
96 
 
already failed and does not exist. Where condition 5 for some assets in organisations means 
that the asset may fail within the next 2-5 years, the definition of condition 6 helps identify 
assets which need urgent consideration.  
 
5.5 Condition Aggregation 
 
While detailed condition data for each component is necessary for the preparation of detailed 
operation, maintenance and/or replacement plans, for higher-level strategic management of 
buildings the overall condition of grouped components is often required. According to 
(Straub, 2006), condition aggregation is used for not only setting condition targets for assets, 
but also benchmarking the building stock. Benchmarking is becoming a popular system for 
asset owners or authorities when outsourcing operations and maintenance of the assets is 
desirable for the organisation. Therefore, the contract for outsourcing can specify and include 
the expected condition and performance during and at the end of the tenure of the contract. 
Furthermore, the aggregated condition of buildings could be used in the generalisation, 
indexing and standardisation of data in maintenance and asset management to achieve 
consistency across different organisations. 
Different approaches can be used in aggregation of conditions for elements. The simplest 
method is using an arithmetic mean of the condition of the components. Although this 
method can be easily applied, the reliability of the outcome is unknown. This concern is a 
result of averaging the conditions of different components which may not have the same 
importance. For example, if the condition of the paint on a building is 5 (on a scale of 1 to 5, 
1 being as new and 5 being very poor condition) and the condition of the structure is 1, the 
average condition is 3. In this case, condition 3 may not be an appropriate aggregated 
condition for a maintenance or asset manager to make a decision about the building. 
Therefore, for considering the importance of components, the weighted average of the 
components may be used. However, the challenge of introducing appropriate weightings for 
components remains. Several methods have been introduced for weighting assignment of 
building components. Weighting can be assigned to the building components in relation to 
the cost of the component. In this method, the relative cost of different components can be 
used in the weighting identification of elements. These weightings are often specified by 
expert judges in organisations as a result of years of experience and knowledge in building 
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maintenance. However, other methods can be used in quantifying the weightings.  Table 5-5 
shows an example of this method used by one of the industry partners of the project for 
condition aggregation. While the component cost may be a good reference in defining the 
weighting, it may not well represent the relative maintenance cost of elements. On the other 
hand, if relative maintenance cost is used in the weighting of components, this may not be 
used for replacement strategies, where component cost is the key concern. NAMS (2009) has 
defined criticality criteria for building components in its building components guidelines 
(BCG). These criteria can be used for introducing the weightings of the components. The 
Building Component Guidelines categorise the criticality of the components into three 
groups: appearance, consequence of failure and health and safety criteria. Each component is 
given three numbers on a 1 to 5 scale to address the three categories of criticality criteria.   
 
Component % of Overall Building Condition Rating 
BUILDING INTERIOR 30 % 
Internal Walls 8 % 
Floors 8 % 
Ceilings 8 % 
Internal Doors 8 % 
Internal Windows 8 % 
Electrical Hardware 8 % 
HVAC Units 8 % 
Hot Water Units 8 % 
Kitchen Fixtures & Fittings 12 % 
Toilet Fixtures & Fittings 12 % 
Stairs /Ramps 12 % 
BUILDING EXTERIOR 20 % 
External Walls 20% 
External Windows 20% 
External Doors 20% 
Fire Escapes 10% 
Roofs 20% 
Decks & Balconies 5% 
Stairs/ Ramps /Walkways 5% 
BUILDING STRUCTURE 30 % 
Foundations 40 % 
Structural Frame 20 % 
External Walls 20 % 
Roof - Structural Elements 15 % 
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Chimneys/ Flues 5% 
BUILDING SERVICES 20 % 
Hydraulics System 11% 
Electrical System 11% 
Lifts/ Escalators 1 % 
Emergency Power 11% 
Heating System 11% 
Fire Protection System 11% 
Security System 11% 
HVAC 11% 
Drainage  11% 
Sewage/ Waste System 11% 
Table 5-5: Weightings for condition aggregation of buildings (Council #1) 
5.5.1 Proposed method for condition aggregation 
The method suggested in this section is a risk-based method for condition aggregation of 
components. In this method each component is given a probability of failure, based on its 
condition and the associated deterioration curve. On the other hand, each component is 
assigned a relative consequence of failure based on the consequence types necessary to the 
business.  
The probability of failure can be calculated based on the deterioration curve, which considers 
the deterioration trend and the useful life of the element.  An example is given in the 
following to explain the method. Figure 5-11 illustrates a straight-line deterioration trend for 
a component (component 1) with a useful life of 60 years. Similarly, Figure 5-12 shows an 
exponential deterioration curve with 80 years useful life.   
 
 
 
 
Condition 
Age 
(Year) 
1 0 
2 15 
3 30 
4 45 
5 60 
 
Figure 5-11: Linear deterioration example – Component 1 
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Condition 
Age 
(Year) 
1 0 
2 6 
3 14 
4 33 
5 80 
 
Figure 5-12: Exponential deterioration curve example – Component 2 
 
As the above figures show, the shape of the deterioration curves affects the condition 
determination associated with the age. Therefore, the probability of failure associated with 
the conditions should be affected by the deterioration trend. Table 5-6 and Table 5-7 show the 
failure probabilities associated with the age and condition of the two deterioration trends 
explained above.  
Condition 
Age 
(Year) Probability 
1 0 1% 
2 15 25% 
3 30 50% 
4 45 75% 
5 60 99% 
Table 5-6: Probabilities of  linear deterioration 
(component 1) 
Condition 
Age 
(Year) Probability 
1 0 1% 
2 6 7% 
3 14 17% 
4 33 42% 
5 80 99% 
Table 5-7: Probabilities of exponential 
deterioration (component 2) 
 
Determination of the relative consequences for components is dependent on the consequence 
types related to the business. These may include replacement cost, sustainability-related cost 
maintenance cost, cost of injury to the users, loss of profit and loss of reputation etc.; as a rule 
of thumb, the consequence cost can be measured as the cost incurred to rectify the failure 
event. When these consequences are defined for each element, the elements need to have an 
aggregated condition, which will be given a relative consequence rate. In the example, if the 
consequence of failure of component 1 is $50,000 and the consequence of failure for 
component 2 is $30,000, the relative consequence of 5 and 3 could be given to components1 
and 2 respectively.  
Assume that the condition assessment of component 1 and component 2 is given in Table 5-8.  
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Component Condition 
Component 1  2 
Component 2 4 
Table 5-8: Condition assessment result - example 
Hence, the probability of failure according to Table 5-6 will be 25%. Similarly, the 
probability of failure for component 2 is 42% (Table 5-7). To calculate the aggregated 
probability of failure a weighted average is used where the relative consequences are used as 
weights. Therefore,  
 
(       )    (       )
     
     
 
To assign a proper condition to the probability of failure the deterioration curve of the 
component type is used to map the condition. Note that the component type is the next higher 
level of the component. For example, if the components are floors, walls, etc., the component 
type is superstructure. Another example is when the components are superstructure, services, 
substructure, etc., the component type is the building.  
In our example, if the component type has a linear deterioration trend with 90 years of useful 
life, Figure 5-13 shows the result.  
 
 
Condition 
Age 
(Year) Probability 
1 0 1% 
2 22.5 25% 
3 45 50% 
4 67.5 75% 
5 90 99% 
 
Figure 5-13: Component type deterioration and probabilities 
As a result of mapping the aggregated probability with the component type’s properties, the 
aggregated condition will be 2.  
The same method can be applied for condition aggregation of different buildings. Building 
importance rating, which has been suggested for determining building criticality, is discussed 
in NAMS (2009). These building importance ratings are similarly associated with the 
consequence of building failure.  
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5.6 Summary 
 
Although there are many different methods for condition assessment of building components, 
it is suggested that asset managers should consider establishing an appropriate condition 
assessment method to best suit their organisation. This is suggested for two reasons. Firstly, 
the outcome of the condition assessment will affect the analysis process and consequently 
decision-making practice. Secondly, the establishment of an appropriate condition assessment 
process will result in the use of the method for several consecutive years in the organisation, 
thus ensuring consistency of the data and outcomes. Therefore, tracking back the information 
in an asset management system will be consistently justifiable and readily available.  
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Appendix 2 shows a sample condition assessment specification prepared for the research 
project.   
Detailed condition data for each component are often collected during building condition 
assessments, while for higher-level strategic management of buildings the overall condition 
of grouped components is desirable. A method of risk-based condition aggregation has been 
explained. The probabilities of failure which affect the condition aggregation process will be 
discussed further in Chapter 6.  
The outcomes of the work presented in this chapter can be summarised as follows: 
1) A hierarchical structure is proposed to define community buildings as 
infrastructure systems which can be broken down in components in different 
levels of detail; 
2) A condition rating system of scale of 1-5 is proposed for condition monitoring of 
building components; 
3) A new method of condition aggregation is proposed to deliver higher-level (less 
detail in hierarchical structure) condition information and to facilitate decision-
making at network level.  
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6 DETERIORATION PREDICTION 
 
6.1 Introduction 
 
To implement a suitable strategic asset management plan enabling a proactive maintenance 
and rehabilitation regime, a reliable approach to the prediction of the condition states of 
assets is essential. As mentioned in the conceptual framework of the infrastructure 
management process, deterioration prediction enables the asset owner to achieve the cost 
forecast from condition data collected during inspections. This will ensure that the future 
condition of assets as well as the associated service level criteria for intervention 
requirements and timing are predictable. As mentioned in Chapter 2 and Chapter 3 (the 
literature review and the research methodology chapters), a conventional deterministic 
method for predicting the deterioration may not represent the stochastic nature of 
deterioration when dealing with large numbers of buildings, elements and factors affecting 
the degradation trend.   
As described in the research methodology chapter, the stochastic method of the Markov 
Chain process using a discrete data set has been chosen in the research to represent the 
deterioration tendency of community building components.  According to Morcous et al. 
(2002b), the Markov chain theory is still the most frequently used method in many statistical 
models. Simulating the degradation process is a complex but necessary task. This process is 
probabilistic in nature due to the uncertain environmental factors influencing assets over the 
duration of their service life and the variability among each asset. Hence it is desirable to 
simulate and predict this process in the framework of stochastic models. However, the 
validation and parameter identification of a stochastic model depends on the availability and 
format of data, either from controlled experiments or field tests (Zhang and Augenbroe, 
2005) . According to Madanat and Ibrahim (1995), Markovian transition probabilities have 
been used extensively in the field of infrastructure management to provide forecasts of 
facility conditions.  
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6.2 Markov Process Application 
 
A Markov Chain is a memory-less process in which, once calibrated and the transition matrix 
is defined, the next state is dependent only on the present state.    
In deterioration modelling the attributes of a model randomly change over time. A Markov 
chain is a probability model, which has a finite state, for describing a certain type of 
stochastic process that moves in a sequence of phases through discrete points in time 
according to fixed probabilities (Sharabah et al., 2006). A Markov chain has a stationary 
stochastic matrix and uses an initial probability distribution matrix as a function defining the 
deterioration process. The Markov matrix used in the research is right stochastic with row 
vectors summing up to 1. The process is stochastic as it changes over time in a probabilistic 
and uncertain manner. In a Markov process the probability of one random variable only 
depends on the previous variable in the sequence. Therefore, in a Markov chain future states 
are dependent only on the present state and independent from any state before the present 
state. Each Markov chain consists of an initial distribution matrix and a transition matrix. The 
initial distribution matrix is the resultant of inspected condition data. The transition matrix 
consists of a set of finite sets of states represented in rows and columns S (1,2,3….n ) and  
probabilities Pij to move from state i to state j in one time interval. In this research, a discrete-
time Markov chain has been used on the assumption of discrete input data i.e. discrete time 
intervals and discrete states (conditions).  
The properties of the Markov model used in the study are as follows: 
 A first order stationary (time-homogeneous) Markov chain has been used due to the 
availability of the data provided in the research;  
 (       |     )   (     |       ) 
 A right stochastic transition matrix which is an upper triangular matrix or a right 
triangular matrix that represents the deterioration trend; 
 Irreversible Markov Chain as per the deterioration nature and separating the 
maintenance from the degradation process;  
 (       |     )   (       |     ) 
 The transition matrices have the absorbing state of 5 which has been defined as the 
worst condition;  
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In other words: 
 (    )                   ⃗ 
    ⃗⃗⃗ ⃗    
                                        
where   ⃗⃗⃗ ⃗                                   
The first step in using Markov Chain modelling is evaluating the condition of building 
elements (Sharabah et al., 2007). A typical rating where 1 represents best condition and 5 
represents the worst is shown in Table 6-1.  
Rating Component  Condition Condition Description 
1 Very Good Condition The element is as new  
2 Good Condition The element is sound; Minor damage, Minor maintenance 
required 
3 Moderate Condition Moderate damage; Moderate maintenance required 
4 Poor Condition Major damage; Major maintenance required  
5 Very Poor Condition Serious damage; Element should be replaced  
Table 6-1: Condition Rating Scale 
 
Although the deterioration processes evolves over continuous time, for simplicity, discrete 
time steps represent these processes. As discussed in Chapter 5, the current condition 
inspection for buildings is conducted using a discrete data collection method. Hence, in this 
research a discrete time Markov Chain will be considered as a model for predicting the life 
cycle of building elements.  
 
6.2.1 Discrete Time Markov Chain 
 
According to Sharabah et al. (2006) a discrete time Markov Chain is a finite-state stochastic 
process in which the defining random variables are observed at discrete points in time. If an 
element is in state “i”, there is a fixed probability, Pij of it going into state j after the next time 
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step. Pij is called a “transition probability”. The matrix P whose ij
th
 entry is Pij is called the 
transition matrix. The transition matrix consists of a set of finite sets of state S (1,2,3….n ) 
and a probability pij   to pass from state i to state j in one time step t.  In a Markov Chain pij 
should satisfy the two following conditions:  
pij       0, 

j
 pi j     1 
This means if an element is in state i, there is a (Pii) probability that this element will stay in 
state i, and (1- Pii ) probability that it will move to the next state j.  
Present state at time t is i: Xt = i 
Next state at time t + 1 is j: Xt+1 = j 
Conditional probability statement of Markovian property: 
 Pr{Xt+1 = j | X0 = k0, X1 = k1,…,Xt = i} = Pr{Xt+1 = j | Xt = i}  
Discrete time means t  T = {0, 1, 2, . . . } 
 
Figure 6-1: Transition Relations 
 
Figure 6-2: Transition Matrix 
 
Figure 6-2 shows a typical transition matrix using a 5-scale condition rating system, and 
Figure 6-1 illustrates the probability transition relations of the Markov transition matrix 
shown in Figure 6-2. The probability of an element being in a given state at a given point in 
time can then be depicted by the set of curves shown in Section 6.3. 
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The Chapman-Kolmogorov theorem, which uses the joint probability theory for the proof, 
states the Markov chain progress over time. Using a bivariate discrete distribution, which is 
the case in the data available for building conditions, the Chapman-Kolmogorov equation 
suggests the following for the n
th
 step transition matrix.  
 ( )     
This results from: 
   
(   )
 ∑    
( )
   
( )
   
 
For a Markov chain with a state space of S.  
 
Sharabah (2006) introduced an initial distribution ‘v’ as a single row matrix representing the 
number of elements in each state. In a Markov chain after one time step the new distribution 
will be the result of multiplying initial distribution v by the transition matrix P.   
Distribution After 1 Step:   vP 
The distribution one step later, obtained by again multiplying by P, is given by (vP)P = vP
2
.` 
Therefore distribution after 2 Steps =  vP
2
 
Similarly, the distribution after n steps can be obtained by vP
n
 
P
n
 is the n-step transition matrix. This means that the ij
th
 entry in P
n
 is the probability that the 
system will pass from state i to state j in n steps.  
Although in the following chapters the implementation of the Markovian probabilities for 
prediction of deterioration will be discussed, for a proper flow of the process the following 
shows the concept of generating a decision-making process incorporating a probabilistic 
deterioration prediction method (ie. Markov chain).  
 
6.2.2 Prediction of the future cost 
 
To predict the future cost of elements, we can categorize the costs into two associated costs: 
inspection cost, and element repair or replacement cost, when the element condition changes 
from one state to another.  
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Inspection cost can be represented by an m-dimensional column vector  
 
 
where, 
Each component is associated with the cost of state i; 
m is the number of condition states.   
The cost of a transition is embodied in the m  m matrix    
 
where each component specifies the cost of going from state i to state j in a single step.  
Expected cost of being in state i, (Jensen and Bard, 2003) is given by: 
 
 
where 
ija
p is the probability of maintenance action. 
 
6.2.3 Building weights 
 
For integration of the Markov chain into a decision making process, the building weighting 
method suggested by Zhang and Augenbroe (2005) can be implemented. These researchers 
divide the building network (N) into each individual building (b) then divide the building into 
its constituting system(s) which is (are) dependent on its components(c). Finally they divide 
the component into elements (e). They suggest that the overall performance of a building 
network is eventually dependent on the performance of all the buildings elements. For each 
element there is a composite measure (w) of key factors (distress, structural capacity, 
safety……… (Hudson et al., 1997). Then they multiply these weights by assigning values for 
these factors (v). The result will provide a conditions index for this element bsce
tCI .   
bsce
tCI = Σ W*V 
The overall building network weight is  
 TSS2S1S ,...,, mcccC
 RR ijcC
ija
m
j
ijii pccc 


1
RS
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
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According to Zhang and Augenbroe (2005) there are four allowable management actions that 
can be taken for each element in any state ( a1=replacement, a2=major repair, a3= minor 
repair, a4=no action).  
The decision-making will be discussed further in the following chapters. However, the above 
section indicates the importance of the transition matrices used for determining the 
deterioration process. Since the Markov transition matrices affect the decision-making 
process, the significance of careful definition of Markovian properties is clearly evident. 
Therefore, the following section explains the methods used in calibration of Markov matrices.    
 
6.3 Model Calibration Process 
 
In some industries the transient probabilities of the Markov chain for deterioration prediction 
have been calibrated using expert judgments. Where not enough data are available for 
calibration, engineering judgment on the definition of Markov matrices would be the best 
guess for forecasting the future condition of an element.  However, when sets of inspection 
data are available, the calibration process determines the elements of the transition matrices 
using the data sets and mathematical approaches. Since this research project has 6 Victorian 
councils as project partners, the data collected by the councils were used for identifying the 
transition matrices’ elements.  
In this research project,  for the calibration of the Markovian transition matrices four methods 
have been used. The percentage prediction method was used initially for the data set, in 
which two consecutive sets of data on the same components were acquired. Secondly, a 
regression-based optimization method was utilized on the same data. The third approach for 
calibration of Markov matrices was the non-linear optimization method, which showed a 
more advanced and flexible calibration method with fewer assumptions in the deterioration 
progression process. Since the non-linear optimization technique needs an iterative process 
for calibration of Markovian transient probabilities (ie. 14 correlated variables need to be 
optimized for a 5 condition scale Markov matrix), different convergence algorithms were 
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used to achieve the best results. Finally, an evolutionary technique has been generated and is 
proposed as a modified version of the non-linear optimization method with a genetic 
algorithm convergence approach. This method has been named the Direct Absolute Value 
Difference – Genetic Algorithm. It was noted that different methods of calibration provide 
different values for elements of transition matrices. During the validation process, the 
accuracy of the methods was compared and the best approach is proposed.    
The following briefly describes the calibration and convergence techniques used in the 
research, illustrating examples of developing models and the results. The rest of the 
calibration and results are given in Appendix 5. 
6.3.1 Percentage prediction method 
The percentage prediction method is the first method used for calibration of transition 
matrices using the building condition inspection data sets. The following describes an 
example of the process for data collection, and the preparation and calibration of the 
Markovian transition matrix. 
 The data used in this case study are condition data on walls in different rooms of buildings. 
Five different room functions were selected for this study: external walls, entrance foyer 
walls, kitchen walls, office/admin walls and verandah walls. Some modifications have been 
done on the input data including the elimination of outliers and the omission of elements for 
which maintenance or rehabilitation was identified.  
According to Howard et al. (2006), the age of elements can be calculated by the following 
equation: 
Useful life = Age + Remaining life  
Changes in elements’ conditions are assumed such that in each time step the condition either 
stays the same or moves to the next condition. For example, if the element is in condition 2, 
in the next stage it can either stay the same (2
nd
 condition) or move to the next condition (3
rd
 
condition). The process of calibration and derivation of the transition matrices and their 
consequent probability curves are given in the following. The percentage prediction method 
is quite straightforward. The input data can be obtained by adding up areas of observed walls 
in each condition. Then, the percentage of each condition is calculated by dividing the 
identified wall area by the total area of walls in each inspection. Table 6-2 & Table 6-3 
illustrate the data. 
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  1st inspection 2nd Inspection 
Wall Function C1 
(m2) 
C2 
(m2) 
C3 
(m2) 
C4 
(m2) 
C5 
(m2) 
C1 
(m2) 
C2 
(m2) 
C3 
(m2) 
C4 
(m2) 
C5 
(m2) 
External  0 3332 4896 0 0 0 488 3828 4217 0 
Entrance Foyer 0 114 121 0 0 0 70 163 60 0 
Kitchen 2308 127 0 0 0 596 774 46 0 0 
Office/Admin 0 0 419 118 0 0 0 41 191 65 
Verandah 347 81 0 0 0 113 124 34 0 0 
     Table 6-2: Areas of walls in each condition  
 
  1st inspection 2nd Inspection 
Wall Function %C1 %C2 %C3 %C
4 
%C
5 
%C
1 
%C
2 
%C
3 
%C
4 
%C
5 
External  0.00 40.50 59.50 0.00 0.00 0.00 5.72 44.8
6 
49.4
2 
0.00 
Entrance 
Foyer 
0.00 48.51 51.49 0.00 0.00 0.00 23.8
9 
55.6
3 
20.4
8 
0.00 
Kitchen 94.78 5.22 0.00 0.00 0.00 42.0
9 
54.6
6 
3.25 0.00 0.00 
Office/Admin 0.00 0.00 78.03 21.9
7 
0.00 0.00 0.00 13.8
0 
64.3
1 
21.8
9 
Verandah 81.07 18.93 0.00 0.00 0.00 41.7
0 
45.7
6 
12.5
5 
0.00 0.00 
SUM 175.8
6 
113.1
5 
189.0
2 
21.9
7 
0.00           
Table 6-3: Percentage in each condition 
The probability ‘Pij ’ of transition in element condition from state ‘i’ to state ‘j’ can be 
estimated using the following equation (Jiang et al., 1988): 
Pij  = nij  / ni 
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where 
‘nij’  is the number of transitions from state ‘i’  to state ‘j’ within a given time period  
‘ni’ is the total number of elements in state ‘i’ before the transition. 
Hence, the transition percentage of walls is calculated as follows (Table 6-4):  
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Wall Function 1-1 1-2 1-3 1-4 1-5 2-2 2-3 2-4 2-5 3-3 3-4 3-5 4-4 4-5 5-5 SUM 
External  0.00 0.00 0.00 0.00 0.00 5.72 34.78 0.00 0.00 10.08 49.42 0.00 0.00 0.00 0.00 100.0 
Entrance Foyer 0.00 0.00 0.00 0.00 0.00 23.89 24.62 0.00 0.00 31.03 20.48 0.00 0.00 0.00 0.00 100.0 
Kitchen 42.09 52.69 0.00 0.00 0.00 1.97 3.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.0 
Office/Admin 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 13.80 64.23 0.00 0.08 21.89 0.00 100.0 
Verandah 41.70 39.37 0.00 0.00 0.00 6.38 12.55 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.0 
SUM 83.79 92.06 0.00 0.00 0.00 37.96 75.20 0.00 0.00 54.91 134.13 0.00 0.08 21.89 0.00   
Table 6-4: Percentage of transition for wall elements 
 
Therefore, the transition matrix using the defined formula is obtained as follows (Table 6-5): 
 
  State1 State2 State3 State4 State5 
State1 0.476 0.523 0.000 0.000 0.000 
State2 0.000 0.336 0.665 0.000 0.000 
State3 0.000 0.000 0.290 0.710 0.000 
State4 0.000 0.000 0.000 0.004 0.996 
State5 0.000 0.000 0.000 0.000 1.000 
Table 6-5: Transition matrix using the percentage prediction method 
114 
 
 
Consequently, the transient probabilities can be calculated, assuming that the initial state is 1 
0 0 0 0, which means in year 0 all walls are in condition 1 (Table 6-6). The consequent 
transition probability curves are depicted in Figure 6-3. 
 
Year State1 State2 State3 State4 State5 
0 1.000 0.000 0.000 0.000 0.000 
5 0.476 0.523 0.000 0.000 0.000 
10 0.227 0.425 0.348 0.000 0.000 
15 0.108 0.261 0.384 0.247 0.000 
20 0.052 0.144 0.285 0.273 0.246 
25 0.025 0.075 0.179 0.203 0.518 
30 0.012 0.038 0.102 0.128 0.721 
35 0.006 0.019 0.055 0.073 0.848 
40 0.003 0.009 0.029 0.039 0.920 
45 0.001 0.004 0.014 0.020 0.959 
50 0.001 0.002 0.007 0.010 0.980 
55 0.000 0.001 0.004 0.005 0.990 
60 0.000 0.001 0.002 0.003 0.995 
65 0.000 0.000 0.001 0.001 0.998 
70 0.000 0.000 0.000 0.001 0.999 
75 0.000 0.000 0.000 0.000 1.000 
Table 6-6: Transient probabilities calculated using the percentage prediction method 
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Figure 6-3: Transient probability curves obtained from the percentage prediction method 
 
6.3.2 Regression-based Optimization method 
As mentioned in Chapter 2, Madanat et al. (1995) explains the regression-based optimisation 
method as a process that uses a non-linear optimisation function to minimize the sum of 
absolute differences between the regression curve, that best fits the condition data, and the 
conditions predicted using the adopted Markov chain model. The objective function and the 
constraints of this optimisation problem can be formulated as follows (Madanat et al., 1995): 
 
Minimize    

N
1n
|Yn (t) – E (tn , P ) | 
Subject to    0 ≤ Pij ≤ 1  for i,j =1,2,….,k 


k
i 1
Pij =1 
 
where 
 ‘N’  is  total number of facilities; 
 ‘Yn (t)’  is expected value of facility ‘n’ at age ‘t’ using the regression model; 
 ‘P’ is transition probability matrix; 
 ‘Pij ‘ is probability of transition from state ‘i’  to state ‘j’; 
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‘E (tn , P)’ is expected condition of facility ‘n’ at age ‘t’ using the transition 
probability matrix ‘P’; 
 ‘k’ is maximum value for the condition rating. 
 
The regression curve (Figure 6-4), transition matrix (Table 6-7) and transient probabilities 
(Figure 6-5) are illustrated in the following figures and table: 
 
Figure 6-4: Exponential Regression line Yn 
 
  State1 State2 State3 State4 State5 SUM 
State1 0.680 0.320 0.000 0.000 0.000 1 
State2 0.000 0.580 0.420 0.000 0.000 1 
State3 0.000 0.000 0.406 0.594 0.000 1 
State4 0.000 0.000 0.000 0.004 0.996 1 
State5 0.000 0.000 0.000 0.000 1.000 1 
Table 6-7: Transition Matrix – Regression Method 
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Figure 6-5: Transient Probabilities – Regression Method 
 
6.3.3 Non-linear Optimization method 
 
Non-linear optimisation technique based on the Bayesian Markov chain Monte Carlo 
Simulation method has been used in Tran (2007) to calibrate the Markov model for 
stormwater pipes. The Bayesian approach was used to estimate the probabilities from its 
posterior distribution for calibrating process of the Markov models which concluded in 
generating the transition probabilities. This prior and posterior distribution relationships are 
shown in the following equation:  
     PMPYLMYP 0,,    
where 
  is Markov model  
 YP  is the posterior distribution of Pij 
 MPYL ,  is the likelihood to observe a set Y of component conditions  
Y= nyyyy ...,........., 3,21 , where n is the number of components in the sample 
 P0  is the prior distribution of Pij 
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6.3.4 Data collection and implementation for Non-linear techniques 
 
This section presents data preparation and modifications and the assumptions made to 
customise the data for application of the non-linear optimization technique and the direct 
absolute value difference technique. The modelling assumptions and the implementation of 
the non-linear optimization technique and the direct absolute value difference technique in 
accordance with calibration of the Markov transition probabilities and acquiring the 
prediction scheme are also presented.  
The data used in this study, provided by one of the partner councils, were sourced from two 
condition data sets collected in 2007 and 2009. Analyses of two major hierarchical elements, 
superstructure and services, are presented in this section. The rest of the transition matrices 
and the tables are given in Appendix 5. The major component group of superstructure 
comprises ceiling, external doors, external walls, internal doors, internal screens, internal 
walls, roof, stairs, upper floors, veranda post and windows; and services consists of electrical, 
ESM, fire, mechanical and plumbing services.  
Some modifications have been made to the input data from 203 buildings, including not only 
the elimination of outliers and the removal of inconsistent and incomplete data, but also the 
omission of elements on which maintenance and/or rehabilitation were identified as being 
required.  
According to Howard et al. (2006), the age of elements can be calculated by the following 
equation, and ages have therefore been calculated accordingly: 
Useful life = Age + Remaining life 
The age consistencies were checked and verified using two different data sets. As a result, 
data of 167 buildings were shown to be reliable for initial analysis. 
The condition monitoring plan adopted for data collection considered 11 condition states 
(from 0 to 10), where 0 is considered as new condition and 10 represents very bad or a failing 
condition. Figure 6-6 and Figure 6-7 show the percentage of data concentrated in different 
condition stages (Mohseni et al., 2011c).  Figure 6-6 and Figure 6-7 were generated from 
1196 and 652 superstructure and services elements inspected.  
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Figure 6-6: Superstructure – Data Concentration 
 
Figure 6-7: Services – Data Concentration 
Two major observations can be made from the data concentration graphs. Firstly, the data 
sets have a very small number of elements in good condition stages and secondly, the major 
concentration of the data is in the mid-condition stages with the maximum number of data 
being on the fifth condition stage. Since the buildings inspected aged from 8 to 82 years, a 
question is raised about the accuracy of the data. One possible hypothesis is that the 
uncertainty of the inspectors and/or the condition rating guidelines used in rating elements led 
to most data being concentrated in the mid-condition rates. 
In order to use the data for the calibration of the transition matrices and the Markov chain 
generation for acquiring transient probabilities, the 0 to 10 condition states were consolidated 
into 1 to 5 condition states. This procedure was implemented after consultation with the local 
councils, which are the partners of this research project. Consequently, element conditions 
were adjusted as shown in Table 6-8. 
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Consolidated 
Condition 
State 
Collected 
Condition 
State 
1 0&1 
2 2&3 
3 4,5&6 
4 7&8 
5 9&10 
Table 6-8: Condition Conversion Table 
 
6.3.5 Deriving Transition Matrices from condition data - Non-linear Optimization 
technique  
 
In the work published by Tran (2007), the prior distribution  P0  was arbitrarily chosen as a 
uniform distribution in the interval  1,0  since there was no available knowledge about the 
proper initial distribution of Pij. The posterior distribution  YP  is proportional to the 
likelihood function  MPYL , . In Tran’s (2007) study using joint probability theory, the 
likelihood to observe set of element conditions (Y) is expressed in Equation 4, which for 
faster computing has been transformed into the logarithmic format as given in Equation 5. 
   
t
iNT
t i
t
iCMPYL 
 

1
5
1
, . 
Equation 4 
 
log     ti
T
t i
t
i CNMPYL log,
1
5
1

 
  
Equation 5: Chapman-Kolmogorov formula 
 
where 
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 t  is the component age in years 
  T is the largest age found in the dataset 
 
t
iN  is the number of components in condition i at year t 
t
iC   is the probability in condition i at year t and can be computed by equation 
derived from the Chapman-Kolmogorov formula (Ranjith, 2010) 
If the initial condition state at year 0 is expressed by  05040302010 ,,,, CCCCCC  , one of the five 
condition states at year t can be computed using the equation below:  
(  
    
    
    
    
 )  (  
    
    
    
    
 ) 
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     ]
 
 
 
 
 
Equation 6 
where  
t
iC  is the probability of being in the condition state i at year t 
 0
iC  is the probability of being in the condition state i at year 0 
1
5
1

i
t
iC  t= 0, 1, 2, 3, 4…… 
For calibrating the transition matrices described an iterative stochastic computational process 
is needed for optimization of the non-linear calibration technique. A genetic algorithm (GA) 
with Monte Carlo sampling technique is described in the following section.  
 
6.3.6 Monte Carlo simulation, sampling & Genetic Algorithm 
 
In this section Monte Carlo sampling and simulation and the genetic algorithm are briefly 
introduced.  
Monte Carlo (MC) simulation is a wide-ranging method to compute statistical characteristics 
of an output function utilizing a large number of iterations for its random variables. MC 
simulation has been successfully used for parameter estimation by many researchers, 
including Zhang and Guay (2002); Marshall, (2003); Aggarwal and Carrayrou, (2006).  
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MC simulation is a technique which can be used to numerically represent a physical problem 
based on deterministic and probabilistic models. This is achievable by utilising random 
numbers generated on the basis of the probable distribution of parameters as inputs. Monte 
Carlo sampling relies on repeated random numbers generated according to the defined 
statistical characteristic of the input variables. Where Latin hypercube uses a stratified 
random sampling over the distribution range of an input, Monte Carlo sampling uses 
randomization across the whole probability density function. MC simulation has a limitation; 
it needs a large number of numerical values to find the proper solution. Hence, this technique 
is computationally expensive and demanding for forward models. However, when the 
forward model has an analytical solution, a large number of numerical values can be 
generated very easily, and the MC simulation works well (Kaushal and Abedi, 2012). 
Therefore, often MC needs more iterations and computations for convergence of highly-
skewed or long-tailed distributions.    
Evolutionary algorithms (EA), as a subset of artificial intelligence (AI) techniques, is a 
branch of genetic algorithms (GAs). Genetic algorithms are inspired by natural evolution in 
species and their breeding, survival and mutation processes. According to Palisade (2010) the 
first genetic algorithms were developed in the early 1970s by John Holland at the University 
of Michigan. Holland was impressed by the ease with which biological systems could 
perform tasks which eluded even the most powerful super-computers; animals can flawlessly 
recognize objects, understand and translate sounds, and generally navigate through a dynamic 
environment almost instantaneously.  
For calibration of the transition matrices initially a nonlinear generalized reduced gradient 
(GRG) method was used. The tendency of the model to reaching local optima rather than a 
general optimum made the definition of the initial Markov Matrix very sensitive. Therefore, a 
GA with uniformly-distributed transient probabilities which satisfy the general properties of a 
transition matrix was used. Therefore, for each iteration Monte Carlo sampling was 
conducted for the matrix’s transient probabilities for a random initial population. Then, a 
fitness evaluation was carried out. After selecting the fittest parents a crossover was 
generated and the offspring was generated.  This principle is often referred to as “survival of 
the fittest”. Remember that “fittest” is a relative term; an organism only needs to be fit in 
comparison to others in the current population to be “successful” (Palisade, 2010). The 
mutations are applied to the model for not only evolution progress, but also to avoid 
convergence to a local optimum. This GA process in iterative computations reaches the 
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optimized transition matrix, which is identified as the calibrated matrix which represents the 
actual condition data.   
Figures  6-9 and  6-11 illustrate the data tables extracted from the condition data, transition 
matrices, transient probabilities, probability distributions and expected values of condition 
graphs utilizing the above methodology for two element hierarchical categories of the 
superstructure and services elements of buildings.  Individual condition data obtained for all 
superstructure elements were used to derive the transition matrices shown in Figure 6-8. The 
maximum indexes shown in the figures represent the target cell numbers in the optimisation 
process of the convergence method. Whilst the analysis is possible at component level (eg. 
walls, ceiling, doors etc.) to demonstrate the full concept, deterioration curves for 
superstructure and services are presented here. 
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Figure 6-8: Superstructures Data Table & 
Markovian Properties 6-9 
 
Figure 6-10: Services Data Table & Markovian 
Properties 6-11 
 
no. in 
cond.
no. in 
cond.
no. in 
cond.
no. in 
cond.
no. in 
cond.
1 2 3 4 5
5 0 0 0 0 0 0
10 0 8 18 1 0 27
15 0 0 40 9 0 49
20 0 3 42 11 0 56
25 0 0 21 4 0 25
30 0 0 14 19 1 34
35 0 0 67 75 15 157
40 0 4 61 27 0 92
45 10 5 84 77 3 179
50 0 7 86 109 13 215
55 0 0 4 26 3 33
60 0 4 36 14 1 55
65 0 1 59 128 18 206
70 0 0 0 0 0 0
75 0 0 0 0 0 0
80 0 0 27 3 0 30
85 0 0 14 24 0 38
90 0 0 0 0 0 0
95 0 0 0 0 0 0
100 0 0 0 0 0 0
No. of Consistent data 1196
Superstructure - Consolidated Actual numbers 
Table (Age & Condition Consolidation)
Age SUM
no. in 
cond.
no. in 
cond.
no. in 
cond.
no. in 
cond.
no. in 
cond.
1 2 3 4 5
5 0 0 0 0 0 0
10 0 1 10 1 0 12
15 0 0 23 2 0 25
20 0 4 21 4 0 29
25 0 0 13 2 0 15
30 0 0 14 5 0 19
35 0 1 58 27 2 88
40 0 2 32 10 0 44
45 4 2 66 25 0 97
50 0 1 88 35 1 125
55 0 0 7 11 2 20
60 0 2 13 7 3 25
65 0 1 74 36 6 117
70 0 0 0 0 0 0
75 0 0 0 0 0 0
80 0 0 11 2 0 13
85 0 0 19 4 0 23
90 0 0 0 0 0 0
95 0 0 0 0 0 0
100 0 0 0 0 0 0
No. of Consistent data 652
Services - Consolidated Actual numbers Table 
(Age & Condition Consolidation)
Age SUM
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6.3.7 Direct Absolute Value Difference method 
The direct absolute value difference is a modified version of the non-linear optimization 
technique in which with the use of the genetic algorithm convergence method, the transition 
matrix is calibrated. Two issues were observed when using the non-linear optimization 
calibration method. Firstly, although the logarithm function in the algorithm helps smooth the 
probabilities, it may amplify the effect on the probability distributions and distort the process 
of calibration. Secondly, using units of numbers (  
 ) and probabilities (  
 ) in the equation 
with a multiplication function may cause the convergence process to become time-
consuming. In fact, the probabilities, which are the resultants of the calibration iterations, 
have a minor effect on the optimization process. This would lengthen the tuning progress by 
hitting a closely local optimum.  Consequently, for modifying the above method a direct 
absolute value of the difference of probabilities and normalized elements’ proportion was 
considered for the calibration methodology.  
The direct absolute value difference calibration technique is formulated as follows: 
 ( |   )  ∑∑|  
    
 |
 
   
 
   
 
Equation 7 
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Equation 8 
where; 
  is the component age in years 
  is the largest age found in the dataset 
   
  is the number of components in condition I at year t 
  
  is the probability in condition i at year t and can be computed by an equation 
derived from the Chapman-Kolmogorov formula 
If the initial condition state at year 0 is expressed by  05040302010 ,,,, CCCCCC  , one of the five 
condition states at year t can be computed using the equation below:  
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where  
t
iC  is the probability being in the condition state i at year t 
 0
iC  is the probability being in the condition state i at year 0 
1
5
1

i
t
iC  t= 0, 1, 2, 3, 4…… 
 
Therefore, the convergence algorithm minimizes Equation 7 using a genetic algorithm for 
optimization of the transient probabilities of the associated Markov transition matrix.  
Therefore, a genetic algorithm with uniformly-distributed transient probabilities which satisfy 
the general properties of a transition matrix has been used. Hence, for each iteration Monte 
Carlo sampling is conducted for the matrix’s transient probabilities for a random initial 
population. Then, a fitness evaluation is carried out. After selecting the fittest parents a 
crossover is generated and the offspring is generated.  This principle is often referred to as 
“survival of the fittest”. Remember that “fittest” is a relative term; an organism only needs to 
be fit in comparison to others in the current population to be “successful”(Palisade, 2010). 
The mutations are applied to the model for not only evolution progress, but also to avoid 
convergence to a local optimum. This genetic algorithm process in iterative computations 
reaches the optimized transition matrix, which introduces the calibrated matrix with the 
actual condition data.   
The following illustrates the direct absolute value difference calibration method data 
preparation and process for the superstructure elements. 
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Table 6-9: Consolidated actual numbers table (age consolidation) - superstructure 
The above table (Table 6-9) presents the data set used for calibration of the Markov matrix 
for the superstructure elements. As a consequence of lack of sufficient data in each age 
category, the age of the elements has been categorized in multiples of five for improved data 
reliability and convergence. 
Table 6-10 shows the conditions consolidated data as described in Section 6.3.4.  
no. in cond. no. in cond. no. in cond. no. in cond. no. in cond.
no. in 
cond.
no. in cond. no. in cond. no. in cond. no. in cond. no. in cond.
0 1 2 3 4 5 6 7 8 9 10
5 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 1 7 7 11 0 1 0 0 0 27
15 0 0 0 0 1 39 0 7 2 0 0 49
20 0 0 0 3 14 26 2 11 0 0 0 56
25 0 0 0 0 1 20 0 3 1 0 0 25
30 0 0 0 0 3 11 0 15 4 1 0 34
35 0 0 0 0 7 52 8 49 26 13 2 157
40 0 0 0 4 15 34 12 21 6 0 0 92
45 10 0 0 5 20 46 18 61 16 2 1 179
50 0 0 0 7 18 68 0 75 34 13 0 215
55 0 0 0 0 0 3 1 10 16 3 0 33
60 0 0 0 4 14 10 12 10 4 1 0 55
65 0 0 0 1 6 53 0 82 46 12 6 206
70 0 0 0 0 0 0 0 0 0 0 0 0
75 0 0 0 0 0 0 0 0 0 0 0 0
80 0 0 0 0 6 17 4 3 0 0 0 30
85 0 0 0 0 4 10 0 14 10 0 0 38
90 0 0 0 0 0 0 0 0 0 0 0 0
95 0 0 0 0 0 0 0 0 0 0 0 0
100 0 0 0 0 0 0 0 0 0 0 0 0
Consolidated Actual numbers Table (Age Consolidation)
Age SUM
No. of Consistent data 1196
128 
 
 
Table 6-10: Consolidated actual numbers table (age & condition consolidation) – superstructure 
no. in cond. no. in cond. no. in cond. no. in cond. no. in cond.
1 2 3 4 5
5 0 0 0 0 0 0
10 0 8 18 1 0 27
15 0 0 40 9 0 49
20 0 3 42 11 0 56
25 0 0 21 4 0 25
30 0 0 14 19 1 34
35 0 0 67 75 15 157
40 0 4 61 27 0 92
45 10 5 84 77 3 179
50 0 7 86 109 13 215
55 0 0 4 26 3 33
60 0 4 36 14 1 55
65 0 1 59 128 18 206
70 0 0 0 0 0 0
75 0 0 0 0 0 0
80 0 0 27 3 0 30
85 0 0 14 24 0 38
90 0 0 0 0 0 0
95 0 0 0 0 0 0
100 0 0 0 0 0 0
Superstructure - Consolidated Actual numbers Table (Age & Condition 
Consolidation)
Age SUM
No. of Consistent data 1196
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Table 6-11: Consolidated proportion table 
While Table 6-11 presents the data processed using Equation 8, Table 6-12 shows the 
probabilities table, which at the beginning of the optimization represents Markovian 
probabilities based on the initial transition matrix.  
no. in cond. no. in cond. no. in cond. no. in cond. no. in cond.
1 2 3 4 5
5 0 0 0 0 0 0
10 0 0.296296296 0.666666667 0.037037037 0 1
15 0 0 0.816326531 0.183673469 0 1
20 0 0.053571429 0.75 0.196428571 0 1
25 0 0 0.84 0.16 0 1
30 0 0 0.411764706 0.558823529 0.029411765 1
35 0 0 0.426751592 0.477707006 0.095541401 1
40 0 0.043478261 0.663043478 0.293478261 0 1
45 0.055865922 0.027932961 0.469273743 0.430167598 0.016759777 1
50 0 0.03255814 0.4 0.506976744 0.060465116 1
55 0 0 0.121212121 0.787878788 0.090909091 1
60 0 0.072727273 0.654545455 0.254545455 0.018181818 1
65 0 0.004854369 0.286407767 0.621359223 0.087378641 1
70 0 0 0 0 0 0
75 0 0 0 0 0 0
80 0 0 0.9 0.1 0 1
85 0 0 0.368421053 0.631578947 0 1
90 0 0 0 0 0 0
95 0 0 0 0 0 0
100 0 0 0 0 0 0
Superstructure - Consolidated Proportion Table (Age & Condition Consolidation)
Age SUM
No. of Consistent data 14
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Table 6-12: Condition probabilities - superstructure 
Age
Cond. 1 Cond. 2 Cond. 3 Cond. 4 Cond. 5
0-5 1.00 0.00 0.00 0.00 0.00
10 0.57 0.09 0.32 0.02 0.00
15 0.33 0.10 0.48 0.08 0.02
20 0.19 0.08 0.53 0.16 0.04
25 0.11 0.06 0.53 0.23 0.07
30 0.06 0.04 0.50 0.31 0.09
35 0.03 0.03 0.45 0.37 0.11
40 0.02 0.02 0.40 0.43 0.13
45 0.01 0.01 0.35 0.47 0.15
50 0.01 0.01 0.30 0.51 0.16
55 0.00 0.00 0.26 0.55 0.18
60 0.00 0.00 0.22 0.58 0.19
65 0.00 0.00 0.19 0.60 0.20
70 0.00 0.00 0.16 0.62 0.20
75 0.00 0.00 0.14 0.64 0.21
80 0.00 0.00 0.12 0.66 0.21
85 0.00 0.00 0.10 0.67 0.22
90 0.00 0.00 0.08 0.68 0.22
95 0.00 0.00 0.07 0.69 0.23
100 0.00 0.00 0.06 0.69 0.23
Condition Probabilities
(From Consolidated Actual numbers Table (Age 
& Condition Consolidation))
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Table 6-13: Direct Absolute Value Difference method optimization table 
 
Table 6-13 shows the data calculated utilizing Equation 7 for optimization of the absolute 
value direct differences. Finally, Table 6-14 represents the transition matrix calibrated by the 
direct absolute value difference method. Figure 6-12 and Figure 6-13 illustrate the condition 
probabilities and the expected average condition graphs derived from the transition matrix 
calibrated.   
Superstructure - Transition mtrix 
Direct ABS Difference  
Cond. 1 2 3 4 5 Sum 
1 0.57 0.09 0.32 0.02 0.00 1.00 
2 0.00 0.52 0.27 0.17 0.04 1.00 
3 0.00 0.00 0.85 0.11 0.04 1.00 
4 0.00 0.00 0.00 1.00 0.00 1.00 
5 0.00 0.00 0.00 0.00 1.00 1.00 
Table 6-14: Transition matrix  - Direct Absolute Value Difference method - Superstructure 
no. in cond. no. in cond. no. in cond. no. in cond. no. in cond.
1 2 3 4 5
5 1 0 0 0 0 1
10 0.570339131 0.207288654 0.347797616 0.017771878 0.001519016 1.145
15 0.325286725 0.097115107 0.340991182 0.102314247 0.018906117 0.885
20 0.185523748 0.025954088 0.218256909 0.038709791 0.042512286 0.511
25 0.105811453 0.057925797 0.30977108 0.074692188 0.067410554 0.616
30 0.060348412 0.039582779 0.086022323 0.252612549 0.061799288 0.5
35 0.034419061 0.025984129 0.024211402 0.107708045 0.017329777 0.21
40 0.019630537 0.026883514 0.263583648 0.132142446 0.132049138 0.574
45 0.044669858 0.01754401 0.120604637 0.043317512 0.131994646 0.358
50 0.006385553 0.026151577 0.098646237 0.007366834 0.102695341 0.241
55 0.003641931 0.003904569 0.137513669 0.238835393 0.084596648 0.468
60 0.002077136 0.070369816 0.433428809 0.323866364 0.167861234 0.998
65 0.001184672 0.003441847 0.098023883 0.018152823 0.107636026 0.228
70 0.000675665 0.000841013 0.1601517 0.624098184 0.202641396 0.988
75 0.000385358 0.000498095 0.135949174 0.641670651 0.209118914 0.988
80 0.000219785 0.000293682 0.784713199 0.556425696 0.214617725 1.556
85 0.000125352 0.000172497 0.270724575 0.037213324 0.219284865 0.528
90 7.14931E-05 0.000100985 0.08275034 0.679135561 0.223246297 0.985
95 4.07753E-05 5.8951E-05 0.070067688 0.68776573 0.226609474 0.985
100 2.32557E-05 3.4328E-05 0.059315468 0.694945829 0.229465803 0.984
Age SUM
No. of Consistent data 14.75
Superstructure - ABS of Difference Probability
132 
 
 
Figure 6-12: Transition probabilities - Direct Absolute Value Difference method - Superstructure  
 
Figure 6-13: Expected average conditions - Direct Absolute Value Difference method – 
Superstructure 
Figure 6-14 shows an example of the process of optimisation using RISKOptimizer software. 
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Figure 6-14: Optimisation process sample 
6.3.8 Summary and Comparison of Methods’ Transient Probabilities 
 
Even with different methods of calibration, the Markovian probabilities do not converge to 
condition 5 even after a long period of time. This results from the lack of enough elements in 
the data set in condition 5. Condition 5 is a very poor condition and the elements have failed 
or are about to fail. In fact, the elements in the worst condition have been maintained or 
replaced according to the management strategies of the partner councils of the project. This 
could be clearly observed from the tails of the graphs shown in Figure 6-6 and Figure 6-7, as 
well as the data given in the data tables.  Therefore, it is recommended that more data 
covering elements in condition 5 should be collected to improve the performance of the 
model. Consequently, it is planned that the software program (CAMS), which will be 
introduced in the following chapters, will capture more reliable data and eventually the 
transition matrices will be re-calibrated so that the updated matrices can be used as better 
references for deterioration prediction.      
Figure 6-15 depicts the outcomes of transition matrices calibrated for superstructure 
components with the nonlinear GRG (Figure 6-15(a)), Non-linear optimisation technique 
with Monte Carlo-genetic algorithm convergence method (Figure 6-15(b)) and direct absolute 
value difference method (Figure 6-15(c)). Figure 6-16 also depicts the results of the three 
methods for services components of community buildings respectively (see Figure 6-16(a), 
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(b) & (c)). Optimisation process samples and the optimisation summary of services 
components are given in Appendix 6. The validation process of the calibrated transition 
matrices is explained in the next section.  
a) 
 
b) 
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c) 
 
Figure 6-15: Superstructure transient probabilities comparison 
a) 
 
b) 
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c) 
 
Figure 6-16: Services transient probabilities comparison 
 
6.4 Validation / Assessing Performance of the Calibrated Model 
 
Validation or assessment of the performance of the deterioration models calibrated in the 
research pertains to the consistencies between the predicted values and the observed values. 
The predicted values are the values derived from the calibrated transition matrices using the 
Markov chain process, where the observed values are independent values which are used to 
investigate the differences of the prediction of the Markov model with a set of real data.  
As discussed earlier in this chapter, the 2007 and 2009 inspection data sets were used to 
calibrate the Markovian deterioration models. These data, which were used for deriving the 
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deterioration transition matrices, are called the training data sets. To effectively test the 
model, the test data set (observed data) should not be used in calibrating or training the model 
(Tran, 2007). There are two common ways of calibrating and validating models and keeping 
the two training and testing data sets separate. One is to randomly split the data set into the 
calibration (training) data set and the testing data set. The other method, which may result in 
a more realistic validation process, is to use another independent data set. In this study, a 
2011 inspection data set was used as the observed (or test) data set for validation of the 
method.    
6.4.1 Pearson’s Chi-Squared Goodness-of-Fit test 
According to Montgomery et al. (2004) when testing for goodness-of-fit, two possible 
hypotheses are possible. The first is when the population or probability distribution is known 
and the hypothesis involves the parameters of the distribution. The second kind of hypothesis, 
which is often encountered, is when the underlying distribution of the population is unknown 
and we wish to test the hypothesis that a particular distribution will be satisfactory as a 
population model. In this case, the probability distribution of the conditions of components in 
building is unknown and more importantly, the observed sample to test the hypothesis may 
follow an unknown probability distribution. To test the latter hypothesis, Pearson’s chi-
squared test was used for validation of the transition matrices derived for deterioration 
prediction of community buildings.  
As the numbers of elements inspected in each age group were not consistent in the test 
inspection dataset, the numbers of elements inspected in each group were normalized to 
indicate the proportion of the elements in each condition. In other words, the distribution in 
each year group was considered for the validation process. The same process of data 
preparation was conducted for elimination of outlier data from the test data set.   
Pearson’s chi-squared test identifies the confidence of a model to fit with a set of observed 
data. This goodness-of-fit test is based on the null hypothesis that the observed frequency is 
matched with the predicted frequency (Micevski et al., 2002). This test often requires a 90% 
to 95% confidence level for accepting the hypothesis (Montgomery et al., 2004). The chi-
square distribution can be used to decide whether or not a set of data fits a specified 
theoretical probability model (Dowdy et al., 2011). Moeller suggests using the chi-squared 
goodness-of-fit test for the models where failure distribution incorporates one parameter 
(Moeller, 2012).  
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Montgomery et al. (2004) outline that the procedure requires a random sample of size   from 
a population, the probability distribution of which is unknown. These   observations are 
arranged in a histogram with   bins or class intervals (Montgomery et al., 2004). The chi-
square goodness-of-fit test procedure can be expressed as follows (Dowdy et al., 2011): 
 
                               
                                  
Significance level: α 
Test Statistics: 
 
Equation 9 
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(     )
 
  
 
   
 
 
where;  
                                             (from the test data set 2011) 
     (  ) (from the Markov chain probabilities, calibrated from the training data 
set 2007 & 2009 (expected)) 
  ∑  
 
   
 
 
Region of rejection: 
       
  
        
                                                                   
(r equals zero in this case) 
139 
 
The critical values depending on ν and α are given in Figure 6-17 
(NIST/SEMATECH, 2012). 
 
Figure 6-17: Critical values of Chi-Square distribution for ν degrees (NIST/SEMATECH, 2012) 
According to Montgomery et al., one point to be noted in the application of the chi-square 
test procedure concerns the magnitude of the expected frequencies. If these expected 
frequencies are too small, the test statistics    will not reflect the departure of observed from 
expected, but only the small magnitude of the expected frequencies. Although Montgomery 
et al. state that there is no general agreement regarding the minimum value of expected 
frequencies, values from as small as 1 to 5 have been suggested by other researchers. Should 
an expected frequency be too small, it can be combined with the expected frequency in the 
adjacent class interval to reach a higher value for the observed element condition. 
Consequently, the k would be reduced as a result of combinations (Montgomery et al., 2004). 
The following section illustrates the step-by-step validation process for the superstructure 
components for three methods of calibration against the test data set of 2011 inspection. 
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The numbers of inspected data for the superstructure elements, which have been used as the 
observed data set for the validation of transition matrices are given in Table 6-15. The 
conditions in this inspection have been collected from condition 1 as the best condition, to 
condition 10 as the worst condition. No superstructure elements were reported to be in 
conditions 1, 9 and 10.   
Observed Test Data 
Age/C
onditi
on 2 3 4 5 6 7 8 Total 
10 5 9 4 2 1     21 
15 4 7 31 3 2     47 
20 1 4 21 9 1     36 
25   4 18 8 1     31 
30   2 4 1 1     8 
35   21 55 44 9 4   133 
40     7 9 6 2   24 
45   18 36 40 8 3   105 
50   11 48 76 14 5 1 155 
55   2 7 7 13 5   34 
60     1   4 2   7 
65   13 71 70 20 6 1 181 
85     6 8 4 1 1 20 
Total 10 91 309 277 84 28 3 802 
Average Sample Size 13 
Table 6-15: Superstructure Observed Test Data 
As mentioned earlier, the numbers of inspected elements in each year are not constant. This is 
because the snapshot data from 2011 inspections has been used for validating the transition 
matrices and the deterioration trend. Therefore, the numbers of elements in each year have 
been proportioned according to the numbers of elements in each condition and the total 
number of elements observed in the year. The results are shown in Table 6-16.    
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Proportioned Observed Test Data 
Age/Condit
ion 2 3 4 5 6 7 8 
10 0.24 0.43 0.19 0.10 0.05 0.00 0.00 
15 0.09 0.15 0.66 0.06 0.04 0.00 0.00 
20 0.03 0.11 0.58 0.25 0.03 0.00 0.00 
25 0.00 0.13 0.58 0.26 0.03 0.00 0.00 
30 0.00 0.25 0.50 0.13 0.13 0.00 0.00 
35 0.00 0.16 0.41 0.33 0.07 0.03 0.00 
40 0.00 0.00 0.29 0.38 0.25 0.08 0.00 
45 0.00 0.17 0.34 0.38 0.08 0.03 0.00 
50 0.00 0.07 0.31 0.49 0.09 0.03 0.01 
55 0.00 0.06 0.21 0.21 0.38 0.15 0.00 
60 0.00 0.00 0.14 0.00 0.57 0.29 0.00 
65 0.00 0.07 0.39 0.39 0.11 0.03 0.01 
85 0.00 0.00 0.30 0.40 0.20 0.05 0.05 
Table 6-16: Superstructure Proportioned Observed Test Data 
As the average number of elements inspected in the total population is shown in Table 6-15 
(i.e. 13), this number of elements has been considered the sample size for the chi-square 
goodness-of-fit test. These data are illustrated in Table 6-17. 
Proportioned Observed Test Data to the Sample Size 
Age/Condition 2 3 4 5 6 7 8 
Tota
l 
10 3 6 2 1 1 0 0   
15 1 2 9 1 1 0 0   
20 0 1 8 3 0 0 0   
25 0 2 8 3 0 0 0   
30 0 3 7 2 2 0 0   
35 0 2 5 4 1 0 0   
40 0 0 4 5 3 1 0   
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45 0 2 4 5 1 0 0   
50 0 1 4 6 1 0 0   
55 0 1 3 3 5 2 0   
60 0 0 2 0 7 4 0   
65 0 1 5 5 1 0 0   
85 0 0 4 5 3 1 1   
Total 5 21 64 44 26 9 1 169 
Table 6-17: Superstructure Proportioned Observed Test Data to the Sample Size 
Table 6-18, Table 6-19 and Table 6-20 depict the number of expected superstructure elements 
in each condition according to the three methods of non-linear optimization using GRG-
nonlinear, Monte Carlo – genetic algorithm and direct difference ABS – GA respectively. As 
shown in the following tables, the ages of 70, 75 and 80 have been eliminated to ensure 
consistency between the observed data and the predicted deteriorated elements.   
GRG-Nonlinear 
Age/C
onditio
n 1 2 3 4 5 
I.M. 13 0 0 0 0 
10 11 0 2 0 0 
15 9 0 3 0 0 
20 8 0 4 1 0 
25 6 0 5 1 1 
30 5 0 5 2 1 
35 4 0 5 2 2 
40 4 0 5 2 2 
45 3 0 5 2 3 
50 3 0 4 3 3 
55 2 0 4 3 4 
60 2 0 4 3 5 
65 2 0 3 3 5 
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85 1 0 2 3 7 
Total 59 0 51 24 34 
Table 6-18: Superstructure GRG-Nonlinear no. of deteriorated elements vs. Age 
Monte Carlo-GA 
Condition 1 2 3 4 5 
I.M. 13 0 0 0 0 
10 10 1 2 0 0 
15 7 2 3 1 0 
20 5 2 4 2 1 
25 4 1 4 2 1 
30 3 1 5 3 1 
35 2 1 5 4 2 
40 2 1 4 5 2 
45 1 1 4 5 2 
50 1 0 4 6 3 
55 1 0 3 6 3 
60 1 0 3 7 3 
65 0 0 3 7 3 
85 0 0 2 8 4 
Total 38 11 45 57 24 
Table 6-19: Superstructure Monte Carlo – GA  no. of deteriorated elements vs. Age 
Direct-D-ABS 
Condition 1 2 3 4 5 
I.M. 13 0 0 0 0 
10 7 1 4 0 0 
15 4 1 6 1 0 
20 2 1 7 2 1 
25 1 1 7 3 1 
30 1 1 7 4 1 
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35 0 0 6 5 1 
40 0 0 5 6 2 
45 0 0 5 6 2 
50 0 0 4 7 2 
55 0 0 3 7 2 
60 0 0 3 8 2 
65 0 0 3 8 3 
85 0 0 1 9 3 
Total 17 6 61 65 20 
Table 6-20: Superstructure Direct Difference ABS - GA no. of deteriorated elements vs. Age 
As discussed above, not only to avoid the frequency of the observed and the expected values 
being too small, but also due to the limited amount of data gathered to test the chi-square 
hypothesis, the conditions were split into three categories. This was done by combining the 
numbers of elements in adjacent condition ratings into one category (bin). Consequently, the 
three condition categories of A,B and C were introduced to investigate the chi-square 
goodness-of-fit test statistics. The number of elements in each bin is given in Table 6-21. 
 The chi-square statistics (  ) were calculated for the three methods and compared with the 
chi-square critical value for the significance factor of 0.05 and 2 degrees of freedom, as 
shown in Table 6-21. 
Attribute A B C 
   ∑
(     )
 
  
 
   
 
       
  
Observed Data 25 64 80   
GRG - Nonlinear 59 51 58 31.25 5.99 
Monte Carlo – 
GA 
38 56 81 5.6 5.99 
Direct Difference 
ABS - GA 
17 67 85 4.19 5.99 
Table 6-21: Chi-Square Comparison Table and Chi-Square Critical Value  
As shown in Table 6-21, the non-linear optimization technique using Monte Carlo – Genetic 
Algorithm and Direct Difference ABS – GA can been categorized as accepted by the chi-
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square hypothesis by having accepted chi-square values. The GRG-nonlinear approach has 
been rejected as a chi-square hypothesis. As discussed earlier, this is the result of the model 
hitting local optima before converging to the global optimum. This result from the GRG-
nonlinear is unsteady and sensitive in the introduction of the initial matrix. In other words, if 
the initial matrix is a closer matrix to the optimum matrix, the chi-square may result in a 
smaller difference between the null hypothesis and the alternative hypothesis.  
Appendix 5 shows the validated transition matrices and transient probabilities calibrated in 
the research.  
6.4.2 Outline shape of the expected deterioration curves 
As shown in the last section, the expected condition curves show a sigmoid curve shape as a 
result of the Markov chain modelling. Other researchers have found the sigmoid function to 
be a good description for deterioration predictions (Hunt and Bunker, 2001, Mubaraki, 2010).  
According to Mubaraki (2010), the sigmoid  function was found to be an excellent 
representation of the data. A sigmoid or traditional S-shaped curve allows for a time of little 
or no deterioration at the start of the asset’s life and two points of inflection in deterioration 
thorough the asset’s useful life. The useful lives of most of the services and infrastructure 
elements used in this study, according to NAMS-BCG (2009) are in the range of 40-60 and 
80-100 years respectively. As discussed earlier, although the curves almost confirm the 
recommended useful lives, the lack of elements inspected in condition 5 does not allow a 
complete convergence at the end of the useful lives in the model. 
The sigmoid curve represents a special case of a logistic curve that follows the sigmoid 
function described in Equation 10: 
Equation 10 
 ( )  
 
     
 
Figure 6-18 illustrates a sigmoid curve compared with a logarithmic curve, linear curve and a 
power curve in Mubaraki’s (2010) study. 
146 
 
 
Figure 6-18: Sigmoid function vs other deterministic curves (Mubaraki, 2010) 
6.4.3 Comparing the deterioration trends 
As result of generating transition matrices for different components of buildings, the 
comparison of the graphs can give a clear idea of the deterioration trends for components. 
Figure 6-19 illustrates the expected conditions of four building components: superstructure, 
services, finishes and essential services components. As mentioned previously, although the 
lack of condition data in condition 5 prevents the complete convergence to the last state, 
comparison of the expected condition graphs confirms the expected deterioration trend for 
building components. As shown in Figure 6-19, services and finishes components initially 
deteriorate with a higher rate than essential services and superstructure components.        
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Figure 6-19: Expected Conditions comparison 
  
6.5 Summary 
There are several methods for derivation of Markov transition matrices, as mentioned in 
Chapter 2. In this thesis two simple methods: percentage prediction and regression-based 
optimisation were examined as possible methods of deriving transition matrices for the 
Markov process. Further, using snapshot data, the more complex non-linear optimisation 
method was also used to derive transition matrices.  The output matrices are sensitive to the 
initial definition of the transition matrix. Therefore, further possibilities of optimisation of the 
transition matrices were examined. The outcome was the introduction of the direct absolute 
value difference method, which resulted in robust transition matrices. 
Validation of the developed models using the chi-squared method indicated that the new 
method proposed in this research offers a deterioration model which simulates the 2011 
condition data quite well. The new method (direct absolute value difference) is a modified 
version of the non-linear optimization technique. Generalized reduced gradient (GRG), 
Monte Carlo simulation and genetic algorithm methods were utilised as convergence methods 
in the research. The non-linear optimisation method using the non-linear GRG convergence 
method was not successful in the validation process, whereas the non-linear optimisation 
technique using Monte Carlo calibration and the direct absolute value difference using a 
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genetic algorithm convergence method showed acceptable results in the validation of the 
transient probabilities generated for the research.   
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7 OPTIMISED DECISION-MAKING FOR MINIMISING COST AND RISK  
 
7.1 Introduction 
 
According to Peter Way (IPWEA, 2009) , financial management for long-life infrastructure 
assets is about ensuring sustainability in the provision of services required by the community. 
Since the ultimate goal of the project is to achieve a reliable and more effective asset 
management method for community buildings, the outcomes of the probabilistic deterioration 
prediction should be incorporated into the decision-making process. According to PAS-55 
(BSI, 2008), delivering the best value for money in the management of physical assets is 
complex and involves careful consideration of the trade-offs between performance, cost and 
risk over all stages of asset life cycles. Risk and service level criteria play important roles in 
defining the asset performance level in asset management practice. The cost of maintaining 
buildings at a desired level of service and minimizing the risk to the community should be 
allocated in councils’ budgets. However, budget limitations create the need for optimisation 
and prioritisation of the maintenance and rehabilitation regimes in the lifecycle of building 
assets. Furthermore, expenditure projections can be estimated integrating a reliable 
deterioration prediction, and the maintenance costs and levels of services required. These 
expenditures can be used in future planning and budget proposals for building assets for the 
allocation of operational and capital expenditures. Therefore, cost optimization, risk 
determination and expenditure projection were investigated in this research and the results are 
discussed in this chapter.  
 
7.2 Cost Optimization 
 
Keeping assets in an acceptable condition offering the required level of service and predicting 
a reasonable allocation of budget for refurbishments and/or updates to achieve a minimum 
functionality of assets are two of the major challenges of asset managers (Mohseni et al., 
2012a). To demonstrate the accomplishment of this goal using the current data available from 
the project’s councils as a result of building inspections, a spread-sheet was designed for the 
conduct of a Monte Carlo analysis and to generate a set of cost intervals for different 
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scenarios of possible refurbishment regimes. A Bernoulli trial was adopted for sampling of 
the required rehabilitation on each element. 
The following explains the concept of the method, the program generated and the 
assumptions made for projecting the cost intervals and options for refurbishment of the 
building elements. 
In the first stage, this method utilizes the building elements data, which are the conditions and 
quantities. This information is used to calculate an average condition rating (Equation 11). 
However, this could be a weighted average condition should different attributes of elements 
need to be considered (Equation 12).    
 
Equation 11 
    
∑ (     )
 
   
∑   
 
   
 
Equation 12 
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The second stage extracts the intervention costs for rehabilitation of elements from conditions 
2, 3, 4 & 5 to condition 1, which is the best condition (as new). An estimation of these costs 
was acquired from the Rawlinsons Construction Cost Guide for refurbishing and recycling 
buildings in Melbourne (Rawlinsons, 2010). This guideline categorizes refurbishment levels 
for buildings in four categories: minor refurbish, medium refurbish, major refurbish and 
recycle/regenerate. The elements are specified with a cost per square meter for each of these 
categories. Consequently, the costs associated with minor refurbish, medium refurbish, major 
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refurbish and recycle/regenerate have been assumed to be the costs involved for 
refurbishment of the elements in conditions 2, 3, 4 and five respectively.  
The following section outlines the definitions of the different refurbishment categories and 
the costs extracted from the Rawlinsons Construction Cost Guide (Table 7-1) (Rawlinsons, 
2010). Table 7-1 shows a sample of part of the data; the complete table is given in Appendix 
4.  
Minor Refurbish 
The minimum work necessary, little more than a superficial treatment of the building 
including fixing of faults and enabling it to operate without obvious deficiencies, would 
include: 
 Cleaning and checking water-tightness of facade 
 Remodelling of main entry and lobby 
 Upgrading of finishes in lettable space 
 Refurbishment of toilets. 
 Minor improvements and repairs to air conditioning and electrical services 
 Refurbishment of lifts 
 
Medium Refurbish 
 
Sufficient work to restore the building and its functions to its original design standards with 
limited improvements only, would include: 
 
 Partial upgrading, cleaning and checking water-tightness of facade 
 Remodelling of main entry and lobby 
 Upgrading of finishes in lettable space 
 Refurbishment of toilets including new tiling and fixtures 
 Upgrading of staircases and core components 
 Upgrading of air conditioning and electrical services, ensuring that they are energy- 
efficient 
 Refurbishment of lifts 
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Major Refurbish 
 
The upgrading of the building to a standard of appearance and functionality that will meet 
both current and future client expectations would include: 
 
 New facade to visible elevations 
 Remodelling of main entry and lobby 
 Total upgrading of lettable space 
 Re-planning and upgrading of core and its components 
 Fully upgraded state-of-the-art and energy-efficient services 
 Modernised and/or new lifts 
 
Recycle / Regenerate 
 
The upgrading of the building to provide virtually a new building, one whose efficiency and 
image will be equal to a new building, would include: 
 
 Total re-design and replacement of facade with likely only the basic structure retained 
 Re-planning and upgrading of ground floor and entry and of lettable floors together 
with service core and its components 
 New state-of-the-art and energy-efficient services 
 New lift installation 
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ELEMENT MINOR  
REFUR
BISH 
ELEMENT MEDI
UM  
REFU
RBISH 
ELEMENT MAJO
R  
REFUR
BISH 
ELEMENT RECYCLE,  
REGENER
ATE 
  $/sqm   $/sqm   $/sqm   $/sqm 
PRELIMINARIES - 
Builders site 
establishment, 
administration, 
plant, scaffolding, 
protection, insurances, 
fees, etc. 
78.25 PRELIMINARIES - 
Builders site establishment, 
administration, 
plant, scaffolding, 
protection, insurances, fees, 
etc. 
182.5 PRELIMINARIE
S - Builders 
siteestablishment
, administration 
 plant, 
scaffolding, 
protection, 
insurances, fees, 
etc. 
515.75 PRELIMINARI
ES M Builders 
site 
establishment, 
administration 
plant, 
scaffolding, 
protection, 
insurances, fees, 
etc. 
702.75 
SUBSTRUCTURE- 
Upgrade entrance steps, 
new ramp for 
disabled 
4.75 SUBSTRUCTURE -
Upgrade entrance steps, 
new ramp for disabled  
5.25 SUBSTRUCTU
RE - Upgrade 
entrance steps, 
new ramp for 
disabled 
5.25 SUBSTRUCTU
RE - Upgrade 
entrance steps, 
new rampfor 
disabled 
5.25 
SUPERSTRUCTURE - SUPERSTRUCTURE  - SUPERSTRUCT
URE  
  SUPERSTRUC
TURE 
  
Columns - No remedial or 
newstructural work 
allowed for 
- Columns -No remedial or 
new structural work 
allowed for  
- Columns -
Workassociated 
with remodelling 
at ground, 
mezzanine and 
first floor levels  
6 Columns - Work 
associated with 
remodelling at 
ground, 
mezzanine 
andfirst floor 
levels 
7.75 
Table 7-1:  Extracted from Rawlinsons Construction Cost Guide - refurbishing and recycling buildings in Melbourne (Rawlinsons, 2010)
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Therefore, in this stage (second stage) the refurbishment costs are assigned to the elements, 
which have been defined in conditions in stage 1. We now have the elements, conditions and 
quantities and their associated costs to rehabilitate to condition 1. Also, we have the average 
condition or weighted average of all elements. Clearly, the current practice of councils does 
not imply that all the elements of the building should be in condition 1. Therefore, in the third 
stage the program randomly assigns refurbishments to the elements defined in the first stage. 
Utilizing a Bernoulli trial with         for sampling of randomly required rehabilitation 
on each element introduces several combinations of rehabilitations on the elements, 
depending on the number of elements defined. The Bernoulli process, by generating sets of 
binomial distribution, ensures that all possible scenarios are covered in the model. In other 
words, the Bernoulli trial generates 0s and 1s for all the elements iteratively, where 0 means 
no rehabilitation is considered for the element and 1 represents consideration of rehabilitation 
for the element. A Monte Carlo simulation was used to generate the combinations and to 
categorize the scenarios in a relevant group. The groups were categorized based on the 
average conditions where all the scenarios which lead to a certain average condition are 
grouped together. Equation 13 and Equation 14 explain the categorization groups based on 
the weighted average conditions and the rehabilitation costs associated for each combination 
scenario. 
  
Equation 13 
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(  )                                        
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Finally, the rehabilitation cost intervals are introduced based on the maximum and minimum 
values for the (  ) s in each categorization group (  ) (Equation 15). 
Equation 15 
    
      (  )     (  )  
where 
    
                                                                        
The cost interval for the average condition shows the lowest and the highest costs associated 
with keeping or bringing the average condition of elements to a certain condition. Therefore, 
this can be used in two ways in asset management practice. Firstly, if the council has a certain 
amount of money, they can determine which average condition interval would be the most 
appropriate option to keep or rectify the average condition of elements of the assets. 
Secondly, the method can be used to determine the expenditure needed to maintain the 
building elements at a given average condition.  
The following section explores a case study using the above methodology. The Visual Basic 
for Applications (VBA) program written for the iterations in MS Excel is given in Appendix 
1.  
7.2.1 Case study 
A data set acquired from one of the council partners of the project, and some cost estimations 
extracted from the Rawlinsons Construction Cost Guide in relation to refurbishing and 
recycling of buildings (Rawlinsons, 2010) were utilised.  
Two buildings were selected for this study. Floor maps (Figure 7-1 & Figure 7-2) and the 
condition inspections of these buildings were collected. The buildings are in the category of 
children’s services. There are 7 area types in the buildings, as shown in Table 7-2.  
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Ceiling condition inspection data used in the program are given in the Table 7-3. Note that 
the condition results have been adjusted for the case study to show the variations in the 
results.  
 
Figure 7-1: Children’s Services Building 1 
  
Figure 7-2: Children’s Services Building 2 
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no. Area Type 
1 Office 
2 Toilet 
3 Shed 
4 Playroom 
5 Kitchen 
6 Entry 
7 Storeroom 
Table 7-2:Area Type 
 
  
 
Room 
# 
Area 
(m
2
) 
Condition 
(1-5) 
1 106.62 4 
2 12.72 2 
3 8.64 3 
4 8.64 2 
5 22.68 4 
6 15.08 1 
7 102.4 5 
8 24 2 
9 27.5 4 
10 25.35 5 
Table 7-3: Condition Data 
 
The cost estimations are given in Table 7-4 below. Action categories were considered as 
costs of refurbishing the element to condition 1 i.e. “Minor Refurbish”, “Medium Refurbish”, 
“Major Refurbish” and “Recycle, Regenerate” represent refurbishing conditions 2, 3, 4 and 5 
to condition 1 respectively.    
ELEMENT Minor  
Refurbish 
($/sqm) 
Medium  
Refurbish 
($/sqm) 
Major  
Refurbish 
($/sqm) 
Recycle,  
Regenerate 
($/sqm) 
Ceiling  20.5 76 83.75 85.75 
Table 7-4: Cost Estimations - Extracted from (Rawlinsons, 2010) 
A $15,000 maximum budget allocated for the refurbishments was considered in this case 
study. By utilizing a Monte Carlo simulation and randomizing different scenarios of 
refurbishments the following output results were generated (Table 7-5). Building average 
condition was calculated based on the average quantity of the elements and their associated 
condition. This can be extended for a complete building or a network of buildings combined 
with a weighting scheme for overall condition calculation.   
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Table 7-5: Cost Optimisation Results 
The cost intervals associated with each condition change show possible scenarios to change 
the overall building conditions. Scenarios can be investigated further at the time of making 
decisions. The minimum budget category scenarios represent the most cost-effective 
rehabilitation plans. As mentioned in Equation 15, the minimum and maximum budgets are 
determined for each condition. Each category represents a scenario in which the elements 
have been specified a set of rehabilitation considerations (Bernoulli trial) that leads to a 
certain average condition of elements.  
While the optimum scenarios are those leading to the minimum budget category, 
consideration of other factors depending on the organisational decision-making process will 
make the final rehabilitation strategies.  
 
7.3 Level of Service  
 
Hastings (2010) outlines that the level of service can be related to topics such as setting 
standards in areas including performance, availability, timeliness of response to failures, and 
provision of information when problems arise. Although some performance indicators in the 
buildings are not related to the physical conditions of the components, performance and 
availability issues are often associated with the condition of elements in the buildings.   
According to IIMM (IPWEA and NAMS, 2011) a key objective of asset management 
planning is to match the level of service the organization delivers with the level of service 
expectations of customers (stakeholders).  On the other hand, the performance of the asset is 
the ability to provide the required level of service to its stakeholders. Asset management 
practice should determine a clear association between the cost and the level of service to be 
provided for the building assets’ stakeholders. The NAMS guideline for buildings (NAMS, 
Current
Ave. Condition
4
REHABILITATION Min Budget MAX Budget
To Condition 1 20,636.75$   UNAVAILABLE OPTION 25,673.08$         
To Condition 2 11,623.68$   AVAILABLE OPTION 21,019.08$         
To Condition 3 4,640.46$     AVAILABLE OPTION 4,640.46$           
To Condition 4 3,220.53$     AVAILABLE OPTION 3,220.53$           
Availability Due to Budget 
Restriction
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2009) asserts that an important part of managing buildings and surrounds, particularly when 
considering long-term implications, is to understand the desired level of service expected by 
the relevant users of that building. Therefore, integration of the levels of services and 
rehabilitation costs enables organizations to address the shortfalls, both now (recorded as 
backlog) and in the future (reported as possible planned expenditure).  
The deterioration prediction (as explained in Chapter 6) introduces the expected condition 
probability of buildings’ components at different points of time in the life-cycle of buildings. 
Incorporating the building components’ condition states into the technical level of service, 
which allows for the cost effectiveness, statutory compliance and the security requirements of 
the buildings, provides a platform for determination of future works and expenditures needed 
for building stock. The International Infrastructure Management Manual outlines that well-
defined levels of service can be used to (IPWEA and NAMS, 2011):    
 Inform customers of the current level of service provided and any proposed changes 
to level of service and the associated cost; 
 Measure performance against these defined levels of service; 
 Develop asset management strategies to deliver the required level of service; 
 Identify the costs and benefits of the services; 
 Enable customers to assess the suitability, affordability and equity of the services 
offered. 
For integration of the probabilistic deterioration prediction with the levels of services in this 
project, a level of service criteria depending on the component percentage in condition was 
used. This method is used in the industry where the condition of elements can represent the 
level of service to be delivered (Mohseni et al., 2012b). As will be explained in the following 
sections, this level of service has been presented as intervention criteria. Intervention criteria 
introduce the highest allowed proportion of a building component in a certain condition. For 
example, when more than 70% of plumbing components in condition 4 (on a 1-5 condition 
scale) should trigger rehabilitation of the component, then 70% for condition 4 is the 
intervention criterion for the plumbing components. Therefore, when the probability of 
plumbing components being in condition 4 in a building reaches more than 70%, an 
intervention strategy takes place for the rehabilitation of plumbing components in the 
building.  
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Column 1  Column 2 Column 3 Column 4 Column 5 Column 6 
  Unit Component (X)       
  m^2   
Intervention 
Criteria     
  
Quantity of 
Element in 
Condition 
Consequence Cost of 
Being in Condition 
If Qty % Greater 
Than Rehab to Cond Cost/Unit ($) 
Condition 1 0  $ -    100% 1  $ -    
Condition 2 20  $ -    100% 2  $ -    
Condition 3 50  $ 1,000  70% 2  $50  
Condition 4 80  $ 3,000  40% 2  $100  
Condition 5 100  $ 5,000  10% 1  $300  
          
 Figure 7-3: Service Level Identification 
In this method, each building component in the building hierarchy (introduced in Chapter 4), 
can have a set of intervention criteria for each condition scale. As shown in Figure 7-3, while 
column one categorizes the condition scales for component (X), column 4 presents the 
intervention criteria relating to the level of service for the component. The rest of the 
attributes in Figure 7-3 will be explained in the following sections.  
 
7.4 Risk Determination 
 
The International Infrastructure Management Manual (IIMM, 2011) mentions that risk 
management and optimised decision-making are closely inter-related processes, and to take 
an entirely risk-based approach to decision-making and use the risk as a method of 
prioritising projects is a feasible decision-making method. According to ISO 31000 – Risk 
Management (AS/NZS, 2009) risk analysis involves consideration of the causes and sources 
of risk, their positive and negative consequences, and the likelihood that those consequences 
may occur. Risk is analysed by determining consequences and their likelihood. ISO 31000 
also states that risk analysis can be undertaken with varying degrees of detail, depending on 
the risk, the purpose of the analysis, and the information, data and resources available. The 
consequences and their likelihood can be determined by modelling the outcomes of an event 
or set of events, or by extrapolation from experimental studies based on available data 
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(AS/NZS, 2009). The optimised decision-making guidelines (NAMSGroup, 2004) quantify 
the risk cost using the following formula: 
Equation 16 
                                                 
As ISO 31000 introduces the consequence as an outcome of an event that can be expressed 
qualitatively or quantitatively, the cost of failure can represent the quantitative cost of the 
consequence. On the other hand, likelihood is defined as the chance of something happening, 
whether defined, measured or determined objectively or subjectively, qualitatively or 
quantitatively, and described using general terms or mathematically (such as a probability or 
a frequency over a given period) (AS/NZS, 2009). Furthermore, the optimised decision-
making guidelines define the risk cost reduction as follows: 
Equation 17 
                   
                             
                                        
Equation 16 and Equation 17 will be used in the following section for calculation of the risk 
after and before the intervention which will be integrated with the service level criteria 
explained in Section 7.3. 
 
7.5 Integration and Cost Forecasting 
 
This section integrates the outcomes and definitions discussed in previous sections and 
chapters. This integration results in two outcomes, which will be useful in the decision- 
making process for community buildings. These two outcomes are introduced in Equation 18 
and Equation 19.  
Equation 18 introduces the total rehabilitation cost according to transient probabilities, 
service criteria and the associated cost of maintenance, whereas Equation 19 defines the total 
risk according to the Markov transition matrix and the consequence cost.   
Equation 18: Total rehabilitation cost according to service criteria in year n 
  
      ( )         |        
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Equation 19: Total risk in year n 
  
   ∑ (    
( )     )
 
     
 
Following will define the symbols and factors used in the above formulae.  
As mentioned in Section 6.2, the probabilities of an element being in 1-5 condition scale at a 
certain age can be calculated using the following formula: 
Equation 20: Probabilities in condition (in year n) 
  ( )     
( )   
( )       
( )  
where,  
 ( )                                                                 (                  )  
                                               
                                      . 
The intervention criteria as defined in Section 7.3 regarding the level of service, are defined 
as follows. 
Equation 21: Intervention criteria 
                  
where, 
                                                                      
                                        
  represents the total quantity of the component considered for risk identification and 
expenditure projection. 
                                
   defines the cost per unit associated with rehabilitation of the component to upgrade the 
condition from a worse condition to a better condition. It is obvious that at the highest level 
of rehabilitation cost information the matrix will be a lower triangle matrix. This is given in 
Equation 22.  
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Equation 22: Cost matrix – rehab rate/unit 
   [
         
   
         
] 
where,  
                                                                                 
                                         
A maintenance matrix is introduced so that it can transform the components’ proportion 
which is greater than the highest allowed proportion of the component in a condition (based 
on the intervention criteria) to a defined condition. 
Equation 23: Maintenance matrix 
   [
         
   
         
] 
Equation 24 defines the consequence cost matrix. 
Equation 24: Consequence cost matrix 
  [             ] 
 
where, 
                                                                  
                                        
The following section explores a case study using the above method, integrating the defined 
concepts.  
7.5.1 Case study 
Assume that the following attributes have been defined for the “external fabric” component 
of a building (Figure 7-4). 
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Figure 7-4: Case study – defined attributes 
The second column represents an inspection outcome from the “external fabric” of the 
building/s in 2012, while the third column introduces the consequence cost imposed on the 
council if the external fabric of the building is in a certain condition. The fourth column 
shows the level of service criteria, which means the maximum allowable percentage of the 
element in a certain condition. Column 5 depicts that if the proportion of the element in a 
certain condition exceeds the intervention criteria, the element needs to be rehabilitated to a 
given condition. Finally, the sixth column gives the cost per unit for the element to be 
upgraded from the given condition to the condition defined in column 5.      
The following transition matrix has been assumed for the external fabric component of the 
building. 
Cond. 1 2 3 4 5 
1 0.75 0.11 0.13 0.02 0.00 
2 0.00 0.48 0.22 0.16 0.14 
3 0.00 0.00 0.85 0.11 0.04 
4 0.00 0.00 0.00 0.80 0.20 
5 0.00 0.00 0.00 0.00 1.00 
Table 7-6: Case study – Markov transition matrix 
Therefore, the condition distribution of the external fabric component in percentages is given 
in Table 7-7 in associated years based on the Markov chain described in the previous chapter. 
These probabilities have been condensed to the expected average conditions in years. The 
risk costs for reach condition in years were calculated, and the summation of the risk costs for 
each year projected as shown in Table 7-7 based on Equation 19. Note that the following 
table shows the attributes, regardless of any rehabilitation of the component.
Column 1 Column 2 Column 3 Column 4 Column 5 Column 6
Unit External Fabric
m^2 Intervention Criteria
Quantity of Element in Condition Consequence Cost of Being in Condition If Qty % Greater Than Rehab to Cond Cost/Unit ($)
Condition 1 80 -$                                                                             100% 1 -$              
Condition 2 20 -$                                                                             100% 2 -$              
Condition 3 20 1,000$                                                                        70% 2 50$                
Condition 4 0 3,000$                                                                        40% 2 100$              
Condition 5 10 5,000$                                                                        10% 1 300$              
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Table 7-7: Case study – external fabric pre-rehab projected attributes 
 
Consequently, Figure 7-5, Figure 7-6 & Figure 7-7 illustrate transient probabilities, expected average condition and the risk cost for the pre-
rehabilitation of the external fabric component in years respectively. 
Percentage Quantity of Element in Condition (Pre Rehab) Risk Calculated in Each Condition (Pre Rehab)
Year Act. Year 1 2 3 4 5Expected Average Condition (Pre Rehab)1 2 3 4 5 Risk Cost (Pre Rehab)
Year 0 2012 62% 15% 15% 0% 8% 1.8 -$       -$       154$          -$             385$            538$                                   
Year 10 2022 46% 14% 24% 5% 11% 2.2 -$       -$       243$          161$            528$            932$                                   
Year 15 2027 34% 12% 30% 10% 15% 2.6 -$       -$       296$          303$            734$            1,333$                                
Year 20 2032 26% 9% 32% 14% 20% 2.9 -$       -$       320$          416$            982$            1,718$                                
Year 25 2037 19% 7% 32% 17% 25% 3.2 -$       -$       325$          497$            1,255$         2,077$                                
Year 30 2042 14% 5% 32% 18% 31% 3.5 -$       -$       315$          550$            1,542$         2,408$                                
Year 35 2047 11% 4% 30% 19% 37% 3.7 -$       -$       298$          579$            1,833$         2,709$                                
Year 40 2052 8% 3% 27% 20% 42% 3.9 -$       -$       275$          587$            2,119$         2,982$                                
Year 45 2057 6% 2% 25% 19% 48% 4.0 -$       -$       250$          580$            2,397$         3,227$                                
Year 50 2062 4% 2% 22% 19% 53% 4.2 -$       -$       225$          561$            2,661$         3,447$                                
Year 55 2067 3% 1% 20% 18% 58% 4.3 -$       -$       200$          534$            2,909$         3,643$                                
Year 60 2072 2% 1% 18% 17% 63% 4.4 -$       -$       177$          501$            3,140$         3,818$                                
Year 65 2077 2% 1% 16% 16% 67% 4.5 -$       -$       155$          465$            3,352$         3,972$                                
Year 70 2082 1% 1% 14% 14% 71% 4.5 -$       -$       135$          428$            3,546$         4,109$                                
Year 75 2087 1% 0% 12% 13% 74% 4.6 -$       -$       118$          390$            3,722$         4,230$                                
Year 80 2092 1% 0% 10% 12% 78% 4.7 -$       -$       102$          354$            3,880$         4,336$                                
Year 85 2097 1% 0% 9% 11% 80% 4.7 -$       -$       88$            318$            4,023$         4,429$                                
Year 90 2102 0% 0% 8% 10% 83% 4.8 -$       -$       76$            285$            4,149$         4,511$                                
Year 95 2107 0% 0% 7% 8% 85% 4.8 -$       -$       65$            254$            4,262$         4,582$                                
Year 100 2112 0% 0% 6% 8% 87% 4.8 -$       -$       56$            226$            4,362$         4,644$                                
166 
 
 
 
Figure 7-5: case study – external fabric pre-rehab transient probabilities  
 
Figure 7-6: Case study – external fabric pre-rehab expected average condition 
 
Figure 7-7: Case study – external fabric pre-rehab risk cost projection 
According to the intervention criteria adjusted in Figure 7-4 (column 5) for the external fabric 
component, the following maintenance matrices can be derived. Multiplication of a vector 
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matrix (representing the distribution of quantity percentage of the component in each 
condition) by each of the following maintenance matrices results in transferring the 
percentage of the component to a better condition (as defined in Figure 7-4 column 5). For 
example, if more than 70% of the component is in condition 3, that percentage needs to be 
rehabilitated and retrofitted into condition 2 (Figure 7-4). Hence the maintenance matrix 3 is 
derived so that with the multiplication of the condition distribution vector matrix by the 
maintenance matrix 3 the percentage in condition 3 will be transferred into condition 2 (Table 
7-9).  
Maintenance Matrix 2 
   1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
Table 7-8: Case study – external fabric maintenance matrix (condition 2) 
Maintenance Matrix 3 
   1 0 0 0 0 
0 1 0 0 0 
0 1 0 0 0 
0 0 0 1 0 
0 0 0 0 1 
Table 7-9: Case study – external fabric maintenance matrix (condition 3) 
Maintenance Matrix 4 
   1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 1 0 0 0 
0 0 0 0 1 
Table 7-10: Case study – external fabric maintenance matrix (condition 4) 
Maintenance Matrix 5 
   1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
1 0 0 0 0 
Table 7-11: Case study – external fabric maintenance matrix (condition 5) 
In the next stage according to the intervention criteria assigned in Figure 7-4 column 4, the 
appropriate maintenance matrix is applied for each condition. After application of the 
appropriate maintenance matrix for each year, the next distribution probabilities are 
calculated for the next time step. This process is shown in Table 7-12.   
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Percentage Quantity of Element in Condition (Post rehab) - Detailed 
   
1 2 3 4 5 
 
Year 0 62% 15% 15% 0% 8% 
Maintenance 5 
  
62% 15% 15% 0% 8% 
Maintenance 4 
  
62% 15% 15% 0% 8% 
Maintenance 3 
  
62% 15% 15% 0% 8% 
Maintenance 2 
  
62% 15% 15% 0% 8% 
 
Year 10 46% 14% 24% 5% 11% 
Maintenance 5 
  
56% 14% 24% 5% 0% 
Maintenance 4 
  
56% 14% 24% 5% 0% 
Maintenance 3 
  
56% 14% 24% 5% 0% 
Maintenance 2 
  
56% 14% 24% 5% 0% 
 
Year 15 42% 13% 31% 10% 4% 
Maintenance 5 
  
42% 13% 31% 10% 4% 
Maintenance 4 
  
42% 13% 31% 10% 4% 
Maintenance 3 
  
42% 13% 31% 10% 4% 
Maintenance 2 
  
42% 13% 31% 10% 4% 
 
Year 20 31% 11% 34% 14% 9% 
Maintenance 5 
  
31% 11% 34% 14% 9% 
Maintenance 4 
  
31% 11% 34% 14% 9% 
Maintenance 3 
  
31% 11% 34% 14% 9% 
Maintenance 2 
  
31% 11% 34% 14% 9% 
 
Year 25 23% 8% 36% 18% 15% 
Maintenance 5 
  
39% 8% 36% 18% 0% 
Maintenance 4 
  
39% 8% 36% 18% 0% 
Maintenance 3 
  
39% 8% 36% 18% 0% 
Maintenance 2 
  
39% 8% 36% 18% 0% 
 
Year 30 29% 8% 37% 20% 6% 
Maintenance 5 
  
29% 8% 37% 20% 6% 
Maintenance 4 
  
29% 8% 37% 20% 6% 
Maintenance 3 
  
29% 8% 37% 20% 6% 
Maintenance 2 
  
29% 8% 37% 20% 6% 
 
Year 35 22% 7% 37% 22% 13% 
Maintenance 5 
  
35% 7% 37% 22% 0% 
Maintenance 4 
  
35% 7% 37% 22% 0% 
Maintenance 3 
  
35% 7% 37% 22% 0% 
Maintenance 2 
  
35% 7% 37% 22% 0% 
 
Year 40 26% 7% 37% 23% 7% 
Maintenance 5 
  
26% 7% 37% 23% 7% 
Maintenance 4 
  
26% 7% 37% 23% 7% 
Maintenance 3 
  
26% 7% 37% 23% 7% 
Maintenance 2 
  
26% 7% 37% 23% 7% 
 
Year 45 19% 6% 36% 25% 14% 
Maintenance 5 
  
34% 6% 36% 25% 0% 
Maintenance 4 
  
34% 6% 36% 25% 0% 
Maintenance 3 
  
34% 6% 36% 25% 0% 
Maintenance 2 
  
34% 6% 36% 25% 0% 
 
Year 50 25% 7% 37% 25% 7% 
Maintenance 5 
  
25% 7% 37% 25% 7% 
Maintenance 4 
  
25% 7% 37% 25% 7% 
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Maintenance 3 
  
25% 7% 37% 25% 7% 
Maintenance 2 
  
25% 7% 37% 25% 7% 
 
Year 55 19% 6% 36% 26% 15% 
Maintenance 5 
  
34% 6% 36% 26% 0% 
Maintenance 4 
  
34% 6% 36% 26% 0% 
Maintenance 3 
  
34% 6% 36% 26% 0% 
Maintenance 2 
  
34% 6% 36% 26% 0% 
 
Year 60 25% 6% 36% 26% 8% 
Maintenance 5 
  
25% 6% 36% 26% 8% 
Maintenance 4 
  
25% 6% 36% 26% 8% 
Maintenance 3 
  
25% 6% 36% 26% 8% 
Maintenance 2 
  
25% 6% 36% 26% 8% 
 
Year 65 19% 6% 35% 26% 15% 
Maintenance 5 
  
34% 6% 35% 26% 0% 
Maintenance 4 
  
34% 6% 35% 26% 0% 
Maintenance 3 
  
34% 6% 35% 26% 0% 
Maintenance 2 
  
34% 6% 35% 26% 0% 
 
Year 70 25% 6% 35% 26% 8% 
Maintenance 5 
  
25% 6% 35% 26% 8% 
Maintenance 4 
  
25% 6% 35% 26% 8% 
Maintenance 3 
  
25% 6% 35% 26% 8% 
Maintenance 2 
  
25% 6% 35% 26% 8% 
 
Year 75 19% 6% 35% 27% 15% 
Maintenance 5 
  
34% 6% 35% 27% 0% 
Maintenance 4 
  
34% 6% 35% 27% 0% 
Maintenance 3 
  
34% 6% 35% 27% 0% 
Maintenance 2 
  
34% 6% 35% 27% 0% 
 
Year 80 26% 6% 35% 27% 8% 
Maintenance 5 
  
26% 6% 35% 27% 8% 
Maintenance 4 
  
26% 6% 35% 27% 8% 
Maintenance 3 
  
26% 6% 35% 27% 8% 
Maintenance 2 
  
26% 6% 35% 27% 8% 
 
Year 85 19% 6% 34% 27% 15% 
Maintenance 5 
  
34% 6% 34% 27% 0% 
Maintenance 4 
  
34% 6% 34% 27% 0% 
Maintenance 3 
  
34% 6% 34% 27% 0% 
Maintenance 2 
  
34% 6% 34% 27% 0% 
 
Year 90 26% 6% 35% 27% 8% 
Maintenance 5 
  
26% 6% 35% 27% 8% 
Maintenance 4 
  
26% 6% 35% 27% 8% 
Maintenance 3 
  
26% 6% 35% 27% 8% 
Maintenance 2 
  
26% 6% 35% 27% 8% 
 
Year 95 19% 6% 34% 27% 15% 
Maintenance 5 
  
35% 6% 34% 27% 0% 
Maintenance 4 
  
35% 6% 34% 27% 0% 
Maintenance 3 
  
35% 6% 34% 27% 0% 
Maintenance 2 
  
35% 6% 34% 27% 0% 
 
Year 100 26% 6% 35% 27% 8% 
Maintenance 5 
  
26% 6% 35% 27% 8% 
Maintenance 4 
  
26% 6% 35% 27% 8% 
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Maintenance 3 
  
26% 6% 35% 27% 8% 
Maintenance 2 
  
26% 6% 35% 27% 8% 
Table 7-12: Case study – external fabric Percentage Quantity of Element in Condition (Post rehab) 
 
As a consequence of the above process, the percentage quantity of the component in 
condition after the required intervention can be tabulated in Table 7-13. Subsequently, the 
average projected conditions and associated risk costs in each time step are generated and 
shown in Table 7-13.   
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Table 7-13: Case study – external fabric post rehab projected attributes 
 
Table 7-14 depicts the rehabilitations identified based on the intervention criteria for the external fabric component and the associated 
rehabilitation costs assigned in Figure 7-4 in each time step.
Percentage Quantity of Element in Condition (Post Rehab) Risk Calculated in Each Condition (Post Rehab)
Year Act. Year 1 2 3 4 5Expected Average Condition (Post Rehab)1 2 3 4 5 Risk Cost (Post Rehab)
Year 0 2012 62% 15% 15% 0% 8% 1.8 -$        -$        154$       -$          385$       538$                                      
Year 10 2022 46% 14% 24% 5% 11% 2.2 -$        -$        243$       161$          528$       932$                                      
Year 15 2027 42% 13% 31% 10% 4% 2.2 -$        -$        310$       309$          206$       824$                                      
Year 20 2032 31% 11% 34% 14% 9% 2.6 -$        -$        345$       435$          467$       1,246$                                    
Year 25 2037 23% 8% 36% 18% 15% 2.9 -$        -$        356$       531$          762$       1,648$                                    
Year 30 2042 29% 8% 37% 20% 6% 2.7 -$        -$        370$       605$          314$       1,289$                                    
Year 35 2047 22% 7% 37% 22% 13% 3.0 -$        -$        369$       662$          654$       1,684$                                    
Year 40 2052 26% 7% 37% 23% 7% 2.8 -$        -$        372$       704$          350$       1,427$                                    
Year 45 2057 19% 6% 36% 25% 14% 3.1 -$        -$        364$       735$          716$       1,816$                                    
Year 50 2062 25% 7% 37% 25% 7% 2.9 -$        -$        366$       757$          368$       1,490$                                    
Year 55 2067 19% 6% 36% 26% 15% 3.1 -$        -$        357$       772$          746$       1,874$                                    
Year 60 2072 25% 6% 36% 26% 8% 2.9 -$        -$        358$       782$          376$       1,517$                                    
Year 65 2077 19% 6% 35% 26% 15% 3.2 -$        -$        350$       789$          760$       1,899$                                    
Year 70 2082 25% 6% 35% 26% 8% 2.9 -$        -$        353$       794$          380$       1,526$                                    
Year 75 2087 19% 6% 35% 27% 15% 3.2 -$        -$        346$       796$          766$       1,909$                                    
Year 80 2092 26% 6% 35% 27% 8% 2.9 -$        -$        350$       798$          382$       1,530$                                    
Year 85 2097 19% 6% 34% 27% 15% 3.2 -$        -$        344$       800$          769$       1,913$                                    
Year 90 2102 26% 6% 35% 27% 8% 2.9 -$        -$        348$       800$          382$       1,531$                                    
Year 95 2107 19% 6% 34% 27% 15% 3.2 -$        -$        343$       801$          771$       1,915$                                    
Year 100 2112 26% 6% 35% 27% 8% 2.9 -$        -$        348$       802$          383$       1,532$                                    
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Table 7-14: case study – external fabric – rehabilitations and associated costs 
As result of the above calculations, the following figures illustrate the transient probabilities, 
expected average condition and the risk cost after implementation of the intervention criteria.   
 
Figure 7-8: Case study – external fabric post-rehab transient probabilities 
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Figure 7-9: Case study – external fabric post-rehab expected average condition 
 
Figure 7-10: Case study – external fabric post-rehab risk cost projection 
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Finally, the rehabilitation costs according to the deterioration prediction and intervention criteria can be illustrated (Figure 7-11).  
 
Figure 7-11: Case study – external fabric post-rehab rehabilitation cost projection 
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7.5.1.1 Generalization and aggregation of the results for component group level (1st level) of the 
building hierarchy 
As explained in Chapter 4, building components are categorized in different levels of building hierarchy. 
The first level hierarchy adopted for this research is the component group, which consists of 10 components 
(electrical services, exterior works, external fabric, fire services, interior finishes, lifts/hoists services, 
mechanical services, plumbing, security services and water services). 
The method explained in the previous example can be used for each component of the building. The 
following shows the results of adopting a similar method for each component group and the summary of all 
the results that can be extracted from the calculations.   
Figure 7-12 and Figure 7-13 show the defined attributes for the component groups, including the quantities 
in condition, intervention criteria, consequence costs and rehabilitation costs. It also depicts the resultant risk 
costs for each component group considered. 
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Figure 7-12: Case study – defined attributes for component groups (a) 
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Figure 7-13: Case study – defined attributes for component groups (b) 
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The projected rehabilitation costs due to the intervention criteria shown in Figure 7-12 and Figure 7-13 and the total summary are given in Table 7-15. 
 
Table 7-15: Case study – projected rehabilitation costs for component groups 
Finally, the overall outcome for the rehabilitation costs is shown in a clustered column graph (Figure 7-14) and also in a stacked column graph (Figure 7-15). 
These two graphs can be used in determining expenditure requirements and allocations for building assets. The projected costs can guide councils in the  
allocation of operational expenditures (opex) and capital expenditures (capex) needed for their building stock.      
Year Electrical Services Exterior Works External Fabric Fire Services Interior Finishes Lifts-Hoists Services Mechanical Services Plumbing Security Services Water Services Total
2012 -$                                              -$                                                             -$                            -$                 -$                              -$                         -$                          30,000$   12,500$               -$                 42,500$    
2022 -$                                              -$                                                             4,119$                        -$                 -$                              -$                         -$                          19,200$   15,000$               20,000$            58,319$    
2027 25,000$                                         -$                                                             -$                            15,000$            -$                              30,000$                   13,700$                     13,440$   53,900$               -$                 151,040$  
2032 10,000$                                         6,528$                                                         -$                            30,000$            21,094$                         -$                         18,560$                     7,680$     -$                     75,000$            168,862$  
2037 12,500$                                         -$                                                             5,940$                        15,000$            -$                              24,000$                   10,788$                     15,437$   51,215$               -$                 134,880$  
2042 12,500$                                         2,488$                                                         -$                            17,500$            9,492$                           -$                         6,880$                       18,770$   -$                     24,000$            91,630$    
2047 12,500$                                         1,456$                                                         5,101$                        17,500$            17,402$                         30,000$                   15,761$                     17,040$   44,546$               17,000$            178,307$  
2052 12,500$                                         4,144$                                                         -$                            17,500$            15,425$                         -$                         14,611$                     12,755$   41,694$               24,000$            142,628$  
2057 12,500$                                         3,045$                                                         5,585$                        17,500$            9,492$                           24,000$                   9,236$                       13,013$   16,769$               17,000$            128,141$  
2062 12,500$                                         2,503$                                                         -$                            17,500$            7,762$                           -$                         11,168$                     15,553$   29,010$               24,000$            119,996$  
2067 12,500$                                         1,999$                                                         5,818$                        17,500$            10,605$                         30,000$                   14,985$                     16,680$   40,429$               17,000$            167,514$  
2072 12,500$                                         2,786$                                                         -$                            17,500$            13,107$                         -$                         12,065$                     15,232$   26,420$               24,000$            123,610$  
2077 12,500$                                         3,072$                                                         5,927$                        17,500$            12,582$                         24,000$                   10,331$                     13,989$   25,839$               17,000$            142,741$  
2082 12,500$                                         2,874$                                                         -$                            17,500$            10,755$                         -$                         12,914$                     14,415$   35,251$               24,000$            130,209$  
2087 12,500$                                         2,467$                                                         5,977$                        17,500$            10,170$                         30,000$                   13,491$                     15,467$   31,173$               17,000$            155,745$  
2092 12,500$                                         2,519$                                                         -$                            17,500$            11,019$                         -$                         11,322$                     15,576$   26,886$               24,000$            121,322$  
2097 12,500$                                         2,768$                                                         6,000$                        17,500$            11,810$                         24,000$                   11,615$                     14,918$   31,656$               17,000$            149,766$  
2102 12,500$                                         2,861$                                                         -$                            17,500$            11,674$                         -$                         13,109$                     14,572$   32,186$               24,000$            128,402$  
2107 12,500$                                         2,712$                                                         6,012$                        17,500$            11,112$                         30,000$                   12,444$                     14,887$   28,785$               17,000$            152,953$  
2112 12,500$                                         2,599$                                                         -$                            17,500$            10,916$                         -$                         11,525$                     15,244$   30,067$               24,000$            124,352$  
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Figure 7-14: Case study – projected rehabilitation costs for component groups – clustered graph 
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Figure 7-15: Case study – projected rehabilitation costs for component groups – stacked graph 
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7.6 Summary 
Two methods have been introduced in this chapter to aid infrastructure managers to make 
justifiable and informed decisions. Cost optimisation technique runs several scenarios of 
possible rehabilitation to identify the cost intervals for different strategies. This method can 
be utilised in two approaches. First, when a certain level of average condition is needed and 
an estimation of expenses is required to meet the criterion. This can be used for condition 
benchmarking of buildings. The second approach is when an organisation has a certain 
amount of funding available for rehabilitation of building assets and the level of upgrade to 
the building stock as a result of the expenditure needs to be identified.  
The second method considers the risk and level of services for risk and cost predictions of 
buildings at the present and any given future time. It also can be used in service level 
specification for an organisation. For this purpose, after setting rehabilitation and 
consequence costs and the transition matrices, a sensitivity analysis can be conducted for 
adjustment of the levels of services to meet the organisation’s goals and objectives.     
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8 SOFTWARE TOOL AND INTEGRATED DECISION-MAKING 
8.1 Introduction 
 
A platform that practically interacts with the end-users of this research a user-friendly web-
based software tool has been generated to aggregate the outcomes of the project. Figure 8-1 
illustrates a screenshot of the main menu of the program. The program features a high level 
of flexibility and sets of default arrangements to improve the user experience. The inventory 
not only has the ability to manually edit the fields (the element hierarchy, component 
properties and detailed inspection data, transition matrices etc.), but also has options for 
importing a group of fields via spread-sheets. The program also supports the analysis at any 
level of detail, which will be useful for different layers of an organisation such as asset 
maintenance, asset management and asset long-term planning and strategies. The program 
structure and the analytical modules were developed by the author, while the user interface 
and data base were created by a professional software developer. 
 
 
Figure 8-1: Integrated software screenshot (CAMS)  
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8.2 Structure of the Software 
 
The program is a web-based software and coded with Microsoft ASP.net, which allows users 
to access the program via the web as well as to input and store the data in the cloud.  
To embed the deterioration forecasting and decision-making process in the program, a data 
register for asset management inventory is essential. In other words, future prediction and 
decision-making are inseparable from the everyday inventory data of the assets of 
organisations. Therefore, efforts have been made to develop a customised, flexible and user-
friendly registry section as well as deterioration prediction and decision-making phases. 
Figure 8-2 shows the asset management inventory modules and the analysis section 
components. Each module will be defined with their functions later in this chapter. 
 
Figure 8-2: Main system modules 
 
The following shows some basic concepts in the preparation of specifications for the 
software.  The specifications are the outcome of many meetings and discussions between the 
RMIT research team, industry partners of the project and software developers.  
 
The Council Asset Management System (CAMS) has the following main functions: 
• Manages building asset data and inventory 
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• Manages maintenance records for building assets 
• Manages inspection records for building assets 
• Performs deterioration prediction using the stored transition matrices and the provided 
data in the inventory  
• Modelling for budgetary/risk decision-making and long-term planning 
 
The system will be used mainly by 
• Council staff responsible for asset management 
• Building inspectors responsible for building inspection data 
• RMIT researchers responsible for testing and suggesting enhancements 
Figure 8-3 illustrates the users and their interactions with the program. 
 
 
Figure 8-3: CAMS main users and capabilities interactions diagram 
 
The business rules defined for the software are as follows:  
• A Council has multiple Buildings 
• A Building belongs to a Building Type 
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• Each building has multiple “Functional Areas” 
o Examples of Function Area types include Room, Kitchen, Lobby etc. 
• Each building has multiple “Components” belonging to a “Functional Area”  
• A component belongs to a “Component Type” 
• A component type (optionally may) belong to a “Component Group” 
• Each component is given a condition rating at an Inspection.  
o Rating will be a number between 1-5 or 1-10. A council will decide what scale 
(1-5 OR 1-10) to use 
o An inspection happens every year or on a period set by the council.  
o Hence a component has multiple inspection records with different timestamps 
• In some cases the inspection rating may be given to the component type level 
o Hence the system allows for Ratings to be given to either Component or 
Component Type 
• Similar to an Inspection, each component and component type may undergo 
“Maintenance” and thus have maintenance records 
o Hence each component or component type has multiple maintenance records 
with timestamps that include a description of the maintenance and the 
condition after the maintenance task. 
Figure 8-4 shows a sample of building types and building data, which allows councils to 
group their buildings by usage types. As discussed in Chapter 4, a building hierarchy should 
be used by building asset managers. The program gives flexibility to the user to either use the 
default building hierarchy (which is the hierarchy recommended in Chapter 4) or the 
organization’s desired component hierarchy. A sample of component types and component 
data storage capability is given in Figure 8-5. 
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Figure 8-4: Sample Building and Building Type data 
 
 
Figure 8-5: Sample Component, Component Type data 
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8.3 Module Functions  
As depicted in Figure 8-2, the asset register includes building register, component register, 
inspection and maintenance manager components. The following section categorises the 
attributes and the functions specified for these components.  
Building Register 
• Manage Building Types (add/delete/edit) 
• Manage Buildings (add/delete/edit) 
• Import Wizard from Excel for 
o Buildings 
o Building Types 
• Tabular views to Edit Building types and Buildings 
• Manage Functional Area Types (default Room) 
• Manage Functional Areas of a Building 
• Import Functional Areas of a Building 
 
• A Building Type is defined by 
o Building Type ID 
o Building Type Name 
o Description 
• Function Area Type  
o Function Area Type ID 
o Function Area Type Name 
o Description 
• Building Function Area  
o Building Function Area ID 
o Building ID 
o Function Area Type ID 
o Name 
o Description 
o Area 
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• Component Class 
o Name 
o Description 
o Component Type  ID 
o Age (given by year established) 
o Quantity 
o Material 
o Component Type   
o Name 
o Description 
o Component Group ID (optional) 
o Material 
• Component Group 
o Name 
o Description 
• Component used in a building (Building Component) 
o Component Class ID 
o Function Area ID 
o Description 
o Year established 
o Quantity 
o Material 
• Component type used in a building  (Building Component Type) 
o Component Type ID 
o Description 
o Year established 
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o Quantity 
o Material 
 
Component Register 
• Manage Components, Component Types, and optionally Component Groups 
(add/delete/edit) 
• Manage Component data for a given Building (add/delete/edit) 
• Import Wizard from Excel for 
o Component Types, Groups 
o Components 
• Tabular views for editing component types and components 
 
Inspection Manager 
• Manage Condition Data (add/delete/edit) 
• Import Condition Data for a given period (i.e. year) 
• View with filters. Filter on 
o Year 
o Condition rating 
o Building/Component Type 1,2,3 etc. 
• Produce an Inspection Specification (an Excel sheet) 
o This is for printing and capturing inspection data 
• An Inspection record is defined by 
o Date of Inspection  
o Assessor Name 
o Component Or Type assessed 
o Rating (1..5 or 1..10) 
o Comments 
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o [Other Attributes, such as defects and severity can be included]  
 
Maintenance Manager 
• Manage Maintenance Data (add/delete/edit) 
• Import Maintenance Data for a given period (i.e. year) 
• View with filters. Filter on 
o Date range 
o Condition rating 
o Building/Building Type 
o Component or Component Type 
• A Maintenance record is defined by 
o Date of maintenance 
o Maintenance Category 
o Component Or Component Type affected 
o Rating after chance (1..5 or 1..10) 
o Description of activity 
o Cost 
o [Other Attributes may be included]  
• User-defined fields 
o Given the nature of the application, the councils may have specific data they 
would like to record under each entity, but not use in the scientific 
calculations. 
o For this purpose, the following entities should include 20 user-defined fields 
each. 
• Building 
• Functional Area 
• Component, Component Type, Component Group 
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• Inspection  
• Maintenance 
 
Figure 8-6 illustrates the development of the CAMS software, and the testing, refining and 
updating of the software.  
 
Figure 8-6: Process of development of CAMS software 
 
Deterioration prediction 
After generating an inventory and a registry phase of the project, the next module of the 
software development project, as mentioned in Figure 8-2, was implementing a deterioration 
prediction process in the CAMS. Figure 8-7 illustrates the process in the program. Since 
generating Markov transition matrices using the non-linear optimisation technique and 
genetic algorithm needs more technical software programs and closer consideration, at this 
stage the transition matrices are not generated by CAMS and they are the inputs to the 
program for deterioration prediction.  
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Figure 8-7: Sample of deterioration prediction process implementation in CAMS 
The following section describes the functions required for deterioration prediction. Appendix 
3 gives a more detailed specification for this module. The main concept is to first define the 
Markovian transition matrices and then assign to each element/component in the component 
group list which has been defined in the last module (inventory module). Therefore, the 
required system functions for this module are as follows: 
1. Define Transition Matrix 
2. Assign Transition Matrix to an Entity  
3. Generate the Transient Matrix using Excel sheet 
4. Generate Transient Probability graphs 
 
Define Transition Matrix 
 
The definition of transition matrices gives a 5 x 5 matrix platform for inputting the figures in 
the fields (see Figure 8-8). A name and a description can be assigned to each matrix. 
Therefore, when assigning the matrices to the elements, one matrix can be assigned to more 
than one element. 
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Figure 8-8: Transition matrix definition 
 
• Name is a unique alpha-numeric ID. 
• Transition period is in intervals of 5 years. 
 
Assign Transition Matrix to an Entity  
 
Each matrix can be assigned to one or more entity, where entity can be Building Type, 
Building, Functional Area, Component Group, Component Type or Component. Figure 8-9 
shows how an entity is selected and how a defined transition matrix is assigned to it.  
 
Figure 8-9: Transition matrix assignment 
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• The user is able to select All or None in each level 
• At the press of “Next” the subsequent level appears 
• Once the “Next” is pressed, that section is disabled.  
o E.g. User selects 3 Building Categories and presses Next. This disables 
selecting further Building categories 
• User is able to assign a Matrix at any level.  
o E.g. If the user selects only up to 2 Buildings and then assigns a matrix, this 
means the matrix is applicable at the Building level. 
 
Generate the transient matrix and transient probability graphs using Excel sheet 
This function gathers the data from the inventory database about the condition of the 
components and the transition matrices assigned to them, and then loads the data into an 
Excel spread-sheet for the calculation and generation of graphs, and illustrates the output data 
and graphs in the program as well as in the spreadsheet with an export option.  
• The user selects the level at which the Transient probabilities need to be calculated. 
• This screen is similar to Figure 8-9, without the matrix drop-down 
• If a transition matrix does not exist for the selected combination, the system 
shows an error and asks the user to enter a transition matrix before proceeding 
• If a Transition matrix does exist, then the system calculates the current condition 
matrix for the selected entities  
• Once the system has retrieved the Transition Matrix and calculated the current 
condition matrix, both matrices are inserted into the “output” Excel sheet. 
• The Output Excel sheet performs the necessary matrix calculations that generate the 
transient probabilities. 
• The system then  
A. Reads the transient probabilities and plots the graphs as shown in 
Figure 8-10. Graphs are shown online. 
B. Provides the user with the Excel sheet to be downloaded 
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Figure 8-10: Generating transient probabilities 
8.4 Risk and Cost Projection 
As mentioned in Chapter 7, with the integration of probabilistic deterioration prediction, 
maintenance costs, consequence costs of building components and levels of services costs 
and risk profiles can be projected. Therefore, by acquiring data from the inventory modules 
and analysing the deterioration prediction, long-term strategic planning for buildings is 
readily available. Figure 8-1 illustrates the user interface for capturing the management 
strategies and cost for risk-cost projections.  
 
Figure 8-11: Software interface for inputs 
 
Figure 8-13 and Figure 8-14 show the outcome of risk profile and rehabilitation cost 
projections for informed decision-making for building assets. The inventory section of 
CAMS is capable of collecting information for each component, such as transition matrices 
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defined and assigned, condition information, quantity and unit of measurement. Therefore, 
the required information is extracted from CAMS and is input into specific locations of the 
analysis Excel workbook and then the outcome is extracted and illustrated in the program 
after analysis. Figure 8-12 illustrates the process. 
 
Figure 8-12: CAMS process diagram    
 
Figure 8-13: Example - risk profile projection 
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Figure 8-14: Rehab. cost projection 
8.5 Summary 
To provide an interface for the research so that the users can take advantage of this study a 
software program has been generated. The software is named Council Asset Management 
System (CAMS) and allows the users not only to use the software for asset management 
registry, but also to interact with the outcome of this research to predict the deterioration of 
components of building assets. The cost projection profiles will support building assets 
managers in short-term and long-term strategic planning for their assets for Opex (operational 
expenditures) and Capex (capital expenditures) programs. In addition, risk profiles ensure 
that management strategies, including levels of services and rehabilitation strategies, are 
justifiable for the business.  
Accessibility of the program through the web is an advantage for not only inspections and 
condition monitoring purposes, but also for officers and managers to access/edit the 
information at any time. Flexibility of the program in either using the recommended default 
settings for building hierarchy and transition matrices or introducing a customised set of 
features with the capability of easily importing from Excel worksheets makes the program 
appealing to users.   
CAMS has been tested and debugged as much as possible at RMIT University. In the next 
phase it will be implemented in one of the partner councils to be tested further and then it will 
be available to all research projects’ partners with required support and training.  
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9 SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
 
9.1 Summary 
The research presented in the thesis has aimed to extend the body of knowledge in the 
deterioration prediction of community buildings. The research involved reviewing the 
literature to understand state-of-the-art developments in the research area. Identification of 
gaps in the current knowledge as well as existing practice resulted in shaping a research 
framework to address the gaps within the scope of the project. Ongoing workshops, 
interviews, feedback sessions and data-gathering throughout the project helped the research 
to focus on addressing the knowledge gaps. The adoption of a building hierarchy to 
appropriately represent building components at a suitable level of detail and flexibility was 
one of the first stages of the research. The componentisation of building elements allowed the 
structuring of condition assessment for the buildings. Aggregation of building element 
conditions supports higher-level decision strategies in infrastructure management. While 
short-term strategies can be devised with the current state of the assets, long-term financial 
planning requires the state of the building assets in the future. Utilising a deterioration 
prediction model enables decision-makers to prepare and propose a more strategic asset 
management plan. Comparisons of multiple scenarios in the management of building assets 
and estimation of the expenditure have been covered in the research. Since decision-making 
in asset management is inseparable from risk identification and prioritisation of rehabilitation 
work, deterioration forecasting capability has been incorporated into risk projection, levels of 
service criteria and expenditure projection in this research project to assist building asset 
managers. Finally, an algorithm for an integrated software tool has enabled the complexity of 
the model to be captured in a user-friendly web-based tool.   
It should be noted that although the research has been conducted on building infrastructure, 
many of the concepts introduced can be used in other infrastructure assets such as model 
calibration, condition aggregation, cost optimisation and risk/expenditure projection. The 
software tool specification also has the capability to be adjusted for other infrastructure 
assets.   
The research questions mentioned in Chapter 3 have been addressed in chapters of the thesis. 
The research questions and their addressing chapters are given in Table 9-1.   
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 Research Question Addressing Chapter(s) 
1. Latest developments in deterioration prediction and 
decision making models for community buildings 
 
Literature review 
2. Current practices of partner local councils in building 
management 
 
Research methodology 
3. Approaches in building componentisation, condition 
monitoring and identifying the gaps 
Literature review, Building 
components hierarchy & 
Condition monitoring 
 
4. Appropriate building element hierarchy 
 
Literature review & 
Building component 
hierarchy 
 
5. Suitability of Markov process 
 
Literature review & 
Deterioration Prediction 
 
6. Development of decision model incorporating risk, cost 
and level of services 
 
Literature review & 
Optimised decision making 
7. Analytical techniques to model decision making process 
 
Literature review & 
Optimised decision making 
 
8. Incorporation of deterioration prediction and decision 
making in a software program tool 
 
Software tool and 
integrated decision  making 
Table 9-1: Chapters addressed research questions 
9.2 Conclusions 
The conclusions of the research are summarised as follows: 
 
9.2.1 Inferences drawn from the review of literature and an analysis of current 
practice 
The literature review covered current knowledge in the following areas: AM frameworks, 
building componentisation, condition monitoring, deterioration forecasting, and decision- 
making. The following conclusions were drawn from the review of literature: 
 To provide a comprehensive model for asset managers, an AM framework 
based on advanced AM principles is needed; 
 A comprehensive hierarchical building element division with flexibility in 
level of detail is needed to manage building condition data and forecasting 
effectively; 
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 Importance of risk and financial sustainability is identified in decision-making 
processes; 
 Markov Chain was chosen as a probabilistic deterioration prediction model for 
forecasting conditions of community buildings. It was noted that there are 
number of methods of mathematical derivation of Markov transition matrices.  
 The level of detail in condition monitoring depends on the importance of the 
buildings, condition assessment cost and the level at which decisions are made 
and buildings are managed; 
 A condition aggregation methodology is required for higher-level decision- 
making and network-level decision-making. 
 
9.2.2 Deterioration prediction of community buildings using discrete condition 
data  
 Building condition data collected by six local councils were used in the derivation of 
transition matrices for the deterioration model for community building components. 
Three different mathematical methods of derivation of matrices were shown to offer 
different results for transition matrices which can be evaluated to identify the best fit 
in validation stage.  
 A new method (Direct Absolute Value Difference), which is a modified version of the 
non-linear optimization technique, has been introduced to avoid the issues of 
convergence to local minima observed with the non-linear optimisation method;  
 Generalized reduced gradient (GRG), Monte Carlo simulation and genetic algorithm 
methods have been utilised as convergence methods in this research;  
 Derived deterioration models were validated with an independent set of condition data 
collected by a council partner of the project; 
 The non-linear optimisation method using the non-linear generalized reduced gradient 
convergence method failed the validation tests. The non-linear optimisation technique 
using Monte Carlo calibration and the direct absolute value difference using the 
genetic algorithm convergence method have shown acceptable results during 
validation of the transient probabilities generated for deterioration of components of 
community buildings; 
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 Deterioration trends have been compared for building components. Deterioration rates 
and useful lives derived from expected deterioration graphs were validated by 
suggested useful lives in guidelines.  
 
9.2.3 Decision-making considering cost, risk and levels of service 
Two novel methods have been introduced in Chapter 7 to facilitate decision-making based on 
cost and service level.  
 The cost optimisation technique, which runs several scenarios of possible 
rehabilitation to identify the cost intervals for different strategies, has been proposed. 
This method can be utilised in two decision making scenarios. First, when a certain 
level of average condition is needed and an estimation of expenses is required to meet 
the criterion. This can be used for condition benchmarking of buildings. The second 
approach is when an organisation has a certain amount of funding available for 
rehabilitation of building assets and the level of upgrade to the building stock as a 
result of the expenditure needs to be identified;  
 The second method, which considers the risk and level of services, is used for risk and 
cost predictions of buildings at the present and any given future time. It can also be 
used in service level specification for an organisation. For this purpose, after setting 
rehabilitation and consequence costs and the transition matrices, a sensitivity analysis 
can be conducted for adjustment of the levels of services to meet the organisation’s 
goals and objectives.    
 
9.2.4 Integrating the asset management framework in the software tool 
To provide an interface for the research so that the research partners can benefit from this 
study without involving in mathematical process, a software program algorithm has been 
prepared and the software program has been generated. The software program has the 
following capabilities: 
 The asset management registry allows for an inventory of council assets. The 
inventory allows for division of buildings into a hierarchical structure of components. 
 The inspection manager enables the building condition assessment outcome to be 
imported to the building components defined in the hierarchy. 
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 The stochastic deterioration models derived for building components can be used to 
forecast deterioration of buildings, component groups or components.  
 Cost and risk projection profiles can be generated based on the component condition, 
risk and deterioration prediction, which are the outcomes of this research to support 
building assets managers in short-term and long-term strategic planning for their 
assets in Opex (operational expenditures) and Capex (capital expenditures); 
 Accessibility of the program through the web is an advantage, not only for inspections 
and condition monitoring purposes, but also for officers and managers to access/edit 
the information at any time; 
 Flexibility of the program, in either using recommended default settings for building 
hierarchy and transition matrices or introducing a customised set of features with the 
capability of easily importing from Excel worksheets, makes the program more 
appealing for the users.   
9.3 Recommendations for future research 
Although the research aimed to generate a reliable model for the deterioration prediction of 
community buildings, some aspects were beyond the scope of the project. Therefore, to 
extend and continue to improve this research the following recommendations are made: 
 The condition rating results from the condition assessment of buildings used for the 
calibration and validation of the Markov process were provided by the industry 
partners of the project. Although the condition ratings have been filtered and prepared 
for the calibration of model, the level of detail and confidence of the data directly 
influence the model derivation. Therefore, it is recommended that a higher-level 
condition monitoring plan considering failure modes, mechanisms and defect 
identification should be used in further research to achieve improved outcomes of 
calibration.    
 
 For finer categorisation of building elements and also to account for environmental 
exposure of the components, data collection should include component material, 
functionality, construction quality and environmental exposure conditions.   
 
 Research into risk scenarios for components and consequence costs is recommended, 
to enable decision-makers to easily identify risks and prioritise rehabilitation plans.  
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 Other aspects of sustainability should be considered in decision-making process, such 
as social, environmental and functional factor. This would help councils to address all 
decision-making criteria required for building assets and justify planned investments.    
 
 Other methods of deterioration prediction such as the gamma process can be 
examined when more consistent data are available.  
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Appendix 1: Cost Optimisation VBA 
 
Sub maxmincost() 
    Application.Calculation = xlManual 
    Dim cond As Integer 
    condcur = Range("g12") 
    Dim iteration As Integer 
    iteration = Range("I8") 
    Dim count As Integer 
    Dim cnt As Integer 
    Dim cnt2 As Integer 
    Dim cnt3 As Integer 
    Dim cnt4 As Integer 
        
    cnt = 1 
    cnt2 = 1 
    cnt3 = 1 
    cnt4 = 1 
' count is for the whole process and cnt is for copying the values ;cond is the number of 
iterations to find 4to3 4to2 4to1; condcur is the current condition 
    Range("31:43").Select 
    Selection.ClearContents 
    Range("65:77").Select 
    Selection.ClearContents 
    Range("99:111").Select 
    Selection.ClearContents 
    Range("133:145").Select 
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    Selection.ClearContents 
    For count = 1 To iteration 
        Range("E16:E25").Select 
        Selection.ClearContents 
        Range("E16").Select 
        ActiveCell.FormulaR1C1 = "=RANDBETWEEN(0,1)" 
        Range("E16").Select 
        Selection.AutoFill Destination:=Range("E16:E25") _ 
        , Type:=xlFillDefault 
        Calculate 
' NOW I'M FINDING DIFFERENT CHANGE OF COND. 4 TO 3 
         
        If Range("I26") = 1 Then 
            Range("M15:M27").Select 
            Selection.Copy 
            ActiveCell.Offset(16, -12 + cnt).Range("A1").Select 
            Selection.PasteSpecial Paste:=xlPasteAllUsingSourceTheme, Operation:=xlNone _ 
                , SkipBlanks:=False, Transpose:=False 
            Selection.PasteSpecial Paste:=xlPasteValues, Operation:=xlNone, SkipBlanks _ 
                :=False, Transpose:=False 
            cnt = cnt + 1 
            End If 
        If Range("I26") = 2 Then 
            Range("M15:M27").Select 
            Selection.Copy 
            ActiveCell.Offset(50, -12 + cnt2).Range("A1").Select 
            Selection.PasteSpecial Paste:=xlPasteAllUsingSourceTheme, Operation:=xlNone _ 
                , SkipBlanks:=False, Transpose:=False 
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            Selection.PasteSpecial Paste:=xlPasteValues, Operation:=xlNone, SkipBlanks _ 
                :=False, Transpose:=False 
            cnt2 = cnt2 + 1 
            End If 
        If Range("I26") = 3 Then 
            Range("M15:M27").Select 
            Selection.Copy 
            ActiveCell.Offset(84, -12 + cnt3).Range("A1").Select 
            Selection.PasteSpecial Paste:=xlPasteAllUsingSourceTheme, Operation:=xlNone _ 
                , SkipBlanks:=False, Transpose:=False 
            Selection.PasteSpecial Paste:=xlPasteValues, Operation:=xlNone, SkipBlanks _ 
                :=False, Transpose:=False 
            cnt2 = cnt3 + 1 
            End If 
        If Range("I26") = 4 Then 
            Range("M15:M27").Select 
            Selection.Copy 
            ActiveCell.Offset(118, -12 + cnt4).Range("A1").Select 
            Selection.PasteSpecial Paste:=xlPasteAllUsingSourceTheme, Operation:=xlNone _ 
                , SkipBlanks:=False, Transpose:=False 
            Selection.PasteSpecial Paste:=xlPasteValues, Operation:=xlNone, SkipBlanks _ 
                :=False, Transpose:=False 
            cnt2 = cnt4 + 1 
            Else: GoTo inja 
            End If 
inja: 
    Next count 
    End Sub  
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Appendix 2: Condition Assessment Specification  
 
 
 
 
 
 
 
                              
 
 
C O N D I T I O N     A S S E S S M E N T     
S P E C I F I C A T I ON 
Strategic guidelines to assess constructed buildings 
March 2011 
A Reliability Based Approach for  
Sustainable Management of  
Community Buildings  
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Development of a Data Capture System 
 
 Data collected for each building shall include, but not be limited to  
 
 Year of construction  
  The year of construction is expected to be obtained based on a desktop audit of 
 existing Council records. 
 A clear indication of whether the year of construction has been estimated is 
 necessary. 
 
 Likely presence of asbestos (where applicable) 
 
 Selected building components and key features (Refer to Section 4)   
 
 Details of defects and recommended actions 
 For all defects observe the defect type, extent, severity and recommended 
 repair work including cost, trade
1
. 
 The details of the defect such as severity and extent are to be recorded (Refer 
 to Section 2 for details of defect extent). 
 The maintenance/repair details for the defect are to be recorded. The details 
such as maintenance/repair/replacement cost and relevant trade category/ 
contractor are to be recorded. 
 
 Building Floor Area (m2) including indication of function 
 
 Room Floor Area (m2) including indication of room function 
 
 Photograph(s)  
 Photographs of all the buildings, rooms and defects should be recorded. 
 Photo file size should be no greater than 100kB. 
 
 Digital or hardcopy map of the building. 
 The map of the building has to be provided to the assessor for referring to the 
particular room/area under assessment. 
 
 Major and minor past maintenance data. 
 Major maintenance done including renovations of the building and rooms are 
 to be recorded. 
 In addition, all the replacements/maintenance records for all the components
 should be available. 
         
                                                 
1
 The trade to be used to repair the defect might be useful information for the council. 
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Example Data Capture template 
 
Building Name: Childcare center A 
Building ID: B210 (if applicable) 
Building function: Childcare center 
Year of Construction: 1975 
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B210_001 
Activity 
Room 
Ceiling Fixed 
Plaster Sheet 
Painted 
54 m
2
 3 20 cracks 50% 3   
 
$5000 
 
Plasterer  
B210_001 
Activity 
Room 
Walls 
Sheeting 
on Frame 
Plaster Sheet 
Painted 
50 m
2
 1 20 none N/A N/A   N/A N/A  
B210_001 
Activity 
Room 
Windows Hinged Timber Painted 9 small 1 25 
Broken 
lock 
 
10% 
1   $100 carpentry  
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The Defects and Maintenance Records 
 
Defect 
 
The defect in relation to physical building elements refers to [1]: 
 
 The physical deterioration of building elements and services, including the decline in 
operational effectiveness, aesthetic appearance and general presentation to occupants, 
residents, visitors and the community, compared to the accepted standards appropriate 
to the building elements and services. 
 The presence, deterioration or unintended discharge of materials that present a hazard 
to building occupants, residents, visitors and the environment 
 Signs of distress indicating diminished performance (e.g. excessive heat, vibration or 
noise) or the potential for imminent failure 
 Breaches of workplace health and safety and other regulatory requirements 
 Illegal or unauthorised construction and installations. 
 
Extent of the defects 
 
For the all the defects observed it is required to record the extent of the defect as a percentage 
out of the particular element characteristic under consideration. 
For example, consider paint peeling of a wall. The defect “paint peeling” is observed in the 
component wall. If the area affected about 50% of the component then the extent is 50%. 
 
Severity of the defects  
 
For the all the defects observed it is required to record the relative impact of each defect type 
on the overall condition of the building. The impact of the defect is to be decides based on the 
impact of the observed extent and the severity of the defect. 
 
There are three severity levels as follows. 
 
Severity Comment 
1 Task or repair can wait 
2 The task is moderately severe. 
3 Immediate attention or action is needed. 
 
 For example, consider an element walls. The defect fading in a brick wall can be 
severity 1, a crack along the joints may be severity 2 and a crack through bricks can be 
severity 3.  
 Another example is a carpet with defect wear. The severity of the defect can be 
decided based on the impact and potential hazard level. A superficial wear in a carpet may be 
with severity 1. A worn carpet with significant wear but without any hazard can be of severity 
2. A worn carpet with tripping hazard may be of severity 3.  
 
All the defects, the extent and severity are to be considered to determine the overall element 
condition.  
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 Condition Rating System 
 
A clear definition of condition rating system is important for transparency and objectivity of 
the condition assessment. This condition rating system is a general guideline common to all 
the elements which are given in Section 4.  
 
The condition rating to be used based on the appearance and operational characteristics and 
defect identification described in the previous section of the element are described in this 
section. 
 
The condition of all elements to be inspected is to be measured on a scale of 1 to 5, with 1 
representing an element in as new condition and 5 representing a failed element.  The table 
below explains each rating. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Based on the condition rating of each element a maintenance schedule is derived as shown in 
the next section. Recommendations of capital works required are to be highlighted too. 
 
 
Maintenance Records 
 
 
Condition Rating Description 
1 - Excellent 
Element is as new condition and appearance.  
No defects. 
The element meets all current requirements.  
2 –Good 
Element is functional. 
Minor defects - displays superficial wear and 
tear only.  
Some deterioration to finishes. 
3 - Average 
Element is functional. 
Shows signs of moderate wear & tear.  
Has deteriorating conditions that will need 
attention. 
4 – Poor 
Element functionality is reduced.  
Element has significant defects affecting major 
components or components fail frequently. 
Badly deteriorated. 
Potential impact on operational functions 
and/or may lead to health and safety concerns 
5 – Failed 
Element has failed or not functional. 
Unacceptable or unsafe condition for 
occupancy or normal use. 
Not viable. 
Immediate attention is needed in order to 
ensure continued access, use and safety to 
users. 
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For all defects that need some maintenance or repair work, information is to be recorded with 
estimated cost as per the Example Data Capture template shown in Section 1. Hence, 
elements above the condition rating 2 might need repair/maintenance work with the relevant 
priority shown in the table below. The maintenance lifespan of three years is considered here. 
 
 
 
 
 
 
 
 
 
Work priority Work 
1 
Element requires decommissioning and/or 
replacement.  
 
Work will prevent serious disruption of building 
activities and/or may incur higher costs if not 
addressed within 1 year. 
 
2 
Significant ongoing maintenance intervention or 
major component or element replacement 
required. 
 
No action will affect the operational capacity of 
the building and could lead to serious 
deterioration and therefore higher future repair 
costs if not addressed between 1 to 2 years 
 
3 
Minor maintenance intervention and/or minor 
component replacement required. 
 
Work will have minimal effect on the 
operational capacity of the building but are 
desirable to maintain the quality of the 
workplace. 
 
Defects are likely to require rectification within 
3 years. 
 
4 
Can be safely and economically deferred beyond 
3 years and reassessed at a future date.  
 
No component replacement required 
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Building element Hierarchy 
 
The building hierarchy based on the Building Component Guideline (BCG) introduced by NAMS [2] is to be used when assessing the condition of 
the buildings. This is a three level building hierarchy for the purpose of data collection. There are 10 component groups at level one including 
electrical services, exterior works, etc… The second level breaks each component into several sub components. The second level components are 
further divided in to third level sub components. This hierarchy is as follows. 
 
Electrical 
Services 
Exterior 
Works 
External 
Fabric 
Fire 
Services 
Interior 
Finishes 
Lifts / 
Hoists 
Services 
Mechanical 
Services 
Plumbing Security 
Services 
Water 
Services 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Buildings
Channels
Civil works
Fencing
Furniture
Gates
Hard stand
Misc.
Signs
Stairs & rails
Water tanks
Distribution 
Boards
Emergency 
Lighting  (Not fire 
related)
Emergency 
Power
Lighting - 
External/Internal
Lighting - Flood / 
Security
Misc.
Power 
Conditioning
Power 
Conversion
External Walls
Roof
Windows & 
Doors
Fire Alarm 
System
Fire 
Communications
Fire Services
Fire Sprinkler 
System
Hydrant System
Ceiling Finishes
Fixtures & 
Fittings
Floor Finishes
Interior Doors
Interior Walls
Interior Windows
Wall Finishes
Vertical 
Transport
Air Distribution
Air Handling 
Units
Building 
Management 
System
Chilled Water 
System
Compressed 
Air/Pneumatics
Condenser 
Water System
Fan Coil Units
Heating System
HVAC Control 
System
Split A/C Units
Ventilation 
System
Sanitary 
Plumbing
Access Control 
Systems
CCTV Systems
Intruder/Duress 
Alarm System
Special Services
Domestic Cold 
Water
Domestic Hot 
Water
Warm Water
Level 1 
Level 2 
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The full list of components including the breakdown of second level components in to 
third level components is shown below. 
Electrical 
Services 
    
  
Distribution 
Boards 
  
  
  
Distribution Boards 
Local DBS 
Main Fusebox 
Main Switch Board 
Mechanical Services Switch Board 
Meter Boxes 
Emergency 
Lighting  (Not 
fire related) 
  
  
Batteries 
Controller / Cabling 
Lamps 
Emergency 
Power 
  
  
Fuel Tank 
Gen Set - alternator 
Gen Set - engine 
Lighting - 
External/Internal 
  
  
Controller / Cabling 
Down Lights 
Exit Signs 
Fittings 
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Fluorescent Lights 
Incandescent Lights 
Lamps 
Lighting - Flood 
/ Security 
  
  
Controller / Cabling 
Fittings 
Lamps 
Local Security Lighting 
Pole Top Lights (External) 
Misc.   
  
Light Switches & Powerpoints 
Power 
Conditioning 
  
  
Batteries 
Chargers 
UPS 
Power 
Conversion 
  
  
Power conversion 
Exterior 
Works 
    
  Buildings   
    
Carport 
Covered Ways 
Garage 
Shed (Garden / Tool Shed) 
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Sun Screen/Awning 
Verandah - Roof Only 
Channels   
  
Channels & Grating 
Kerb & Channelling 
Civil works   
  
Block Wall 
Brick Wall 
Retaining Walls (Concrete) 
Retaining Walls (Timber) 
Fencing   
  
Corrugated Iron Fence 
Fence - Paint Finish 
Picket Fence 
Post & Rail Fence 
Post & Wire Fence 
Post / Rail / Mesh Fence 
Steel Security fence 
Timber Paling Fence 
Wire Mesh Fence 
Furniture   
  
Park Seat 
Picnic Table 
Rubbish Bin 
Gates   
  
Metal Gate 
Motorised Sliding Gate 
Steel/Mesh Gate 
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Timber Gate 
Wrought Iron Gate 
Hard stand   
  
Asphalt /Sealed Areas 
Asphalt Paths 
Astro Turf 
Carpark Marking 
Cobblestone 
Concrete Paths / Ramps 
Concrete Paver / Interlocking Blocks 
Concrete Slab 
Timber Kerbs 
Misc.   
Signs   
Stairs & rails   
Water tanks   
External 
Fabric 
    
  External Walls   
  
Roof   
Windows & 
Doors 
  
Fire 
Services 
    
  
Fire Alarm 
System 
  
    
Cabling 
Fire / mimic panels 
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Heat detectors 
Magnetic door holders 
Smoke detectors 
Fire 
Communications 
  
  
EWIS panel 
Fire Services   
  
Fire Extinguishers 
Fire Hose Reels 
Ventilating Fans 
Fire Sprinkler 
System 
  
  
Pipes and valves 
Sprinkler heads 
Hydrant System   
  
Hydrant System 
Interior 
Finishes 
    
  Ceiling Finishes   
    
Fibrolite 
Gyprock Lining 
Hardboard 
Insulation 
Paint Finish 
Particle Board 
Plaster Finish 
Prefinished Metal 
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Softboard / Pinex Tiles / Lining 
Suspended Panel (incl Frame) 
Suspended Panel (incl Frame), 
Acoustic 
Suspended Panel (incl Frame), 
Plasterboard 
Timber Lining 
Fixtures & 
Fittings 
  
  
Dishwasher 
Fixed Desks, Tables, Seating 
Fixed Seating 
Grabrails 
Hand dryer 
Handrail Stainless 
Holland Blinds 
Joinery Fttgs - Built-In 
Kitchen Bench and Joinery 
Kitchen Bench S/S 
Mirror 
Paint Finish 
Shelving 
Stoves 
Towel rail 
Work Benches 
Zip Heater 
Floor Finishes   
  
Carpet 
Ceramic Tiles 
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Cork 
Epoxy 
Floating Timber 
Floor - Particle Board 
Floor - Timber T & G 
Paint Finish 
Parquet 
Polyurethane Finish 
Rubber 
Stair Nosing 
Vinyl 
Interior Doors   
  
Accordion / Folding 
Alum/ Safety glass 
Alum/ Toughened glass 
Doors - Hollow-Core 
Doors - Solid 
Fire Doors 
Glass 
Metal Doors 
Metal Roller Door 
Paint Finish (Per Leaf) 
Polyurethane Finish (Per Leaf) 
Safety glass 
Sliding Doors 
Solid Core 
Solid Core/ Glass 
Solid Core/ Safety glass 
Swing Doors - (Pair) (Smoke Stop) 
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Timber Glass 
Interior Walls   
  
Int Window - Metal 
Int Window - Timber 
Proprietary 
Interior 
Windows 
  
  
Alum/ Glass 
Alum/ Safety glass 
Lead glass 
Safety glass 
Wall Finishes   
  
Fibrolite 
Glass 
Gyprock Lining 
Hardboard 
Melteca / Seratone 
Paint Finish 
Particle Board 
Plaster Finish 
Plywood 
Prefinished Metal 
Stainless steel 
Tiles - Ceramic 
Timber Lining 
Vinyl 
Wallpaper Finish 
Lifts / 
Hoists 
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Services 
  
Vertical 
Transport 
  
    
Car Interior & buttons 
Car Structure 
Door sets 
Lift controller 
Motor / Gears 
Mechanical 
Services 
    
  Air Distribution   
  
  
Ducting 
Fire & Smoke Dampers 
Hepa Filters 
Supply Fans 
Variable Air Volume 
Air Handling 
Units 
  
  
AHU - Motor 
AHU Structure 
Duct Heaters 
Motorised valves 
Variable Speed Drives 
Building 
Management 
System 
  
  
Cabling / mech / elect 
Computer /printer 
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Controller / hard drive 
Chilled Water 
System 
  
  
Chiller - Compressor 
Chiller Structure 
Pipework 
Pumps 
Valves 
Compressed 
Air/Pneumatics 
  
  
Controller / Cabling 
Dryers 
Engine 
Pipe work 
Pneumatic valve actuators 
Condenser 
Water System 
  
  
Condensing Unit 
Cooling tower - infills 
Cooling tower - structure 
Fans/Motors 
Pipework 
Pumps 
Valves 
Water tank 
Fan Coil Units   
  Fan Coil Unit 
Heating System   
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Boiler - gas fired 
Burner 
Hot Water Cylinder 
Hot water pumps 
Pipework 
Space Heaters 
Underflr/Wall &/Or Ceiling Heat. 
Valves 
HVAC Control 
System 
  
  
HVAC Control System 
Split A/C Units   
  
Split A/C Units 
Ventilation 
System 
  
  
Axial Ventilation Fans 
Centrifugal Ventilation Fans 
Exhaust Fan 
Ventilation System 
Plumbing     
  
Sanitary 
Plumbing 
  
    
Back Flow Valve 
Bath 
Handbasin 
Laundry Tub 
Safety Shower and Eyewash unit 
Shower Unit (Acrylic 3 Sided) 
Tap 
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Toilet - China Bowl /Cistern 
Toilet - S/S Urinal 
Toilet Bowl & Cistern 
Urinal 
Vanity (Incl Basin) 
Security 
Services 
    
  
Access Control 
Systems 
  
  
  
Cabling 
Card readers / Keypad 
Controller Computer/badge printer 
etc 
CCTV Systems   
  
Cabling 
Cameras 
Controller / hard drive 
Monitors 
Intruder/Duress 
Alarm System 
  
  
Cabling 
Controller / hard drive 
Monitors 
Sensors 
Special Services   
  
Barrier Arms 
Card Reader 
CCTV Camera / Monitor 
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Elect. Security Sys. - Domestic 
Generators (Standby) 
Water 
Services 
    
  
Domestic Cold 
Water 
  
  
  
Dosing 
Tanks- Pipes  
Valves 
Domestic Hot 
Water 
  
  
Circulation Pumps 
Tanks- Pipes  
Treatment 
Valves 
Water Cylinder 
Warm Water   
  
Dosing 
HWS systems/controls 
Pipes and valves 
Pumps 
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Appendix 3: CAMS Specification 
 
Specification: Council Asset Management System 
(CAMS)    
 
ASSUMPTIONS 
Transition Matrix 
 Will be a fixed [5 X 5] Matrix.   
 Transition period will not have an effect on the dimensions of the Matrix. 
 Transition Period can be specified as drop down list of 1-10 years.  
 For a given Entity/Items combination, several Transition Matrices with different 
Transition Periods can be assigned. 
 Name will be Unique. 
 
Assigning Transition Matrices to Entities/Items  
 The Item(s) shown in an Entity level will be a filtering based on the Item(s) selections 
done in the previous Entity Level. 
 
Specifying Entity/Items for Calculating Transient Probabilities  
 If a Transition Matrix exists, the system will generate separate Condition Matrices (i.e. 
initial condition) for each selected Item by considering the count (under each condition) 
of the sub-ordinate items related to the selected item. 
 Calculating Transient Probability should be allowed for any Entity/Items. Often, it will be 
for Component Group, Component Type or Component.  
 When a Level/Items are selected for calculating Transient Probabilities, the system should 
show the Condition Matrices available for the selected Level/Items combination with the 
Transition Period of each. 
 If we to generate a Condition Matrix for an Entity/Item which is at a level above the 
Component Type Entity level (Say FunctionalArea-ABC ) then we need to do an average 
condition calculation for each item (related to FunctionalArea-ABC) in the sub-ordinate 
level (which is Component Group). Please refer example in next page. 
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Assignment of Transition Matrices 
 When a user selects an entity in any group, show the currently assigned TM for that level. 
 Assume the following assignment scenarios: 
 Example-2: Non Averaging Scenario (Transient Probabilities selected for 
Components) 
Building 
Type 
Building Functional 
Area 
Component 
Group 
Component 
Type 
Component 
 
 BT1 
 BT2 
 BT3 
 BT4 
 BT5 
 
 
 
 B1 
 B2 
 B3 
 B4 
 B5 
 B6 
 B7 
 
 FA1 
 FA2 
 FA3 
 FA4 
 
 CG1 
 CG2 
 CG3 
 CG4 
 CG5 
 CG6 
 
 CT1 
 CT2 
 CT3 
 CT4 
 CT5 
 CT6 
 CT7 
 
 C1 
 C2 
 C3 
 C4 
 C5 
 C6 
 C7 
 C8 
 C9 
   C10 
 
 
Assume that  above combination is assigned to the TM named “transition-1” 
 
 
Building 
Type 
Building Functional 
Area 
Component 
Group 
Component 
Type 
Component 
 
 BT1 
 BT2 
 BT3 
 BT4 
 BT5 
 
 
 
 B1 
 B2 
 B3 
 B4 
 B5 
 B6 
 B7 
 
 FA1 
 FA2 
 FA3 
 FA4 
 
 CG1 
 CG2 
 CG3 
 CG4 
 CG5 
 CG6 
 
 CT1 
 CT2 
 CT3 
 CT4 
 CT5 
 CT6 
 CT7 
 
 C1 
 C2 
 C3 
 C4 
 C5 
 C6 
 C7 
 C8 
 C9 
   C10 
 
 
  Assume the above combination is assigned to TM named “transition-2” 
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Given above, when someone then selects the following combination (when they are 
trying to either assign a new TM or when they are going to calculate transient matrices), 
the system should show the currently assigned TM as below: 
Building 
Type 
Building Functional 
Area 
Component Group Component 
Type 
Component 
 
 BT1 
 BT2 
 BT3 
 BT4 
 BT5 
 
 
 
 B1 
 B2 
 B3 
 B4 
 B5 
 B6 
 B7 
 
 FA1 
 FA2 
 FA3 
 FA4 
 
 CG1 
 CG2  (transition-1) 
 CG3 
 CG4  (transition-1) 
 CG5 
 CG6 
 
 CT1 
 CT2 
 CT3 
 CT4 
 CT5 
 CT6 
 CT7 
 
 C1 
 C2 
 C3 
 C4 
 C5 
 C6 
 C7 
 C8 
 C9 
   C10 
 
 
Again for the case below: 
Building 
Type 
Building Functional 
Area 
Component 
Group 
Component Type Component 
 
 BT1 
 BT2 
 BT3 
 BT4 
 BT5 
 
 
 
 B1 
 B2 
 B3 
 B4 
 B5 
 B6 
 B7 
 
 FA1 
 FA2 
 FA3 
 FA4 
 
 CG1 
 CG2 
 CG3 
 CG4 
 CG5 
 CG6 
 
 CT1 
 CT2 
 CT3 
 CT4 
 CT5 (transition-2) 
 CT6 (transition-4) 
 CT7 (transition-5) 
 
 C1 
 C2 
 C3 
 C4 
 C5 
 C6 
 C7 
 C8 
 C9 
   C10 
 
 
*** Note that “transition-4” and “transition-5” are via a different assignment.  
 When selecting items in each group, the currently assigned Transition Matrix is shown at 
the last level of selection (as above) 
 
Clarification Question: 
A question that came up in the discussion is, “Can there be more than one TM assigned to a 
given element”? 
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The answer is “NO”. Please see the explanation below: 
Assume that someone has ticked the following combination and assigned "matrix-1" (also 
assume that we are starting with a fresh system with no assignments at all and this is the first 
assignment) 
 
B1 C1 A1 
B2 C2 A2 
        C3 A3 
              A4 
              A5 
 
 
This means that matrix-1 should only be shown if someone selects either one or more from 
A1, A2, A3, A4 or A5 (in other words the assignment is only applicable at the last level of 
the selection) 
 
Now consider someone selecting below: 
 
 
B1 C1 
     C2 
 
Nothing should be shown as there is no assignment for this level. Now assume you assign 
"matrix-2" to this combination. 
 
After this, if someone selects C1 or C2 then you should show "matrix-2" next to it. But as 
soon as they select something from the next level (say A1 and A10), the display of   "C" level 
assignment should disappear. What should then appear next to A1 should be "matrix-1" and 
next to A10 nothing (in this example). 
 
Now if someone picks A1 and A10 and assign matrix-3, then the current assignment should 
be replaced. Now A1 is assigned to matrix-3 and not matrix-1. 
 
The idea is you show the matrix assigned to the last level item that is selected. The moment 
you select an item from the next level, then that assignment should be shown. 
 
 
Example-1: Averaging Scenario 
Say, FunctionalArea-ABC is selected for Transient Probability Calculation  
FunctionalArea-ABC has five Component Groups (CG1, CG2, CG3, CG4, CG5) 
CG1 has two Component Types (CT1, CT2)  
CT1 is in Condition 3  
CT2 does not have a condition specified against it. 
CT1 has two Components (A, B) in conditions 1 and 2 respectively 
CT2 has three Components (C, D, E) in conditions 2, 3, and 5 respectively 
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Average Condition of CT2 = (2 + 3 + 5) / 3 = 3.33 
Average Condition of CG1 = (3 + 3.33) / 2 = 3.165 
 
Similarly, if the Average Condition of CG2, CG3, CG4 and CG5 are 2.35, 4.62, 1.52, and 
3.47 respectively. 
Note that: Calculations should be done without rounding. The last numbers, needed to be 
counted to enter into the initial matrix, are to be rounded. It is for avoiding accumulation of 
rounding errors in averaging. 
Thus, the values after rounding-off be :  CG1 = 3 | CG2 = 2 | CG3 = 5 | CG4 = 2 | CG5 = 3 
 
The Condition Matrix for FunctionalArea-ABC will be :  [0  2  2  0  1] 
Important point to note in the above example is that we drill down until we reach a level 
where we can find a Condition Rating and use it as a value for calculating the average 
for the Item in the immediate top level. 
 
Example-2: Non Averaging Scenario (Transient Probabilities selected for Components) 
Building 
Type 
Building Functional 
Area 
Component 
Group 
Component 
Type 
Component 
 
 BT1 
 BT2 
 BT3 
 BT4 
 BT5 
 
 
 
 B1 
 B2 
 B3 
 B4 
 B5 
 B6 
 B7 
 
 FA1 
 FA2 
 FA3 
 FA4 
 
 CG1 
 CG2 
 CG3 
 CG4 
 CG5 
 CG6 
 
 CT1 
 CT2 
 CT3 
 CT4 
 CT5 
 CT6 
 CT7 
 
 C1 
 C2 
 C3 
 C4 
 C5 
 C6 
 C7 
 C8 
 C9 
   C10 
 
 
Components Condition 
C1, C3  1 
C2  2 
C6 3 
C8  4 
C10 5 
 
CURRENT CONDITION MATRICES   
C1 - [1 0 0 0 0] | C2 - [0 1 0 0 0] | C3 - [1 0 0 0 0] | C6 - [0 0 1 0 0] | C8 - [0 0 0 1] | C10 - [0 
0 0 0 1] 
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Example-3: Non Averaging Scenario (Transient Probabilities selected for Component 
Types) 
Building 
Type 
Building Functional 
Area 
Component 
Group 
Component 
Type 
Component 
 
 BT1 
 BT2 
 BT3 
 BT4 
 BT5 
 
 
 
 B1 
 B2 
 B3 
 B4 
 B5 
 B6 
 B7 
 
 FA1 
 FA2 
 FA3 
 FA4 
 
 CG1 
 CG2 
 CG3 
 CG4 
 CG5 
 CG6 
 
 CT1 
 CT2 
 CT3 
 CT4 
 CT5 
 CT6 
 CT7 
 
 
  
 
 
Component 
Type 
Components 
CT3 C1, C2  
CT4 C3, C4, C5 
CT5 C6, C7 
CT6 C8, C9, C10  
CT7 C11 
 
CURRENT CONDITION MATRCES   
CT3 - [2 0 0 0 0]   |   CT4 - [0 1 1 1 0]   |   CT5 - [0 0 2 0 0]   |   CT6 - [0 0 0 0 3]   |   CT7 - 
[0 0 0 1 0]  
 
Example-4: Non Averaging Scenario (Transient Probabilities selected for Component 
Groups) 
Building 
Type 
Building Functional 
Area 
Component 
Group 
Component 
Type 
Component 
 
 BT1 
 BT2 
 BT3 
 BT4 
 BT5 
 
 
 
 B1 
 B2 
 B3 
 B4 
 B5 
 B6 
 B7 
 
 FA1 
 FA2 
 FA3 
 FA4 
 
 CG1 
 CG2 
 CG3 
 CG4 
 CG5 
 CG6 
 
  
 
  
 
Components Condition 
C1, C2  1 
C3  2 
C4, C6, C7 3 
C5, C11  4 
C8, C9, C10 5 
Component 
Group 
Component 
Type 
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CURRENT CONDITION MATRCES  : CG2 - [0 2 1 
0 0]   |  CG3 - [1 0 0 1 0]  | CG4 - [1 0 0  1 0]    
Excel Sheet 
The blocks listed on left are the Transient Probabilities calculated for the INDIVIDUAL 
items selected. These can be items in higher levels depending on the Entity/Items selected for 
the Transient Probability calculation. 
 
 
 If Transient Probabilities are selected for calculation at a Component level (there is no 
sub-ordinate level in this case) then the Condition Matrices will be generated for each 
component [0s and 1] (no count involved) and we will show the Transient Probabilities of 
each Component in the Excel
CG2 CT3, CT4, CT5 
CG3 CT1, CT6 
CG4 CT2, CT7 
Component Type Condition 
CT1, CT2 1 
CT3, CT4 2 
CT5 3 
CT6, CT7  4 
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Appendix 4: Rawlinsons Costs 
Rwawlinsons 2010               
REFURBISHING AND RECYCLING 
BUILDINGS 
Melbourne             
OFFICE BUILDING - 7 to 20 
STOREY 
              
ELEMENT MINOR  
REFURB
ISH 
ELEMENT MEDIUM  
REFURBI
SH 
ELEMENT MAJOR  
REFURB
ISH 
ELEMENT RECYCLE,  
REGENER
ATE 
  $/sqm   $/sqm   $/sqm   $/sqm 
PRELIMINARIES - Builders site 
establishment, administration, 
plant, scaffolding, protection, 
insurances, fees, etc. 
78.25 PRELIMINA
RIES - 
Builders site 
establishment, 
administration
, 
plant, 
scaffolding, 
protection, 
insurances, 
fees, etc. 
182.5 PRELIMINA
RIES - 
Builders 
siteestablishm
ent, 
administration 
 plant, 
scaffolding, 
protection, 
insurances, 
fees, etc. 
515.75 PRELIMINA
RIES M 
Builders site 
establishment, 
administration 
plant, 
scaffolding, 
protection, 
insurances, 
fees, etc. 
702.75 
SUBSTRUCTURE- Upgrade entrance 
steps, new ramp for 
disabled 
4.75 SUBSTRUCT
URE -
Upgrade 
entrance 
steps, new 
ramp for 
disabled  
5.25 SUBSTRUCT
URE - 
Upgrade 
entrance 
steps, new 
ramp for 
disabled 
5.25 SUBSTRUCT
URE - 
Upgrade 
entrance 
steps, new 
rampfor 
disabled 
5.25 
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SUPERSTRUCTURE - SUPERSTRU
CTURE  
- SUPERSTRU
CTURE  
  SUPERSTRU
CTURE 
  
Columns - No remedial or 
newstructural work allowed for 
- Columns -No 
remedial or 
new structural 
work allowed 
for  
- Columns -
Workassociat
ed with 
remodelling at 
ground, 
mezzanine 
and first floor 
levels  
6 Columns - 
Work 
associated 
with 
remodelling at 
ground, 
mezzanine 
andfirst floor 
levels 
7.75 
UpperFloors - No remedial or 
newstructural work allowed for 
  Upper Floors 
-No remedial 
or new 
structural 
work allowed 
for  
  Upper Floors 
- Work 
associated 
with 
remodelling at 
ground, 
mezzanine 
andfirst floor 
levels, minor 
work in 
service coreat 
all levels 
18.5 UpperFloors - 
Work 
associated 
with 
remodelling at 
ground 
mezzanine 
andfirst floor 
levels, 
alterations 
and newwork 
in totally re-
planned 
service core 
39.25 
Staircases - Make good and/or replace 
walking surfaces, 
redecoration of balustrades, soffits 
andstrings 
6.5 Staircases -
Upgrading of 
finishes, 
redecoration 
of 
balustrades, 
soffits and 
7 Staircases - 
Makegood 
and/or replace 
walking 
surfaces, 
redecoration 
ofbalustrades, 
7.25 Staircases - 
Newfire 
escape stairs 
29 
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strings  soffits 
andstrings at 
all levels 
Roof - Checkwatertightness andcarry 
out remedial work 
as required, redecoration of painted 
surfaces 
1.5 Roof -Check 
watertightness 
and carry out 
remedial work 
as required, 
redecoration 
of painted 
sutiaces  
2 Roof - Partial 
re-roofing 
including 
newto plant 
room, 
remedial 
work as 
required and 
redecoration 
of painted 
surfaces 
22 Roof - 
Re~roofing 
including 
structural 
steel framing 
as required 
remedial work 
to concrete 
slabs under 
built-up 
roofing, 
new rainwater 
disposal 
27.75 
External Walls, Windows - Clean and 
check watertightness 
 of facade, remodelling of main entry, 
applied textured 
 finish to existing brick/concrete 
surfaces, redecoration of 
 painted surfaces  
38 External 
Walls, 
Windows -
Clean and 
check 
watertightness 
of facade, 
remodelling 
of main entry, 
applied 
textured 
finish to 
existing 
brick/concrete 
sutiaces, 
redecoration 
65.25 External 
Walls, 
Windows - 
Reelad 
lettable area 
facades with 
new 
windows/curt
ain walling 
and metal or 
other to solid 
surfaces: 
newtextured 
finish to 
service 
corewalls; 
426.25 External 
Walls, 
Windows - 
Reclad entire 
facadeincludi
ng 
remodelling 
of ground 
floor andmain 
entry 
470 
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of painted 
surfaces  
remodelling 
of ground 
floor andmain 
entry 
External Doors -Replace entry doors, 
being part of 
 remodelling of main entry  
9.5 External 
Doors -
Replace entry 
doors, being 
part of 
remodelling 
of main entry  
11 External 
Doors - 
Newdoors to 
ground floor 
entries 
11.5 External 
Doors - 
Newdoors to 
ground floor 
entries andto 
plantrooms 
11.5 
Internal Walls -Remodelling of ground 
floor lobby only  
3 Internal Walls 
-Remodelling 
of ground 
floor lobby, 
limited 
remodelling 
of service 
core  
17.5 Internal Walls 
- Remodelling 
of service 
core areas, 
approx. 
35% of 
existing walls 
replaced/upgr
aded 
36.5 Internal Walls 
- Remodelling 
of service 
core areas, 
approx. 
90% of 
existing walls 
replaced/upgr
aded 
92.75 
Internal Screens -Newtoilet screens  6.5 Internal 
Screens -New 
toilet screens  
6.5 Internal 
Screens - 
Newtoilet 
screens 
6.5 Internal 
Screens - 
Newtoilet 
screens 
6.5 
Internal Doors -Replace hardware, 
redecoration of existing  
7.25 Internal Doors 
-Replace 
hardware, 
redecoration 
of existing, 
some new 
doors  
13.5 Internal Doors 
- New doors 
andfire doors 
throughout 
28.25 Internal Doors 
- Newdoors 
andfire doors 
throughout 
28 
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FINISHES    FINISHES    FINISHES   FINISHES   
Wall-New tiling in toilets andtea 
rooms, redecoration of  
all plastered surfaces, newfinishes to 
main entry 
and lobby 
23.5 Wall· New 
tiling in 
toilets and tea 
rooms, 
redecoration 
of existing 
painted 
sutiaces, 
upgrading of 
finishes to lift 
lobbies, new 
finishes to 
main entry 
and lobby  
29 Wall - 
Newfinishes 
to service 
core, foyers 
and lettable 
areas, 
redecoration 
of staircase 
walls 
62.25 Wall- New 
finishes 
throughout 
66.5 
Floor -New carpet to lettable, 
newgranite or marble finish to  
main entry and lobby, newtilefinish to 
toilets  
93.5 Ploor . New 
carpet to 
lettable, new 
tile finish to 
main entry 
and lobby, 
new tile finish 
to toilets  
94.5 Floor - 
Newfloor 
finishes 
throughout 
98.75 Floor - New 
floor finishes 
throughout 
99.75 
Ceiling -Make good and redecorate 
alllettable and service core 
area ceilings; newsuspended ceiling to 
main entry and lobby   
20.5 Ceiling -
Make good 
and 
redecorate 
ceilings in 
service core 
areas; new 
suspended 
ceilings to 
76 Ceiling - New 
suspended 
ceilings 
throughout 
83.75 Ceiling - New 
suspended 
ceilings 
throughout 
85.75 
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lettable areas, 
main entry 
and lobby and 
lift lobbies on 
upper floors  
FITTINGS   FITIINGS   FITTINGS   FITTINGS   
Fitments - Make good andredecorate 
fitments, renew all 
toilet accessories 
8.25 Fitments -
Take out 
fitments and 
replace with 
new, renew 
all toilet 
accessories  
25.25 Fitments - 
Newfitments 
andtoilet 
accessories 
throughout 
27 Fitments - 
Newfitments 
andtoilet 
accessories 
throughout 
28 
Special - Not applicable - Special -Not 
applicable  
- Special - 
Notapplicable 
- Special - Not 
applicable 
- 
SERVICES   SERVICES    SERVICES   SERVICES   
Plumbing - Partial replacement of 
sanitary fixtures, minor 
alterations to pipework 
29  Plumbing -
Replacement 
of sanitary 
fixtures, 
alterations to 
and upgrading 
of pipework 
60.75 Plumbing - 
Newsanitary 
fixtures, 
upgrading 
andreplaceme
nt 
of most 
pipework 
111.5 Plumbing - 
Newinstallati
on 
131 
Mechanical - Minor improvements, 
replacements andrepairs 
47.25 Mechanical· 
Upgrading of 
air 
conditioning 
and improved 
mechanical 
ventilation of 
toilets  
214.25 Mechanical - 
Total 
upgrading of 
air 
conditioning 
and 
mechanical 
ventilation 
412 Mechanical - 
Newinstallati
on 
480.5 
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system 
Fire - Check forand make good 
anydefects 
20.5 Fire -
Upgrading of 
existing 
equipment  
40 Fire - 
Replacement 
of Virtually 
all fire service 
100.5 Fire - 
Newservices 
113.75 
Electrical - Minor improvements 
andrepairs 
39.25 Electrical -
Upgrading of 
electrical 
services 
including new 
light fittings  
167.5 Electrical - 
Total 
upgrading of 
electrical 
services, new 
light 
andpower 
installations 
throughout 
191.25 Electrical - 
Newinstallati
on 
230.25 
Transportation - Refurbish lift cars 
andentrance doors 
35.25 Transportatio
n -Refurbish 
lift cars and 
entrance 
doors  
36.75 Transportatio
n - EXisting 
installation 
fully 
upgraded/part
ially 
replaced 
132 Transportatio
n - 
Newinstallati
on 
198.25 
Special - Not applicable - Special -Not 
applicable  
- Special - 
Notapplicable 
- Special ~ 
Notapplicable 
- 
DEMOLITIONS - Minor only, 
included in respective element 
- DEMOLITIO
NS -Some 
demolitions in 
service core, 
all other 
demolitions 
included in 
respective 
5.25 DEMOLITIO
NS - 
Takedown 
facade 
cladding 
andwindows, 
demolish 35% 
of service 
62.5 DEMOLITIO
NS - 
Takedown 
facade 
cladding 
andwindows, 
demolish 
most internal 
83.75 
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elements  core walls, 
strip off 
existing 
finishes as 
necessary 
core walls, 
strip 
offexisting 
finishes 
EXTERNAL SERVICES - Not 
applicable 
- EXTERNAL 
SERVICES -
Not 
applicable  
- EXTERNAL 
SERVICES - 
Not 
applicable 
- EXTERNAL 
SERVICES - 
Allowance 
2.75 
EXTERNAL WORKS - Minor only 2.75 EXTERNAL 
WORKS -
Minor only  
4.25 EXTERNAL 
WORKS - 
Minor only 
6 EXTERNAL 
WORKS - 
Allowance 
7.25 
CONTINGENCY - Allowance 25 CONTINGE
NCY -
Allowance  
56 CONTINGE
NCY - 
Allowance 
98.75 CONTINGE
NCY - 
Allowance 
107 
Table 0-1: Extracted from Rawlinsons Construction Cost Guide - refurbishing and recycling buildings in Melbourne (Rawlinsons, 2010) 
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Appendix 5: Transition Matrices 
Services - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.64 0.08 0.28 0.00 0.00 
 2 0.00 0.24 0.31 0.46 0.00 
 3 0.00 0.00 0.63 0.16 0.20 
 4 0.00 0.00 0.00 0.39 0.61 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.64 0.08 0.28 0.00 0.00 1.64 
15 0.41 0.07 0.38 0.08 0.06 2.30 
20 0.27 0.05 0.38 0.13 0.18 2.91 
25 0.17 0.03 0.33 0.13 0.34 3.43 
30 0.11 0.02 0.26 0.12 0.48 3.85 
35 0.07 0.01 0.20 0.10 0.61 4.17 
40 0.05 0.01 0.15 0.08 0.71 4.41 
45 0.03 0.01 0.11 0.06 0.79 4.58 
50 0.02 0.00 0.08 0.04 0.85 4.71 
55 0.01 0.00 0.06 0.03 0.90 4.80 
60 0.01 0.00 0.04 0.02 0.93 4.86 
65 0.00 0.00 0.03 0.02 0.95 4.90 
70 0.00 0.00 0.02 0.01 0.97 4.93 
75 0.00 0.00 0.01 0.01 0.98 4.96 
80 0.00 0.00 0.01 0.01 0.98 4.97 
85 0.00 0.00 0.01 0.00 0.99 4.98 
90 0.00 0.00 0.00 0.00 0.99 4.99 
95 0.00 0.00 0.00 0.00 0.99 4.99 
100 0.00 0.00 0.00 0.00 1.00 4.99 
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Finishes - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.46 0.33 0.17 0.04 0.01 
 2 0.00 0.40 0.60 0.00 0.00 
 3 0.00 0.00 0.87 0.12 0.01 
 4 0.00 0.00 0.00 0.98 0.02 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.46 0.33 0.17 0.04 0.01 1.80 
15 0.21 0.28 0.42 0.07 0.01 2.39 
20 0.10 0.18 0.57 0.13 0.02 2.80 
25 0.04 0.10 0.62 0.20 0.03 3.07 
30 0.02 0.06 0.61 0.27 0.04 3.26 
35 0.01 0.03 0.57 0.34 0.06 3.41 
40 0.00 0.01 0.51 0.40 0.07 3.52 
45 0.00 0.01 0.45 0.45 0.09 3.62 
50 0.00 0.00 0.40 0.50 0.10 3.70 
55 0.00 0.00 0.35 0.53 0.12 3.77 
60 0.00 0.00 0.30 0.56 0.14 3.83 
65 0.00 0.00 0.26 0.58 0.15 3.89 
70 0.00 0.00 0.23 0.60 0.17 3.94 
75 0.00 0.00 0.20 0.61 0.19 3.99 
80 0.00 0.00 0.17 0.62 0.20 4.03 
85 0.00 0.00 0.15 0.63 0.22 4.07 
90 0.00 0.00 0.13 0.63 0.24 4.11 
95 0.00 0.00 0.11 0.63 0.25 4.14 
100 0.00 0.00 0.10 0.63 0.27 4.17 
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Essential Services - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.62 0.13 0.23 0.01 0.01 
 2 0.00 0.77 0.22 0.01 0.00 
 3 0.00 0.00 0.98 0.02 0.00 
 4 0.00 0.00 0.00 0.89 0.11 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.62 0.13 0.23 0.01 0.01 1.65 
15 0.39 0.18 0.40 0.02 0.01 2.09 
20 0.24 0.19 0.52 0.04 0.02 2.40 
25 0.15 0.18 0.60 0.05 0.02 2.62 
30 0.09 0.15 0.66 0.06 0.03 2.78 
35 0.06 0.13 0.70 0.07 0.04 2.90 
40 0.04 0.11 0.73 0.08 0.04 2.99 
45 0.02 0.09 0.75 0.09 0.05 3.07 
50 0.01 0.07 0.75 0.10 0.06 3.13 
55 0.01 0.06 0.75 0.11 0.07 3.19 
60 0.01 0.04 0.75 0.11 0.09 3.24 
65 0.00 0.04 0.75 0.12 0.10 3.28 
70 0.00 0.03 0.74 0.12 0.11 3.32 
75 0.00 0.02 0.73 0.13 0.13 3.36 
80 0.00 0.02 0.71 0.13 0.14 3.40 
85 0.00 0.01 0.70 0.13 0.15 3.44 
90 0.00 0.01 0.69 0.14 0.17 3.47 
95 0.00 0.01 0.68 0.14 0.18 3.50 
100 0.00 0.01 0.66 0.14 0.20 3.54 
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Superstructure - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.84 0.00 0.15 0.01 0.00 
 2 0.00 0.54 0.25 0.17 0.04 
 3 0.00 0.00 0.84 0.12 0.04 
 4 0.00 0.00 0.00 0.85 0.15 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.84 0.00 0.15 0.01 0.00 1.34 
15 0.70 0.00 0.26 0.03 0.02 1.66 
20 0.58 0.00 0.32 0.06 0.04 1.96 
25 0.49 0.00 0.36 0.09 0.06 2.24 
30 0.41 0.00 0.38 0.12 0.09 2.49 
35 0.34 0.00 0.38 0.15 0.13 2.73 
40 0.29 0.00 0.37 0.17 0.17 2.94 
45 0.24 0.00 0.36 0.19 0.21 3.14 
50 0.20 0.00 0.33 0.20 0.26 3.33 
55 0.17 0.00 0.31 0.21 0.31 3.49 
60 0.14 0.00 0.29 0.22 0.35 3.65 
65 0.12 0.00 0.26 0.22 0.40 3.79 
70 0.10 0.00 0.24 0.22 0.45 3.92 
75 0.08 0.00 0.22 0.21 0.49 4.03 
80 0.07 0.00 0.19 0.20 0.53 4.13 
85 0.06 0.00 0.17 0.20 0.57 4.23 
90 0.05 0.00 0.15 0.19 0.61 4.31 
95 0.04 0.00 0.14 0.18 0.65 4.39 
100 0.03 0.00 0.12 0.16 0.68 4.46 
 
 
 
      
       
       
       
       
       
       
       
       
       
       
       
       
 
 
      
       
       
       
       
       
       
0.00
0.20
0.40
0.60
0.80
1.00
0 20 40 60 80 100
P
ro
b
ab
ili
ty
 
Age 
Cond. 1
Cond. 2
Cond. 3
Cond. 4
Cond. 5
1.00
2.00
3.00
4.00
5.00
0 20 40 60 80 100
Expected 
260 
Superstructure/Internal Walls - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.51 0.11 0.37 0.01 0.00 
 2 0.00 0.54 0.21 0.23 0.02 
 3 0.00 0.00 0.91 0.08 0.00 
 4 0.00 0.00 0.00 0.99 0.01 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.51 0.11 0.37 0.01 0.00 1.88 
15 0.26 0.12 0.55 0.07 0.00 2.44 
20 0.13 0.09 0.62 0.14 0.01 2.80 
25 0.07 0.07 0.63 0.22 0.01 3.04 
30 0.03 0.04 0.62 0.28 0.02 3.21 
35 0.02 0.03 0.59 0.34 0.02 3.32 
40 0.01 0.02 0.55 0.40 0.03 3.41 
45 0.00 0.01 0.51 0.44 0.03 3.48 
50 0.00 0.01 0.47 0.49 0.03 3.54 
55 0.00 0.00 0.43 0.52 0.04 3.59 
60 0.00 0.00 0.40 0.56 0.04 3.64 
65 0.00 0.00 0.36 0.59 0.05 3.68 
70 0.00 0.00 0.33 0.61 0.05 3.71 
75 0.00 0.00 0.31 0.64 0.05 3.75 
80 0.00 0.00 0.28 0.66 0.06 3.78 
85 0.00 0.00 0.26 0.68 0.06 3.81 
90 0.00 0.00 0.23 0.70 0.07 3.83 
95 0.00 0.00 0.21 0.71 0.07 3.86 
100 0.00 0.00 0.20 0.73 0.08 3.88 
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Superstructure/Ceiling - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.44 0.20 0.21 0.14 0.01 
 2 0.00 0.63 0.29 0.08 0.00 
 3 0.00 0.00 0.97 0.03 0.00 
 4 0.00 0.00 0.00 0.97 0.03 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.44 0.20 0.21 0.14 0.01 2.08 
15 0.19 0.22 0.35 0.22 0.02 2.66 
20 0.08 0.17 0.45 0.27 0.03 2.99 
25 0.04 0.13 0.50 0.30 0.04 3.18 
30 0.02 0.09 0.53 0.32 0.05 3.31 
35 0.01 0.06 0.54 0.34 0.06 3.39 
40 0.00 0.04 0.54 0.35 0.07 3.46 
45 0.00 0.02 0.53 0.36 0.08 3.51 
50 0.00 0.02 0.52 0.37 0.09 3.55 
55 0.00 0.01 0.51 0.38 0.10 3.59 
60 0.00 0.01 0.49 0.39 0.12 3.62 
65 0.00 0.00 0.48 0.39 0.13 3.66 
70 0.00 0.00 0.46 0.39 0.14 3.69 
75 0.00 0.00 0.45 0.40 0.16 3.72 
80 0.00 0.00 0.43 0.40 0.17 3.75 
85 0.00 0.00 0.42 0.40 0.18 3.77 
90 0.00 0.00 0.40 0.40 0.19 3.80 
95 0.00 0.00 0.39 0.40 0.21 3.83 
100 0.00 0.00 0.38 0.40 0.22 3.86 
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Superstructure/External Doors - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.60 0.10 0.27 0.02 0.01 
 2 0.00 0.51 0.00 0.49 0.00 
 3 0.00 0.00 0.93 0.06 0.01 
 4 0.00 0.00 0.00 0.99 0.01 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.60 0.10 0.27 0.02 0.01 1.74 
15 0.36 0.11 0.41 0.10 0.01 2.30 
20 0.22 0.10 0.48 0.19 0.02 2.71 
25 0.13 0.07 0.50 0.27 0.03 3.00 
30 0.08 0.05 0.50 0.34 0.03 3.20 
35 0.05 0.03 0.49 0.39 0.04 3.35 
40 0.03 0.02 0.47 0.44 0.05 3.46 
45 0.02 0.01 0.44 0.48 0.05 3.54 
50 0.01 0.01 0.41 0.51 0.06 3.60 
55 0.01 0.01 0.39 0.53 0.07 3.65 
60 0.00 0.00 0.36 0.56 0.07 3.70 
65 0.00 0.00 0.34 0.58 0.08 3.74 
70 0.00 0.00 0.31 0.60 0.09 3.77 
75 0.00 0.00 0.29 0.61 0.09 3.80 
80 0.00 0.00 0.27 0.63 0.10 3.83 
85 0.00 0.00 0.25 0.64 0.11 3.86 
90 0.00 0.00 0.23 0.65 0.11 3.88 
95 0.00 0.00 0.22 0.66 0.12 3.90 
100 0.00 0.00 0.20 0.67 0.13 3.93 
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Superstructure/Veranda Post - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.37 0.06 0.50 0.07 0.00 
 2 0.00 0.77 0.23 0.00 0.00 
 3 0.00 0.00 0.94 0.06 0.00 
 4 0.00 0.00 0.00 1.00 0.00 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.37 0.06 0.50 0.07 0.00 2.28 
15 0.14 0.06 0.67 0.13 0.00 2.79 
20 0.05 0.06 0.72 0.18 0.00 3.02 
25 0.02 0.05 0.72 0.22 0.00 3.13 
30 0.01 0.04 0.70 0.26 0.00 3.21 
35 0.00 0.03 0.67 0.30 0.00 3.26 
40 0.00 0.02 0.64 0.34 0.00 3.31 
45 0.00 0.02 0.61 0.37 0.00 3.35 
50 0.00 0.01 0.58 0.40 0.00 3.39 
55 0.00 0.01 0.55 0.44 0.00 3.43 
60 0.00 0.01 0.52 0.47 0.00 3.46 
65 0.00 0.01 0.50 0.50 0.00 3.49 
70 0.00 0.00 0.47 0.52 0.00 3.52 
75 0.00 0.00 0.45 0.55 0.00 3.55 
80 0.00 0.00 0.42 0.57 0.00 3.57 
85 0.00 0.00 0.40 0.60 0.00 3.60 
90 0.00 0.00 0.38 0.62 0.00 3.62 
95 0.00 0.00 0.36 0.64 0.00 3.64 
100 0.00 0.00 0.34 0.66 0.00 3.66 
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Superstructure/External Walls - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.24 0.44 0.31 0.00 0.01 
 2 0.00 0.54 0.46 0.00 0.00 
 3 0.00 0.00 0.85 0.15 0.00 
 4 0.00 0.00 0.00 0.97 0.03 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.24 0.44 0.31 0.00 0.01 2.11 
15 0.06 0.34 0.54 0.05 0.01 2.62 
20 0.01 0.21 0.63 0.12 0.02 2.92 
25 0.00 0.12 0.64 0.21 0.02 3.14 
30 0.00 0.07 0.60 0.30 0.03 3.30 
35 0.00 0.04 0.54 0.38 0.04 3.43 
40 0.00 0.02 0.48 0.45 0.06 3.54 
45 0.00 0.01 0.41 0.51 0.07 3.63 
50 0.00 0.01 0.36 0.55 0.09 3.72 
55 0.00 0.00 0.31 0.59 0.10 3.79 
60 0.00 0.00 0.26 0.61 0.12 3.86 
65 0.00 0.00 0.22 0.63 0.14 3.92 
70 0.00 0.00 0.19 0.65 0.16 3.97 
75 0.00 0.00 0.16 0.66 0.18 4.02 
80 0.00 0.00 0.14 0.66 0.20 4.06 
85 0.00 0.00 0.12 0.66 0.22 4.10 
90 0.00 0.00 0.10 0.66 0.24 4.14 
95 0.00 0.00 0.09 0.65 0.26 4.18 
100 0.00 0.00 0.07 0.65 0.28 4.21 
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Superstructure/Stairs - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.54 0.00 0.25 0.21 0.00 
 2 0.00 0.49 0.35 0.15 0.01 
 3 0.00 0.00 0.98 0.01 0.01 
 4 0.00 0.00 0.00 0.99 0.01 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.54 0.00 0.25 0.21 0.00 2.12 
15 0.30 0.00 0.37 0.32 0.00 2.74 
20 0.16 0.00 0.44 0.39 0.01 3.09 
25 0.09 0.00 0.47 0.42 0.02 3.28 
30 0.05 0.00 0.48 0.44 0.03 3.40 
35 0.03 0.00 0.49 0.45 0.03 3.47 
40 0.01 0.00 0.48 0.46 0.04 3.52 
45 0.01 0.00 0.48 0.47 0.05 3.55 
50 0.00 0.00 0.47 0.47 0.06 3.58 
55 0.00 0.00 0.46 0.47 0.07 3.60 
60 0.00 0.00 0.45 0.47 0.07 3.62 
65 0.00 0.00 0.45 0.47 0.08 3.63 
70 0.00 0.00 0.44 0.47 0.09 3.65 
75 0.00 0.00 0.43 0.47 0.10 3.67 
80 0.00 0.00 0.42 0.47 0.11 3.69 
85 0.00 0.00 0.41 0.47 0.11 3.70 
90 0.00 0.00 0.40 0.48 0.12 3.72 
95 0.00 0.00 0.40 0.48 0.13 3.73 
100 0.00 0.00 0.39 0.48 0.14 3.75 
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Superstructure/Windows - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.37 0.23 0.30 0.10 0.00 
 2 0.00 0.59 0.29 0.11 0.01 
 3 0.00 0.00 0.94 0.06 0.01 
 4 0.00 0.00 0.00 1.00 0.00 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 5 Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.37 0.23 0.30 0.10 0.00 2.15 
15 0.13 0.22 0.45 0.18 0.01 2.71 
20 0.05 0.16 0.53 0.25 0.02 3.02 
25 0.02 0.11 0.55 0.30 0.02 3.20 
30 0.01 0.07 0.55 0.34 0.03 3.32 
35 0.00 0.04 0.54 0.38 0.04 3.41 
40 0.00 0.02 0.52 0.42 0.04 3.47 
45 0.00 0.01 0.49 0.45 0.05 3.52 
50 0.00 0.01 0.46 0.48 0.05 3.57 
55 0.00 0.01 0.44 0.50 0.06 3.61 
60 0.00 0.00 0.41 0.53 0.06 3.64 
65 0.00 0.00 0.38 0.55 0.07 3.68 
70 0.00 0.00 0.36 0.57 0.07 3.71 
75 0.00 0.00 0.34 0.59 0.07 3.73 
80 0.00 0.00 0.32 0.61 0.08 3.76 
85 0.00 0.00 0.29 0.62 0.08 3.78 
90 0.00 0.00 0.28 0.64 0.08 3.81 
95 0.00 0.00 0.26 0.66 0.09 3.83 
100 0.00 0.00 0.24 0.67 0.09 3.85 
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Superstructure/Roof - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.43 0.15 0.29 0.12 0.01 
 2 0.00 0.45 0.54 0.00 0.01 
 3 0.00 0.00 0.93 0.07 0.00 
 4 0.00 0.00 0.00 1.00 0.00 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.43 0.15 0.29 0.12 0.01 2.14 
15 0.18 0.13 0.48 0.20 0.01 2.73 
20 0.08 0.08 0.57 0.25 0.02 3.05 
25 0.03 0.05 0.59 0.31 0.02 3.24 
30 0.01 0.03 0.59 0.35 0.02 3.36 
35 0.01 0.01 0.56 0.40 0.03 3.45 
40 0.00 0.01 0.53 0.44 0.03 3.51 
45 0.00 0.00 0.50 0.48 0.03 3.57 
50 0.00 0.00 0.46 0.52 0.03 3.62 
55 0.00 0.00 0.43 0.55 0.03 3.66 
60 0.00 0.00 0.40 0.58 0.03 3.70 
65 0.00 0.00 0.37 0.61 0.03 3.73 
70 0.00 0.00 0.34 0.64 0.04 3.77 
75 0.00 0.00 0.32 0.67 0.04 3.80 
80 0.00 0.00 0.29 0.69 0.04 3.83 
85 0.00 0.00 0.27 0.71 0.04 3.85 
90 0.00 0.00 0.25 0.73 0.04 3.88 
95 0.00 0.00 0.23 0.75 0.04 3.90 
100 0.00 0.00 0.21 0.77 0.04 3.92 
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       Superstructure/Internal Doors - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.31 0.40 0.23 0.05 0.00 
 2 0.00 0.50 0.50 0.00 0.00 
 3 0.00 0.00 0.90 0.10 0.01 
 4 0.00 0.00 0.00 1.00 0.00 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.31 0.40 0.23 0.05 0.00 2.02 
15 0.10 0.33 0.48 0.09 0.00 2.57 
20 0.03 0.21 0.62 0.14 0.01 2.91 
25 0.01 0.12 0.67 0.21 0.01 3.13 
30 0.00 0.06 0.66 0.28 0.02 3.30 
35 0.00 0.03 0.62 0.34 0.02 3.43 
40 0.00 0.02 0.57 0.41 0.03 3.54 
45 0.00 0.01 0.52 0.47 0.04 3.64 
50 0.00 0.00 0.47 0.52 0.04 3.72 
55 0.00 0.00 0.43 0.57 0.05 3.79 
60 0.00 0.00 0.39 0.61 0.05 3.86 
65 0.00 0.00 0.35 0.65 0.05 3.92 
70 0.00 0.00 0.31 0.69 0.06 3.97 
75 0.00 0.00 0.28 0.72 0.06 4.01 
80 0.00 0.00 0.25 0.75 0.06 4.06 
85 0.00 0.00 0.23 0.77 0.06 4.09 
90 0.00 0.00 0.20 0.80 0.07 4.13 
95 0.00 0.00 0.18 0.82 0.07 4.16 
100 0.00 0.00 0.16 0.84 0.07 4.18 
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Superstructure/Upper Floors - Transition mtrix 
 Cond. 1 2 3 4 5 
 1 0.63 0.00 0.36 0.00 0.01 
 2 0.00 0.73 0.27 0.00 0.00 
 3 0.00 0.00 0.93 0.07 0.00 
 4 0.00 0.00 0.00 0.31 0.69 
 5 0.00 0.00 0.00 0.00 1.00 
 
       
       
  
Cond. 
1 
Cond. 
2 
Cond. 
3 
Cond. 
4 
Cond. 
5 
Expected 
1 1.00 0.00 0.00 0.00 0.00 1.00 
10 0.63 0.00 0.36 0.00 0.01 1.75 
15 0.40 0.00 0.57 0.02 0.01 2.25 
20 0.25 0.00 0.68 0.05 0.03 2.60 
25 0.16 0.00 0.72 0.06 0.06 2.87 
30 0.10 0.00 0.73 0.07 0.10 3.07 
35 0.06 0.00 0.72 0.07 0.15 3.24 
40 0.04 0.00 0.69 0.07 0.20 3.38 
45 0.02 0.00 0.66 0.07 0.24 3.51 
50 0.02 0.00 0.63 0.06 0.29 3.62 
55 0.01 0.00 0.59 0.06 0.34 3.71 
60 0.01 0.00 0.56 0.06 0.38 3.80 
65 0.00 0.00 0.52 0.06 0.42 3.88 
70 0.00 0.00 0.49 0.05 0.46 3.96 
75 0.00 0.00 0.46 0.05 0.49 4.03 
80 0.00 0.00 0.43 0.05 0.52 4.09 
85 0.00 0.00 0.40 0.04 0.56 4.15 
90 0.00 0.00 0.37 0.04 0.59 4.21 
95 0.00 0.00 0.35 0.04 0.61 4.26 
100 0.00 0.00 0.33 0.03 0.64 4.31 
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Appendix 6: Optimisation Process 
  
 
271 
 
RISKOptimizer: Optimization Summary 
Performed By: Hessam Mohseni   
Date: Sunday, 9 December 2012 12:24:23 PM   
Model: 2008-9 vs 2010 working 22.08.11 (My method GA) Services.xlsm 
  Goal   
Cell to Optimize 'Services DataA My Method'!$G$219 
Statistic to Optimize Value 
Type of Goal Minimum 
  Results   
Valid Simulations 11247 
Total Simulations 90180 
Original Value 26.74382696 
  + soft constraint penalties 0 
  = result 26.74382696 
Best Value Found 21.90578972 
  + soft constraint penalties 0 
  = result 21.90578972 
  Best Simulation Number 90029 
  Time to Find Best Value 19:09:09 
Reason Optimization Stopped Stop button pressed 
Time Optimization Started 8/12/2011 17:11 
Time Optimization Finished 9/12/2011 12:23 
Total Optimization Time 19:11:08 
Adjustable Cell Values 'Services DataA My Method'!$AK$137 
  Original 0.64 
  Best 0.63 
Adjustable Cell Values 'Services DataA My Method'!$AL$137 
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  Original 0.08 
  Best 0.08 
Adjustable Cell Values 'Services DataA My Method'!$AM$137 
  Original 0.28 
  Best 0.29 
Adjustable Cell Values 'Services DataA My Method'!$AN$137 
  Original 0.00 
  Best 0.00 
Adjustable Cell Values 'Services DataA My Method'!$AO$137 
  Original 0.00 
  Best 0.00 
Adjustable Cell Values 'Services DataA My Method'!$AL$138 
  Original 0.24 
  Best 0.25 
Adjustable Cell Values 'Services DataA My Method'!$AM$138 
  Original 0.31 
  Best 0.30 
Adjustable Cell Values 'Services DataA My Method'!$AN$138 
  Original 0.46 
  Best 0.44 
Adjustable Cell Values 'Services DataA My Method'!$AO$138 
  Original 0.00 
  Best 0.01 
Adjustable Cell Values 'Services DataA My Method'!$AM$139 
  Original 0.63 
  Best 0.65 
Adjustable Cell Values 'Services DataA My Method'!$AN$139 
  Original 0.16 
  Best 0.16 
Adjustable Cell Values 'Services DataA My Method'!$AO$139 
  Original 0.20 
  Best 0.19 
Adjustable Cell Values 'Services DataA My Method'!$AN$140 
  Original 0.39 
  Best 1.00 
Adjustable Cell Values 'Services DataA My Method'!$AO$140 
  Original 0.61 
  Best 0.00 
  Constraints   
Description sum 
Definition = 0.999 <= 'Services DataA My Method'!$AP$137:$AP$141 <=  1.001 
Constraint Type Hard 
Evaluation Time Iteration 
Satisfied for % of Simulations 12.47% 
Satisfied for % of Valid Simulations 100.00% 
  Adjustable Cells   
Description   
Solving Method Recipe 
Mutation Rate 0.1 
Crossover Rate 0.5 
Cell Range 0.00 <= 'Services DataA My Method'!$AK$137:$AO$137 <= 1.00 
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Cell Range 0.00 <= 'Services DataA My Method'!$AL$138:$AO$138 <= 1.00 
Cell Range 0.00 <= 'Services DataA My Method'!$AM$139:$AO$139 <= 1.00 
Cell Range 0.00 <= 'Services DataA My Method'!$AN$140:$AO$140 <= 1.00 
Operators (scores) Default parent selection (0.2497) 
  Default mutation (0.0102) 
  Default crossover (0.0001) 
  Default backtrack (0.2503) 
  Arithmetic crossover (0.0105) 
  Heuristic crossover (0.2391) 
  Cauchy mutation (0.0001) 
  Boundary mutation (0.2395) 
  Non-uniform mutation (0.0000) 
  Linear (0.0000) 
  Local search (0.0005) 
  Optimization Settings   
General   
  Population Size 50 
  Optimization Random Number Seed 454471887 (Chosen Randomly) 
  Simulation Random Number Seed 26364 
  Sampling Type Monte Carlo 
  Same Seed Each Simulation TRUE 
Optimization Runtime   
  Simulations FALSE 
  Time FALSE 
  Progress FALSE 
  Formula FALSE 
  Stop on Error FALSE 
Simulation Runtime   
  Stopping Condition Actual Convergence 
  Tolerance for Convergence Automatic 
View   
  Minimize Excel at Start FALSE 
  Show Excel Recalculations Every New Best Simulation 
  Keep Log of All Simulations TRUE 
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Appendix 7: NAMS Building Hierarchy 
NAMS BCG (NAMS, 2009) 
Component 
Group 
Component Type Component 
Electrical 
Services 
    
  Distribution 
Boards 
  
  
  
Distribution Boards 
Local DBS 
Main Fusebox 
Main Switch Board 
Mechanical Services Switch 
Board 
Meter Boxes 
Emergency 
Lighting  (Not 
fire related) 
  
  
Batteries 
Controller / Cabling 
Lamps 
Emergency 
Power 
  
  
Fuel Tank 
Gen Set - alternator 
Gen Set - engine 
Lighting - 
External/Internal 
  
  
Controller / Cabling 
Down Lights 
Exit Signs 
Fittings 
Fluorescent Lights 
Incandescent Lights 
Lamps 
Lighting - Flood / 
Security 
  
  
Controller / Cabling 
Fittings 
Lamps 
Local Security Lighting 
Pole Top Lights (External) 
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Misc.   
  
Light Switches & Powerpoints 
Power 
Conditioning 
  
  
Batteries 
Chargers 
UPS 
Power 
Conversion 
  
  
Power conversion 
Component 
Group 
Component Type Component 
Exterior 
Works 
    
  Buildings   
  
  
Carport 
Covered Ways 
Garage 
Shed (Garden / Tool Shed) 
Sun Screen/Awning 
Verandah - Roof Only 
Channels   
  
Channels & Grating 
Kerb & Channelling 
Civil works   
  
Block Wall 
Brick Wall 
Retaining Walls (Concrete) 
Retaining Walls (Timber) 
Fencing   
  
Corrugated Iron Fence 
Fence - Paint Finish 
Picket Fence 
Post & Rail Fence 
Post & Wire Fence 
Post / Rail / Mesh Fence 
Steel Security fence 
Timber Paling Fence 
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Wire Mesh Fence 
Furniture   
  
Park Seat 
Picnic Table 
Rubbish Bin 
Gates   
  
Metal Gate 
Motorised Sliding Gate 
Steel/Mesh Gate 
Timber Gate 
Wrought Iron Gate 
Hard stand   
  
Asphalt /Sealed Areas 
Asphalt Paths 
Astro Turf 
Carpark Marking 
Cobblestone 
Concrete Paths / Ramps 
Concrete Paver / Interlocking 
Blocks 
Concrete Slab 
Timber Kerbs 
Misc.   
  
Decking 
Paint 
Shade Cloth 
Signs   
  
Sign (Exterior) 
Sign (Route) 
Sign (Timber) 
Stairs & rails   
  
Handrail Metal 
Handrail Timber 
Staircase - Metal 
Staircase - Timber 
Water tanks   
  
Water Tank - Concrete 
Water Tank - Metal 
Water Tank - Plastic 
Component 
Group 
Component Type Component 
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External 
Fabric 
    
  External Walls   
  
  
Brick Cladding 
Curtain Walling (Glass) 
Fibrolite Sheeting 
Hardiplank 
Marble 
Metal Cladding 
Paint Finish 
Plaster 
Plywood 
Precast Concrete Wall Panels 
Pvc Weatherboards 
Shiplap 
Weatherboard - Timber 
Roof   
  
Butynol Roofing 
Colorbond 
Compressed Fibre 
Concrete Roof Slabs 
Downpipes - Metal 
Downpipes - Pvc 
Glass 
Metal Roofing 
Paint Finish 
Safety access system - anchor 
points 
Safety access system - 
walkways 
Shingles - Timber 
Skylight 
Soffits - Fibrolite 
Soffits - Timber 
Spouting - Metal 
Spouting - Pvc 
Tile Roofing - Clay 
Tile Roofing - Concrete 
Tile Roofing - Slate 
Timber Fascia 
Translucent Sheeting 
Windows & 
Doors 
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Alum Frame Glass - Dble Door 
Alum Frame Glass - Sgle Door 
Alum/Glass - Sliding Dble Door 
Alum/Glass - Sliding Sgle Door 
Aluminium Windows 
Automatic Opening Doors 
Door Hardware 
(Handles/Locks) 
Emergency Exit Door - Double 
Emergency Exit Door - Single 
Glass Door 
Louvre Windows 
Metal Clad Doors 
Metal Framed Windows 
Metal Roller Doors 
Paint Finish 
Roller Doors 
Sliding Doors 
Timber / Glass Door 
Timber Entrance Door 
Timber Framed Windows 
Component 
Group 
Component Type Component 
Fire Services     
  Fire Alarm 
System 
  
  
  
Cabling 
Fire / mimic panels 
Heat detectors 
Magnetic door holders 
Smoke detectors 
Fire 
Communications 
  
  
EWIS panel 
Fire Services   
  
Fire Extinguishers 
Fire Hose Reels 
Ventilating Fans 
Fire Sprinkler 
System 
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Pipes and valves 
Sprinkler heads 
Hydrant System   
  
Hydrant System 
Component 
Group 
Component Type Component 
Interior 
Finishes 
    
  Ceiling Finishes   
  
  
Fibrolite 
Gyprock Lining 
Hardboard 
Insulation 
Paint Finish 
Particle Board 
Plaster Finish 
Prefinished Metal 
Softboard / Pinex Tiles / Lining 
Suspended Panel (incl Frame) 
Suspended Panel (incl Frame), 
Acoustic 
Suspended Panel (incl Frame), 
Plasterboard 
Timber Lining 
Fixtures & 
Fittings 
  
  
Dishwasher 
Fixed Desks, Tables, Seating 
Fixed Seating 
Grabrails 
Hand dryer 
Handrail Stainless 
Holland Blinds 
Joinery Fttgs - Built-In 
Kitchen Bench and Joinery 
Kitchen Bench S/S 
Mirror 
Paint Finish 
Shelving 
Stoves 
Towel rail 
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Work Benches 
Zip Heater 
Floor Finishes   
  
Carpet 
Ceramic Tiles 
Cork 
Epoxy 
Floating Timber 
Floor - Particle Board 
Floor - Timber T & G 
Paint Finish 
Parquet 
Polyurethane Finish 
Rubber 
Stair Nosing 
Vinyl 
Interior Doors   
  
Accordion / Folding 
Alum/ Safety glass 
Alum/ Toughened glass 
Doors - Hollow-Core 
Doors - Solid 
Fire Doors 
Glass 
Metal Doors 
Metal Roller Door 
Paint Finish (Per Leaf) 
Polyurethane Finish (Per Leaf) 
Safety glass 
Sliding Doors 
Solid Core 
Solid Core/ Glass 
Solid Core/ Safety glass 
Swing Doors - (Pair) (Smoke 
Stop) 
Timber Glass 
Interior Walls   
  
Int Window - Metal 
Int Window - Timber 
Proprietary 
Interior 
Windows 
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Alum/ Glass 
Alum/ Safety glass 
Lead glass 
Safety glass 
Wall Finishes   
  
Fibrolite 
Glass 
Gyprock Lining 
Hardboard 
Melteca / Seratone 
Paint Finish 
Particle Board 
Plaster Finish 
Plywood 
Prefinished Metal 
Stainless steel 
Tiles - Ceramic 
Timber Lining 
Vinyl 
Wallpaper Finish 
Component 
Group 
Component Type Component 
Lifts / Hoists 
Services 
    
  Vertical 
Transport 
  
    
Car Interior & buttons 
Car Structure 
Door sets 
Lift controller 
Motor / Gears 
Component 
Group 
Component Type Component 
Mechanical 
Services 
    
  Air Distribution   
  
  
Ducting 
Fire & Smoke Dampers 
Hepa Filters 
Supply Fans 
Variable Air Volume 
Air Handling 
Units 
  
  
AHU - Motor 
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AHU Structure 
Duct Heaters 
Motorised valves 
Variable Speed Drives 
Building 
Management 
System 
  
  
Cabling / mech / elect 
Computer /printer 
Controller / hard drive 
Chilled Water 
System 
  
  
Chiller - Compressor 
Chiller Structure 
Pipework 
Pumps 
Valves 
Compressed 
Air/Pneumatics 
  
  
Controller / Cabling 
Dryers 
Engine 
Pipe work 
Pneumatic valve actuators 
Condenser 
Water System 
  
  
Condensing Unit 
Cooling tower - infills 
Cooling tower - structure 
Fans/Motors 
Pipework 
Pumps 
Valves 
Water tank 
Fan Coil Units   
  Fan Coil Unit 
Heating System   
  
Boiler - gas fired 
Burner 
Hot Water Cylinder 
Hot water pumps 
Pipework 
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Space Heaters 
Underflr/Wall &/Or Ceiling 
Heat. 
Valves 
HVAC Control 
System 
  
  HVAC Control System 
Split A/C Units   
  Split A/C Units 
Ventilation 
System 
  
  
Axial Ventillation Fans 
Centrifugal Ventilation Fans 
Exhaust Fan 
Ventilation System 
Component 
Group 
Component Type Component 
Plumbing     
  Sanitary 
Plumbing 
  
    
Back Flow Valve 
Bath 
Handbasin 
Laundry Tub 
Safety Shower and Eyewash 
unit 
Shower Unit (Acrylic 3 Sided) 
Tap 
Toilet - China Bowl /Cistern 
Toilet - S/S Urinal 
Toilet Bowl & Cistern 
Urinal 
Vanity (Incl Basin) 
Component 
Group 
Component Type Component 
Security 
Services 
    
  Access Control 
Systems 
  
    
Cabling 
Card readers / Keypad 
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Controller Computer/badge 
printer etc 
CCTV Systems   
  
Cabling 
Cameras 
Controller / hard drive 
Monitors 
Intruder/Duress 
Alarm System 
  
  
Cabling 
Controller / hard drive 
Monitors 
Sensors 
Special Services   
  
Barrier Arms 
Card Reader 
CCTV Camera / Monitor 
Elect. Security Sys. - Domestic 
Generators (Standby) 
Component 
Group 
Component Type Component 
Water 
Services 
    
  Domestic Cold 
Water 
  
  
  
Dosing 
Tanks- Pipes  
Valves 
Domestic Hot 
Water 
  
  
Circulation Pumps 
Tanks- Pipes  
Treament 
Valves 
Water Cylinder 
Warm Water   
  
Dosing 
HWS systems/controls 
Pipes and valves 
Pumps 
 
