Abstract. Residential consumer's demand of electricity is continuously growing, which leads to high greenhouse gas emissions. Detailed analysis of electricity consumption characteristics for residential buildings is needed to improve efficiency, availability and plan in advance for periods of high electricity demand. In this research work, we have proposed an artificial neural network based model, which predicts the energy consumption of a residential house in Auckland 24 hours in advance with more accuracy than the benchmark persistence approach. The effects of five weather variables on energy consumption was analyzed. Further, the model was experimented with three different training algorithms, the levenberg-marquadt (LM), bayesian regularization and scaled conjugate gradient and their effect on prediction accuracy was analyzed.
Introduction
The residential sector of a country consumes 16-50% of energy of all sectors and averages approximately at 30% globally as shown in Figure 1 . The relatively high energy consumption of residential users demands a detail analysis of its energy consumption characteristics in order to promote conservation, efficiency, technological implementation and energy source switching, such as the utilization of on-site renewable energy sources [1] .
Recent increase in the implementation of renewable energy systems has increased interest in the precise modeling and prediction of energy consumption. Energy production from renewable sources vary throughout 24 hours 365 days a year. Therefore, predicting the energy consumption 24 hour prior helps in efficient optimization of energy distribution among loads specifically between building and local grids. On the other hand, electricity consumption prediction is essential for generators, wholesalers and retailers of electric energy, who buy and sell, switch loads, plan maintenance and unit commitment and much more. However, with increasing costs passed to consumers, the optimum on-site energy generators can be achieved only when consumers can forecast their requirements in order to efficiently utilize grid-tied storage system and solar panels, thus enabling intelligent buildings.
In [2] , a building that minimizes the grid power usage and maximizes services efficiency is defined as an intelligent building. Sensors, renewable energy sources and energy management system (EMS) are some of the components of intelligent building with high ranking given to EMS, which monitors and controls the energy consumption. However, the effective operation of an EMS can be realized by precisely predicting the required power consumption. The early predication of load consumption would enable the planning of load distribution in advance and avoid power outages by shifting the unnecessary load to off peak time, to reduce cost and increase efficiency. Short term load prediction of a residential house is a complex task due to the usage of various equipment with varying power requirement. Recently, short term load prediction has attracted considerable attention from researcher and scientists working both in academia and industry. A number of mathematical models and machine learning algorithms have been investigated for short term load prediction both in residential and small industry. Some of the algorithms used are regressive analysis, wavelet analysis, fuzzy system modeling, neural network modeling, evolutionary algorithms and hybrid approaches [3] [4] [5] [6] [7] [8] [9] [10] .
Artificial neural network (ANN) has been investigated for load forecasting mostly in commercial domain for large loads, such as ANN expert system [12] [13] [14] . ANN has the advantage to implicitly extract non-linear relationship among loading variables, learn and predict the future values. ANN has applications in different areas of power systems to handle complex non-linear functions, provide reliability and efficiency even for the cases where learning data is incomplete or not available at all [14, 15] . In majority of previous work, ANN has been used for large scale forecasting. This research work uses different training algorithms of ANN for short-term load forecasting for a residential house.
Our main contribution of this research work is to train the ANN model with three different algorithms to predict electric load in a typical New Zealand residential house. A typical residential consumer would be living in a three bedroom house with four occupants (2 adults and 2 children). The goal is to predict the load 24 hours in advance, so that renewable energy sources and its components can be efficiently utilized. It is suggested that a similar model could be adopted for other locations with varying number of occupants. The predictive model can be expressed mathematically by predicting future values of the electricity consumption time series y(t) from past values of that time series and past values of input variables time series x(t) [16] . The equation for the NARX model is given by Equation 1
Methodology
Where the next value of the dependent output signal y (t) is regressed on previous values of the output signal and previous values of an independent input signal. The NARX model is implemented using a feed-forward neural network to approximate the function f in equation 1. Figure 2 shows the diagram of the resulting network, where y(t) output series is predicted given past values of y(t) and another input series x(t).
The prediction accuracy of ANN models is dependent on the combination of weather predictor variables and training algorithm [18] .
Various combinations of weather predictor variables were tested using a statistical analysis to find the relationship between electricity consumption and individual weather variable as shown in Table 1 . The Pearson correlation coefficient ( ) is a measure of the linear correlation between two variables, giving a value between +1 and −1 inclusive, where 1 is total positive correlation, 0 is no correlation, and −1 is total negative correlation.
Figure 2. NARX network diagram
In order to determine the performance of the ANN models, the regression (R) and mean squared error (MSE) values were analyzed. The mean squared error (Equation 2) provides information on the short term performance and is a measure of the variation of predicated values around the measured data, lower MSE values represent better prediction accuracy.
Where the predicted electricity consumption in kWh is , is the measured electricity consumption in kWh, and denotes the number of observations. Further, the models were experimented with three different training algorithms, the levenberg-marquadt, bayesian regularization and scaled conjugate gradient and their effect on prediction accuracy was analyzed as shown in Table 2 . Figure 3 and Figure 4 show four-days and one-day prediction of electricity consumption for a residential house in Auckland with 2 adults and two children respectively. It can be seen in Figure 3 , Figure 4 and Table 2 that the LM training algorithms predicts electricity consumption more accurately than the BR and SCG training algorithms. 
Electricity consumption prediction for a residential house

A benchmark persistence model
As a comparative study, the persistence model was developed using Equation 3 to predict the h hour-ahead forecasting (h = 1, 2, 3 … hours). 
Where ( + ℎ) is the predicted electricity consumption at time + ℎ.
Same electricity consumption and five input variables data used for the NARX model was utilized for the benchmark persistence approach, with electricity consumption as the objective function. Mean square error as defined in Equation 2 was calculated to validate and compare the model performance. Figure 5 and Figure 6 show four-days and one-day prediction of electricity consumption for a residential house in Auckland with 2 adults and two children respectively. 
Conclusion
In this study, the effect of five weather variables on electricity consumption was studied using the linear regression analysis and found that temperature and relative humidity showed correlation with the electricity consumption with regression values of 0.438 and 0.335 respectively. A predictive model based on the recurrent neural network consisting of mean temperature as input and electricity consumption as the target variable was tested with three training algorithms, the levenberg-marquadt (LM), bayesian regularization and scaled conjugate gradient. LM back propagation algorithm produced the lowest mean square error of 0.125 as compared to 0.129 and 0.142 for the bayesian regularization and scaled conjugate gradient algorithms respectively. The proposed model was also compared with a benchmark persistence model and it was found that the proposed approach predicted electricity consumption values 24-hours ahead with more accuracy than the persistence approach for a house in Auckland with two adults and two children.
