This paper provides a detailed account of the numerical implementation of the stochastic equation of motion (SEOM) method for the dissipative dynamics of fermionic open quantum systems. To enable direct stochastic calculations, a minimal auxiliary space (MAS) mapping scheme is adopted, with which the time-dependent Grassmann fields are represented by c-numbers noises and a set of pseudo-operators. We elaborate on the construction of the system operators and pseudo-operators involved in the MAS-SEOM, along with the analytic expression for the particle current. The MAS-SEOM is applied to study the relaxation and voltage-driven dynamics of quantum impurity systems described by the single-level Anderson impurity model, and the numerical results are benchmarked against those of the highly accurate hierarchical equations of motion (HEOM) method. The advantages and limitations of the present MAS-SEOM approach are discussed extensively.
I. INTRODUCTION
Fermionic dissipative system refers to a quantum system embedded in or coupled to a fermionic environment, and exchanges energy, particles, and/or quantum phase with it. A well-known example of fermionic dissipative system is the quantum impurity system (QIS), which normally consists of one or more quantum impurities (core system) and a number of electron reservoirs (surrounding environments). The QIS is of fundamental interest and importance to many fields of physics, chemistry, and material sciences. For instance, QIS such as quantum dots [1] [2] [3] [4] [5] and molecular magnets [6] [7] [8] [9] [10] [11] have found many applications, including quantum control, 12 quantum information storage 13 and processing, 14 and quantum computation. 15, 16 For practical purposes, it is crucial to understand how the fermionic environments, such as the electron reservoirs, influence the local quantum states in the QIS.
Enormous efforts have been devoted to achieving an accurate characterization of QIS. A variety of theoretical methods have been developed. These include the numerical renormalization group (NRG) method, 17, 18 the density matrix renormalization group (DMRG) method, 19 the exact diagonalization (ED) method, 20 the quantum Monte Carlo (QMC) method, [21] [22] [23] [24] [25] the multi-configuration time-dependent Hartree (MCTDH) method 26 and its extensions, 27, 28 and the iterative summation of real-time path integral (ISPI) method. [29] [30] [31] Despite their success, these methods still have their respective limitations in accuracy, efficiency or applicability. 25 Besides the above methods, another popular method is the hierarchical equations of motion (HEOM) method. [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] The HEOM method is capable of capturing the combined effects of system-environment dissipation, non-Markovian memory effect, and many-body correlation in a non-perturbative manner. 43 Conventionally, a hierarchy of deterministic differential equations are constructed by using a set of memory basis functions (such as exponential functions) to unravel the reservoir correlation functions, The size of the HEOM is thus determined by two parameters, M and L, where M is the number of memory basis functions used, and L is the depth of the hierarchy which depends critically on the strength of system-environment interaction and many-body correlation. In the case of low temperature and strong dissipative interaction, an accurate characterization of the static and dynamic properties of a QIS requires a large M and L, which inevitably makes the numerical calculations using the HEOM method rather expensive. 44 Such a drawback has restrained the use of the HEOM method in the ultra-low temperature regime.
An alternative approach to theoretically address the QIS is the stochastic quantum dissipation theory. The stochastic approach is potentially promising particularly for the ultra-low temperature regime, in which the effects of many-body correlation are prominent. In our preceding paper 45 (referred to as paper I), we have established the stochastic equation of motion (SEOM) formalism for describing the dissipative dynamics of fermionic open systems. In this formalism, the dynamics of the system and the fermionic environment are decoupled by introducing the stochastic auxiliary Grassmann fields (AGFs). 46 This results in a formally exact SEOM for the stochastic system reduced density matrix. However, such a rigorous SEOM is numerically unfeasible because of the difficulty in realizing the anti-commutative AGFs. 47, 48 To enable direct stochastic calculation, we have further proposed a minimum auxiliary space (MAS) mapping scheme, with which the AGFs are represented by stochastic c-number noises and a set of pseudo-levels. This leads to a numerically feasible MAS-SEOM approach 45, 46 that could be used straightforwardly to simulate the dissipative dynamics of a QIS.
In Paper I, we have proved the formal equivalence between the fermionic SEOM and HEOM formalisms.After the MAS mapping, the MAS-SEOM is found to be equivalent to a simplified version of HEOM (sim-HEOM). 44 Regarding the practical applications, the SEOM method does not require an explicit unraveling of the reservoir correlation functions, and thus its memory cost is much less than that of the HEOM. Moreover, because of the highly connected structure of the hierarchy, the parallel implementation of the HEOM method is nontrivial. Nevertheless, in recent years, there have been many works on the parallelization of the HEOM method, such as the GPU-HEOM. [49] [50] [51] In contrast, the SEOM can be solved by generating a number of mutually independent quantum trajectories, and thus it is easy to implement parallel computational techniques by employing the trajectorybased algorithms.
In a stochastic formulation, the influence of environment on the system can be captured by introducing stochastic auxiliary fields. In the case of a boson bath, the stochastic fields are easily realized by c-number noises. Consequently, the bosonic SEOM has been established and adopted by many authors. For instance, Stockburger et al. have implemented the bosonic SEOM by using Gaussian color noises. [52] [53] [54] [55] Shao and coworkers have constructed a bosonic SEOM with memoryconvoluted noises, 56, 57 which can be generated by using the fast Fourier transform. 58 They have further reduced the number of noises by introducing correlated color noises. 59 These color noises can be generated by the circulant embedding method 60, 61 or the spectral method. 62, 63 Yan and Zhou have further proposed a Hermitian SEOM to improve the numerical convergence. 64 There have also been attempts to combined the merits of the stochastic and hierarchical approaches. For instance, the hybrid stochastic and hierarchical equations of motion (sHEOM) methods have been proposed by several authors. 57, 65, 66 The success of these approaches is due to the fact that it is easy to generate stochastic c-number noises.
In contrast to the bosonic environment, the auxiliary fields for the fermion reservoirs are Grassmann numbers (g-number) which anti-commute with each other. It would thus require N mutually anti-commutative matrices of the size 2 N ×2 N to represent N g-numbers. This immediately becomes unfeasible as N increases. 67 Such a difficulty has prohibited the numerical implementation of the fermionic SEOM. 47, 48, [68] [69] [70] [71] [72] [73] [74] In the Paper I, we have proposed a MAS mapping scheme as follows,
Here, {η jt ,η jt } are time-dependent g-numbers, {v jt } are Gaussian white noises, and {X ± j } are the pseudooperators defined in the auxiliary space S j of a pseudo-level. The details about the MAS mapping as well as the derivation of the resulting MAS-SEOM have been presented in the paper I. 46 In this paper (paper II), we give a detailed account on the numerical aspects of the MAS-SEOM approach. We will apply the MAS-SEOM approach to study the non-equilibrium dissipative dynamics of a single-level Anderson impurity model (AIM). In particular, we will explore the time-dependent electron transport properties of the AIM, e.g., the time evolution of electron occupation number and the electric current flow into the electron reservoirs, In addition, we will examine the accuracy and efficiency of the MAS-SEOM, as well as its convergence with respect to various parameters.
The remainder of this paper is arranged as follows. Sec. II is devoted to an illustration of the numerical implementation of the MAS-SEOM. In Sec. III, we worked out the formula for calculating the electric current flow into the coupled electron reservoirs. The asymptotic behavior of the stochastic noises involved in the MAS-SEOM are discussed in Sec. IV. The numerical results are presented and elaborated in Sec. V, followed by concluding remarks and perspectives given in Sec. VI.
II. NUMERICAL IMPLEMENTATION OF THE MAS-SEOM METHOD

A. MAS-SEOM for a single-level AIM
The total Hamiltonian of a single-level AIM consists of three parts:
The impurity (system) is described by the following Hamiltonian (hereafter we adopt the atomic units e = ≡ 1 and k B ≡ 1):
Here,n s =ĉ † sĉ s (s =↑, ↓) is the electron occupation number operator of the impurity level, andĉ † s (ĉ s ) is the electron creation (annihilation) operator; ǫ s is the energy of the system level, and U is the electron-electron Coulomb interaction energy.
As shown in Fig. 1 , the impurity is coupled to two spin-unpolarized electron reservoirs (α = L, R). The Hamiltonian of the reservoirs (fermion bath) is H B = αk s ǫ αkd † αksd αks , whered † αks (d αks ) is the creation (annihilation) operator of the kth level of the α-reservoir. The dissipative interaction between the impurity and the reservoirs is governed by H SB = α sĉ † sF αs +F † αsĉ s , where F αs = k t αkdαks , with t αk being the coupling strength between the impurity level and the kth level of α-reservoir. Both reservoirs have a spectral function of a FIG. 1. Schematic diagram of a single-level impurity coupled with two electron reservoirs (α = L, R). ǫs is the level energy for a spin-s electron, U is the electron-electron Coulomb interaction energy, and µα and Tα are the chemical potential and temperature of the α-reservoir. Iα(t) represents the current flow between the impurity and the α-reservoir when a bias voltage V bias is applied across the two reservoirs.
Lorentz form, i.e.,
where W α and Ω α are the band-width and band-center of the αth reservoir, respectively; and Γ α is the effective impurity-reservoir coupling strength. In this work, the two reservoirs always have the same band-width and band-center, i.e., W L = W R = W and Ω L = Ω R = Ω.
The AIM is truly an open system because H SB allows the electrons to transfer in and out of the impurity. The connecting electron reservoirs may be at different temperatures (T R = T L ), which could result in the flow of thermal current. Moreover, as shown in Fig. 1 , the applied bias voltage could change the chemical potentials of the reservoirs, leading to the electric current flow between the impurity and a reservoir. We assume that at initial time t = t 0 , the system and reservoirs are decoupled and the isolated reservoirs are in thermal equilibrium states, i.e., ρ T (t 0 ) = ρ S (t 0 ) ρ eq B . H SB is turned on at t = t + 0 , which triggers the flow of electrons between the impurity and the reservoirs. During the time evolution of the composite system, the quantities of primary interest are the electron population on the impurity, and the electric current flow into the reservoirs.
Reservoir correlation functions: For non-interacting electron reservoirs which satisfy Gaussian statistics, the two-time correlation functions, C ± α (t, τ ), account for the influence of the α-reservoir on the impurity. For reservoirs at thermal equilibrium state, the correlation func-tions possess the translational symmetry in time, i.e., C σ α (t, τ ) =C σ α (t − τ ), and they are associated with the reservoir spectral function via the fluctuation-dissipation theorem (FDT) as follows, 36
Here, f σ α (ω) = 1/[1 + e σβα(ω−µα) ] is the Fermi function for electron (σ = +) or hole (σ = −), β α = 1/T α is the inverse temperature, and µ α is the reservoir chemical potential (we set µ eq α = 0). For a single-level AIM, we have J + α (ω) = J − α (ω) = J α (ω). The reservoir correlation functions expressed in Eq. (5) satisfy the following relations 36
whereσ = −σ. The first and second equalities are the time reversal symmetry and the detailed balance relation, respectively.
By applying a time-dependent voltage V α (t), the electronic bands and the chemical potential of the α-reservoir undergo a homogeneous shift, i.e., µ α (t) = µ eq α − eV α (t). The reservoir correlation function thus includes an additional time-dependent phase factor, 75
The MAS-SEOM: By utilizing the MAS mapping of Eq. (1), the stochastic reduced density matrix of a singlelevel impurity coupled to two reservoirs is defined in the
where V S is the system subspace, and S js with j = 1, 2 and s =↑, ↓ is the auxiliary space spanned by three pseudo-Fock-states, i.e., S js = {−1, 0, 1}.
The MAS-SEOM is written as 45
Here, the auxiliary operators {Y jαs ; j = 1, .., 4} are defined by
where {g ± αst } include the memory-convoluted noises and the time-independent pseudo-operators X ± js ,
In Eqs. (10) and (11), {v jαst ; j = 1, . . . , 4} are Gaussian white noises which satisfy M(v jαst ) = 0 and
, where M denotes the stochastic average over all the random noises. λ is a reference energy which could take any positive value (λ > 0). The pseudo-operators {X ± js ; j = 1, 2} can act onρ S from both left and right; see Ref. 45 for details.
The reduced density matrix of the impurity,ρ S = tr B (ρ T ), is obtained via the statistical average of
The expectation value of any system operatorÔ is thus evaluated straightforwardly as
In the above, ρ T is the density matrix of the total AIM, and tr S (tr B ) denotes the trace over all the impurity (reservoir) degrees of freedom.
B. Numerical representation of the system operators and the pseudo operators
As already been mentioned in Sec. II A, the stochastic reduced density matrixρ S is defined in the product space V . For simplicity and clarity, in the following we omit the spin index s, i.e.,
In the language of Grassmann algebra, the three pseudo-Fock-states of S j , {−1, 0, 1}, correspond to the timeindependent g-numbers {η j , 1,η j }. In other words,ρ S can be seen as a polynomial function of the timeindependent g-numbers
Here, all the monomials containing the conjugated pairs of g-numbers η jηj are suppressed or reduced to 1, i.e., B p1p2p3p4 = 0 if p 1 = p 2 = 1 or p 3 = p 4 = 1. This is because a reduction procedure is found crucial to preserve the even-order moments of time-dependent AGFs, and consequently there is no pseudo-Fock-state in the auxiliary space S j that corresponds to the conjugated pair η jηj ; see Sec. III of paper I for details. It should be emphasized that the order of g-numbers is of crucial importance. By default all the monomials on the right-hand side of Eq. (15) are in the normal order, i.e., η j andη j appear at the left of η j ′ andη j ′ for j < j ′ , and η j is at the left ofη j . For instance, η 1 η 2 and η 1 η 2 are considered to be in normal order, whileη 2η1 and η 2 η 1 are not. All the monomials should be brought into normal order before any operator action. The number of monomials in the expansion of Eq. (15) increases with the size of the system. For a system with N o orbitals (or levels) and N s spin directions, the polynomial expansion comprises of 3 2NoNs terms. For instance, the polynomial expansion forρ S of a spin-resolved single-level AIM with N o = 1 and N s = 2, Eq. (15) consists of 81 terms.
The actions of the pseudo-operators X ± j onρ [l1,l2] S are analogous to the actions of raising and lowering operators. For instance, X + 1 and X + 2 raise the occupation number on the pseudo-level in the auxiliary spaces S 1 and S 2 , respectively. Similarly, X − 1 and X − 2 lower the occupation numbers of the pseudo-levels 1 and 2, respectively. Specifically, we have
Here, χ is a step function, i.e.,
, which restricts the result of action of X ± j within the auxiliary space S j . The prefactors in Eq. (16) are 1 or −1, which tell us how many swaps are required to rearrange and bring the g-numbers into normal order. In a very concise form, the action of {X ± j ; j = 1, 2} oñ ρ [l1,l2] S can be expressed as
Here, the factors (−1 or 1) to the left and right of are associated with the actions X + 1ρS and X − 1ρS , respectively; while the factors (−1 or 1) above and below the arrows ↔ are associated with the actions X + 2ρS and X − 2ρS , respectively.
Based on the correspondence between the pseudo-Fock-states and the g-numbers, the actions of X ± j on
can be translated into the language of Grassmann algebra as follows,r
Here,r is a linear operator introduced for describing the reduction procedure for the product of g-numbers {η j ,η j }; see Sec. III of Paper I.
In Eq. (18), the factors (−1 or 1) to the left and right of are associated with the operationsr(η 1ρS ) andr(η 1ρS ), respectively; while the factors (−1 or 1) over and below the arrows ↔ are associated with the operationsr(η 2ρS ) andr(η 2ρ S ), respectively;
By comparing Eq. (18) with Eq. (17), we can establish a one-to-one correspondence between the action of X ± j on pseudo-Fock-states and the action ofr on the monomials of g-numbers. Specifically, the action of X + j onρ S corresponds to the operationr(η jρ S ), while the action of X − j onρ S corresponds to the operationr(η jρS ). For instance, the pseudo-Fock-state |−1, 1 corresponds to the normal-ordered monomial of g-numbers η 1η2 . The action of X + 1 from the left side will change it to a new state −|0, 1 , which corresponds to −η 2 . If the reduction operator is used, we haver(η 1 η 1η2 ) = −r(η 1η1 )r(η 2 ) = −η 2 . Here, the original pair of g-numbers η 1η1 is reduced to 1 byr, where the factor of −1 arises from rearranging the g-numbers into normal order. Now let's come to the numerical representation of the system operators. As we know that with second quantization formulation, the system Hamiltonian can be written in terms of creation and annihilation operators of the system. For an impurity of N o levels and N s spin directions, the dimension of the system Hilbert space is (2N s ) No . We thus need to use matrices of the size (2N s ) No × (2N s ) No to represent the operators {ĉ νs ; ν = 1, . . . , N o }. For instance, for a spinless singlelevel AIM (N s = 1, N o = 1), only two Fock-states, |0 (vacant) and |1 (occupied), span the Hilbert space of the impurity. and the annihilation operatorĉ is represented by a 2 × 2 matrix.
For a spin-resolved single-level AIM (N s = 2, N o = 1), four Fock-states, |0 (vacant), |↑ (singly occupied by a spin-up electron), | ↓ (singly occupied by a spin-down electron) and |2 (doubly occupied), span the Hilbert space of the impurity. In this case, the creation and annihilation operators are represented by 4 × 4 matrices.
The number of nonzero elements (1 or −1) for any creation or annihilation operator is (2N s ) No /2. The matrix representation of the creation and annihilation operators is not unique. Any set of matrices satisfying the anti-
can be used. It is also worth emphasizing that the system creation and annihilation operators act on every component of the stochastic reduced density matrixρ S . For instance, the action ofĉ onρ S in the product space is carried out as follows.ĉρ
III. CALCULATION OF ELECTRIC CURRENT BETWEEN SYSTEM AND RESERVOIR
A. Analytic expression of electric current in the rigorous SEOM formalism
As already mentioned, Eq. (13) can be used to calculate the expectation value of any system operator. However, the particle current operator is not a pure system operator, as it involves both the system and reservoir's degrees of freedom. Thus, we need to derive the analytic expression for the expectation value of current operator from the total density matrix ρ T .
Consider a spinless single-level AIM in which the impurity level is coupled to two reservoirs (α = L, R); see Fig. 1 . The time-dependent electric current flowing into the α-reservoir is given by 36
whereN α is the electron number operator of the αreservoir.
In Sec. II C of paper I, we have demonstrated that the dynamics of the system and reservoir (bath) can be decoupled by introducing the time-dependent AGFs. This leads to the formally exact SEOM for the system reduced density matrix ρ S and that for the bath density matrix ρ B . The total density matrix is exactly recovered as ρ T = ρ S ρ B = ρ B ρ S , where · · · denotes the stochastic average over all the AGFs. Accordingly, the electric current is expressed as
where tr B and tr S represent the trace over the reservoir and system's degrees of freedom, respectively; and we have used the definitions 
Taking the trace over all the bath's degrees of freedom for both sides of Eq. (26), we have 
On the other hand, because the non-interacting electron reservoirs satisfy the Gaussian statistics, the formal solution of Eq. (26) can be obtained by utilizing the Magnus expansion 76 in the H B -interaction picture as follows, 45
with
To have a direct comparison with Eq. (28), take the time derivative of both sides of Eq. (29): 
α , which can be rewritten as
B. Computation of electric current in the MAS-SEOM method By inserting Eq. (32) into Eq. (24) and utilizing the MAS mapping scheme with X ± 1 = X ± 3 and X ± 2 = X ± 4 , we obtain the following analytic expression of electric current,
Here, the memory-convoluted noises {w jαt } can be generated by employing the fast Fourier transform technique. 58 After some rearrangement, Eq. (33) is recast into the form of
Here, the average · · · is defined by Eq. (12) . If the impurity is coupled to only one reservoir, the electrons entering into the reservoir come exclusively from the impurity. Thus, the electric current can be obtained from the conservation of particles, i.e.,
IV. ASYMPTOTIC BEHAVIOR OF MEMORY-CONVOLUTED NOISES AT ULTRA-LOW TEMPERATURES Numerical stability of the MAS-SEOM depends critically on the amplitudes of the involving instantaneous and memory-convoluted noises, {v jt } and {w jt }, which drive the reduced system dynamics. In particular, it is important that the amplitudes of the color noises {w jt } do not grow with time in the asymptotic limit. For simplicity, consider
where we have set t 0 = 0. C(t−τ ) is the reservoir correlation function, and {v τ } are Gaussian white noises which satisfy M (v t v τ ) = δ(t − τ ). By the definition of Eq. (38), w t has the dimension of t 1 2 , same as a Wiener process. In the MAS-SEOM of Eq. (9), the contributions of {v jt } and {w jt } toρ S are scaled by λ 1 2 and λ − 1 2 , respectively. Therefore, one could adjust the value of λ to balance the amplitudes of the instantaneous and memoryconvoluted noises and thus optimize the numerical performance. Enlarging the value of λ will amplify the instantaneous noises while reduce the amplitudes of the memory-convoluted noises, and vice versa. Nevertheless, any λ should yield the same ρ S . Now let us examine the intrinsic behavior of w t . If C(t) is a non-decaying function such as a constant, i.e., C(t) = C 0 (see Appendix for a closed two-level system), the auto-correlation of w t will be
Obviously, the amplitude of w t keeps increasing with time. Consequently, the MAS-SEOM becomes unstable soon after a certain period of time. Such kind of asymptotic instability originates from the much too strong environmental fluctuations, and is hard to avoid within the stochastic framework.
For an open quantum system, C(t) always decays with time. In the long time limit, C(t → ∞) = 0. Consider an electron reservoir with a finite band-width W , the reservoir spectral function is J(ω) = 2πΓ for |ω| < W and J(ω) = 0 for |ω| > W . At zero temperature, the reservoir correlation function is obtained through the FDT of Eq. (5) as follows,
The auto-correlation of w t is
The squared term on the right-hand side is real and nonnegative, so we have
Here, Si(x) ≡
x 0 sin(u) u du is the sine integral which has an upper bound, and Si(∞) = π/2. Therefore, the amplitude of w t does not grow with time even for the slowly decaying function C(t) at T = 0. This affirms the MAS-SEOM is asymptotically stable for general open quantum systems at ultra-low temperatures.
V. RESULTS AND DISCUSSIONS
A. Accuracy and efficiency of MAS-SEOM
In order to demonstrate the accuracy and applicability of the MAS-SEOM method, we present some benchmark results for the single-level AIM. We assume that the impurity and reservoirs are initially decoupled, i.e., ρ T (t 0 ) = ρ 0 ρ eq B . The impurity-reservoir couplings are turned on at t = 0 + , which triggers the dissipative dynamics. We consider two scenarios: (i) the dissipative relaxation process brings the impurity and reservoirs towards a global thermal equilibrium state; and (ii) the dissipative dynamics driven by the applied voltage keeps the whole system in a non-equilibrium state.
The stochastic calculations are carried out as follows. The time evolution ofρ S is obtained by propagating the MAS-SEOM of Eq. (9) by employing certain stochastic integrators. The interested key quantities, such as the electron occupation number on the impurity level, n s = n s , and the electric current flow into the αreservoir, I α (t), are computed by Eq. (13) and Eq. (36), respectively.
In the following, we adopt the units suitable for quantum dot systems, i.e., the energies are in units of meV, and the units for time and electric current are ps and pA, respectively. These units can be easily rescaled to be used for molecular systems. For the latter, the cor- responding units for energy, time and current are eV, fs and nA, respectively.
Relaxation dynamics: We consider the situation that the impurity level is initially doubly occupied, i.e., (ρ 0 ) 44 = 1 and all the other elements of ρ 0 are zero. The time evolution of n s (t) and I α (t) are computed and depicted in Fig. 2 for both a high and a low temperatures. For the former, the HEOM method implemented in the HEOM-QUICK program 78 is also employed, and the results are displayed in Fig. 2 for a direction comparison with those of the MAS-SEOM.
From Fig. 2 , it is clear that, while the relaxation dynamics of the AIM at the high and low temperatures are overall similar, the low-temperature dynamics exhibits some quantum oscillation features in the transient regime. This indicates that the non-Markovian memory effect is more conspicuous at a lower temperature, because the reservoir correlation functions decay more Despite some latest progress, the HEOM approaches become exceedingly memory-consuming for ultra-low temperatures. This is because, with the conventional (Matsubara or Padé) spectral decomposition schemes, a large number of memory basis functions are required to accurately unravel the reservoir correlation functions. Therefore, in Fig. 2 we only present the HEOM results for the high temperature T L = T R = 1.0. In Paper I, we have proved the MAS-SEOM is formally equivalent to the sim-HEOM approach, and the interference auxiliary density operators (ADOs) omitted in the sim-HEOM would affect the description of strongly correlated states such as the Kondo states. 44 Nevertheless, it is observed that the results of MAS-SEOM shown in Fig. 2(a) and (b) agree remarkably with those of the full HEOM. This is because at the high temperature the formation of strongly correlated states in the interacting AIM is suppressed by the thermal fluctuations, and thus the simplified and full HEOM approaches yield almost the same results.
Voltage driven dynamics: Consider a single-level AIM with the electron-hole symmetry, i.e., ǫ ↑ = ǫ ↓ = −U/2. The impurity level is initially half-filled with (ρ 0 ) ij = 1 4 δ ij {i, j = 1, . . . , 4}. At the time t = 0 + the impurityreservoir couplings are turned on. If the relaxation dynamics proceeds in the absence of bias voltage, the impurity level will stay half-filled, and there is no apparent electron transfer going on between the impurity and the reservoirs. Consequently, we have n s (t) = n s (0) = 0.5 and I L (t) = I R (t) = 0 (data not shown). Instead, when a constant bias voltage is applied asymmetrically across the two reservoirs at t > 0, i.e., V L = −V R , the impurity level remains half-filled, and the electric currents in response to the bias voltage are also asymmetric, I L (t) = −I R (t); see Fig. 3 , because of the conservation of electrons in the total AIM. For the relatively low temperature T L = T R = 0.01 studied in Fig. 3 , the results of MAS-SEOM still agree closely with those of the full HEOM. This is somewhat surprising because Kondo states are expected to form in the studied interacting AIM, and thus the results of MAS-SEOM (or sim-HEOM) are expected to deviate from the full HEOM. Indeed, such derivation would be observed if the MAS-SEOM was let to propagate into the long-time regime, i.e., after the Kondo states are completely established. However, it is difficult to reach the long-time regime with the current implementation of MAS-SEOM, because usually the number of trajectories (N traj ) required to achieve fully converged results is usually too large; see Sec. V B for details.
We now elaborate on the numerical efficiency of the MAS-SEOM approach. For an AIM consisting of N o impurity levels with N s spin directions and N α reservoirs, the number of pseudo-Fock-states in the auxiliary space S is 3 2NoNs , and the dimension of the impurity's Hilbert space is (2N s ) No . Therefore, for the single-level AIM examined in this section, we have N o = 1, N s = 2, N α = 2, and thus the stochastic reduced density matrixρ S is represented by a set of 81 matrices of the size 4 × 4. In contrast, with the HEOM method, the width and depth of the hierarchy cannot be smaller than M = 13 and L = 4, to ensure an accurate unraveling of the reservoir memory at the relatively low temperature T L = T R = 0.01. This leads to a hierarchy of 2782131 ADOs of the size 4 × 4. Therefore, the cost of computer memory requested by the MAS-SEOM approach is trivial as compared to that by the HEOM. Apart from this, the trajectory-based algorithms make it easy to do parallel computations with the MAS-SEOM approach. 
B. Convergence of MAS-SEOM
In practical calculations, the MAS-SEOM is solved by generating a number of quantum trajectories, with each trajectory serving as a specific sample of the involving stochastic c-number noises. Therefore, it is crucial that the group of trajectories accessed explicitly in the calculation form an abundant sampling of all the random fields, so that the statistical average ofρ S and other key properties can be obtained accurately.
As discussed in Sec. IV, all the stochastic noises involved in the MAS-SEOM of Eq. (9) are bounded in the asymptotic limit. This means that, in principle the correct statistical average can be achieved as long as the number of trajectories (N traj ) is sufficiently large. However, from the analytic form of MAS-SEOM, it is clear that the number of stochastic fields {v jαst , w jαst } keeps increasing as the dissipative dynamics proceeds. Therefore, it is expected that a much larger N traj is needed to yield fully converged results in the long-time regime than in the transient regime. This is to be elucidated in this subsection. Moreover, the numerical convergence of the MAS-SEOM may depend on other aspects, such as the strength of impurity-reservoir couplings, the length of time steps, the reservoir temperature, etc. We will also examine the influence of these aspects.
To assess the numerical convergence of the MAS- SEOM, we explore how the stochastic variance of the calculated n s (t) varies with time. Instead of visualizing the values associated with individual trajectories which have a rather scattered distribution, we examine dn s /dt versus t. While the averaged n s (t) is evaluated via Eq. (13), the time derivative is computed by using the finite difference method. If the resulting n s (t) is fully converged, dn s /dt versus t will be a smooth line; otherwise the line will exhibit large oscillations, indicating that the averaged n s (t) is subject to a large stochastic uncertainty. Figure 4 depicts the variations of dn ↑ /dt and dn ↓ /dt during the relaxation dynamics of a single-level AIM. Apparently, while the both lines are quite smooth in the short-time regime, they start to oscillate after some time and the amplitudes of oscillations increase gradually with time. This indicates that the stochastic variance keeps growing as the stochastic simulation proceeds. As men- tioned above, with the number of stochastic fields increasing with time, the preset trajectories will gradually become inadequate for sampling all the stochastic fields.
In the following, we discuss the influence of various aspects on the convergence of the results of MAS-SEOM.
Influence of Γ α : From Eqs. (35) and (40) , the amplitude of the random field w jαst is proportional to the strength of impurity-reservoir coupling Γ α . A stronger coupling Γ α will thus lead to a larger stochastic variance ofρ S . Figure 5 depicts the evolution of dn s /dt during the relaxation dynamics of a single-level impurity coupled to a single reservoir with different coupling strength Γ. Ap- parently, at a same time, the larger Γ indeed gives rise to more conspicuous oscillations in dn s /dt.
Influence of dt and N traj : To obtained converged results, it is important that the time step is small enough so that the stochastic integrator is convergent. For instance, Fig. 5 (a) compares n s (t) calculated by employing the weak first-order Euler-Maruyama algorithm with different time increment dt. Clearly, a too large dt will yield n s (t) that deviates significantly from the correct values. Moreover, Fig. 5(b) demonstrates that a larger N traj is needed to acquire converged results at a longer time.
Influence of T : From the analysis in Sec. IV, a more slowly decaying reservoir correlation function corresponds to a larger amplitude of the random field w jαst . Thus, a lower temperature will give rise to a larger stochastic variance in the resultingρ S . Figure 7 compares the evolution of dn s /dt at very different temperatures. In the long-time regime, the oscillations in dn s /dt at the ultra-low temperature are somewhat more pronounced than at the high temperature, but the difference is not drastic. Therefore, we see that the MAS-SEOM is indeed a favorable method for the study of low-temperature quantum dissipative dynamics.
Influence of λ: In the MAS-SEOM of Eq. (9), the parameter λ tunes the relative amplitudes of the instantaneous random fields {v jαst } and the memory-convoluted fields {w jαst }. Thus, in principle there exists a λ that results in most balanced random fields, and thus leads to an optimal convergence for the stochastic simulation. However, in practice we have not observed any substantial improvement in the convergence by varying the value of λ. A more careful numerical analysis is needed to clarify this issue.
Influence of stochastic integrator : In this work, the weak first-order Euler-Maruyama algorithm is employed to propagate the MAS-SEOM. Higher-order stochastic integrators have been proposed, 59, 77, [79] [80] [81] which are expected to yield much improved convergence. The sophisticated stochastic integrators will also enhance the efficiency of the stochastic simulation, because they allow for the use of much larger time steps. We leave the implementation of the higher-order algorithms for future work.
VI. CONCLUDING REMARKS AND PERSPECTIVES
In this paper, we present the numerical implementation of the MAS-SEOM method for a single-level impurity coupled to two electron reservoirs. The direct stochastic simulations for both the relaxation and voltage-driven dynamics of the AIM are demonstrated, with detailed discussions on the accuracy, efficiency and convergence of the MAS-SEOM. The presented results clearly advocate the MAS-SEOM as a promising candidate for the study of non-equilibrium dynamics of QIS.
From the given numerical examples, in the short-time regime the MAS-SEOM yields accurate results that agree remarkably with those of the full HEOM; whereas in the long-time regime, the stochastic variance ofρ S grows rapidly, and it requires to use too many trajectories to attain fully converge results with the low-order Euler-Maruyama algorithm. Therefore, the development and application of higher-order stochastic integrators which allow for the use of larger time steps are essentially important to make the MAS-SEOM practical. Nevertheless, the MAS-SEOM has shown great potential in the study of fermionic dissipative dynamics at ultra-low temperatures, which is beyond the capability of the present HEOM method.
In Paper I, it has been proved that the MAS-SEOM is equivalent to the sim-HEOM formalism in which the interference ADOs that are important for the description of strongly correlated states are left out. For the relaxation dynamics starting from a decoupled initial state, the discrepancies between the results of MAS-SEOM (or sim-HEOM) and those of the full HEOM are expected to arise in the long-time regime. To reduce such discrepancies, a more sophisticated mapping strategy for representing the time-dependent AGFs is called for.
To summarize, the MAS-SEOM method lays a foundation for the direct stochastic simulation of fermionic dissipative dynamics. Admittedly, there is still much room for improvement in many aspects of the MAS-SEOM approach, including its accuracy, efficiency, convergence, and applicability. Many existing algorithms and techniques adopted in the stochastic simulation of bosonic open systems can be transferred straightforwardly to the study of fermionic QIS, such as the construction of color noises with preset cross-correlations, the use of highorder stochastic integrators, and the parallel computing techniques. With the future improvements, the SEOM method has great potentials to become a useful theoretical tool for the investigation of strongly correlated QIS. For illustrative purpose, in the following we show that the MAS-SEOM can be applied to a simple toy model, a closed two-level system, to describe the reduced dynamics of one of the two levels.
The closed two-level system is described by the Hamiltonian
where H ν = ǫ ν↑nν↑ + ǫ ν↓nν↓ + U νnν↑nν↓ (ν = 1, 2), and H int = Γ sĉ † 1sĉ 2s +ĉ † 2sĉ 1s is coupling Hamiltonian between the two levels. The quantum dynamics of the two level system is exactly described by the Schrödinger equation for the total density matrix ρ T : are zero except (ρ 0 1 )44 = 1), while the level-2 is initially vacant (the only nonzero element of ρ 0 2 is (ρ 0 2 )11 = 1). The parameters of the two-level system are: ǫ 1↑ = 0.5, ǫ 1↓ = −0.5, U1 = 5.0, ǫ 2↑ = ǫ 2↓ = U2 = 0, and Γ = 1.0; see the main text in Sec. V A for the description of units. The MAS-SEOM of Eq. (A.8) is propagated by using the Euler-Maruyama algorithm with dt = 0.001, λ = 1.0, and Ntraj = 5 × 10 6 . The exact results obtained by solving the Schrödinger equation for the total two-level system are displayed in (a) as a reference for comparison. We emphasize that the MAS-SEOM of Eq. (A.8) is formally exact, as long as the level-2 is non-interacting. This is because the "reservoir" is a single level (level-2) and the reservoir correlation function is a single exponential function, cf. Eq. (11) and Eq. (A.10). Therefore, the HEOM formalism which is formally equivalent to Eq. (A.7) does not involve any interference ADO, 44 and thus the sim-HEOM and the MAS-SEOM of Eq. (A.8) are also formally exact. Figure 8 (a) depicts the evolution of n 1s (t) = tr 1 n 1s ρ 1 after switching on the inter-level coupling at t = 0. The results of MAS-SEOM are compared against the exact solution obtained from Eq. (A.2). Apparently, in the short-time regime, the predictions of MAS-SEOM agree perfectly with the exact results. However, at t > 1.5 the results of MAS-SEOM start to deviate from the exact lines. As explained in Sec. IV, such deviations arise because the "reservoir" correlation function does not decay with time, and thus the amplitudes of the memory-convoluted noises keep growing. Consequently, the MAS-SEOM of Eq. (A.8) is asymptotically unstable for the two-level system. It is clearly seen in Fig. 8(b) that the stochastic variance begins to diverge from t > 1.5.
