Abstract. Let C be a proper convex cone generated by a compact set which supports a measure µ. A construction due to A.Barvinok, E.Veomett and J.B. Lasserre produces, using µ, a sequence (P k ) k∈N of nested spectrahedral cones which contains the cone C * dual to C. We prove convergence results for such sequences of spectrahedra and provide tools for bounding the distance between P k and C * . These tools are especially useful on cones with enough symmetries and allow us to determine bounds for several cones of interest. We compute such upper bounds for semidefinite approximations of cones over traveling salesman polytopes and for cones of nonnegative ternary sextics and quaternary quartics.
Introduction
One of the main problems of convex optimization is the determination of the maximum value of a linear function over a convex set. Despite its reputation as the class of all "tractable" optimization problems, such special cases contain an enormous variety of instances of very different complexity. Specifically, work of Grötschel, Lóvasz and Schrijver [16] shows that the ability to approximate optima of linear programs on a class of convex sets in polynomial time to a prescribed accuracy is equivalent to the existence of a (weak) polynomial time membership oracle for this class. For many classes of convex sets, for instance the copositive cones [9] or the cones of nonnegative polynomials [19] , such membership problems have been shown to be NP hard. Nevertheless, optimizing over such complicated cones C is often a problem of much interest. A possible alternative is to sacrifice precision for efficiency. We replace our convex set C by a simpler convex set C which is a good approximation for C in a suitable sense and such that efficient optimization over C is possible. Natural choices for such C are polyhedra and more generally spectrahedra or SDR sets. Approximations by such convex sets are of practical importance due to the availability of efficient interior point optimization algorithms [6] on them.
The problem of how to construct such approximations C has been studied by several authors. There is considerable literature in the problem of approximating convex bodies by polytopes (see for instance [17] for a survey) as well as important work by Gouveia, Lasserre, Laurent, Parrilo, Thomas and others (see [26] , [21] , [13] , [22] ) who propose approximation schemes for convex semialgebraic sets by SDR sets based on sums of squares relaxations.
In this article, we study another approximation strategy due to Barvinok and Veomett [3] and Lasserre [23] . Their construction allows us to approximate arbitrary convex sets which support a measure via a sequence of SDR sets. This article contains three main contributions concerning this approximation strategy. First, we give general conditions under which such sequences converge to the desired convex set. Second, we prove that in the presence of enough symmetries the speed of convergence (as measured by a scaling factor to be defined precisely) can be determined by solving a semidefinite program. Third, we give explicit upper bounds for the scaling factors of these sequences on two special classes of convex sets: traveling salesman polytopes and cones of nonnegative polynomials in several variables. Such bounds are necessary if one intends to optimize over these cones following the approximation strategy outlined earlier and also have considerable mathematical interest since they are natural invariants of the cones.
In the remainder of this introduction we describe our results and the organization of the article in detail. We begin by defining some terminology. Let V be a real finitedimensional vector space and let X be a compact topological space with a finite Borel measure µ supported on X (i.e. such that the µ-measure of every nonempty open set of X is strictly positive).
Definition 1.
A pair (φ, g) where φ : X → V is a continuous function and g : V → R is a linear function is called admissible if the affine hull of φ(X) coincides with g −1 (1) . For an admissible pair (φ, g) we let C := Cone(φ(X)).
Note that C is a proper cone with a distinguished interior point x := X φdµ.
Definition 2. If D ⊆ V is a cone then the dual cone D
* is the set of elements ∈ V * such that (d) ≥ 0 for every d ∈ D. The linear function g is a distinguished interior point of the proper cone C * dual to C.
The main objects of interest in this article are the convex cones C and C * coming from admissible pairs. The following examples show that several interesting cones arise in this manner, Example 1.1. Fix a positive integer n,
(1) Let X be the set of hamiltonian cycles in cities 1, . . . , n and let µ be the uniform measure. Let φ : X → V ⊆ Sym 2 (R n ) be the map sending a hamiltonian cycle to its adjacency matrix and let V be the subspace spanned by the images of all hamiltonian cycles. Let g : V → R be the map sending a matrix to 1 2n times the sum of its entries. In this case, C is a cone over the Symmetric Traveling salesman polytope on the complete graph K n .
(2) Let d be a positive integer, let X := S n−1 be the unit sphere in R n and let µ be its normalized surface measure. Let φ : X → Sym 2d (R n ) be the map sending a point v ∈ S n−1 to v 2d . Let g : Sym 2d (R n ) → R be the unique linear map which sends v 2n to |v| 2n . In this case C * is the cone of nonnegative homogeneous polynomials of degree 2d in n variables. (3) Let X be the intersection of the unit sphere S n−1 ⊆ R n and the non-negative orthant in R n and let µ be the restriction to X of the normalized surface measure of the sphere. Let φ : X → Sym 2 (R n ) be the map sending v to v 2 . Let g : Sym 2 (R n ) → R be the unique linear map which sends v 2 to |v| 2 . In this case C * is the cone of copositive quadratic forms.
As in the examples above, the exact determination of the cones C and C * may be difficult. The following construction was introduced by Barvinok and Veomett [3] (and is implicit in independent work by Lasserre [21] ) as a method to systematically construct approximations of C * and C by spectrahedra and SDR sets respectively. See also [28] for applications of this construction to multilinear optimization. Definition 3. Let F be a vector space of continuous, real valued functions on X. To λ ∈ V * we can associate a bilinear symmetric form Q λ : F × F → R via the formula
Let Φ : V * → Sym 2 (F) * be the linear map given by Φ(λ) = Q λ . The BVL approximation of C * determined by F, denoted C * (F), is the spectrahedral cone Φ −1 (S + ) where S + ⊆ Sym 2 (F) * is the cone of positive semidefinite quadratic forms on F.
It is immediate from the definition that the following statements hold,
(1) For any F we have C * ⊆ C * (F) and C ⊇ C * (F) * . We denote the SDR set
As the space of functions F becomes larger the spectrahedron C * (F) becomes smaller and the SDR set C(F) larger. It is natural to ask whether by choosing sequences of vector spaces F j appropriately we can make the sequences of cones C * (F j ) and C(F j ) converge, in a suitable sense, to C * and to C. Our first result, proven in Section §2, shows that this happens under rather general hypotheses, generalizing [28, Lemma 3.1]. Theorem 1.2. Assume X is a compact Hausdorff topological space. Suppose that (F j ) j∈N are an increasing sequence of vector subspaces of the algebra of continuous functions on X with the uniform norm. If ∞ j=1 F j is a subalgebra which separates points and contains the constant functions then the following equalities hold,
If φ is one-to-one and F j is the pullback of the homogenous polynomials of degree j in V to X via φ then the vector spaces F j satisfy the hypotheses of the Theorem. This is the original hierarchy studied by Veomett [28] for traveling salesman polytopes on the complete graph.
Knowing that convergence does occur, the next step is to ask how quickly does convergence happen. To make this question meaningful it is necessary to have a quantitative measure of the "distance" between C * (F) and C * and between C(F) and C respectively. To define this quantity we need to fix bases for the relevant cones,
Definition 5. The scaling constant of F, denoted α(F), is the infimum of the set of real numbers α such that the following two equivalent inclusions hold,
if this set is nonempty and equals infinity otherwise.
Note that α(F) ≥ 1 and that α(F) = 1 if and only if the equalities B ∨ (F) = B ∨ and B(F) = B hold. Scaling constants are useful because they allow us to bound the maximum value of any linear function on the convex set B ∨ (resp. on B) in terms of its maximum value on the spectrahedron B ∨ (F) (resp. on the SDR set B(F)). More specifically, the following inequalities hold for any linear functions f : V * → R and h : V → R.
Our next result, proven in Section §2.1, shows that scaling constants are easily computable whenever X has enough symmetries. To describe this concept precisely we need to introduce some additional terminology, Definition 6. Let H be a subgroup of the continuous automorphisms of X. We say that H has enough symmetries if the following conditions hold:
(1) The elements of H preserve the measure µ.
(2) The action of H on X is transitive. (3) There exists a homomorphism Ψ : H → Hom(V, V ) such that for every u ∈ X and h ∈ H the equality Ψ(h)(φ(u)) = φ(h(u)) holds. (4) For every f ∈ F and h ∈ H the function f • h is an element of F.
The situation of having a subgroup H with enough symmetries applies to the cones (1) and (2) in Example 1.1, but not to cone (3). Theorem 1.4. The following statements hold:
(1) For any vector space F of real valued functions on X, the scaling constant is given by
(2) Let H be a subgroup of the continuous automorphisms of X.
(a) If H has enough symmetries then for any point u 0 ∈ X we have
(b) If H ⊆ H is a compact subgroup which fixes u 0 and such that Ψ |H is continuous then
where W ∨ ⊆ V * is the subspace consiststing of linear forms such that
In particular, if there exists a subgroup H having enough symmetries then the scaling constants can be computed by semidefinite programming and under additional symmetries these programs can be simplified considerably.
Section §3 is devoted to applications of these ideas and contains the main results of the article.
In Section 3.1 we study the scaling constants of BVL hierarchies on traveling salesman cones. Specifically, for a graph G on n-vertices let X be the set of hamiltonian cycles of G endowed the uniform measure µ and let φ : X → Sym 2 (R n ) be the map sending a cycle to its adjacency matrix. Define V and g as in Example 1.1 (1) and let C := Cone(φ(X)) be the traveling salesman cone of G. Letting F k be the restriction, via φ, of the homogeneous polynomials of degree k in Sym 2 (R n ), definition 3 gives a hierarchy of SDR sets C(F k ) ⊆ C. In Section 3.1 we develop a general framework for bounding the scaling constants α(F k ) of this hierarchy for sufficiently symmetric graphs G. We then apply this framework to complete graphs and to complete bipartite graphs. Our main result is, Theorem 1.5. The following inequalities hold, (1) If G is the complete graph on n vertices and k ∈ {1, 2, . . . ,
where α i and β i are the explicit constants given in Equation (3.4).
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(2) If G is the complete bipartite graph on two sets of n vertices and k ∈ {1, 2, . . . , n} then
where γ k and η k are the explicit constants given by equations (3.8) and (3.9). Remark 1.6. Theorem 1.5 part (1) improves on earlier upper bounds by Veomett [29] .
In Section §3.2 we study the scaling constants for BVL hierarchies on cones of nonnegative polynomials. We fix positive integers n and d and let X := S n−1 be the unit sphere in R n with normalized surface measure µ and define g as in Example 1.1 (2) . The cone C * ⊆ Sym 2d (R n ) * consists of nonnegative polynomials of degree 2d in n variables. Let F k be the vector space of homogeneous polynomials of degree 2k in n variables restricted to X. Such spaces specify a sequence of spectrahedra
and we study its basic properties. In Lemma 3.11 we give explicit formulas for the matrices defining the spectrahedra C * (F k ) and prove that these spectrahedra converge to C * .
By a Theorem of Hilbert, the cone C * equals the cone of sums of squares of forms of degree d if and only if either n ≤ 2 or d ≤ 1 or (n, d) = (3, 2) (see [5] for a modern proof). It follows that in these cases the cone C * has a simple spectrahedral description. In all other cases C * is not a spectrahedron and it is interesting to use the spectrahedral approximations C * (F k ). The simplest cases of interest are thus ternary sextics (n, d) = (3, 3) and quaternary quartics (n, d) = (4, 2). Our first result result gives (numerical) upper bounds for the scaling constants α(F k ), Theorem 1.7. The following tables contain numerically computed upper bounds for the scaling constants α(F k ) (see Figure 1 ). (2) and for ternary sextics (n, d) = (3, 3) .
Next we derive a method for constructing upper bounds for α(F k ) for any (n, d) with k ≥ d. To describe the method we need to introduce some additional notation. Let and for an integer j > 0 let L j (x) be the Legendre polynomial of degree j. The appearance of Legendre polynomials, the 
where L j denotes the Legendre polynomial of degree j. The following inequality holds,
In particular, any polynomial q ∈ R k gives an upper bound
As a result, we obtain the following upper bound for any (n, d) and k = d, Corollary 1.9. The following inequality holds,
where γ is the biggest root of the polynomial L 2d (x 1 ). The root γ is known to satisfy γ = cos β
where β ≈ 2.4048 is the first positive root of the Bessel function J 0 (x).
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Convergence results for BVL hierarchies.
In this section we prove the results about convergence of BVL hierarchies and scaling constants described in the introduction. Theorem 2.5 gives a dual point of view on scaling constants which will be useful in Section 3.
Proof of Theorem 1.2. Since for every index j the inclusion C * ⊆ C * (F j ) holds we have C * ⊆ C * (F j ). If λ ∈ C * then there exists a point c ∈ C such that λ(c) < 0 and thus there exists u ∈ X such that λ(φ(u)) = < 0. Let U := {x ∈ X : λ(φ(u)) < 2 }. The set U is open and nonempty. Since X is a normal topological space, the set U contains a nonempty open set A such that A ⊆ A ⊆ U and By Urysohn's Lemma there exists a continuous function p :
Now, F j is an algebra which separates points and contains the constants and X is a compact Hausdorff topological space. Thus, by the Stone-Weierstrass Theorem the algebra F j it is dense in the algebra of continuous functions on X with the uniform norm. In particular there exists a sequence of functions p k ∈ F j k which converges uniformly to p. As a result
and thus there is an index j s such that λ ∈ C * (F js ) proving the claimed equality. The equality ∞ j=1 C(F j ) = C follows immediately from bi-duality for proper cones. Remark 2.1. The previous Theorem extends [21, Theorem 3.2] where φ is assumed to be scalar valued and F k are assumed to be homogeneous polynomials of degree k. It also extends [28, Lemma 3.1] where φ is assumed to be a polynomial map. Remark 2.2. The key argument in the proof of the above Lemma lies in trying to approximate the Dirac δ p measure centered at a point p with sums of squares of elements of F. It follows from the above argument that if δ can be represented exactly by a sum of squares of elements of F then the equality C * = C * (F) holds. As an interesting consequence, if X is finite and F k is the set of polynomials of degree k restricted to X via φ then C * = C * (F k ) for some integer k generalizing [3, Section 1.3]. This occurs because every function on a finite set is represented by a polynomial. The integer k is bounded above by the Castelnuovo-Mumford regularity of the variety φ(X) (see [10, Section 20.5 
]).
Remark 2.3. One of the advantages of the setup of this article is that the spaces of fuctions F j are now intrinsic to X and do not depend on the function φ. In particular a sequence of subspaces satisfying the hypothesis in the above Theorem can be used for constructing a converging sequence of approximations for the cone induced by any admissible pair (φ, g).
Scaling constants.
Proof of Theorem 1.4. 
). We claim that if H has enough symmetries then for every h ∈ H and λ ∈ B ∨ (F) we have ψ * (h)(λ) ∈ B ∨ (F). This is because for any p ∈ F we have
where the second equality holds by Definition 6, property (3). Now, by Definition 6 property (1), the last integral equals
which is nonnegative because λ ∈ B ∨ (F) and because p • h −1 is an element of F by Definition 6 property (4). It follows that Ψ * (h)(λ) ∈ C * (F). Moreover Ψ * (h)(λ(x)) = λ(Ψ(h)(x)) = λ(x) = 1 showing that Ψ * (h)(λ) ∈ Λ ∨ proving the claim. Finally if u 0 is any point of X and λ ∈ B ∨ (F) achieves its minimum on B at a point φ(u ) for some u ∈ X then, by Definition 6 property (2), there exists h ∈ H such that h(u 0 ) = u .
obtaining the claimed formula for the scaling constant. (2b) Assume H ⊆ H is a locally compact subgroup which fixes u 0 and such that Ψ |H is continuous. Let η ∈ B ∨ (F) be such that
Let ν be the Haar probability measure on the compact group H [18] and define the linear form
Note that τ (φ(u 0 )) = η(φ(u 0 )) because H fixes u 0 . Also Ψ * (h)(τ ) = τ since the Haar-measure on H is left invariant and finally τ ∈ B ∨ (F) because, by the previous paragraph, it is an expected value of elements of B ∨ (F). As a result, if W ∨ ⊆ V * denotes the subspace of linear forms such that Ψ * (h)( ) = for every h ∈ H then the following equality holds
and we conclude that the scaling constant can be computed from the right hand side as claimed. The dual point of view presented in the following Theorem is often useful for the determination of scaling constants.
Definition 7. For y ∈ B let Σ(y) be the set of elements s(u) which are sums of squares of elements of F and satisfy
Note that φ is vector-valued and thus the integral is a vector in V . (2) If H is a subgroup of the continuous automorphisms of X which has enough symmetries then for any point u 0 ∈ X we have
Proof. We will prove that for any y ∈ B the equality inf
holds. Once this claim is established, both parts follow immediately from Theorem 1.4. To establish the claim note that inf λ∈B ∨ (F ) λ(y) is a semidefinite optimization problem which we will refer to as the primal problem. Its Lagrangian dual is given by sup (ν,r)
applying g to the linear constraint we obtain
and thus the dual problem is equivalent to sup r∈Σ(y) 1 − X r(u)dµ(u) . Moreover, since X is compact there exists a linear form λ ∈ V * which is strictly positive on φ(X) and satisfies λ(x) = 1. Since the measure µ is supported in all of X it follows that the quadratic form Q λ is strictly positive definite. As a result the primal semidefinite problem is strictly feasible and thus strong duality holds proving the claimed equality.
Applications
This Section contains the main results of the article. These are upper bounds for the scaling constants of BVL approximations for traveling salesman cones and for certain cones of nonnegative polynomials.
3.1. Traveling salesman cones. In this section we study BVL approximations of the cone over the symmetric traveling salesman polytope of an undirected hamiltonian graph G. We denote this cone by ST S(G). The cone ST S(G) is generated by the adjacency matrices of hamiltonian cycles on the graph G. Our main results are upper bounds on the scaling constants of the BVL approximation of ST S(G) defined by restrictions of homogeneous polynomials when G is the complete graph K n or the complete bipartite graph K n,n . Our upper bounds on the scaling constants for ST S(K n ) improve those given by Veomett in [29] . Our results on ST S(K n,n ) give the first known upper bounds.
We begin by describing the cones ST S(G) in the setting of admissible pairs. Fix an undirected hamiltonian graph G with vertices labeled 1, . . . , n. Let E(G) be its edge set, consisting of pairs ij with 1 ≤ i < j ≤ n for which vertex i is adjacent to vertex j. Let X be the set of hamiltonian cycles in G and let µ be the uniform measure on X. Let φ : X → Sym 2 (R n ) be the map sending a cycle to its adjacency matrix and let V := im(φ) be the subspace spanned by the images of all cycles. Let g : V → R be the linear map which sends a matrix to 1 2n times the sum of its entries. Note that C := Cone(φ(X)) equals the cone ST S(G).
The space Sym
2 (R n ) has a natural basis given by the (0, 1)-matrices e ij in which all but the entries ij and ji are equal to zero. We denote its dual basis byx ij and define the ring R := R[x ij : ij ∈ E(G)]. Composition with φ allows us to restrict an element of the ring R to a function on X. We denote the restriction of monomials by x ij :=x ij • φ. The elements of φ(X) are (0, 1) matrices and thus the equality x 2 ij = x ij holds for every ij ∈ E(G). It follows that for every finite set M of multiindices α = (α ij ) ij∈E(G) and real numbers (a α ) α∈M we have the equality
where (β(·)) ij is the support function given by β(α) ij := 1, if α ij > 0 and 0, otherwise.
For a multi-index α we let supp(α) be the support graph of α. This is the subgraph of G whose adjacency matrix is given by β(α). Proof.
(1) and the first equality in (2) are immediate from the paragraph preceding the Lemma. The value of a monomial x α on a hamiltonian cycle u is either 1/h where h is the number of hamiltonian cycles in G or zero depending on whether the cycle u contains the support graph supp(α). The second equality in (2) follows from this. (3b) The group H acts bijectively on X and thus preserves the uniform measure. The action of g ∈ H on Sym 2 (R n ) is determined by sending e ij to e g(i)g(j) for 1 ≤ i < j ≤ n. This action is compatible with the action of H on hamiltonian cycles. The induced action of H on the elements of R is given by linear changes of coordinates and thus preserves degree and maps the set F k to itself. Our assumption guarantees that condition (2) of Definition 6 is satisfied. (3a) The point x is fixed by H since H acts by permuting the hamiltonian cycles on G. (3b) Transitivity of the action of H on X gives the only remaining requirement for H to have enough symmetries in the sense of Definition 6.
The following Lemma provides a useful tool for computing upper bounds for scaling constants of BVL approximations of the cone ST S(G) using the vector spaces F k . Recall that the set Σ(y) was introduced in Definition 7.
Lemma 3.2. Assume that H acts transitively on E(G). Fix u 0 ∈ X and let s ∈ F 2k be a sum of squares of elements of F k . Then s ∈ Σ(φ(u 0 )) if and only if there exist real numbers α, β with α − β = 1 such that, for every ij ∈ E(G) we have
Proof. If s ∈ Σ(φ(u 0 )) then there is a real number γ such that
Evaluating the linear functionalx ij for ij ∈ E(G) on both sides we obtain
Since H acts transitively on E(G) the valuex ij (x) = η is independent of ij ∈ E(G). It follows that the integral on the left hand side assumes only the values α := 1 + γη, if ij ∈ u 0 and β := γη if ij ∈ u 0 as claimed so α − β = 1. Conversely, for any s satifying the above hypotheses we have the equality
and thus s ∈ Σ(φ(u 0 )) as claimed.
Where α and β range over all pairs of real numbers α > β such that there exists a sum of squares s ∈ F 2k such that for every ij ∈ E(G) we have
Proof. Since H has enough symmetries we know by Theorem 2.5 part (2) that
By Lemma 3.2, τ ∈ Σ(φ(u 0 )) if and only if there exist α > β with α − β = 1 such that the following equality holds,
Applying the linear function g on both sides we obtain the equality
If s is any sum of squares satisfying the hypotheses above then letting τ := 1 α−β s we see that τ ∈ Σ(φ(u 0 )) obtaining the claimed bound.
Remark 3.4. Corollary 3.3 generalizes [3, Lemma 2] to arbitrary graphs. Moreover, we allow a sum of squares s rather than only sums of {0, 1}-valued polynomials in φ(X). This extension is the main reason why we will be able to improve the scaling constants for ST S(K n ) found in [29] .
Next we want to use Corollary 3.3 when G is either the complete graph K n or the complete bipartite graph K n,n . To this end we need to understand the integrals over X of the monomials in F k . By Lemma 3.1 we can restrict our attention to monomials whose support is either a disjoint union of non-closed paths and isolated vertices or a single hamiltonian cycle.
Lemma 3.5. Let x α be a monomial in F k . The following statements hold:
is the union of l ≥ 1 vertex disjoint non-overlapping paths p 1 , ..., p l and isolated vertices then
where p is the sum of the lengths of such paths. (2) Let G = K n,n . If supp(α) is the union of l ≥ 1 vertex disjoint non-overlapping paths p 1 , ..., p l and isolated vertices then
where p is the sum of the lengths of p 1 , . . . , p l and r ≤ l is the number of these paths which have odd length.
Proof. (2) Let V = V 1 ∪ V 2 with |V 1 | = |V 2 | = n be the bipartition of the vertex set of K n,n . Assume first that l > r. We will count the hamiltonian cycles containing the support graph of α by constructing sequences which represent the order in which such cycles traverse the connected components of supp(α). For i = 1, 2 let S i be the set consisting of the vertices in V i which are isolated in supp(α) and the paths (of even length) in supp(α) with endpoints in V i . Note that Suppose q 1 , . . . , q r are the paths of odd length in supp(α). We place the q i in any order always to the right of some s j i , generating a a new sequence, say
Joining each pair of consecutive paths or vertices in this sequence with a single edge we will produce a hamiltonian cycle in K n,n . Each path that belongs to some S i has two possible ways to be connected with the next element of the sequence by edges of K n,n , if this element is a path of even length, and only one if it is an isolated vertex.
On the other hand, every path q i has its endpoints on different V i and hence can be connected by an edge of K n,n in only one way to the next element of the sequence. We conclude that, if we force the cycle to start with the path s 
Which yields the above formula after division by |X| = n!(n−1)! 2
. The case l − r = 0, r > 0 is addressed similarly, starting with a fixed oriented path q 1 of odd length. Finally, if α = 0 then the formula holds trivially. Example 3.6 (Veomett Polynomials). Let u 0 be a hamiltonian cycle of K n and let M be the set of all maximum size matchings of K n that are unions of edges of u 0 . Every element of M has exactly n 2 edges and hence the cardinality of M is 2 or n depending on whether n is even or odd. For each k = 1, 2, . . . , n 2 define the polynomials
where x L denotes the product of all x ij with {i, j} ∈ L. Veomett shows in [29] that these polynomials are elements of Σ(φ(u 0 )) and that
where α k and β k are defined by
if n = 2r and by
if If n = 2r + 1. As a result [28, Main Theorem] the following inequality holds,
The next Theorem is an improvement of the above bounds, and G = K n the following inequality holds,
Proof. Let u 0 be a hamiltonian cycle of K n and let M be the set of all maximum size matchings of K n that are the union of edges of u 0 . For k ≤ n 2 define the polynomialŝ
Then,ŝ k is again a sum of squares of elements of F k and coincides with the sum
hence proving the first inequality on (3.6). The second inequality holds because n − 1 2
for any i ≥ k.
Remark 3.8. The expressions for the above bounds are rather complicated. In the case k = 1, using computer-aided simplification, these expressions simplify to
when n is even and
when n is odd. From extensive computer calculations, we conjecture the "improvement ratio" between the bounds given by Theorem 3.7 and those in [28] satisfies the following inequality Figure 2 . The ratio in (3.7) for n = 10, 15, 100, 501, 10000 and k = 1, . . . , 50.
Next, we focus on the case of ST S(G) when G is the bipartite graph K n,n Theorem 3.9. Let G = K n,n then for k ∈ {1, 2, . . . , n}
.
Proof. Let u 0 a hamiltonian cycle in K n,n . This hamiltonian cycle can be partitioned into two perfect matchings Γ 1 and Γ 2 . For k = 1, . . . , n define the polynomials
We claim that the integrals X p k x ij dµ assume only two values depending on whether or not ij ∈ u 0 . It follows that p i will give us to bound on α(F k ) via Corollary 3.3.
If {i, j} ∈ Γ 1 then the collection of all L ⊂ Γ 1 with |L| = k can be partitioned into two sub-classes: The ones that contain the edge {i, j} and the ones that do not. If L lies in the first class, then the support graph of x ij x L will be the union of k disjoint non-overlapping paths of length 1. If not, then such graph will be the union of k + 1 disjoint non-overlapping paths of length 1. Similarly, we can divide the collection of all L ⊂ Γ 2 with |L| = k into three sub-classes: the subgraphs that do not touch the edge {i, j}, the ones that touch one endpoint of {i, j} and the ones that touch both endpoints of {i, j}. Computing the types of supporting graphs that these three classes generate and using Lemma 3.5, we obtain:
If {i, j} does not belong to either of the matchings Γ i then this case is similar to the case {i, j} ∈ Γ 1 \ Γ 2 and thus
Note that γ k and η k dependent of ij only on whether or not the edge belongs to the hamiltonian cycle u 0 . The claimed bound follows from Corollary 3.3.
Remark 3.10. Define the polynomialŝ
The above bounds can be improved arguing as in Theorem 3.7 yielding
, where γ k and η k are given by equations (3.8) and (3.9).
Proof of Theorem 1.5. Follows immediately from Theorem 3.7, Theorem 3.9 and Remark 3.10.
3.2. Nonnegative polynomials. Fix positive integers n and d. In this section we study BVL approximations of the cone of homogeneous nonnegative polynomials of degree 2d in n variables. Such approximations were considered by Lasserre in [21] and our contribution are upper bounds on the scaling constants. The reader is referred to [20] for basic properties of symmetric powers of vector spaces. We begin by describing these cones in the setting of admissible pairs. Let V := Sym 2d (R n ) and let X := S n−1 be the unit sphere in R n with the normalized surface measure µ. Define φ : X → V by sending a vector v in the unit sphere to the element v 2d ∈ V . The dual space V * := Sym 2d (R n ) * is naturally identified with the space of homogeneous polynomials of degree 2d in n variables. Under this identification the natural bilinear pairing Sym
, the value at v of the homogeneous polynomial p. Define g : Sym 2d (R n ) → R be the unique linear map which sends an element of the form v 2d to |v| 2d . g is the linear map corresponding to the polynomial (x
d under the pairing.
Lemma 3.11. Let F k be the vector space of homogeneous polynomials of degree 2k in n variables restricted to X. The following statements hold:
(1) The pair (φ, g) is admissible. Moreover C * ⊆ Sym 2d (R n ) * is the cone of nonnegative polynomials of degree 2d in n variables. (2) The spectrahedral cone C * (F k ) can be described explicitly. It is given by the homogeneous polynomials p of degree 2d in n variables which satisfy
where the symmetric matrix A α has rows and columns indexed by multiindices of degree 2k and entries given by
where (4) The action of O(n) on S n−1 is obviously measure-preserving and transitive. Any representation W of a group induces new representations via its symmetric powers. In the case of the natural representation of O(n) on R n the induced action on Sym 2d (R n ) by an element A ∈ O(n) is given by the unique linear map which satisfies A · (v 2d ) := (A · v) 2d for every v. This equality proves property (3) in Definition 6. Finally, a homogeneous linear change of coordinates maps homogeneous polynomials of a given degree to homogeneous polynomials of the same degree and thus elements of F j are mapped to F j by elements of H. The claim follows. for q(x 1 ). The function r(x 1 ) is even and decreasing in [0, 1]. Since q(1) > 0, the absolute minimum of q(x 1 ) must be achieved at a point x 1 ∈ [0, 1] smaller than the biggest root of q(x 1 ). Since the roots of the Legendre polynomials interlace we know that the largest root of q(x 1 ) must be smaller than the largest root γ of L 2d (x 1 ). Since r(x 1 ) is decreasing in [0, 1] we obtain a lower bound by for q(x 1 ) by evaluating r(x 1 ) at γ as claimed. The given asymptotic formula for the largest roots is due to Gatteschi [15] . . However the sequence of partial sums η m (x) = m j=0 Z 2j does not converge in any sense and the minimim value keeps decreasing. We conjecture (see Figure 3 .12) that the minimum of this partial sum is always achieved at the largest zero of its derivative, leading to an improvement on the bound of Corollary 1.9. Remark 3.13. Work in preparation by P. Parrilo gives optimal approximations of the Dirac delta by sums of squares [27] . Such expressions could be used to obtain potentially sharp upper bounds for scaling constants of BVL approximations of the cone of nonnegative polynomials.
