Effective field theory for non-relativistic hydrodynamics by Jain, Akash
ar
X
iv
:2
00
8.
03
99
4v
1 
 [h
ep
-th
]  
10
 A
ug
 20
20
Effective field theory for non-relativistic
hydrodynamics
Akash Jain
Department of Physics & Astronomy, University of Victoria, PO Box 1700 STN CSC, Victoria,
BC, V8W 2Y2, Canada
Abstract: We write down a Schwinger-Keldysh effective field theory for non-relativistic (Galilean)
hydrodynamics. We use the null background construction to covariantly couple Galilean field
theories to a set of background sources. In this language, Galilean hydrodynamics gets recast
as relativistic hydrodynamics formulated on a one dimension higher spacetime admitting a null
Killing vector. This allows us to import the existing field theoretic techniques for relativistic
hydrodynamics into the Galilean setting, with minor modifications to include the additional
background vector field. We use this formulation to work out an interacting field theory describing
stochastic fluctuations of energy, momentum, and density modes around thermal equilibrium. We
also present a translation of our results to the more conventional Newton-Cartan language, and
discuss how the same can be derived via a non-relativistic limit of the effective field theory for
relativistic hydrodynamics.
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1 | Introduction and overview
Hydrodynamics is an effective framework that aims to describe low-energy dynamics of many body
systems near thermal equilibrium. Classically, hydrodynamics is posed as a set of conservation equa-
tions associated with the global symmetries that the system enjoys. The underlying rationale is that
non-conserved quantities are expected to decay and thermalise at much smaller distance and time
scales compared to conserved quantities, which need to be transported out to infinity to thermalise.
Hence, one expects that if one waits long enough and is only interested in macroscopic phenomenon,
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the low-energy behaviour of a thermal system would be entirely governed by the dynamics of its
conserved operators. However, this expectation is only true up to a leading approximation. As we
start to take into account interactions between various hydrodynamic modes, the inevitable inter-
action between hydrodynamic and the ignored high-energy degrees of freedom also starts to play
an important role. A concrete realisation of this phenomenon are the so-called long-time tails [1–3],
which signal the breakdown of the hydrodynamic derivative expansion at late times. To account
for such effects, one needs to pass to the more sophisticated formalism of stochastic hydrodynam-
ics (see e.g. [4]). Here, the collective high-energy excitations are modelled by random small-scale
noise sources in the hydrodynamic equations [5–9], followed by statistical averaging over all possible
noise configurations. The noisy interactions are chosen in a way that they reproduce the classi-
cal hydrodynamic results in the appropriate limit. This formalism is still highly phenomenological
and minimalistic and does not account for the most generic structure of stochastic interactions nor
quantum fluctuations of the hydrodynamic modes themselves.
Ideally, one would like to not base the hydrodynamic framework on a set of conservation equa-
tions, but rather write down a bona fide effective field theory (EFT) starting from certain funda-
mental degrees of freedom and symmetries. This would systematically account for the high-energy
stochastic interactions without having to introduce them by hand. Thanks to a series of collaborated
efforts over the last decade, there now exists a complete EFT description for stochastic hydrodynam-
ics based on the Schwinger-Keldysh (SK) formalism of thermal field theories [10–20]; see [21] for a re-
view. One of the major achievements of the new framework is an understanding of the second law of
thermodynamics as a macroscopic manifestation of the microscopic KMS (Kubo–Martin–Schwinger)
condition. The KMS condition also ensures that the hydrodynamic correlators predicted by the ef-
fective theory satisfy non-linear fluctuation-dissipation theorems [22]. So far, such field theoretic
tools have been developed for a handful of low-energy condensed matter systems including rela-
tivistic fluids and superfluids [12, 13], and Abelian and non-Abelian diffusive fluctuations [23, 24].
See also, [25–27] for similar tools in non-dissipative relativistic solids, supersolids, liquid crystals,
relativistic magnetohydrodynamics, and force-free electromagnetism. Nonetheless, an effective field
theory approach for non-relativistic (Galilean) hydrodynamics is still largely missing. This is an
obvious limitation because most physical situations around us where such a theory could be useful
are non-relativistic. The goal of this paper is to remedy this situation and write down a complete
Schwinger-Keldysh effective field theory for dissipative Galilean hydrodynamics.
A primary ingredient in the EFT framework are a set of background fields coupled to various
conserved operators that make up the spectrum of hydrodynamics. These act as sources in the
associated field theory generating functional and can be used to obtain correlation functions of the
hydrodynamic operators. For example, in a relativistic setting it is widely known that the energy
momentum tensor T µν and charge (particle number) current Jµ can be coupled to a background
spacetime metric gµν and gauge field Aµ respectively. The situation is slightly more tricky in the
Galilean case. The hydrodynamic observables are the mass (particle number) density ρt, mass
(particle number) flux/momentum density ρi, energy density ǫt, energy flux ǫi, and stress tensor τ ij .
These need to be coupled to the so-called Newton-Cartan (NC) structure: mass gauge field (At, Ai),
clock form (nt, ni), and spatial metric hij respectively, that describes a curved non-relativistic
spacetime [28–42]; see [30] for a review.1 However, Galilean boost symmetry (also referred to as
Milne boosts in the NC literature) acts on these quantities quite non-trivially and is quite tedious to
implement in an effective theory written in the NC language. It is this symmetry that is responsible
1Here we have chosen the Newton-Cartan Galilean frame velocity vi = 0. A more formal discussion on Newton-
Cartan backgrounds is given in section 5.1.
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for setting the momentum density equal to the mass flux.
Fortunately, there is another manifestly covariant formulation for coupling Galilean field theories
to background sources, using the so-called null backgrounds [43]. The idea is that by introducing
a fiducial null coordinate x−, Galilean background sources can be arranged into a one-dimensional
higher relativistic metric gmndx
mdxn = −2 (dx− −Atdt−Aidxi) (ntdt+ nidxi)+hijdxidxj. Analo-
gously, the Galilean hydrodynamic observables also arrange themselves neatly into a one-dimensional
higher relativistic energy-momentum tensor Tmn coupled to gmn. Galilean symmetries, including
boosts, act on these quantities naturally as one-dimensional higher Poincaré transformations that
leave the null vector V m∂m = ∂− invariant. Posed in these terms, Galilean physics gets dressed as
one-dimensional higher relativistic physics with a null Killing vector V m. The NC results can always
be obtained from here by reducing the theory over the fiducial null coordinate, formally known as
null reduction [44–46]. Not only does this formalism makes all the symmetries of the Galilean the-
ory manifest, it also allows one to directly import a plethora of well-developed relativistic results
directly into the Galilean setting with only minor modifications to accommodate the null Killing
vector; see e.g. [43, 47–54]. Along the same lines, for our current goal of interest, we can use the null
background framework to write down an effective field theory for Galilean hydrodynamics using the
techniques already developed for relativistic hydrodynamics.
For the benefit of the interested readers who might not want to get their hands dirty with all
the technicalities, we summarise the main results of the paper here in as non-technical terms as we
can manage. The fundamental degrees of freedom in the EFT for hydrodynamics, relativistic or
Galilean, are the comoving coordinates of the fluid elements σi(x), comoving time coordinate στ (x),
mass/particle number phase ϕr(x). These are accompanied by associated stochastic noise fields
Xia(x), X
t
a(x), and ϕa(x) capturing our statistical ignorance for the respective quantities. Here
(xµ) = (t, xi) collectively denotes physical time and space coordinates. The theory is coupled to two
copies of background sources in spirit with the SK formalism; for the Galilean case these are the
“difference” sources Aaµ(x), naµ(x), and haµν(x) (with haµt(x) = 0) that probe the physical mass
density-flux ρµr , energy density-flux ǫ
µ
r , and stress tensor τ
µν
r (normalised as τ
µν
r nrν = 0) operators
respectively, while the “average” sources Arµ(x), nrµ(x), and hrµν(x) (with hrµt(x) = 0) probe the
respective stochastic noise operators ρµa , ǫ
µ
a , and τ
µν
a (normalised as τ
µν
a nrν = 0). This “r/a” usage
for background fields and associated operators is standard in the SK literature; see e.g. [55]. The
“classical” hydrodynamic fields are defined in terms of these as
Velocity : uµ =
βµ
nrµβµ
, Temperature : kBT =
1
nrµβµ
,
Mass chemical potential : µ =
Λβ + β
νArν
nrµβµ
+
1
2
hrνρβ
νβρ
(nrµβµ)2
, (1.1)
where βµ(x) = β0∂x
µ(σ(x))/∂στ (x) is called the thermal vector and Λβ(x) = β0µ0 + β
µ(x)∂µϕr(x)
the chemical shift field, with xµ(σ) being the inverse of σα(x). Furthermore, β0 = (kBT0)
−1 and µ0
are the constant inverse temperature and chemical potential of the global thermal state respectively.
Note that the fluid velocity uµ is normalised as uµnrµ = 1 and only has d independent components in
d spatial dimensions. It is also convenient to introduce a Galilean frame velocity vµ = δµt /nrt, obey-
ing vµnrµ = 1. We can define the inverse spatial metric as h
µν
r with components httr = h
ij
r nrinrj/n
2
rt,
htir = −hijr nrj/nrt, and hijr = (h−1r )ij , satisfying hµνr nrµ = 0 and hµλr hλν + vµnrν = δµν . Note that
hµνr is not the inverse of hrµν .
At ideal order, a Galilean fluid is characterised by the grand-canonical equation of state, i.e.
its thermodynamic pressure p(T, µ) expressed as a function of T and µ. Its derivatives define the
1. Introduction and overview | 5
thermodynamic densities: mass density ρ(T, µ), internal energy density ε(T, µ), and entropy density
s(T, µ) via the Gibbs-Duhem relation dp = s dT + ρdµ and Euler relation ε+ p = Ts + µρ. Note
that these two imply the local first law of thermodynamics dε = T ds + µ dρ. One-derivative
dissipative corrections to ideal hydrodynamics are parametrised by three non-negative transport
coefficients: shear viscosity η(T, µ), bulk viscosity ζ(T, µ), and thermal conductivity κ(T, µ). For
a parity-violating fluid, there are further non-dissipative corrections that can be found later in the
main text. In d spatial dimensions, the fluid is described by the effective action
S =
∫
dt ddxnrt
√
dethr
[
ρ uµ (Aaµ + ∂µϕa +£XaArµ)
−
( (
ε+ p+ 12ρ hrρσu
ρuσ
)
uµ − p vµ
)
(naµ +£Xanrµ) +
1
2
(ρ uµuν + p hµνr ) (haµν +£Xahrµν)
+
ikBT
4
(
2η hµ(ρr h
σ)ν
r +
(
ζ − 2dη
)
hµνr h
ρσ
r
)(
haµν +£Xahrµν − 2
(
na(µ +£Xanr(µ
)
hrν)λu
λ
)
(
haρσ +£(Xa+iβ)hrρσ − 2
(
na(µ +£(Xa+iβ)nr(µ
)
hrν)λu
λ
)
+ ikBT
2κhµνr (naµ +£Xanrµ)
(
naν +£(Xa+iβ)nrν
) ]
. (1.2)
Here £Xa denotes a Lie derivative along X
µ
a , while £(Xa+iβ) along X
µ
a +iuµ/T . Varying with respect
to the difference sources leads to the well-known constitutive relations of one-derivative Galilean
hydrodynamics, modified with stochastic noise contributions. Upon setting the sources to trivial:
Aaµ = naµ = haµν = 0, Arµ = 0, nrµ = δ
t
µ, and hrµν = δ
i
µδ
j
νδij , these are reduced to
ρtr = ρ, ρ
i
r = ρ u
i, ǫtr = ε+
1
2
ρ~u2,
ǫir =
(
ε+ p+
1
2
ρ~u2
)
ui − 2η uj∂(iuj) −
(
ζ − 2dη
)
ui∂ku
k + κ∂iT + iǫinoise,
τ ijr = ρ u
iuj + p δij − 2η ∂(iuj) − ζ δij∂kuk + iτ ijnoise, (1.3)
where ǫinoise and τ
ij
noise are the stochastic noise contributions given by
ǫinoise = 4kBTη uj
(
∂(iXj)a − u(i∂j)Xta
)
+ 2kBT
(
ζ − 2dη
)
ui
(
∂kX
k
a − uk∂kXta
)
+ 2kBT
2κ∂iXta,
τ ijnoise = 4kBTη
(
∂(iXj)a − u(i∂j)Xta
)
+ 2kBT
(
ζ − 2dη
)
δij
(
∂kX
k
a − uk∂kXta
)
+ 2kBT
2κ∂iXta. (1.4)
Varying with respect to the average sources, on the other hand, one can also obtain the partner
noise operators: ρta, ρ
i
a, ǫ
t
a, ǫ
i
a, and τ
ij
a . These are fairly complicated, so we do not present them
here. In the absence of sources, the effective action itself turns into
S =
∫
dt d3x
[
ρt∂tϕa + ρ
i∂iϕa − ǫt∂tXta − ǫi∂iXta + ρi∂tXai + τ ij∂iXaj
+ 2ikBTη
(
∂(iXaj) − u(i∂j)Xta
)(
∂(iXj)a − u(i∂j)Xta
)
+ ikBT
(
ζ − 2dη
) (
∂kX
k
a − uk∂kXta
)2
+ ikBT
2κ∂iX
t
a∂
iXta
]
. (1.5)
Here ρt, ρi, ǫt, ǫi, and τ ij (without any subscript) are the classical constitutive relations, obtained
from eq. (1.3) by turning off the noise contributions. One can verify that varying with respect to
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ϕa, X
t
a, and X
i
a leads to the well-known conservation equations of Galilean hydrodynamics in the
absence of noise: ∂tρ
t + ∂iρ
i = 0, ∂tǫ
t + ∂iǫ
i = 0, and ∂tρ
i + ∂jτ
ij = 0. Note that the effective
action has a non-zero imaginary part coupled to dissipative transport coefficients η, ζ, and κ. This
captures the fact that dissipative processes are non-unitary.
To study the effects of stochastic fluctuations around an equilibrium configuration, we can
expand eq. (1.5) order-by-order in fluctuations around the state σi(x) = xi, στ (x) = t, ϕr(x) = 0,
and Xia(x) = X
t
a(x) = ϕa(x) = 0. Truncating the expansion at the desired order in interactions,
depending on the sensitivity required, we can set up a diagrammatic analysis for computing the
hydrodynamic correlation functions. Detailed expressions for the effective action truncated at three-
point interactions are given in section 4. A similar analysis was performed by the authors of [23],
but restricted to just energy fluctuations, to compute non-analytic long-time tail behaviour in the
energy-energy retarded two-point function. By contrast, the effective action (1.5) is suitable for
describing all energy, momentum, and density fluctuations.
Given the effective action coupled to sources, we can define the SK generating functional for
the EFT via the path integral expW [φr, φa] =
∫ DσDϕrDXaDϕa exp(iS), which is a functional
of the background sources φr,a = (Ar,at, Ar,ai,−nr,at,−nr,ai, hr,aij). This can be used to compute
the correlation functions of the hydrodynamic operators Or,a = (ρtr,a, ρir,a, ǫtr,a, ǫir,a, τ ijr,a) using the
variational formulae
GOα...(x, . . .) = i
na
( −iδ
δφα¯(x)
. . .
)
W [φr, φa], (1.6)
where α = r, a and α¯ = a, r denotes its conjugate, while na is the number of a type fields in the
correlator on the left. Following the general SK machinery (see e.g. [22]), the correlators of the type
“ra . . . a” are interpreted as the fully retarded correlation functions, “a . . . ar” as the fully advanced,
“rr . . . r” as the symmetric correlation functions, and various other time-ordering schemes in between.
For instance, GOrOa, GOaOr , GOrOr are the retarded, advanced, and symmetric propagators of the
hydrodynamic observables. The SK generating functional describing an out-of-equilibrium thermal
system is expected to satisfy a number of consistency conditions. These are reflected as a set
of constraints in the effective action as proposed by [12]. (1) The effective action should map
to minus its complex conjugate when we flip the signs of all the “a” type fields. This results
in W [φr, φa] = W
∗[φr,−φa] and ensures that all the correlations functions are real (in position
space). (2) The action should vanish when we switch off all the “a” type fields, which ensures that
W [φr, φa = 0] = 0 and all the correlation functions of the type “aa . . . a” identically vanish.
2 (3) The
imaginary part of the effective action should be positive semi-definite, leading to ReW [φr, φa] ≥ 0,
which ensures that variously ordered correlation functions have the appropriate singularity structure
in the momentum space. (4) Lastly, the effective action should be invariant under the discrete KMS
symmetry given by3
φr(x)→ φr(−x), φa(x)→ φa(−x)− iβ0∂tφr(−x),
βµ(x)→ βµ(−x), Λβ(x)→ Λβ(−x),
Xµa (x)→ −Xµa (−x)− iβµ(−x) + iβ0δµt , ϕa(x)→ −ϕa(−x)− iΛβ(−x). (1.7)
2Originally, it was believed that one needs to introduce additional BRST ghost fields and emergent supersymmetry
into the hydrodynamic setup to ensure that this condition is satisfied at all loop orders [12]. However, it is now
understood that one can avoid these ghost fields altogether by employing a consistent regularisation procedure for
frequency loop integrals [17].
3Defining φ1,2 = φr ± ~/2φa, background field transformations in eq. (1.7) are merely the small ~ limit of the
KMS transformation φ1(x)→ φ1(−x) and φ2(x)→ φ2(−t− i~β0,−~x).
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This ensures that the correlations functions (1.6) satisfy (non-linear) fluctuation-dissipation theo-
rems [22]. These conditions are together responsible for an emergent local second law of thermo-
dynamics and Onsager’s reciprocity relations [14]. In addition to the SK constraints, the effective
action for hydrodynamics has to be invariant under (5) reparametrisations of the comoving space-
time coordinates associated with the fluid elements and, of course, for Galilean hydrodynamics
under (6) local Galilean transformations of the background sources, including Milne boosts. It can
be checked that the effective action (1.2) obeys all these requirements. In the main text, we look
at these symmetries and conditions in more detail and outline the construction of the most generic
effective action for Galilean hydrodynamics allowed by the EFT framework.
The organisation of the remainder of the paper is as follows. We start section 2 with a light-
ening review of classical Galilean hydrodynamics and its coupling to null background sources. We
introduce the local second law of thermodynamics and derive the Galilean adiabaticity equation
encapsulating the second law constraints to arbitrary high orders in the derivative expansion. We
also spend some time discussing the subtle issue of hydrodynamic frame transformations. Section 3
makes up the bulk of the paper. Here we give a detailed construction of the EFT framework for
Galilean hydrodynamics based on symmetry principles and SK formalism of thermal field theory.
Also in this section we construct the most generic effective action consistent with the framework,
in small ~ limit, and discuss its connection to classical hydrodynamics. A proof of the local second
law of thermodynamics, within the context of the effective theory, also appears here. Leaving for-
malities aside, we discuss the explicit effective action for one-derivative Galilean hydrodynamics in
section 4. We linearise this action around a fluid configuration at rest on a flat background and
setup a perturbative theory for stochastic fluctuations, keeping terms up to three-point interactions.
In section 5, we translate our results to the Newton-Cartan language; the Milne boost symmetry is
no longer manifest but the results can be presented without introducing an auxiliary spacetime di-
rection. Finally, we close the paper with some discussion in section 6. The paper has two appendices.
In appendix A, we give a brief derivation of the second law constraints in one-derivative Galilean
hydrodynamics. In appendix B, we illustrate how the effective action for Galilean hydrodynamics
arises through a large speed of light expansion of its relativistic cousin.
Factors of ~, c, and kB have been kept explicit throughout this paper. Similarly, constant global
temperature T0 and chemical potential µ0 appear explicitly. While we generically work in d spatial
dimensions, the parity-violating results are presented only for d = 3.
2 | Review of classical Galilean hydrodynamics
Before we pursue an EFT for Galilean hydrodynamics, let us take a step back and review the essential
features of classical Galilean hydrodynamics. We initiate our discussion with Galilean symmetries
and associated conservation equations and derive the constitutive relations of a dissipative Galilean
fluid in section 2.1. We mainly follow the textbook approach of [56], with a few novel features derived
from [31] for parity-violating fluids. We review the null fluid framework of [43] to couple Galilean
hydrodynamics to background sources in section 2.2. The discussion in terms of the more widely used
Newton-Cartan sources has been deferred to section 5. Subtleties regarding frame transformations
in hydrodynamics have been discussed in section 2.3. Finally, in section 2.4, we outline an all-order
argument to derive the Galilean hydrodynamic constitutive relations in accordance with the second
law of thermodynamics using the offshell formalism [54, 57].
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2.1 Dissipative hydrodynamics on flat background
Classical hydrodynamics is a theory of locally conserved quantities. One sets out by enumerating
the complete set of Noether currents associated with any global symmetries that the system might
enjoy, and expresses various “fluxes” in terms of the conserved “densities”, arranged in a perturbative
expansion in derivatives. For a given set of such “constitutive relations”, the time evolution of the
conserved densities is determined by their respective conservation equations. In Galilean (non-
relativistic) hydrodynamics, the conserved densities of interest are the energy, momentum, and
mass/particle number density of the fluid. The associated fluxes are the energy flux and stress tensor;
mass flux is the same as momentum density due to Galilean symmetries. Up to one-derivative order,
the constitutive relations are specified in terms of a thermodynamic equation of state, along with
number of one-derivative transport coefficients such as viscosities and conductivity.
2.1.1 Conservation equations
Let us consider a field theory in d spatial dimensions with coordinates t, xi with i = 1, 2, . . . d.
For the field theory to qualify as Galilean, the dynamical evolution must be invariant under global
Galilean coordinate transformations: translations (ai), time-translation (at), SO(d) rotations (Λij),
and Galilean boost (vi) defined as
t→ t′ = t+ at, xi → x′i = Λij
(
xj + aj + vjt
)
. (2.1)
The Noether equations associated with spacetime translations imply the well-known conservation
of energy and momentum
Energy conservation: ∂tǫ
t + ∂iǫ
i = 0,
Momentum conservation: ∂tπ
i + ∂jτ
ij = 0. (2.2a)
Here ǫt is the energy density, ǫi energy flux, πi momentum density, and τ ij is the stress tensor.
Typically, a Galilean theory also features a conserved mass density ρt and the associated flux ρi,
leading to the continuity equation
Continuity equation: ∂tρ
t + ∂iρ
i = 0. (2.2b)
The Noether equations associated with rotations and boost lead to angular momentum and centre-of-
mass conservation respectively, which further enforce momentum density to equal the mass flux, πi =
ρi, and stress tensor to be symmetric, τ ij = τ ji.4 Eq. (2.2) are the generic conservation equations
in a Galilean-invariant field theory. They are left invariant under the Galilean transformations (2.1)
provided that various quantities transform according to
ρt → ρt, ρi → Λij
(
ρj + ρtvj
)
, τ ij → ΛikΛj l
(
τkl + 2v(kρl) + ρtvkvl
)
,
ǫt → ǫt + 1
2
ρt~v2 + viρ
i, ǫi → Λij
(
ǫj + ǫtvj +
1
2
~v2
(
ρj + ρtvj
)
+
(
τ jk + vjρk
)
vk
)
. (2.4)
4The angular momentum and centre-of-mass conservation equations are respectively given as
∂t
(
πixj − πjxi
)
+ ∂k
(
τkixj − τkjxi
)
= τ ji − τ ij = 0, ∂t
(
ρtxi − πit
)
+ ∂k
(
ρkxi − τkit
)
= ρi − πi = 0. (2.3)
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To recast above equations in a more familiar form, we can define a velocity associated with
the flow of mass according to ui = ρi/ρt. It transforms as ui → Λij(uj + vj). We also define
thermodynamic mass density ρ, internal/comoving thermodynamic energy density ε, comoving heat
flux qi, and comoving stress tensor tij in the local rest frame according to5
ρt = ρ, ǫt = ε+
1
2
ρ uiui,
ǫi =
(
ε+
1
2
ρ uiui
)
ui + tijuj + q
i, τ ij = ρ uiuj + tij. (2.5)
The benefit of working with these quantities is that they are invariant under boosts. In terms of
these definitions, the conservation equations turn into(
∂t + u
i∂i
)
ρ = −ρ ∂iui,(
∂t + u
i∂i
)
ε = −ε ∂iui − tij∂iuj − ∂iqi,(
∂t + u
j∂j
)
ui = −1
ρ
∂jt
ij. (2.6)
Eq. (2.6) are a feature of any Galilean-invariant field theory. The departure point of hydrody-
namics, however, is the assumption that in a near-equilibrium state at long-enough distance and
time scales and low-enough energy and momentum scales, the dynamics of the system is entirely
governed by the conserved operators: mass density ρt, energy density ǫt, and momentum density
πi.6 It is convenient to reshuffle these fields and instead work with the thermodynamic mass density
ρ, internal energy density ε, and “fluid” velocity ui. Hydrodynamics is then characterised by the
most generic expressions for the comoving heat current and stress tensor in terms of the chosen
variables and their spatial derivatives, i.e.
qi[ρ, ε, ui, ∂i], t
ij [ρ, ε, ui, ∂i], (2.7)
consistent with Galilean symmetries. These are known as the hydrodynamic constitutive relations.
Note that the temporal derivatives of various quantities are determined by eq. (2.6) and hence are not
independent. Our assumption of near-equilibrium allows us to arrange the constitutive relations in
a derivative expansion, truncated at a given order in derivatives according to the phenomenological
sensitivity required. At any given order in the derivative expansion, the constitutive relations
contain all the possible tensor structures made out of derivatives of ρ, ε, and ui, appended with
arbitrary transport coefficients as a function of ρ and ε.
2.1.2 Constitutive relations
Up until this point, writing down the constitutive relations is a purely combinatorial exercise. The
physical content comes in the form of certain phenomenological constraints that have to be imposed
5The distinction between the thermodynamic mass density ρ and physical mass density ρt is purely notational
at this point. However when coupled to background sources, this relationship gets modified with a red-shift factor.
Furthermore, the definition of thermodynamic mass density is also sensitive to hydrodynamic frame redefinitions, as
we will later diagnose in section 2.3. For readers familiar with relativistic hydrodynamics, this distinction is similar
to the distinction between thermodynamic energy density ǫ and physical energy density T tt in the relativistic case.
6For this assumption to be applicable, one requires a mass-gap in the spectrum of the theory, which gaps out all
the irrelevant massive degrees of freedom at low-enough energies, leaving us only with the conserved operators. In
presence of massless degrees of freedom, however, one can modify the hydrodynamic equations to consistently account
for the additional low energy dynamics, e.g. superfluids [52].
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on these constitutive relations. Most important of these is the “local second law of thermodynamics”
that requires that there must exist an entropy density st and an associated flux si such that
∂ts
t + ∂is
i ≥ 0. (2.8)
At zero derivative order, entropy density is given by an arbitrary function of ρ and ε, i.e. st = s(ε, ρ).
Let us define the intensive thermodynamic variables: temperature T (ε, ρ), mass chemical potential
µ(ε, ρ),7 and pressure p(ε, ρ) via the thermodynamic relations: local first law of thermodynamics
and Euler relation respectively
Tds = dε− µ dρ, p = Ts+ µρ− ε. (2.9)
It is easy to check that
∂ts
t + ∂is
i = − 1
T
(
tij − p δij) ∂iuj − 1
T 2
qi∂iT, (2.10)
where we have identified the entropy flux as si = s ui + qi/T . Therefore, at leading order in
derivatives, the second law constraint simply requires that
tij = p δij +O(∂), qi = O(∂), (2.11)
We note that the comoving heat flux is zero at this order, while the comoving stress tensor is just
given by the thermodynamic pressure of the fluid. Note also that entropy is conserved at this order,
∂ts
t + ∂is
i = 0, hence these fluids are known as “ideal/perfect fluids”. Inserting these into eq. (2.6),
one recovers the well-known Euler equations of Galilean ideal hydrodynamics.
The relation s = s(ε, ρ), or equivalently ε = ε(s, ρ), is known as the micro-canonical equation
of state of the fluid and completely characterises its constitutive relations at ideal order through
the thermodynamic relations (2.9).8 We note, however, that hydrodynamics as a physical system
is better defined in the grand canonical ensemble, because a fluid element is allowed to freely
exchange mass and energy with its surroundings. Keeping this in mind, we can take the fundamental
dynamical fields to be T and µ instead of ε and ρ. In this case, the equation of state is given in
terms of p(T, µ) instead of ε(s, ρ) with the thermodynamic relations: Gibbs-Duhem relation and
Euler relation respectively
dp = s dT + ρdµ, ε = Ts+ µρ− p. (2.12)
These define ε, ρ, and s in terms of T and µ.
The second law can also be used to constrain the admissible derivative corrections to the hy-
drodynamic equations. One finds that the entropy density remains unperturbed by one-derivative
7Note that µ here is the chemical potential associated with mass density, as used by Landau in [56]). For a single
species fluid with mass per unit particle m, the particle number chemical potential is given by mµ.
8As a well-known example, the ideal gas “equation of state” is typically expressed as p(ρ, T ) = ρ/mkBT , where
m is the mass per particle. This, however, does not uniquely specify the thermodynamic state of the fluid; one
also needs to provide ε(ρ, T ) = cvρ/mkBT , where cv is the dimensionless specific heat capacity. Both of these can,
nonetheless, be combined into a micro-canonical equation of state ε(s, ρ) = Λ0cv(ρ/m)
(cv+1)/cv exp
(
ms
cvρkB
− cv+1
cv
)
or a grand-canonical equation of state p(T, µ) = Λ−cv0 (kBT )
cv+1 exp
(
mµ
kT
)
for an arbitrary energy scale Λ0.
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parity-preserving corrections, but is sensitive to parity-violating corrections. Focusing on d = 3
spatial dimensions, one finds (see [31] or appendix A for more details)9
st = s+K0ǫ
ijkui∂juk,
si = s ui +
1
T
qi +K0ǫ
ijkuj
(
∂tuk +
1
2
∂k~u
2
)
+
(
2K0µ+
1
2
K0~u
2 +K2T
)
ǫijk∂juk, (2.13)
where K0, K2 are constants. Requiring the second law to hold in generality leads to
10
∂ts
t + ∂is
i = − 1
T
(
tij − p δij)∂(iuj) − 1T 2
(
qi − ξΩǫijk∂juk
)
∂iT ≥ 0, (2.14)
where ξΩ = T
2K2 + 2µTK0 − ((ε + p)/ρ)2TK0 is a parity-odd transport coefficient. In obtaining
this equation, we have used the ideal order Navier-Stokes equation from eq. (2.6). This results in
the constitutive relations
tij = p δij − η σij − ζ δij∂kuk +O(∂2), qi = −κ∂iT + ξΩǫijk∂juk +O(∂2). (2.15)
where σij = ∂iuj +∂jui− 2dδij∂kuk is the fluid shear tensor. The “dissipative” transport coefficients
η(T, µ) shear viscosity, ζ(T, µ) bulk viscosity, and κ(T, µ) thermal conductivity contribute to entropy
production and are required to be positive semi-definite on the account of the second law. On the
other hand, ξΩ(T, µ) is an “adiabatic” transport coefficient that does not lead to entropy production.
Note that the parity-preserving part in eq. (2.15) is applicable for any d, and is standard in Galilean
hydrodynamics; see e.g. [56].
We can similarly work out the constraints following from the second law of thermodynamics
at arbitrarily high orders in the derivative expansion; see [54]. We can also impose additional
phenomenological constraints such as the microscopic time-reversal invariance (Onsager’s relations),
PT invariance, or the existence of an equilibrium partition function [51].
2.2 Coupling to sources
We would like to introduce a set of background sources into the Galilean conservation equations
(2.6) covariantly coupled to the conserved operators. To this end, we have a choice between two
frameworks: Newton-Cartan (NC) backgrounds [30] or null backgrounds [43]. While the former
framework is much widely used to couple to Galilean field theories [28–42], the latter has an advan-
tage that it recasts (d + 1)-dimensional Galilean-invariant physics in terms of (d + 2)-dimensional
relativistic physics that we understand better. Unlike the NC framework, the null background
framework also explicitly manifests the Galilean (Milne) boost symmetry. In this subsection, we
follow [43] to provide a brief overview of the null background framework. The relation of these
results to the NC sources is reviewed later in section 5.
2.2.1 Null backgrounds
It is a well-understood fact that (d+1)-dimensional Galilean (Bargmann) algebra can be embedded
into a (d + 2)-dimensional Poincaré algebra, seen as the set of all generators that commute with a
9In fairness, implementation of the second law of thermodynamics on flat space allows for the K2T term eq. (2.13)
to be replaced with an arbitrary function of T . The present form is enforced by implementing the second law in the
presence of background sources, or requiring the fluid to admit an equilibrium partition function [43].
10Note the identity ǫljkuk∂kul∂juk =
1
2
ǫijk∂i~u
2∂juk.
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null momenta. To be more precise, let us introduce an auxiliary direction x− in the Galilean theory
and denote the enlarged set of coordinates as (xm) = (x−, t, xi). In this language, the Galilean
transformations (2.1) can be understood as x−-independent Poincare transformations written in
null coordinates
xm → Λmn xn + am, Λmn =

1 12~v2 vj0 1 0
0 Λikv
k Λij

 , (2.16)
with ΛmrΛ
n
sηmn = ηrs, where ηmndx
mdxn = −2dx−dt+ δijdxidxj. The translations a− along the
x−-direction act trivially in the theory and can be understood as global U(1) “mass” transformations
associated with the continuity equation. We can arrange various Galilean densities and fluxes into
a (d+ 2)-dimensional energy-momentum tensor
Tmn =

× ǫt ǫjǫt ρt ρj
ǫi ρi τ ij

 . (2.17)
In terms of this, the conservation equations (2.2) are merely represented as the (d+2)-dimensional
energy-momentum conservation
∂mT
mn = 0. (2.18)
Note that the ∂− derivatives in this equation are trivially zero because Tmn does not have any
x− dependence. Consequently, “T−− = ×” component in eq. (2.17) represents an irrelevant aux-
iliary entry that drops out of the dynamical equations. The representation (2.17) is particularly
useful because the transformation properties (2.4) drastically compactify into the usual Poincaré
transformation of the higher-dimensional energy-momentum tensor
Tmn → ΛmrΛns T rs. (2.19)
Recast in this language, we know precisely how to couple this theory to a curved background.
We promote ηmn to an arbitrary background metric gmn. We also lift the auxiliary coordinate
direction ∂− into a vector field V m∂m. As we don’t want to probe the “unphysical” component
T−− of the energy-momentum tensor, we require V mV ngmn = 0. We further require the metric
to be independent of the auxiliary coordinate, i.e. £V gmn = 0. The x
−-independent Poincaré
transformations get promoted to general (d+ 2)-dimensional diffeomorphisms
xm → x′m(x), (2.20)
which act on the background fields as usual
gmn(x)→ g′mn(x′) =
∂xr
∂x′m
∂xs
∂x′n
grs(x),
V m(x)→ V ′m(x′) = ∂x
′m
∂xn
V n(xs). (2.21)
We can always partially fix this symmetry to set V m = δm− exactly. In this coordinate system, the
residual symmetries t → t′(t, ~x), xi → x′i(t, ~x) correspond to spacetime diffeomorphisms, while
x− → x− −Λ(x) corresponds to local U(1) mass gauge transformations. The partial derivatives ∂m
get promoted to the covariant derivative ∇m associated with gmn and the Levi-Civita symbol gets
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promoted to the Levi-Civita tensor ǫ−t123 =
√−g. Finally, in the presence of background sources,
the conservation equations (2.18) modify to
∇mTmn = 0. (2.22)
These serve as the generalisation of eq. (2.2) to include background sources.
Given a Galilean field theory described by some action S, the coupling structure of Tmn to gmn
is as usual
δS =
∫
dd+2x
√−g 1
2
Tmnδgmn. (2.23)
Eq. (2.22) follows from here provided that S respects (d+2)-dimensional diffeomorphism invariance
(that is same as (d+ 1)-dimensional Galilean invariance). Note that the integrand above is entirely
independent of x−, so the associated integral yields a trivial volume factor and the actual integration
is only performed over the physical coordinate directions. With this in place, the retarded correlation
functions of conserved currents can be computed by taking variations with respect to the sources [4].
For instance, the retarded two-point functions are given as
GRTmnT rs(x, x
′) = 2
δ(
√−g Tmn(x))
δgrs(x′)
∣∣∣∣
flat
. (2.24)
These formulas can be decomposed into components to arrive at the retarded two-point functions
of all the Galilean observables.
2.2.2 Hydrodynamics on curved spacetime
We would like to couple the hydrodynamic constitutive relations to background sources. Following
section 2.2.1, we first need to arrange the Galilean fluid constitutive relations into a higher dimen-
sional “null fluid” according to eq. (2.17). Using eq. (2.5) and eq. (2.13), it can be checked that the
observables of Galilean hydrodynamics and entropy current arrange themselves neatly into [43]
Tmn = ρ umun + 2ε u(mV n) + 2q(mV n) + tmn,
Sm = s um +
1
T
qm +Υm, (2.25)
with the comoving stress tensor tmn, comoving heat flux qm, and the “non-canonical” part of the
entropy current Υm are given by
tmn = p∆mn − η σmn − ζ∆mn∂rur,
qm = −κ∆mn∂nT + ξΩǫmnrstVnur∂sut,
Υm = (2K0µ+K2T ) ǫ
mnrstVnur∂sut −K0ǫ−mnrsun∂rus. (2.26)
Here V m∂m = ∂− is the null Killing vector and um∂m = 12~u
2∂− + ∂t + ui∂i is the null fluid velocity,
satisfying the normalisation conditions
V mVm = u
mum = 0, V
mum = −1. (2.27)
Also,∆mn = ηmn+2u(mV n) is a projector transverse to um and V m. We have defined the covariantised
fluid shear tensor σmn = 2∆mr∆ns(∂(rus) − 1/dPrs∂tut). Note that tmn and qm satisfy tmnVm =
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tmnun = q
mVm = q
mum = 0 and t
mn = tnm. The statement of the second law of thermodynamics
becomes ∂mS
m = ∂ts
t+∂is
i ≥ 0. We should note that the second term in Υm is not boost-invariant.
Nonetheless, its divergence that contributes to entropy production is perfectly boost-invariant.
Coupling to curved spacetime is now straight-forward. Firstly, the normalisation conditions on
the null fluid velocity (2.27) lead us to promote um to
um∂m =
1
2
((
1 + uigi−
gt−
)2
gtt − 21 + u
igi−
gt−
uigit + u
iujgij
)
∂− − 1 + u
igi−
gt−
∂t + u
i∂i, (2.28)
while ∆mn = gmn + 2u(mV n). As for the hydrodynamic constitutive relations, we need to promote
tmn, qm, and Υm into covariant expressions accordingly and obtain
tmn = p∆mn − η σmn − ζ∆mn∇rur,
qm = −κ∆mn (∇nT − 2T∇[nVr]ur)+ ξΩǫmnrstVnur∇sut + ξHǫmnrstVnur∇sVt,
Υm =
a2
T
ǫmnrstVnur∇sut + a1
4T
ǫmnrstVnur∇sVt − a0
2T
ǫ−mnrsun∇rus, (2.29)
where the shear tensor is now σmn = 2∆mr∆ns(∇(rus) − 1/dPrs∇tut) and
a0 = 2K0T, a1 = 2K1T
3 + 2K2T
2µ+ 2K0Tµ
2, a2 = K2T
2 + 2K0Tµ,
ξΩ = a2 − ε+ p
ρ
a0, ξH = a1 − ǫ+ p
ρ
a2, (2.30)
with arbitrary constants K0, K1, K2. In writing these, we have introduced a few new terms coupled
to 2∂[mVn] = 2∂[mgn]− that drop out on a flat background. Their coupling is fixed by the second law
up to the constant K1; see appendix A. The respective dynamical equations are, of course, given by
substituting eq. (2.25) into eq. (2.22) with the constitutive relations (2.29).
2.3 Frame transformations and thermodynamic frame
The issue of frame transformations in hydrodynamics is a subtle one. The key idea is that while the
definitions of fluid velocity, temperature, and chemical potential are well posed in equilibrium on flat
space, these become hazy out-of-equilibrium or in the presence of background sources. For instance,
back in section 2.1.1, we defined fluid velocity ui as the flow of mass ρi/ρt. However, one might
alternatively associate ui with the flow of entropy/heat defined as si/st instead. While in equilibrium
both of these definitions agree, they are generically different as is clearly seen in eq. (2.13). Similarly,
we used the thermodynamic relations (2.9) to define temperature T and chemical potential µ so that
the thermodynamic energy-density ε and mass-density ρ are identified with the physical comoving
energy-density ǫt− 12ρ~u2 and mass-density ρt respectively. However, in the process, entropy-density
st in eq. (2.13) is no longer the same as the thermodynamic entropy density s. If one were to insist
on identifying st with s by redefining T and µ, one of the previous identifications will need to be
spoiled. Of course, any such choice is purely a matter of taste and convenience, and does not affect
the physical results in any way. Nonetheless, as it turns out, choosing certain frames over others
might have consequences for the well posedness of the hydrodynamic differential equations, at least
in the context of relativistic hydrodynamics [58].
Let us consider a general frame transformation of the hydrodynamic variables compared to the
definitions in the previous subsections
T → T + δT, µ→ µ+ δµ, ui → ui + δui, (2.31)
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where the shifts contain at least one derivative. The last of these induces a transformation of the
null fluid velocity um → um + δum, normalised as Vmδum = umδum = 0 up to leading order in
derivatives. The null fluid energy-momentum tensor and entropy current are expressed in terms of
the new variables, up to leading order in derivatives, as
Tmn = (ρ+ δρ) umun + 2j(mun) + 2 (ε+ δε) u(mV n) + 2q(mV n) + tmn,
Sm = (s+ δs) um − µ
T
jm +
1
T
qm +Υm, (2.32)
where
δρ =
∂ρ
∂T
δT +
∂ρ
∂µ
δµ, δε =
∂ε
∂T
δT +
∂ε
∂µ
δµ, δs =
∂s
∂T
δT +
∂s
∂µ
δµ,
jm = ρ δum, qm = qmmass + (ε+ p)δu
m, tmn = tmnmass + (s δT + ρ δµ)∆
mn. (2.33)
Here jm, qm, and tmn should be understood as the “comoving” mass flux, energy flux, and stress
tensor with respect to the redefined fluid velocity. On the other hand, qmmass and t
mn
mass are the
comoving energy flux and stress tensor defined with respect to the flow of mass from the previous
subsections. Imposing the frame-fixing condition TmnVn = −ρ um − ε V m, we recover our original
results, formally referred to as the “mass frame”.
Another convenient choice of hydrodynamic frame from the perspective of the EFT formalism are
the so-called “thermodynamic frames”. These are a class of hydrodynamic frames defined abstractly
as the following: when coupled to time-independent background sources, i.e. ∂tgmn = 0, the trivial
configuration given by βm ≡ (um − µV m)/(kBT ) = (δmt − µ0V m)/(kBT0) for constant µ0 and T0 is
a solution of the equations of motion. Functionally, the constitutive relations in a thermodynamic
frame are those that satisfy the “off-shell local second law of thermodynamics”:
∇mSm + kBβn∇mTmn ≥ 0, (2.34)
without using the equations of motion. The effective action prescription naturally generates con-
served currents in a thermodynamic frame. For the present case of interest, one such thermodynamic
frame is given by a choice δT = δµ = 0 and
δum =
a0
ρ
ǫmnrstVnur∇sut + a2
2ρ
ǫmnrstVnurHst. (2.35)
This leads to δρ = δε = δs = 0, along with
tmn = p∆mn − η σmn − ζ∆mn∇rur,
jm = a0 ǫ
mnrstVnur∇sut + a2 ǫmnrstVnur∇sVt,
qm = −κ∆mn (∇nT + 2Tur∇[mVr])+ a2 ǫmnrstVnur∇sut + a1 ǫmnrstVnur∇sVt,
Υm =
a2
T
ǫmnrstVnur∇sut + a1
4T
ǫmnrstVnurHst − a0
2T
ǫ−mnrsun∇rus. (2.36)
We refer to this frame as the “thermodynamic mass frame”, since the mass density/flux does not
receive any dissipative (entropy producing) corrections. While this representation looks unarguably
more involved than the mass frame expressions, the simplicity lies in the fact that all the parity-odd
transport coefficients a0, a1, a2 appearing here are simple polynomial functions of T and µ given in
2.4 Generalities and adiabaticity equation | 16
eq. (2.30), determined up to three constants K0, K1, K2. For reference, we note that in the absence
of sources, the associated constitutive relations are given as
ρt = ρ, ǫt = ε+
1
2
ρ~u2 + a0 ǫ
ijkui∂juk, π
i = ρi = ρ ui + a0 ǫ
ijk∂juk,
ǫi =
(
ε+ p+
1
2
ρ~u2 + a0 ǫ
ljkul∂juk − ζ ∂kuk
)
ui − η σijuj − κ∂iT +
(
a2 +
1
2
~u2a0
)
ǫijk∂juk,
τ ij = ρ uiuj + p δij − η σij − ζ δij∂kuk + 2a0u(iǫj)kl∂kul. (2.37)
2.4 Generalities and adiabaticity equation
In the preceding subsections we have reviewed a generic framework of classical Galilean hydrody-
namics and discussed how to couple the hydrodynamic equations to Galilean-covariant background
sources. While we have focused our discussion to one-derivative hydrodynamics, the machinery fol-
lows to higher-derivative orders more or less in the same manner. Nonetheless, for our construction
of effective field theories, it will be beneficial draw out some essential all-order features.
As we have seen, equations of (d+ 1)-dimensional classical Galilean hydrodynamics can be rep-
resented in terms of (d+2)-dimensional conservation equations (2.18). These are d+2 independent
equations that can be solved for d+2 independent hydrodynamic variables (in the grand canonical
ensemble): temperature T , chemical potential µ, and null fluid velocity um normalised as eq. (2.27).
It is convenient to package these into a single un-normalised vector field
βm =
1
kBT
(um − µV m) . (2.38)
The hydrodynamic constitutive relations are given as generic expressions for Tmn allowed by symme-
tries in terms of βm, the background metric gmn, and the Killing vector V
m, arranged order-by-order
in a derivative expansion. As such, βm are some arbitrary fields chosen to describe the system and,
like in any field theory, can admit arbitrary field redefinitions known as the hydrodynamic frame
redefinitions; see section 2.3. A commonplace hydrodynamic frame is the so-called “mass-frame”
obtained by choosing βm such that TmnVn = −ρ um− ε V m, where ρ and ε are thermodynamic mass
and internal energy densities respectively defined through the thermodynamic relations eq. (2.12).
The one-derivative constitutive relations in this frame are given by eq. (2.25) along with eq. (2.29).
However, generically, it is convenient to not restrict to this frame and leave the redefinition freedom
unfixed for now.
The hydrodynamic constitutive relations are required to satisfy the second law of thermodynam-
ics, i.e. there must exist an entropy current Sm and a quadratic form ∆ satisfying
∇mSm = kB∆ ≥ 0. (2.39)
For one-derivative hydrodynamics expressed in mass frame, this is given as Sm = s um+ qm/T +Υm
with the “non-canonical” entropy current Υm provided in eq. (2.29). This requirement is only
imposed onshell, i.e. when the conservation equations are satisfied. Nonetheless, it can be made
into an offshell statement by adding combinations of equations of motion
∇mSm + kBβn∇mTmn = kB∆ ≥ 0. (2.40)
In writing this equation, we have partially fixed the redefinition freedom in βm by choosing it to
be the multiplier for equations of motion required to make the second law an offshell statement.
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P T PT
X0, t, τ + − −
Xi, xi, σi − + −
X−, x−, σ− ϕ + − −
ui, βi, βi − − +
T , βt, βτ + + +
µ, β−, β− µ, Λβ, Λβ + + +
T t−, gt− ǫt, nt + + +
T i−, gi− ǫi, ni − − +
T ij, gij τ
ij , hij + + +
T tt, gtt ρ
t, bt + + +
T ti, gti π
i = ρi, bi − − +
Table 1: Action of parity (P) and time-reversal (T) on various quantities in classical Galilean hydrodynamics
and effective field theory. Schwinger-Keldysh double copies of various quantities in the effective theory, “1/2”
or “r/a”, behave the same as their unlabelled versions.
Such frame choices are known as the “thermodynamic frames”. There is still some freedom left
associated with modifying the constitutive relations with combinations of equations of motion. We
know that conservation equations determine time-derivatives of various hydrodynamic fields, so we
can consistently fix the residual redefinition freedom by eliminating um£βgmn = u
m∇mβn+um∇nβm
from the constitutive relations, where £βgmn = 2∇(mβn) is the Lie derivative of gmn along βm.
This amounts to choosing the “thermodynamic mass frame”; the associated constitutive relations
truncated to one-derivative order are given in eq. (2.32) along with eq. (2.36). The offshell second
law (2.40) can be recast into a more useful form
∇mNm = 1
2
Tmn£βgmn +∆, ∆ ≥ 0, (2.41)
known as the adiabaticity equation, where Nm = Sm/kB + T
mnβn is the free-energy current,
11 up
to terms proportional to V m that do not enter the equation. The constitutive relations allowed by
the second law of thermodynamics are the most generic solutions of eq. (2.41) for some Nm and
∆. For instance, Nm for one-derivative Galilean fluid in the thermodynamic mass frame is given as
Nm = p βm + Υm/kB. A general classification scheme for Galilean constitutive relations based on
the adiabaticity equation can be found in [54].
Based on the physical system in mind, we can also impose other phenomenological constraints on
the hydrodynamic equations in addition to the second law of thermodynamics and Galilean symme-
tries. For instance, it is usually the case that the microscopic theory underlying the hydrodynamic
system of interest has some sort of discrete time reversal invariance, denoted by Θ, like T or more
generally PT.12 The action of Θ on various quantities is given in table 1. Full dissipative hydrody-
namics, of course, is not time reversal invariant because of entropy production, but this leads to
various non-trivial constraints on the constitutive relations. For instance, constitutive relations in
thermal equilibrium must be Θ-invariant; this can be imposed by requiring the equilibrium parti-
tion function associated with hydrodynamics to be Θ-invariant [51, 59, 60]. Choosing Θ = T does
11Technically, the free energy current is −kBTN
m, but we will use this terminology for simplicity.
12Since we have only included a mass current and no charge current in our discussion, we cannot talk about CPT.
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not impose any constraints on the constitutive relations, while choosing Θ = T sets all the three
constants K0,1,2 = 0, getting rid of the parity-violating sector altogether. Another consequence of
the discrete symmetry are the Onsager’s reciprocity relations, which require the retarded two-point
functions in eq. (2.24) to be symmetric (see [4]). This does not lead to any new constrains on
one-derivative Galilean hydrodynamics.
This finishes our short course in Galilean hydrodynamics. We studied one-derivative hydrody-
namics in detail and derived the associated constitutive relations using the second law of thermo-
dynamics. We also discussed how to couple the hydrodynamic equations to background sources,
allowing us to compute retarded response functions predicted by hydrodynamics, while more gen-
erally serving as field theory sources coupled to conserved currents in the forthcoming discussion
of EFT for Galilean hydrodynamics. Finally, we discussed the offshell second law of thermody-
namics and the adiabaticity equation, which allows us to organise the hydrodynamic constitutive
relations allowed by the second law to arbitrarily high orders in the derivative expansion. We are
now ready to write down an EFT that describes stochastic fluctuations on top of classical Galilean
hydrodynamics.
3 | Effective field theory for Galilean hydrodynamics
In the previous section we reviewed a generic framework for classical Galilean hydrodynamics, ex-
pressed in terms of a one-dimensional higher relativistic “null fluid” [43]. This framework can be
utilised to write down a Schwinger-Keldysh effective field theory for Galilean hydrodynamics, fol-
lowing its relativistic cousin developed recently [12, 13, 15–17, 21] (see [21] for a review). There are
two equivalent languages one can employ to describe the effective theory. One can either look at
the space of individual fluid elements, each equipped with a comoving clock, and track how their
spacetime position evolves as a function of the comoving time. Alternatively, one can formulate the
theory on the physical spacetime and track the fluid elements occupying each spacetime point. We
start with the former fluid worldvolume formulation in section 3.1, where the setup is fundamentally
more natural, and subsequently move to the latter physical spacetime formulation in section 3.2,
which is computationally more useful as a field theory. Irrespective of the language employed, the
most interesting part of the framework are a set of SK constraints in section 3.3, representing that
the theory describes out-of-equilibrium fluctuations of a quantum system in a state of thermal equi-
librium. Notably, the theory must satisfy a discrete KMS symmetry, which imposes the (non-linear)
fluctuation-dissipation theorem on the hydrodynamic correlation functions and is responsible for
the emergent second law of thermodynamics in the classical limit. In section 3.4, we construct the
most generic effective action describing stochastic fluctuations in Galilean hydrodynamics, in a limit
where all the quantum fluctuations have been suppressed, and discuss the emergence of the classical
constitutive relations and second law. Later in section 4, we shall apply these ideas explicitly to
one-derivative Galilean hydrodynamics.
3.1 Fluid worldvolume formulation
The Schwinger-Keldysh effective field theory for hydrodynamics is setup as a sigma model. We start
with a (d + 2)-dimensional “fluid worldvolume” with coordinates σa. Building upon our discussion
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Figure 1: Schematic representation of the effective field theory framework for Galilean hydrodynamics in
null background formulation.
in section 2.2.1, this spacetime is required to carry a vector field Va(σ) characterising the auxiliary
“null-direction” needed for describing a (d + 1)-dimensional Galilean fluid. The fluid worldvolume
also carries a preferred “thermal time vector” βa(σ) that defines the reference frame associated
with the global thermal state. We will require βa to not depend on the auxiliary null direction,
i.e. £Vβ
a = Vb∂bβ
a − βb∂bVa = 0. We can always choose a basis (σa) = (σ−, τ, σi) on the fluid
worldvolume such that Va = δa− and βa = β0(δaτ − µ0δa−), where β0 = (kBT0)−1 is the inverse
temperature and µ0 the mass chemical potential of the global thermal state. In this basis, the
coordinate τ can be understood as the time coordinate associated with the thermodynamic rest
frame, σi as a set of internal labels associated with each “fluid element”, while the coordinate σ−
as the global U(1) “mass/particle number” phase of each element. However, for the majority of our
discussion below, we shall leave Va and βa explicit.
The fluid worldvolume carries the dynamical fields of the theory: Xms (σ) with s = 1, 2. These
fields should be understood as the SK double copies of null spacetime coordinates of a given fluid
element; see figure 1. Decomposing the coordinate fields as Xm1,2 = X
m
r ± ~/2Xma , the average
combination Xmr (σ) is understood as the true physical spacetime coordinates of the fluid elements,
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while Xma (σ) as the associated stochastic noise. The effective theory needs to satisfy global Galilean
symmetries (2.16) independently on the two SK spacetimes. To probe the associated Noether
currents, we introduce a pair of null background sources on the SK spacetimes gsmn(Xs) and null
vector fields V ms (Xs) such that V
m
s V
n
s gsmn = 0 and £Vsgsmn = 0. The full system is now required
to be invariant under (d+ 2)-dimensional diffeomorphisms
Xms (σ)→ X ′ms (Xs(σ)), (3.1a)
which act on the background metric and null vectors as
gsmn(Xs)→ g′smn(X ′s) =
∂Xrs
∂X ′ms
∂Xss
∂X ′ns
gsrs(Xs),
V m(Xs)→ V ′m(X ′s) =
∂X ′ms
∂Xns
V n(Xs). (3.1b)
We remind the reader that due to the presence of a null isometry, these are merely the (d + 2)-
dimensional representation of the (d + 1)-dimensional local Galilean transformations. Since the
choice of SK null vectors is entirely in our hands, we pick them to have the same functional form on
the two SK spacetimes, i.e. V m1 (X) = V
m
2 (X) when evaluated on the same numerical coordinates
Xm; this shall be useful later. To be able to describe (d + 1)-dimensional Galilean physics, the
dynamical fields Xms should only be independent functions of τ and σ
i, and not of the auxiliary
coordinate σ−. This can be fixed by requiring that the pushforward of SK null vectors V ms (Xs) onto
the physical spacetime is the fixed worldvolume vector Vm(σ), i.e.
Va(σ)∂aX
m
s (σ) = V
m
s (Xs(σ)). (3.2)
We can also pullback the background metric over to the fluid worldvolume to define invariants under
SK spacetime diffeomorphisms
gsab(σ) = gsmn(Xs(σ)) ∂aX
m
s (σ)∂bX
n
s (σ). (3.3)
All the dependence on the dynamical and background fields in the effective theory enter via these
invariants. Note that VaVbgsab = 0 and £Vgsab = 0, similar to the null background sources on the
SK spacetimes. In fact, we can choose the average combination grab = (g1ab + g2ab)/2 as a metric
on the fluid worldvolume.
The choice of coordinates σa on the fluid worldvolume is entirely arbitrary and can, therefore,
be arbitrarily redefined without changing any physics. This leads to the invariance of the theory
under local worldvolume diffeomorphisms
σa → σ′a(σ). (3.4a)
These transformations act naturally on various fluid worldvolume objects
gsab(σ)→ g′sab(σ′) =
∂σc
∂σ′a
∂σd
∂σ′b
gscd(σ),
Va(σ)→ V′a(σ′) = ∂σ
′a
∂σb
Vb(σ), βa(σ)→ β′a(σ′) = ∂σ
′a
∂σb
βb(σ). (3.4b)
As mentioned previously, we can partially fix this local symmetry to explicitly set Va = δa− and
βa = β0(δ
a
τ − µ0δa−). The residual symmetry transformations, in this case, are the arbitrary spatial
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relabelling of the fluid elements σi → σ′i(~σ), spatial redefinitions of the local time coordinate
τ → τ + f(~σ), and that of the auxiliary coordinate (read U(1) mass/particle number phase) σ− →
σ− + λ(~σ). Physically, we can understand the time-independence of these transformations as the
requirement that labelling scheme and phases chosen at one point in time cannot be arbitrarily
changed as the fluid evolves. If we were interested in a state with spontaneously broken symmetries,
like superfluids or crystals, the system could contain additional preferred coordinate directions
allowing further fixing of the symmetries (3.4).
The effective action S for Galilean hydrodynamics is the most generic functional made out of
the constituent fields gsmn, X
m
s , and their derivatives, respecting the SK spacetime symmetries (3.1)
and the fluid worldvolume symmetries (3.4). Using the invariants (3.3), the effective action can be
written in terms of a Lagrangian density
S[g1, g2;V,β] =
∫
dd+2σ
√−gr L[g1, g2;V,β]. (3.5)
The Lagrangian L is a scalar on the fluid worldvolume constructed by proper contraction of a,b, . . .
indices. Notice that the integrand in eq. (3.5) is entirely independent of the fiducial σ− direction,
therefore the integration over this coordinate merely spits out a constant volume factor. We can
define the SK double copies of the null fluid energy-momentum tensor associated with the action
(3.5) by performing variations with respect to the sources
Tmn1 (X1) =
2~√−g1(X1)
δS
δg1mn(X1)
, Tmn2 (X2) =
−2~√−g2(X2)
δS
δg2mn(X2)
. (3.6)
The minus sign in the second expression stems from the second copy of the energy-momentum tensor
being inserted on the time-reversed part of the SK contour. We have taken S to be unitless, leading
to the additional factors of ~ in these formulae; this will facilitate taking a small ~ limit of the
effective action later. The classical equations of motion of Xms imply the respective conservation
equations for the energy-momentum tensors
∇s
m
Tmns = 0. (3.7)
Here ∇s
m
are covariant derivatives associated with gsmn. Hence we see that the conservation equa-
tions, used as equations of motion in classical hydrodynamics, follow from a variational principle in
the effective field theory. We can use the dictionary (2.17) to read out the respective Galilean fluid
observables.
3.2 Physical spacetime formulation
The fluid worldvolume formalism of the effective field theory discussed above is quite elegant as
it makes most of the underlying structure manifest. However, for most practical purposes and
to make contact with classical hydrodynamics, it is useful to translate to a physical spacetime
formulation instead. To this end, let us choose the single-copy physical spacetime coordinates as
the average fields xm ≡ Xmr (σ). We can define the inverse maps σa = σa(x) via Xmr (σ(x)) = xm
and accordingly Xma (x) = X
m
a (σ(x)). With this rewriting, the set of dynamical fields in the theory
are the fluid element labels σa(x) and the stochastic noise fields Xma (x) written as a function of
physical spacetime coordinates.
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Rewriting the invariants in eq. (3.3) in the “r/a” basis as g1,2ab = grab±~/2 gaab, we can define
their pullback onto the physical spacetime as
Grmn(x) = grab(σ(x))∂mσ
a(x)∂nσ
b(x) = grmn(x) +O(~),
Gamn(x) = gaab(σ(x))∂mσ
a(x)∂nσ
b(x) = gamn(x) +£Xagrmn(x) +O(~). (3.8)
Here £Xa denotes a Lie derivative along X
m
a . In the second equalities above, we have expanded the
respective quantities up to leading order in ~, referred to as the “statistical limit”, with g1,2mn(x) =
grmn(x) ± ~/2 gamn(x) evaluated on the physical spacetime.13 We can identify the average combi-
nation grmn with the single-copy background metric gmn introduced in section 2.2. We can choose
Grmn as the metric on the physical spacetime. Note that Grmn and Gamn are not purely background
fields; they are generically given by a complicated combination of background and dynamical fields.
Nonetheless, in the statistical limit, the average combination Grmn reduces to the average back-
ground metric grmn. Similarly, using eq. (3.2), we can deduce the pushforward of the null isometry
Va as
V m(x) = Va(σ(x))
∂Xmr (σ(x))
∂σa(x)
=
1
2
(
V m1 (x) + V
m
2 (x)
)
+O(~). (3.9)
The choice V m1 (X) = V
m
2 (X) results in the condition £VX
m
a = 0. It is easy to see that V
mV nGr,amn =
£VGr,amn = 0, providing the physical spacetime with the null background structure.
On the other hand, pushforward of the thermal time vector βa onto the physical spacetime
results in the “hydrodynamic fields”
βm(x) = βa(σ(x))∂aX
m
r (σ(x)). (3.10)
The condition £Vβ
a = 0 leads to £V β
m = 0. The conventional hydrodynamic fields: null fluid
velocity um(x) (normalised as umunGrmn = 0, V
munGrmn = −1), temperature T (x), and mass
chemical potential µ(x) can be defined in terms of βm as
kBT (x) =
1
β(x)
, um(x) =
βm(x)
β(x)
+ µ(x)V m, µ(x) =
1
2
βr(x)βs(x)Grrs(x)
β(x)2
, (3.11)
where β(x) = −βm(x)V n(x)Grmn(x). Note that in the statistical limit, Grmn, Gamn, and V m are
entirely independent of the non-stochastic dynamical fields σa(x) and all dependence thereof comes
only via the hydrodynamic fields. This justifies the validity of the choice of degrees of freedom in
classical hydrodynamics.
Working in the physical spacetime formulation, the fluid worldvolume symmetries (3.4) are
explicitly realised. As a payoff, however, we need to implement the “average part”14 of the Schwinger-
Keldysh spacetime symmetries (3.1), pulled down to the physical spacetime through the coordinate
maps xm = Xmr (σ), leading to physical spacetime diffeomorphisms
xm → x′m(x). (3.12a)
13Generally, the procedure of adding/subtracting the two sets of background fields is not useful as they transform
under independent symmetries. However, as we see explicitly, in the statistical (~→ 0) limit such an operation is well
defined with the average and difference combinations being related to the pullback of the worldvolume invariants.
14Explicitly in terms of eq. (3.1), one finds
x′m(x) =
1
2
(
X ′m1 (x+ ~/2Xa(x)) +X
′m
2 (x− ~/2Xa(x))
)
=
1
2
(
X ′m1 (x) +X
′m
2 (x)
)
+O(~).
In the statistical limit, these turn into the average combinations of the Schwinger-Keldysh spacetime transformations.
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This acts on various physical spacetime fields in the theory as expected
Gr,amn(x)→ G′r,amn(x′) =
∂xr
∂x′m
∂xs
∂x′n
Gr,ars(x),
V m(x)→ V ′m(x′) = ∂x
′m
∂xn
V n(x), βm(x)→ β′m(x′) = ∂x
′m
∂xn
βn(x). (3.12b)
Note that, unlike eq. (3.1), we only have a single copy of physical spacetime diffeomorphisms here.
The effective action (3.5) can also be translated into a physical spacetime representation. One
can treat σa → xm = Xmr (σ) as a diffeomorphism and represent the coordinate transformed effective
action (3.5) as
S[Gr, Ga;β, V ] =
∫
dd+2x
√
−Gr L[Gr, Ga;β, V ]. (3.13)
The Lagrangian L is a scalar with appropriate contraction of m,n, . . . indices among the constituent
fields. Given the effective action, we can define the “r/a” basis of null background conserved energy-
momentum tensors according to
Tmnr (x) =
2√−Gr(x)
δS
δgamn(x)
=
1/2√−Gr(x)
(√
−g1(x)Tmn1 (x) +
√
−g2(x)Tmn2 (x)
)
,
Tmna (x) =
2√−Gr(x)
δS
δgrmn(x)
=
1/~√−Gr(x)
(√
−g1(x)Tmn1 (x)−
√
−g2(x)Tmn2 (x)
)
. (3.14)
The second equalities here follow from the expressions in eq. (3.6). The average combination Tmnr
is understood as the physical null background energy-momentum tensor, while the difference com-
bination Tmna is understood as the associated stochastic noise. While both of these operators are
conserved on flat spacetime, they are not individually conserved in the presence of background
sources. Nonetheless, in the statistical limit, the physical average combination satisfies the classical
conservation equation (2.22). The classical energy-momentum tensor Tmn from section 2 is obtained
from Tmnr by going to the statistical (~→ 0) limit and switching off all the stochastic “a” type fields
gamn and X
m
a .
3.3 Schwinger-Keldysh generating functional
Let us momentarily return to our original starting point of the EFT on the fluid worldvolume. We
argued that Galilean hydrodynamics can be described by an effective action (3.5), written as a
functional of two copies of background fields gsmn(Xs) and two copies of dynamical fields X
m
s (σ),
consistent with certain spacetime symmetries. The generating functional for the theory, which
allows us to compute out-of-equilibrium thermal correlators of various hydrodynamic operators, is
obtained by the path integral
expW [g1, g2;V1, V2] =
∫
DX1DX2 exp (iS[g1, g2;β,V]) . (3.15)
We have absorbed the conventional weight factor of 1/~ in the exponential within the definition of
S making it unitless. This will allow the path integral to have a well-defined statistical (~ → 0)
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limit. In the physical spacetime representation, we can equivalently write15
expW [gr, ga;V ] =
∫
DσDXa exp (iS[Gr, Ga;β, V ]) . (3.16)
This generating functional can be used to compute out-of-equilibrium thermal correlators of con-
served Galilean densities and fluxes in the “r/a” basis through
GTmnα ...(x, . . .) = i
na
( −iδ
δgα¯mn(x)
. . .
)
W [gr, ga]. (3.17)
where α = r, a and α¯ = a, r is its conjugate, while na is the number of a type fields in the correlator
on the left. Following general SK machinery (see e.g. [22]), the correlators of the type “ra . . . a”
are interpreted as the fully retarded correlation functions, “a . . . ar” as the fully advanced, “rr . . . r”
as the symmetric correlation functions, and various other time-ordering schemes in between. For
instance, the retarded, advanced, and symmetric two point functions can be computed via
GRTmnT rs(x, x
′) = GTmnr T rsa (x, x
′) =
−iδ2W
δgamn(x)δgrrs(x′)
,
GATmnT rs(x, x
′) = GTmna T rsr (x, x
′) =
−iδ2W
δgrmn(x)δgars(x′)
,
GSTmnT rs(x, x
′) = GTmnr T rsr (x, x
′) =
−iδ2W
δgamn(x)δgars(x′)
. (3.18)
The retarded correlator can be compared to the expression (2.24) from classical hydrodynamics.
We have strategically avoided mentioning the “aa” correlator in eq. (3.18); in general, all the
correlators of the type “aa . . . a” must be zero for W describing a bona fide out-of-equilibrium
thermal field theory. Similarly, the retarded and advanced correlators, in momentum space, must
be complex conjugates of each other (in momentum space). On the other hand, the retarded and
symmetric correlators must be related by the fluctuation-dissipation theorem. There are similar
constraints for higher-point functions as well; see [22]. These are compactly represented in terms of
the generating functional as
W ∗[g1, g2;V1, V2] = W [g2, g1;V2, V1], W [g, g;V, V ] = 0, ReW [g1, g2;V1, V2] ≤ 0,
W [g1, g2;V1, V2] = W [g˜1, g˜2; V˜1, V˜2]. (3.19)
The last of these is known as the KMS condition, with KMS conjugation of the background fields
defined as
g˜1mn(x) = Θg1mn(x), g˜2mn(x) = Θg2mn(t+ i~β0, ~x),
V˜ m1 (x) = ΘV
m
1 (x), V˜
m
2 (x) = ΘV
m
2 (t+ i~β0, ~x). (3.20)
Here β0 = (kBT0)
−1 is the constant inverse temperature of the global thermal state and Θ represents
a discrete symmetry involving a time-flip that the system might enjoy, for example time-reversal T
or spacetime parity PT; see table 1.
15In principle, one needs to be careful about the Jacobian of the field redefinition. However, as the transformation
from Xµ1,2 to X
µ
a , σ
a is purely algebraic, i.e. does not include any derivatives, the ghosts obtained by exponentiating
the Jacobian do not propagate and can be ignored [61].
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The conditions (3.19) can be implemented in the field theory by requiring the effective action
to obey the constraints [12]16
S∗[g1, g2;β,V] = −S[g2, g1;β,V], (3.21a)
S[g, g;β,V] = 0, (3.21b)
ImS[g1, g2;β,V] ≥ 0, (3.21c)
S[g1, g2;β,V] = S[g˜1, g˜2; β˜, V˜], (3.21d)
where the KMS conjugation of the respective fields is defined according to
X˜m1 (σ) = ΘX
m
1 (σ), X˜
m
2 (σ) = ΘX
m
2 (σ + i~Θβ(σ)) − i~β0δmt ,
V˜a(σ) = ΘVa(σ), β˜a(σ) = Θβa(σ), (3.22)
leading to
g˜1ab(σ) = Θg1ab(σ),
g˜2ab(σ) = ∂a
(
σc + i~Θβc(σ)
)
∂b
(
σd + i~Θβd(σ)
)
Θg2cd(σ + i~Θβ(σ)). (3.23)
The argument (σ+ i~Θβ(σ)) should be understood as a vector, i.e. σa + i~Θβa(σ). The condition
£Vβ
a = 0 ensures that eq. (3.2) remains satisfied by the conjugated quantities. The KMS conjuga-
tion in the “1” sector is merely a Θ-conjugation, while in the “2” sector it is given by a Θ-conjugation
followed by a diffeomorphism along i~Θβm(σ). The KMS transformation in the “2” sector is highly
non-trivial and is quite hard to implement in its full generality. Fortunately, the transformation
becomes better-behaved in the small ~ limit
g˜1ab(σ) = Θg1ab(σ), g˜2ab(σ) = Θg2ab(σ) − i~Θ£βg2ab(σ), (3.24)
which is much easier to implement in the effective theory than the full quantum version. See
appendix A of [14] for more discussion.
The constraints (3.21) can also be stated in the physical spacetime language, i.e.
S∗[Gr, Ga;β, V ] = −S[Gr,−Ga;β, V ], (3.25a)
S[Gr, Ga = 0;β, V ] = 0, (3.25b)
ImS[Gr, Ga;β, V ] ≥ 0, (3.25c)
S[Gr, Ga;β, V ] = S[G˜r, G˜a; β˜, V˜ ], (3.25d)
where the KMS conjugation of various fields can be derived using eq. (3.22). However, the full
quantum expressions are quite complicated as the physical coordinates xm = Xmr (σ) non-trivially
mix the “1” and “2” type spacetime fields. Nonetheless, in the statistical limit, we can derive
σ˜a(x) = Θσa(x) +O(~), X˜ma (x) = ΘXma (x)− iΘβm(x) + iβ0δmt +O(~),
g˜rmn(x) = Θgrmn(x) +O(~), g˜amn(x) = Θgamn(x) + iβ0Θ∂tgrmn(x) +O(~),
G˜rmn(x) = ΘGrmn(x) +O(~), G˜amn(x) = ΘGamn(x) + iΘ£βGrmn(x) +O(~),
V˜ m(x)→ ΘV m(x) +O(~), β˜m(x)→ Θβm(x) +O(~). (3.26)
16See footnote 2.
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Recall that in small ~ limit, Grmn(x) = grmn(x) + O(~). Note that the Lie derivative operator
£β is odd under Θ. Together, these requirements constrain the most generic form of an EFT
for Galilean hydrodynamics. At the classical level, these constraints conspire to ensure that the
Onsager’s relations and local second law of thermodynamics are satisfied order-by-order in the
derivative expansion [14]; see the next subsection.
3.4 Explicit effective action and emergent second law
We would like to write down the most generic effective action describing Galilean hydrodynamics
guided by the structure outlined above. Let us work in the physical spacetime formulation, wherein
the effective action must respect the physical spacetime symmetries (3.12) and SK constraints (3.25);
note that the fluid worldvolume symmetries are manifestly preserved in the physical spacetime
representation. The discussion in the fluid worldvolume language is analogous. As mentioned in
section 3.3, we do not have the tools to implement the full non-local KMS symmetry in the quantum
regime, so we are forced to work in the statistical (~ → 0) limit. In this limit, all the quantum
fluctuations freeze out and we are only left with statistical/stochastic fluctuations. Even so, the
structure of the simplified effective theory is extremely rich and is suitable to describe the effect of
stochastic interactions in hydrodynamic correlation functions. One could, in principle, reintroduce
quantum effects perturbatively in ~, which we shall not explore in the present work.
The most generic Lagrangian consistent with eq. (3.25b) can be arranged in a power series in
Ga starting from the linear term, with factors of i chosen for consistency with eq. (3.25a). We have
L =
∞∑
m=1
(−i)m+1
2m
Fm(Ga, Ga, . . .︸ ︷︷ ︸
×m
) +O(~). (3.27)
Here Fm(◦, · · · ) are a set of totally symmetric real multi-linear operators made out of Grmn, V m
and βm, allowing m number of arguments. The underbrace notation is meant to denote a repeated
set of arguments. We can perform a change of basis on the operators given by
Fm(◦, . . .︸ ︷︷ ︸
×m
) =
2m+1∑
n=m
cmn
2n−m
Dn(◦, . . .︸ ︷︷ ︸
×m
,£βGr, . . .︸ ︷︷ ︸
×n−m
), cmn =
{
(−)n/2+1( n/2n−m) n even
(−)(n+1)/2m+1n+1
((n+1)/2
n−m
)
n odd
, (3.28)
where Dm(◦, · · · ), again, are symmetric real multi-linear maps similar to Fm(◦, · · · ). Manipulating
the double summations, one finds that this operation recasts the Lagrangian into
L = 1
2
D1(Ga) + i
∞∑
n=1
1
22n
D2n(Ga, . . .︸ ︷︷ ︸
×n
, Ga+i£βGr, . . .︸ ︷︷ ︸
×n
)
+
∞∑
n=1
1
22n+1
D2n+1(Ga+ i2£βGr, Ga, . . .︸ ︷︷ ︸
×n
, Ga+i£βGr, . . .︸ ︷︷ ︸
×n
) +O(~). (3.29)
This comprises the most general effective action for Galilean hydrodynamics in the statistical limit.
The utility of this form is that under the KMS conjugation (3.26), the arguments of the operators
under the summation map to each other up to a Θ-conjugation, i.e. the n instances of Ga →
ΘGa + iΘ£βGr and Ga+i£βGr → ΘGa map to each other, while Ga+ i2£βGr → ΘGa+ i2Θ£βGr
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maps to itself. Only the D1(Ga) term outside the summation poses an exception to this general
rule and leads to our first constraint
1
2
D1(£βGr) = ∇mNm0 for some vector Nm0 , (3.30a)
This ensures that the term does not generate a Ga-independent piece under KMS transformation
(up to a total derivative), in accordance with eq. (3.25b). Since the operators Dm are made out
of only “r” type fields, KMS merely acts on these as a Θ-conjugation. Given that the arguments
already map to each other up to a Θ-conjugation under KMS, in order to respect eq. (3.25d) we
just need to ensure that Dm has the right sign under Θ. We can express this requirement as
Dm(Ga, Ga, . . .) is Θ-even ∀m. (3.30b)
Note that £β is a Θ-odd operation, therefore swapping any of the Ga’s in the arguments above with
i£βGr flips the Θ-parity of the resultant term. As a consequence, the Lagrangian (3.29) as a whole
does not have a definite sign under Θ. This should be expected due to the presence of dissipation.
This only leaves us with the inequality constraint in eq. (3.25c), leading to
(−1)m+1
22m
F2m(Ga, . . .︸ ︷︷ ︸
×2m
) = (−1)m+1
4m+1∑
n=2m
c2m,n
2n
Dn(Ga, . . .︸ ︷︷ ︸
×2m
,£βGr, . . .︸ ︷︷ ︸
×n−2m
) ≥ 0,
for arbitrary field configurations. In practise, this condition can be implemented order-by-order in
Ga and derivative expansion [62, 63], leading to a simple condition
D2(G,G)
∣∣
leading order
≥ 0 for arbitrary Gmn, (3.30c)
If the leading derivative piece in D2 happens to be zero for a system (which amounts to zero
viscosities and conductivity), the requirement can, in principle, shift to higher order in derivatives or
Ga, leading to different equality/inequality constraints; see [19] for an analogue of this for relativistic
fluids.
The constraints (3.30) are the field theory realisation of the second law of thermodynamics and
Onsager’s relations. To see this, let us perform integration by parts to define
Dm(G, ◦, . . .︸ ︷︷ ︸
×m−1
) = GmnT mnm (◦, . . .︸ ︷︷ ︸
×m−1
) +∇mNmm(G; ◦, . . .︸ ︷︷ ︸
×m−1
), (3.31)
for arbitrary symmetric tensor Gmn. This equation essentially says that if Dm acts on its argument
Gmn as a differential operator, we can remove the derivatives by adding a total derivative term.
The classical constitutive relations Tmn are defined as the average quantities Tmnr evaluated on a
configuration with zero “a” type fields Xma = gamn = 0. Using the variational formulae (3.14) and
the definitions (3.31), we can obtain
Tmn = T mn1 −
1
2
T mn2 (£βGr)−
1
8
T mn3 (£βGr,£βGr). (3.32)
Note that the operators Dn for n > 3 do not contribute to the classical constitutive relations. Using
(3.31) again, one can derive an identity satisfied by these constitutive relations
1
2
Tmn£βgmn = ∇mNm −∆, ∆ ≥ 0, (3.33)
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where
Nm = Nm0 +
1
2
Nm1 (£βGr)−
1
4
Nm2 (£βGr,£βGr)−
1
16
Nm3 (£βGr,£βGr,£βGr),
∆ =
1
4
D2(£βGr,£βGr) + 1
16
D3(£βGr,£βGr,£βGr). (3.34)
In obtaining this, we have used the condition (3.30a) and the identification of Grmn with the
single-copy background metric gmn in the statistical limit. The positivity of ∆, within a deriva-
tive expansion, follows from the condition (3.30c). The condition (3.33) is precisely the adia-
baticity condition (2.41) of Galilean hydrodynamics. Consequently, the entropy current defined
as Sm = kBN
m − Tmnun/T follows the second law of thermodynamics, ∇mSm = kB∆ ≥ 0, on-
shell. We have, therefore, arrived at a derivation of the second law of thermodynamics within the
hydrodynamic field theoretic framework, originally due to [12] for relativistic fluids.
Finally, the condition (3.30b), along with eq. (3.31) and eq. (3.32), implies that the contribution
from D1 and D3 to the classical constitutive relations must be Θ-preserving (same as expected for
the respective operators in table 1), while that from D2 must be Θ-violating (opposite to expected
for respective operators). Noting that D3 only contributes to the constitutive relations at two-
derivative order and higher, these conditions imply, for instance, that one-derivative dissipative
transport (produces entropy) must be Θ-violating, while one-derivative adiabatic transport (does
not produce entropy) must be Θ-preserving. This should be physically expected for a dissipative
system. In linear hydrodynamics, these requirements implement Onsager’s reciprocity relations.
3.5 Field redefinitions and frame transformations
The dynamical fields in the effective field theory can, in general, be subjected to arbitrary field
redefinitions. However, having chosen the fields to realise a particular representation of the KMS
transformations in eq. (3.26) fixes a large part of this freedom. For concreteness, let us work in the
physical spacetime representation; we also restrict to the statistical limit for simplicity. We consider
a general transformation of the “a” type fields
Xma → Xma + ifma , (3.35a)
where fma can be arbitrary symmetry-respecting functions of the building blocks Gr,amn, V
m, and
βm. Due to the condition (3.25b), these quantities must be at least linear in Gamn, and due to
eq. (3.25a), each occurrence of Gamn must be accompanied with a factor of i. Finally, to respect
the KMS transformations (3.26), the hydrodynamic fields βm must transform as
βm → βm + (fma −Θf˜ma ) +O(~). (3.35b)
Interestingly, we find that the redefinitions of βm are entirely constrained by the redefinitions of
Xma . This, in turn, constrains the redefinitions in the remaining dynamical fields σ
a through the
definitions (3.10). Note that the KMS “tilde” conjugation of Grmn, V
m, and βm in the statistical
limit in eq. (3.26) is same as a Θ-conjugation, while that of Gamn is same as a Θ-conjugation up
to terms involving £βGrmn. Hence, KMS conjugation of f
m
a followed by Θ-conjugation yields back
the original quantities up to terms involving £βGrmn. It follows that the allowed shifts of β
m in
eq. (3.35b) are purely non-hydrostatic, i.e they involve at least one instance of £βGrmn. In fact,
since the constitutive relations following from the most generic KMS-respecting effective Lagrangian
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(3.29) always satisfy the adiabaticity equation (3.33), these allowed redefinitions merely correspond
to the residual field redefinitions among thermodynamic frames; see section 2.3.
During our discussion of classical Galilean hydrodynamics in section 2.4, we fixed the residual
redefinition freedom among thermodynamic frames by eliminating any dependence on umδBgmn
from the constitutive relations using the classical equations of motion. We can make an equivalent
statement in the field theory as well. Note that any infinitesimal redefinitions of Xma change the
Lagrangian by terms involving equations of motion. Hence, we can entirely fix the redefinitions
(3.35) by choosing to skip terms involving umδBGrmn while constructing the effective Lagrangian
(3.29), which can always be eliminated using equations of motion. This is the analogue of working in
the thermodynamic mass frame from classical hydrodynamics. Note that Grmn are identified with
the average sources gmn in the statistical limit.
This concludes our formal discussion of the Schwinger-Keldysh effective field theory framework
for Galilean hydrodynamics. We outlined a set of effective fields and rules that must be respected
by an effective action describing Galilean hydrodynamics. We then proceeded to apply these rules
in small ~ limit to construct the most generic effective theory governing stochastic fluctuations in
a Galilean fluid. We also illustrated how the classical local second law of thermodynamics and
Onsager’s relations emerge within the field theory.
4 | Effective action for one-derivative Galilean fluids
Our discussion of the EFT framework for Galilean hydrodynamics so far has been quite formal.
As a concrete realisation of these ideas, we now write down the explicit effective action describing
one-derivative Galilean fluids from section 2, using the generic machinery from section 3.4. We
then proceed to linearise this effective action around a fluid configuration at rest and isolate an
interacting perturbative field theory describing stochastic fluctuations.
4.1 Non-linear effective action
Truncation of the EFT at a given derivative order requires us to pick a derivative counting scheme
for various background and dynamical fields, based on the physical system under consideration. A
natural choice is to treat the fluctuations of the hydrodynamic fields βm (or equivalently of the
conjugate conserved densities T tmr ) and noise fields X
m
a at the same order, taken to be O(∂0) for
reference. It follows that Gamn and £βGrmn should be treated as O(∂1). For consistency, we must
choose the background fields grmn as O(∂0) and gamn as O(∂1). This counting scheme ensures that
the KMS constraints in the statistical limit do not mix between derivative orders. Since the physical
energy-momentum tensor is given by a variational derivative of the action with respect to gamn, the
“derivative order” of the hydrodynamic constitutive relations, or simply that of hydrodynamics, is
given by one less than the order of the Lagrangian. It follows that the Dm operators in eq. (3.29)
start contributing to the constitutive relations at O(∂m−1) in the derivative expansion.
Therefore, one-derivative hydrodynamics is entirely characterised by the most generic expressions
for the operators D1(◦) and D2(◦, ◦) written in terms of the metric Grmn = grmn, null isometry V m,
and the thermal vector βm, satisfying the constraints (3.30). The operator D1 needs to involve all
the allowed terms up to one derivative order, while D2 only needs to involve zero derivative terms.
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Let us start with D1. Focusing on d = 3 spatial dimensions for parity-violating terms, while generic
d for parity-even terms, we propose that it takes the form
D1(G) =
[
ρ umun + 2ε u(mV n) + p∆mn
+ 2u(m
(
a0ǫ
n)prstVpur∂sut + a2ǫ
n)prstVpur∂sVt
)
+ 2V (m
(
a2ǫ
n)prstVpur∂sut + a1ǫ
n)prstVpur∂sVt
)]
Gmn, (4.1a)
for arbitrary symmetric tensor Gmn. Various quantities appearing here are the same as introduced
in section 2. The fluid velocity um, temperature T , and mass chemical potential µ are defined
in terms of the field theoretic structures in eq. (3.11), while ∆mn = Gmnr + 2u
(mV n). The mass
density ρ(T, µ) and internal energy density ε(T, µ) are fixed in terms of the pressure p(T, µ) using
the thermodynamic relations (2.12), while the parity-violating coefficients a0(T, µ), a1(T, µ), and
a2(T, µ) are fixed in terms of three constants given in eq. (2.30). With these in place, D1 is the
most generic operator truncated at one-derivative order that satisfies the condition (3.30a), with
Nm0 = p βm + Υm where Υm is given in eq. (2.29). To implement the condition (3.30b) we need
to pick a Θ operator. Choosing Θ to be just the time-reversal operator T does not lead to any
constraints. If we were to choose Θ to be PT, instead, the parity-violating terms above will no
longer be allowed. Moving on, for the D2 operator we find
D2(G,G′) = kBT
[
2η∆m(r∆s)n +
(
ζ − 2dη
)
∆mn∆rs + 4TκV (m∆n)(rV s)
]
GmnG
′
mn
, (4.2)
for generic tensors Gmn and G
′
mn
. Note that D2 is symmetric under the exchange of its arguments.
We have chosen not to write down any terms along the vector um, because the respective contribution
will couple to umδBGrmn in the effective action which we have chosen to eliminate using the classical
equations of motion; see section 3.5. All the terms in D2 respect (3.30b) for any choice of Θ. On
the other hand, the dissipative transport coefficients: shear viscosity η(T, µ), bulk viscosity ζ(T, µ),
and thermal conductivity κ(T, µ) are constrained to be non-negative due to the condition (3.30c).
Plugging the operators (4.2) into eq. (3.29), we can explicitly work out the effective action for
one-derivative Galilean hydrodynamics in the statistical limit
L = 1
2
(
ρ umun + 2ε u(mV n) + p∆mn
)
(gamn +£Xagrmn)
+ (a0ǫ
nprstVpur∂sut + a2ǫ
nprstVpur∂sVt) (u
mgamn + u
m
£Xagrmn)
+ (a2ǫ
nprstVpur∂sut + a1ǫ
nprstVpur∂sVt) (V
mgamn +£XaVn)
+
ikBT
4
(
2η∆m(r∆s)n +
(
ζ − 2dη
)
∆mn∆rs
)
(gamn +£Xagrmn)
(
gars +£(Xa+iβ)grrs
)
+ ikBT
2κ∆mr (gamnV
n +£XaVm)
(
garsV
s +£(Xa+iβ)Vr
)
,
=
1
2
Tmn (gamn +£Xagrmn)
+
ikBT
4
(
2η∆m(r∆s)n +
(
ζ − 2dη
)
∆mn∆rs
)
(gamn +£Xagrmn) (gars +£Xagrrs)
+ ikBT
2κ∆mr (gamnV
n +£XaVm) (garsV
s +£XaVr) , (4.3)
where we have expanded the definitions of Grmn and Gamn in the statistical limit using eq. (3.8).
Here £Xa denotes a Lie derivative along X
m
a and £(Xa+iβ) along X
m
a + iβ
m. In the second equal-
ity, we have introduced the classical constitutive relations Tmn in the thermodynamic mass frame
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given in eqs. (2.32) and (2.36). Varying the action with respect to gamn, in a configuration with
Xma = gamn = 0, leads to the classical constitutive relations in the thermodynamic mass frame,
given in eqs. (2.32) and (2.36), while extremising with respect to Xma leads to the associated clas-
sical conservation equations (2.22). The respective expressions in the Newton-Cartan language are
presented in section 5.
Turning off the background fields, i.e. setting grmn = ηmn, gamn = 0, choosing the coordinates
(xm) = (x−, t, xi) such that V m = δm−, and identifying ϕa = −X−a , the effective action (4.3) results
in
L = ρ (∂t + ui∂i)ϕa − (ε+ 12ρ ~u2 + a0ǫijkui∂juk) (∂t + ui∂i)Xta
+
(
ρ ui + a0 ǫ
ijk∂juk
)(
∂t + u
k∂k
)
Xai + p
(
∂iX
i
a − ui∂iXta
)
+ a0 ǫ
ijk∂juk
(
∂iϕa + u
l∂iXal
)
−
(
a2 + a0
1
2
~u2
)
ǫijk∂juk ∂iX
t
a
+ 2ikBTη
(
∂(iXaj) − u(i∂j)Xta
) (
∂(iXj)a − u(i∂j)Xta + i/T ∂(iuj)
)
+ ikBT
(
ζ − 2dη
) (
∂iX
i
a − ui∂iXta
)(
∂kX
k
a − uk∂kXta + i/T ∂kuk
)
+ ikBκ∂iX
t
a
(
T 2∂iXta − i∂iT
)
= ρt∂tϕa + π
i∂iϕa − ǫt∂tXta − ǫi∂iXta + πi∂tXai + τ ij∂iXaj
+ 2ikBTη
(
∂(iXaj) − u(i∂j)Xta
)(
∂(iXj)a − u(i∂j)Xta
)
+ ikBT
(
ζ − 2dη
) (
∂kX
k
a − uk∂kXta
)2
+ ikBT
2κ∂iX
t
a∂
iXta. (4.4)
Again, in the second step, we have substituted the thermodynamic mass frame constitutive relations
from eq. (2.37). All the parity-violating terms get absorbed within the constitutive relations. Non-
trivial contributions only arise due to the dissipative terms. This action is merely the generalisation
of the effective action (1.5) presented in the introduction, to include parity-violating effects. Note
that the effective action (4.4) is applicable at the full non-linear level; in the next subsection we
inspect this in a linearised limit.
4.2 Linearised stochastic fluctuations
4.2.1 Perturbative expansion in fluctuations
Let us consider a Galilean fluid at rest coupled to a flat background. In the EFT terms, the fluid
is described by the effective action (4.4), with the equilibrium state
τ = t, σi = xi, ϕr = 0, X
t
a = X
i
a = ϕa = 0. (4.5)
The hydrodynamic fields in this state are given using eq. (3.10) as βm = δm
a
βa. We can choose the
thermal reference vector to be βa = β0(δ
m
t − µ0δm−), which implies that T = T0, µ = µ0, and ui = 0
in equilibrium. We would like to expand the effective action perturbatively in fluctuations around
the equilibrium state. In the “a” sector we can work with the fields Xta, X
i
a, ϕa directly, while in the
“r” sector it is instead convenient to work with the fluctuations in the physical conserved densities:
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δρ = ρt− ρ0, δǫ = ǫt− ε0, πi given in eq. (2.37). These are related to fluctuations of hydrodynamic
variables δT = T − T0, δµ = µ− µ0, and ui through
ui =
1
ρ0
πi − 2K0T0
ρ20
ǫijk∂jπk
− 1
ρ20
πiδρ− 2K0T0
ρ30
ǫijkπj∂kδρ−
(
∂
∂ρ
2K0T
ρ2
)
0
ǫijk∂jπkδρ−
(
2K0
ρ2
∂T
∂ε
)
0
ǫijk∂jπkδǫ+ . . . ,
ρ(T, µ) = ρ0 + δρ, ε(T, µ) = ε0 + δǫ− 1
2ρ0
~π2 + . . . . (4.6)
These expressions are valid until quadratic order in fields and leading order in derivatives. The
subscript “0” on various coefficients represents evaluation on the equilibrium configuration T = T0,
µ = µ0. The thermodynamic derivatives have been performed in the microcanonical ensemble
controlled by (ε, ρ). On the other hand, the hydrodynamic fields are related to δστ = στ − t,
δσi = σi − xi, and ϕr through eq. (3.11) leading to
δT = T0∂tδσ
τ − T0∂tδσk∂kδστ + . . . , ui = −∂tδσi + ∂tδσk∂kδσi . . . ,
δµ = ∂t (ϕr + µ0δσ
τ )− ∂tδσk∂k (ϕr + µ0δστ ) + . . . . (4.7)
We can substitute eq. (4.6) into the constitutive relations for ǫi and τ ij in eq. (2.37) and truncate
the expressions to leading order in derivatives and quadratic order in fluctuations to find17
ǫi =
ε0 + p0
ρ0
πi −
(
κ
∂T
∂ρ
)
0
∂iρ−
(
κ
∂T
∂ε
)
0
∂iε+
(
ξΩ
ρ
)
0
ǫijk∂jπk
+
1
ρ0
(
1 +
∂p
∂ε
)
0
πiδǫ+
1
ρ0
(
∂p
∂ρ
− ǫ+ p
ρ
)
0
πiδρ
−
[
∂
∂ρ
(
κ
∂T
∂ρ
)]
0
δρ∂iρ−
[
∂
∂ε
(
κ
∂T
∂ρ
)]
0
δε∂iρ
−
[
∂
∂ρ
(
κ
∂T
∂ε
)]
0
δρ∂iδε−
[
∂
∂ε
(
κ
∂T
∂ε
)]
0
δε∂iδε
+
1
2
(
κ
ρ
∂T
∂ε
)
0
∂i~π2 − η0
ρ20
(
1
2
∂i~π2 + πk∂kπ
i
)
− ζ0 −
2
dη0
ρ20
πi∂kπ
k
+
(
∂
∂ρ
ξΩ
ρ
)
0
ǫijk∂jπkδρ+
(
∂
∂ε
ξΩ
ρ
)
0
ǫijk∂jπkδǫ+
(
ξΩ
ρ2
)
0
ǫijkπj∂kδρ+ . . . ,
τ ij = p0δ
ij +
(
∂p
∂ρ
)
0
δijδρ+
(
∂p
∂ε
)
0
δijδǫ− η0
ρ0
2∂(iπj) − ζ0 −
2
dη0
ρ0
δij∂kπ
k
+
1
ρ0
πiπj − 1
2ρ0
(
∂p
∂ε
)
0
δij~π2 +
1
2
(
∂2p
∂ρ2
)
0
δijδρ2 +
(
∂2p
∂ρδε
)
0
δijδρδǫ +
1
2
(
∂2p
∂ε2
)
0
δijδǫ2
−
(
∂
∂ρ
η
ρ
)
0
2∂(iπj)δρ−
(
∂
∂ε
η
ρ
)
0
2∂(iπj)δǫ+
η0
ρ20
2π(i∂j)δρ
−
(
∂
∂ρ
ζ − 2dη
ρ
)
0
δij∂kπ
kδρ−
(
∂
∂ε
ζ − 2dη
ρ
)
0
δij∂kπ
kδǫ+
ζ0 − 2dη0
ρ20
δijπk∂kδρ+ . . . . (4.8)
The parity-odd transport coefficient ξΩ has been defined in eq. (2.30). If required, this expansion
can be extended to higher orders in fluctuations.
17Tip: it is actually easier to start with the mass frame constitutive relations, where ui is just πi/ρt.
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4.2.2 Free theory
We can substitute the expansion of constitutive relations from eq. (4.8) into eq. (4.4) and work out
the hydrodynamic effective action order-by-order in fluctuations. Note that the effective action is
always one order higher in derivatives and fluctuations compared to the constitutive relations. For
example, truncated to quadratic order in fields, we find the “free” Lagrangian
Lfree = −ϕa
(
∂tδρ+ ∂iπ
i
)
+Xta
(
∂tδǫ− κ∂T
∂ε
∂i∂iδǫ− κ∂T
∂ρ
∂i∂iδρ
)
+
ε+ p
ρ
Xta∂iπ
i
−Xia
(
∂tπi +
∂p
∂ρ
∂iδρ+
∂p
∂ε
∂iδǫ− η
ρ
∂k∂kπi −
ζ + d−2d η
ρ
∂j∂iπ
i
)
+ ikBT
2κ∂iXta∂iX
t
a + ikBTη ∂iXaj∂
iXja + ikBT
(
ζ + d−2d η
)
(∂kX
k
a )
2, (4.9)
where we have ignored certain total derivative terms. We have also dropped the subscript “0” from
the coefficients for clarity. We can write this out in momentum space
L =

 ϕa(−p)−Xta(−p)
Xja(−p)


T
 iω 0 −iki−κ∂T/∂ρ k2 iω − κ∂T/∂ε k2 −(ε+ p)/ρ iki
−∂p/∂ρ ikj −∂p/∂ε ikj iωδij − η/ρ δijk2 − (ζ − 2dη)/ρ kikj



δρ(p)δǫ(p)
πi(p)


+
i
2

 ϕa(−p)−Xta(−p)
Xja(−p)


T
0 0 00 2kBT 2κk2 0
0 0 2kBTηδijk
2 + 2kBT (ζ − 2dη)kikj



 ϕa(p)−Xta(p)
Xia(p)


= ϕIa(−p)K JI (p)OJ (p) +
i
2
ϕIa(−p)GIJϕJa (p). (4.10)
Here p = (ω, k) in the arguments collectively denotes frequency and momentum. In the second
step, we have collectively denoted the fluctuations in conserved operators by OI = (δρ, δǫ, πi) and
the auxiliary fields by ϕIa = (ϕa,−Xta,Xia). From here one can read out the momentum-space free
propagators
〈OI(p)ϕJa (−p)〉0 = i(K−1) JI (p), 〈ϕIa(p)OJ (−p)〉0 = i(K−1∗) IJ (p),
〈OI(p)OJ (−p)〉0 = (K−1GK−T∗)IJ(p), 〈ϕIa(p)ϕJa (−p)〉0 = 0. (4.11)
The poles of the propagators are controlled by detK. As expected, we find a total of (d + 2)
modes: a pair of sound mode, a longitudinal charge diffusion mode, and d− 1 copies of transverse
shear diffusion mode. In small momentum limit, they are given by
ω = ±vsk − i
2
Γsk
2, ω = −iD‖k2, ω = −iD⊥k2, (4.12)
where the speed of sound, attenuation constant, and diffusion constants are respectively given as18
v2s =
∂p
∂ρ
+
ε+ p
ρ
∂p
∂ε
, Γs =
ζ + 2d−1d η
ρ
+
Tκ
v2sρ
(
∂p
∂ε
)2
,
D‖ =
κ
v2s
(
∂p
∂ρ
∂T
∂ε
− ∂p
∂ε
∂T
∂ρ
)
D⊥ =
η
ρ
. (4.13)
18 ∂T
∂ρ
+ ε+p
ρ
∂T
∂ε
= T
ρ
∂p
∂ε
.
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One can see that the propagators 〈OIϕJa 〉0 are purely retarded, while 〈ϕIaOJ〉0 are purely ad-
vanced. Coupling the theory to background sources, one can indeed verify that they are related to
retarded and advanced propagators of the hydrodynamic densities OI respectively, while 〈OIOJ 〉
are the symmetric propagators. To wit
GR,0OIOJ (p) = −iω(K−1) KI (p)χKJ , G
A,0
OIOJ (p) = iω(K
−1∗) KJ (p)χKI ,
GS,0OIOJ (p) = (K
−1GK−T∗)IJ(p), (4.14)
up to contact terms. Here χIJ is the susceptibility matrix
χIJ =

∂ρ/∂µ ∂ε/∂µ 0∂ε/∂µ T ∂ǫ/∂T + µ∂ǫ/∂µ 0
0 0 ρ

 =

T∂(µ/T )/∂ρ 1/T ∂T/∂ρ 01/T ∂T/∂ρ 1/T ∂T/∂ε 0
0 0 1/ρ

−1 . (4.15)
It can be checked that the retarded function satisfies the Onsager’s relations: GR,0OIOJ = G
R,0
OJOI . In
addition, the three correlations functions are related by
GA,0OIOJ = (G
R,0
OIOJ )
∗, GS,0OIOJ =
2kBT
ω
ImGR,0OIOJ . (4.16)
The second of these is the well-known two-point fluctuation-dissipation theorem.
4.2.3 Interactions
To account for interactions between hydrodynamic and stochastic degrees of freedom, we need to
expand the effective action to higher order in fluctuations. Substituting eq. (4.8) into eq. (4.4), we
find leading order three-point interaction terms coming from ideal hydrodynamics
L1derint =
1
ρ
πiπj∂iXaj−(αρδρ+ αǫδǫ) πi∂iXta+
(
1
2
βρδρ
2 +
1
2
βǫδǫ
2 + βρǫδǫδρ +
1
2
βπ~π
2
)
∂iX
i
a, (4.17)
where we have defined the couplings
αρ =
1
ρ
(
∂p
∂ρ
− ε+ p
ρ
)
, αǫ =
1
ρ
(
1 +
∂p
∂ε
)
,
βρ =
∂2p
∂ρ2
, βǫ =
∂2p
∂ε2
, βρǫ =
∂2p
∂ρ∂ε
, βπ = −1
ρ
∂p
∂ε
. (4.18)
Similarly, we can work out two-derivative three-point interactions due to one-derivative corrections
to the constitutive relations. We have unitary interactions involving two hydrodynamic and one
stochastic fields like above
L2der,rraint =
η
ρ2
πi∂iπ
j∂jX
t
a −
η
ρ2
δρ πi∂
k∂kX
i
a −
(
θηρδρ+ θ
η
ǫ δǫ
) (
∂jπi∂
iXja + ∂iπj∂
iXja
)
+
ζ − 2dη
ρ2
∂kπ
k πi∂iX
t
a −
ζ + d−2d η
ρ2
δρ πi∂i∂jX
j
a −
(
θζρδρ+ θ
ζ
ǫ δǫ
)
∂kπ
k∂iX
i
a
−
(
1
2
λρδρ
2 +
1
2
λǫδǫ
2 + λρǫδρ δǫ +
1
2
λπ~π
2
)
∂k∂kX
t
a − λ′ρǫ
(
δρ ∂iδǫ− δǫ ∂iδρ)πi∂iXta
−
(
θξρδρ+ θ
ξ
ǫδǫ
)
ǫijk∂jπk∂iX
t
a, (4.19)
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with couplings
θηρ =
1
ρ
∂η
∂ρ
, θηǫ =
1
ρ
∂η
∂ε
, θζρ =
1
ρ
∂(ζ − 2dη)
∂ρ
, θζǫ =
1
ρ
∂(ζ − 2dη)
∂ε
,
λρ =
∂
∂ρ
(
κ
∂T
∂ρ
)
, λǫ =
∂
∂ε
(
κ
∂T
∂ε
)
, λρǫ =
1
2
[
∂
∂ε
(
κ
∂T
∂ρ
)
+
∂
∂ρ
(
κ
∂T
∂ε
)]
,
λ′ρǫ =
1
2
(
∂κ
∂ε
∂T
∂ρ
− ∂κ
∂ρ
∂T
∂ε
)
, λπ =
1
ρ
(
η
ρ
− κ ∂T
∂ε
)
, θξρ =
1
ρ
∂ξΩ
∂ρ
, θξǫ =
1
ρ
∂ξΩ
∂ε
. (4.20)
Secondly, we have non-unitary terms involving one hydrodynamic and two stochastic fields
L2der,raaint = ikBT 2
(
λ˜ρ
∂T/∂ρ
δρ+
λ˜ǫ
∂T/∂ε
δǫ
)
∂iXta∂iX
t
a
+ ikBTρ
(
θ˜ηρδρ+ θ˜
η
ǫ δǫ
) (
∂iXaj∂
iXja + ∂iXaj∂
jXia
)− 2iTkBη
ρ
(
πi∂jXta + π
j∂iXta
)
∂iXaj
+ ikBTρ
(
θ˜ζρδρ+ θ˜
ζ
ǫ δǫ
)
(∂kX
k
a )
2 − 2ikBT (ζ −
2
dη)
ρ
πk∂kX
t
a∂iX
i
a, (4.21)
with coefficients
θ˜ηρ =
1
Tρ
∂(Tη)
∂ρ
, θ˜ηǫ =
1
Tρ
∂(Tη)
∂ε
, θ˜ζρ =
1
Tρ
∂(Tζ − 2dTη)
∂ρ
, θ˜ζǫ =
1
Tρ
∂(Tζ − 2dTη)
∂ε
,
λ˜ρ =
1
T 2
∂T
∂ρ
∂(T 2κ)
∂ρ
, λ˜ǫ =
1
T 2
∂T
∂ε
∂(T 2κ)
∂ε
. (4.22)
Note that not all the couplings appearing above are independent. In total, there can only be 15
couplings at this order in the parity even sector: pressure p, two thermodynamic first derivatives of p,
and three second derivatives, three dissipative coefficients, and their 2 thermodynamic derivatives
each. In the parity violating sector in d = 3, there are just constants K0 and K2; K1 does not
contribute in the absence of background fields. Most couplings appearing above are related due
to the underlying Galilean symmetry of the effective theory. However, there are certain relations
between unitary and non-unitary parts of the interaction Lagrangian; these can be understood as a
realisation of three-point fluctuation dissipation theorem. If required, we can work out higher point
interactions in a similar manner.
Few comments are in order regarding the validity of the perturbative expansion itself, as we do
not seem to have a small parameter controlling the strength of interactions. Since we are interested in
a low-energy effective theory, we can treat momentum itself as the small parameter for the purposes
of loop counting. In hydrodynamics, due to the presence of the sound mode, we typically take the
frequency to scale as ω ∼ k and T0 ∼ 1. Since the Lagrangian must scale as L ∼ ωkd ∼ kd+1,
eq. (4.9) implies that all the fields δρ, δǫ, πi, ϕa, X
t
a, X
i
a scale as k
d/2. As a consequence, all
the leading derivative three-point couplings in eq. (4.17) are irrelevant by k−d/2 in the RG sense,
while the subleading couplings in eqs. (4.19) and (4.21) are irrelevant by k−d/2−1. Similarly, all
higher derivative and non-linear couplings are further suppressed within the effective theory. Care
should be taken in lower number of dimensions; in d = 2 spatial dimensions the interaction terms in
eq. (4.17) are as important as the dissipative corrections in the free Lagrangian (4.9), while in d = 1
they become more important. The perturbative expansion is still valid in these dimensions, but
the results are qualitatively different; see [23] for an example in the simpler case of energy diffusion
model.
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4.3 Incompressible and diffusion limits
As is evident from our discussion above, the full interacting theory of stochastic hydrodynamics is
quite rich. For practical applications, therefore, it is often convenient to work in certain simplifying
limits. Most popular of these is the incompressible limit where one ignores the density fluctuations
δρ. Inspecting the full non-linear effective action (4.4), we can infer that the field ϕa does not appear
in the interactions at all and merely becomes a Lagrange multiplier for freezing the longitudinal
momentum modes ∂iπ
i = 0. Correspondingly, we also choose ∂iX
i
a = 0. The resulting non-linear
effective action is given as
Lincom = −ǫt∂tXta − ǫi∂iXta + πi∂tXai + τ ij∂iXaj
+ 2ikBTη
(
∂(iXaj) − u(i∂j)Xta
)(
∂(iXj)a − u(i∂j)Xta
)
+ ikBT
2κ∂iX
t
a∂
iXta. (4.23)
We can apply these constraints to the linearised effective action in section 4.2 and obtain
Lincomfree = Xta
(
∂t − κ∂T
∂ε
∂i∂i
)
δǫ+ ikBT
2κ∂iXta∂iX
t
a −Xia
(
∂t − η
ρ
∂k∂k
)
πi + ikBTη ∂iXaj∂
iXja,
Lincomint =
1
ρ
πiπj∂iXaj − αǫδǫ πi∂iXta +
η
ρ2
πi∂iπ
j∂jX
t
a − θηǫ δǫ
(
∂jπi∂
iXja + ∂iπj∂
iXja
)
− 1
2
(
λǫδǫ
2 + λπ~π
2
)
∂k∂kX
t
a − θξǫ ǫijk∂jπk∂iXta +
ikBT
2λ˜ǫ
∂T/∂ε
δǫ ∂iXta∂iX
t
a
+ ikBTρ θ˜
η
ǫ δǫ
(
∂iXaj∂
iXja + ∂iXaj∂
jXia
)− 2iTkBη
ρ
(
πi∂jXta + π
j∂iXta
)
∂iXaj . (4.24)
At the free level, the theory decouples into transverse and longitudinal modes. There is no sound.
We still keep the transverse diffusion mode at D⊥ = η/ρ, but the longitudinal diffusion mode now
shifts to D‖ = κ(∂T/∂ε). Since there is no sound, the counting scheme slightly changes. Frequency
scaling is now controlled by the diffusion modes as ω ∼ k2. The fields still scale as kd/2, but the
leading derivative interactions terms are only irrelevant by k−d/2+1 and the sub-leading interactions
by k−d/2. In d = 2, this causes the leading interaction couplings (first two terms in Lincomint ) to
become marginal. In d = 1, these couplings are actually relevant and the perturbation theory
breaks down.
If we were to ignore the momentum modes altogether by setting πi = Xia = 0, we arrive at the
theory of energy diffusion derived in [23], truncated to three-point couplings19
Ldifffree = Xta
(
∂t − κ∂T
∂ε
∂i∂i
)
δǫ+ ikBT
2κ∂iXta∂iX
t
a,
Ldiffint = −
1
2
λǫδǫ
2∂k∂kX
t
a +
ikBT
2λ˜ǫ
∂T/∂ε
δǫ ∂iXta∂iX
t
a. (4.25)
This theory has also been studied in detail in [4]. We are only left with the longitudinal diffusion
mode at D‖ = κ(∂T/∂ε). This simplified theory also gets rid of the leading-derivative order inter-
action terms that were problematic in lower number of dimensions. However, it does serve as a toy
model to probe the structure of stochastic field theories.
19Our Xta field is related to the ϕa field used in [23] as X
t
a = −ϕa.
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5 | Coupling to Newton-Cartan sources
In the previous section, we presented an EFT for (d + 1)-dimensional Galilean hydrodynamics in
terms of (d+ 2)-dimensional uncharged relativistic null fluids. From an implementation viewpoint,
this language is immensely helpful as our understanding of relativistic symmetries is much more
mature than the Galilean ones. However, it does make the underlying (d + 1)-dimensional physics
more obscure. To remedy this situation, we now present a translation of our results to a manifestly
(d+1)-dimensional language by “gauge-fixing” the auxiliary null direction. We first introduce the NC
backgrounds in section 5.1, seen as a reduction of null backgrounds, along with their coupling to the
constitutive relations of classical Galilean hydrodynamics, mirroring section 2. Later in section 5.2,
we translate the EFT framework for Galilean hydrodynamics to the NC language following our
discussion from section 3. At the end of the day, once the effective action describing our system of
interest has been obtained, the path one takes to arrive at the same is immaterial.
5.1 Classical hydrodynamics with Newton-Cartan sources
Let us rewind back to section 2.2, where we exploited the embedding of (d+1)-dimensional Galilean
transformations into (d+2)-dimensional Poincare algebra to introduce a set of background sources
gmn coupled to the Galilean conserved currents. To this end, we introduced an auxiliary null direction
V m on the background. To recast these results into a manifestly (d + 1)-dimensional language, we
just need to “undo” this embedding by choosing a coordinate system (xm) = (x−, xµ) and partially fix
the (d+2)-dimensional background diffeomorphisms to set V m = δm− [43]. This procedure is formally
known as null reduction and yields the so-called Newton-Cartan (NC) formulation of Galilean field
theories. The price we pay is that the background now contains a non-invertible “spatial” metric, a
torsional spacetime connection, and the Galilean boost symmetry is no longer manifest, making it
slightly more technical to implement on its own. In the following, we shall derive the NC results
via null reduction. An independent review of the coupling of Galilean field theories to NC sources
can be found in [30].
5.1.1 Newton-Cartan structure
With the choice of coordinate decomposition mentioned above, a generic null background metric
gmn, satisfying V
mV ngmn = g−− = 0 and £V gmn = ∂−gmn = 0, can be decomposed as20
gmn(x)dx
mdxn = −2 (dx− −Aν(x)dxν)nµ(x)dxµ + hµν(x)dxµdxν, (5.1)
In this section, the arguments “(x)” denote the dependence only on the coordinates xµ and not on
x−. Here nµ is called the clock-form or the temporal metric, hµν the spatial metric, and Aµ is the
mass gauge field. They make up the complete set of Newton-Cartan sources. One can check that,
in total, these have (d + 1) more components than gmn. To fix this redundancy, we require that
the spatial metric is degenerate, i.e. given a “frame-velocity vector” vµ normalised as vµnµ = 1, we
have vµhµν = 0. This still leaves us with arbitrary redefinitions of v
µ that act as
vµ → vµ + ψµ, hµν → hµν − 2n(µψν) + nµnνψ2, Aµ → Aµ + ψµ −
1
2
nµψ
2, (5.2)
20We use the notations of [30]. In the work of [36–38], the clock-form is equivalently represented by τµ = −nµ. In
the work of [43, 51–54], the mass gauge field has been represented by bµ = Aµ.
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where ψµ is an arbitrary vector satisfying ψµnµ = 0; we have denoted ψµ = hµνψ
ν and ψ2 =
ψµψνhµν . This is known as the Milne-boost symmetry. Much of the complication in the NC
construction stems from trying to make this symmetry manifest in EFTs. Luckily for us, we get
this for free through the null background construction. We can similarly decompose the inverse null
background metric as
gmn(x)∂m ⊗ ∂n = −2vµ(x) (∂µ +Aµ(x)∂−)⊗ ∂−+ hµν(x) (∂µ +Aµ(x)∂−)⊗ (∂ν +Aν(x)∂−) . (5.3)
We have introduced the “inverse spatial metric” hµν , defined via hµνhνρ+v
µnρ = δ
µ
ρ and nµh
µν = 0,
which is invariant under Milne boosts. Note that hµν is not the inverse of hµν . We will denote
hµν = hµλhλν . The NC volume element is defined as ǫ
µνρσ = −ǫ−µνρσ, so that ǫt123 = 1/√γ with
γ = det(hµν + nµnν).
The residual transformations from the (d + 2)-dimensional null background diffeomorphisms
(2.20) are merely the (d+ 1)-dimensional diffeomorphisms and U(1) mass gauge transformations
xµ → x′µ(x), x− → x− − Λ(x). (5.4a)
These act on the background fields as expected
nµ(x)→ n′µ(x′) =
∂xν
∂x′µ
nν(x), hµν(x)→ h′µν(x′) =
∂xρ
∂x′µ
∂xσ
∂x′ν
hρσ(x),
Aµ(x)→ A′µ(x′) =
∂xν
∂x′µ
(Aν(x) + ∂νΛ(x)) , (5.4b)
along with
vµ(x)→ v′µ(x′) = ∂x
′µ
∂xν
vν(x), hµν(x)→ h′µν(x′) = ∂x
′µ
∂xρ
∂x′ν
∂xσ
hρσ(x). (5.4c)
These transformation properties follow directly from eq. (2.21).
The NC connection Γ˜λµν is defined such that the associated covariant derivative operator ∇˜µ
satisfies ∇˜µnν = ∇˜µhνρ = 0. It is not possible to construct such a connection that is simultaneously
invariant under mass gauge transformations and Milne boosts as well. Sacrificing the Milne boosts,
we can write down one such connection21
Γ˜λµν = v
λ∂µnν +
1
2
hλρ (∂µhνρ + ∂νhµρ − ∂ρhµν) + n(µFν)ρhρλ. (5.5)
Here Fµν = 2∂[µAν] is the mass gauge field strength. Notice that the NC connection is torsional:
2Γ˜λ[µν] = v
λFnµν , where F
n
µν = 2∂[µnν] is the temporal torsion. We can also generically introduce
spatial and “mass” torsion, but it is not imposed upon us by the framework (see [54]). It is easy to
see that the connection is not left invariant by Milne boosts (5.2)
Γ˜λµν → Γ˜λµν +
1
2
ψλFnµν − ψ(µFnν)ρhρλ +
1
2
ψ2n(µF
n
ν)ρh
ρλ. (5.6)
The null background Levi-Civita connection Γr
mn
can be decomposed in terms of Γ˜λµν as
Γ−
mn
dxmdxn =
(
hλ(ν∇˜µ)vλ − ∇˜(µAν)
)
dxµdxν − (dx− −Aνdxν) (vρ − hρλAλ)Fnρµdxµ,
Γλ
mn
dxmdxn = Γ˜λ(µν)dx
µdxν +
(
dx− −Aνdxν
)
hλρFnρµdx
µ. (5.7)
21It is known that this connection is not unique; see [30] for a detailed discussion.
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Note that hνλ∇˜µvλ = 12Fµν − vρ
(
n(µFν)ρ + ∂(µhν)ρ − 12∂ρhµν
)
and ∇˜λhµν = −2n(µhν)ρ∇˜λvρ. Also
that Γm
mν = Γ˜
µ
µν + Fnνµv
µ = 1√γ∂ν
√
γ. These identities are helpful in the explicit derivations below.
To revert back to a flat background, we just need to set nµ = δ
t
µ, v
µ = δµt , Aµ = 0, hµν = δµiδ
i
ν ,
and hµν = δµiδνi . This also sets the connection Γ˜
λ
µν = 0, along with Fµν = F
n
µν = 0.
5.1.2 Coupling to Galilean field theories
We can reduce the null conservation equations (2.18) to obtain the covariant version of the Galilean
conservation equations in the NC language. To this end, we introduce the covariant mass current ρµ,
energy current ǫµ, and spatial stress tensor τµν in terms of the higher dimensional energy-momentum
tensor Tmn as
ρµ = T µνnν , ǫ
µ = T µ− − T µρAρ, τµν = hµρhνσT ρσ. (5.8)
Note that τµν = τνµ and τµνnν = 0. It is also convenient to define the momentum density
πµ = hµνρν that is equal to the mass flux. These definitions are chosen so that they are invariant
under mass gauge transformations, however, ǫµ and τµν are consequently not boost-invariant. This
is what one would physically expect, because the notion of energy and momentum depends on the
choice of the Galilean observer. The conservation equations (2.18) then become
Energy conservation:
(
∇˜µ + Fnµλvλ
)
ǫµ = vνFnνµǫ
µ −
(
vµπλ + τµλ
)
hλν∇˜µvν ,
Momentum conservation:
(
∇˜µ + Fnµλvλ
)
(vµπν + τµν) = −hνλFnλµǫµ − ρµ∇˜µvν ,
Continuity equation:
(
∇˜µ + Fnµλvλ
)
ρµ = 0. (5.9)
These are the covariant version of the Galilean conservation equations (2.2). Aside from the torsional
contributions coupled to Fnµν , the energy and momentum conservation is sourced by the “pseudo-
power” and “pseudo-force” contributions coupled to the derivatives of frame velocity.
Given some action S describing a Galilean field theory, the coupling between various currents
and sources takes the form following from eq. (2.23)22
δS =
∫
dd+1x
√
γ
(
ρµδAµ − ǫµδnµ +
(
vµπν +
1
2
τµν
)
δhµν
)
. (5.10)
Conservation equations (5.9) follow from requiring the action to be invariant under the Galilean
transformations (5.4). On the other hand, invariance under Milne boosts (5.2) leads to the identity
between momentum density and mass flux πµ = hµνρν . The retarded two-point functions of various
22These can also be stated in the form advocated in [30]. Note that vµδhµν = −δhµνδv
µ and δhµν = −hµρhνσδh
ρσ,
which recasts the integrand into ρµδAµ − ǫ
µδnµ − πµδv
µ − 1
2
τµνδh
µν , where πµ = hµνπ
ν and τµν = hµρhνστ
ρσ.
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quantities follow from the reduction of eq. (2.24). Up to contact terms, we find
GRρµρν =
1√
γ
δ(
√
γ ρµ)
δAν
, GRǫµǫν = −
1√
γ
δ(
√
γ ǫµ)
δnν
, GRτµντρσ = h
µ
λh
ν
τh
ρ
αh
σ
β
2√
γ
δ(
√
γ τλτ )
δhαβ
,
GRρµǫν = −
1√
γ
δ(
√
γ ρµ)
δnν
, GRǫµρν =
1√
γ
δ(
√
γ ǫµ)
δAν
,
GRτµνρλ = h
µ
ρh
ν
σ
2√
γ
δ(
√
γ ρλ)
δhρσ
, GRρλτµν = h
µ
ρh
ν
σ
1√
γ
δ(
√
γ τρσ)
δAλ
,
GRτµν ǫλ = h
µ
ρh
ν
σ
2√
γ
δ(
√
γ ǫλ)
δhρσ
, GRǫλτµν = −hµρhνσ
1√
γ
δ(
√
γ τρσ)
δnλ
. (5.11)
The factors of hµν project out the appropriate spatial components for the spatial stress tensor τµν
on the left hand side.
Let us say that we are provided with a “lab frame” characterised by the time coordinate t. We
can use this to fix the Milne boost symmetry (5.2) exactly by choosing the Galilean frame velocity
to be vµ ∝ δµt . The background sources then become
Aµdx
µ = Atdt+Aidx
i, nµdx
µ = ntdt+ nidx
i, hµνdx
µdxν = hijdx
idxj,
vµ∂µ =
1
nt
∂t, h
µν∂µ ⊗ ∂ν = h
ijninj
n2t
∂t ⊗ ∂t − 2h
ijnj
nt
∂t ⊗ ∂i + hij∂i ⊗ ∂j ,
hµνdx
ν∂µ = −ni
nt
dxi∂t + δ
j
i dx
i∂j , γ = n
2
th. (5.12)
Here hij is the inverse of hij and h = dethij . The action variation (5.10) takes a more natural form
δS =
∫
dd+1xnt
√
h
(
ρtδAt + ρ
iδAi − ǫtδnt − ǫiδni + 1
2
τ ijδhij
)
, (5.13)
with hij sourcing the stress tensor. The response functions follow accordingly from eq. (5.11).
5.1.3 Hydrodynamics on curved spacetime
We can use the generic discussion above to reduce the constitutive relations of Galilean hydrody-
namics to the NC language. We decompose the null fluid velocity as um∂m = u
−∂− + uµ∂µ. The
normalisation conditions (2.27) imply that uµnµ = 1 and u
− = 12~u
2 + uµAµ, where ~u
2 = uµuνhµν .
Here uµ is understood as the covariant velocity of the Galilean fluid. We can further define the spa-
tial part of the fluid velocity as ~uµ = hµνuν = uµ − vµ with ~uµ = hµνuν . The null fluid constitutive
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relations and entropy current from (2.25) can be reduced to obtain the respective NC versions23
ρµ = ρ uµ, ǫµ =
(
ε+
1
2
ρ ~u2
)
uµ + qµ + tµν~uν , τ
µν = (ρ ~uµ~uν + tµν) ,
sµ = s uµ +
1
T
qµ +Υµ. (5.15a)
The comoving heat flux qµ and stress tensor tµν satisfy qµnµ = t
µνnν = 0 and t
µν = tνµ, while the
non-canonical entropy current Υµ is un-normalised. Up to one-derivative order, these are given by
the reduction of eq. (2.29) leading to
tµν = p hµν − η σµν − ζ hµν
(
∇˜λ + Fnλρvρ
)
uλ,
qµ = −κhµν (∂νT + TFnνρuρ)− 12λΩǫµνρσnνΩρσ + 12λHǫµνρσnνFnρσ ,
Υµ = − a2
2T
ǫµνρσnνΩρσ +
a1
4T
ǫµνρσnνF
n
ρσ
+
a0
2T
ǫµνρσ
(
~uν +Aν − 1
2
~u2nν
)
∂ρ
(
~uσ +Aσ − 1
2
~u2nσ
)
, (5.15b)
where the fluid shear and vorticity tensors are given as
σµν = 2
(
hρ(µh
ν)
λ −
1
d
hµνhρλ
)(
∇˜ρuλ + uλFnρσuσ
)
,
Ωµν = h
ρ
µh
σ
ν
(
2∂[ρ~uσ] + Fρσ −
1
2
~u2Fnρσ
)
. (5.16)
All the coefficients appearing here are functions of T and µ. The thermodynamic coefficients p, ε, ρ,
and s satisfy the relations (2.12), the dissipative transport coefficients η, ζ, and κ are required to be
positive semi-definite, while the adiabatic transport coefficients λΩ, λH , a0, a1, and a2 are given in
terms of three arbitrary constants K0, K1, K2 according to eq. (2.30). The hydrodynamic equations
of motion in the Newton-Cartan language are given by substituting the constitutive relations into
eq. (5.9). These constitutive relations satisfy the second law of thermodynamics(
∇˜µ + nµλvλ
)
sµ ≥ 0, (5.17)
on the solutions of the equations of motion.
As discussed in section 2.3, the constitutive relations specified above are written in the “mass
frame”. One can arbitrarily depart from this choice of frame, however, by redefining uµ, T , and µ
23Here ǫµ and τµν are defined in an arbitrary Galilean frame of reference characterised by vµ. In hydrodynamics,
we can explicitly fix the Milne boost symmetry by choosing vµ = uµ or ~uµ = 0. This is equivalent to working in the
local rest frame of the fluid. We can always return to an arbitrary frame by performing an inverse Milne boost with
ψµ = −~uµ. However, with this choice, the flat background limit is slightly non-trivial
nµdx
µ|flat = dt, hµνdx
µdxν|flat = ~u
2dt2 − 2uidx
idt+ δijdx
idxj , hµν∂µ ⊗ ∂ν = δ
ij∂i ⊗ ∂j ,
Aµdx
µ|flat = −
1
2
~u2dt+ uidx
i, Γ˜λµν |flat = 0. (5.14)
Since the energy and momentum defined in fluid’s rest frame are not individually conserved, we have chosen to instead
work in an arbitrary lab frame of reference in the main text.
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according to eq. (2.31). For instance, the thermodynamic mass frame is arrived at by keeping the
definitions of T and µ intact, but redefining the fluid velocity according to
uµ → uµ − a0
ρ
ǫµνρσnνΩρσ +
a2
2ρ
ǫµνρσnνF
n
ρσ . (5.18)
The transformed set of constitutive relations are given by the reduction of eqs. (2.32) and (2.36)
ρµ = ρ uµ + jµ, ǫµ =
(
ε+
1
2
ρ ~u2 + jν~uν
)
uµ + qµ + tµν~uν +
1
2
~u2jµ,
τµν = ρ ~uµ~uν + tµν + 2u¯(µjν), sµ = s uµ − µ
T
jµ +
1
T
qµ +Υµ, (5.19a)
where
tµν = p hµν − η σµν − ζ hµν
(
∇˜λ + Fnλρvρ
)
uλ,
jµ = −a0
2
ǫµνρσnνΩρσ +
a2
2
ǫµνρσnνF
n
ρσ,
qµ = −κhµν (∂νT + TFnνρuρ)− a22 ǫµνρσnνΩρσ + a12 ǫµνρσnνFnρσ ,
Υµ = − a2
2T
ǫµνρσnνΩρσ +
a1
4T
ǫµνρσnνF
n
ρσ
+
a0
2T
ǫµνρσ
(
~uν +Aν − 1
2
~u2nν
)
∂ρ
(
~uσ +Aσ − 1
2
~u2nσ
)
. (5.19b)
In this frame, the constitutive relations can be checked to satisfy the adiabaticity equation obtained
by reducing eq. (2.41)(
∇˜µ + nµλvλ
)
Nµ = ρµδBAµ − ǫµδBnµ +
(
vµpν +
1
2
τµν
)
δBhµν +∆, ∆ ≥ 0, (5.20)
with the free energy current
kBTN
µ = Tsµ + ρµ(µ− 12~u2)− ǫµ + (vµπν + τµν)u¯ν = p uµ + TΥµ. (5.21)
The operator δB above combines a Lie derivative along β
µ = uµ/(kBT ), denoted by £β, and a gauge
shift along Λβ = −β− = (µ− 12u2 −Aµuµ)/(kBT ). Explicitly
δBnµ = £βnµ = −
(
1
kBT 2
∂µT + F
n
µνβ
ν
)
, δBhµν = £βhµν = 2
(
hλ(µ∇˜ν)βλ − n(µhν)ρβλ∇˜λvρ
)
,
δBAµ = £βAµ + ∂µΛβ = ∂µ
(
µ− 12~u2
kBT
)
− Fµνβν . (5.22)
The discussion of discrete symmetries is precisely the same as section 2.4. Requiring the underly-
ing microscopic theory to be invariant under Θ = T symmetry does not lead to any new constraints
on the constitutive relations, while Θ = PT switches off the entire parity-violating sector. See ta-
ble 1 for the action of discrete symmetries on various fields. These constraints follow from requiring
the associated equilibrium partition function to respect Θ [51]. Note that the constitutive relations
themselves will not, in general, respect any kind of time reversal symmetry due to dissipation. The
effective field theory framework deals with these discrete symmetries more carefully.
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5.2 Schwinger-Keldysh effective field theory
We can extend the null reduction philosophy above to the EFT as well. Compared to our discussion
in section 3, we need to pick a coordinate system (σa) = (σ−, σα) on the fluid worldvolume such
that Va(σ) = δa−, and identify the reference mass chemical shift field Λβ(σ) = −β−(σ). Similarly
on the SK spacetimes we set V ms (Xs) = δ
m− and identify the auxiliary coordinate field with the U(1)
mass phase ϕs(s) via X
−
s (σ) = σ
− − ϕs(σ). This follows through to the physical spacetime with
the choice of average coordinate basis (xm) = (x−, xµ) such that V µ(x) = δµ−; we can identify the
thermal shift field Λβ(x) = −β−(x). The details will follow.
5.2.1 Effective field theory on fluid worldvolume
We start with a (d+1)-dimensional “fluid worldvolume” with coordinates σα, interpreted as a set of
internal spacetime labels associated with each “fluid element”. On this spacetime lives the dynamical
fields of the theory: Xµs (σ) and ϕs(σ) (= σ
− −X−s (σ)) with s = 1, 2, which should be understood
as the SK double copies of spacetime coordinates and U(1) mass phases, respectively, of a given
fluid element. Decomposing Xµ1,2 = X
µ
r ±~/2Xµa and ϕ1,2 = ϕr±~/2ϕa, the average combinations
Xµr (σ) and ϕr(σ) (= σ
− −X−r (σ)) are understood as the true physical spacetime coordinates and
U(1) phase of the fluid elements, while Xµa (σ) and ϕa(σ) (= −X−a (σ)) as the associated stochastic
noise. The worldvolume also features a fixed thermal time vector field βα(σ) and a mass chemical
shift field Λβ(σ) (= −β−(σ)), which determine the global rest frame and reference chemical potential
associated with the global thermal state.
The EFT for Galilean hydrodynamics must be invariant under global Galilean transformations
of the coordinates Xµs (σ) and global U(1) shifts of the phases ϕs(σ), acting independently on the
two SK spacetimes. To probe the associated Noether currents, we can introduce double copies of
NC sources similar to eq. (5.1): clock forms nsµ(Xs), spatial metrics hsµν(Xs), and mass gauge
fields Asµ(Xs). We can also introduce the inverse spatial metrics h
µν
s (Xs) and frame velocities
vµs (Xs) associated with these sources using the normalisation conditions v
µ
s nsµ = 1, hsµνv
ν
s = 0,
hµνs nsν = 0, and hsµνh
νρ
s + nsµv
ρ
s = δ
ρ
µ. These sources have a Milne redundancy (5.2) among
them, acting independently on the two copies. With the background sources in place, the system
is required to be invariant under local SK spacetime diffeomorphisms and gauge transformations
(following from eq. (3.1))
Xµs (σ)→ X ′µs (Xs(σ)), ϕs(σ)→ ϕs(σ)− Λs(Xs(σ)), (5.23)
which act on the background sources as usual according to eq. (5.4). To make the symmetries
(5.23) manifest, we can perform a pullback onto the fluid worldvolume, along with a mass gauge
transformation for the gauge fields, to obtain
nsα(σ) = nsµ(Xs(σ)) ∂αX
µ
s (σ), hsαβ(σ) = hsµν(Xs(σ)) ∂αX
µ
s (σ)∂βX
ν
s (σ),
Asα(σ) = Asµ(Xs(σ)) ∂αX
µ
s (σ) + ∂αϕs(σ), (5.24)
and similarly for the inverse spatial metrics and the frame velocities. However, these quantities still
transform under the Milne boosts as
hsαβ(σ)→ hsαβ(σ)− 2n(α(σ)ψsβ)(σ) + nsα(σ)nsβ(σ)ψ2s(σ),
Asα(σ)→ Asα(σ) + ψsα(σ)− 1
2
nsα(σ)ψ
2
s (σ), (5.25)
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where ψsα = hsαβψ
β
s and ψ2s = hsαβψ
α
s ψ
β
s for some vectors ψαs satisfying ψ
α
s nsα = 0.
The internal labelling scheme for fluid elements, i.e. the coordinates σα on the worldvolume,
can be arbitrarily redefined without changing any physics. Similarly, the U(1) phases ϕs(σ) can be
arbitrarily shifted among the fluid elements. This leads to a local invariance of the theory under
diffeomorphisms and U(1) gauge transformations on the fluid worldvolume (following from eq. (3.4))
σα → σ′α(σ), ϕs(σ)→ ϕs(σ) + λ(σ). (5.26a)
Note that the two phases are required to shift simultaneously. These transformations act naturally
on all the fluid worldvolume objects
nsα(σ)→ n′sα(σ′) =
∂σβ
∂σ′α
nsβ(σ), hsαβ(σ)→ h′sαβ(σ′) =
∂σγ
∂σ′α
∂σδ
∂σ′β
hsγδ(σ),
Asα(σ)→ A′sα(σ′) =
∂σβ
∂σ′α
(Asβ(σ) + ∂βλ(σ)) ,
βα(σ)→ β′α(σ′) = ∂σ
′α(σ)
∂σβ
ββ(σ), Λβ(σ)→ Λ′β(σ′) = Λβ(σ)− βα(σ)∂αλ(σ), (5.26b)
which can be implemented using the usual techniques. Note that the difference combination of the
pullback of mass gauge fields Aaα = (A1α − A2α)/~ is gauge invariant, while the dependence on the
average combination Arα = (A1α + A2α)/2 must only come via the “time-component” β
αArα + Λβ
or the associated field strength 2∂[αArβ]. We can partially fix this symmetries (5.26) to choose
a basis σα = (τ, σi) and explicitly set βα = β0δ
α
τ and Λβ = β0µ0, where β0 = (kBT0)
−1 is the
constant inverse temperature and µ0 the chemical potential of the global thermal state. The residual
symmetry transformations are then the arbitrary spatial relabelling of fluid elements σi → σ′i(~σ),
spatial redefinitions of the local time coordinate τ → τ + f(~σ), and that of the U(1) phase fields
ϕs → ϕs+λ(~σ). Note that the arbitrary redefinitions are not allowed to depend on τ itself, because
the labelling scheme chosen at one point in time cannot be arbitrarily changed as the fluid evolves.
If the fluid has some of its spacetime or U(1) symmetries spontaneously broken, as in superfluids or
crystals, the symmetries (5.26) will need to be respectively lifted.
The SK effective action for Galilean hydrodynamics takes the schematic form
S[n1,h1,A1,n2,h2,A2;β,Λβ] =
∫
dd+1σ
√
γr L[n1,h1,A1,n2,h2,A2;β,Λβ]. (5.27)
Here γr = det(nrαnrβ+hrαβ) with nrα = (n1α+n1α)/2 and hrαβ = (h1αβ+h1αβ)/2. The Lagrangian
L is a gauge and Milne-invariant scalar on the worldvolume with appropriate contraction of α, β, . . .
indices. The Milne invariance is hard to implement within the NC language. In practise, it is much
easier to start from the null background effective action (3.5) and identify
gsab(σ)dσ
adσb = −2
(
dσ− − Asβ(σ)dσβ
)
nsα(σ)dσ
α + hsαβ(σ)dσ
αdσβ,
Va(σ)∂a = ∂−, βa(σ)∂a = βα(σ)∂α − Λβ(σ)∂−. (5.28)
We can define the SK double copies of Galilean currents by varying the effective action with respect
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to various sources (according to eq. (3.6)), leading to
ρµ1 (X1) =
~√
γ1(X1)
δS
δA1µ(X1)
, ρµ2 (X2) =
−~√
γ2(X2)
δS
δA2µ(X2)
,
ǫµ1 (X1) =
−~√
γ1(X1)
δS
δn1ν(X1)
, ǫµ2 (X2) =
~√
γ2(X2)
δS
δn2ν(X2)
,
τµν1 (X1) =
2~hν1ρ(X1)h
µ
1σ(X1)√
γ1(X1)
δS
δh1ρσ(X1)
, τµν2 (X2) =
−2~hν2ρ(X2)hµ2σ(x2)√
γ2(X2)
δS
δh2ρσ(X2)
, (5.29)
with γs = det(nsµnsν+hsµν). The relative signs between the two copies of the operators arises from
the respective second copies being inserted on the time-reversed part of the SK contour. We have
taken S to be unitless, leading to the additional factors of ~ in these formulae. Classical equations
of motion for the dynamical fields Xµs and ϕs imply that these operators satisfy the conservation
equations (5.9) independently on the two SK spacetimes.
5.2.2 Effective field theory on physical spacetime
We can translate the above fluid worldvolume framework into a more useful physical spacetime
language. The idea is that we can use the average coordinates xµ = Xµr (σ) as coordinates on the
physical NC spacetime. Inverting this map, we can express the spacetime labels as dynamical fields
on the physical spacetime σα = σα(x). Accordingly, pushforward the remaining dynamical fields
leads to the physical U(1) phase ϕr(x) = ϕr(σ(x)) and the stochastic noise fields X
µ
a (x) = X
µ
a (σ(x))
and ϕa(x) = ϕa(σ(x)).
Let us decompose the fluid worldvolume invariants (5.24) into average and difference combina-
tions n1,2α = nrα±~/2naα, h1,2αβ = hrαβ±~/2haαβ , and A1,2α = Arα±~/2Aaα. It should be noted
that while h1,2αβ are degenerate, their linear combinations haαβ are not generically degenerate. We
can define the pullbacks onto the physical spacetime using σα(x) and ϕr(x) (similar to eq. (3.8))
as24
Nrµ(x) = nrα(σ(x)) ∂µσ
α(x) = nrµ(x) +O(~),
Hrµν(x) = hrαβ(σ(x)) ∂µσ
α(x)∂νσ
β(x) = hrµν(x) +O(~),
Brµ(x) = Arα(σ(x)) ∂µσ
α(x)− ∂µϕr(x) = Arµ(x) +O(~),
Naµ(x) = naα(σ(x)) ∂µσ
α(x) = naµ(x) +£Xanrµ(x) +O(~),
Haµν(x) = haαβ(σ(x)) ∂µσ
α(x)∂νσ
β(x) = haµν(x) +£Xahrµν +O(~),
Baµ(x) = Aaα(σ(x)) ∂µσ
α(x) = Aaµ(x) + ∂µϕa(x) +£XaArµ(x) +O(~). (5.30)
Here £Xa denotes a Lie derivative along X
µ
a (x). These quantities are invariant under the fluid
worldvolume symmetries (5.26), however they transform quite non-trivially under Milne boosts
(5.25). Note that Arα is the only worldvolume quantity that transforms under the fluid worldvol-
ume gauge transformations and hence is subjected to a gauge shift during the pullback.25 In the
24Please don’t confuse the clock-form pullbacks Nr,a µ with the classical free energy current N
µ.
25During the relativistic discussion in [21], the authors chose to not to apply a gauge shift in the definition of
Brµ. This does not make any practical difference except that the resultant Brµ would transform under the fluid
worldvolume gauge transformations and invariant under the physical spacetime ones. Also, in the statistical limit, it
behaves as Brµ → Arµ + ∂µϕr +O(~).
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second equalities, we have decomposed the respective background fields into average and difference
combinations according to n1,2µ = nrµ±~/2naµ, h1,2µν = hrµν±~/2haµν , and A1,2µ = Arµ±~/2Aaµ,
and expanded the expressions up to leading order in ~.26 We can identify the average background
fields with the classical single-copy NC background fields introduced in section 5.1. Since the SK
background frame velocities vµ1,2(x) are in our hand, we can always choose these to be parallel to
each other, i.e.
vµ1,2(x) =
vµ(x)
vµ(x)n1,2µ(x)
, vµ(x) ≡ v
µ
1 (x)
vν1 (x)nrµ(x)
=
vµ2 (x)
vν2 (x)nrµ(x)
. (5.31)
Note that vµnrµ = 1. This ensures that hr,aµν are degenerate and satisfy v
µhr,aµν = 0, and fixes
the “off-diagonal” part of the Milne redundancy. Note that the objects Hr,aµν for finite ~ are still
not guaranteed to be degenerate. The average inverse spatial metric hµνr can be defined in the usual
manner via hµνr nrν = 0 and h
µλ
r hrλν + v
µnrν = δ
µ
ν .27
We can similarly obtain the “hydrodynamic fields” βµ(x) and Λβ(x) (= −β−(x)) by pushforward
of βα(σ) and Λβ(σ) respectively (according to eq. (3.10))
βµ(x) = βα(σ(x))∂αX
µ
r (σ(x)), Λβ(x) = Λβ(σ(x)) + β
α(σ(x))∂αϕr(σ(x)). (5.32)
If we were to choose βα(σ) = β0δ
α
τ and Λβ = β0µ0, these definitions merely become β
µ = β0∂τX
µ
r
and Λβ = β0(µ0 + ∂τϕr). The conventional Newton-Cartan hydrodynamic fields: fluid velocity
uµ(x) (normalised as uµNrµ = 1), local temperature T (x), and mass chemical potential µ(x) are
defined as (see eq. (3.11))
kBT (x) =
1
βµ(x)Nrµ(x)
, uµ(x) =
βµ(x)
βλ(x)Nrλ(x)
,
µ(x) =
βµ(x)Brµ(x) + Λβ(x)
βλ(x)Nrλ(x)
+
1
2
βµ(x)βν(x)
(βλ(x)Nrλ(x))2
Hrµν(x) +
~
2
4
βµ(x)βν(x)NaµBaν
(βλ(x)Nrλ(x))2
. (5.33)
Note that in the statistical limit (~→ 0), all the dependence on the non-stochastic dynamical fields
σα(x) and ϕr(x) in the physical spacetime formulation comes only via the hydrodynamic fields.
This justifies the validity of the choice of degrees of freedom in classical hydrodynamics.
In the physical spacetime representation, all the fluid worldvolume symmetries of the effective
theory are explicitly realised. As a payoff, however, we need to implement the “average”28 part of
the SK spacetime symmetries (5.23) translated onto the physical spacetime through the maps σ(x)
and ϕr(x), i.e.
xµ → x′µ(x), ϕr(x)→ ϕr(x)− Λ(x). (5.34a)
26See footnote 13.
27The “1/2” inverse spatial metrics are non-trivially related as hµν1,2 = h
µν
r ∓ ~/2 h
µρ
r h
νσ
r haρσ∓ ~ v
(µh
ν)ρ
r naρ+O(~
2).
Similarly h1,2
µ
ν = h
µ
rν − ~/2 v
µhλrνnaλ +O(~
2).
28Explicitly in terms of eq. (5.23), one finds
x′µ(x) =
1
2
(
X ′µ1 (x+ ~/2Xa(x)) +X
′µ
2 (x− ~/2Xa(x))
)
=
1
2
(
X ′µ1 (x) +X
′µ
2 (x)
)
+O(~),
Λ(x) =
1
2
(Λ1(x+ ~/2Xa(x)) + Λ2(x− ~/2Xa(x))) =
1
2
(Λ1(x) + Λ2(x)) +O(~).
In the statistical limit, they turn into the average combinations of the SK spacetime transformations.
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Various fields transform under these as usual
Nrµ(x)→ N ′rµ(x′) =
∂xν
∂x′µ
Nrν(x), Naµν(x)→ N ′aµν(x′) =
∂xν
∂x′µ
Naν(x),
Hrµν(x)→ H ′rµν(x′) =
∂xρ
∂x′µ
∂xσ
∂x′ν
Hrρσ(x), Haµν(x)→ H ′aµν(x′) =
∂xρ
∂x′µ
∂xσ
∂x′ν
Haρσ(x),
Brµ(x)→ B′rµ(x′) =
∂xν
∂x′µ
(Brν(x) + ∂νΛ(x)) , Baµ(x)→ B′aµ(x′) =
∂xν
∂x′µ
Baν(x),
βµ(x)→ β′µ(x′) = ∂x
′µ(σ)
∂xν
βν(x), Λβ(x)→ Λ′β(x′) = Λβ(x)− βµ(x)∂µΛ(x). (5.34b)
Note that the chemical potential µ(x) defined through eq. (5.33) is gauge invariant.
The hydrodynamic effective action (5.27) can also be translated to the physical spacetime lan-
guage leading to
S[Nr,Hr, Br, Na,Ha, Ba;β,Λβ ] =
∫
dd+1x
√
γr L[Nr,Hr, Br, Na,Ha, Ba;β,Λβ ], (5.35)
with γr = det(nrµnrν+hrµν). The action is manifestly invariant under all the worldvolume and phys-
ical spacetime symmetries, with the exception of Milne invariance. The latter can be implemented
in practise by starting from the null background effective action (3.13) with the identification
Grmn(x)dx
mdxn = −2 (dx− −Brν(x)dxν)Nrµ(x)dxµ + (Hrµν(x) + ~2
2
Na(µ(x)Baν)(x)
)
dxµdxν ,
Gamn(x)dx
mdxn = −2 (dx− −Brν(x)dxν)Naµ(x)dxµ + (Haµν(x) + 2Nr(µ(x)Baν)(x)) dxµdxν ,
V m(x)∂m = ∂−, βm(x)∂m = βµ(x)∂µ − Λβ(x)∂−. (5.36)
We can use eq. (5.29) to define “r/a” basis of various Galilean observables. We obtain the physical
mass current, energy current, and stress tensor by varying with respect to “a” sources
ρµr (x) =
1/~√
γr(x)
δS
δAaµ(x)
=
1/2√
γr(x)
(√
γ1(x) ρ
µ
1 (x) +
√
γ2(x) ρ
µ
2 (x)
)
,
ǫµr (x) =
−1/~√
γr(x)
δS
δnaµ(x)
=
1/2√
γr(x)
(√
γ1(x) ǫ
µ
1 (x) +
√
γ2(x) ǫ
µ
2 (x)
)
,
τµνr (x) =
2/~hµrρhνrσ√
γr(x)
δS
δhaρσ(x)
=
1/2hµrρhνrσ√
γr(x)
(√
γ1(x) τ
ρσ
1 (x) +
√
γ2(x) τ
ρσ
2 (x)
)
+O(~). (5.37a)
while the associated stochastic noise is obtained by varying with respect to “r” sources
ρµa(x) =
1/~√
γr(x)
δS
δArµ(x)
=
1/~√
γr(x)
(√
γ1(x) ρ
µ
1 (x)−
√
γ2(x) ρ
µ
2 (x)
)
,
ǫµa(x) =
−1/~√
γr(x)
δS
δnrµ(x)
=
1/~√
γr(x)
(√
γ1(x) ǫ
µ
1 (x)−
√
γ2(x) ǫ
µ
2 (x)
)
,
τµνa (x) =
2/~hµrρhνrσ√
γr(x)
δS
δhrρσ(x)
=
1/~hµrρhνrσ√
γr(x)
(√
γ1(x) τ
ρσ
1 (x)−
√
γ2(x) τ
ρσ
2 (x)
)
+O(~). (5.37b)
These can also be derived directly via null reduction of eq. (3.14). While both set of quantities
satisfy conservation equations in flat spacetime, they are not individually conserved in the presence
of background sources. The physical operators are, however, conserved in small ~ limit. Note that
we have only simplified expressions for stress tensor τµνr and respective noise τ
µν
a within in small ~
expansion; expressions for finite ~ are quite involved.
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5.2.3 Schwinger-Keldysh constraints and explicit effective action
The SK generating functional for Galilean hydrodynamics can be defined same as eq. (3.15) in the
worldvolume formulation or eq. (3.16) in the physical spacetime formulation. Out-of-equilibrium
ordered correlations functions (retarded, advanced, symmetric etc.) can be obtained by varying the
generating functional with respect to “r/a” combinations of background sources similar to eq. (3.17).
The generating functional must obey the SK constraints given in eq. (3.19), with the map between
the NC and higher-dimensional sources given in eq. (5.1). Within the effective field theory, these
constraints are implemented by requiring the effective action to obey eq. (3.21) in the worldvolume
formulation or eq. (3.25) in the physical spacetime formulation; note the maps eq. (5.28) and
eq. (5.36) between the NC and null background ingredients.
For reference, we note the KMS conjugation properties of various NC objects. These are similar
to the ones proposed for the relativistic case in [12]. Firstly, the background sources transform as
n˜1µ(x) = Θn1µ(x), n˜2µ(x) = Θn2µ(t+ i~β0, ~x),
h˜1µν(x) = Θh1µν(x), h˜2µν(x) = Θh2µν(t+ i~β0, ~x),
A˜1µ(x) = ΘA1µ(x), A˜2µ(x) = ΘA2µ(t+ i~β0, ~x). (5.38)
This leads to their average and difference combinations transforming in the statistical limit as
n˜rµ(x) = Θnrµ(x) +O(~), n˜aµ(x) = Θnaµ(x) + iβ0Θ∂tnrµ(x) +O(~),
h˜rµν(x) = Θhrµν(x) +O(~), h˜aµν(x) = Θhaµν(x) + iβ0Θ∂thrµν(x) +O(~),
A˜rµ(x) = ΘArµ(x) +O(~), A˜aµν(x) = ΘAaµ(x) + iβ0Θ∂tArµ(x) +O(~). (5.39)
For the fluid worldvolume quantities we find29
X˜µ1 (σ) = ΘX
µ
1 (σ), X˜
µ
2 (σ) = ΘX
µ
2 (σ + i~Θβ(σ)) − i~β0δµt ,
ϕ˜1(σ) = Θϕ1(σ), ϕ˜2(σ) = Θϕ2(σ + i~Θβ(σ)) + i~ΘΛβ(σ),
β˜α(σ) = Θβα(σ), Λ˜β(σ) = ΘΛβ(σ),
n˜1α(σ) = Θh1α(σ), n˜2α(σ) = ∂α
(
σβ + i~Θββ(σ)
)
Θn2β(σ + i~Θβ(σ)),
h˜1αβ(σ) = Θh1αβ(σ), h˜2αβ(σ) = ∂α
(
σγ + i~Θβγ(σ)
)
∂β
(
σδ + i~Θβδ(σ)
)
Θh2γδ(σ + i~Θβ(σ)),
A˜1α(σ) = ΘA1α(σ), A˜2α(σ) = ∂α
(
σβ + i~Θββ(σ)
)
ΘA2β(σ + i~Θβ(σ)) − i~Θ∂αΛβ(σ). (5.40)
The argument (σ + i~Θβ(σ)) should be understood as a vector, i.e. σα + i~Θβα(σ). The KMS
conjugation in the “1” sector is merely a Θ-conjugation, while in the “2” sector it is given by a
Θ-conjugation followed by a diffeomorphism along i~Θβα(σ) and a gauge shift along i~ΘΛβ(σ).
29If we were to fix βα(σ) = β0δ
α
τ and Λβ(σ) = β0µ0, the transformations in the “2” sector will merely become
X˜µ2 (σ) = ΘX
µ
2 (τ + i~β0, ~σ)− i~β0δ
µ
t , ϕ˜2(σ) = Θϕ2(τ + i~β0, ~σ) + i~β0µ0,
n˜2α(σ) = Θn2α(τ + i~β0, ~σ), h˜2αβ(σ) = Θh2αβ(τ + i~β0, ~σ), A˜2α(σ) = ΘA2α(τ + i~β0, ~σ),
similar to the ones proposed in [21] (up to a constant shift of phase).
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On the physical spacetime we find (in the statistical limit)
σ˜α(x) = Θσα(x), X˜µa (x) = ΘX
µ
a (x)− iΘβµ(x) + iβ0δµt +O(~),
ϕ˜r(x) = Θϕr(x), ϕ˜a(x) = Θϕa(x)− iΘΛβ(x) +O(~),
β˜µ(x) = Θβµ(x) +O(~), Λ˜β(x) = ΘΛβ(x) +O(~),
N˜rµ(x) = ΘNrµ(x) +O(~), N˜aµ(x) = ΘNaµ(x) + iΘδBNrµ(x) +O(~),
H˜rµν(x) = ΘHrµν(x) +O(~), H˜aµν(x) = ΘHaµν(x) + iΘδBHrµν(x) +O(~),
B˜rµ(x) = ΘBrµ(x) +O(~), B˜aµν(x) = ΘBaµ(x) + iΘδBBrµ(x) +O(~). (5.41)
The operator δB combines a Lie derivative along β
µ and a gauge transformation along Λβ, i.e.
δBNrµ = £βNrµ, δBHrµν = £βHrµν , and δBBrµ = £βBrµ + ∂µΛβ.
In the statistical limit, the KMS transformation acts on the building blocks of the effective action
simply as B→ ΘB, Φr → ΘΦr, and Φa → ΘΦa+ iΘδBΦr for the hydrodynamic fields B = (βµ,Λβ)
and the invariants Φr,a = (Nr,aµ, 1/2Hr,aµν , Br,aµ). The construction of the explicit effective action
allowed by the KMS constraints follows similar to section 3.4 with a trivial substitution of 1/2Gr,a →
Φr,a and £β → δB. In particular, the most general effective for Galilean hydrodynamics is given
in terms of a set of real totally-symmetric multi-linear operators Dm(◦, . . .) made out of Φr and B,
allowing m number of arguments from the vector space spanned by iδBΦr and Φa; to wit
L = D1(Φa) + i
∞∑
n=1
D2n(Φa, . . .︸ ︷︷ ︸
×n
,Φa+iδBΦr, . . .︸ ︷︷ ︸
×n
)
+
∞∑
n=1
D2n+1(Φa+ i2δBΦr,Φa, . . .︸ ︷︷ ︸
×n
,Φa+iδBΦr, . . .︸ ︷︷ ︸
×n
) +O(~). (5.42)
The operators satisfy three constraints
D1(δBΦr) = 1√
γr
∂µ (
√
γrN µ0 ) for some vector N µ0 , (5.43a)
Dm(Φa,Φa, . . .) is Θ-even ∀m, (5.43b)
D2(Φ,Φ)
∣∣
leading order
≥ 0 for arbitrary Φ = (Nµ, 1/2Hµν , Bµ). (5.43c)
The classical constitutive relations only get contributions from the first three operators D1,2,3. These
agree with the adiabaticity equation (5.20), which leads to the emergent local second law of ther-
modynamics. The proof of the same follows from our discussion in section 3.4.
For example, the effective action for one-derivative Galilean hydrodynamics can be reduced from
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its null fluid incarnation in (4.3). We find a slightly cumbersome expression
L = ρ uµ (Aaµ + ∂µϕa +£XaArµ)
−
( (
ε+ p+ 12ρ hrρσu
ρuσ
)
uµ − p vµ
)
(naµ +£Xanrµ) +
1
2
(ρ uµuν + p hµνr ) (haµν +£Xahrµν)
+
(
−a0
2
ǫµνρσnνΩρσ +
a2
2
ǫµνρσnνF
n
rρσ
)
(
(Aaµ + ∂µϕa +£XaArµ) + u
λ (haλµ +£Xahrλµ)−
(
~uµu
λ +
1
2
~u2δλµ
)
(naλ +£Xanrλ)
)
−
(
−a2
2
ǫµνρσnνΩρσ +
a1
2
ǫµνρσnνF
n
rρσ
)
(naµ +£Xanµ)
+
ikBT
4
(
2η hµ(ρr h
σ)ν
r +
(
ζ − 2dη
)
hµνr h
ρσ
r
)(
haµν +£Xahrµν − 2
(
na(µ +£Xanr(µ
)
hrν)λu
λ
)
(
haρσ +£(Xa+iβ)hrρσ − 2
(
na(µ +£(Xa+iβ)nr(µ
)
hrν)λu
λ
)
+ ikBT
2κhµνr (naµ +£Xanrµ)
(
naν +£(Xa+iβ)nrν
)
= ρµ (Aaµ + ∂µϕa +£XaArµ)− ǫµ (naµ +£Xanrµ) +
(
vµπν +
1
2
τµν
)
(haµν +£Xahrµν)
+
ikBT
4
(
2η hµ(ρr h
σ)ν
r +
(
ζ − 2dη
)
hµνr h
ρσ
r
)(
haµν +£Xahrµν − 2
(
na(µ +£Xanr(µ
)
hrν)λu
λ
)
(
haρσ +£Xahrρσ − 2
(
na(µ +£Xanr(µ
)
hrν)λu
λ
)
+ ikBT
2κhµνr (naµ +£Xanrµ) (naν +£Xanrν) . (5.44)
Here £Xa denotes a Lie derivative along X
µ
a and £(Xa+iβ) along X
µ
a + iβµ. In the second step,
we have substituted the thermodynamic mass frame constitutive relations from eq. (5.19). This is
the generalisation of the effective action (1.2) presented in the introduction to include the parity-
violating terms. It can be explicitly checked that varying the action with respect to difference sources
Aaµ, naµ, and haµν , in a configuration with zero “a” type fields X
µ
a = ϕa = Aaµ = naµ = haµν , leads
to the classical constitutive relations eq. (5.19), while extremising with respect to Xµa and ϕa leads
to the conservation equations (5.9).
6 | Outlook
In this work, we constructed a Schwinger-Keldysh effective field theory for dissipative Galilean (non-
relativistic) hydrodynamics. We used the null background formalism of Galilean field theories to
recast Galilean fluids in (d + 1) spacetime dimensions in terms of relativistic null fluids in (d + 2)
dimensions. This allowed us to write down an EFT for Galilean fluids along the lines of its relativistic
cousin developed recently [12], with appropriate modifications to account for a null Killing vector.
We explicitly constructed the most generic effective action allowed by the formalism in the statistical
limit, where the quantum fluctuations are suppressed compared to thermal fluctuations. We also
inspected how the field theory gives rise to an emergent second law of thermodynamics in the
classical limit. As a concrete example, we looked at the EFT for one-derivative dissipative Galilean
fluids. We also looked at the linearised limit of this theory, truncated to three point interactions,
which is appropriate to describe stochastic fluctuations in a Galilean fluid around its equilibrium
state.
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The (d+2)-dimensional null fluid formalism is also convenient as it makes the Galilean (Milne)
boost symmetry manifest within the EFT, however the presence of an auxiliary coordinate direction
does obscure the underlying physics to some degree. Therefore, we also spent some time translating
our results to the more widely used (d + 1)-dimensional Newton-Cartan formulation of Galilean
field theories. While the two formulations are entirely equivalent at the end of the day, the latter is
technically more challenging as it involves a non-invertible spatial metric, a torsional connection, and
requires one to introduce a Galilean observer to distinguish between energy and momentum. In the
NC language, the underlying structure of the EFT looks quite similar to that of charged relativistic
hydrodynamics from [12], but with relativistic symmetries and background sources swapped for the
Galilean ones. The Galilean EFT can also be arrived at by taking a non-relativistic limit of the
relativistic theory, as we illustrate inappendix B.
Several generalisations of this work are immediately possible. We have assumed the Galilean
symmetry group underlying the fluid to be unbroken, but the EFT requirements can also be relaxed
to describe fluid phases with spontaneously broken symmetries. For example, in the null background
language, to describe Galilean superfluids with spontaneously broken U(1) we can provide each fluid
element with a reference phase φ(σ). We must restrict the derivatives of the phase as βa∂aφ = 0
(since the reference phase must be fixed in the comoving frame of the fluid elements) and Va∂aφ = 1
(required for spontaneously breaking the U(1)).30 On the physical spacetime, this results in the
reference phase satisfying βm∂mφ = 0 and V
m∂mφ = 1, leading to the Josephson’s equation for
Galilean superfluids um∂mφ = µ. In the NC language, the Josephson’s equation is equivalently
stated as uµξµ = µ− 12~u2, where ξµ = ∂µφ+Arµ is identified as the superfluid velocity; see [52, 54]
for more discussion in case of classical Galilean superfluids. Similarly, we can construct an EFT for
viscoelastic hydrodynamics with spontaneously broken translations by including reference “crystal
coordinate fields” φI(σ) with I = 1, . . . , d satisfying βa∂aφ
I = 0 and Va∂aφ
I = 0; see [64, 65] for a
classical analogue in the relativistic case. More complicated symmetry breaking patterns are also
possible, describing a various phases of liquid crystals. The reference fields to be included for such
phases can be inferred by employing a coset construction similar to [25].
The EFT can also be extended to the cases where the underlying global symmetries are anoma-
lous. In the simplest case that we are considering, the U(1) mass symmetry does not admit any
anomalies [50]. The system can admit gravitational/rotational anomalies, but these only show up
in d = 4n + 1 spatial dimensions at (4n + 2)th derivative order in the parity-violating sector. In
particular, there are no such anomalies in d = 3 and none at one-derivative order in general. If
one were to include additional symmetries in the Galilean hydrodynamic setup, such as additional
U(1) or non-Abelian charges (e.g. electromagnetic or flavor), the anomaly structure can be much
more non-trivial; see [33, 50]. The inclusion of anomalies into the EFT, in such cases, would follow
similar to the relativistic discussion in e.g. [19]. Generalisations are also possible to more exotic
theories of hydrodynamics with higher-form symmetries (see e.g. [66–70]). So far, such dissipative
EFTs have not been constructed even in the relativistic case; see [26] for a non-dissipative discussion
of relativistic hydrodynamics with one-form symmetries.
In a more pragmatic direction, one can use the EFT for stochastic fluctuations from section 4.2
30Choosing βa = β0(δ
a
τ − µ0δ
a
−) and V
a = δa−, these conditions merely say that ∂−φ = 1 and ∂τφ = µ0. Recall that
choosing this basis fixed the worldvolume diffeomorphisms (3.4) down to spatial σi diffeomorphisms, and residual
spatial reparametrisations of στ and σ−. We can further fix the σ−-reparametrisations explicitly by choosing φ(σ) =
σ− + µ0σ
τ . In the NC language, this amounts to lifting the worldvolume phase shift symmetry in eq. (5.26). This is
similar to what was proposed for relativistic superfluids in [21]. One must be careful in the Galilean case, however,
because although Arσ is now gauge invariant, it still transforms under Milne boosts.
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to compute stochastic loop corrections to classical hydrodynamic correlation functions. A similar
analysis was done for the simplified case of energy diffusion (with no momentum or density modes)
in [23]. Authors wrote down the most generic effective action describing energy diffusion at one-
derivative order and quartic order in fluctuations, and worked out one-loop stochastic corrections
to energy-energy two-point functions. The discussion in section 4.2 can, in principle, be extended
to include quartic and higher interactions as well. However, as far as one-loop corrections to two-
point functions are concerned, even in full hydrodynamics, the quartic interactions only contribute
to renormalise the hydrodynamic parameters (shear and energy diffusion constants, susceptibility,
etc.) and do not lead to any cutoff independent predictions.
Formally, the EFT for hydrodynamics has been setup for finite ~, capable of describing both
stochastic and quantum fluctuations within the same effective framework. However, to concretely
implement the KMS condition, we were forced to work in the small ~ (statistical) limit. It is still
an open question, whether or not the effective KMS symmetry can be implemented at finite ~. We
should note that, in this work, we have focused on the hydrodynamic EFT framework of [12]. There
is another contending framework due to [20], where the discrete KMS symmetry is replaced by a
local U(1)T symmetry; see [71] for a comparison. It will be interesting to revisit our Galilean results
in the context [20].
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A | Second law constraints in Galilean hydrodynamics
In this appendix we give a derivation of the second law constraints in Galilean hydrodynamics. For
ease, we will work in the null fluid framework. Translation to NC language is straight-forward. We
start with the decomposition of null fluid energy-momentum tensor as in eq. (2.25) and write down
expressions for pmn and qm satisfying pmnun = p
mnVn = 0 and q
mum = q
mVm = 0
pmn = p∆mn − η σmn − ζ∆mn∇rur,
qm = −κ∆mn∇nT + T κ˜ 2∇[mV n]un + ξΩǫmnrstVnur∇sut + ξHǫmnrstVnur∇sVt. (A.1)
At this point, all the coefficients appearing above are completely arbitrary. We have introduced
two new coefficients κ˜ and ξH coupled to 2∇[mVn] = 2∂[mgn]− which do not contribute on a flat
background. These are similar to terms coupled to gauge field strength Fµν in relativistic theories.
Similarly, for the non-canonical part of the entropy current in eq. (2.25) we write down
Υm =
a2
T
ǫmnrstVnur∇sut + a1
2T
ǫmnrstVnur∇sVt − a0
2T
ǫ−mnrsun∇rus. (A.2)
The final term does not transform nicely under symmetries, but the respective contribution to
entropy current divergence can be made to behave nicely with a judicious choice of the coefficient a0.
We have only written down parity-violating terms in Υm, because divergence of any one-derivative
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parity-preserving term always contains a term with a double-derivative acting on a quantity, which
cannot be made positive semi-definite. Computing the entropy-current divergence, we find
∇mSm = η
2T
σmnσmn +
ζ
T
(∇mum)2 + κ∆mn
(
1
T
∇mT − 2∇[mVr]ur
)(
1
T
∇nT − 2∇[nVs]us
)
− (κ˜− κ)Hmrur
(
1
T
∇mT − 2∇[mVs]us
)
− 1
T
(
ξΩ − a2 + a0 ε+ p
ρ
)
ǫmnrstVnur∇sut
(
1
T
∇mT − 2∇[mVp]up
)
− 1
T
(
ξH − a1 + a2 ǫ+ p
ρ
)
ǫmnrstVnur∇sVt
(
1
T
∇mT − 2∇[mVp]up
)
+ T∇m
(
a2 − a0µ
T 2
)
ǫmnrstVnur∇sut + T
2
2
(
∇m a1
T 3
− 2a2
T 2
∇m µ
T
)
ǫmnrstVnur∇sVt
−∇m
( a0
2T
)
ǫ−mnrsun∇rus +O(∂3). (A.3)
In deriving this expression, we used the first order equations of motion. Terms in the first line can
be made positive semi-definite by requiring
η ≥ 0, ζ ≥ 0, κ ≥ 0. (A.4)
All the remaining terms, unfortunately, must be required to vanish. This leads to equality constraints
κ˜ = κ (A.5)
a0 = 2K0T, a1 = 2K1T
3 + 2K2T
2µ+ 2K0Tµ
2, a2 = K2T
2 + 2K0Tµ,
ξΩ = a2 − ε+ p
ρ
a0, ξH = a1 − ǫ+ p
ρ
a2, (A.6)
for some constants K0, K1, K2. Note that the constant K1 only appears in λH and a1 and does
not contribute in the absence of sources.
B | Effective field theory via non-relativistic limit
In this section we outline a systematic procedure to perform the non-relativistic limit of relativis-
tic hydrodynamics, to arrive at the Galilean results presented in the main text. This essentially
entails judiciously introducing factors of c (speed of light) so as to segregate spatial and temporal
components of various fields, and take c→∞ in the relevant equations.
B.1 Relativistic hydrodynamics
B.1.1 Classical hydrodynamics
Let us start with a lightening recap of relativistic hydrodynamics. Classical hydrodynamics is
formulated in terms of conserved currents. However, unlike the Galilean case discussed in section 2,
the conserved currents for charged relativistic hydrodynamics are the covariant energy-momentum
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tensor T µν and charge/particle number current Jµ, associated with Poincaré and U(1) invariance of
the underlying microscopic theory respectively. The indices µ, ν, . . . run over the (d+1)-dimensional
spacetime coordinates. Coupling the setup to a background metric gµν with signature (−1, 1, 1, . . .)
and gauge field Aµ, the conservation equations are expressed as
∇µT µν = F νρJρ, ∇µJµ = 0. (B.1)
Here ∇µ is the covariant derivative associated with gµν and Fµν = 2∂[µAν] is the antisymmetric
field strength tensor. We pick an appropriate set of degrees of freedom, called the hydrodynamic
fields, to be solved for using the conservation equations: fluid velocity uµ normalised as uµuµ = −c2,
temperature T , and chemical potential µ. We leave the factors of speed of light c explicit to make
contact with Galilean physics later. Normally, one needs to pick a hydrodynamic frame to fix the
inherent redefinition freedom in these variables; for now we leave this freedom unfixed.
Hydrodynamic constitutive relations are the most generic expressions for T µν and Jµ, in accor-
dance with symmetries, written in terms of the dynamical fields uµ, T , µ, and the background fields
gµν , Aµ, arranged in a derivative expansion. These constitutive relations are required to satisfy the
local second law of thermodynamics. Similar to our discussion in section 2.4, the second law can be
stated offshell in terms of the adiabaticity equation [57], i.e. there must exist a free energy current
Nµ and a quadratic form ∆ such that
∇µNµ = 1
2
T µνδBgµν + J
µδBAµ +∆, ∆ ≥ 0, (B.2)
is satisfied offshell. Here δBgµν = £βgµν and δBAµ = £βAµ + ∂µΛβ denotes a Lie derivative along
βµ = uµ/(kBT ) and gauge shift along Λβ = (µ − uµAµ)/(kBT ). The entropy current is defined as
Sµ = kBN
µ− (µJµ+T µνuν)/T , whose divergence satisfies ∇µSµ = kB∆ ≥ 0 onshell, leading to the
sign definiteness of entropy production. By expressing the adiabaticity equation in the form (B.2),
we have partially fixed the redefinition freedom in uµ, T , and µ noted above, formally known as a
“thermodynamic frame”. The residual freedom can be fixed by requiring certain tensor structures
to be eliminated from the constitutive relations using equations of motion. We will make the choice
to eliminate uµδBAµ and u
µδBgµν , which leads to the “thermodynamic Landau frame” wherein
the non-hydrostatic (nhs) part of the constitutive relations are transverse to the fluid velocity
T µνnhsuν = J
µ
nhsuµ = 0. This is distinct from the conventional “Landau frame” employed in [56],
where the full constitutive relations are chosen to obey T µνuν = −ε(T, µ)uµ and Jµuµ = −n(T, µ),
with ε and n being the thermodynamic energy and charge densities respectively.
For example, truncated to one-derivative order, the constitutive relations of a charged relativistic
fluid in thermodynamic Landau frame are given as [59] (see [54] for a review)31
T µν =
1
c2
(ε+ p)uµuν + p gµν − η σµν − ζ∆µν∇λuλ + α1
c5
2u(µǫν)ρσλuρ∂σuλ +
α2
2c3
2u(µǫν)ρσλuρFσλ,
Jµ = nuµ − σ∆µν
(
T∂ν
µ
T
− Fνλuλ
)
+
α0
2c
ǫµνρσuνFρσ +
α2
c3
ǫµνρσuν∂ρuσ, (B.4)
31In the conventional Landau frame, the constitutive relations are equivalently given by
T µν =
1
c2
(ǫ + p)uµuν + p gµν − η σµν − ζ Pµν∇λu
λ,
Jµ = nuµ −
σ
c4
Pµν
(
T∂ν
µ
T
− Eν
)
+
1
2c
ξBǫ
µνρσuνFρσ +
1
c3
ξΩǫ
µνρσuν∂ρuσ. (B.3)
In this frame, the constitutive relations do not satisfy the adiabaticity equation offshell.
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C P T PT CPT
X0, ct = x0, cτ = σ0 + + − − −
Xi, xi, σi + − + − −
ϕ − + − − +
ui, βi, βi + − − + +
T , β0, β0 + + + + +
µ, Λβ, Λβ − + + + −
T 00, g00 + + + + +
T 0i, g0i + − − + +
T ij, gij + + + + +
J0, A0 − + + + −
J i, Ai − − − + −
Table 2: Action of parity (P), time-reversal (T), and charge conjugation (C) of various quantities in classical
relativistic hydrodynamics and effective field theory. Schwinger-Keldysh double copies of various quantities
in the effective theory, “1/2” or “r/a”, behave the same as their unlabelled versions.
where ∆µν = gµν + uµuν/c2 is the projector transverse to fluid velocity. The convention for the
Levi-Civita tensor is ǫ0123 =
√−g. Thermodynamic pressure p(T, µ) is related to energy density
ε(T, µ), charge/particle number density n(T, µ), and entropy density s(T, µ) via the thermodynamic
relations dp = sdT + ndµ and ε = Ts + µn − p. In the parity-even sector, η(T, µ), ζ(T, µ), and
σ(T, µ) are non-negative dissipative transport coefficients identified as shear viscosity, bulk viscosity,
and electric conductivity respectively. σµν = 2∆µρ∆νσ(∇(ρuσ) − 1/d∆ρσ∇λuλ) is the fluid shear
tensor. While the parity-even part of the constitutive relations is applicable for any number of
dimensions, the parity-odd part is dimension specific. The above expressions are valid in d = 3
spatial dimensions, with the transport coefficients
α0 = 2C0T, α1 = 2C1T
3 + 2C2T
2µ+ 2C0Tµ
2, α2 = C2T
2 + 2C0Tµ, (B.5)
for three arbitrary constants C0, C1, C2.
32 These are related to the physical parity-odd conduc-
tivities as ξB = α0 − n/(ε + p)α2 and ξΩ = α2 − n/(ε + p)α1 (see footnote 31). The associated
free-energy density and quadratic form are given as
kBN
µ =
p
T
uµ +
α1
2Tc3
ǫµνρσuν∂ρuσ +
α2
2Tc
ǫµνρσuνFρσ +
c
2
C0ǫ
µνρσAνFρσ,
kB∆ =
η
2T
σµνσµν +
ζ
T
(∇λuλ)2 + σ
T
Pµν
(
T∂µ
µ
T
− Fµλuλ
)(
T∂ν
µ
T
− Fνλuλ
)
. (B.6)
Note that there is a gauge-non-invariant term in Nµ coupled to C0. This is not an issue because
the free-energy current Nµ itself is not a physical observable, only the constitutive relations are.
We can also demand the hydrodynamic theory to obey additional constraints like the discrete
time-reversal symmetry T, spacetime parity PT, or the full CPT including a charge conjugation,
denoted collectively as Θ; see table 2. These are slightly subtle as they need to be implemented at
the microscopic level and not at the level of constitutive relations; we expect the dissipative effects
to explicitly violate any kind of Θ-symmetry. Nonetheless, constitutive relations evaluated on a
32If the U(1) symmetry is anomalous, eq. (B.5) will also include contributions from the anomaly coefficient.
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hydrostatic configuration, characterised by δBgµν = δBAµ = 0 in a thermodynamic frame, must
respect Θ [59, 60]. In the non-hydrostatic sector, discrete symmetries lead to Onsager’s reciprocity
relations among hydrodynamic retarded two-point functions; see [4]. For instance, taking Θ to be
T does not lead to any constraints on the constitutive relations (B.4), while PT forces us to set
C0,1,2 = 0. On the other hand, choosing Θ to be CPT sets C0,1 = 0 leaving only C2 in the parity-
violating sector [59]. The effective field theory framework deals with these discrete symmetries more
systematically, combining them with the thermal KMS condition.
B.1.2 Schwinger-Keldysh effective field theory
An effective field theory framework for relativistic hydrodynamics has been proposed in [12–14].
We will not delve in the technicalities; a comprehensive review can be found in [21]. We directly
note the effective action for one-derivative relativistic hydrodynamics in the statistical limit. The
ingredients we need to introduce are the (physical spacetime formulation) dynamical fields: fluid
spacetime labels σα(x), phase field ϕr(x), associated stochastic noise fields X
µ
a (x), ϕa(x), two sets
of background fields grµν(x) = gµν(x), Arµ(x) = Aµ(x), gaµν(x), and Aaµ(x), and reference thermal
vector βα(σ) = β0δ
α
τ and chemical shift field Λβ(σ) = β0µ0. The hydrodynamic fields β
µ(x), Λβ(x)
are related to these as same as eq. (5.32). The effective action is found to be
L = 1
2
(
ε+ p
c2
uµuν + p∆µν +
α1
c5
2u(µǫν)ρσλuρ∂σuλ +
α2
2c3
2u(µǫν)ρσλuρFσλ
)
Gaµν
+
(
nuµ +
α0
2c
ǫµνρσuνFρσ +
α2
c3
ǫµνρσuν∂ρuσ
)
Baµ
+
ikBT
4
(
2η∆µ(ρ∆σ)ν +
(
ζ − d2η
)
∆µν∆ρσ
)
Gaµν (Gaρσ + iδbGrρσ)
+ ikBTσP
µνBaµ (Baµ + iδBBrµ) . (B.7)
Here Grµν = grµν , Brµ = Aµ, Gaµν = gaµν + £Xagµν , and Baµ = Aaµ + ∂µϕa + £XaAµ. The
operator δB acts same as defined below eq. (B.2). It is easy to see that varying with respect to the
sources gaµν and Aaµ, and switching off all “a” type fields, one recovers the classical constitutive
relations (B.4). The classical conservation equations, on the other hand, are obtained by varying
with respect to Xµa and ϕa.
We note that the effective action (B.7) conforms with the general structure of the effective action
advertised in eq. (3.29) with 1/2Ga replaced with Φr,a = (1/2Gr,aµν , Br,aµ) and £β with δB. In
fact, with these trivial substitutions, the entire discussion of eq. (B.7) follows through to relativistic
hydrodynamics line by line and can be used to extend the effective field theory to arbitrarily high
orders in the derivative expansion and noise expansion.
B.2 Non-relativistic limit
We are now ready to perform the non-relativistic limit. A general discussion on the procedure can
be found in [32]. The limit proceeds in three steps: (1) identify the dynamical and background
fields between Galilean hydrodynamics and the relativistic parent, (2) choose c-scaling for various
transport coefficients, and (3) take c → ∞. For the first step, we take the prescription from [32].
The second step is hit-and-trial; choosing the c-scaling for a transport coefficient to be too high will
lead to a divergent c → ∞ limit and is not good, while choosing it to be too low will cause it to
vanish in c→∞ limit and we will miss out on some transport coefficients.
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Briefly in this section, we use the label “rel” for relativistic quantities in case of notational
tension.
B.2.1 Newton-Cartan sources via non-relativistic limit
A non-relativistic background is characterised by the presence of a preferred one-form nµ charac-
terising the non-relativistic notion of absolute time. It is convenient to introduce a local Galilean
frame velocity vµ such that vµnµ = 1. We can use this to decompose the background fields in a
series expansion in c2 according to
gµν = −c2nµnν + hµν +O(1/c2), gµν = − 1
c2
vµvν + hµν +O(1/c2),
Arelµ = mc
2nµ +mAµ +O(1/c2), (B.8)
where hµνv
ν = hµνnν = 0 and nµv
ν + hµλh
λν = δνµ. Here m is a constant representing mass per
particle. The constituent fields above can be identified with the Newton-Cartan structure discussed
in section 5. The relativistic diffeomorphism and U(1) invariance maps equivalently to the Galilean
ones given in eq. (5.4). On the other hand, the ambiguity in the choice of the frame velocity vµ
leads to a redundancy, for some ψµ satisfying ψµnµ = 0,
vµ → vµ + ψµ, hµν → hµν − 2n(µψν) + nµnνψ2, Aµ → Aµ + ψµ −
1
2
nµψ
2,
nµ → nµ − 1
c2
(
ψµ − 1
2
nµψ
2
)
, hµν → hµν + 1
c2
(
2v(µψν) + ψµψν
)
, (B.9)
identified as Galilean Milne invariance in c→∞ limit. Since the metric has a c2 piece, the associated
Levi-Civita connection Γλµν is not well defined in c→∞ limit. Nonetheless, we can define a torsional
connection Γ˜λµν using gµν and F
rel
µν which behaves regularly. We have
Γ˜λµν = Γ
λ
µν −
1
2m
gλρ
(
nρF
rel
µν − 2n(µF relν)ρ
)
= vλ∂µnν +
1
2
hλρ
(
2∂(µhν)ρ − ∂ρhµν
)
+ n(µFν)ρh
ρλ +O(1/c). (B.10)
Note that the connection still preserves the relativistic metric gµν . This yields the Newton-Cartan
connection (5.5) in c → ∞ limit. Finally, the Levi-Civita tensor scales as ǫµνρσrel = 1/c ǫµνρσ , with
the 1/c factor coming from the measure.
We can define the non-relativistic conserved currents as
ρµ = lim
c→∞mJ
µ, ǫµ = − lim
c→∞
(
T µνv
ν +mc2Jµ
)
, τµν = lim
c→∞h
µ
ρh
νσT ρσ. (B.11)
These limits must be well defined for the system to admit a non-relativistic limit. The Galilean
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conservation equations follow simply from the relativistic ones33
m∇µJµ =
(
∇˜µ + nµλvλ
)
ρµ +O(1/c) = 0,
−vν
(
∇µT µν − F relνλJλ +mc2nν∇µJµ
)
=
(
∇˜µ + nµλvλ
)
ǫµ − vλnλµǫµ +
(
vµπλ + τµλ
)
hλρ∇˜µvρ +O(1/c) = 0,
hρν
(
∇µT µν − F relνλJλ
)
=
(
∇˜µ + nµλvλ
)
(vµπρ + τµρ) + hρλnλµǫ
µ + ρµ∇˜µvρ +O(1/c) = 0. (B.12)
These are same as the ones derived in eq. (5.9).
B.2.2 Non-relativistic limit of hydrodynamics
Normalisation of the fluid velocity uµuνgµν = −c2 implies that
uµnµ = 1 +
1
2c2
~u2 +O(1/c4), uµ = −c2nµ − 1
2
~u2nµ + u¯µ +O(1/c2), (B.13)
where ~uµ = hµνu
ν and ~u2 = hµνu
µuν . Having set this, through a straight-forward calculation we
can deduce that the Galilean fluid constitutive relations (5.15b) follow by taking c → ∞ in the
relativistic fluid constitutive relations (B.4) with the mapping (B.11), provided that we choose
n =
1
m
ρ, εrel = ρc
2 + ε, µrel = mc
2 +mµ, σ =
Tκ
m2c4
,
C0 =
1
m2
K0, C1 = K1, C2 =
1
m
K2. (B.14)
Most of these identifications are expected on physical grounds: the number density is given by
mass density divided by m, relativistic energy density has a rest mass contribution and so does
the relativistic chemical potential. The mapping of electric conductivity to thermal conductivity is
slightly unnatural, but it follows from dimensional analysis. Similarly, mapping of C0,1,2 to K0,1,2
also follows on dimensional grounds. The remaining relativistic coefficients and quantities map to
their namesake on the Galilean side.
Similar mapping rules can be applied to the effective field theory. The dynamical fields σα, ϕr,
and Xµa , ϕa directly map to their respective Galilean versions, while the average background fields
grµν , A
rel
rµ map to nrµ, hrµν , Arµ according to eq. (B.8). We just need the mapping between the
difference background fields, which we propose
gaµν = −2c2nr(µnaν) + haµν +O(1/c2), Arelaµ = mc2naµ +mAaµ +O(1/c2). (B.15)
We leave it to the reader to verify that this identification maps the relativistic one-derivative order
effective action (B.7) to the Galilean one in eq. (5.44). In principle, the same procedure can be
iterated to arbitrarily high orders in the derivative expansion.
33In case the U(1) symmetry in the relativistic theory is anomalous, i.e. ∇µJ
µ = −3C/(4c5)ǫµνρσ
rel
F relµν F
rel
ρσ , the
anomaly gets washed away in the non-relativistic limit. It only leads to a shift of the non-relativistic energy current
ǫµ → ǫµ − 2Cm3ǫµνρσnν∂ρnσ.
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