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Abstract
A topological superconductor is characterized by having a pairing gap in the bulk and gapless self-hermitian
Majorana modes at its boundary. In one dimension, these are zero-energy modes bound to the ends, while in
two dimensions these are chiral gapless modes traveling along the edge. Majorana modes have attracted a lot
of interest due to their exotic properties, which include non-abelian exchange statistics. Progress in realizing
topological superconductivity has been made by combining spin-orbit coupling, conventional superconduc-
tivity, and magnetism. The existence of protected Majorana modes, however, does not inherently require
the breaking of time-reversal symmetry by magnetic fields. Indeed, pairs of Majorana modes can reside at
the boundary of a time-reversal-invariant topological superconductor (TRITOPS). It is the time-reversal
symmetry which then protects this so-called Majorana Kramers’ pair from gapping out. This is analogous
to the case of the two-dimensional topological insulator, with its pair of helical gapless boundary modes,
protected by time-reversal symmetry. Realizing the TRITOPS phase will be a major step in the study of
topological phases of matter. In this paper we describe the physical properties of the TRITOPS phase, and
review recent proposals for engineering and detecting them in condensed matter systems, in one and two
spatial dimensions. We mostly focus on extrinsic superconductors, where superconductivity is introduced
through the proximity effect. We emphasize the role of interplay between attractive and repulsive electron-
electron interaction as an underlying mechanism. When discussing the detection of the TRITOPS phase, we
focus on the physical imprint of Majorana Kramers’ pairs, and review proposals of transport measurement
which can reveal their existence.
Keywords: Topological Superconductivity, Topological states of matter, time-reversal symmetry,
Majorana zero modes, Proximity effect.
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1. Introduction
Topological phases in condensed matter are generally characterized by having unique surface properties
which are dictated by the topological properties of the bulk. Probably the best known example of such a
topological phase is the quantum Hall effect (QHE) [1–3], in which gapless chiral edge modes, protected only
by topology, reside on the edges of a two-dimensional system and give rise to a quantized Hall conductivity.
Remarkably, these edge modes cannot be removed by perturbing the system locally. Their presence is
guaranteed by the topology of the band structure characterizing the bulk. This is a manifestation of the so
called bulk-edge correspondence [4].
Upon considering the presence of various symmetries, a rich variety of topological phases can emerge [5–8]
beyond the example of the QHE. These phases also contain gapless boundary1 modes which are related to the
topological nature of the bulk, however, they are only protected in the presence of some imposed symmetries,
and could otherwise become gapped. Here, the paradigmatic example is the topological insulator (TI) [9–15]
1We refer to the boundary of a system in one, two, and three dimensions as an end, edge, and surface, respectively, and use
the word boundary when not restricting to a certain dimensionality.
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which in two dimensions can be thought of as two copies of the QHE, related by time-reversal. The gapless
edge modes of the system are now helical, rather than chiral, and they are protected by the presence of
time-reversal symmetry (TRS).
In the case of quadratic Hamiltonians of fermions2 a full topological classification exists [5–7]. It is
based on the presence or absence of time-reversal symmetry, particle-hole symmetry and their combination
- the chiral symmetry. Time-reversal symmetry is defined as an anti-unitary operator, Θ, which commutes
with the Hamiltonian, [H,Θ] = 0. Particle-hole symmetry (PHS) is an anti-unitary symmetry which anti-
commutes with the Hamiltonian, {H,Ξ} = 0. The multiplication of these two symmetries forms a unitary
operator, Π = ΘΞ. Chiral symmetry is said to exists if {H,Π} = 0. It can be shown [7] that in the ab-
sence of ordinary symmetries (i.e. unitary operators which commute with the Hamiltonian), there can be at
most one TRS, and one PHS. It can further be shown, in this case, that acting with the same anti-unitary
symmetry twice is equivalent to the identity operator up to a sign, Θ2 = ±1, Ξ2 = ±1. One then obtains
overall ten different symmetry classes, depending on whether each of the symmetries exists and whether
it squares to +1 or −1 [16]. The dimensionality, together with the symmetry class, determine how many
topologically-distinct phases are possible [5–7].
The topological superconductor (TSC) phase of class D have attracted a lot of attention [17–20]. This
phase, which exists in one and two dimensions, host exotic boundary modes which have received the name
Majorana modes due to their self-hermitian nature. In 1d, the boundary mode is a zero-energy bound
state (termed Majorana bound state or Majorana zero mode). In two dimensions, the boundary hosts
propagating chiral modes (Majorana chiral modes), and Majorana bound states exist inside the core of
quantum vortices [17, 21, 22]. Part of the attention gained by this phase is owed to the potential application
of Majorana bound states (MBSs) in topological quantum computation [23–27].
Systems belonging to class D lack TRS, and have a PHS which squares to 1. This PHS symmetry is special
as it exists in all superconducting systems; it is an immediate consequence of the mean-field description of
the Hamiltonian (see Sec. 1.3). Therefore, it cannot truly be broken. This makes its boundary modes - the
Majorana bound state (in 1d) and the Majorana chiral mode (in 2d) - extremely robust. In that sense, the
class-D topological superconductor can be viewed as the superconducting analog of the QHE.
A natural question to ask is then: what is the superconducting analog of the topological insulator? This
would be the time-reversal-invariant topological superconductor (TRITOPS) [5, 28, 29]. This phase belongs
to symmetry class DIII, which on top of the above-mentioned PHS, also has a TRS, squaring to −1. In one
or two dimensions, it can be described as two copies of a class D Topological superconductor, related by
time-reversal transformation. Each edge (or end) of this phase hosts a pair of time-reversal related Majorana
modes, analogous to the pair of helical edge modes of the two-dimensional TI. This is depicted in Fig. 1.
The TRITOPS phase can also exist in 3d, although making an analogy with the TRS-broken phase is no
longer possible in this case. Interestingly, the B phase of He-3 is an example of a 3d time-reversal-invariant
topological superfluid [30, 31].
Experimentally realizing the TRITOPS phase in condensed matter systems is a major outstanding chal-
lenge in the study of topological phases. To date, however, attempts have been focused on realizing the
TSC of class D. An important breakthrough in this context was the understanding that one can engineer
this phase by combining relatively well-understood building block, such as magnetism, spin-orbit coupling
and conventional s-wave superconductivity [32–44]. These predictions led to a series of experiments which
have shown evidence of Majorana bound states [45–59].
In this paper, we describe in detail the properties of the TRITOPS phase and review the various the-
oretical proposals for its realization and detection in one- and two-dimensional condensed matter systems.
Borrowing from the experience of the class-D (TRS-broken) TSC, these proposals will follow the concept
of engineering the TRITOPS phase. While magnetism breaks TRS, and should therefore be avoided3, the
proximity effect and spin-orbit coupling will still be main tools in achieving the goal. For this reason, we fo-
2That is Hamiltonians of free fermions or of systems which are described within mean-field theory, such as Bardeen Cooper
Schrieffer (BCS) superconductors.
3Nevertheless, in some cases magnetism can exist in the system while still having an emergent time-reversal symmetry
(squaring to −1) within the low-energy description of the system [60].
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Figure 1: (a) Schematic description of the integer quantum Hall effect and its time-reversal-symmetric version - the topological
insulator (TI). For filling ν = 1, the integer quantum hall phase hosts a chiral edge mode. The topological insulator can be
viewed as composed of two copies of the quantum Hall phase, related by time-reversal symmetry (TRS). Accordingly, the TI
hosts counter-propagating helical edge modes. (b) The (TRS-broken) topological px+ ipy superconductor and its time-reversal
symmetric version - the time-reversal-invariant topological superconductor (TRITOPS), in two dimensions. The px + ipy
superconductor is a superconducting analog of the quantum Hall effect. The chiral edge modes now become Majorana modes
(denoted by a dashed line). The TRITOPS phase is equivalent to two time-reversal-related copies of the px+ipy superconductor,
with counter-propagating Majorana modes which are protected by TRS. (c) The TRS-broken topological superconductor and
the TRITOPS in one dimension. The topologically-protected boundary modes are now zero-energy Majorana bound states. In
the TRITOPS phase, they come in spatially overlapping pairs, known as Majorana Kramers pairs.
cus on TRITOPS in 1d and 2d, where using the superconducting proximity effect is naturally most relevant.
Progress towards realizing a 3d TRITOPS in condensed matter system has nevertheless been made in recent
years. The newly discovered superconductor, CuxBi2Se3 [61], has been suggested to realize several topo-
logical superconducting phases [29, 62], with recent experiments [63–65] possibly supporting a fully-gapped
TRITOPS phase [66–68].
The structure of this review is as follows. In the remaining part of this section we describe the general
properties of the TRITOPS phase. In particular, we present simple models to describe the TRITOPS phase
and use them to obtain and analyze the Majorana boundary modes. In Sec. 2, we construct the general Z2
topological invariant for 1d and 2d systems in class DIII, which determines whether a given system is in the
topological phase. In Sec. 3 we review various proposals for realizing the TRITOPS phase, by analyzing
their microscopic models. We put emphasis on the role of repulsive electron-electron interactions in these
proposals. In Sec. 4 we describe possible experimental signatures of the TRITOPS phase. Specifically, we
examine different ways in which probing the Majorana boundary modes can distinguish the system from a
topologically-trivial one. We then go on to analyze the braiding properties of Kramers pairs of Majorana
bound states (the topological boundary modes of 1d TRITOPS) in Sec. 5. While the exchange of MKPs
generally affects the ground-state manifold in a nontrivial way, the resulting unitary operation is nonuniversal
unless additional symmetries are present. Finally we conclude and discuss future prospects in Sec 6.
1.1. Minimal low-energy model
In Sec. 3, we shall be concerned with various microscopic models for systems in the TRITOPS phase.
These models would attempt to capture correctly the microscopic properties of these system, such as spin-
orbit coupling, electron-electron interactions, and proximity effect. It is instructive, however, to start by
introducing the most simple low-energy model which can describe the TRITOPS phase. First, such a model
can serve as a convenient platform for examining the most generic properties of the phase; for example,
its boundary modes. Second, as we will see, the low-energy degrees of freedom of all the above-mentioned
microscopic models will be described by this much more simple model. This minimal low-energy model for
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the TRITOPS phase is given by
H = H0 +H∆,
H0 = −i
∫
dx
{
v+
[
ψ†R↑(x)∂xψR↑(x)− ψ†L↓(x)∂xψL↓(x)
]
+ v−
[
ψ†R↓(x)∂xψR↓(x)− ψ†L↑(x)∂xψL↑(x)
]}
,
H∆ =
∫
dx
[
∆+ψ
†
R↑(x)ψ
†
L↓(x) + ∆−ψ
†
L↑(x)ψ
†
R↓(x) + h.c.
]
,
(1)
where ψR,s (ψL,s) is an annihilation operator of a right- (left-) moving fermionic mode of spin s. Here, ∆+
and ∆− are two induced pairing potentials4. ∆+ describes pairing between the modes of positive helicity,
ψR↑ and ψL↓, while ∆− describes pairing between the modes of negative helicity, ψL↑ and ψR↓
5. Similarly,
v± are the velocities of the modes with positive and negative helicity, respectively. The dispersion of H0 is
shown in Fig. 2(a).
We are interested in systems obeying time-reversal symmetry. We define this symmetry operation, T,
by its form when acting on the annihilation operators and on c-numbers6,
TψR,s(x)T−1 = iσ
y
ss′ψL,s′(x) ; TψL,s(x)T
−1 = iσyss′ψR,s′(x) ; TiT
−1 = −i, (2)
where {σi}i=x,y,z is the set of Pauli matrices. Namely, TRS reverse the propagation of the particle as well
as its spin. The last part of Eq. (2) signifies that T is an anti-unitary transformation, taking c-numbers
to their complex conjugates. Requiring that H obeys time-reversal symmetry, THT−1 = H, imposes the
constraints that both ∆+ and ∆− are real7. Since operating twice with T on an annihilation operator,
T2ψρ,sT−2 = −ψρ,s (for ρ = R,L), results in a minus sign, one says that the symmetry T squares to −1.
In the absence of inversion symmetry, H is the most general low-energy quadratic Hamiltonian which
describes a single-channel 1d system with TRS. If the system also had inversion symmetry, namely symmetry
under x→ −x, the Fermi momenta would necessarily be equal, k+F = k−F , which would allow for additional
terms. For example, the term (V ψ†R↑ψR↓ + V
∗ψ†L↑ψL↓ + h.c.) is allowed by TRS, but as long as k
+
F 6= k−F ,
this term is suppressed at low energies due to momentum mismatch.
Since the TRS obeyed by H squares to −1, the system belongs to symmetry class DIII of the Altland-
Zirnbauer classification [16]. The symmetry class determines the number of topologically-distinct phases in
which the system can, in principle, be. One-dimensional Hamiltonians in symmetry class DIII are charac-
terized by a Z2 topological invariant [5–7], which means that the system can be in one of two topologically-
inequivalent phases. What physically distinguishes theses phases is the presence or absence of protected
boundary modes - zero-energy Majorana Kramers pairs (MKPs).
As we now show, the topologically trivial phases of H corresponds to the cases sgn(∆+) = sgn(∆−),
while the topologically non-trivial phase corresponds to the case sgn(∆+) = −sgn(∆−) [72]. To see this,
let us consider the system in a semi-infinite geometry with a boundary at x = 0, and look for the condition
for the system to have zero-energy modes at the boundary [73]. It is convenient to do so by attaching a
normal-metal stub to the system, such that the overall system is described by H = H0 +H∆ for x > 0, and
by H0 for −dN < x < 0, as depicted in Fig. 3. At the end, the normal-metal stub can be removed by taking
dN → 0.
4We refer to these pairing potentials as induced since to have a gapped superconducting phase in 1d, one has to rely on
proximity to a higher-dimensional superconductor for inducing superconductivity. The possibility of a gapless TRITOPS phase
has also been proposed [69–71].
5It should be noted that the identification of the index s = ↑, ↓ as the spin is not crucial. One can instead consider a model
with modes ψR,1(x), ψR,2(x) and their time-reversal partners ψL,2(x), ψL,1(x), respectively. While in this case the physical
meaning of helicity is absent, one can still refer to ψR,1 and ψL,2 as having “positive helicity”, and to ψR,2 and ψL,1 as having
“negative helicity”, or the other way around.
6We distinguish between the TRS operator, T, which acts on the second-quantized states, and the operator Θ, which acts
on first-quantized states (see Sec. 1.3 below).
7Alternatively, the pairing potentials ∆+ and ∆− can be complex numbers having the same phase, ∆± = |∆±|eiϕ, in which
case H would be symmetric under a slightly modified TRS, given by T′ψR,sT
′−1 = ieiϕσy
ss′ψL,s′ , T
′ψL,sT′−1 = ieiϕσyss′ψR,s′ .
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(a) (b)
Figure 2: (a) Dispersion of the one-dimensional low-energy Hamiltonian H0, having two right-moving modes and two left-
moving modes [see Eq. (1)]. The Hamiltonian H∆ describes induced superconductivity. The pairing potential ∆+ couples the
modes of positive helicity, while ∆− couples the modes of negative helicity. The system is in its topologically nontrivial phase
when sgn(∆+)sgn(∆−) = −1 [see Eq. (3)]. (b) Generalization of the low-energy model to two dimensions. The black contours
represents the Fermi surfaces (or Fermi contours) of the normal part of the Hamiltonian in Eq. (6). The states near each Fermi
surface are parameterized using θ and k. The dashed green lines shows the electronic states connected by the pairing term of
the Hamiltonian. None of the pairing potentials, ∆+(θ) and ∆−(θ), can change sign as a function of θ without closing the
superconducting gap. The topological criterion then stays the same as in the 1d case, sgn(∆+)sgn(∆−) = −1. The blue and
red dots represent the Fermi points in the 1d system obtained by taking only θ = 0, pi.
Let us concentrate on an electron in the normal stub which propagates to the right, towards the NS
interface. For energies smaller than the induced pairing potentials (and in particular for zero energy), the
electron goes through a series of scattering processes before returning to its original state: (i) Andreev
reflection, e → h, at the NS interface, (ii) normal reflection, h → h, at the vacuum interface on the left,
(iii) Andreev reflection, h→ e at the NS interface, and finally (iv) normal reflection, e→ e, at the vacuum
interface. This is depicted in Fig. 3. For a bound state to exist, the overall phase acquired by the electron
during this process should be a multiple of 2pi.
To calculate the overall phase, we begin by considering a spin-↑ electron moving to the right and being
Andreev reflected at the NS interface into a spin-↓ left-moving hole. The Andreev-reflection amplitude for
this process is given by eiϕI = sgn(∆+)e
−i cos−1(ε/|∆+|) [74]. Notice that since this process involves positive-
helicity modes, the expression for the amplitude contains ∆+. Next, the spin-↓ hole propagates towards
the x = −dN boundary where it is normally reflected as a spin-↓ hole and then propagates back towards
the NS interface. In this process it acquires a phase eiϕII = −e−i(k+F−ε/v+)dNe−i(k−F−ε/v−)dN . The right-
moving spin-↓ hole is then Andreev reflected into a left-moving spin-↑ electron, this time with an amplitude
eiϕIII = sgn(∆−)e−i cos
−1(ε/|∆+|). Finally, it propagates to the left interface and back acquiring a phase
eiϕIV = −ei(k−F +ε/v−)dNei(k+F+ε/v+)dN . At zero energy, the overall phase gained during the process is simply
ei(ϕI+ϕII+ϕIII+ϕIV) = −sgn(∆+)sgn(∆−), which means that for a zero-energy bound state to exist the signs
of the pairing potentials need to be opposite.
In reaching this criterion for a zero-energy bound state, we have chosen to track the path of a right-
moving spin-↑. Exactly the same criterion is obtained by considering the time-reversed process, starting
with a spin-↓ electron moving to the left. Namely, In the topological phase there are actually two zero
energy MBSs at the system’s boundary, in accordance with Kramers’ degeneracy theorem. These are the
so-called Majorana Kramers pair.
Notice that, since ∆+ and ∆− are real numbers, their sign can only change if they go through zero,
namely if the energy gap closes. We can thus define a topological invariant for the Hamiltonian at hand [72],
ν = sgn(∆+)sgn(∆−), (3)
which takes the value 1 when the system is trivial, and −1 when the system is topological.
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Figure 3: Construction for obtaining the criterion for the low-energy Hamiltonian H = H0 + H∆ to be in the topologically
nontrivial phase [see Eq. (1)]. The semi-infinite region x > 0 is described by the Hamiltonian H = H0 +H∆, while the region
−dN < x ≤ 0 is described by H0. A spin-↑ electron moving to the right (1) in the normal region goes through a series of
scattering events: Andreev reflection to a spin-↓ hole moving to the left (2), normal reflection to a spin-↓ hole moving to the
right (3), Andreev reflection to a spin-↑ electron moving to the left (4), and finally a normal reflection back to a spin-↑ electron
moving to the right, thereby returning to (1). For a bound state to exist, the overall phase acquired during this scattering
process should be a multiple of 2pi. This results in the condition for a zero-energy bound state: sgn(∆+) = −sgn(∆−). A
second bound state is obtained by considering the time-reversed scattering process, starting with a spin-↓ electron moving to
the left.
It might seemed that the obtained result depends on specific details in our construction. For example,
we have implicitly assumed that the NS interface is smooth, and that the normal-metal stub is clean etc.
As we demonstrate in Secs. 1.3 and 1.4, however, once we have established the existence of the zero-energy
Majorana Kramers pair, it cannot be removed without closing the bulk gap or breaking the TRS. This
means, in particular, that our conclusions do not depend on the specific microscopic details of the system’s
boundary.
1.1.1. Triplet versus singlet pairing
Some insight into the topological invariant, Eq. (3), can be gained by rewriting the superconducting part
of the Hamiltonian in the following form
H∆ =
∫
dx
{
∆s
[
ψ†R↑(x)ψ
†
L↓(x)− ψ†R↓(x)ψ†L↑(x)
]
+ ∆t
[
ψ†R↑(x)ψ
†
L↓(x) + ψ
†
R↓(x)ψ
†
L↑(x)
]
+ h.c.
}
, (4)
where ∆s,t = (∆+±∆−)/2 are the singlet and triplet pairing potentials respectively. Inserting this in Eq. (3)
results in
ν = sgn(∆2s −∆2t ). (5)
Namely, the topological phase (ν = −1) is obtained when the triplet pairing term exceeds in magnitude
the singlet pairing term. This formulation will help us understand the role played by short-range electron-
electron interactions, when we discuss realizations of TRITOPS in Sec. 3.
1.1.2. Two dimensions
Before moving on, let us generalize the low-energy minimal model of Eq. (1), and the criterion to be in
the topological phase, to the case of two dimensions. This is written most easily in momentum space,
H2d =
∫ 2pi
0
dθ
∑
ν=±
∑
k
{
vν(θ)kψ
†
θ,ν,kψθ,ν,k +
[
∆ν(θ)e
iχν(θ)ψ†θ,ν,kψ
†
θ+pi,ν,k + h.c.
]}
. (6)
This Hamiltonian describes two Fermi surfaces (contours), denoted by ν = ±, which are gapped by super-
conductivity. The modes belonging to each Fermi surface are parameterized by the angle θ, as depicted
in Fig. 2(b). The momentum, k, is measured from the Fermi surface in the direction perpendicular to the
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surface. Notice that the one-dimensional model of Eq. (1) is obtained from H2d by keeping only the angles
θ = 0, pi, and identifying ψR,k,↑ = ψ0,+,k, ψR,k,↓ = ψ0,−,k, ψL,k,↑ = ψpi,−,k and ψL,k,↓ = ψpi,+,k.
Under time-reversal symmetry, the fermionic fields transform as Tψθ,ν,kT−1 = e−iχ(θ)ψθ+pi,ν,k. For the
TRS to square to −1, we therefore require χν(θ + pi) − χν(θ) = (2m + 1)pi, for integer m. Requiring
time-reversal symmetry, TH2dT−1 = H2d, then translates to the conditions: vν(θ) = vν(θ + pi) ∈ R,
∆ν(θ) ∈ R. Notice that since eiχν(θ)ψ†θ,ν,kψ†θ+pi,ν,k = eiχν(θ+pi)ψ†θ+pi,ν,kψ†θ,ν,k, it is implied in Eq. (6) that
∆ν(θ) = ∆ν(θ + pi)
8. We also note that since the Hamiltonian is by assumption completely gapped in the
bulk, ∆ν(θ) does not switch sign as a function of θ.
To obtain the criterion for the system to be in the topological phase, we can use the result of the one-
dimensional Hamiltonian. We consider the system with open boundary conditions in the x direction and
periodic boundary conditions in the y direction, while keeping the system infinite. In the topological phase,
there should be helical counter-propagating modes along the edge [see also Fig. 4(d) below]. In particular,
at ky = 0, there should be two modes at zero energy. The condition for these to exist can be obtained by
setting ky = 0 (namely θ = 0, pi) and considering the resulting 1d Hamiltonian. We can then use the 1d
result, namely that the signs of ∆+(0) = ∆+(pi) and ∆−(0) = ∆−(pi) must be opposite. As noted above,
∆±(θ) cannot switches sign as a function of θ while keeping the bulk gap, so one can omit the θ argument
and write [72]
ν2d = sgn(∆+)sgn(∆−), (7)
similarly to the topological invariant in the 1d case.
1.2. Lattice model
The low-energy continuum model of Eq. (1) will help us analyze and understand the microscopic systems
which will be introduced in Sec. 3. Nevertheless, it is beneficial to have also a simple lattice model describing
TRITOPS. Such a model will be useful, for example, when we want to numerically simulate the TRITOPS
phase (see Appendix B). As we see next, it can also help in understanding the source for the topologically-
protected modes - the Majorana Kramers pair.
In constructing the lattice model, we are assisted by the conclusions drawn from the low-energy model
of Eq. (1). First, it tells us that to describe a system in the topological phase, the model has to break
inversion symmetry (otherwise one necessarily has ∆+ = ∆−). Furthermore, since the pairing potential
has to be momentum dependent, one has to go beyond on-site pairing of electrons, and consider at least
nearest-neighbor pairing. Inserting these ingredients, we arrive at
HLatt =
∑
n
{
−µc†ncn + [c†n(−t+ iuσz)cn+1 +
1
2
∆0c
†
niσ
yc†Tn +
1
2
c†n(∆
′
1 + ∆
′′
1σ
z)iσyc†Tn+1 + h.c.]
}
, (8)
where c†n = (c
†
↑, c
†
↓) is a vector of electron creation operators. Here, µ is the chemical potential, t is the
hopping parameter, u is a spin-orbit coupling term, ∆0 is the on-site pairing potential, ∆
′
1 is the nearest
neighbor singlet pairing potential, and ∆′′1 is a nearest neighbor triplet-component pairing potential. Under
time-reversal symmetry, the electron annihilation operators transform as TcnT−1 = iσycn. One can then
check that this model is time-reversal symmetric, THLattT−1 = HLatt , so long as the coefficients t, u, ∆0,
∆′1, and ∆
′′
1 are real.
We note that, for the sake of simplicity, we chose to consider a model having a U(1) spin-rotation
symmetry. Indeed, the Hamiltonian is invariant under cn → exp(iθσz)cn, namely this model conserves
σz. This, however, is not an essential property for a model describing TRITOPS. One can, for exam-
ple, add a SOC term, iu′c†nσ
x,ycn+1 + h.c. (or alternatively an additional triplet-component pairing term,
∆′c†nσ
x,yiσyc†Tn+1+h.c.), thereby breaking spin-rotation symmetry completely, while still keeping TRS intact.
As long as such a change does not close the superconducting gap, the topological properties of the model
8Alternatively stated, if one splits ∆ν(θ) to a part which is periodic in pi and a part which is antiperiodic, ∆ν(θ) =
[∆ν(θ) + ∆ν(θ + pi)]/2 + [∆ν(θ)−∆ν(θ + pi)]/2, then the antiperiodic part cancels under the integration over θ in Eq. (6).
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are not affected. While in most cases a σz-conserving model will suffice to describe the relevant physics,
there are some cases where breaking this symmetry will introduces new features to the phenomenology. An
example of this will be the Josephson junctions between two superconductors in the TRITOPS phase (see
Sec. 4.3).
We can make a connection with the low-energy model of Eq. (1) by going to momentum space and
linearizing the lattice model near the Fermi points. Assuming periodic boundary conditions, we can write
the lattice Hamiltonian as
HLatt =
∑
k
{
ξ↑(k)c
†
k↑ck↑ + ξ↓(k)c
†
k↓ck↓ + [∆(k)c
†
k↑c
†
−k↓ + h.c.]
}
, (9)
where ξs(k) = −µ − 2t cos(ka) + 2u sin(ka)σzss and ∆(k) = ∆0 + ∆′1 cos(ka) + ∆′′1 sin(ka). Here, cks =
L−
1
2
∑
k e
inacns, with L being the number of sites in the system, and a the lattice constant.
The four Fermi points, defined by ξ↑(∓k±F ) = 0 and ξ↓(±k∓F ) = 0 [see also Fig. 2(a)], are given by
±k±F with k±F a = cos−1[−µ/(2
√
t2 + u2)] ∓ λ , where tanλ = u/t. Assuming the pairing potential is
small compared with the bandwidth, 4
√
t2 + u2 (weak pairing limit), we can linearize the Hamiltonian by
approximating ψR,↑,k ' ck+F+k,↑, ψL,↓,k ' c−k+F+k,↓, ψR,↓,k ' ck−F +k,↓, and ψL,↑,k ' c−k−F +k,↑, which results
in
H linLatt =
∑
k
{
vk
∑
s=↑,↓
(ψ†R,s,kψR,s,k − ψ†L,s,kψL,s,k) + (∆+ψ†R,↑,kψ†L,↓,−k + ∆−ψ†L,↑,kψ†R,↓,−k + h.c.)
}
. (10)
where the pairing potentials are given by ∆+ = ∆(k
+
F ) and ∆− = ∆(−k−F ), and the Fermi velocity is given
by v = |∂kξs(k±F )| = 2
√
t2 + u2 − (µ/2)2. This Hamiltonian is indeed the momentum representation of the
low-energy model, Eq. (1), with v+ = v− = v.
We can thus use the topological invariant, Eq. (3), to obtain a condition for HLatt to be in the topological
phase in the weak pairing limit. For µ = 0, for example, this results in the condition |∆′1 sinλ+ ∆′′1 cosλ| >
|∆0|. Notice that to be in the topological phase one needs either a nonvanishing (and large enough) ∆′′1 [75]
or nonvanishing u and ∆′1 [76, 77]. This conclusion holds also for µ 6= 0. In Sec. 2 we derive a general
expression for the topological invariant of a Hamiltonian which goes beyond the weak pairing limit, and can
be applied, in particular, to the lattice model Eq. (133).
1.2.1. TRITOPS as two copies of spinless p-wave superconductor
It was mentioned earlier that the TRITOPS phase can be thought of as composed of two copies of the
spinless p-wave superconductor. To see this connection, let us go back to the real-space representation,
Eq. (133), and focus on the special case of u = ∆0 = ∆
′
1 = 0. By making the transformation c˜n =
exp(ipiσy/4)cn, the Hamiltonian can be written as [75]
HLatt =
∑
s=↑,↓
∑
n
{
−µc˜†n,sc˜n,s + [−tc˜†n,sc˜n+1,s + ∆′′1 c˜†n,sc˜†n+1,s + h.c.]
}
, (11)
which is indeed two copies (denoted by s = ↑, ↓) of the Kitaev chain model [18], describing a spinless p-
wave superconductor. The two copies are related by time-reversal symmetry, which takes c˜n↑ → c˜n↓ and
c˜n↓ → −c˜n↑.
To access the zero-energy Majorana Kramers pair (which are present when the system is in the topological
phase), we consider the system with open boundary conditions. Following Kitaev [18], we focus on the case
µ = 0, ∆′1 = −t. In this case the Hamiltonian takes a very revealing form,
HobcLatt = it
∑
s=↑,↓
L−1∑
n=1
β˜n,sα˜n+1,s (12)
where we have defined the Majorana operators αn,s = c˜n,s + c˜
†
n,s and βn,s = (c˜n,s − c˜†n,s)/i, which obey
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the commutation relations, {αn,s, βm,s} = 0 and {αn,s, αm,s} = {βn,s, βm,s} = 2δmn. Importantly, the
Majorana operators at left end of the chain, α1↑, α1↓, and at the right end of the chain, βL↑, βL↓, do
not appear in the Hamiltonian. They therefore commute with the Hamiltonian and constitute zero-energy
modes of the Hamiltonian. In terms of the original electron creation and annihilation operators these modes
are given by
γL ≡ α1↑ = (c1↑ − c1↓ + c†1↑ − c†1↓)/
√
2 ; γR ≡ β1↑ = (cL↑ − cL↓ − c†L↑ + c†L↓)/(
√
2i)
γ˜L ≡ α1↓ = (c1↑ + c1↓ + c†1↑ + c†1↓)/
√
2 ; γ˜R ≡ β1↓ = (cL↑ + cL↓ − c†L↑ − c†L↓)/(
√
2i).
(13)
Notice that under time-reversal symmetry, γL,R → γ˜L,R, γ˜L,R → −γL,R, namely the zero modes γL and γ˜L
are in fact a Kramers pair (and similarly γR and γ˜R).
1.2.2. Lattice model in two dimensions
Finally, the lattice model of Eq. (133) can be generalized to two dimensions in a straight forward manner,
H2dLatt =
∑
nx,ny
−µc†ncn +
[
1
2
∆0c
†
niσ
yc†Tn + h.c.
]
+
∑
α,β∈{x,y}
[
c†n(−tδαβ + iuαβσβ)cn+eˆα +
1
2
c†n(∆
′
1δαβ + ∆
′′
1,αβσ
β)iσyc†Tn+eˆα + h.c.
] ,
(14)
where n = (nx, ny) runs over the sites of a square lattice, and where eˆα=x,y are unit vectors in the Cartesian
directions. The spin-orbit coupling term, uαβ , and the triplet pairing term, ∆
′′
1,αβ , are now 2×2 matrices. For
example, the case uαβ = uεαβ corresponds to a Rashba spin-orbit coupling term, with εαβ the antisymmetric
tensor, and the case ∆′′1,αβ = ∆
′′
1δαβ corresponds to a px ± ipy superconducting term.
1.3. Topological and symmetry protection
We have mentioned above that once the system is in its topological phase, local perturbations to the
Hamiltonian do not affect its topological properties, and in particular, do not split the zero-energy Majorana
Kramers pairs. For quadratic Hamiltonians [such as those considered in Eqs. (1) and (133)] this can be
understood by examining the symmetries of the excitation spectrum.
Consider a general quadratic Hamiltonian of fermions, written in the following Bogoliubov-de Gennes
(BdG) form,
H =
N∑
i,j=1
hija
†
iaj +
1
2
(∆ija
†
ia
†
j + h.c.) =
1
2
N∑
i,j=1
(a†i , ai)Hij
(
aj
a†j
)
+
1
2
Tr(h) ; Hij =
(
hij ∆ij
∆∗ji −hji
)
(15)
where ai is a fermionic annihilation operator for a single-particle states denoted by the index i (which
generally includes spin), h is a hermitian matrix, and ∆ is a matrix which can be chosen antisymmetric,
without loss of generality, thanks to the anticommutation relations of the fermions. As a result, the so-called
BdG Hamiltonian, H, automatically obeys
ΞHΞ−1 = −H ; Ξ = τxK, (16)
where τα=x,y,z is the set of Pauli matrices operating in the space connecting particles and holes, and where
K stands for the complex conjugation operator (namely KHK = H∗ and K~w = ~w∗). The operator Ξ
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constitute a particle-hole symmetry of H, that is an anti-unitary transformation which anticommutes with
the Hamiltonian.
This particle-hole symmetry has consequences regarding the spectrum of H. It dictates that the eigen-
states of H come in pairs having opposite energies,
H~w = ε~w ⇔ H(τx ~w∗) = −ε(τx ~w∗), (17)
as follows from Eq. (16). Notice that the above PHS is quite artificial; it resulted from our construction
of H. Indeed, we did not have to assume anything about H, except for being quadratic. The relation,
Eq. (17), is the first-quantized representation of the statement that if Γ† is an excitation of the system,
[H,Γ†] = εΓ†, then Γ can be viewed as an excitation with opposite energy, [H,Γ] = −εΓ, which follows
immediately by hermitian conjugation. The connection between the representations is made by identifying
Γ† =
∑
i uia
†
i + viai, where ~w
T = (~uT, ~vT).
Now let us assume that, in addition to the above PHS, the system also obey a TRS. In terms of second-
quantized operators, this means that the Hamiltonian is invariant under THT−1 = H, where T is an anti
unitary symmetry defined by TaiT−1 = Uijaj , TiT−1 = −i, with U being an N ×N unitary matrix. Let us
further assume that the TRS squares to −1, namely that applying it twice takes ai → −ai. This translates
to UU∗ = −1. Together with the unitarity of U , this means that U is antisymmetric (In the case examined
in Sec. 1.2, for example, one had U = iσy ).
Demanding that H is invariant under this TRS yields the following condition on the first-quantized BdG
Hamiltonian,
ΘHΘ−1 = H ; Θ = UK, (18)
where U is a 2N × 2N unitary antisymmetric matrix given by U = diag{U,U∗}. From Eq. (18), it follows
that if ~w is an eigenstate of H, then so is Θ~w, namely
H~w = ε~w ⇔ H(U ~w∗) = ε(U ~w∗). (19)
To show that ~w and U ~w∗ are linearly independent, we use the fact that the TRS squares to −1 (and therefore
U is antisymmetric) to arrive at9
~w† · (U ~w∗) =
2N∑
I,J=1
u∗IUIJu∗J =
2N∑
I,J=1
u∗I(−UJI)u∗J = −~w† · (U ~w∗), (20)
namely ~w†(U ~w∗) = 0, which means that ~w and U ~w∗ are not only linearly independent, but in fact orthogonal.
This two-fold degeneracy of the excitation spectrum is known as Kramers degeneracy, and we shall refer to
such a degenerate pair of states as a Kramers pair.
The combination of PHS and TRS dictates that a single isolated Kramers pair of zero-energy states
cannot be gapped. To see this, consider a semi-infinite one-dimensional system with a gapped bulk, and
having the above-mentioned symmetries. Two types of spectra are possible for such a system, shown in
Fig. 4. The spectrum for a system in the trivial phase, without zero-energy end states, is shown in Fig. 4(a),
while the spectrum for a system in the topological phase, having a Kramers pair of zero modes, is shown
in Fig. 4(b). The crucial point to notice is that these two spectra cannot be smoothly connected without
breaking either PHS or TRS. Indeed, since any eigenstate must be part of a degenerate pair (TRS), as well
as a part of an opposite-energy pair (PHS), the Majorana Kramers pair at zero energy cannot be removed.
One might wonder what happens to the spectrum when the system nevertheless goes through a phase
transition from the topological to the trivial phase. To answer that, we must consider the system with
both ends having open boundary conditions (keeping the system infinite). In the topological phase, there
necessarily exists another Majorana Kramers pair at the other end of the system. The spectrum then has
9The indices I and J run over 2N states, which include both particle states and hole states, to be distinguished from i and
j, which run only over the N particle states.
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Figure 4: (a-b) Two types of spectra for a semi-infinite (single boundary) 1d system with particle-hole symmetry (PHS) and
time-reversal symmetry (TRS). Each eigenstate is simultaneously a part of a degenerate pair and of an opposite-energy pair.
(a) a system in the trivial phase. The spectrum is completely gapped. (b) a system in the topological phase. While the system
is gapped in its bulk, at the end of the system there is a (Kramers) pair of zero-energy Majorana states. The two spectra cannot
be adiabatically connected to each other without breaking either PHS or TRS. (c,d) Two types of spectra for a semi-infinite
2d system with PHS and TRS. The system has open boundary conditions in the x direction and periodic boundary conditions
in the y direction. The gray regions represent the bulk states. In the trivial phase (c) the spectrum is completely gap, with
no states crossing zero, while in the topological phase there are two counter-propagating states crossing zero energy. TRS
relates states with opposite momenta and equal energy, and PHS relates states with opposite momenta and opposite energy.
The combination of these symmetries - the chiral symmetry - relates states at the same momenta and opposite energies. The
crossing cannot be moved or gapped without breaking either TRS or PHS.
overall two pairs of zero-energy states. For an infinite system, the bulk energy gap which imposes a finite
correlation length, prevents any local perturbation from connecting these pairs of states, which are located
infinitely apart. When the system goes through a topological phase transition, on the other hand, the
bulk gap closes, allowing for hybridization of the Majorana Kramers pairs at both ends, and consequently
splitting of them to finite energy. When the bulk gap reopens in the trivial phase, the spectrum resembles
that of Fig. 4(a).
1.4. Time-reversal anomaly
More insight into the Majorana Kramers pair and its topological protection can be gained from the so-
called time-reversal anomaly [28, 78]. This anomaly is the statement that, locally, time-reversal symmetry
anticommutes with the fermion-number parity, As we will see, this anomaly assures that a single Majorana
Kramers pair cannot exist by itself; it must be accompanied by a second pair at the other end of the system.
A consequence of this is that the MKP cannot be removed by any local perturbation, since it can only be
removed together with its partner on the other (far away) end of the system.
Consider a system in the TRITOPS phase. In order to focus on a single MKP, let us consider the system
in a semi-infinite geometry, such that it has open boundary conditions at its left end. The MKP is described
by the Majorana operators γL and γ˜L. Under TRS, these transform as TγLT−1 = γ˜L and Tγ˜LT−1 = −γL.
We can construct the following regular fermion, fL = (γL + iγ˜L)/2, f
†
L = (γL − iγ˜L)/2. Under TRS, this
fermion transforms in a very special way,
TfLT−1 = if
†
L ; Tf
†
LT
−1 = −ifL, (21)
namely, TRS changes the occupation of the fermion, f†LfL → 1− f†LfL.
Since both γL and γ˜L are zero modes of the Hamiltonian, the ground state is doubly degenerate with
the two states related by f†L,
|G1〉 ; |G2〉 = f†L|G1〉. (22)
While in our description of the system the total fermion number NF is not conserved, the fermion-number
parity, (−1)NF , is conserved. We can therefore choose the (many-body) eigenstates of the Hamiltonian to
be states of definite fermion-number parity. Let |G1〉 have, without loss of generality, even fermion parity,
then |G2〉 necessarily has odd fermion parity. Therefore, at low energies the fermion-number parity of
12
the system is determined by the occupation of the fL fermion
10, namely (−1)NF = 2f†LfL − 1 = iγLγ˜L.
From the transformation of fL under time-reversal, it then follows that the fermion parity and the TRS
anticommute[28]
T(−1)NF = −(−1)NFT, (23)
which is refereed to as the time-reversal anomaly [28].
Apparently, Eq. (23) seems to contradict the fact that TRS should clearly commute with the total
number of fermions in the system, NF. To resolve this we must consider a closed system, with open
boundary conditions both on the left and on the right. The existence of a second MKP at the right end
of the system, γR, γ˜R, then saves us from having a contradiction. The total fermion-number parity is now
determined by the occupations of both fL and fR = γR + iγ˜R,
(−1)NF = (iγLγ˜L)(iγRγ˜R), (24)
where PL ≡ iγLγ˜L and PR ≡ iγRγ˜R determine the fermion parity at the left and right ends of the system,
respectively. Notice that since the system is assumed to be gapped to fermionic excitations in the bulk,
this distinction is well defined. While TRS locally anticommutes with fermion parity on the left and on the
right, {T, PL} = {T, PR} = 0, it commutes with the total fermion parity.
Finally, for systems which conserve one component of the total spin (e.g. Sz), an additional interesting
phenomenon exist, which is related to the time-reversal anomaly. In the TRITOPS phase of such systems,
the ground states exhibit a non-zero spin expectation value near the two ends of the systems, such that each
end accumulates a spin ±1/4 [69, 79–81]. This is very different than the case of a time-reversal-invariant
system in the trivial phase. There, since the ground state (which is unique) is time-reversal symmetric, the
total spin is zero.
To understand this phenomenon, let us again consider a semi-infinite system with a single boundary.
The zero-energy fermion, f†L, either creates or destroys a spin 1/2
11, namely the ground states |G1〉 and
|G2〉 = f†L|G1〉 differ by a spin ±1/2. On the other hand, these states are related by TRS (which flips
the occupation of fL), and therefore they must have opposite spin. The expectation value of the total
spin, Sz, in the two ground states is thus ±1/4. Since f†L has support only near the boundary, this spin
is localized at the system’s boundary. For a system with two boundaries, there are altogether four ground
states, corresponding to the different possibilities of having spin ±1/4 at each end.
2. Topological invariants
Above, in Sec. 1.1, we introduced a minimal low-energy model, Eq. (1), and obtained the condition for
this model to be in the TRITOPS phase. This condition is expressed as a Z2 topological invariant whose
value can only change during a topological phase transition, accompanied by a closing of the gap. In this
section, we go beyond the low-energy model, and derive such an expression for a more general quadratic
Hamiltonian. In Sec. 2.1 we obtain the topological invariant for a 1d system. We follow the derivation
presented in Refs.[80, 82]; alternative approaches can be found in Refs. [72, 73, 83–85]. We then make use
of the 1d result in order to construct the topological invariant for a 2d system in Sec. 2.2. Finally, in Sec 2.3
we present a simplified version of the topological invariant, correct in the limit where superconductivity is
weak [72].
10For a (semi-infinite) system described by a quadratic Hamiltonian this is true not only at low energies. Indeed, in this
case all many-body eigenstates come in degenerate opposite-parity pairs which are distinguished by whether the fermion fL is
occupied or empty.
11For a quadratic system conserving Sz = 1
2
∑
i a
†
i↑ai↑ − a†i↓ai↓, the operator f†L must have one of the following forms:
f†L =
∑
i ui↑a
†
i↑ + vi↓ai↓ or f
†
L =
1
2
∑
i ui↓a
†
i↓ + vi↑ai↑, which correspond to creating and destroying a spin 1/2, respectively.
For non-quadratic systems, f†L will be dressed by particle-hole and Cooper-pair excitations, however these would not change
the property, [Sz , f†L] = ± 12f
†
L, so long as f
†
L has a nonzero single-particle weight. Notice the difference in notation with respect
to Sec. 1.4; there the index i included the spin, while here we have separated the spin from the rest of the degrees of freedom.
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2.1. One dimension topological invariant
Consider a general translationally-invariant quadratic Hamiltonian in 1d. Written in momentum space,
this is given by
H =
∑
k
[
ψ†khkψk +
1
2
(ψ†k∆kψ
†T
−k + h.c.)
]
, (25)
where for every k, ψ†k is a 2M -dimensional vector of fermionic creation operators which includes all degrees
of freedom within a unit cell, including spin, transverse modes, sublattice sites, atomic orbitals etc. (the
dimension of the vector ψ†k has to be even due to the spin degree of freedom). Here, hk and ∆k are 2M×2M
matrices operate on these degrees of freedom, describing the normal and pairing parts of the Hamiltonian,
respectively12. Due to the anticommutativity of the fermionic operators, ψ†k, one can choose the pairing
matrix to obey ∆T−k = −∆k13, where the superscript stands for the transpose of a matrix.
We are interested in Hamiltonians belonging to class DIII, that is obeying a PHS that squares to +1, and
a TRS that squares to −1. Let us start by constructing the TRS. As in Sec. 1, we define it by its operation
on the second-quantized annihilation operators, and on c numbers,
TψkT−1 = T ψ−k ; TiT−1 = −i, (26)
where T is a unitary 2M × 2M matrix. Namely, this transformation reverse the momentum, as well as
operating on the degrees of freedom of the unit cell (such as on the spin). The requirement that T squares
to −1 means that operating with it twice should take ψk → −ψk, which results in the condition T T ∗ = −1.
Enforcing this TRS on the Hamiltonian, THT−1 = H, translates to conditions on hk and ∆k,
T †h∗−kT = hk, (27a)
T †∆∗−kT ∗ = ∆k. (27b)
To obtain the PHS, we first need to construct the BdG form of the Hamiltonian. Defining the Nambu
spinor as Ψ†k = (ψ
†
k, ψ
T
−kT ), we can write14
H =
1
2
∑
k
Ψ†kHkΨk ; Hk = τz ⊗ hk + τx ⊗∆kT , (28)
where we have made use of the relations given in Eq. (27). Notice in particular that Eq. (27b) together
with ∆T−k = −∆k imply that ∆kT is a hermitian matrix (and therefore also Hk). In terms of the BdG
Hamiltonian, Hk, the PHS is expressed as ΞHkΞ−1 = −H−k, with Ξ = τy ⊗ T K, and where as before K
stands for complex conjugation. TRS is expressed in these terms as ΘHkΘ−1 = H−k, with Θ = 12×2⊗T K.
Notice that our choice of the Nambu spinor makes the chiral symmetry of Hk particularly very apparent,
τyHkτy = −Hk.
In the next step, we write the Hamiltonian in the basis which diagonalizes the chiral symmetry, where
it has the following block off-diagonal form:
ei
pi
4 τ
xHke−ipi4 τx =
(
0 Qk
Q†k 0
)
. (29)
To make progress in analyzing the matrix Qk, we consider its singular value decomposition, Qk = U
†
kDkVk,
where Uk, Vk are unitary matrices and Dk is a square diagonal matrix with non-negative elements on its
12Namely, the expression ψ†khkψk is shorthand writing for
∑M
α,β=1 ψ
†
k;αhk;αβψk;β .
13To be more specific, if we write ∆k as composed of two parts, ∆k = (∆k + ∆
T
−k)/2 + (∆k −∆T−k)/2, then the first term
cancels upon summing over k in Eq. (25). We are therefore allowed to consider only the second part (which obeys ∆T−k = −∆k)
to begin with.
14Notice the construction of the BdG Hamiltonian here is somewhat different than in Eq. (15) of Sec. 1.3, as here we
incorporate the matrix T (whose role is played by U in Sec. 1.3) into the definition of the basis.
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Figure 5: Examples of spectra of the unitary matrix Q˜k [see Eq. (29) and below], corresponding to (a) a topologically-trivial case,
and (b) a topologically-nontrivial case. Due to time-reversal symmetry, the eigenvalues of Q˜k come in pairs, {exp(iθIn,k)}Mn=1
and {exp(iθIIn,k)}Mn=1 (blue and red lines, respectively), where θIIn,k = θIn,−k. The parity of the winding number of the blue (or
red) line gives the class-DIII topological invariant in 1d. In the examples shown here M = 1.
diagonal. By squaring both sides of Eq. (29), it becomes apparent that the elements of Dk are the positive
eigenvalues of Hk. As long as Hk is gapped, we can therefore further conclude that the diagonal elements
of Dk are all nonzero.
We are allowed to make a smooth deformation to Hk, as long as this does not cause its gap to close and
keep its symmetries intact, since such a deformation cannot affect the topological invariant. We do that
by smoothly deforming Dk to the identity matrix without closing the gap (which is possible due to all its
diagonal elements being positive). This in turn deforms the Hamiltonian, Hk → H˜k , such that H˜k has two
flat bands at energies ±1 (in the appropriate units), but the same eigenstates as Hk (and therefore the same
symmetries). The deformed Hamiltonian, H˜k, is given by Eq. (29) with Qk replaced by Q˜k = U†kVk. The
advantage of making the above deformation is that Q˜k, is a unitary matrix, therefore obeying the spectral
theorem. We now use the spectrum of Q˜k to construct he topological invariant.
The spectrum of Q˜k is constraint by the TRS of the Hamiltonian, T †H˜∗−kT = H˜k, which implies
T †Q˜∗−kT = Q˜†k. (30)
Together with the unitarity of Q˜k, Eq. (30) dictates that its eigenstates and eigenvalues come in pairs,
related by TRS. Namely, if |α〉 is an eigenstate of Q˜k with eigenvalue eiθ, then T †|α〉∗ is an eigenstate of
Q˜−k with the same eigenvalue. We can therefore divide spectrum of Q˜k into two sectors, {exp(iθIn,k)}Mn=1
and {exp(iθIIn,k)}Mn=1, related by time reversal, θIIn,k = θIn,−k. This means, in particular, that at the time-
reversal-invariant momenta, k = 0, pi, the eigenvalues of Q˜k come in Kramers’ degenerate pairs.
Consider now the spectrum of Q˜k as a function of k ∈ [−pi, pi]. From the TRS of the spectrum it follows
that the number of pairs of degenerate states at a given value θ cannot change by an odd number during an
adiabatic change which leaves the gap of Hk open. The parity of the number of degenerate pairs is therefore
a topological invariant. Alternatively stated, the topological invariant is given by
ν = (−1)W ; W =
M∑
n=1
1
2pi
∫ k=pi
k=−pi
dθIn,k, (31)
namely, the parity of the sum of windings of {θIn,k}Mn=1 (A similar results is guaranteed if one considers
{θIIn,k}Mn=1 instead). Figure 5 presents examples of trivial and topological spectra of Q˜k, for the case M = 1.
2.2. From one to two dimensions
Having obtained an expression for the class DIII topological invariant in 1d, we now show how it can be
used for obtaining the invariant for the 2d case as well. Consider the two-dimensional BdG Hamiltonian,
Hkx,ky , defined by Eqs. (25) and (28) with the replacement kx → (kx, ky). We argue that the Z2 topological
15
invariant in 2d is given by15
ν2d = ν[Hkx,ky=0] · ν[Hkx,ky=pi], (32)
where ν[Hkx,ky=0] is the topological invariant of the 1d Hamiltonian obtained by setting ky = 0 in Hkx,ky=0
(and similarly for Hkx,ky=pi). Notice that, since we are only concerned with the time-reversal-invariant
momenta, ky = 0, pi, the Hamiltonians Hkx,ky=0,pi obey the TRS and PHS described below Eq. (28), making
ν[Hkx,ky=0,pi] well defined.
To derive Eq. (7), let us consider a semi-infinite system with periodic boundary conditions in the y
direction, and an edge along the line x = 0 [see also Fig. 4 (c,d)]. The non-trivial phase is characterized
by having an odd number of pairs of helical edge modes16. At the edge of such a system, at every energy
inside the bulk gap, there must therefore be an odd number of Kramers’ pairs of states [degenerate states
at momenta ky and −ky related by TRS as depicted in Fig. 4 (d)]. Let us further focus on the middle of
the gap, which is necessarily at E = 0 due to particle-hole symmetry. We can infer the number of pairs of
helical modes crossing the gap from the number of degenerate Kramers’ pairs of states at E = 0.
At ky = 0, the number of Kramers’ pairs is equal to the Z2 invariant of the corresponding DIII one-
dimensional HamiltonianHkx,ky=0. The same is true at the other time-reversal-invariant momentum, ky = pi.
At momenta away from ky = 0, pi, the number of zero-energy Kramers’ pairs must be even due to time-
reversal and chiral-symmetries17. Therefore, the parity of the total number of Kramers’ pairs at E = 0
(which equals the number of pairs of gapless helical modes) is given by ν[Hkx,ky=0] · ν[Hkx,ky=pi], which is
indeed the right hand side of Eq. (32). Finally, we note that using the same arguments, one can show that
the topological invariant can equivalently be written as ν2d = ν[Hkx=0,ky ] · ν[Hkx=pi,ky ].
Examining Eq. (32), we see that there are two ways in which one can arrive at a topologically-trivial
index, ν2d = 1: either ν[Hkx,ky=0] = ν[Hkx,ky=pi] = 1, or ν[Hkx,ky=0] = ν[Hkx=,kypi] = −1. The latter
scenario is rather interesting, since it implies that the edge spectrum (still assuming periodic boundary
conditions in the y direction) of the system contains two pairs of helical gapless modes crossing the gap,
one pair at ky = 0 and one pair at ky = pi. In the absence of perturbations connecting states at ky = 0
with states at ky = pi, these helical modes are protected by the topological invariants νy,0 ≡ ν[Hkx,ky=0]
and νy,pi ≡ ν[Hkx=,kypi]. Accordingly, νy,0 and νy,pi are called “weak” topological indices, as they only
predict the existence of gapless edge modes in the presence of translation invariance18. Similarly, given
periodic boundary conditions in the x direction and open boundary conditions in the y direction, the
“weak” topological indices, νx,0 ≡ ν[Hkx=0,ky ] and νx,pi ≡ ν[Hkx=pi,ky ], predict the existence of helical edge
modes for a system having translation invariance in the x direction.
2.3. Weak-pairing limit
The procedure for obtaining the topological invariant can be greatly simplified in the so-called weak-
pairing limit, where ∆k is small. Consider again the 1d Hamiltonian Hk of Eq. (28), composed of a normal
block, hk, and a superconducting block, ∆kT . We begin by diagonalizing the normal block,
hk =
∑
n
∑
σ∈{I,II}
εn,k,σ|n, k, σ〉〈n, k, σ|, (33)
where we have used the label σ = I, II to divide all states into two sectors related by TRS, namely |n, k, II〉 =
T |n,−k, I〉∗, and accordingly εn,k,I = εn,−k,II [similar to the way we divided the spectrum of Q˜k, in Fig. 5].
15Note that most generally kx and ky should be considered as coordinates along the reciprocal primitive vectors, G1,2, in
units of |G1,2|/2pi, respectively.
16While an even number of pairs of helical edge modes can generally be completely gapped by a symmetry-allowed pertur-
bation, an odd number of pairs dictates the survival of at least one pair.
17The chiral symmetry dictates that for each state with energy E = 0 and momentum ky , there is another state with the
same energy and momentum. TRS dictates that for each such state there is another state with energy E = 0 and momentum
−ky .
18It has been shown, however, that weak phases are protected even in the presence of disorder, as long as translation invariance
is maintained on average [86–88]
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Next we write the superconducting block, ∆kT , in the same basis,
∆kT =
∑
mn
∑
σσ′∈{I,II}
|n, k, σ〉〈n, k, σ|∆kT |m, k, σ′〉〈m, k, σ′|. (34)
In the weak-pairing limit, we keep only the diagonal elements in Eq. (34). This is justified since only
pairing between |n, k, σ〉 and T |n, k, σ〉 opens a gap at the Fermi energy19, assuming the off-diagonal elements
of ∆k are small enough. Within this approximation, the matrix Qk of Eq. (29) is given by
Qk =
∑
n
∑
σ∈{I,II}
|n, k, σ〉(δn,k,σ + iεn,k,σ)〈n, k, σ| (35)
where we define δn,k,σ ≡ 〈n, k, σ|∆kT |n, k, σ〉.
According to Eq. (31), the topological invariant is then given by the parity of the sum (over n) of winding
numbers of zn,k ≡ δn,k,I + iεn,k,I, upon sweeping k from −pi to pi. The parity of each such winding number
can be obtained by examining the sign of δn,k,I at the momenta for which εn,k,I vanishes: if the product
of δn,k,I at these momenta is negative, then zn,k,I winds an odd number of times, while if the product is
positive it winds an even number of times.
Finally, since TRS dictates that δn,k,I = δn,−k,II, we can include both sectors I and II, and instead restrict
ourselves only to the Fermi momenta between k = 0 and k = pi. We then obtain [72]
ν =
∏
s
sgn(δs), (36)
where s labels all the Fermi points in k ∈ [0, pi], and it includes all bands {n, σ}. The expression for the
topological invariant of the minimal model, Eq. (3) is a special case of Eq. (36).
This result can also be extended to the two-dimensional case, with the help of Eq. (32), which states
that ν2d = ν[Hkx,ky=0] · ν[Hkx,ky=pi]. In the 2d case, we take s to labels the Fermi contours, as opposed to
Fermi points. Notice also that sgn(δs) cannot change along a given Fermi contour as long as the system is
gapped, and it is therefore well defined. We next make the observation that sgn(δs) belonging to a Fermi
contour encircling an even number of TRIM [k = (0, 0), (0, pi), (pi, 0) and (pi, pi)] necessarily appears an even
number of times in the expression for ν2d, and therefore does not contribute. We can therefore write [72]
ν2d =
∏
s
[sgn(δs)]
ms , (37)
where ms is the number of TRIM enclosed by the s’th Fermi contour.
3. Realizations of Time-Reversal-Invariant Topological Superconductors (TRITOPS)
In Sec. 1.1 we introduced a minimal model for the TRITOPS phase. In this section we study specific
microscopic models which can be realized in currently-available experimental setups, and which are described
by the minimal model at low energies. As we saw, the TRITOPS phase is obtained when the pairing potential
of the positive-helicity modes, ∆+, is opposite to that of the negative-helicity modes, ∆− [see Eqs. (1) and
(3)]. In searching for microscopic realizations of TRITOPS, the challenge would therefore be to find a
mechanism creating this sign change in the superconducting pair potentials.
We focus here on three general mechanisms where this occurs. In Sec. 3.1 we show how coupling
a normal system to two SCs having a pi phase difference [32, 33, 80, 89, 90] essentially translates to a
sign change in momentum space, between ∆+ and ∆−. This, however, generally requires fine-tuning of
19When making this statement we assume the spectrum of hk is nondegenerate at the Fermi level. If it is, one has to first
diagonalize ∆kT in that degenerate subspace.
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the superconducting phase, where deviations from a pi phase difference breaks TRS and therefore lift the
protection of the MKPs. Then, in Sec. 3.2, we show how repulsive electron-electron interactions can stabilize
the required sign change without any fine tuning, even when coupling the system to a single conventional
s-wave superconductor [60, 84, 91–95]. Finally, in Sec. 3.3 we consider proximity coupling to unconventional
SCs [76, 77, 79, 81, 96, 97], which while being topologically trivial, contain a sign change of the pairing
potential inside the Brillouin zone. This sign change can then be induced in the normal system through
proximity, thereby realizing the TRITOPS phase.
3.1. Proximity to superconducting pi junctions
In this section we examine systems in 1d and 2d, coupled to two SCs with a pi phase difference. As we
will see, the combination of the superconducting pi phase difference, together with the spin-orbit interaction
in the system, can cause a sign difference inside the Brillouin zone between the pairing potentials ∆+ and
∆−, of the low-energy model, Eq. (1). We concentrate on two examples of such systems. (i) a finite-width
two-dimensional topological insulator (in which the gapless edges serve as an effective 1d system) [33, 80]
and (ii) a Rashba spin-orbit-coupled semiconductor wire [80, 98]. In both cases, coupling the system to a
superconducting pi junction can realize the 1d TRITOPS phase. The same effect can occur also in 2d, either
in a finite-thickness three-dimensional TI [32, 60, 89, 99–101], or in a Rashba 2DEG [98, 101–103].
3.1.1. Finite-width 2d topological insulator
We are looking for a system that will be described at low energies by the model of Eq. (1) with opposite
pairing potentials, sgn(∆+∆−) = −1. That is, it should contain two right-moving modes, and two left-
moving modes, where the pairing between positive-helicity modes, ∆+, is opposite to that of the negative-
helicity modes, ∆−. Perhaps the most natural setup meeting these requirements is a finite-width strip of
a 2d topological insulator (2DTI) [9–11], placed between two superconductors whose phase difference is
fine-tuned to pi, as depicted in Fig. 6(a).
The 2DTI phase is characterized by a pair of counter-propagating helical modes on each edge. Impor-
tantly, modes on the lower edge have positive helicity (a right-moving spin-↑ mode and a left-moving spin-↓
mode), while modes on the upper edge have negative helicity (a right-moving spin-↓ mode and a left-moving
spin-↑ mode). If we couple each edge to a SC, with a pi phase difference between them, one immediately has
sgn(∆+) = −sgn(∆−), thereby realizing the TRITOPS phase.
The same conclusion can be reached by focusing on the boundary of this quasi-1d system [33]. In the
TRITOPS phase, the boundary must host a Kramers pair of zero-energy Majorana bound states. As depicted
in Fig. 6(b), the boundary is described by a single pair of helical modes, connecting the two superconductors.
One can easily obtained the excitation spectrum of such a junction. In the limit of a short junction it is
given by [33, 104]
ε = ±|∆0| cos(φ/2), (38)
where ∆0 is the pair potential of the superconductors, and φ is their phase difference. Indeed, when the
phase difference between the superconductors is φ = pi, there is a pair of zero energy states in the junction
(the Majorana Kramers pair), indicating that the system is in the TRITOPS phase. Notice that once a MKP
is present in the junction, it cannot be removed by any local perturbation, as long as TRS is preserved20.
Namely our conclusions still holds, even if the Hamiltonian describing the system’s boundary is modified,
for example by going away from the short junction limit.
3.1.2. semiconductor nanowires
A similar effect to that described above can take place when a semiconductor nanowire is coupled to a
superconducting pi junction [80, 98]. As in before, the real-space pi phase difference translates into a sign
20In contrast, in a trivial SNS junction (where the normal part is not described by a pair of helical modes), a similarly-looking
excitation spectrum is obtained, however, importantly the number of states there is doubled compared to Eq. (38). At φ = pi,
there are therefore two pairs of Majorana bound states, which are not protected and can split due to perturbation (for example
weak disorder).
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(a) (b) (c)
Figure 6: (a,b) A finite-width two dimensional topological insulator (2dTI) in proximity to two s-wave superconductors, with
a pi phase difference. The system’s bulk is shown in (a), while (b) shows the system’s end. (c) The low-energy spectrum of the
2dTI in the absence of induced pairing. We allow for a different chemical potential on each edge, as well as coupling between
the edges (which creates a gap of size 2|t|). If the chemical potential does not lie inside the gap, then the system is described
at low energies by the minimal model of Eq. (1). Since the lower edge of the 2dTI host modes with positive helicity, while the
upper edge host modes with negative helicity, the respective induced pairing potential, ∆+ and ∆− have opposite signs.
difference between the induced pairing potentials of the positive- and negative-helicity modes, ∆±. This
happens due to the difference in the spatial profile of the wave functions of these modes, which is a result
of spin-orbit interaction.
To understand this effect better, let us consider the following simplified model for describing the nanowire
[105]. We assume the confining potential of electrons in the wire is described by an harmonic potential,
Vc(y) = m
∗ω2cy
2/2, where y = 0 is at the center of the wire, as depicted in Fig. 7. Here, m∗ is the effective
mass of the electron, and ωc is related to the width of the wire through wy ∼ 1/
√
m∗ωc. The spin-orbit
coupling in the wire contributes a term of the form Hso = u∂yVc(y)pˆxσz. Ignoring the z direction (justified
when wz  wy), the electrons in the wire are governed by the first-quantized Hamiltonian
Hwire = − ∇
2
2m∗
+
1
2
m∗ω2c (y − iuσz∂x)2. (39)
The eigenfunctions of the lowest-energy transverse band are given by
φk,s(x, y) = e
ikx · e−m
∗ωc
2 (y+uks)
2
, (40)
up to normalization, where s = ±1 corresponds here to spin ↑ and spin ↓, respectively. It is now apparent
that states with ks > 0 are shifted towards y < 0, while states with negative ks < 0 are shifted towards
y > 0 [106]. This is illustrated in Fig. 7 , where the blue and red curves qualitatively describe the spin-↑
and spin-↓ wave functions, respectively.
Upon coupling the two SCs to the wire, modes with ks > 0 are therefore better coupled to the lower SC,
while modes with ks < 0 are better coupled to the upper SC. Since the two SCs have a pi phase difference,
modes with positive helicity (ks > 0) experience an induce pairing potential, ∆+, with opposite sign to
the pairing potential of the negative-helicity (ks > 0) mode, ∆−. If the chemical potential is inside the
lowest-energy transverse band, one therefore expect the system to be in the TRITOPS phase.
3.2. Interacting proximity-coupled systems
The pi junctions considered above provide a very intuitive platform for realizing the TRITOPS phase.
They nevertheless require fine-tuning of superconducting phases. Indeed, any deviation from a phase dif-
ference of φ = pi would break time-reversal symmetry, and thereby lift the protection of the topological
boundary modes - the Majorana Kramers pair. Moreover, creating a superconducting phase difference ex-
perimentally usually involves applying a magnetic field, or forcing a current in the system, both of which
break TRS.
Below we show how repulsive e-e interactions can stabilize the TRITOPS phase in a normal system
coupled to a single conventional s-wave SC [60, 84, 91–95]. We begin in secs. 3.2.1 and 3.2.2 by motivating the
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Figure 7: A semiconductor quasi one-dimensional nanowire coupled to two bulk s-wave superconductors, having a pi phase
difference. As a result of spin-orbit coupling, the spatial profile of the electronic wave functions depends on the factor ks, with
s = 1 for spin ↑, and s = −1 for spin ↓, and with k being the momentum in the x direction. Wave functions with positive
helicity (ks > 0) are pushed towards the lower superconductor, while wave functions with negative helicity (ks < 0) are pushed
towards the upper SC.
inclusion of repulsive interactions on a qualitative level. In sec. 3.2.3 we then adopt a more formal approach,
studying the low-energy model of Eq. (1) in the presence of all the interaction terms allowed by symmetry.
Finally, we present numerical evidence showing that repulsive interactions can drive a proximity-coupled
Rashba wire into the TRITOPS phase. One might raise the question of whether including interactions is
necessary for ending up in the TRITOPS phase. In appendix A we show that indeed, a non-interacting
system coupled to a single conventional s-wave SC is always in the topologically-trivial phase [77, 82, 84].
3.2.1. Interaction-induced pi junction
Consider an interface between a conventional superconductor and a normal metal, as depicted in Fig. 8(a).
Inside the SC, the phonon-mediated e-e interactions are attractive, represented by gsc < 0, while inside the
normal metal the e-e interactions are repulsive, gN > 0. This problem was addressed by de Gennes [107] who
showed that the pairing potential in such a setup changes sign across the interface, as shown qualitatively
in the right panel of Fig. 8(a).
One can easily understand the origin of this result. First, the attractive interactions in the SC gen-
erate a non-zero mean-field pairing potential, ∆sc = gscFsc, where Fsc = 〈ψ↓(r)ψ↑(r)〉|y<0 is the pair
correlation function. Then, the superconductor induces by proximity a non-zero pairing correlation, FN =
〈ψ↓(r)ψ↑(r)〉|y>0, of the same phase as Fsc. Finally, this gives rise to a pairing potential, ∆N = gNFN. Since
gN and gsc have opposite signs, ∆sc and ∆N also differ by a pi phase
21.
We can now reconsider the systems discussed in Sec. 3.1 - the finite-width 2dTI and the Rashba wire -
but now coupled only to a single SC, as shown in Fig. 8(b,c). As explained above, in both these cases the
positive-helicity modes are somewhat separated (spatially) from the negative-helicity modes. By coupling
the SC as depicted in Fig. 8(b,c), one obtain a situation resembling the SC-N interface of Fig. 8(a), where
the positive-helicity modes play the role of the SC, and the negative-helicity modes play the role of the
Normal metal. The combination of the proximity between the modes and the repulsive e-e interaction in
the 2dTI (or Rashba wire) then effectively create the sought pi junction. In sec. 3.2.4 we present numerical
results corroborating these conclusions for the proximity-coupled Rashba wire.
3.2.2. Local versus Crossed Andreev reflection
Another way in which interactions can drive a system into the TRITOPS phase is by affecting the com-
petition between two superconducting proximity mechanisms: local Andreev reflection and crossed Andreev
reflection [84, 92–94, 100, 108]. To understand this better, we focus again on a system composed of two
edges of a 2dTI. This time, however, we consider the case where the edges belong to different 2dTI samples
21For more details on the behavior of the pair correlations vs. the pair potential see the supplemental material of Ref. [91].
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(a) (b) (c)
Figure 8: (a) Interface between a superconductor (SC), where e-e interactions are effectively attractive (gsc < 0), and a Normal
metal, where e-e interactions are repulsive (gN > 0). The combination of the proximity effect and the repulsive interactions in
the normal metal causes the pairing potential to change sigh across the interface. (b) a finite-width two-dimensional topological
insulator (2dTI), coupled to a single SC. The lower-edge modes play the role of the SC, while the upper-edge modes play the
role of the Normal metal. The proximity effect is achieved due to tunneling, t between the edges. The emergent pi junction then
stabilizes the TRITOPS phase (see also Fig. 8). (c) A similar effect can take place in a Rashba wire, where the positive-helicity
modes (which are pushed downwards) play the role of the SC, and the negative-helicity modes (which are pushed upwards)
play the role of the normal metal.
Figure 9: Two topological insulators coupled through a single conventional superconductor. In the absence of normal tunneling
between the edges, the system is in the TRITOPS phase when the crossed-Andreev-reflection term is stronger than the direct-
Andreev reflection term. The latter is expected to be suppressed by repulsive electron-electron interactions.
with opposite topological indices, as depicted in Fig. 9. The two right-moving modes then have spin ↑, while
the two left-moving modes have spin ↓.
We label the samples by j = 1, 2, such that ψR,j (ψL,j) denote the right- (left)-moving mode on the
edge belonging to sample j. We couple the two edges through a single conventional s-wave SC (see Fig. 9).
Assuming there is no normal tunneling between the edges, the Hamiltonian describing the system at low
energies is H = H0 +H∆, with
H0 = −iv
∫
dx
∑
j=1,2
[
ψ†R,j(x)∂xψR,j(x)− ψ†L,j(x)∂xψL,j(x)
]
H∆ =
∫
dx
[
∆1ψ
†
R,1(x)ψ
†
L,1(x) + ∆2ψ
†
R,2(x)ψ
†
L,2(x) + ∆cψ
†
R,1(x)ψ
†
L,2(x) + ∆
∗
cψ
†
R,2(x)ψ
†
L,1(x) + h.c.
]
,
(41)
where ∆1,2 are the induced pairing potentials on the edge of sample ’1’ and ’2’, respectively, and ∆c is the
induced crossed pairing potential term involving both edges simultaneously. While ∆1 (∆2) arise as a result
of a local AR process, where a Cooper pair tunnels to the edge of sample ’1’ (’2’), the term ∆c arise as a
result of a crossed AR process, where a Cooper pair is split between sample ’1’ and sample ’2’22.
To analyze the system, let us rewrite the pairing term in a matrix form,
H∆ =
∫
dx
{
[ψ†R,1(x), ψ
†
R,2(x)]
↔
∆
[
ψ†L,1(x)
ψ†L,2(x)
]
+ h.c.
}
;
↔
∆ =
(
∆1 ∆c
∆∗c ∆2.
)
(42)
22Notice that the form of the crossed pairing term is dictated by TRS, which takes ψR,j → ψL,j and ψL,j → −ψR,j. TRS
also dictates that ∆j = ∆
∗
j for j = 1, 2.
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When we now compare the Hamiltonian of Eq. (41) with that of the minimal model, Eq. (1), we recognize
that the two are related by a unitary transformation that diagonalize
↔
∆ . In matrix form, the topological
criterion, Eq. (3), can be expressed as the determinant of the pairing matrix. Since the latter is invariant
under unitary transformations, one infers [84, 92]
ν = det(
↔
∆) = ∆1∆2 − |∆c|2. (43)
For simplicity, we can make the reasonable assumption that ∆1 = ∆2 ≡ ∆loc, in which case we realize
that the system is topological whenever |∆c| > |∆loc|, namely when the crossed Andreev reflection dominates
over local Andreev reflection. In the absence of e-e interactions in the proximitized system (here the 2dTIs),
this will never be the case, as shown in Appendix A. In contrast, if short-range repulsive e-e interactions
exist, they are expected to suppress the local Andreev reflection process responsible for ∆loc, as it requires
paring of electrons on the same edge. If the later are strong enough [such that ν = −1 in Eq. (43)], they
can thereby drive the system into the TRITOPS phase. While this effect was discussed here in the context
of edges of 2dTIs [92], the same is true for semiconductor nanowires [84, 93, 94, 109].
In 2d, a related effect can occur in coupled semiconducting layers (or one layer with two orbitals), even
without proximity to an external superconductor. In these cases, superconductivity is intrinsically generated
as a result of interactions, and the competition is now between the inter-layer and intra-layer interaction
terms [81, 96, 110, 111].
3.2.3. Low-energy interacting model
We now move on to study the effect of interactions more formally. This is done by considering the
minimal model of Eq. (1), and adding to it possible interaction terms which are allowed by symmetry. We
then analyze the model using a mean-field approach and using the renormalization-group. As we will see,
the presence of short-range repulsive interactions can drive the system from the trivial to the topological
phase [see Fig. 10(a)].
This will be understood in terms of the competition between singlet and triplet pairing. Due to spin-orbit
coupling, proximity-induced superconductivity is generally described by both a singlet and a triplet pairing
potential, ∆s and ∆t, respectively. For a noninteracting system in proximity to a conventional s-wave SC
the system will always be in the topologically trivial phase, with |∆s| ≥ |∆t| (see Appendix A). However,
short-range repulsive interactions effectively suppress the singlet pairing term in comparison with the triplet
term, and can therefore drive the system into the TRITOPS phase.
The Hamiltonian we consider is given by H0 +H∆ +Hint, with
H0 =− i
∫
dx
{
v+
[
ψ†R↑(x)∂xψR↑(x)− ψ†L↓(x)∂xψL↓(x)
]
+ v−
[
ψ†R↓(x)∂xψR↓(x)− ψ†L↑(x)∂xψL↑(x)
]}
,
H∆ =
∫
dx
[
∆+ψ
†
R↑(x)ψ
†
L↓(x) + ∆−ψ
†
L↑(x)ψ
†
R↓(x) + h.c.
]
,
Hint =
∫
dx
{
g⊥1
[
ψ†R,↑(x)ψ
†
L,↓(x)ψ↓,R(x)ψL,↑(x) + h.c.
]
+ g+2 ρR↑(x)ρL↓(x) + g
−
2 ρR↓(x)ρL↑(x)
+ g
‖
2 [ρR↑(x)ρL↑(x) + ρL↓(x)ρR↓(x)]
}
,
(44)
where ρRs(x) = ψ
†
R,s(x)ψR,s(x) and ρLs(x) = ψ
†
L,s(x)ψL,s(x). Here H∆ describes induced pairing in the
normal system due to proximity to a superconductor, and Hint describes e-e interactions inside the normal
system, where g⊥1 is a backscattering interaction term, and g
+
2 , g
−
2 , and g
‖
2 are forward scattering interaction
terms. In the absence of symmetry under inversion (x → −x), Hint is the most general low-energy time-
reversal symmetric Hamiltonian describing interaction between modes of opposite chirality. Interaction
terms between modes of the same chirality can exist, however, they would not affect the RG flow, nor would
they contribute to our mean-field solution, and therefore we do not include them here [105].
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Mean-field theory. In this analysis we replace the low-energy interacting Hamiltonian by the quadratic part
of the Hamiltonian, but with new effective pairing potentials, ∆¯+ and ∆¯−. Upon determining ∆¯± from
self-consistent equations, one can then extract the topological invariant using Eq. (3). In the mean-field
approximation one assumes that the system has a superconducting order, and accordingly the averages of
the pairing terms, 〈ψL↓(x)ψR↑(x)〉 and 〈ψR↓(x)ψL↑(x)〉, are large compared to their respective fluctuations,
δ+ ≡ ψL,↓(x)ψR,↑(x)−〈ψL↓(x)ψR↑(x)〉 and δ− ≡ ψR,↓(x)ψL,↑(x)−〈ψR↓(x)ψL↑(x)〉. We therefore expand the
Hamiltonian in Eq. (44), to first order in δ±(x), resulting in the mean-field Hamiltonian, HMF = H0 +HMF∆ ,
with23
HMF∆ =
∫
dx
[
∆¯+ψ
†
R↑(x)ψ
†
L↓(x) + ∆¯−ψ
†
L↑(x)ψ
†
R↓(x) + h.c.
]
, (45)
where
∆¯+ = ∆+ + g
⊥
1 〈ψR↓(x)ψL↑(x)〉+ g+2 〈ψL↓(x)ψR↑(x)〉
∆¯− = ∆− + g⊥1 〈ψL↓(x)ψR↑(x)〉+ g−2 〈ψR↓(x)ψL↑(x)〉.
(46)
Since HMF is a quadratic Hamiltonian, one can easily calculate the above pair correlation functions and
arrive at the following self-consistent equations for ∆¯+ and ∆¯− [105],
∆¯± = ∆± − g
⊥
1
2piv∓
∆¯∓ sinh−1
(
v∓Λ/|∆¯∓|
)− g±2
2piv±
∆¯± sinh−1
(
v±Λ/|∆¯±|
)
, (47)
These coupled equations can be solved numerically for ∆¯±, after which the topological invariant of HMF is
obtained by ν = sgn(∆¯+)sgn(∆¯−).
One can, however, make further analytical progress by searching for the phase boundary between ν = 1
and ν = −1. This occurs when either ∆¯− = 0, or ∆¯+ = 0. By plugging ∆¯± = 0 in Eq. (47), one obtains
the conditions on the parameters of the original Hamiltonian, Eq. (44), to be on the phase boundary. One
obtains
v∓Λg⊥1
|g⊥1 ∆∓ − g∓2 ∆±|
= sinh
(
2piv∓∆±
g⊥1 ∆∓ − g∓2 ∆±
)
, (48)
where the two options correspond to the phase boundary occurring at ∆¯± = 0, respectively.
As a relevant example we can consider a Hubbard-type interaction, g1 = g
+
2 = g
−
2 = U , and furthermore
v+ = v− = v¯. Let us assume without loss of generality that |∆+| > |∆−|. This means that the phase
boundary will occur when ∆¯− = 0, namely when [105]
U
piv¯
=
∆s/∆t − 1
sinh−1 (v¯Λ/2|∆t|)
. (49)
Figure 10(a) presents the topological phase diagram, obtained using Eq. (49) (see dashed line), as a function
of U and the ratio ∆t/∆s, for different values of ∆s. For ∆t/∆s → 0 no finite amount of interactions can
bring the system to the topological phase. In contrast, when ∆t = ∆s, the system is already at a phase
transition, and any nonzero U suffices to drive the system to the topological phase. In the intermediate
regime, the system will become topological for some finite interaction strength which increases with |∆s/∆t|.
Renormalization-group analysis. We now move on to study the interacting Hamiltonian of Eq. (44) using the
renormalization group (RG). We are interested in the RG flow close to the noninteracting fixed point of free
electrons, described by H0. Both the singlet and triplet induced pairing potentials, ∆s,t = (∆+±∆−)/2, are
relevant perturbations to H0, namely this is an unstable fixed point. Below we show that the introduction
of Hint causes the instability to be more towards triplet pairing with compare to singlet pairing.
23The g
‖
2 term in Eq. (44) involves interaction between electrons of the same spin species. It therefore does not affect ∆¯±,
and its sole effect would be to change the effective chemical potential. Hence, we ignore it in the present mean-field treatment.
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Figure 10: (a) Phase diagram of the interacting model described in Eq. (44). The phase diagram is analyzed as a function of
the interaction strength U = g1 = g
+
2 = g
−
2 , and the ratio ∆t/∆s, for different fixed values of ∆s. ∆s and ∆t are the singlet
and triplet induced pairing potentials, respectively (referred to ∆0s,t in the context of the RG analysis), and are related to the
pairing potentials ∆± through ∆s,t = (∆+ ±∆−)/2. The solid lines are the phase boundaries calculated using weak-coupling
RG, while the dashed lines are those calculated from Eq. (49), obtained from a mean-field treatment. Notice that for ∆t = 0
the system cannot be driven into the topological phase for any interaction strength, i.e., some initial triplet pairing term is
required. For a nonzero ∆t, the system goes through a topological phase transition at a finite value of U which increases with
∆s. For ∆t = ∆s the system is on the verge of becoming topological, and any finite interaction will drive it to the topological
phase. (b) Phase diagram as a function of forward (y2) and backward (y1) scattering interaction terms. The solid red line shows
the phase boundary, calculated using the RG flow equations, Eq. (50), and the topological invariant, Eq. (54). The dashed
red line indicates the long RG-time approximation for the phase boundary, obtained by setting ∆t(`) = ∆s(`) in Eq. (56). It
agrees with the numerical result when ∆0±  v±Λ exp(−1/A), where A2 = y22 − y21 . The white solid line corresponds to the
separatrix of the Kosterlitz-Thouless flow, above which y1 and y2 flow to strong coupling. In obtaining this phase diagram, we
have used v− = v+ = v¯, y+2 = y
−
2 = y2, and the initial singlet and triplet pairing potentials were taken to be ∆
0
t = 0.01v¯Λ and
∆0s = 0.02v¯Λ, respectively.
The flow equations of the various terms in H∆ and Hint can be obtained, for example, using pertur-
bative momentum shell Wilsonian RG for Fermions [112]. This procedure results in the following flow
equations [105]
y˙⊥1 = −y2y⊥1 , (50a)
y˙2 = −1
2
(
v¯2
v+v−
+ 1
)
y⊥1
2
, (50b)
y˙+2 = −
1
2
v¯2
v+v−
y⊥1
2
, (50c)
y˙−2 = −
1
2
v¯2
v+v−
y⊥1
2
, (50d)
∆˙+ =
(
1− 1
2
y+2
)
∆+ − 1
2
v¯
v−
y⊥1 ∆−, (50e)
∆˙− =
(
1− 1
2
y−2
)
∆− − 1
2
v¯
v+
y⊥1 ∆+, (50f)
where we have defined v¯ = (v+ + v−)/2, and the dimensionless couplings y⊥1 = g
⊥
1 /piv¯, y
+
2 = g
+
2 /piv+,
y−2 = g
−
2 /piv−, and y2 = g
+
2 /2piv+ + g
−
2 /2piv− − g‖2/piv¯. The above equations have been derived using a
perturbative treatment and they are valid when y1, y
‖
2 , y
±
2 and ∆±/v±Λ are all smaller than 1.
Equations (50a,50b) give rise to a Kosterlitz-Thouless (KT) type of flow for y⊥1 and y2. It is described
by the constant of motion A2 = y22 − y21 , where y1 ≡ y⊥1
√
(v¯2/v+v− + 1)/2. Of greatest interest for us is the
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region y2 > y1 ≥ 0; this corresponds to an interaction which is repulsive on all length scales. In this case,
the flow of y1 and y2 is given by
y1(`) = A csch
[
A`+ arcoth
y2(0)
A
]
; y2(`) = A coth
[
A`+ arcoth
y2(0)
A
]
. (51)
Both y1 and y2 flow down, saturating after an RG time `sat ∼ A−1, at 0 and A, respectively. One can insert
these solutions into Eqs. (50c) and (50d), and integrate to obtain y+2 and y
−
2 , respectively. The interaction
couplings y⊥1 , y
+
2 , and y
−
2 can then be inserted into Eqs. (50f,50e) which generally require a numerical
solution for ∆±.
We wish to determine the topological phase diagram of the system as a function of its initial couplings.
We solve the above flow equations up to an RG time `∗, at which one of the pairing potential flows to
strong coupling, namely |∆±(`∗)|/v±Λ = 1. Beyond this point the perturbative RG treatment is not
valid anymore. Let us assume, without loss of generality, that ∆+ flows to strong coupling first. This
in particular means that the interaction couplings (which have flown down) are small in comparison to it,
namely y⊥1 , y
‖
2 , y
±
2  |∆+(`∗)|/v+Λ = 1. If at this point ∆−(`∗)/v−Λ happens also to be large in comparison
to y⊥1 , y
‖
2 , y
±
2 , then we can neglect the interaction couplings. One can then use the topological invariant of a
noninteracting system [see Eq. (3)], ν = sgn[∆+(`
∗)]sgn[∆−(`∗)]. Generally, however, ∆−(`∗)/v−Λ can be
small, and one has to modify the expression for ν to account for the non-negligible interaction terms.
To this end we note that since ∆+(`
∗) is large, the positive-helicity degrees of freedom [ψR↑(x) and
ψL↓(x)] are gapped, and one can safely integrate them out. Upon doing so, one is left with an action
containing only the negative-helicity fields [R↓(x) and L↑(x)], with a pairing potential ∆′− = ∆−(`
∗)+δ∆−.
To leading order in the interaction couplings, the correction is then given by [105]
δ∆− = − v¯
2v+
y⊥1 (`
∗)∆+(`∗) sinh−1
[
v+Λ
|∆+(`∗)|
]
= −1
2
y⊥1 (`
∗)sgn[∆+(`∗)] sinh−1(1)v¯Λ. (52)
At this point we can continue the RG procedure, applied only to the negative-helicity degrees of freedom,
y˙−2 = 0, (53a)
∆˙′− =
(
1− 1
2
y−2
)
∆′−, (53b)
namely ∆′− flows to strong coupling (without changing sign), while y
−
2 remains perturbative. We can
therefore use the topological invariant of noninteracting systems, only with ∆−(`∗) substituted by ∆′−,
ν = sgn[∆+(`
∗)]sgn[∆′−]. Finally, accounting also for the possibility that ∆− flows to strong coupling before
∆+, one can write [105]
ν =sgn
{
∆+(`
∗)
v¯Λ
− sinh
−1(1)
2
y⊥1 (`
∗)sgn[∆−(`∗)]
}
×
sgn
{
∆−(`∗)
v¯Λ
− sinh
−1(1)
2
y⊥1 (`
∗)sgn[∆+(`∗)]
}
,
(54)
where `∗ is the RG time when the first of ∆+ and ∆− reaches strong coupling.
Let us consider again the case of a Hubbard-type interaction, g⊥1 = g
+
2 = g
−
2 = U , and g
‖
2 = 0. Note
that for v+ = v− this mean y2 = y1, while for v+ 6= v−, this means y2 ≥ y1 [see the definitions below
Eq. (50)]. Importantly, in both cases the KT flow equations dictates that the interaction couplings flow
down. Figure 10(a) shows the phase diagram for this Hubbard-type interaction, for v+ = v−, calculated
from Eq. (54). The critical interaction strength U which defines the phase boundary is obtained as a function
of the initial ratio ∆0t/∆
0
s , for different fixed values of ∆
0
s . Notice this phase boundary (solid lines) agrees
well with that obtained from the mean field analysis (dashed lines), given in Eq. (49). It was estimated in
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Ref. [105] that for typical proximity-coupled semiconducting systems, the dimensionless interaction strength,
U/(piv¯), should be of the order of ∼ 0.1−1. Figure 10(a) suggests that such a system will be in the topological
phase for a large range of the ratio ∆0t/∆
0
s .
To better understand how repulsive interactions drive the system into the TRITOPS phase, let us
reexamine the flow equations for the special case, v+ = v−, y−2 = y
+
2 , for which Eqs. (50f,50e) reduce to
∆˙s =
(
1− 1
2
y+2 −
1
2
y1
)
∆s, (55a)
∆˙t =
(
1− 1
2
y+2 +
1
2
y1
)
∆t. (55b)
The effect of forward scattering and of backscattering on the pairing potentials is now apparent. The forward
scattering term y+2 equally suppresses the singlet and triplet pairing terms. The backscattering term y1, on
the other hand, suppresses ∆s, while strengthening ∆t, causing the latter to flow faster to strong coupling.
From Eq. (55) one can extract the ratio between the triplet and singlet pairing terms as a function of RG
time,
∆t(`)
∆s(`)
=
∆0t
∆0s
exp
[∫ `
0
d`′y1(`′)
]
. (56)
If the time it takes y1 to flow to zero, `sat, is much shorter than `
∗, we can approximate the ratio
∆t(`
∗)/∆s(`∗) by taking the upper limit of the above integral to infinity. Using Eq. (51), one obtains in this
case
∆t(`
∗)
∆s(`∗)
' ∆
0
t
∆0s
√
y02 + y
0
1
y02 − y01
. (57)
Furthermore, since by our assumption y1(`
∗) ' 0 (follows from `sat  `∗), Eq. (54) tells us that the condition
for the system to be topological is simply |∆t(`∗)| > |∆s(`∗)|. To understand when this approximation is
valid, we can estimate the time it would take for one of the pairing potentials to reach strong coupling,
`∗ ∼ ln(v±Λ/∆0±)24. Namely, the above long RG-time approximation will be valid if the initial pairing
potentials are small enough such that ∆0±  v±Λ exp(−1/A). Note that the above approximation will
necessarily be violated close to the separatrix of the KT flow, since there A→ 0.
In Fig. 10(b) we present the topological phase diagram in the y2y1-plane for fixed initial values ∆s and
∆t. The phase boundary is obtained by numerically solving Eq. (50) up to a time `
∗, and then invoking
Eq. (54), with `∗ being the RG time when the first (dimensionless) coupling reaches 1. The dashed red line
shows the phase boundary in the long-RG-time approximation, obtained from Eq. (57) and the condition
|∆t(`∗)| = |∆s(`∗)|. As anticipated, it becomes more accurate as A increases. We note that above the
separatrix of the KT flow, y1 and y2 flow to strong coupling and the system is driven into an intrinsically
topological phase [69, 70], irrespective of the initial induced potentials ∆±. Some nonvanishing induced
pairing is however necessary to keep the system fully gapped.
3.2.4. Numerical Analysis
In this section we concentrate on a given microscopic model - a proximity-coupled interacting nanowire
[see Fig. 8(c)], and numerically study its phase diagram using both a Hartree-Fock approximation and a
DMRG analysis. We consider a semiconductor wire with strong spin-orbit coupling and in proximity to
a conventional s-wave SC. We verify that upon including a sufficiently strong repulsive e-e interactions,
the system realizes the TRITOPS phase. A similar effect has been shown to take place in semiconducting
quantum wells coupled to an s-wave superconductor [113], realizing a TRITOPS in 2d.
We construct a lattice model for the nanowire, which is composed of two chains, as depicted in Fig. 11(a).
The reason for using two chains is in order to simulate the effect described in Sec. 3.1.2, where modes of
24This estimation is obtained upon neglecting the second order terms in Eqs. (50e,50f) and integrating them up to ∆±(`∗) =
v±Λ.
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Figure 11: (a) The system consists of a single quasi-1D wire (modelled by two chains) with SOC, coupled to a conventional
s-wave superconductor. Integrating out the degrees of freedom of the superconductor generates a pairing potential ∆ind on
the chain adjacent to the superconductor. (b) Hartree-Fock phase diagram as a function of chemical potential µa = µb = µ,
and interaction strength U , for ta = tb = 1, tab = 0.4, αa = 0, αb = 0.6, and ∆ind = 1. The diagram includes a time-reversal
invariant-topological superconductor phase (TRITOPS), a trivial superconductor phase, and a region in which the Hartree-Fock
solution is locally unstable to the formation of spin-density waves (see Ref. [91] for details).
opposite helicity are separated in the y direction. In a lattice model this can be most-simply captured by
assuming two parallel chains, with two different strength of SOC, along each of them.
The Hamiltonian for the proximity-coupled nanowire in the presence of short-range interactions is then
given by
H =
1
2
∑
k
Ψ†kH0kΨk +
∑
i,ν
Uν nˆiν↑nˆiν↓
H0k =
[
ξ¯k + δξkλz − (α¯+ δαλz) sin kσz + tabλx
]
τz + ∆ind/2 · (1 + λz) τx,
(58)
where Ψ†k = (ψ
†
k, −iσyψ−k). The two spatially distinct chains are labeled, a and b, such that ψ†k =
(c†a,k↑ c
†
b,k↑ c
†
a,k↓ c
†
b,k↓). As before, τx,y,z and σx,y,z are Pauli matrices in spin and PH basis, respectively.
The Pauli matrices, λx,y,z, operate on the chain degree of freedom, ν = a,b. Here, ξ¯k, δξk, α¯ and δα are
defined as (ξk,a±ξk,b)/2 and αa±αb, respectively, and ξk,ν = 2tν (1− cos k)−µν . The parameters tν , αν , µν
and Uν represent the hopping, SOC, chemical potential and on-site repulsion on chain ν = a,b, while tab is
the hopping between the chains. The operator nˆi,ν,s describes the number of electrons with spin s on site i
of chain ν.
Hartree-Fock. In the Hartree-Fock analysis we consider a set of trial wave-functions which are ground states
of the following quadratic Hamiltonian:
HHF =
1
2
∑
k
Ψ†kHHFk Ψk, ; HHFk = H˜0k + ∆˜b/2 · (1− λz) τx, (59)
where H˜0k has the same form as H0k, with effective parameters µ˜a, µ˜b and ∆˜a, where ∆˜b are effective pairing
potentials on chains a and b, respectively. Upon determining the four effective parameters, the value of the
topological invariant can be obtained by applying the results of Sec. 2 to Eq. (59).
We determine the effective parameters by numerically minimizing the expectation value of the full Hamil-
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tonian in the ground state of HHF [91],
〈H〉HF = E0 + 1
L
∑
ν=a,b
Uν
(
Nν,↑Nν,↓ + |Pν |2
)
, (60)
with
Nν,s =
∑
k
〈c†ν,k,scν,k,s〉HF,
Pν =
∑
k
〈c†ν,k,↑c†ν,−k↓〉HF,
E0 =
1
2
∑
k,m,n
H0k;mn〈Ψ†k,mΨk,n〉HF,
(61)
where L is the number of sites in each chain, and we have used Wick’s theorem, noting the exchange term
vanishes due to the σz conservation of HHFk .
Given the effective parameters, we are interested in the conditions under which HHFk is in the topological
phase. This Hamiltonian obeys the TRS Θ = iσyK and PH symmetry Ξ = τyσyK, confirming it is in
symmetry class DIII [16]. To obtain the topological invariant, we apply the procedure described in Sec. 2.1
for the Hamiltonian HHFk . The matrix Qk, defined in Eq. (29) is now given by
Qk =
1
2
(∆˜a + ∆˜b) +
1
2
(∆˜a − ∆˜b)λz + i
[
ξ¯k + δξkλz − (α¯+ δαλz) sin kσz + tabλx
]
. (62)
The fact that σz is a good quantum number allows us to easily obtain the topological invariant of, Eq. (31),
as the parity of the winding number of [91]
det[Qk(σz = 1)] = t
2
ab + ∆˜ind∆˜b − ε˜a,kε˜b,k − i(∆˜aε˜b,k + ∆˜bε˜a,k) (63)
where ε˜ν,k = 2tν(1− cos k)− 2αν sin k − µ˜ν .
In Fig. 11(b) we present the phase diagram obtained from Eq. (63), as a function of chemical potential
and interaction strength for a specific set of wire parameters. The phase diagram includes a region in which
the Hartree-Fock solution is locally unstable to formation of a spin-density wave phase (see Ref. [91] for
more details).
Density matrix renormalization group. One can further verify the appearance of the topological phase using
DMRG. We do this by studying the many-body spectrum of the system as a function of the system’s length.
As was explained in Sec. 1, the TRITOPS phase is characterized by a four-fold degenerated ground states,
separated by an energy gap from the rest of the spectrum. Two of the states are of even fermion parity
and two are of odd fermion parity. In a finite-size system, this degeneracy becomes an approximate one,
with a splitting of the ground states which is exponentially small with the system size. However, the two
odd-fermion-parity states will remain exactly degenerate for any system size due to Kramers’ theorem. In
contrast to the TRITOPS phase, in the trivial phase the spectrum is gapped with a single ground state.
A phase diagram obtained using DMRG is shown in Fig. 12(a) [91]. Keeping the chemical potential
µ = µa = µb constant we vary the on-site repulsive interaction strength U . At U = 0 the system is in
a trivial superconducting phase with a finite gap for single particle excitations. At a critical interaction
strength, Uc, a phase transition occurs and the gap closes. For U > Uc the gap re-opens with the system
now being in the TRITOPS phase.
Figures. 12(b-d) present the scaling of the low-energy spectrum with the length of the wire at three
different points in the phase diagram: one in the trivial superconducting phase, one in the TRITOPS phase
and one at the critical point where the gap closes. In the trivial superconducting phase [Fig. 12(b)], the
ground state is unique. The gap to the first excited state extrapolates to a finite value in the limit of an
infinite system. Note that this state is doubly degenerate due to Kramers’ theorem, as it is in the odd
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Figure 12: (a) Phase diagram obtained using DMRG. The system is in the trivial superconducting phase for U < Uc, and in
the time-reversal-invariant topological superconductor (TRITOPS) phase for U > Uc. The system’s parameters are ta = tb =
1, tab = 0.4, αa = 0, αb = 0.6, ∆ind = 1, and µa = b ≡ µ = 0.8. The low-energy many-body spectrum of the system vs. 1/L,
where L is the length of the wire, for the three marked points is plotted in (b-d). Energies plotted in blue (green) correspond
to energy states in the even (odd) fermion parity sectors. All energies are plotted with respect to the energy of the ground
state, which is in all cases the lowest energy state in the even fermion parity sector, ∆En = En − Eeven0 . (b) U = 0.5 < Uc.
The system is in the trivial superconducting phase. The first two states in the even and odd fermion parity sectors are shown.
The ground state is unique and the gap tends to a constant as L → ∞, with a quadratic correction in 1/L as expected (the
red lines are quadratic fits). The first excited state which lies in the odd parity sector is doubly degenerate as expected from
Kramers’ theorem. (c) U = Uc = 2.4. Phase transition point. Once again, the first two states in each fermion parity sector are
shown. All gaps scale linearly with 1/L in agreement with the system being gapless in the infinite size limit (the red lines are
linear fits). (d) U = 5.5 > Uc. The system is in the TRITOPS phase. Here, three lowest states in each fermion parity sector
are shown. The result is consistent with a four-fold degenerate ground state in the thermodynamic limit, separated by a finite
gap from the rest of the spectrum. The inset shows the energy difference ∆E between the lowest states in the even and odd
fermion parity sectors on a semi-log scale as a function of L. The result is consistent with an exponential dependence of ∆E
on the system size.
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Figure 13: (a) A one-dimensional normal wire in proximity to a bulk three dimensional s±-wave superconductor. (b) A two
dimensional cut (constant kz) of the First Brillouin Zone (FBZ) of the superconductor in its normal state. The electronic
dispersion is assumed to change only slightly in the kz direction. In the normal state, the SC has two spinful bands, labeled
’a’ and ’b’, whose Fermi surfaces are separated in momentum space. Importantly, the pairing potentials in the two bands, ∆a
and ∆b, have opposite signs. (c) Since the contribution of each band to the induced superconductivity comes mostly from near
the Fermi surface, the induced pairing potential has the sign of ∆a (assumed positive) at small momenta, and the sign of ∆b
(assumed negative) at large momenta. If the wire in proximity to the SC has spin-orbit coupling, one can have ∆ind(kx) with
opposite signs at the two Fermi points (see the vertical black lines).
fermion parity sector. The gap to the first excited state in the even fermion parity sector is nearly twice
as large, as expected. At the phase transition, the gap closes. For a finite 1D system this means that the
gaps should be inversely proportional to the size of the system, as can be clearly seen in Fig. 12(c). In
the TRITOPS phase [Fig. 12(d)] the ground state is four-fold degenerate up to finite size splitting. The
exponential dependence of the energy splitting on the length of the wire can be clearly seen in the inset.
The two lowest energy states in the odd fermion parity sector indeed remain degenerate for any system
size. Excited levels are separated from the ground state manifold by a finite gap. One thus concludes that
the DMRG calculation supports the Hartree-Fock analysis of the system, confirming the appearance of the
TRITOPS phase due to repulsive interactions.
3.3. Proximity to unconventional superconductors
Above we considered two mechanisms for realizing the TRITOPS phase, which included proximity to con-
ventional superconductors. In the first, the pi phase difference between two SCs resulted in a pi phase differ-
ence in momentum space, between the positive-helicity and the negative-helicity modes, sgn(∆+∆−) = −1.
In the second mechanism, it were repulsive interactions which stabilized such a sign difference. In this sec-
tion we explore the possibility of achieving the same effect by coupling the system to a single unconventional
SC [76, 77, 79, 96, 97], such as for example an s±-wave SC [77] or a dx2−y2-wave superconductor [76].
Consider a bulk three-dimensional s±-wave SC in proximity to a normal 1d wire, as depicted in Fig. 13(a)].
In the normal state of the SC, it has two spinful bands, labeled by ’a’ and ’b’, whose Fermi surfaces are
separated in momentum space [see Fig. 13(b)]. In the superconducting phase, the Fermi surfaces are gapped
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by a pairing potential of opposite signs. This can be described by the following Hamiltonian
Hsc =
∑
k
∑
s=↑,↓
[
ξa(k)a
†
k,sak,s + ξb(k)b
†
k,sbk,s
]
+ [∆aa
†
k,↑a
†
−k,↓ + ∆bb
†
k,↑b
†
−k,↓ + h.c.]
 , (64)
where a†k,s (b
†
k,s) creates an electron in band ’a’ (’b’) with momentum k = (kx, ky, kz) and spin s. The
dispersion relations for the two bands are ξa(k) and ξb(k), and their respective pairing potentials, ∆a and
∆b, are assumed to have opposite signs, ∆a > 0, ∆b < 0.
The Hamiltonian for the combined system of the SC and the normal wire is H = Hsc +Hw +Ht, with
Hw =
∑
kx
c†kx,shss′(kx)ckx,s′ ,
Ht =
∑
k
∑
s=↑,↓
[
tac
†
kx,s
ak,s + tbc
†
kx,s
bk,s + h.c.
]
,
(65)
where c†kx,s creates an electron in the wire with momentum kx and spin s, h(kx) is the single-particle
Hamiltonian (which we do not specify at the moment) describing the 1d system, and ta (tb) is the coupling
between the 1d system and the first (second) band of the superconductor.
Due to the proximity effect, superconductivity is induced in the wire. This is captured by the self-energy,
Σ(ω, kx), which results upon integrating out the SC’s degrees of freedom (see for example Refs. [19, 114]).
At energies small compared with the bare SC gaps (ω  |∆a|, |∆b|), the wire is described by the following
effective BdG Hamiltonian
Heffw =
1
2
∑
kx
ψ†kxHeffw (kx)ψkx ; ψ
†
kx
= (c†kx,↑, c
†
kx,↓, c−kx,↓,−c−kx,↑),
Heffw (kx) = h(kx)τz + Σ(0, kx),
(66)
where the self-energy is given by
Σ(ω, kx) =
∑
ky,kz
|ta|2Gsca (ω,k) + |tb|2Gscb (ω,k),
Gsci (ω,k) =
ω + ξi(k)τ
z −∆iτx
ω2 − ξ2i (k)−∆2i
; i = a,b,
(67)
where Gsca (ω,k) and G
sc
b (ω,k) are the Green functions for the first and second bands of the bare SC. One
therefore has Σ(0, kx) = ∆indτ
x, with the induced pairing potential given by
∆ind(kx) = ∆a
∑
ky,kz
|ta|2
ξ2a(k) + ∆
2
a
+ ∆b
∑
ky,kz
|tb|2
ξ2b(k) + ∆
2
b
, (68)
where the two terms correspond to the contribution of the two bands.
Notice that the contribution of ∆a mainly comes from the momenta near the Fermi surface, ξ
2
a(k) = 0,
and similarly the contribution of ∆b mainly comes from the momenta near the Fermi surface, ξ
2
b(k). The
exact form of ∆ind(kx) obviously depends on the exact values of ∆a,b, and the exact form of ξa,b(k).
Nevertheless, since, as depicted in Fig. 13(b), the Fermi surface of the a band occurs at small kx, while the
Fermi surface of the b band occurs at larger kx, one generally expects ∆ind(kx) to have the sign of ∆a at
small kx, and the sign of ∆b at large kx. This is depicted in Fig. 13(c), with the green line marking ∆ind(kx).
Having ∆ind(kx) switching sign as a function of kx is by itself not a sufficient condition for being in
the TRITOPS phase. In particular, notice that ∆ind(kx) does not break inversion symmetry, which is a
necessary condition (see Secs. 1.1 and 1.2). In order to be in the TRITOPS phase, the wire must therefore
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break inversion symmetry, for example due to an appreciable Rashba spin-orbit coupling. In Fig. 13(c) the
electronic dispersion of such a wire is depicted, with the blue and red line denoting the spin-↑ and spin-↓
modes, respectively.
Zhang et al. [77] have suggested describing the induced superconductivity from a s±-wave superconductor
using the lattice model of Eq. (9), (with ∆′′1 = 0), which we rewrite here for convenience,
H =
∑
k
∑
s,s′
(−µ− 2t cos(kxa) + 2u sin(kxa)σzss)c†kxsckxs′ + [(∆0 + ∆′1 cos(kxa))c
†
kx↑c
†
−kx↓ + h.c.]
 . (69)
For |∆′1| > |∆0|, the induced pairing potential, ∆ind(kx) = ∆0 + ∆′1 cos(kxa)), has the desired property
of changing sign, when going from small |kx| to large and large. As noted above, however, this is not a
sufficient condition. The pairing potential has to have different sign for the different Fermi momenta. This
happens when [77]
2|u|
√
1− (∆0/∆′1)2 > |µ− 2t∆0/∆′1|. (70)
Namely, it is beneficial to have as large spin-orbit coupling and a large ∆′1.
The challenge in realizing a TRITOPS in this manner is in matching the Fermi momenta in the wire
(typically a semiconductor), with the momentum at which ∆ind(kx) changes sign, which is of the order of
the Fermi momentum of the SC in its normal state. The latter is typically much larger than the former.
Another type of unconventional superconductor which can be used in proximity to the wire is a dx2−y2 -
wave superconductor. In this kind of SC, the pairing potential changes sign (four times) when going along
the Fermi contour in the (kx, ky) plane. When placing the wire along the x direction, small and large
momenta then experience an induced superconductivity with opposite signs. An important thing to note is
that, since the dx2−y2 -wave SC has gapless nodes in its spectrum, the zero-energy MKPs can hybridize with
the gapless modes in the bulk SC. Namely they are no longer completely localized. Nevertheless, numerical
simulations (in a clean system) show that this effect does not cause a strong coupling between the MKPs
at the two ends of the wire [76].
4. Signatures of Majorana Kramers pairs
Experimentally realizing the TRITOPS phase would of course be meaningless in the absence of a way
to detect its physical properties. Since an obvious property distinguishing the TRITOPS phase from its
topologically-trivial counterparts is the existence of protected boundary modes, one is encouraged to probe
these modes when looking for distinct signatures of TRITOPS. In 1d systems these would be the (zero-
dimensional) Kramers pairs of MBSs, while in 2d these would be the (one-dimensional) counter-propagating
helical Majorana modes.
We focus in this review on three types of signatures. The first involves electronic transport from a metallic
lead to the topological superconductor through the MKP which it hosts. The second kind of signature has to
do with the unique way in which the Majorana boundary modes (either in 1d or 2d) behave under a Magnetic
field. Finally, we consider Josephson junctions, either between two topological superconductors or between
a trivial and a topological superconductor. As we will see, the existence of MKPs in the junction modifies
the spectrum and current-phase relation compared with a Josephson junction of trivial superconductors.
4.1. Conductance through a Majorana Kramers pair
The Majorana Kramers pair (MKP), as discussed, is a zero-energy mode inside a superconductor. As
such, one can expect to see a resonance in the differential conductance spectrum when tunneling from a
metallic lead into the SC through the MKP. So much is true for any zero-energy mode which is a superposition
of an electron and a hole. However, as we shall see below, the resonance due to a MKP is both robust and
has a quantized amplitude, in a similar way to the case of a single MBS in a TRS-broken phase [115–118].
We will begin with the case of a normal spinful lead, in which both spin species have right-moving and
left-moving modes [see Fig. 14(a)]. In this case, the model for the system can be decomposed into two
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copies, each describing a spinless lead coupled to a single MBS. It then follows that, due to perfect Andreev
reflection, one obtains a zero-bias conductance peak quantized to 4e2/h [76, 91], each copy contributing
2e2/h to the differential conductance.
We then move on to examine a helical lead, in which there is a right-moving spin-↑ mode and a left-
moving spin-↓ mode (or vice versa). This situation correspond corresponds to a MKP coupled to the edge
of a 2d topological insulator (2dTI) [119, 120], as depicted in Fig. 14(b). In this case one can measure
conductance in a three-terminal setup (one terminal being the SC hosting the MKP), opening the door for
probing the scattering processes in more detail. As we will see, while electrons are still perfectly converted
into holes, one can have either Andreev reflection or Andreev transmission.
4.1.1. Normal spinful lead
We consider a normal-metal spinful lead coupled to a Kramers pair of Majorana bound states. The
Hamiltonian describing the lead in the wide-band limit is given by
HLead = −iv
∑
s=↑,↓
∫ 0
−∞
dx
[
ψ†R,s(x)∂xψR,s(x)− ψ†L,s(x)∂xψL,s(x)
]
, (71)
where ψ†R,s and ψ
†
L,s are creation operators in the lead for an electron with spin s = ↑, ↓, moving in the right
and left directions, respectively, as depicted in Fig. 14(a). Time-reversal symmetry relates the modes in the
lead through
ψR,s(x) −→ iσyss′ψL,s′(x) ; ψL,s(x) −→ iσyss′ψR,s′(x) (72)
Before writing the Hamiltonian describing the coupling to the MKP, let us rewrite HLead in a more
convenient form. We can “unfold” the modes in the lead by defining two chiral fields,
ψ↑(x) =
{
ψR,↑(x), x < 0
ψL,↑(−x), x > 0 , (73a)
and
ψ↓(x) =
{
ψL,↓(x), x < 0
ψR, ↓(−x), x > 0 , (73b)
which extend from x→ −∞ to x→∞, such that the Hamiltonian for the lead reads
HLead =
∑
s=↑,↓
∫ ∞
−∞
dxψ†s(x)∂xψs(x). (74)
Time-reversal symmetry relates the two chiral fields to each other through
ψ↑(x) −→ ψ↓(x) ; ψ↓(x) −→ −ψ↑(x). (75)
We now turn to write the Hamiltonian describing coupling of the lead to the MKP. Using the new fields,
the most general low-energy time-reversal-symmetric coupling Hamiltonian one can write is
HCoupling = iγ[t1ψ↑(0) + t2ψ↓(0)]− iγ˜[t∗1ψ↓(0)− t∗2ψ↑(0)] + h.c. (76)
where γ and γ˜ are the Majorana operators creating the two MBSs of the Kramers pair. Notice that the
form of HCoupling (namely the relation between the coupling to γ and the coupling to γ˜) is constrained by
TRS, whose operation on the Kramers pair is given by γ −→ γ˜ and γ˜ −→ −γ.
The form of the overall Hamiltonian, H = HLead +HCoupling, allows one to write it as two copies, related
by TRS, each describing a spinless lead coupled to a single MBS. To see this, one defines two new chiral
fields, (
ψ(x)
ψ˜(x)
)
= U
(
ψ↑(x)
ψ↓(x)
)
; U =
1√|t1|2 + |t2|2
(
t1 t2
−t∗2 t∗1
)
. (77)
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Notice that U is a unitary matrix, making ψ(x) and ψ˜(x) obey fermionic commutation relations, and that
under TRS, ψ(x)→ ψ˜(x) ; ψ˜(x)→ −ψ(x). Setting the transformation, Eq. (77), in Eqs. (74) and (76), the
system’s Hamiltonian reduces to
H =− iv
∫ ∞
−∞
dxψ†(x)∂xψ(x) + iλγ[ψ(0) + ψ†(0)]
− iv
∫ ∞
−∞
dxψ˜†(x)∂xψ˜(x)− iλγ˜[ψ˜(0) + ψ˜†(0)],
(78)
where λ ≡ √|t1|2 + |t2|2. Indeed, Eq. (78) describes two TR-related copies of a spinless lead coupled to a
single MBS.
With the help of the decompositions of the Hamiltonian, Eq. (78), one can immediately predict several
signatures of MKP which are generalizations of those for a single MBSs. For example, the zero-temperature
differential conductance from a normal lead to SC through a single MBS exhibit a 2e2/h zero-bias peak
(ZBP), and therefore the differential conductance through a MKP has a ZBP which is quantized to 4e2/h.
In the same way, signatures related to currant noise and current cross correlations can also be generalized
in a straight-forward way.
More explicitly, we can obtain all transport quantities from the scattering matrix, relating the incoming
and outgoing modes in the lead,
ψε(0
+)
ψ˜ε(0
+)
ψ†ε(0
+)
ψ˜†ε(0
+)
 = S(ε)

ψε(0
−)
ψ˜ε(0
−)
ψ†ε(0
−)
ψ˜†ε(0
−)
 ; S(ε) = (See(ε) Seh(ε)She(ε) Shh(ε)
)
(79)
where ψε(x) ≡
∫
dtψ(x, t) exp(−iεt), with a similar expression for ψ˜ε(x), and where time evolution is
according to H. The scattering matrix can be calculated in a straight-forward way from Eq. (78), yielding
S(ε) =
1
1 + iε/Γ
(
iε/Γ 1
1 iε/Γ
)
⊗ 12×2, (80)
where Γ ≡ 2λ2/v = 2(|t1|2 + |t2|2)/v. Notice that for ε = 0 there’s perfect Andreev reflection in both
channels, |She11(0)|2 = |She22(0)|2 = 1.
From the scattering matrix, one can obtain the differential conductance with the help of the generalized
Landauer-Bu¨ttiker formalism [121–123], which in this case yield
dI
dV
=
2e2
h
∑
ij
∫ ∞
−∞
dε
[
δij − |Seeij (ε)|2 + |Sheij (ε)|2
] [−∂f(ε− eV )
∂ε
]
, (81)
where f(ε) = 1/[1 + exp(ε/kBT )] is the Fermi-Dirac distribution, and T is the temperature. Inserting the
expression for She(ε) from Eq. (80), one obtains for T = 0
dI
dV
=
2e2
h
[|She11(eV )|2 + |She22(eV )|2] = 4e2h Γ2(eV )2 + Γ2 , (82)
which exhibits a resonance at V = 0, with a peak quantized to 4e2/h [76, 91]. Notice that while the width
of the resonance is determined by Γ, the height of the resonance is independent of it. This is no longer the
case at finite temperature, where for T sufficiently larger than Γ the height of the peak is decreased by a
factor ∼ Γ/(kBT ).
This behavior is in perfect analogy to the case of a lead coupled to a single MBS. From the fact that
S(ε) is composed of two parts with each being the scattering matrix for a single MBS, one can also infer
other transport quantities which are borrowed from the single MBS case. The zero-frequency shot noise at,
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(a) (b)
Figure 14: Metallic leads coupled to a Kramers pair of Majorana bound states (MKP). (a) Normal spinful lead in which each
spin has both a right-moving and a left-moving mode. Electrons incident with zero energy are perfectly Andreev reflected,
giving rise to zero-bias conductance peak which is quantized to 4e2/h. (b) Helical lead in which modes of opposite spins move
in opposite directions. Electrons with zero energy experience either Andreev reflection or Andreev transmission.
for example, yields [124]
P =
∫ ∞
−∞
dt〈δIˆ(0)δIˆ(t)〉 −−−−→
eVΓ
4e2
h
2(eV )3
3Γ2
(83)
at small bias voltage. Notice it decays to zero slower than linearly at small V , which is generally different
than the case of an accidental low-energy (topologically trivial) Andreev bound state. This has to do with
the perfect Andreev reflection at zero energy; shot noise is the result of the probabilistic nature of the
scattering process.
Related to this effect is the behavior of cross correlation of currents in two leads [each described by the
Hamiltonian of Eq. (71)] coupled to a MKP [125],
P12 =
∫ ∞
−∞
dt〈δIˆ1(0)δIˆ2(t)〉 = −4e
2
h
Γ1Γ2
eV
(eV )2 + Γ2T
, (84)
where here Γ1,Γ2, stand for the coupling of each lead to the MKP, and ΓT = Γ1 + Γ2. The negative cross
correlation which goes to zero at eV  ΓT is again different than a trivial Andreev bound state, in which
the cross correlation generally goes to a positive constant [125, 126]. Importantly, this behavior survives
even at finite temperatures (kBT & Γ).
4.1.2. Helical lead
The above results were a straight-forward generalization of the case of a single MBS in a TRS-broken
TSC. This was possible because, as we saw, the setup of Fig. 14(a) is equivalent to two copies of a spinless lead
coupled to a MBS. This analogy does not apply anymore when one considers a lead with counter-propagating
helical modes, where each mode is leading to a different ohmic contact, as depicted in Fig. 14(b). This can
be achieved when the edge of a two-dimensional topological insulator is coupled to a MKP [119, 120]. One
can then study the currents, I1 and I2, reaching the contacts as a function of their voltages, V1 and V2,
respectively.
To obtain the scattering matrix for this setup, we first notice that the number of modes entering and
exiting the junction (x = 0) is the same as in the setup depicted in Fig. 14(a) and analyzed above. the main
difference is that here we cannot mix between the modes as we did in Eq. (77), since the modes are leading
to different contacts. We can nevertheless use the results of the previous section to obtain the scattering
matrix relevant for this setup. The sought scattering matrix relates the outgoing modes, ψR,↑,ε(0+) and
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ψL,↓,ε(0−), to the incoming modes, ψR,↑,ε(0−) and ψL,↓,ε(0+),
ψR,↑,ε(0+)
ψL,↓,ε(0−)
ψ†R,↑,ε(0
+)
ψ†L,↓,ε(0
−)
 = S¯(ε)

ψR,↑,ε(0−)
ψL,↓,ε(0+)
ψ†R,↑,ε(0
−)
ψ†L,↓,ε(0
+)
 . (85)
Using the relation between ψR,↑,ε(x), ψL,↓,ε(x) and ψ(x), ψ˜(x), as given in Eqs. (73) and (77), one obtains
S¯(ε) =
(
U† 0
0 UT
)
S(ε)
(
U 0
0 U∗
)
=
1
1 + iε/Γ
(
iε
Γ · 12×2 U†U∗
UTU iεΓ · 12×2
)
(86)
The perfect Andreev scattering at zero energy is manifested by |S¯he11(0)|2 + |S¯he21(0)|2 = 1, as can be inferred
immediately by noting that S¯he(0) = −U†U∗ is a unitary matrix. Namely, a spin-↑ electron approaching the
MKP from the left can either be reflected as a spin-↓ hole (Andreev reflection) or transmitted as a spin-↑
hole (Andreev transmission), but overall the probability of electron-to-all conversion is 1. The two processes
correspond to a Cooper pair being formed, either by two electrons which tunnel into the SC from the same
contact, or from different contacts.
The probabilities for Andreev reflection and transmission depend, in general, on the microscopic details
of the system (which in turn determine the couplings, t1 and t2, appearing in U .)
25. To probe these different
processes one can study the elements of the differential conductance matrix
dIi
dVj
=
e2
h
∫ ∞
−∞
dε
[
δij − |S¯eeij (ε)|2 + |S¯heij (ε)|2
] [−∂f(ε− eV )
∂ε
]
. (87)
Since at zero energy we have only Andreev processes, S¯ee(0) = 0, one obtains that (at zero temperature)
the diagonal conductance,
dI1
dV1
∣∣∣∣
V1=0
=
e2
h
[1 + |S¯he11(0)|2], (88)
is determined by the Andreev reflection amplitude, and the off-diagonal conductance,
dI2
dV1
∣∣∣∣
V1=0
=
e2
h
|S¯he21(0)|2, (89)
is determined by the Andreev transmission amplitude. Interestingly, the total current going into the SC, IS =
I1 + I2, still carries the information regarding the perfect Andreev scattering; the differential conductance
of the current through SC (with respect to the voltage in either lead) is in fact quantized [119],
dIS
dV1
∣∣∣∣
V1=0
=
dIS
dV2
=
e2
h
[1 + |S¯he11(0)|2 + |S¯he12(0)|2] =
2e2
h
. (90)
This is essentially because both processes (Andreev reflection and Andreev transmission) inject two electrons
into the SC.
One can wonder about the effect of electron-electron interaction on the scattering amplitudes [119, 127].
It was shown [119] that the process of Andreev reflection is suppressed, while the process of Andreev
transmission is strengthen (keeping the sum of their probability equal to unity). This can be understood
intuitively, since in the presence of repulsive interactions, there is an energy cost for two electrons to be
injected from the same lead, as compared to the case where each electron in the Copper pair comes from a
25Notice, however, that if the system has a U(1) spin-rotation symmetry, such that spin in the z direction is conserved,
then the scattering from a spin-↑ electron to a spin-↑ hole is forbidden and one necessarily has Andreev reflection rather than
Andreev transmission.
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different lead.
One of the advantages of using the edge of a 2dTI as a lead is that it can quite naturally embed the
MKP in it [119, 120]. Indeed, by proximitizing the edge of the 2dTI to two SC in a pi junction, one realizes
a 1d TRITOPS with a MKP at its end [32, 80]. Accordingly, Li et al. [120] suggested to combine a quantum
point contact and a Josephson junction on the edge of a 2dTI [in a way which would essentially implement
the setup of Fig. 14(b)], and monitor the zero-bias cross conductance as a function of the phase difference.
When the phase difference is φ = pi, the MKP induces perfect Andreev scattering which yields a positive
dI2/dV1 ∝ |S¯he21(0)|2, as given in Eq. (89). When the phase difference is φ = 0, on the other hand, the MKP
splits in energy and the cross conductance is dominated by normal scattering, giving rise to a negative cross
conductance, dI2/dV1 ∝ (|S¯he21(0)|2 − |S¯ee21(0)|2). The change of sign of dI2/dV1 as a function of φ can serve
as a signature of the MKP.
4.2. Anomalous Zeeman splitting
The zero-bias conductance peak discussed above probes the existence the MKP, which is protected against
splitting from zero energy as long as TRS in maintained. In this subsection we examine the behavior of the
MKP under breaking of TRS by a magnetic field [77, 80, 84, 91, 128, 129]. The natural expectation is that,
due to the Zeeman effect, the two MBSs composing the MKP will split in energy with a gap proportional to
the magnetic field, |B|. This would generally be the case for a low-energy Andreev bound states. It turns
out, however, that for a MKP, the energy splitting depends on magnetic field in a unique way. While for a
magnetic field in a general direction, the splitting is indeed linear, there is always a plane in which applying
a magnetic field results in a splitting which goes like B3 or higher powers [80, 91, 128].
This anomalous Zeeman splitting can be used to distinguish between a trivial low-energy resonance and
the topologically nontrivial MKP. An advantage of this signature is that it is not expected to be sensitive
to finite temperatures. This should be contrasted with the zero bias peak, which is only quantized to 4e2/h
at zero temperature. The anomalous Zeeman splitting, on the other hand, while could be smeared by
temperature, its dependence on B should not change.
The behavior of the MKP under the application of magnetic field is understood based on symmetry
considerations. Consider a system in the TRITOPS phase with a MKP at each end of the system, and
let us focus for the moment only on one end. The addition of a TRS-breaking perturbation, in this case
a magnetic field, allows for a coupling between the two MBSs composing the pair. At low-energies, this is
described by
H ′ = iλγγ˜. (91)
where λ is a coupling coefficient which depends on the magnetic field, B, in a way that we wish to determine.
While the Hamiltonian is not time-reversal symmetric, it should be invariant under a TRS which is followed
by reversal of the magnetic field, namely TH ′(−B)T−1 = H ′(B). Applying this condition to Eq. (91) results
in λ(−B) = −λ(B). Indeed, in the absence of magnetic field the coupling must vanish. For small B we can
expand λ(B) in a Taylor series, which will only contain odd powers of B [80],
λ(B) =
∑
i
λ
(1)
i Bi +
∑
ijk
λ
(3)
ijkBiBjBk + . . . (92)
While the first term in the expansion is linear, there is always a plane, defined by B ⊥ λ(1), in which the
linear term vanishes. When the magnetic field is directed in this plane, the energy splitting of the MBSs is
of order |B|3 or higher [80, 91, 128].
The absence of a linear term in the energy splitting can be demonstrated numerically. Let us consider
the Hartree-Fock Hamiltonian, HHFk , describing the interacting proximitized wire introduced in Eq. (59)
of Sec. 3.2.4, with parameters µ˜a = µ˜b = 0.15, ta = tb = 1, tab = 0.4, αa = 0, αb = 0.6, ∆˜a = 0.3,
and ∆˜b = −0.15. With these parameters the system is in the TRITOPS phase with a MKPs at each
end. We now apply a magnetic field in the x direction, by introducing a Zeeman term to the Hamiltonian,
Hk = HHFk +HZk , where
HZk = Bxσx. (93)
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Figure 15: (a) Differential conductance through a single lead connected to the wire [91] described in Eq. (59), as a function
of bias voltage and magnetic field in the x direction, for system parameters µ˜a = µ˜b = 0.15, ta = tb = 1, tab = 0.4, αa = 0,
αb = 0.6, ∆˜a = 0.3, and ∆˜b = −0.15. The zero-bias peak at Bx = 0, originating from the MKP, does not split for small Bx,
which is a special case of the absence of B-linear splitting predicted by Eq. (92) with B ⊥ µ(1). (b) Phase diagram of the
system as function of chemical potential µ˜a = µ˜b = µ, and magnetic field. Since the magnetic field is applied in the x direction
(perpendicular to the SOC), the system is in symmetry class BDI, characterized by a Z topological invariant, Q. Q equals the
number of MBS at each end of the wire. The TRITOPS phase is marked by a red line.
We attach a normal-metal lead to the end of the wire, by introducing a coupling between the modes in the
lead and the first sites of the double chain [see also Fig. 11(a)]. One can then calculate numerically the
scattering matrix for electrons and holes in the lead, from which the conductance is obtained using Eq. (81).
Figure. 4.2(a) presents the differential conductance as a function of Bx [91]. In the absence of a magnetic
field, there exists a ZBCP quantized to 4e2/h. Remarkably, this peak does not split upon introducing a
small Bx [77, 84, 91]. As the field is further increased, a topological phase transition occurs to a phase
with a single MBS at each end, at which point the ZBCP peak splits to three peaks. One of them stays at
zeros-bias and is quantized to 2e2/h, while the other two become part of the bulk spectrum. The lack of
splitting for small Bx is a special case of the absence of B-linear splitting, as predicted by Eq. (92) with
B ⊥ λ(1).
In the specific system considered here, we can understand the lack of splitting from another point of
view [84, 91, 128]. Even though TRS is broken by HZk , the overall Hamiltonian, Hk = HHFk + HZk , still
has an anti-unitary symmetry Λ = σxK, expressed by ΛHkΛ−1 = H−k, which protects the MBS from
splitting [91, 128]. More specifically, due to this symmetry (together with PH symmetry) the Hamiltonian
is in the BDI symmetry class [16] with a Z−invariant, whose value determines the number of MBS at each
end [5, 6]. In Fig. 4.2(b), we plot the number of MBS as a function of chemical potential and Zeeman field
as inferred from the BDI Z−invariant, calculated according to Ref. [130]. It should be noted, however, that
in reality this symmetry is quite fragile, as it can be broken for instance by introducing a term αabσ
ysxτz,
which describes Rashba-type SOC associated with motion transverse to the wire.
4.3. Josephson junctions
One of the ways to study the properties of a superconductor is by creating a Josephson junction, and
examining the current-phase relation. In this subsection we shall consider and compare three types of
Josephson junctions: (i) a junction between two trivial superconductors, (ii) a junction between two topo-
logical superconductors [77, 131–136], and (iii) a junction between a trivial and topological superconduc-
tor [78, 135, 137, 138]. The results of this subsection are summarized in Fig. 16.
One can study these three types of junctions within a single framework, using the linearized low-energy
38
model introduced in Sec. 1.1. The Hamiltonian in this case is given by
H0 =− iv
∫ ∞
−∞
dx
{
ψ†R,↑(x)∂xψR,↑(x)− ψ†L,↓(x)∂xψL,↓(x) +
[
∆+(x)ψ
†
R,↑(x)ψ
†
L,↓(x) + h.c.
]}
,
− iv
∫ ∞
−∞
dx
{
ψ†R,↓(x)∂xψR,↓(x)− ψ†L,↑(x)∂xψL,↑(x) +
[
∆−(x)ψ
†
L,↑(x)ψ
†
R,↓(x) + h.c.
]}
,
(94)
where the pairing potentials are taken to have the following spatial dependence
∆+(x) = ∆
0
+
{
1 , x < 0
eiφ , x > 0
; ∆−(x) = ∆0−
{
sL , x < 0
sRe
iφ , x > 0
, (95)
with ∆0± > 0. The parameters, sL and sR, which can take the values ±1, determine the type of the junction
being studied: (i) the trivial-trivial junction corresponds to sR = sL = 1, (ii) the topological-topological
junction corresponds to sR = sL = −1, and (iii) the topological-trivial junction corresponds to sL = −1,
sR = 1 (or vice versa).
The model described by H0 for the Josephson junction is somewhat oversimplified. First it assumes a
very short junction (there is no normal metallic region between the SCs). More importantly, the model does
not include a backscattering term, and it has a spin-rotation symmetry about the z direction (namely sz is
a good quantum number). Indeed one can consider a more general model for the JJ by adding the following
symmetry-allowed perturbation
H ′ = [V ψ†R,↑(0)ψL,↑(0) + V
∗ψ†L,↓(0)ψR,↓(0) + h.c.] + [Uψ
†
R,↑(0)ψR,↓(0)− U∗ψ†L,↓(0)ψL,↑(0) + h.c., (96)
where the first term describes backscattering at the junction, and the second term accounts for spin-orbit
coupling which breaks the spin-rotation symmetry about the z axis of H0. Nevertheless, as we shall see
below, the topological properties of the junction can be inferred already from H0, without accounting for
H ′. In particular, the way in which the spectrum of the junction is affected by such a perturbation, such as
H ′, will turn out to be determined by these properties. For a full non-perturbative analytical treatment of
the three types of junctions see Ref. [135].
To analyze the junction we look for the single-particle excitations of the system. To this end we write
H0 in a BdG form
H0 =
1
2
∫ ∞
−∞
dxΨ†(x)H0(x)Ψ(x),
H0(x) = −ivηzτz∂x + Re[∆s(x) + ηzσz∆t(x)]τx + Im[∆s(x) + ηzσz∆t(x)]τy,
(97)
where the Nambu spinor is defined as Ψ†(x) = [ψ†(x),−iψT(x)ηxσy], with ψ† = (ψ†R,↑, ψ†R,↓, ψ†L,↑, ψ†L,↓).
Here, τi=x,y,z is a set Pauli matrices operating on the particle-hole degree of freedom, σi=x,y,z are Pauli
matrices operating on the spin degree of freedom, and ηi=x,y,z are Pauli matrices operating on the right-
moving/left-moving degree of freedom. In this basis, time-reversal symmetry is given by Θ = ηxσyK, which
commutes with the Hamiltonian, and particle-hole symmetry is given by Ξ = τyσyηxK, which anticommutes
with the Hamiltonian. It is then immediately implied that H anticommutes with C = ΘΞ = τy, which is
referred to as the chiral symmetry.
To solve the eigenvalue problem, H0(x)u(x) = εu(x), we first notice that ηz = ±1 and σz = ±1 are
both good quantum numbers. The problem then reduces to solving 2× 2 Hamiltonians. A straight-forward
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solution of the resulting differential equation yields the following excitation energies
ε+(φ) = −∆0+ cos(φ/2) ; φ ∈ [0, 2pi), (98a)
ε−(φ) = −∆0− cos(φ/2− β) ; φ− 2β ∈ [0, 2pi) (98b)
ε˜+(φ) = −ε+(φ) (98c)
ε˜−(φ) = −ε−(φ) (98d)
with corresponding eigenvectors
u+(x) = e
− |x|ξ+ (1,−e−iφ2 )T ⊗ (1, 0, 0, 0)T (99a)
u−(x) = e
− |x|ξ− (1,−sLe−i(
φ
2−β))T ⊗ (0, 1, 0, 0)T (99b)
u˜+(x) = Ξu+(x) (99c)
u˜−(x) = Ξu−(x), (99d)
where β ≡ pi(sR − sL)/4, ξ± ≡ v(∆0±2 − ε2)−1/2, and where we focus on subgap excitation energies26. The
subscript ± in Eqs. (98a,99) stands for the helicity of the mode, ηzσz = ±1. Figures 16(b,f,j) present the
spectrum of H0(x), as given in Eq. (98a), for the different values of sR, sL, corresponding to the three types
of Josephson junctions. Purple and green lines mark states of positive and negative helicity, respectively,
while solid and dashed lines mark states related by particle-hole symmetry.
Naturally, the spectrum of H0 depends on sR, sL which determined the type of the junction under study.
Notice, however, that the spectrum for the trivial-trivial junction (sR = sL = 1) is identical to that of the
topological-topological junction (sR = sL = 1). The wave functions, on the other hand, are different for the
two cases. This difference in the wave functions will determine how the spectrum is affected by a general
symmetry-allowed perturbation, such as H ′. Below, we consider the effect of such a perturbation on the
spectrum, separately for each of the three types of Josephson junctions. Specifically, we will be interested
in the periodicity of the single- and many-body spectrum which in turn determines the periodicity of the
Josephson current as a function of phase bias, φ.
4.3.1. The trivial-trivial junction
The single-particle excitation spectrum of the Josephson junction between two trivial SCs, as described
by H0(x), is presented in Fig. 16(b). Particle-hole symmetry constrains the spectrum to be symmetric
about ε = 0, while time-reversal symmetry constrains the spectrum to be symmetric about φ = pi. Let us
focus on the four-fold degenerate crossing observed at φ = pi, and let us consider how it is affected by a
symmetry-allowed perturbation. Since TRS protects only a two-fold (Kramers) degeneracy at φ = pi, we
expect the four-fold crossing to split in energy. There are, however, two distinct ways in which this could
happen, corresponding to Figs. 16(c) and 16(g).
To understand the difference between the two, one has to examine the wave functions of the four degen-
erate states, and how each of them behaves under the chiral symmetry, C = τy. Setting φ = pi in Eq. (99),
one can check that
Cu+ = u+ ; Cu− = u− ; Cu˜+ = −u˜+ ; Cu˜− = −u˜−, (100)
namely the eigenstates of H0(x) are eigenstates of the chiral symmetry with eigenvalues ±1. The crucial
point is that any perturbation to H0(x) which respects the chiral symmetry [such as H ′ in Eq. (96)], cannot
couple between eigenvectors of C which have the same eigenvalue27. This means that any symmetry-allowed
26Excitations with energies below the bulk gap are the ones which correspond to bound states whose wave function decays
away from the junction, x = 0.
27Let |u1〉 and |u2〉 be eigenvectors of C with the same eigenvalues (either +1 or −1), and let H′ anticommutes with C. Then
〈u1|H′|u2〉 = 〈u1|C†H′C|u2〉 = −〈u1|H′|u2〉, namely 〈u1|H′|u2〉 = 0.
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Figure 16: Three types of Josephson junctions (JJs): a junction between two trivial SCs (first row), a junction between two
topological SCs (second row), and a junction between a topological SC and a trivial SC (third row). The three types of JJs
are depicted in the left column of the figure. The second column shows the single-particle excitation spectra of the junctions
as a function of phase bias, φ, as obtained from the simplified model, H0, given in Eqs. (97) and (98a), with ∆0− = 1.2∆
0
+.
The simplified model assumes a short junction, does not include backscattering in the junction, and possess a spin-rotation
symmetry about the z axis. Solid and dashed lines represent states connected by particle-hole symmetry. Notice that within
this model, the excitation spectra of the trivial-trivial junction (b) and the topological-topological junction (f) are identical. The
wave functions describing these excitations, however, are topologically distinct [see Eqs. (100) and (101)]. This affects how the
spectra are modified by symmetry-allowed perturbations. The third column then presents the single-particle excitation spectra
for a finite-length junction, and upon introducing a backscattering term and a spin-rotation symmetry-breaking term. Blue
and red lines represent states related by time-reversal symmetry. The spectra are calculated using the lattice model introduced
in Sec. 1.1, as described in appendix B. The difference in the spectra of the trivial-trivial junction and topological-topological
junction is now apparent. In particular, the four-fold degeneracy at φ = pi in (b) and (f) is lifted in two different ways, (c) and
(g), which cannot be adiabatically connected. The spectrum for the trivial-topological junction (k) exhibits two zero-energy
crossings, at φ = 0 and φ = pi. This are due to the Majorana Kramers pair which must exist on the boundary between a trivial
and a topological system, at the time-reversal-invariant points. The forth column shows the many-body spectra of the three
types of JJs, obtained by summing over the single-particle excitations energies (third column), for all possible occupations.
Black and orange lines represents many-body states of even and odd fermion parity, respectively. The current-phase relation of
the junction is obtained from the energy of the system using I(φ) = 2e~ dE(φ)/dφ. For the trivial-trivial JJ (d) the ground state
is unique for all φ, and the current is therefore 2pi-periodic in φ. For the topological-topological junction (h), on the other hand,
the ground state switches as a function of φ. The crossings between black and orange lines are protected by fermion-parity
conservation. Upon changing φ, the system goes from the ground states to an excited state. The crossing between the black
lines at φ = 0 are protected by time-reversal symmetry. As long as φ is varied faster than the time scale, τps, for processes
breaking fermion-parity conservation, the current is 4pi periodic in φ. If φ is varied slow compared to τps, the 2pi periodicity is
retained. For the topological-trivial junction (l) the ground state switches twice as a function of φ between states of opposite
fermion-parity. Upon completing a 2pi cycle the system returns to its initial states and the current is therefore 2pi periodic.
Remarkably, the Josephson current is nonzero at the time-reversal-invariant points, φ = 0 and φ = pi, as can be seen from the
nonzero slope of the many-body energies (this is true regardless of whether the system is in its lowest odd-parity state or lowest
even-parity states). This effect is a manifestation of the TR anomaly of the TRITOPS phase.
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perturbation can only couple u+ with u˜−, and u− with u˜+28. Since the energy of u+ [purple solid line
Fig. 16(b)] increases with φ, while the energy of u˜− [green solid line in Fig. 16(b)] decreases with φ, the
coupling between these states results in an avoided crossing, and the resulting spectrum is of the form shown
in Fig. 16(c). The blue and the red line colors correspond to states related by TRS, while the solid and
dashed line shapes, as before, represent states related by PHS. The spectrum in Fig. 16(c) is calculated
from a lattice model for the JJ which includes backscattering and breaks all spin-rotation symmetries (see
appendix B). This behavior can also be verified by explicitly treating H ′ using degenerate perturbation
theory.
The spectrum of the many-body states can be constructed from the single-particle excitation spectrum
by summing over the excitation energies, for all possible occupations. The result is shown in Fig. 16(d).
States having an even fermion-number parity are shown in black, while states having an odd fermion-number
parity are shown in orange. Since the excitation spectrum is gapped for all φ, the ground state is unique and
the system returns to the same state upon a cycle, φ : 0→ 2pi. As a result, the current, which is related to
the energy of the system through I(φ) = 2e~ dE(φ)/dφ, is 2pi-periodic in φ, as is expected from a Josephson
junction between two trivial SCs [139]. This will now be contrasted with the case of a Josephson junction
between two topological superconductors.
4.3.2. The topological-topological junction
We now move on to the case of a junction between two topological SCs [77, 131–136]. This case is
obtained by taking sR = sL = −1 in Eq. (95). The spectrum of H0 in this case is presented in Fig. 16(e),
and as noted above is identical to that of the trivial-trivial junction. While the spectra in these two cases are
the same, the wave functions are not, as can be seen from Eq. (99). Importantly, at the four-fold crossing
point, φ = pi, the wave functions in the present case obey
Cu+ = u+ ; Cu− = −u− ; Cu˜+ = −u˜+ ; Cu˜− = u˜−. (101)
Now these are u+ and u˜− which have eigenvalue +1 under C, while u− and u˜+ have eigenvalue −1. As a
result, any symmetry-allowed perturbation can only couple u+ with u− and u˜+ with u˜−. Since the energies
of u+ and u− both increase as a function of φ [solid purple and green lines in Fig. 16(f), respectively], the
coupling between them does not result in an avoided crossing. The same is true for the coupling between u˜+
and u˜−, whose energies both decrease with φ. This yields a spectrum of the form shown in Fig. 16(g), which
is a result of a numerical calculation, based on a lattice mode which includes, on top of H0 a backscattering
term and a spin-orbit coupling term (see Appendix B for details). Unlike the case of the trivial-trivial
junction, the four-fold degeneracy at φ = pi is now lifted in a way which does not leave the spectrum gapped.
Notice that the crossings between states marked by solid and dashed lines are protected by PHS, and the
two-fold degeneracies at φ = 0 and φ = pi are protected by TRS. Indeed, this spectrum cannot be smoothly
connected with that of the trivial-trivial junction [compare Fig. 16(g) with Fig. 16(c)]. In fact, Zhang and
Kane [132] have shown that these two spectra correspond to two topologically distinct adiabatic pumping
cycles.
As before, the many-body states can be constructed from the single-particle excitation spectrum, and
is shown in Fig. 16(h), with states of even (odd) fermion-number parity shown in black (orange). Unlike
the case of the trivial-trivial junction, here the ground state as a function of φ is not unique. If the system
starts at the ground states at φ = 0, it finishes at an excited states upon completing an adiabatic cycle,
φ : 0 → 2pi. The crossing at φ = pi is protected by TRS, while the other two crossings are protected by
conservation of Fermion-number parity. As a result, it takes two cycles for the system to return to its initial
state. The current, I(φ) = 2e~ dE(φ)/dφ, is therefore 4pi-periodic in φ [133–136].
28Notice that even though u+ and u˜+ = Ξu+ have opposite eigenvalues under C, they cannot be coupled because they
are related by particle-hole symmetry (and similarly for u− and u˜− = Ξu−). This can be inferred from 〈Ξu+|H′|u+〉 =
〈Ξ2u+|ΞH′|u+〉∗ = 〈u+| − H′Ξ|u+〉∗ = −〈Ξu+|H′|u+〉 = 0, where in the first step we have used the fact that operating with
an anti-unitary transformations on both vectors in an inner product amounts to complex conjugation, and in the second step
we used the fact that H′ anticommutes with Ξ.
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In practice, there are processes which can effectively change the Fermion parity. For example, at finite
temperature, thermally-excited quasiparticles can be present in the system, and these can relax by switching
the Fermion-number parity in the junction. The behavior of the junction therefore depends on the char-
acteristic time scale for these parity-switching processes, τps. If the rate at which φ is varied, ωJ, is fast
compared with τ−1ps (but still adiabatic as defined by the system’s bulk energy gap), then the current is 4pi
periodic. If on the other hand ωJ  τ−1ps , then the system stays in its true (thermodynamic) ground state,
and the current is 2pi periodic [133, 135].
Another signature of the topological-topological junction can be obtained by incorporating an interacting
quantum dot (QD) into the junction and examining the dependence of the current-phase relation on the
coupling strength between the dot and the SCs [134, 136]. In a trivial SC-QD-SC junction, the behavior
of the current depends strongly on the coupling strength between the dot and the SCs [140, 141]. At weak
coupling, and when the dot is singly occupied (therefore serving as an impurity spin), the system minimizes
its energy when the phase difference is pi. This realizes a so called pi junction. At strong coupling, on the
other hand, the impurity spin is screened by the (high-energy) electron states in the SCs, forming a singlet
ground stats, and retaining the 0-junction behavior. This transition between a pi-junction behavior and
a 0-junction behavior as a function of coupling strength is predicted to be absent in the topological case
(topological-QD-topological junction) [136]. The two MKPs at the junction (one MKP pair from each SC)
together form a spin which can form a singlet with the impurity spin, thereby screening it. Since the MKPs
are zero energy-states (unlike the electronic states whose energies are larger than the bulk gap), this can
happen even at small coupling to the QD. The system therefore exhibits 0-junction behavior independent
of the coupling, qualitatively different than a SC-QD-SC system.
4.3.3. The topological-trivial junction
Finally, we discuss the Josephson junction between a topological and a trivial SC [78, 135, 137, 138].
The results are summarized in the bottom row in Fig. 16. The single-particle spectrum of the unperturbed
Hamiltonian, H0, is presented in Fig. 16(j), which is obtained by setting sR = 1, sL = −1, in Eq. (98a).
Notice the zero-energy crossings at the TR-invariant points, φ = 0, and φ = pi. These crossings are
due to the MKP at the junction, and are protected by both particle-hole and time-reversal symmetry. In
contrast, the other crossing points in the spectrum are not protected. Upon adding a symmetry-allowed
perturbation, such as H ′ in Eq. (96), these crossings become avoided crossings, resulting in a spectrum of
the form shown in Fig. 16(k), calculated using the lattice model of Appendix B.
The many-body spectrum, constructed by summing over the excitation energies for all possible occupa-
tions, is presented in Fig. 16(l). The time-reversal anomaly [28], described in Sec. 1.4, is manifested in the
spectrum in two ways. First, the Kramers degeneracies at φ = 0, pi are between states of opposite Fermion
parity (and not between two states of odd parity as in the usual case of Kramers degeneracy). This is
because in systems with TR anomaly, TRS locally anticommutes with the Fermion parity. This is resolved
by accounting for the other MKP which must exists at the left end of the system [the energies due to this
MKP are shown in Fig. 16(i,j,k)].
The second manifestation of the TR anomaly is the remarkable fact that the current through the junction,
I(φ) = 2e~ dE(φ)/dφ, is nonzero even at the TR-invariant points φ = 0, pi [78, 137, 138]. This is regardless
of whether the system is in its even-parity ground state (black line) or its odd-parity ground state (orange
line), as can be seen from the nonzero slope of the energies of these states at φ = 0, pi. This phenomena
is possible due to the TR anomaly; since TRS anticommutes with fermion parity [28], states of definite
fermion parity are not time-reversal invariant. Essentially, by choosing a state of a given parity, the system
spontaneously breaks TRS [78].
The behavior of current-phase relation is again dependent on the rate at which φ is varied, ωJ, relative
to the rate at which fermion-parity switches, τ−1ps . For ωJ  τ−1ps , the system remains in a state of given
parity, and returns to the same state upon varying φ from 0 to 2pi, as can be seen from Fig. 16(l). Unlike
the topological-topological junction, the current in this case is therefore 2pi periodic. If on the other hand,
ωJ  τ−1ps , the system always remains in its thermodynamic ground state, namely it switches parity at
integer multiples of pi. The current in this case is approximately pi periodic.
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5. Braiding properties of Majorana Kramers pairs
One of the interesting questions one can ask about the TRITOPS phase is concerned with the braiding
of two Kramers pairs of MBSs. Indeed, since the two MBSs in a Kramers pair overlap in space [142], it is
impossible to braid single MBSs in a TRS system, and one is therefore forced to consider the braiding of
one MKP with another MKP.
It is established that single MBSs (in a TRS-broken system) obey non-abelian exchange statistics [17, 22,
143–145]. Namely, the operation of adiabatically exchanging two MBSs (keeping the two spatially separated
at all times) results in a non-trivial unitary operation on the ground-state manifold, which is universal and
is independent of the exact path taken during the braiding. It turns out that, unlike the case of single
MBSs, braiding of MKPs results in a non-universal operation, which depends on the microscopic details of
the exchange operation [146, 147]. This has to do with the fact that the fermion composed out of the two
TR-related Majoranas is a local fermion, and is therefore sensitive to local perturbations.
An exception to this is the case where an additional symmetry exists in the system (in addition to TRS).
For example, if the system obeys a U(1) spin-rotation symmetry such that one spin component (say sz)
is a good quantum number, then the system can be decomposed into two spin-opposite copies (sz = ↑.↓)
which are completely decoupled from each other throughout the braiding process. Each copy describes a
TRS-broken TSC, such that the braiding of MKPs can be described as the two braiding processes of single
isolated MBSs, performed separately in each sector [147, 148]. If such a symmetry is absent, on the other
hand, the system can still be thought of as composed of two such copies, however, the basis in which the
system is decoupled depends on the microscopic parameters, and can change during the braiding process.
It is this path-dependent change of basis which ultimately mixes the MBSs in the MKP and is responsible
for the path dependence of the braiding.
We start by briefly reviewing the subject of non-abelian berry phase in the adiabatic theory of degenerate
states. We then consider the case of braiding single MBSs in a TRS-broken systems, showing the existence
of a path-independent non-abelian berry phase. Finally, we examine braiding of MKPs in TRS systems, and
show that local mixing of the MBSs composing a pair produces a path-dependent contribution, rendering
the resulting unitary operation non universal.
5.1. Non-abelian Berry phase
Consider a Hamiltonian, H[R(t)], which depends on time through a set of parameters, R(t). At any
time, t, the Hamiltonian H[R(t)] has a set of instantaneous eigenstates. We concentrate on situations where
there is a subset of instantaneous eigenstates, { | ηi[R(t)] 〉 }gi=1, which are degenerate for all t,
H[R(t)] | ηi[R(t)] 〉 = E[R(t)] | ηi[R(t)] 〉 , (102)
and are separated from the rest of the states by energy gaps29.
According to the adiabatic theorem, if the parameters, R(t), are changed slowly enough in time (com-
pared with the energy gaps separating { | ηi[R(t)] 〉 }i from the rest of the states), then the unitary time
evolution of the system does not take the system out of the degenerate manifold. Namely, if at time t = 0
the system is in the state |ψ(0) 〉 = | ηi[R(0)] 〉 , then at later times it will evolve according to
|ψ(t) 〉 = e−i
∫ t
0
dt′E[R(t′)]Uˆ(t) | ηi[R(0)] 〉 = e−i
∫ t
0
dt′E[R(t′)]
∑
j
Uij(t) | ηj [R(t)] 〉 , (103)
with the matrix U(t) defined by
Uij(t) = 〈ηj [R(t)]|Uˆ(t)|ηi[R(0)]〉, (104)
29For our purposes, { | ηi[R(t)] 〉 }gi=1 will be the degenerate ground-state manifold, and the degeneracy, g, will be either 2 or
4, depending on whether there are two isolated MBSs or two Kramers’ pairs of MBSs.
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Figure 17: (a) Braiding of two single Majorana bound states. (b) Braiding of two Majorana Kramers pairs.
where we have artificially separated the dynamical phase, exp{−i ∫ t
0
dt′E[R(t′)]}, from the rest of the time-
evolution operator as it simply contributes an abelian phase which will be of no interest to us here.
By plugging |ψ(t) 〉 into the Schro¨dinger equation, we arrive at [149]
∂tUij(t) = Uij(t)〈ηj [R(t)]|∂t|ηi[R(t)]〉, (105)
which is formally solved by
UC = P exp
[
−i
∫
C
dR ·A(R)
]
; Aij(R) ≡ i〈ηj(R)|∇R|ηi(R)〉, (106)
where C denotes the path taken in parameter space and P is the path-ordering operator. This result
generalizes Berry’s geometric phase [150] to the case where there is a degenerate subspace of states, rather
than a single state separated by a gap from the rest. Here, Aij(R) has a vector structure in the space of
parameters, R, and a matrix structure in the space of degenerate eigenstates [the expression on the left of
Eq. (106) involves the exponentiation of a matrix].
We note that UC depends on the basis. Under a path-dependent basis transformation of the degenerate
subspace,
| ηi(R) 〉 →
∑
j
Wij(R) | ηi(R) 〉 , (107)
the matrix UC transforms as
UC →W (Ri)UCW †(Rf), (108)
which can be inferred from Eq. (104), with Ri = R(0) and Rf = R(t) being the parameters at the beginning
and end of the path, C, respectively.
5.2. Braiding in the TRS-broken case
We consider a system in class D with two spatially-separated MBSs, described by γ1 and γ2. The
Hamiltonian, H(R), is varied adiabatically along a path in parameter space in a way that makes γ1 and γ2
switch places, as depicted in Fig. 17(a). At any point along the path the systems has a pair of zero-energy
MBSs, namely [H(R), χ1(R)] = [H(R), χ2(R)] = 0, where χ1(Ri) = γ1 and χ2(Ri) = γ2. We choose the
basis for the instantaneous ground-states manifold to be the two states having a given occupancy of the
fermion f(R) = [χ1(R) + iχ2(R)]/2,
| 0 〉 ,
| 1 〉 = f†(R) | 0 〉 . (109)
Now we are in the position to calculate Aij(R), with i, j ∈ {0, 1}. First, since the Hamiltonian conserves
fermion parity, and since | 0 〉 and | 1 〉 have different parity, one has
〈0|∇R|1〉 = 〈1|∇R|0〉 = 0, (110)
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namely A01(R) = A10(R) = 0. The diagonal elements, 〈0|∇R|0〉 and 〈1|∇R|1〉 can be related through
〈1|∇R|1〉 = 〈0|f(R)∇R
[
f†(R)|0〉] = 〈0|∇R|0〉+ {f(R),∇Rf†(R)} = 〈0|∇R|0〉 − i
2
{χ1(R),∇Rχ2(R)} ,
(111)
where in the last step we have used the fact that {χ2(R),∇Rχ1(R)} = −{χ1(R),∇Rχ2(R)}, as well as
{χ1(R),∇Rχ1(R)} = ∇R(χ21) = 0, and similarly for χ2. Ignoring the part of A(R) which is proportional
to the identity matrix (as it only gives rise to an overall abelian phase), we are left with
A(R) =
1
4
(
1 0
0 −1
)
{χ1(R),∇Rχ2(R)} . (112)
We now notice that since χ1 and χ2 are spatially separated at all instances during the braiding procedure,
one necessarily has {χ1(R),∇Rχ2(R)} = 0, namely A(R) = 0 for all R30.
Naively, this would mean that the braiding operation is trivial, however, one must bear in mind that
at the end of the braiding procedure the states | 0 〉 and | 1 〉 return to themselves only up to a basis
transformation. What determines this basis transformation is the definition of the braiding operation,
χ1(Rf) ∝ γ2, χ2(Rf) ∝ γ1 together with Eq. (109). Moreover, the proportionality constants are not
arbitrary; they are determined by conservation of Fermion parity, P = iχ1χ2, yielding either χ1(Rf) = γ2,
χ2(Rf) = −γ1 or χ1(Rf) = −γ2, χ2(Rf) = γ1. When applied to the many-body states, these two options
imply that the basis transformation is given by |0〉 → |0〉; |1〉 → ∓i|1〉 , namely
W (Rf) =
(
1 0
0 ∓i
)
. (113)
Overall, Eq. (108) implies that the braiding operation is given by U = W †(Rf). Finally, one can check that
this operation can also be written (up to an abelian phase) in the following basis-independent form
Uˆ = e∓
pi
4 γ1γ2 . (114)
To summarize, the operator describing the braiding can be thought of as composed of two parts; a
local part described by Eq. (106) and a part which comes from a nonlocal basis transformation - that is the
difference between the initial and final basis. Since the two MBSs are kept far apart throughout the braiding
process, the former part did not contribute. As we shall see below, this would no longer be the case when
dealing with MKPs, since now the two MBSs composing the Kramers pair can locally mix with each other.
5.3. Braiding in the TRS case
We now consider a system in class DIII with two separated MKPs [146–148, 151]. The first Kramers
pair is described by γ1, γ˜1 and the second by γ2, γ˜2. We vary the Hamiltonian adiabatically such that the
two pairs are exchanged while keeping them spatially separated at all times, as depicted in Fig. 17(b). As
before, we are interested in the unitary operation on the ground-state manifold as a result of the braiding
process.
At any instance during the braiding process, there are two pairs of zero-energy Majorana bound states,
namely [H(R), χ1(R)] = [H(R), χ˜1(R)] = [H(R), χ2(R)] = [H(R), χ˜2(R)] = 0. Out of these four Majorana
operators we construct two fermions (related by TRS),
f(R) = χ1(R) + iχ2(R) ; f˜(R) = χ˜1(R)− iχ˜2(R) (115)
30Importantly, this will not be the case when we deal below with a Kramers’ pair of MBSs, since there the two Majorana
operators overlap in space.
46
and use them to define a basis for the ground-state manifold,
| 00 〉 ,
| 10 〉 = f†(R) | 00 〉 ,
| 01 〉 = f˜†(R) | 00 〉 ,
| 11 〉 = f†(R)f˜†(R) | 00 〉 .
(116)
When considering the operation of braiding on the ground-state manifold, we can use the fact the total
parity of the system is conserved and therefore examine separately the even- and odd-parity sectors, namely
{ | 00 〉 , | 11 〉 } and { | 10 〉 , | 01 〉 }, respectively. Focusing, for example, on the odd-parity sector, one arrives
at
〈10|∇R|10〉 = 〈00|∇R|00〉 − i
2
{χ1(R),∇Rχ2(R)} ,
〈01|∇R|01〉 = 〈00|∇R|00〉+ i
2
{χ˜1(R),∇Rχ˜2(R)} ,
〈10|∇R|01〉 = 1
4
[{χ1(R),∇Rχ˜1(R)} − {χ2(R),∇Rχ˜2(R)}] + i
4
[{χ1(R),∇Rχ˜2(R)}+ {χ2(R),∇Rχ˜1(R)}]
〈10|∇R|01〉 = −〈01|∇R|10〉.
(117)
As in before, since χ1(R) and χ2(R) are kept spatially separated (and similarly χ˜1(R) and χ˜2(R)), we
have {χ1(R),∇Rχ2(R)} = {χ˜1(R),∇Rχ˜2(R)} = {χ1(R),∇Rχ˜2(R)} = {χ2(R),∇Rχ˜1(R)} = 0. Up to an
abelian phase one then has for the non-abelian Berry phase in the odd-parity sector [147]
Aodd(R) =
i
4
(
0 −1
1 0
)
[{χ1(R),∇Rχ˜1(R)} − {χ2(R),∇Rχ˜2(R)}] . (118)
A similar calculation for the even-parity subspace yields
Aeven(R) =
i
4
(
0 −1
1 0
)
[{χ1(R),∇Rχ˜1(R)}+ {χ2(R),∇Rχ˜2(R)}] . (119)
Importantly, unlike in the TRS-broken case where A(R) vanished due to the two MBSs being spatially
separated, here the commutator {χn(R),∇Rχ˜n(R)} involves two spatially-overlapping MBSs and is there-
fore generally nonzero. Moreover, it depends on the microscopic local properties of the Hamiltonian during
the braiding process31. We conclude that braiding of MKPs results in a nonuniversal (path-dependent)
non-abelian Berry phase.
An exception to this is the case where the system has an additional symmetry [146]. For example, consider
a system which has, in addition to TRS, also a U(1) spin-rotation symmetry (say if the system conserves spin
in the z direction). In this case each MBS composing a Kramers pair belongs to a different spin sector (one
belongs to the spin-up sector and the other to the spin-down sector), resulting in {χn(R),∇Rχ˜n(R)} =
0. Like in the TRS-broken case, this leaves us with the contribution coming from the non-local basis
transformation which is described by [147, 148]
Uˆ = e
pi
4 γ1γ2e
pi
4 γ˜1γ˜2 , (120)
namely it is equivalent to two separate exchanges of isolated MBSs. Recently it was suggested that local
mixing between MBSs in a Kramers’ pair can also be somewhat suppressed by charging energy [152], which
exists when the (topological) superconductor hosting the MKPs is floating [153].
31For an example of a model yielding a nonzero {χn(R),∇Rχ˜n(R)} see Ref. [146].
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6. Summary and outlook
Time-reversal-invariant topological superconductivity (or TRITOPS) has been discussed in many (mostly
theoretical) studies in recent years. In this article we pedagogically reviewed the progress made towards
realizing the TRITOPS phase in one and two dimensions. The main emerging feature of this phase is the
Kramers pair of Majorana boundary modes; in 1d this is a pair of Majorana bound states at each end, while
in 2d it is a pair of counter-propagating gapless helical Majorana modes at each edge. The properties of the
Majorana Kramers pair (MKP) were discusses, and in particular their symmetry and topological protection
(see Sec. 1 and Sec. 2).
We have discussed possible mechanisms for experimentally realizing this phase. We focused on three main
routs: (i) proximity to a pair of superconductors with an externally-tuned pi phase difference (Sec. 3.1), (ii)
proximity-coupled interacting semiconductors (Sec. 3.2), and (iii) proximity to unconventional supercon-
ductors (Sec. 3.3). The key for understanding these mechanisms lies in the sign change they induce in the
pairing potential as a function of momentum. We emphasized the role of the interplay between, spin-orbit
coupling, superconducting proximity and repulsive interactions, in the stabilization of the TRITOPS phase.
We then reviewed, in Sec. 4, various ways to experimentally detect the TRITOPS phase. Specifically,
we discussed how the presence of the Majorana Kramers pair should effect various transport properties.
These include, in particular, the anomalous Zeeman splitting of the zero-bias conductance peak, and a
unique current-phase relation in Josephson junctions. In brief, the conductance into the system’s end
from a normal-metal lead should exhibit a zero bias conductance peak, quantized to 4e2/h, which splits in
a non-linear way as a function of magnetic field in certain directions (Sec. 4.2). Signatures in Josephson
junctions include 4pi periodicity of the Josephson current in a junction between a TRITOPS and a trivial SC
(Sec. 4.3.3), and a finite current at a phase difference of pi in a junction between two TRITOPSs (Sec. 4.3.2).
The latter property is a consequence of the time-reversal anomaly (Sec. 1.4).
The behavior of MKPs under exchange was discussed in Sec. 5. While exchanging two MKPs results in a
non-trivial operation on the ground-state manifold, since each MKP comprises of two overlapping Majorana
bound states, this operation is rendered non-universal; it depends on the particular adiabatic path taken
in parameter space. Nevertheless, if additional symmetries are present, for example a U(1) spin-rotation
symmetry, the exchange process becomes universal. Protected quantum-information processing is then
possible using non-abelian Braiding of MKPs, similar to the time-reversal-broken case.
While they have been by now a large body of theoretical works proposing realizations of the TRITOPS
phase, only a few experimental attempts have been made in this direction (see for example Ref. [154]). This
comes in contrast to the time-reversal broken case (class D), where evidence of topological superconductivity
have been reported in several studies [45–59]. The key there was to combine spin-orbit coupling, supercon-
ducting proximity, and magnetism. In order to stabilize the TRITOPS phase (without the need for fine
tuning), it seems that the magnetism ingredient is replaced by repulsive e-e interactions. This suggests that
the same experimental setups already being studied, such as proximitized nanowires and TIs, should be
adequate for realizing the TRITOPS phase. The lack of need for magnetism is an advantage, as it generally
tends to suppress superconductivity. In fact, some of the currently studied experimental setups already
closely resemble the proposals described in Sec 3 - see for example Ref. [155]. The challenge of controlling
the strength of the e-e interaction can be addressed, for example, by controlling the electron density in the
semiconductor. In this regard, it might be beneficial in the future to also consider quantum dot chains as a
possible platform in which one can control the on-site Coulomb interaction, similar to the proposals for the
TRS-broken TSC [156–159].
From the theory point of view, it would be interesting to explore phases related to TRITOPS which
cannot be described by quadratic Hamiltonians, analogous to the generalization of the integer quantum
Hall effect to the fractional one. What are the possible fractional TRITOPS phases and what are the
systems most likely to realize them? Some progress in this direction was made [160] by using a coupled-
wires approach [161–167]. Another possible direction can be inspired by a recent proposal to realize a
two-dimensional Ising Spin Liquid in a network of interacting Majorana Cooper Boxes [168, 169]. What
phases can be realized in a network of TRITOPS Cooper Boxes? Recently, a mapping was found between a
topological phase of Z4 parafermions and the TRITOPS phase in 1d [170]. It will be interesting to explore
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this connection further; for example, how are the various physical signatures of the TRITOPS phase manifest
themselves in the parafermionic system? It will certainly be exciting to witness the future theoretical and
experimental fruits from the study of TRITOPS.
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Appendix A Necessity of electron-electron interactions
In this appendix we follow Ref. [82] and show that the topological phase of class DIII superconductors (in
1d and 2d) cannot be realized using proximity of a single conventional s-wave superconductor to a system of
noninteracting electrons. We begin by considering a model which consist of both the parent superconductor
and the system. By integrating out the superconductor’s degrees of freedom, we obtain the Green’s function
of the system alone. From that Green function, we then show that, for a conventional s-wave SC, the
topological invariant (as derived in Sec. 2), always takes its trivial value. We perform this procedure for a
clean 1d system, and then generalize the result to the case of 2d and to the case of system lacking translation
invariance.
The model. We consider a quasi–1d system of noninteracting electrons (hereafter referred to as a “wire”),
coupled to a bulk SC. The Hamiltonian describing the combined system reads H = Hw +Hsc +Hc, with
Hw =
∑
k
ψ†kh
w
k ψk, ; Hsc =
∑
k
[
η†kh
sc
k ηk +
1
2
(η†k∆kη
†T
−k + h.c.)
]
,
Hc =
∑
k
(η†ktkψk + h.c.),
(121)
where k is the momentum along the wire’s axis. Hw and Hsc are the Hamiltonians describing the wire
and the SC, respectively, and Hc describes the coupling between them. As in Sec. 2.1, for every k, ψ
†
k is
a Mw–dimensional row vector of fermionic creation operators of states in the wire. Similarly, η
†
k is a Msc–
dimensional row vector of fermionic creation operators of states in the SC, respectively. These states include
all degrees of freedom within a unit cell including spin, transverse modes, sublattice sites, atomic orbitals
etc. Correspondingly, hwk is a Mw ×Mw matrix, tk is a Msc ×Mw matrix, and hsck , ∆k, are Msc ×Msc
matrices, operating on these internal degrees of freedom. Notice that as before ∆T−k = −∆k. due to
fermionic statistics. The purpose of this appendix is to show that as long as ∆k corresponds to a pairing
of a conventional s-wave SC (to be defined more precisely below), the system cannot be in the topological
phase of class DIII32.
32In writing Eq. (121), we have assumed that the interactions in the SC are adequately described within mean-field theory
through the pairing potential matrix, ∆k. In principle, the coupling of the SC to the wire can itself affect ∆k, through what
is known as the reverse proximity effect. this can reduce ∆k near the interface with the wire, compared to the bulk value.
This effect should be small when the density of states in the SC (within a coherence length away from the interface) is large
compared to the density of states in the wire, or alternatively, when the coupling to the wire is weak. In any case, this effect
is not expected to turn the pairing matrix ∆k to that of an unconventional SC.
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As usual, we define the TR operation by its form when acting on the fermionic operators,
TψkT−1 = Twψ−k ; TηkT−1 = Tscη−k ; TiT−1 = −i, (122)
where Tw and Tsc are unitary matrices operating in the spaces of states in the wire and the superconductor,
respectively. For the TR operation to square to −1, we further require Tw(sc)T ∗w(sc) = −1. Enforcing TRS
on the system, THT−1 = H, amounts to the following conditions
T †whw∗−kTw = hwk ; T †schsc∗−kTsc = hsck ; T †sct∗−kTw = tk ; T †sc∆∗−kT ∗sc = ∆k. (123)
The last equality, together with the property ∆T−k = −∆k, guarantee that ∆kTsc is a Hermitian matrix.
We are now in a position to define more precisely the statement we wish to prove: The system will always
be in the topologically-trivial phase if ∆kTsc is a positive semi-definite (PSD) matrix33. Namely, we shall
assume that 〈u|∆kTsc|u〉 ≥ 0 for all vectors |u〉, and all momenta k, and show that the topological invariant
of the system is always trivial. Importantly, the case of a PSD ∆kTsc includes, in particular, the case of
a conventional s-wave superconductor, in which the order parameter has a uniform phase on all the bands,
and there are no inter-band pairing34,35.
Integrating out the superconductor. We wish to obtain the Green’s function describing the wire, from which
one can then extract the topological invariant of the system. To this end we first write the Hamiltonian in
a BdG form
H =
1
2
∑
k
Ψ†k
(Hwk V †k
Vk Hsck
)
Ψk, (124)
using the Nambu spinor Ψ†k = (ψ
†
k, ψ
T
−kTw, η†k, ηT−kTsc), where
Hwk = τz ⊗ hwk , (125a)
Hsck = τz ⊗ hsck + τx ⊗∆kTsc, , (125b)
Vk = τ
z ⊗ tk, (125c)
and where as usual {τα}α=x,y,z are Pauli matrices in particle-hole space. In writing Eqs. (124, 125), we
have used the relations given in Eq. (123).
The Green’s function of the wire, Gwk (ω), is obtained by integrating out the SC,
Gwk (ω) = [iω −Hwk − Σk(ω)]−1, (126a)
Σk(ω) = V
†
k g
sc
k (ω)Vk, (126b)
gsck (ω) = (iω −Hsck )−1, (126c)
where Σk(ω) is the self energy, and g
sc
k (ω) is the Green’s function of the parent SC in the absence of coupling
to the wire.
In the next step, we wish to relate the properties of ∆k to the properties of Σk(0). Using Eqs. (125b)
and (126c), one can check that gsck (0) is Hermitian and obeys τ
ygsck (0)τ
y = −gsck (0). It therefore has the
following structure:
gsck (0) = τ
z ⊗ gNk + τx ⊗ gAk , (127)
33More generally, ∆kTsc can be a PSD matrix times some complex number that does not depend on k. The phase of this
complex number can always be absorbed in the definition of Tsc, rendering ∆kTsc PSD.
34Note also that this condition excludes the case considered in Sec. 3.1, in which case ∆k describes two superconducting
leads in a pi junction
35An interesting example is the system considered in Ref. [171], where a single s-wave SC is coupled to two wires experiencing
opposite magnetic fields. While the usual TRS is not preserved, the system obeys the product of TRS and mirror, which is
an anti-unitary symmetry, Θ′ = T ′K, squaring to −1. Interestingly, in this case ∆T ′ is not PSD, allowing for realization of a
class DIII TSC in the absence of interactions, protected by TRS×Mirror.
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where gNk and g
A
k are Hermitian matrices. This also means that the zero-frequency self energy has the same
structure, Σk(0) = τ
z⊗ΣNk +τx⊗ΣAk , with ΣNk = t†kgNk tk and ΣAk = −t†kgAk tk being the normal and anomalous
parts, respectively. Upon rotating gsck (0) in Eq. (126c) by the unitary transformation exp(ipiτ
x/4), and using
Eqs. (125b) and (127), it follows that
(∆kTsc − ihsck )(gAk + igNk ) = −1. (128)
One then arrives at
〈u|ΣAk |u〉 = −〈u|t†kgAk tk|u〉 = −Re〈u|t†k(gAk − igNk )tk|u〉
= Re〈u|t†k(gAk − igNk )(∆kTsc − ihsck )(gAk + igNk )tk|u〉 = Re〈v|∆kTsc − ihsck |v〉
= 〈v|∆kTsc|v〉 ≥ 0,
(129)
where |u〉 is an arbitrary vector, |v〉 ≡ (gAk + igNk )tk|u〉, and we have used the fact that gNk , gAk , and hsck are
Hermitian. Namely, we have proved that ΣAk is PSD.
We now use this property of ΣAk to prove the topological invariant is trivial. This can be obtained from
the Green function by defining [172]
Heffk ≡ −[Gwk (0)]−1 = τz ⊗ (hwk + ΣNk ) + τx ⊗ ΣAk . (130)
Indeed, this Hamiltonian obeys a time-reversal symmetry, T †wHeff∗−k Tw = Heffk , as well as a chiral symmetry,
τyHeffk τy = −Heffk , and is therefore in class DIII. It was shown in Sec. 2.1 how the invariant can be obtained
from the matrix Qk = U
†
kDkVk, defined in Eq. (29), by calculating the windings of the eigenvalues Q˜k = U
†
kVk
[see Eq. (31)]. Inserting Eq. (130) in Eq. (29), one arrives at Qk = Σ
A
k − i(hwk + ΣNk ). From the positivity
of ΣAk , and the fact that h
w
k and Σ
N
k are Hermitian, it follows that
0 ≤〈αn,k|ΣAk |αn,k〉 = Re〈αn,k|Qk|αn,k〉 = Re〈αn,k|U†kDkVk|αn,k〉
=Re〈αn,k|Q˜kV †kDkVk|αn,k〉 = 2 cos θn,k · 〈Vkαn,k|Dk|Vkαn,k〉,
(131)
where as define in Sec. 2.1, |αn,k〉 are the eigenvectors of Q˜k with corresponding eigenvalues exp(iθn,k).
Since Dk is positive definite (see Sec. 2.1), we conclude that cos θn,k ≥ 0 for all n and k. Namely none of
the phases θn,k can have a non-zero winding number as k changes from −pi to pi, which in particular means
that the topological invariant, Eq. (31), is always trivial, ν = 1.
The results of this section immediately generalizes to the case a proximity-coupled 2d system. The
combined system in this case is described by the Hamiltonian of Eq. (121), with k → k = (kx, ky). All the
above results are still valid in the 2d case under this substitution. As show in Sec. 2.2, the Z2 two-dimensional
topological invariant can be obtained from the 1d invariant by
ν2d = ν[Heffkx=0,ky ] · ν[Heffkx=pi,ky ]. (132)
The Hamiltonians Heffkx=0,ky and Heffkx=pi,ky both belong to class DIII in 1d, and are of the form of Eq. (130)
with a PSD anomalous part. Consequently, as we proved above, both Heffkx=0,ky and Heffkx=pi,ky are topologi-
cally trivial. From Eq. (132) it then follows that the 2d Hamiltonian Heffkx,ky is trivial as well36.
Extension to non-translationally-invariant systems. So far, we assumed that the system is translationally
invariant along the direction of the wire in the 1d case, or in the plane of the system in the 2d case. However,
our results holds even without translational symmetry, e.g., in the presence of disorder.
36We note that since both Heffkx=0,ky and Heffkx=pi,ky (and similarly Heffkx,ky=0 and Heffkx,ky=pi) are trivial, the weak topological
indices are trivial as well.
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To see this, consider a disordered system in either 1d or 2d, coupled to a superconductor. Imagine
a disorder realization which is periodic in space, with a period that is much larger than any microscopic
length scale (in particular, the induced superconducting coherence length). By the arguments presented in
the preceding sections, the resulting translationally invariant system is topologically trivial. Hence, at its
boundary there are no topologically non-trivial edge states. Since the size of the unit cell is much larger
than the coherence length, the periodicity of the system cannot matter for the existence or the lack of edge
states. Therefore, a single unit cell corresponds to a finite disordered system, which (as its size tends to
infinity) is in the topologically trivial phase, as well.
Appendix B Lattice model for Josephson junctions
In Sec. 4.3 the spectra of several Josephson junctions were studied within a simplified model, Eq. (94),
which is based on the low-energy Hamiltonian introduced in Sec. 1.1. This model, however, does not include
effects that arises from backscattering in the junction or from completely breaking of spin-rotation symmetry.
The effect of such perturbations were discussed in a qualitative manner in Sec. 4.3, based on degenerate
perturbation theory. In this appendix we present a lattice model for the studied Josephson junctions,
which includes backscattering and which completely breaks spin-rotation symmetry. This model was used
to produce the spectra presented in the third and forth columns of Fig. 16.
The Hamiltonian describing the Josephson junction is based on the lattice model of Sec. 1.2, and is given
by
HJJLatt =
2N+NJ∑
n=1
{
−µc†ncn +
[
c†n(−tn + iunσx)cn+1 +
1
2
∆0,nc
†
niσ
yc†Tn +
1
2
∆′′1,nc
†
nσ
xc†Tn+1 + h.c.
]}
, (133)
where
∆0,n =
 ∆0,L , n ≤ N0 , N < n ≤ NJ
∆0,Re
iφ , n > N +NJ
; ∆′′1,n =

∆′′1,L , n ≤ N
0 , N < n ≤ NJ
∆′′1,Re
iφ , n > N +NJ
, (134)
and
tn =
{
t0 , n 6= N,N +NJ
t′ , n = N,N +NJ
; un =
{
0 , N ≥ n, or n > N +NJ
u′ , N < n ≤ N +NJ . (135)
It describes two superconductors, each of length Na, where a is the lattice constant. The length of the
junction is NJa.
By adjusting ∆0,L,R and ∆1,L,R we can go between the three different Josephson junctions studied in
Sec. 4.3: (i) trivial-trivial junction, (ii) topological-topological junction, and (iii) topological-trivial junction.
The left (right) superconductor is in the topological (TRITOPS) phase for |∆′′1,L(R)| > |∆0,L(R)| (see Sec. 1.2).
Notice the spin-orbit coupling term, u′ is in the σx direction, therefore breaking the symmetry under
cn → exp(iθσz)cn. Furthermore, the coupling t′ at the edges of the junction controls the transparency of
the junctions, and introduce backscattering.
The parameters used in the simulations shown in Fig. 16 are as follows. (i) For the trivial-trivial junction
we take ∆0,L = ∆0,R = 1, ∆
′′
1,L = ∆
′′
1,R = 0.3, t = 10, µ = −10, t′ = 5, u′ = 0.5, N = 125, NJ = 8. (ii) For
the topological-topological junction we take ∆0,L = ∆0,R = 0.3, ∆
′′
1,L = ∆
′′
1,R = 1, t = 10, µ = −10, t′ = 5,
u′ = 0.5, N = 125, NJ = 8. (iii) For the topological-trivial junction we take ∆0,L = 0.3, ∆0,R = 1, ∆′′1,L = 1,
∆′′1,R = 0.3, t = 10, µ = −10, t′ = 5, u′ = 0.5, N = 125, NJ = 10.
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