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1 Introduction
The central concept of the random matrix theory as envisioned by E. Wigner is the general hy-
pothesis that the distributions of eigenvalue spacings of large complicated quantum systems are
universal in the sense that they depend only on the symmetry classes of the physical systems but
not on other detailed structures. The simplest case for this hypothesis is for ensembles of large but
finite dimensional matrices. The general hypothesis in this setting thus asserts that the eigenvalue
spacing distributions of random matrices should be independent of the probability distribution of
the ensemble, up to scaling. This is generally referred to as the universality of random matrices.
In this paper we will focus only on the bulk behavior i.e., on eigenvalue distribution in the interior
of the spectrum, although similar questions regarding the edge distribution are also important.
Over the past two decades, spectacular progress (see, e.g., [5, 10, 11, 24, 25, 9, 22] and [2, 8, 9]
for a review) on bulk universality was made for classical invariant ensembles, i.e., matrix models
with probability measure given by e−NβTrV (H)/2/Z where N is the size of the matrix H, V is a
real valued potential and Z is the normalization. It is well-known that the probability distribution
of the ordered eigenvalues of H on the simplex determined by λ1 ≤ · · · ≤ λN is given by
µ(N) ∼ e−βNH, H =
N∑
k=1
1
2
V (λk)− 1
N
∑
1≤i<j≤N
log(λj − λi), (1.1)
where the parameter β = 1, 2, 4 is determined by the symmetry type of the matrix, corresponding
respectively to the classical orthogonal, unitary or symplectic ensemble. With β taking these special
values, the correlation functions can be explicitly expressed in terms of polynomials orthogonal
to the measure e−βV (x)/2. Thus the analysis of the correlation functions relies heavily on the
asymptotic properties of the corresponding orthogonal polynomials. In the pioneering work of
Gaudin, Mehta and Dyson (see [23] for a review), the potential V is the quadratic polynomial
V (x) = x2 and the orthogonal polynomials are the Hermite polynomials for which asymptotic
properties are well-known. The major input of the recent work is the asymptotic analysis of the
orthogonal polynomials w.r.t. the measure e−βV (x)/2 for general classes of potentials. The formulas
for orthogonal and symplectic cases, i.e., β = 1, 4, are much more difficult to use than the one
for the unitary case. While universality for β = 2 was proved for very general potential, the best
results for β = 1, 4 [9, 21, 26] are still restricted to analytic V with additional conditions.
For non-classical values of β, i.e., β 6∈ {1, 2, 4}, one can still consider the measure (1.1), but
there is no simple expression of the correlation functions in terms of orthogonal polynomials.
Furthermore, the measure (1.1) does not arise from mean-field type matrix models like Wigner
matrices with independent entries. Nevertheless, µ is a Gibbs measure of particles in R with
a logarithmic interaction, where the parameter β is interpreted as the inverse temperature and a
priori can be an arbitrary positive number. These measures are called general β-ensembles. We will
often refer to the variables λj as particles or points and the system is called log-gas. It was proved
[12] that in the Gaussian case, i.e., when V is quadratic, the measure (1.1) describes eigenvalues
of tri-diagonal matrices. This observation allowed one to establish detailed properties, including
the local spacing distributions of the Gaussian β-ensembles [27].
Gibbs measures in the continuum with long range or singular interactions are notoriously hard
to analyze since they are very far from the perturbative regime. For non-classical values of β,
and if we are not in the Gaussian case V (λ) = λ2, no simple explicit formula is known to express
the correlation functions in terms of orthogonal polynomials, and one cannot rely on any explicit
known matrix model. In this paper we undertake the direct analysis of the Gibbs measure and we
prove the universality for invariant models for any β > 0. In other words, we will prove that the
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local spacing distributions of (1.1) are independent of the potential V for certain class of V . There
are two major ingredients in our new approach.
Step 1. Uniqueness of local Gibbs measures with logarithmic interactions. The main result in this
step asserts that if the particles are not too far from their classical locations then the spacing
distributions are given by the corresponding Gaussian ones (We will take the uniqueness of the
spacing distributions as our definition of the uniqueness of Gibbs state). More precisely, denote
by ρ the limiting density of the particles under the measure µ(N) (1.1) as N →∞. Let γj = γj,N
denote the location of the j-th point under ρ, i.e., γj is defined by
N
∫ γj
−∞
ρ(x)dx = j, 1 ≤ j ≤ N. (1.2)
We will call γj the classical location of the j-th particle. The basic assumption is the following:
Assumption A. For some b < 138 and any α > 0, there exists ε0 > 0 such that
Pµ(N)(|λk − γk| ≤ N−1+b) ≥ 1− exp(−Nε0) (1.3)
for large enough N and any k ∈ [αN, (1− α)N ].
Under this assumption (under some minor and easily verifiable assumptions near the edges of the
limiting measure), we will prove that the spacing distributions of µ are given by the corresponding
Gaussian model with V (x) = x2. We will use the Gaussian case as our reference ensemble only for
the convenience of definiteness. In fact, no detailed properties of the Gaussian measures are used
in the proof and any other reference ensemble would have worked as well. Furthermore, in this
step we make no assumption on the convexity of V , which is needed in the next step.
Step 2. Particle location estimate. The second step is to verify Assumption A. For non-classical
β, Assumption A is only proved for b near one [20, 25, 21] for analytic potential V under certain
constraint. This is far from sufficient to complete Step 1. We will prove Assumption A for all β > 0
under the assumption that V is convex and analytic. Our method uses the following three ideas:
(1) The analysis of the loop equation in [20, 21, 26] to control the density. (2) The logarithmic
Sobolev inequality guaranteed by the convexity of V . (3) A multiscale analysis of the probability
measures of invariant ensembles. We note that the assumption of analyticity on V is needed only
for using the loop equation in (1).
The basic idea of our proof is to use the following tool from [14]: For two probability measures
µ and ω define the Dirichlet form by
D(µ | ω) := 1
2N
∫ ∣∣∣∇√dµ
dω
∣∣∣2dω.
Then the difference of the local spacing distributions of the two measures is negligible provided
that the Dirichlet form per particle is sufficiently small in the large N limit [14]. Notice that if we
used the relative entropy of the two measures, then the uniqueness of the Gibbs measures would
require the total entropy, which is an extensive quantity, to be small. To apply this Dirichlet form
inequality, we first localize the measure by fixing λj for j outside, say, the interval [L+ 1, L+K]
for L in the bulk and K = Nk for some k > 0. We will call these data of λj outside the interval
[L + 1, L + K] the boundary condition. We then compare this measure to a local Gaussian β-
ensemble with a fixed boundary condition by showing that the Dirichlet form per particle of these
two measures is small for typical boundary conditions w.r.t. µ.
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Our approach shares some philosophy from the recent method on the universality of Wigner
matrices [14, 15]. In this approach, the key condition to establish is
Assumption III. There exists an a > 0 such that we have
EµW
1
N
N∑
j=1
(xj − γj)2 ≤ CN−1−2a (1.4)
with a constant C uniformly in N . Here µW is the law given by the Wigner ensemble.
Under this assumption, a strong estimate on the local ergodicity of Dyson Brownian motion
(DBM) was established in [14, 15]. DBM [13] establishes a dynamical interpolation between Wigner
matrices and the invariant equilibrium measure µ. This estimate then implies the universality of
Wigner matrices. Thus the main task in proving the universality of Wigner matrices is reduced to
verifying Assumption III.
There are several similarities between the method used for the universality of Wigner matrices
[14, 18] and the current proof for β-ensembles: (i) Both rely on crude estimates such as (1.3) and
(1.4) on the location of the eigenvalues to establish the local spacing distributions are the same as
in the Gaussian cases. (ii) Both use estimates on the Dirichlet form to identify the local spacing
distributions. (iii) The main model dependent argument is to prove these crude bounds on the
eigenvalues. The precision of these a-priori estimates on the eigenvalues is weaker than the local
spacing, but better than previously known results on eigenvalue locations: we have to develop new
methods to prove (1.3) and (1.4).
There are, however, substantial differences between the proofs of universalities for Wigner
and β-ensembles. First, since the β-ensembles are already in equilibrium, there is no dynamical
relaxation mechanism to exploit and the local statistics need to be identified directly without
dynamical argument. Second, we obtain the crude estimate (1.3) by a method completely different
from the Wigner matrices, as there is no underlying matrix ensemble with independent entries to
analyze. The accuracy result we obtain by this new method is actually optimal, i.e. (1.3) will be
shown to hold for any b > 0.
2 Statement of the main result
Consider a probability measure
µ
(N)
β,V = µ
(N)(dλ) =
1
ZN
∏
1≤i<j≤N
|λi − λj |β
N∏
k=1
e−N
β
2 V (λk)dλ1 . . . dλN , (2.1)
where λ = (λ1, . . . , λN ), λ1 ≤ · · · ≤ λN . Here the inverse temperature satisfies β > 0 and the
external potential V is any convex real analytic function in R, and such that
$ =
β
2
inf
x∈R
V ′′(x) > 0. (2.2)
For such a convex potential, as noted in the next section the equilibrium measure, denoted by
ρ(s)ds, is supported on a single interval [A,B]. In the following, we omit the superscript N and
we will write µ for µ(N). We will use Pµ and Eµ to denote the probability and the expectation
with respect to µ.
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The Gaussian case corresponds to V (λ) = λ2; the expectation with respect to this Gaussian
measure will be denoted by EGauss, and the equilibrium measure is known to be
ρsc(E) :=
1
2pi
√
(4− E2)+,
the semicircle density. The Gaussian case includes the classical GUE, GOE and GSE ensembles
for the special choice of β = 1, 2, 4, but our result holds for all β > 0.
Now we state our main theorem which will be proven at the end of Section 4:
Theorem 2.1 Assume V is any real analytic function with infx∈R V ′′(x) > 0. Let β > 0. Consider
the β-ensemble µ = µβ,V . Let G : R → R be a smooth, compactly supported function. Let
E ∈ (A,B) lie in the interior of the support of ρ, and similarly let E′ ∈ (−2, 2) be inside the
support of ρsc. Define L and L
′ by
L
N
=
∫ E
A
ρ(x)dx,
L′
N
=
∫ E′
−2
ρsc(x)dx.
Fix a parameter K = Nk where 0 < k ≤ 12 is an arbitrary constant. Let I and I ′ be two intervals
of natural numbers, I = [L+ 1, L+K], I ′ = [L′ + 1, L′ +K] with length K = |I|. Then
lim
N→∞
∣∣∣∣∣Eµ 1Kρ(E) ∑
i∈I
G
(N(λi − λi+1)
ρ(E)
)
− EGauss 1
Kρsc(E′)
∑
i∈I′
G
(N(λi − λi+1)
ρsc(E′)
)∣∣∣∣∣ = 0, (2.3)
i.e. the appropriately normalized particles gap distribution of the measure µβ,V at the level E in
the bulk of the limiting density asymptotically coincides with that for the Gaussian case and it is
independent of the value of E in the bulk. In particular the gap distribution is universal.
Remark. The same result (with the same proof) holds for higher order correlation functions of
particles gaps. More precisely, fix n ≥ 1 and an array of positive integers, m = (m1,m2, . . . ,mn) ∈
Nn+. Let G : Rn → R be a bounded smooth function with compact support and we define
Gi,m(λ) := 1
ρ(E)n
G
(N(λi − λi+m1)
ρ(E)
,
N(λi+m1 − λi+m2)
ρ(E)
, . . . ,
N(λi+mn−1 − λi+mn)
ρ(E)
)
. (2.4)
Then, under the conditions of Theorem 2.1 and using its notations, we have
lim
N→∞
∣∣∣∣∣Eµ 1K∑
i∈I
Gi,m(λ)− EGauss 1
K
∑
i∈I′
G′i,m(λ)
∣∣∣∣∣ = 0, (2.5)
where G′i,m is defined exactly as Gi,m but ρ(E) is replaced with ρsc(E′).
The limit (2.5) can be reformulated as the convergence of the correlation functions. Let ρ
(N)
n
denote the n-point correlation function of the measure µ = µ
(N)
β,V defined by
ρ(N)n (x1, . . . , xn) =
∫
RN−n
µ˜(x)dxn+1 . . . dxN , (2.6)
where µ˜ is the symmetrized version of µ given in (2.1) but defined on the RN instead of the simplex:
µ˜(N)(dλ) =
1
N !
µ(dλ(σ)),
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where λ(σ) = (λσ(1), . . . , λσ(N)), with λσ(1) < · · · < λσ(N).
From (2.5) we have the convergence of the correlation functions, stated as the following corol-
lary. Since the proof is a standard argument and it is essentially identical to the one given in
Section 7 of [15], we omit it.
Corollary 2.2 Under the assumption of Theorem 2.1 and with the same notations, for any smooth
test functions O with compact support and for any 0 < k ≤ 12 , we have, with s := N−1+k, that
lim
N→∞
∫
dα1 · · · dαnO(α1, . . . , αn)
[∫ E+s
E−s
dx
2s
1
%(E)n
ρ(N)n
(
x+
α1
N%(E)
, . . . , x+
αn
N%(E)
)
−
∫ E′+s
E′−s
dx
2s
1
%sc(E)n
ρ
(N)
Gauss,n
(
x+
α1
N%sc(E)
, . . . , x+
αn
N%sc(E)
)]
= 0 .
The local statistics of the λ′is in the Gaussian case have been explicitly computed by Gaudin,
Mehta and Dyson (see, e.g., [23]) for the classical value β ∈ {1, 2, 4}. For general β > 0, there is an
explicit description in terms of some stochastic differential equations, the Brownian carousel [27].
Theorem 2.1 will be proved in two steps as explained in the introduction. For logical reasons,
we will first present Step 2 on particle location estimates in Section 3 and then Step 1 on the
uniqueness of Gibbs measure in a finite interval in Sections 4 and 5.
3 Optimal accuracy for particle locations
Along this section, we assume that V satisfies the same conditions as in Theorem 2.1. Let the
typical position γk be defined by ∫ γk
−∞
ρ(s)ds =
k
N
.
Moreover, all constants in this section depend on the potential V , which is fixed. In the following,
we will denote Jx, yK = N ∩ [x, y],
The purpose of this section is to prove that accuracy holds for the measure µ at the optimal
scale 1/N , in the following sense.
Theorem 3.1 Take any α > 0 and ε > 0. There are constants δ, c1, c2 > 0 such that for any
N ≥ 1 and k ∈ JαN, (1− α)NK,
Pµ
(|λk − γk| > N−1+ε) ≤ c1e−c2Nδ .
After some initial estimates relying on large deviations results, the proof consists in comparing
µ to some locally constrained measures for which better concentration estimates can be proved
for the differences between particles. This measure is related to the pseudo-equilibrium measure
in [14], but has distinctly different properties. Iterations of these comparisons will give optimal
accuracy.
3.1 Initial estimates
The purpose of this paragraph it to prove the following crude estimate. It will be the initial step
in the induction of Subsection 3.3.
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Proposition 3.2 For any α, ε > 0 there are constants c1, c2, δ > 0 such that for any N and
k ∈ JαN, (1− α)NK
Pµ
(
|λk − γk| > N− 12+ε
)
≤ c1e−c2Nδ . (3.1)
This result is a direct consequence of the following equation (3.12) and Corollary 3.5, whose
proofs are the purpose of this section. We first state well-known facts about the equilibrium
measure.
For convex analytic potential V satisfying the asymptotic growth condition (2.2) (or even with
weaker hypotheses on V , see e.g. [6, 1]), the equilibrium measure ρ(s)ds associated with (µ(N))N≥0
can be defined as the unique minimizer (in the set of probability measures on R endowed with the
weak topology) of the functional
I(ν) =
∫
V (t)dν(t)−
∫∫
log |t− s|dν(s)dν(t)
if
∫
V (t)dν(t) <∞, and I(ν) =∞ otherwise. Moreover, ρ has the following properties:
(a) The support of ρ is a single interval [A,B].
(b) This equilibrium measure satisfies
1
2
V ′(t) =
∫
ρ(s)ds
t− s . (3.2)
for any t ∈ (A,B).
(c) For any t ∈ [A,B],
ρ(t) dt =
1
pi
r(t)
√
(t−A)(B − t)1[A,B] dt, (3.3)
where r can be extended into an analytic function in C satisfying
r(z) =
1
2pi
∫ B
A
V ′(z)− V ′(t)
z − t
dt√
(t−A)(B − t) . (3.4)
In particular, for convex V , r has no zero in R.
It is known that the particles locations cannot be far from its classical location [4, 26]: for any
ε > 0 there are positive constants C, c, such that, for all N ≥ 1,
Pµ (∃k ∈ J1, NK | |λk − γk| ≥ ε) ≤ Ce−cNc . (3.5)
In order to have density strictly in a compact support, for given R > 0, define the following variant
of µ(N) conditioned to have all particles in [−R,R]:
µ(N,R)(dλ) =
1
ZN,R
∏
1≤i<j≤N
|λi − λj |β
N∏
k=1
e−N
β
2 V (λk)1|λk|<Rdλ1 . . . dλN . (3.6)
Let ρ
(N,R)
k denote the marginals of the measure µ
(N,R), i.e. the same definition as (2.6), but with
µ(N) replaced by µ(N,R).
7
Then Lemma 1 in [6] states that under condition (2.2) there exist some R > 0 and c > 0,
depending only on V , such that for any |x1|, . . . , |xk| ≤ R∣∣∣ρ(N,R)k (x1, . . . , xk)− ρ(N)k (x1, . . . , xk)∣∣∣ ≤ ρ(N,R)k (x1, . . . , xk)e−cN , (3.7)
and for |x1|, . . . , |xj | ≥ R, |xj+1|, . . . , |xk| ≤ R,
ρ
(N)
k (x1, . . . , xk) ≤ e−cN
∑j
i=1 log |xk|. (3.8)
The last type of estimates we need are concentration and accuracy of the particles location at scale
N−1/2, in the bulk. Concentration is a simple consequence of the Bakry-E´mery convexity criterion
for the logarithmic Sobolev inequality ([3], see also [2]): define H by µ(dλ) = 1ZN e−NH(λ)dλ, and
assume
∇2H ≥ σ IdN (3.9)
in the sense of partial order for positive definite operators. Then µ satisfies a logarithmic Sobolev
inequality with constant 2/(σN): for any probability density f we have
Eµf log f ≤ 2
σN
Eµ|∇
√
f |2. (3.10)
It is well-known that the logarithmic Sobolev inequality implies the spectral gap and, together
with Herbst’s lemma, it also implies that for any k ∈ J1, NK and x > 0
Pµ (|λk − Eµ(λk)| > x) ≤ 2e−σNx2/2.
In our case where µ is defined by (2.1), for any v ∈ RN
v∗(∇2H)v = β
N
∑
i<j
(vi − vj)2
(λi − λj)2 +
β
2
∑
i
V ′′(λi)v2i ≥ $|v|2, (3.11)
where $ is defined in (2.2). Thus there is a constant c˜ > 0 such that for any k
Pµ (|λk − Eµ(λk)| > x) ≤ 2e−c˜Nx2 , (3.12)
i.e. concentration at scale 1/
√
N holds. We now prove that accuracy at the same scale holds inside
the bulk.
The proof of the following lemma is based on an argument in [20] for the polynomial case. In
the form presented here, it follows very closely the proof in [26] for the analytic case except that we
use the logarithmic Sobolev inequality to have a more precise estimate. We now introduce some
notations needed in the proof.
• mN is the Stieljes transform of ρ(N)1 (s)(ds), evaluated at some z with Im(z) > 0, and m its
limit:
mN (z) = Eµ
(
1
N
N∑
k=1
1
z − λi
)
=
∫
R
1
z − tρ
(N)
1 (t)dt, m(z) =
∫
R
1
z − tρ(t)dt.
It is well-known that uniformly in any {Im(z) > ε}, ε > 0, |mN − m| → 0 (see e.g. [2]).
Along the proof of the next Lemma 3.3 we will see that this convergence holds at speed 1/N .
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• s(z) = −2r(z)√(A− z)(B − z), where the square root is defined such that
f(z) =
√
(A− z)(B − z) ∼ z as z →∞;
• bN (z) is an analytic function defined by
bN (z) =
∫
R
V ′(z)− V ′(t)
z − t (ρ
(N)
1 − ρ)(t) dt;
• finally, cN (z) = 1N2 kN (z) + 1N
(
2
β − 1
)
m′N (z), where
kN (z) = varµ
(
N∑
k=1
1
z − λi
)
.
Here the var of a complex random variable denotes var(X) = E(X2) − E(X)2, i.e. without
absolute value unlike for the usual variance. Note that |var(X)| ≤ E(|X − E(X)|2).
The equation used by Johansson (which can be obtained by a change of variables in (2.1) [20] or
by integration by parts [26]), is a variation of the loop equation (see, e.g., [19]) used in physics
literatures and it takes the form
(mN −m)2 + s(mN −m) + bN = cN . (3.13)
Equation (3.13) expresses the difference mN −m in terms of (mN −m)2, bN and cN . In the
regime |mN −m| is small, we can neglect the quadratic term. The term bN is the same order as
|mN −m| and is difficult to treat. As observed in [1, 26], for analytic V , this term vanishes when
we perform a contour integration. So we have roughly the relation
(mN −m) ∼ 1
N2
varµ
(
N∑
k=1
1
z − λk
)
, (3.14)
where we dropped the less important error involving m′N (z)/N due to the extra 1/N factor. In
the convex setting, the variance can be estimated by the logarithmic Sobolev inequality and we
immediately obtain an estimate on mN −m. We then follow the method in [16] to use the Helffer-
Sjo¨strand functional calculus to have an estimate on the particle locations. Although it is tempting
to use this new accuracy information on the particle locations to estimate the variance again in
(3.14), this naive bootstrap is difficult to implement. The main reason is, roughly speaking, that
the particle location estimate obtained from knowing only the size of mN −m is not strong enough
in the bootstrap. The key idea in this section is the observation that accuracy information on
particle locations can be used to improve the local convexity of the measure µ in the direction
involving the differences of particle locations, see Lemma 3.8. Now we are able to complete the
bootstrap argument and obtain a more accurate estimate on mN −m. Since this argument can be
repeated, we can estimate the locations of particles up to the optimal scale in the bulk.
Lemma 3.3 Let δ > 0. For z = E + iη with A+ δ < E < B − δ assume that
1
N2
kN (z)→ 0 (3.15)
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as N →∞ uniformly in η ≥ N−1+a for some 0 < a < 1. Then there is a constant c > 0 such that
for any η ≥ N−1+a, A+ δ < E < B − δ,
|mN (z)−m(z)| ≤ c
(
1
Nη
+
1
N2
kN (z)
)
. (3.16)
Proof. First, for technical contour integration reasons, it will be easier to consider the measure
(3.6) instead of µ(N) here. More precisely, define
m
(R)
N (z) = Eµ(N,R)
(
1
N
N∑
k=1
1
z − λi
)
=
∫
R
1
z − tρ
(N,R)
1 (t)dt,
k
(R)
N (z) = varµ(N,R)
(
N∑
k=1
1
z − λi
)
,
c
(R)
N (z) =
1
N2
k
(R)
N (z) +
1
N
(
2
β
− 1
)
m
(R)
N
′
(z).
Then it is a direct consequence of (3.7) and (3.8) that there are constants c > 0 and R > 0 such
that uniformly on η ≥ N−10 (or any power of N),
|m(R)N −mN | = O
(
e−cN
)
, |k(R)N − kN | = O(e−cN ). (3.17)
Consider the rectangle with vertices 2R+ iN−10,−2R+ iN−10,−2R− iN−10, 2R− iN−10, call L
the corresponding clockwise closed contour and L′ the one consisting only in the horizontal pieces,
with the same orientation. From (3.13), we obviously have, for z 6∈ L′,
1
2pii
∫
L′
(mN (ξ)−m(ξ))2 + s(ξ)(mN (ξ)−m(ξ)) + bN (ξ)− cN (ξ)
r(ξ)(z − ξ) dξ = 0.
Note that the above expression makes sense for large enough N , because then r has no zero on L.
Using (3.17), this implies, for η ≥ N−1,
1
2pii
∫
L′
(m
(R)
N (ξ)−m(ξ))2 + s(ξ)(m(R)N (ξ)−m(ξ)) + bN (ξ)− c(R)N (ξ)
r(ξ)(z − ξ) dξ = O(e
−cN ).
Now, as ρ
(N,R)
1 and ρ are supported on [−R,R], m(R)N − m and c(R)N are uniformly O(1) in the
vertical segments of L. Consequently, from the above equation
1
2pii
∫
L
(m
(R)
N (ξ)−m(ξ))2 + s(ξ)(m(R)N (ξ)−m(ξ)) + bN (ξ)− c(R)N (ξ)
r(ξ)(z − ξ) dξ = O(N
−10).
As bN and r are analytic inside L, and z is outside we get
1
2pii
∫
L
(m
(R)
N (ξ)−m(ξ))2 + s(ξ)(m(R)N (ξ)−m(ξ))− c(R)N (ξ)
r(ξ)(z − ξ) dξ = O(N
−10).
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Remember we define a f(z) =
√
(A− z)(B − z) uniquely by f(z) ∼ z as z → ∞. Moreover,
|m(R)N −m|(z) = O(z−2) as |z| → ∞ because ρ and ρ(N,R)1 are compactly supported:
|m(R)N (z)−m(z)| =
∣∣∣∣∣
∫ R
−R
ρ(t)− ρ(N,R)(t)
z − t dt
∣∣∣∣∣
=
∣∣∣∣∣
∫ R
R
(ρ(t)− ρ(N,R)(t))
(
1
z
+ O
(
1
z2
))
dt
∣∣∣∣∣ = O (z−2) .
Consequently, the function s(m
(R)
N −m)/r = −2f(m(R)N −m) is O(z−1) as |z| → ∞. Moreover, it
is analytic outside L, so the Cauchy integral formula yields
1
2pii
∫
L
s(ξ)(m
(R)
N (ξ)−m(ξ))
r(ξ)(z − ξ) dξ = −2f(z)(m
(R)
N −m)(z),
proving
−2f(z)(m(R)N (z)−m(z)) = −
1
2pii
∫
L
(m
(R)
N (ξ)−m(ξ))2 − c(R)N (ξ)
r(ξ)(z − ξ) dξ + O(N
−10). (3.18)
Consider now the following rectangular contours, defined by their vertices:
L1 : R+ ε+ iε,−R− ε+ iε,−R− ε− iε,R+ ε− iε,
L2 : R+ 2ε+ 2iε,−R− 2ε+ 2iε,−R− 2ε− 2iε,R+ 2ε− 2iε, (3.19)
where ε > 0 is fixed, small enough such that all zeros of r are strictly outside L2. For z inside L2
and Im(z) ≥ N−1, by the Cauchy formula, equation (3.18) implies that
− 2f(z)(m(R)N (z)−m(z))
= −(m(R)N (z)−m(z))2 + c(R)N (z)−
1
2pii
∫
L2
(m
(R)
N (ξ)−m(ξ))2 − c(R)N (ξ)
r(ξ)(z − ξ) dξ + O(N
−10). (3.20)
In the above expression, if now z is on L1, |z − ξ| > ε, and on L2 |r| is separated away from zero
by a positive universal constant. Moreover, c
(R)
N (ξ) can be bounded in the following way: for any
constants α1, . . . , αN ∈ [−R− ε,R+ ε],
1
N2
∣∣∣∣∣varµ(N,R)
(
N∑
k=1
1
ξ − λk
)∣∣∣∣∣ ≤ 1N2Eµ(N,R)
∣∣∣∣∣
N∑
k=1
1
ξ − λk −
1
ξ − αk
∣∣∣∣∣
2

≤ 1
ε4N
N∑
k=1
Eµ(N,R)
(|λk − αk|2) ,
because for any k, we have |ξ − λk| > ε, |ξ − αk| > ε. Now, choose αk = Eµ(λk). By (3.8), for
large enough N any αk, 1 ≤ k ≤ N , is in [−R− ε,R+ ε] indeed. Moreover, by (3.7),∣∣Eµ(N,R) (|λk − αk|2)− Eµ (|λk − αk|2)∣∣ ≤ e−cNEµ(N,R) (|λk − αk|2) ,
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and, by the spectral gap inequality for µ, Eµ
(|λk − αk|2) = O(N−1). This together proves that
k
(R)
N (ξ) is O(N
−1), uniformly on the contour L2. Moreover, 1Nm(R)N
′
= O(N−1), so finally c(R)N (ξ)
is uniformly O(N−1) on L2 and (3.20) implies
−2f(z)(m(R)N (z)−m(z)) = −(m(R)N (z)−m(z))2(z) + O
(
sup
R2
|m(R)N −m|2
)
+ O(N−1).
Moreover, from the maximum principle for analytic functions, supL2 |m(R)N −m| ≤ supL1 |m(R)N −m|,
so the previous equation implies
sup
L1
|m(R)N −m| = O
(
sup
L1
|m(R)N −m|2 +
1
N
)
.
We know that ρ
(N)
1 (s)ds converges weakly to ρ(s)ds (see [2]), so by (3.7) and (3.8) ρ
(N,R)
1 (s)ds
converges weakly to ρ(s)ds. On L1, z is at distance at least ε from the support of both ρ(N,R)1 (s)ds
and ρ(s)ds so, on L1, m(R)N −m converges uniformly to 0. This together with the above equation
implies that
sup
L1
|m(R)N −m| = O
(
1
N
)
.
By the maximum principle the same estimate holds outside L1, in particular on L2, so equation
(3.20) implies that for z inside L1
−2f(z)(m(R)N (z)−m(z)) = −(m(R)N (z)−m(z))2 + c(R)N (z) + O
(
1
N
)
. (3.21)
Moreover,
1
N
|m(R)N
′
(z)| = 1
N2
∣∣∣∣∣∣Eµ(N,R)
∑
j
1
(z − λj)2
∣∣∣∣∣∣
≤ 1
Nη
Imm
(R)
N (z) ≤
1
Nη
|m(R)N (z)−m(z)|+
1
Nη
|Im m(z)| ≤ 1
Nη
|m(R)N (z)−m(z)|+
c
Nη
(3.22)
for some constant c. We used the well-known fact that Im m is uniformly bounded on the upper
half plane1. On the set A+ δ < E < B− δ and |η| < ε, we have inf |f | > 0. Therefore (3.21) takes
the form(
1 + O
(
1
Nη
))
(m
(R)
N (z)−m(z)) = O
(
|m(R)N (z)−m(z)|2 +
1
N2
k
(R)
N (z) +
1
Nη
)
. (3.23)
From the hypothesis (3.15), if N−1+a ≤ η ≤ ε and A+ δ < E < B − δ, then
|m(R)N −m| ≤ c|m(R)N −m|2 + εN , (3.24)
for some c > 0 and εN → 0 as N → ∞. For large N , (3.24) implies that |m(R)N −m| ≤ 2εN or
|m(R)N −m| ≥ 1/c−2εN . This together with |m(R)N −m|(E+εi)→ 0 and the continuity of |m(R)N −m|
1This follows for example from properties of the Cauchy operator, see p 183 in [8].
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in the upper half plane, this implies that |m(R)N −m| ≤ 2εN and therefore |m(R)N −m| → 0 uniformly
on N−1+a ≤ η ≤ ε, A + δ < E < B − δ. Consequently, using (3.23), this proves that there is a
constant c > 0 such that for any η ≥ N−1+a, A+ δ < E < B − δ,
|m(R)N (z)−m(z)| ≤ c
(
1
Nη
+
1
N2
k
(R)
N (z)
)
.
The same conclusion remains when substituting m
(R)
N (resp. k
(R)
N ) by mN (resp. kN ) thanks to
(3.7) and (3.8).
To prove accuracy results for µ, the above Lemma 3.3 will be combined with the following one.
Lemma 3.4 Let δ < (B−A)/2 and E ∈ [A+δ,B−δ] and 0 < η < δ/2. Define a function f = fE,η:
R → R such that f(x) = 1 for x ∈ (−∞, E − η], f(x) vanishes for x ∈ [E + η,∞), moreover
|f ′(x)| ≤ cη−1 and |f ′′(x)| ≤ cη−2, for some constant c. Let ρ˜ be an arbitrary signed measure and
let S(z) =
∫
(z−x)−1ρ˜(x)dx be its Stieltjes transform. Assume that, for any x ∈ [A+δ/2, B−δ/2],
|S(x+ iy)| ≤ U
Ny
for η < y < 1, and |ImS(x+ iy)| ≤ U
Ny
for 0 < y < η. (3.25)
Assume moreover that
∫
R ρ˜(λ)dλ = 0 and that there is a real constant T such that∫
[−T ,T ]c
|λρ˜(λ)|dλ ≤ U
N
. (3.26)
Then for some constant C > 0, independent of N and E ∈ [A+ δ,B − δ], we have∣∣∣∣∫ fE(λ)ρ˜(λ)dλ∣∣∣∣ ≤ CU | log η|N .
Proof. Our starting point, relying on the Helffer-Sjo¨strand functional calculus, is formula
(B.13) in [16]:∣∣∣∣∫ ∞−∞ fE(λ)ρ˜(λ)dλ
∣∣∣∣ ≤C ∣∣∣∣∫∫ yf ′′E(x)χ(y)ImS(x+ iy)dxdy∣∣∣∣ (3.27)
+ C
∫∫
(|fE(x)|+ |y||f ′E(x)|) |χ′(y)| |S(x+ iy)|dxdy, (3.28)
for some universal C > 0, and where χ is a smooth cutoff function with support in [−1, 1], with
χ(y) = 1 for |y| ≤ 1/2 and with bounded derivatives.
Using (3.25) and (3.26), the support of χ′ being included in 1/2 ≤ |y| ≤ 1, and the fact that
f ′E is O(η
−1) on an interval of size O(η), the term (3.28) is easily bounded by O
(
U
N
)
. Concerning
the right hand side of (3.27), following [16] we split it depending on 0 < y < η and η < y < 1.
Note that by symmetry we only need to consider positive y. The integral on the first integration
regime is easily bounded by∣∣∣∣∫∫
0<y<η
yf ′′E(x)χ(y)ImS(x+ iy)dxdy
∣∣∣∣ = O
(∫∫
|x−E|<η,0<y<η
yη−2
U
Ny
dxdy
)
= O
(
U
N
)
.
13
For the second integral, as f ′′E and χ are real, we can substitute Imm by m and use the analyticity
of m when integrating by parts (first in x, then in y):∣∣∣∣∫∫
η<y
yf ′′E(x)χ(y)ImS(x+ iy)dxdy
∣∣∣∣ ≤ ∣∣∣∣∫∫
η<y
yf ′′E(x)χ(y)S(x+ iy)dxdy
∣∣∣∣
=
∣∣∣∣∫∫
η<y
yf ′E(x)χ(y)S
′(x+ iy)dxdy
∣∣∣∣
≤
∣∣∣∣∫∫
η<y
∂y(yχ(y))f
′
E(x)S(x+ iy)dxdy
∣∣∣∣
+
∣∣∣∣∫ ηf ′E(x)χ(η)S(x+ iη)dx∣∣∣∣ .
This last integral is easily bounded by O(U/N) using (3.25). Concerning the previous one, as
f ′E = O(η
−1), |x − E| < η for non vanishing f ′E , ∂y(yχ(y)) = O(1) and S(x + iy) = O(U/(Ny)),
this is bounded by
O
(
U
N
∫ 1
η
dy
y
)
= O
(
U | log η|
N
)
,
concluding the proof.
As a corollary of Lemmas 3.3 and 3.4, we get the accuracy at scale 1/
√
N for the λk’s in the
bulk.
Corollary 3.5 For any α > 0 and ε > 0 we have
|γ(N)k − γk| = O
(
N−1/2+ε
)
uniformly in k ∈ JαN, (1− α)NK where γ(N)k and γk are defined by∫ γ(N)k
−∞
ρ
(N)
1 (s)ds =
k
N
, and
∫ γk
−∞
ρ(s)ds =
k
N
.
Proof. We will apply Lemma 3.4 to ρ˜ = ρ− ρ(N)1 with η = N−1/2+ε, and check the conditions
on S = m−mN . We denote z = x+ iy.
By the spectral gap inequality for the measure µ, we get
1
N2
∣∣∣∣∣varµ
(
N∑
k=1
1
z − λk
)∣∣∣∣∣ ≤ cN3Eµ
∣∣∣∣∣∇
(
N∑
k=1
1
z − λk
)∣∣∣∣∣
2
 ≤ c
N2y4
. (3.29)
Together with Lemma 3.3, this implies that uniformly in N−1/2+ε ≤ y ≤ 1 and x ∈ [A+ δ/2, B −
δ/2], we have
|mN (z)−m(z)| = O
(
1
N
+
1
N2y4
)
= O
(√
N
Ny
)
.
For 0 < y < N−1/2+ε, m is uniformly bounded and
y 7→ y ImmN (x+ iy) =
∫
y2
(x− t)2 + y2 ρ
(N)(t)dt
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is an increasing function, so denoting y0 = N
−1/2+ε we have
y |Im(mN (x+iy)−m(x+iy))| ≤ y0 ImmN (x+iy0)+O(y) ≤ y0|Im(mN (x+iy0)−m(x+iy0))|+O(y0).
Therefore, for any 0 < y < N−1/2+ε,
|Im(mN (x+ iy)−m(x+ iy))| = O
(
N1/2+ε
Ny
)
.
Finally, the condition (3.26) with U = O(N1/2+ε) and with the choice of any T ≥ max(|A|, |B|)+δ
follows from the large deviation estimate (3.5).
Using the conclusion of Lemma 3.4 for functions fE and fE+η defined in the same lemma, and
subtracting both results, we get that uniformly in E ∈ [A+ δ,B − δ],∣∣∣∣∣
∫ E
−∞
(ρ(N)(t)− ρ(t))dt
∣∣∣∣∣ = O(N−1/2+ε), (3.30)
so if γ
(N)
k ∈ [A + δ,B − δ], then |γ(N)k − γk| = O
(
N−1/2+ε
)
. This estimate holds uniformly
in k ∈ JαN, (1 − α)NK: as a consequence of (3.30) and the smooth form (3.3) of ρ, for any
k ∈ JαN, (1−α)NK and sufficiently large N we have γ(N)k ∈ [A+ δ,B− δ], for δ > 0 small enough,
concluding the proof.
Lemma 3.6 For any ε > 0 there exists c1, c2, ε
′ positive constants such that for any N3/5+ε ≤
j ≤ N −N3/5+ε, we have
Pµ
(
|λj − γj | ≥ N−4/15+ε
)
≤ c1e−c2Nε
′
.
Proof. We will assume that j < N/2 in the following, i.e. we will estimate the accuracy near
the edge A, the proof close to the other edge B being analogous. We follow the notations used
in Corollary 3.5 and Lemma 3.4. For E ∈ [A− δ, A+ δ] ∪ [B − δ,B + δ], we have inf |f |(z) ≥ √η.
Therefore we can divide −2f(z) on both side of (3.21) to have(
1 + O
(
1
Nη3/2
))
(m
(R)
N (z)−m(z)) = O
(
|m(R)N (z)−m(z)|2√
η
+
1
N2
√
η
k
(R)
N (z) +
1
Nη3/2
)
.
(3.31)
By (3.29), (3.7) and (3.8) we can bound the variance term by
1
N2
k
(R)
N (z) ≤
c
N2η4
. (3.32)
for η ≥ N−10 for example. Following the same continuity argument in the proof of Lemma 3.3, we
obtain that for any ε > 0
|Im(mN −m)(x+ iη)| = O
(
Nε
N2η9/2
)
,
provided that
1√
η
[
1
N2
√
η
k
(R)
N (z) +
1
Nη3/2
]
≤ c
N2η5
 1. (3.33)
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We can now follow the argument in the proof of Corollary 3.5 so that (3.25) holds with U = N3/5.
Since the condition (3.26) is easy to verify, we thus have∣∣∣∣∫ fE(t)[ρ(N)(t)− ρ(t)]dt∣∣∣∣ ≤ C| log η|N2/5 , η = N−2/5,
where fE is defined in Lemma 3.4. This proves that∫ E−η
−∞
ρ(N)(t)dt ≤
∫ E+η
−∞
ρ(t)dt+
C| log η|
N2/5
.
In particular,
j
N
− C| log η|
N2/5
=
∫ γ(N)j
−∞
ρ(N)(t)dt− C| log η|
N2/5
≤
∫ γ(N)j +2η
−∞
ρ(t)dt,
and we have, by definition of γi, that
γj−N3/5+ε ≤ γ(N)j + 2η.
Similarly, the reverse inequality holds and we have
γj−N3/5+ε − 2η ≤ γ(N)j ≤ γj+N3/5+ε + 2η.
Since
∫ E
A
ρ(t)dt ∼ (E −A)3/2, for j ≥ N3/5+ε we have
|γj−N3/5+ε − γj | ≤ C
(
j
N
)−1/3
N−2/5+ε/2 ≤ N−4/15+ε.
Moreover, by (3.12), λj is concentrated around Eµ(λj) at scale N−1/2, so |Eµ(λj) − γ(N)j | =
O(N−1/2), concluding the proof of the lemma.
3.2 The locally constrained measures
In this section some arbitrary ε, α > 0 are fixed. Let θ be a continuous nonnegative function with
θ = 0 on [−1, 1] and θ′′ ≥ 1 for |x| > 1. We can take for example θ(x) = (x−1)21x>1+(x+1)21x<−1
in the following.
Definition 3.7 For a given k ∈ JαN, (1 − α)NK and any integer 1 ≤ M ≤ αN , we denote
I(k,M) = Jk −M,k +MK and iM = |I(k,M)| = 2M + 1. Moreover, let
φ(k,M) = β
∑
i<j,i,j∈I(k,M)
θ
(
N1−ε(λi − λj)
iM
)
.
We define the probability measure
dω(k,M) :=
1
Z
e−φ
(k,M)
dµ, (3.34)
where Z = Zω(k,M) . The measure ω
(k,M) will be referred to as locally constrained transform of µ,
around k, with width M . The dependence of the measure on ε will be suppressed in the notation.
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We will also frequently use the following notation for block averages in any sequence x1, x2, . . .
x
[M ]
k :=
1
iM
∑
i∈I(k,M)
xi. (3.35)
The reason for introducing these locally constrained measures is that they improve the convexity
in I(k,M) up to a common shift, as explained in the following lemma.
Lemma 3.8 Consider the previously defined probability measure
ω(k,M) =
1
Z
e−φ
(k,M)
dµ =
1
Z˜
e−N(H1+H2)dλ,
where we denote
H1 := 1
N
φ(k,M) − β
N
∑
i<j,i,j∈I(k,M)
log |λi − λj |,
H2 := − β
N
∑
(i,j)∈J(k,M)
log |λi − λj |+ β
2
N∑
i=1
V (λi)
where J (k,M) is the set of pairs of points i < j in J1, NK such that i or j is not in I(k,M), and
H1 = H1(λk−M , . . . , λk+M ). Then ∇2H2 > 0 and denoting v = (vi)i∈I(k,M) , we also have
v∗(∇2H1)v ≥ β
2
N1−2ε
iM
∑
i,j∈I(k,M)
(vi − vj)2. (3.36)
Proof. Since V is convex, to prove the convexity of H2, it suffices to prove it for the Coulomb
interaction terms; this relies on the calculation, for any u ∈ RN ,
u∗(∇2H2(λ))u = β
N
∑
J(k,M)
(ui − uj)2
(λi − λj)2 ≥ 0.
Moreover, for any v ∈ RiM , a similar calculation yields
v∗(∇2H1)v ≥ β
N
∑
i<j,i,j∈I(k,M)
(vi − vj)2
(λi − λj)2 + β
N1−2ε
i2M
∑
i<j,i,j∈I(k,M)
(vi − vj)2θ′′
(
N1−ε(λi − λj)
iM
)
.
(3.37)
From our definition of θ,
1
(λi − λj)2 +
N2−2ε
i2M
θ′′
(
N1−ε(λi − λj)
iM
)
≥ N
2−2ε
i2M
,
which implies
v∗(∇2H1)v ≥ βN
1−2ε
i2M
∑
i<j,i,j∈I(k,M)
(vi − vj)2. (3.38)
which completes the proof of (3.36), noting that the above factor 1/2 comes from the strict ordering
of i and j indexes in (3.38).
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The above convexity bound, associated with the following local criterion for the logarithmic
Sobolev inequality, will yield a strong concentration for
∑
i∈I(k,M) viλi under ω
(k,M), if
∑
i vi = 0.
This lemma is a consequence of the Brascamp-Lieb inequality [7]. Notice that the original inequality
applied only to measures on RN , but a mollifying argument in Lemma 4.4 of [17] has extended it
to the measures on the simplex {λ1 < λ2 < . . . < λN} considered in this paper.
Lemma 3.9 Decompose the coordinates λ = (λ1, . . . , λN ) of a point in RN = Rm×RN−m as λ =
(x, y), where x ∈ Rm, y ∈ RN−m. Let ω = 1Z e−NH be a probability measure on RN = Rm×RN−m
such that H = H1 +H2, with H1 = H1(x) depending only on the x variables and H2 = H2(x, y)
depending on all coordinates. Assume that, for any λ ∈ RN , ∇2H2(λ) > 0. Assume moreover that
H1(x) is independent of x1 + . . .+ xm, i.e.,
∑m
j=1 ∂xjH1 = 0, and that for any x, v ∈ Rm,
v∗(∇2H1(x))v ≥ ξ
m
m∑
i,j=1
|vi − vj |2 (3.39)
with some positive ξ > 0. Then for any function of the form f(λ) = F (
∑m
i=1 vixi), where
∑
i vi = 0
and F : R→ R is any smooth function, we have∫
f2 log f2dω −
(∫
f2dω
)
log
(∫
f2dω
)
≤ 1
ξN
∫
|∇f |2dω. (3.40)
Proof. In the space Rm we introduce new coordinates (z, w) = M∗(x1, . . . , xm) with z =
(z1, . . . , zm−1) ∈ Rm−1 ,
w := m−1/2
∑
i
xi, (3.41)
and M is an orthogonal matrix. Since H1(x) is independent of x1 + . . . + xm, we can define
Ĥ1(z) := H1(x). Similarly, the function f(λ) = F (
∑m
i=1 vixi) with
∑
i vi = 0 depends only on the
z coordinates, i.e. it can be written as g(z) = f(λ). Hence we can rewrite∫
RN
f2 log f2dω =
∫
Rm−1
g2 log g2dν,
∫
RN
f2dω =
∫
Rm−1
g2dν,
where dν = ν(z)dz with
ν(z) :=
1
Z˜
e−NH˜(z) =
1
Z
∫
R×RN−m
e−NH(x,y)dwdy.
Introduce the variable q = (w, y) ∈ R×RN−m and denote by Hqq,Hzq,Hzz the matrices of second
partial derivatives. As H2 is convex, the Brascamp-Lieb inequality yields
H˜zz ≥ 1
Z
∫
R×RN−m
e−NH(x,y)
[
Hzz −Hzq[Hqq]−1Hzq
]
dwdy.
Since H1 is independent of q, we have, by assumption of the positivity of the Hessian of H2, that
for any q fixed,
(H2)zz −Hzq[Hqq]−1Hzq = (H2)zz − (H2)zq[(H2)qq]−1(H2)zq ≥ 0. (3.42)
Thus we have, for any u ∈ Rm−1, that
u∗H˜zzu ≥ u∗(Hˆ1)zzu = u∗M˜∗(H1)xxM˜u ≥ ξ
m
∑
i,j
[(M˜u)i − (M˜u)j ]2, (3.43)
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where M˜ denotes the first m − 1 columns of M . Since the last column of M is parallel with
(1, 1, . . . , 1) ∈ Rm and M is an orthogonal matrix, we have ∑i(M˜u)i = 0 and
ξ
m
m∑
i,j=1
[(M˜u)i − (M˜u)j ]2 = 2ξ
m∑
i=1
[(M˜u)i]
2 = 2ξ
m−1∑
i=1
u2i . (3.44)
Hence the measure ν ∼ exp(−NH˜) is log-concave with a lower bound 2Nξ on the Hessian of NH˜,
and we can apply the Bakry-Emery argument to prove the logarithmic Sobolev inequality for ν.
Without loss of generality we can assume that
∫
f2dω =
∫
g2dν = 1. Therefore, we have∫
RN
f2 log f2dω =
∫
Rm−1
g2 log g2dν ≤ 1
Nξ
∫
Rm−1
|∇zg|2dν = 1
Nξ
∫
RN
|∇xf |2dω, (3.45)
where we have used the orthogonality of M to show that |∇zg|2 = |∇xf |2. This proves the estimate
(3.40).
It is now immediate, from Lemma 3.8, Lemma 3.9 and Herbst’s lemma, that the following
concentration holds.
Corollary 3.10 For any function f({λi, i ∈ I(k,M)}) =
∑
I(k,M) viλi with
∑
i vi = 0 we have
Pω(k,M)(|f − Eω(k,M)(f)| > x) ≤ 2 exp
(
−β
4
N2−2ε
iM |v|2 x
2
)
.
Choosing vj = −vj+1 = 1 and all other vi’s being zero, this corollary shows that the particle
differences λj − λj+1 concentrate around their mean with respect to the ω(k,M) measure. By
choosing ε small and M almost order one, we obtain concentration almost up to the optimal scale
1/N . If we can justify that the measures ω(k,M) and µ are very close (in a sense to be defined), we
will have concentration of differences at the optimal scale for µ. We will then separately show, by
using the loop equation, that accuracy will hold at the same scale as well. This is the purpose of
the next subsection, through an inductive argument.
3.3 The induction
The purpose of this paragraph is to prove the following proposition: if accuracy holds at scale
N−1+a, it holds also at scale N−1+
3
4a.
Proposition 3.11 Assume that for some a ∈ (0, 1) the following property holds: for any α, ε > 0,
there are constants δ, c1, c2 > 0 such that for any N ≥ 1 and k ∈ JαN, (1− α)NK,
Pµ
(|λk − γk| > N−1+a+ε) ≤ c1e−c2Nδ . (3.46)
Then the same property holds also replacing a by 3a/4: for any α, ε > 0, there are constants
δ, c1, c2 > 0 such that for any N ≥ 1 and k ∈ JαN, (1− α)NK, we have
Pµ
(
|λk − γk| > N−1+ 34a+ε
)
≤ c1e−c2Nδ .
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Proof of Theorem 3.1. This is an immediate consequence of the initial estimate, Proposition
3.2, and iterations of Proposition 3.11.
Two steps are required in the proof of the above Proposition 3.11. First we will prove that
concentration holds at the smaller scale N−1+
a
2 .
Proposition 3.12 Assume that (3.46) holds. Then for any α > 0 and ε > 0, there are constants
c1, c2, δ > 0 such that for any N ≥ 1 and k ∈ JαN, (1− α)NK,
Pµ
(
|λk − Eµ(λk)| > N
a
2+ε
N
)
≤ c1e−c2Nδ .
The above step builds on the locally constrained measures of the previous subsection. Then,
knowing this better concentration, the accuracy can be improved to the scale N−1+
3a
4 .
Proposition 3.13 Assume that (3.46) holds. Then for any α > 0 and ε > 0, there is a constant
c > 0 such that for any N ≥ 1 and k ∈ JαN, (1− α)NK,∣∣∣γ(N)k − γk∣∣∣ ≤ cN 3a4 +εN .
Proposition 3.11 is an immediate consequence of the last two propositions. The proofs of these
two propositions are postponed to the end of this section, after the following necessary series of
lemmas.
Lemma 3.14 Take any ε > 0 and α > 0. There are constants c1, c2 > 0 such that for any
N ≥ 1, any integers 1 ≤M1 ≤M ≤ αN , any k ∈ JαN, (1−α)NK, and ω(k,M) from Definition 3.7
associated with k,M, ε,
Pω(k,M)
(∣∣∣λ[M1]k − λ[M ]k − Eω(k,M) (λ[M1]k − λ[M ]k )∣∣∣ > xN1−ε
√
M
M1
)
≤ c1e−c2x2 .
Proof. Note that λ
[M1]
k − λ[M ]k is of type
∑
I(k,M) viλi with
∑
vi = 0 and
|v|2 =
M1∑
1
(
1
M1
− 1
M
)2
+
M∑
M1+1
1
M2
≤
M1∑
1
(
2
M21
+
2
M2
)
+
M∑
M1+1
2
M2
≤ 4
M1
.
This together with Corollary 3.10 concludes the proof.
Lemma 3.15 Assume that for µ accuracy holds at scale N−1+a, i.e. (3.46). Take arbitrary
α, ε > 0. There exist constants c1, c2, δ > 0 such that for any N ≥ 1, for any integer M satisfying
Na ≤M ≤ αN/2, for any k ∈ JαN, (1− α)NK and for any j ∈ J1, NK, we have
|Eµ(λj)− Eω(k,M)(λj)| ≤ c1e−c2N
δ
,
where the measure ω(k,M) is defined in (3.34) from Definition 3.7 with parameters k,M, ε.
Proof. First, the total variation norm is bounded by the square root of the entropy, and by (3.8)
the particles are bounded with very high probability, so we have
|Eµ(λj)− Eω(k,M)(λj)| ≤ C˜
√
S(µ | ω(k,M)) + O(e−c˜N )
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for some c˜, C˜ > 0 independent of k, j. For the measures we are interested in, using the logarithmic
Sobolev inequality for µ, we have for some c, C > 0
S(µ | ω(k,M)) ≤ CN c Eµ
(
θ′
(
(λk+M − λk−M )N1−ε
iM
)2)
.
Now, as θ′′(x) = 0 if |x| < 1 and θ′(x)2 < 4x2, for some new and universal constants c, C > 0
S(µ | ω(k,M)) ≤ CN c Eµ
(
(λk+M − λk−M )21|λk+M−λk−M |> iM
N1−ε
)
≤ CN c
[
Eµ
(
(λk+M − λk−M )4
) ]1/2[
Pµ
(
|λk+M − λk−M | > iM
N1−ε
)]1/2
. (3.47)
This moment of order 4 is polynomially bounded, for example just by concentration of order N−1/2
for all λj ’s under µ. Concerning the above probability, as |γk+M−γk−M | = O(M/N), for sufficiently
large N if |λk+M − λk−M | > iMN1−ε then either |λk+M − γk+M | > M/N1−ε or |λk−M − γk−M | >
M/N1−ε. But accuracy holds at scale N−1+a < M/N , so both previous events have exponentially
small probabilities, uniformly in k. Indeed, one has k −M,k + M ∈ JαN/2, (1 − α/2)NK and by
(3.46)there are constants δ, c1, c2 > 0 such that for any N ≥ 1 and k ∈ JαN/2, (1− α/2)NK,
Pµ
(|λk − γk| > M/N1−ε) ≤ c1e−c2Nδ .
This concludes the proof.
Lemma 3.16 Assume that for µ accuracy and concentration hold at scale N−1+a. Take arbitrary
α, ε˜ > 0. There are constants c1, c2, δ > 0 such that for any N ≥ 1, any integers Na ≤ M ≤ αN ,
1 ≤M1 ≤M , and k ∈ J2αN, (1− 2α)NK,
Pµ
(∣∣∣λ[M1]k − λ[M ]k − Eµ (λ[M1]k − λ[M ]k )∣∣∣ > N ε˜N
√
M
M1
)
≤ c1e−c2Nδ .
Proof. Consider the measure ω(k,M) associated with the choice ε = ε˜/2. First note that, by
Lemma 3.15, ∣∣∣Eµ (λ[M1]k − λ[M ]k )− Eω(k,M) (λ[M1]k − λ[M ]k )∣∣∣ < ce−CNδ1 ,
for some coefficients c, C, δ1, uniformly in N, k,M,M1. As a consequence of this exponentially
small difference of expectations, the probability bound to prove is equivalent to the existence of
c1, c2, δ > 0 such that
Pµ (A) ≤ c1e−c2Nδ , A =
{∣∣∣λ[M1]k − λ[M ]k − Eω(k,M) (λ[M1]k − λ[M ]k )∣∣∣ > N ε˜N
√
M
M1
}
,
with the same uniformity requirements. By Lemma 3.14, we know that there are such constants
with
Pω(k,M) (A) ≤ c1e−c2N
δ
,
so the proof will be complete if we can prove that |Pω(k,M) (A)−Pµ (A) | is uniformly exponentially
small. By the total variation/entropy inequality we have:
|Pω(k,M) (A)− Pµ (A) | ≤
∫
|dω(k,M) − dµ| ≤
√
2S(µ | ω(k,M)). (3.48)
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This entropy was shown to be exponentially small in the proof of Lemma 3.15, see equation (3.47).
Lemma 3.17 Assume that for µ accuracy and concentration hold at scale N−1+a. For any ε˜ > 0
and α > 0, there are constants c1, c2, δ > 0 such that for any N ≥ 1 and k ∈ J2αN, (1− 2α)NK,
Pµ
(∣∣∣λk − λ[αN ]k − Eµ(λk − λ[αN ]k )∣∣∣ > N a2+ε˜N
)
≤ c1e−c2Nδ .
Note that in this lemma and its proof, for non-integer M we still write λ
[M ]
k for λ
[bMc]
k , where bMc
means the lower integer part of M .
Proof. Note first that∣∣∣λk − λ[αN ]k − Eµ(λk − λ[αN ]k )∣∣∣ ≤ ∣∣∣λk − λ[Na]k − Eµ(λk − λ[Na]k )∣∣∣
+
∣∣∣λ[Na]k − λ[αN ]k − Eµ(λ[Na]k − λ[αN ]k )∣∣∣ .
By the choice M1 = 1, M = N
a in Lemma 3.16, the probability that the first term is greater than
N
a
2
+ε˜
N is exponentially small, uniformly in k, as desired. Concerning the second term, given some
r > 0 and q ∈ N defined by 1− r ≤ a+ qr < 1, it is bounded by
q−1∑
`=0
∣∣∣λ[Na+(`+1)r]k − λ[Na+`r]k − Eµ (λ[Na+(`+1)r]k − λ[Na+`r]k )∣∣∣
+
∣∣∣λ[a+qr]k − λ[αN ]k − Eµ (λ[Na+qr]k − λ[αN ]k )∣∣∣ .
By Lemma 3.16, for any ε > 0, each one of these q+1 terms has an exponentially small probability
of being greater than N
ε+ r
2
N . Consequently, choosing any ε and r (and therefore q) such that
ε+ r2 < a/2 concludes the proof.
Proof of Proposition 3.12. We just need to write
|λk − Eµ(λk)| ≤
∣∣∣λk − λ[αN ]k − Eµ(λk − λ[αN ]k )∣∣∣+ ∣∣∣λ[αN ]k − Eµ(λ[αN ]k )∣∣∣ .
By Lemma 3.17, the first term has exponentially small probability to be greater than N
a
2
+ε
N . By
the logarithmic Sobolev inequality for µ with constant O(1) (see (2.2)), the second term has an
even better concentration, at scale 1/N :
P
(
|λ[αN ]k − Eµ(λ[αN ]k )| >
x
N
)
≤ C e−cx2 .
This concludes the proof of the proposition.
Proof of Proposition 3.13. Thanks to Lemmas 3.3, 3.4, and reproducing the proof of Corollary
3.5, we know it is sufficient to prove that for any δ > 0
1
N2
∣∣∣∣∣var
(∑
k
1
z − λk
)∣∣∣∣∣
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goes uniformly to 0 where z = E + iη, E ∈ [A+ δ,B − δ] and η ≥ N−1+ 3a4 +ε.
Let i0 be the index in [0, N ] such that the typical position γ
N
i0
is the closest to E. Define the
indexes of particles close to E, far from E and in the edge as
Int = {i : |i− i0| < Na+ε},
Ext = {i : |i− i0| ≥ Na+ε, i ∈ JαN, (1− α)NK},
Edg = {i : i 6∈ JαN, (1− α)NK},
where α is small enough such that
γαN < A+
δ
2
< A+ δ < E < B − δ < B − δ
2
< γ(1−α)N . (3.49)
We choose αk = Eµ(λk) in the following equations. Then
1
N2
∣∣∣∣∣varµ
(∑
k
1
z − λk
)∣∣∣∣∣ ≤ CN2Eµ

∣∣∣∣∣∣
∑
k∈Edg
1
z − λk −
1
z − αk
∣∣∣∣∣∣
2

+
C
N2
Eµ
∣∣∣∣∣ ∑
k∈Ext
1
z − λk −
1
z − αk
∣∣∣∣∣
2
+ C
N2
Eµ
∣∣∣∣∣ ∑
k∈Int
1
z − λk −
1
z − αk
∣∣∣∣∣
2
 . (3.50)
The edge term is bounded by
C
N
∑
Edg
Eµ
(∣∣∣∣ 1z − λk − 1z − αk
∣∣∣∣2
)
≤ C
′
Nη2
∑
Edg
P
(
|E − λk| < δ
3
)
+
C ′
Nδ2
∑
Edg
Eµ
(|λk − αk|2) .
From the condition (3.49) and the large deviation estimate (3.5), the above probability is expo-
nentially small. Moreover, the above L2 moments are O(1/N) by the spectral gap inequality for
µ, see e.g. equation (3.12). Hence the edge term goes to 0 uniformly.
Using the accuracy at scale N−1+a and the concentration at scale N−1+a/2 (Proposition 3.12),
the second term in (3.50) is bounded, up to constants, for some c1, c2, δ > 0 by
1
N2
E

∣∣∣∣∣∣
∑
k≥Na+ε
λi0+k − αi0+k
( kN )
2
∣∣∣∣∣∣
2
+ c1e−c2Nδ
≤ N2E
 ∑
k≥Na+ε
|λi0+k − αi0+k|2
k2
 ∑
k≥Na+ε
1
k2
+ c1e
−c2Nδ ≤ N2N−2+a(N−a)2 = N−a.
In particular, it converges uniformly to 0. For the third term, for some c > 0 it is less than
1
N2η4
E
(∑
Int
|λk − αk|
)2 ≤ c
N2η4
Na+εE
(∑
Int
|λk − αk|2
)
≤ c (N
a+ε)2
N2η4
N−2+a = c
N3a+2ε
N4η4
.
This goes to 0 if η  N−1+ 3a4 + ε2 , concluding the proof.
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4 Local equilibrium measure
4.1 Construction of the local measure
Let 0 < κ < 1/2. Choose q ∈ [κ, 1 − κ] and set L = [Nq] (integer part). Fix an integer K with
K ≤ (N − L)/2, in fact we will always assume that K depends on N as K = Nk with k < 1. We
will study the local spacing statistics of K consecutive particles
{λj : j ∈ I}, I = IL := JL+ 1, L+KK.
These particles are typically located near Eq determined by the relation∫ Eq
−∞
ρ(t)dt = q.
Note that |γL − Eq| ≤ C/N .
We will distinguish the inside and outside particles by renaming them as
(λ1, λ2, . . . , λN ) := (y1, . . . yL, xL+1, . . . xL+K , yL+K+1, . . . yN ) ∈ Ξ(N), (4.1)
but note that they keep their original indices. The notation Ξ(N) refers to the simplex {z : z1 <
z2 < . . . < zN} in RN . In short we will write
x = (xL+1, . . . xL+K), and y = (y1, . . . yL, yL+K+1, . . . yN ),
all in increasing order, i.e. x ∈ Ξ(K) and y ∈ Ξ(N−K). We will refer to the y’s as the external
points and to the x’s as internal points.
We will fix the external points (often called as boundary conditions) and study the conditional
measures on the internal points. We consider the parameters L and K fixed and we will not
indicate them in the notation. We first define the local equilibrium measure on x with boundary
condition y by
µy(dx) = uy(x)dx, uy(x) := u(y,x)
[∫
u(y,x)dx
]−1
, (4.2)
where u is the density of µV . Note that for any fixed y ∈ Ξ(N−K), xj lies in the interval
[yL, yL+K+1].
Given the classical locations, γ = {γ1, γ2, . . . , γN} with respect to the µ-measure, we define the
relaxation measure µτ,γN = µ
τ by
dµτ :=
Z
Zµτ
e−NQ
τ
dµ, Qτ (x) =
∑
j∈I
Qτj (xj), Q
τ
j (x) =
1
2τ
(x− γj)2, (4.3)
where Zµ is chosen such that µ is a probability measure. Here 0 < τ < 1 is a parameter which may
even depend on y, i.e., τ = τ(y) is allowed. Note that an artificial quadratic confinement has been
added to the equilibrium measure. We define the local relaxation measure µτy to be conditional
measure of µτ .
Define the Dyson Brownian motion reversible with respect to µτy, by the Dirichlet form
Dµτy(f) =
∑
i∈I
1
2N
∫
(∂if)
2dµτy, (4.4)
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where ∂i = ∂xi . The Hamiltonian Hτy of the measure µτy(dx) ∼ exp(−NHτy) is given by
Hτy(x) =
∑
i∈I
β
2
Vy(xi)− β
N
∑
i,j∈I
i<j
log |xj − xi|+
∑
i∈I
Qτi (xi), (4.5)
Vy(x) = V (x)− 1
N
∑
j 6∈I
log |x− yj |. (4.6)
We now define the set of good boundary configurations with a parameter ε0 > 0 and a parameter
δ = δ(N) > 0 that in the applications may depend on N :
Gδ,ε0 = G :=
{
y ∈ Ξ(N−K) : |yk − γk| ≤ δ, ∀ k ∈ JNκ/2, LK ∪ JL+K + 1, N(1− κ/2)K, (4.7)
and |yk − γk| ≤ 1, ∀ k ∈ J1, NK,
and Eµy(xj − γj)2 ≤ δ2 for all j ∈ JL+ 1, L+KK
and yL − yL−1 ≥ exp(−Nε0), yL+K+2 − yL+K+1 ≥ exp(−Nε0)
}
.
First we show that the good configurations have overwhelmingly large probability
Lemma 4.1 For any ε0 > 0 and for any choice δ = N
−d with d ∈ (1 − k, 1), there is an ε′ > 0
depending on d such that
Pµ(Gc) ≤ Ce−cNε
′
+ Ce−cN
ε0
. (4.8)
Proof. We have proved in Theorem 3.1 that for any choice δ = N−d with d ∈ (0, 1) the
probability that the first condition in (4.7) is violated is bounded by C exp(−cNε′) with some
ε′ > 0 depending on d. Similarly, the second condition is violated with an analogous very small
probability by (3.5). To check the probability to violate the third requirement in the definition of
G, we use that
Pµ
{
Eµy(xj − γj)2 ≥ δ2
}
≤ Pµ
{
Pµy{|xj − γj | ≥ δ/2} ≥ 3δ2/4
}
+ C exp(−cNε′)
≤ Cδ−2EµPµy
{|xj − γj | ≥ δ/2}+ C exp(−cNε′)
≤ Cδ−2Pµ
{|xj − γj | ≥ δ/2} ≤ c1e−c2Nε′ , (4.9)
since for y satisfying the first two conditions of (4.7) we have
Eµy(xj − γj)2 ≤ δ2/4 + Pµy{|xj − γj | ≥ δ/2}
as xj − γj ≤ yL+K+1 − γj ≤ δ + γL+K+1 − γ1 ≤ 1 and also a similar lower bound holds.
Finally, we show that
Pµ
(
yL − yL−1 ≤ exp(−Nε0)
) ≤ Ce−cNε0 ,
and a similar bound holds for the other condition in the fourth line of (4.7). For simplicity of the
presentation and to avoid introducing new notations, we will actually prove
Pµ
(
yL+1 − yL ≤ exp(−Nε0)
) ≤ Ce−cNε0
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from which the previous inequality follows just by shifting the indices. With the events
A :=
{
yL+1 − yL ≤ exp(−Nε0)
}
, Ω :=
{
yL+K+1 − yL ≤ 2a
}
,
we write
Pµ(A) = Eµ
[
1(Ω)Pµy(A)
]
+ Pµ(Ωc). (4.10)
Choosing a = C0K/N with a sufficiently large fixed constant C0 Theorem 3.1 and δ  K/N
guarantee that Pµ(Ωc) is subexponentially small.
We will prove that
Pµy(xL+1 − yL ≤ N−2r) ≤ CV r (4.11)
for any r ∈ (0, 1). The constant depends on V , more precisely
CV = C + C sup
{|V ′(x)| : x ∈ [yL, yL+K+1]}. (4.12)
From (4.11) the necessary subexponential estimate on the first term in (4.10) follows by choosing
r = N−2 exp(−Nε0).
To prove (4.11), on the set Ω we can shift the measure such that yL = −yL+K+1 and denote
a := −yL. Then we have∫
. . .
∫ a−aϕ
−a+aϕ
dx
∏
i,j∈I
i<j
(xi − xj)βe−N
β
2
∑
j Vy(xj)
= (1− ϕ)K+βK(K−1)/2
∫
. . .
∫ a
−a
dw
∏
i<j
(wi − wj)βe−N
β
2
∑
j Vy((1−ϕ)wj),
where we set wj := (1− ϕ)−1xL+j , dx = dxL+1 . . . dxL+K and dw = dw1 . . . dwK . By definition,
e−N
β
2 Vy((1−ϕ)wj) = e−N
β
2 V ((1−ϕ)wj)
∏
i≤L
((1− ϕ)wj − yi)β
∏
i≥L+K+1
(yi − (1− ϕ)wj)β
≥ e−N β2 V (wj)−CV ϕN (1− ϕ)N
∏
i≤L
(wj − yi)β
∏
i≥L+K+1
(yi − wj)β .
Note that we only used that V is a C1-function with bounded derivative in performing a Taylor
expansion and using that wj ≤ a is finite. Hence
1
Z
∫
. . .
∫ a−aϕ
−a+aϕ
dx
∏
i,j∈I
i<j
(xi − xj)βe−N
β
2
∑
j Vy(xj) ≥ (1− ϕ)NK+CK2e−CVNKϕ
with
Z :=
∫ a
−a
dw
∏
i,j∈I
i<j
(wi − wj)βe−N
β
2
∑
j Vy(wj).
Therefore the µy-probability of yL+1 − yL = xL+1 − yL ≥ a(1− ϕ) can be estimated by
Pµy(xL+1 ≥ −a+ ϕa) ≥ (1− ϕ)NK+CK
2
e−CVNKϕ ≥ 1− (CV + C)NKϕ
by using K ≤ N . Choosing ϕ = N−2r/a and recalling that a ∼ K/N , we arrive at (4.11).
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Proposition 4.2 Let ϕ > 0 be fixed. For any smooth, compactly supported function G : R → R
we have
lim
N→∞
∣∣∣∣∣Eµ[Eµy − Eµτy] 1K∑
i∈I
G
(
N(xi − xi+1)
)∣∣∣∣∣ = 0, (4.13)
provided
1
2
τˆ ≤ τ(y) ≤ 2τˆ for any y ∈ G (4.14)
holds for the function τ = τ(y) with some constant τˆ = τˆN such that
Nδ2
τˆ
≤ N−ϕ. (4.15)
We remark that, with a slight abuse of notation, the last term, i = L+K in the sum involving
the non-existing xi+1 = xL+K+1 is defined to be zero. We also point out that the notation EµEµy
means that the law of y is given by µ in the first expectation and we are using the measure µy in
the second one. Of course, we have Eµ = EµEµy .
Proof. For any configuration y, any τ (may depend on y) and for any smooth function G with
compact support, we have∣∣∣∣∣[Eµy −Eµτy] 1K∑
i∈I
G
(
N(xi−xi+1)
)∣∣∣∣∣ ≤ C(τNϕ/2K D(µy|µτy) )1/2 +Ce−cNε/2
√
S(µy|µτy
)
, (4.16)
Here we also introduced the notations
D(µ | ω) := 1
2N
∫ ∣∣∣∇ log (dµ
dω
)∣∣∣2dµ = 1
2N
∫ ∣∣∣∇√dµ
dω
∣∣∣2dω (4.17)
and
S(µ | ω) :=
∫
log
(dµ
dω
)
dµ
for any probability measures µ, ω. The estimate (4.16) follows from our the local relaxation to
equilibrium argument that in this form first appeared in Theorem 3.4 of [15]. We will neglect the
exponentially small entropy term since it can be estimated by the Dirichlet form, i.e. by the first
term as long as τ ≥ N−C .
We thus obtain∣∣∣∣∣Eµ[Eµy−Eµτy] 1K∑
i∈I
G
(
N(xi−xi+1)
)∣∣∣∣∣ ≤ C(Nϕ/2K Eµ[1G τ(y)D(µy|µτy)] )1/2+Ce−cNε′ . (4.18)
To obtain the estimate (4.18) we separated good and bad configurations; we used (4.16) for y ∈ G.
On the complement Gc we just used the trivial estimate on G, and this yields the subexponentially
small second term.
Assuming (4.14), we have
1
K
Eµ
[
1G τ(y)D
(
µy|µτy
)] ≤ N
K
Eµ
[
1G
1
τ(y)
∑
j∈I
(xj − γj)2
]
≤ Nδ
2
τˆ
≤ N−ϕ (4.19)
by (4.15). Inserting this estimate into (4.18) we completed the proof of the proposition.
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4.2 Matching the boundary conditions
Suppose we have measures σ and µ with potentials W and V given by (2.1) with densities ρ = ρV
and ρW , respectively. For our purpose W (x) = x
2, i.e, σ is the Gaussian β-ensemble and ρW (t) =
1
2pi
√
[4− t2]+ is the Wigner semicircle law. Let the sequence γj be the classical location for µ and
the sequence θj be the classical locations for σ.
We will match the boundary conditions for the local measure on Jy := [yL, yL+K+1] around
Eq with those of the σ measure. For definiteness we choose the interval J
′ = [θL′ , θL′+K+1] with
L′ = 12 (N −K − 1) as our reference interval. Note that J ′ is symmetric to the origin. The local
density ρV (Eq) at the point Eq we look at may be different from the density ρW (0) at the origin.
Thus the typical length of Jy, which is γL+K+1 − γL ∼ [ρV (Eq)]−1N−1, may not be close to the
length of J ′ which is very close to [ρW (0)]−1N−1 = piN−1, so we will have to rescale the σ measure
by a factor
sq ≈ ρV (Eq)
ρW (0)
.
In fact, we need to match not only the interval of classical locations γ with J ′, but the exact
interval Iy. This requires a y-dependendent scaling factor s = s(y).
From now on we assume that y is a good boundary condition with a parameter δ that satisfies
δN
K
→ 0. (4.20)
We can shift the coordinates so that
−yL = yL+K+1. (4.21)
Since our observable is translationally invariant, we will not track the translation and we assume
that (4.21) holds. We define
s(y) :=
θL′
yL
=
θL′+K+1
yL+K+1
, sq :=
θL′
γL
. (4.22)
We have
|s(y)− sq| =
∣∣∣θL′
yL
− θL′
γL
∣∣∣ ≤ C δN
K
→ 0 (4.23)
since
θL′ ≈ −[%W (0)]−1 K
2N
, γL ≈ −[%V (Eq)]−1 K
2N
, yL ≈ −[%V (Eq)]−1 K
2N
, (4.24)
by using y ∈ G and (4.20). Similar formulas hold for θL′+K+1, γL+K+1 and yL+K+1 at the upper
edge of the interval. Here the A ≈ B is understood in the sense that the approximation error at
most of order (K/N)2, recalling that K = o(N).
For simplicity of the presentation, we can first shift the original µ-ensemble such that Eq = 0.
Second, we can perform an initial rescaling of the Gaussian β-ensemble so that sq = 1.
Lemma 4.3 Assuming Eq = 0, sq = 1, we have
|γL+j − θL′+j | ≤ C j
2
N2
+ Cδ, |j| ≤ 1
100
Nκ. (4.25)
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Proof. The classical locations γL+j and θL′+j are given by the equation∫ γL+j
γL
ρV (x) =
j
N
,
∫ θL′+j
θL′
ρW (x) =
j
N
. (4.26)
We will use the approximations
ρV (x) = ρV (0) +O(x), ρW (x) = ρW (0) +O(x) (4.27)
for small x (to stay away from the spectral edge). Since |yj − γj | ≤ δ, we have
K + 1
N
=
∫ γL+K+1
γL
ρV (x)dx =
∫ yL+K+1
yL
ρV (x)dx+O(δ) = ρV (0)(yL+K+1−yL)+O
(
K2
N2
)
+O(δ).
(4.28)
Similarly,
K + 1
N
=
∫ θL′+K+1
θL′
ρW (x)dx = ρW (0)(θL′+K+1 − θL′) +O
(
K2
N2
)
. (4.29)
Since −yL = yL+K+1 = −θL′/s = θL′+K+1/s which is comparable with K/N by (4.24), and since
|s− 1| ≤ C δNK from (4.23), we have
|ρW (0)− ρV (0)| ≤ CK
N
+
CδN
K
. (4.30)
From (4.26), (4.27) and (4.24) we get
%V (0)(γL+j − γL) +O
( j2
N2
)
=
j
N
= %W (0)(θL′+j − θL′) +O
( j2
N2
)
,
which combining with (4.30) and ρW (0) ≥ c gives
γL+j − γL = θL′+j − θL′ +O
( j2
N2
)
+O(δ).
Since γL = θL′ , this completes the proof of the lemma.
4.3 Rescaling of the reference problem
Throughout this section we fix a good boundary configuration. y ∈ G and a number τ(y) depending
on this configuration and satisfying (4.14). We will approximate the local relaxation measure µτy
on [yL, yL+K+1] by a fixed reference measure.
Given the collection of classical locations θj corresponding to the Gaussian potential W (x) = x
2
we define a reference local relaxation measure στˆθ via the Hamiltonian
Hτˆθ (x) =
∑
i∈I′
[β
2
x2i −
β
N
∑
j 6∈I′
log |xi − θj |
]
− β
N
∑
i,j∈I′
i<j
log |xj − xi|+ 1
2τˆ
∑
i∈I′
(xi − θi)2, (4.31)
on the set [θL′ , θL′+K+1] where I
′ := JL′ + 1, L′ + KK. Note that if σ is the equilibrium measure
given by (2.1) corresponding to W and στˆ denotes the corresponding relaxation measure
dστˆ :=
Z
Zστˆ
e−NQ
τˆ
dσ, Qτˆ (x) =
∑
j∈I′
Qτˆj (xj), Q
τˆ
j (x) =
1
2τˆ
(x− θj)2, (4.32)
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defined analogously to (4.3), then στˆθ is the conditional measure of σ
τˆ under the condition that the
outside points are exactly at their classical locations, i.e. λj = θj , j 6∈ I ′.
We make three simplifications in the presentation. First, as already in Section 4.2, we assume
that both the configuration space [yL, yL+K+1] for the original measure µ
τˆ
y and the configuration
space [θL′ , θL′+K+1] of the reference measure σ
τˆ
θ are symmetric around the origin; this can be
achieved by an irrelevant shift. Second, we assumed sq = 1, which can be achieved by an irrelevant
rescaling of W . Finally, we will set L′ = L. This last assumption expresses an irrelevant shift in
the labelling of one of the ensembles. Strictly speaking, shifting would mean that the original set
of particles indices J1, NK gets shifted as well. However, in our argument this shift does not play
any active role; the only information we use about the set of indices is that L is macroscopically
separated from its boundary and that its cardinality is N .
We now rescale the measure στˆθ from [θL, θL+K+1] = [θL,−θL] to [yL, yL+K+1] = [yL,−yL] by
the factor s = s(y) defined in (4.22) (note that yL, θL < 0). With the rescaled boundary conditions
θj → θ′j := θj/s, we define the reference local relaxation measure, or reference measure in short, to
be
στˆ ,sθ :=
1
Z τˆ ,θ,s
e−NH
τˆ,s
θ (x)dx, (4.33)
a measure on the set [yL, yL+K+1] with Hamiltonian
Hτˆ ,sθ (x) =
∑
i∈I
[βs2x2i
2
− β
N
∑
j 6∈I
log |xi − θj/s|
]
− β
N
∑
i,j∈I
i<j
log |xj − xi|+ s
2
2τˆ
∑
i∈I
(xi − θi/s)2. (4.34)
The rescaled potential associated with this Hamiltonian is Ws(x) = s
2x2.
For any smooth function G with compact support, we have
Eστˆ,sθ
1
K
∑
i∈I
G
(
N(xi − xi+1)
)
=
1
Z τˆ ,θ,s
∫ −θL/s
θL/s
dx e−NH
τˆ,s
θ (x)
1
K
∑
i∈I
G
(
N(xi − xi+1)
)
, (4.35)
where
∫ b
a
dx stands for the K-dimensional integral
∫
[a,b]K
dxL+1 . . . dxL+K and Z
τˆ ,θ,s is the nor-
malization factor. Let xj = wj/s, then the right side becomes
1
Z τˆ ,θ
∫ −θL
θL
dw e−NH
τˆ
θ (w)
1
K
∑
i∈I
G
(N(wi − wi+1)
s
)
= Eστˆθ
1
K
∑
i∈I
G
(N(xi − xi+1)
s
)
(4.36)
= Eστˆθ
1
K
∑
i∈I
G
(
N(xi − xi+1)
)
+ o(1),
where we renamed the w-variables to x-variables in the first step and in the second step we have
used that ∣∣∣G(N(xi − xi+1)/s)−G(N(xi − xi+1))∣∣∣ ≤ C|1− s|‖G′‖∞
by Taylor expansion and from the fact that G is compactly supported. Clearly, the difference
vanishes as long as s→ 1. Thus we are free to scale the measure with factor converging to 1. The
condition s→ 1 will be guaranteed by (4.23).
Our main result is the following theorem.
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Theorem 4.4 Let 0 < ϕ ≤ 138 . Fix K = Nk, δ = N−d, τˆ = N−t with d = 1−ϕ, t = 2d−1−ϕ =
1− 3ϕ and k = 392 ϕ, in particular such that (4.15), (4.20) are satisfied. Then∣∣∣∣∣EµEµτˆy 1K∑
i∈I
G
(
N(xi − xi+1)
)
− Eστˆθ
1
K
∑
i∈I
G
(
N(xi − xi+1)
)∣∣∣∣∣→ 0 (4.37)
as N →∞ for any smooth and compactly supported test function G. Here the law of y is given by
µ in the expectation.
Proof. From the rescaling estimates, (4.35)-(4.36), it suffices to prove that
Eµ
[
Eµτˆy − Eστˆ,s(y)θ
] 1
K
∑
i∈I
G
(
N(xi − xi+1)
)
→ 0 (4.38)
as N →∞. Notice that after the rescaling both measures µτˆy and στˆ ,s(y)θ live on the same interval
[yL, yL+K+1]. In Proposition 4.2 we already showed that
Eµ
[
Eµτˆy − Eµτˆ/s(y)2y
] 1
K
∑
i∈I
G
(
N(xi − xi+1)
)
→ 0, (4.39)
since (4.23) with sq = 1 and δN/K → 0 guarantee that τ(y) := τˆ /s(y)2 satisfies (4.14). Thus the
limit (4.38) will follow from the following Proposition that we will prove in Sections 5:
Proposition 4.5 Under the assumptions of Theorem 4.4, we have
Eµ
[
E
µ
τˆ/s(y)2
y
− E
σ
τˆ,s(y)
θ
] 1
K
∑
i∈I
G
(
N(xi − xi+1)
)
→ 0. (4.40)
This completes the proof of Theorem 4.4.
Proof of Theorem 2.1. Finally, combining Theorem 4.4 with Proposition 4.2 and noticing
that (4.15) is satisfied since t = 2d− 1− ϕ, we have∣∣∣∣∣Eµ 1K∑
i∈I
G
(
N(xi − xi+1)
)
− Eστˆθ
1
K
∑
i∈I
G
(
N(xi − xi+1)
)∣∣∣∣∣→ 0 (4.41)
as N →∞. This holds for K = Nk with any 0 < k ≤ 12 by selecting a suitable ϕ in Theorem 4.4.
However, the measure στˆθ is independent of V , the only information we used was that the local
density matches. So we obtain that any two measures µβ,V and µβ,W have the same local gap
statistics assuming that the local densities of the two ensembles coincide.
5 Comparison with the reference problem
In this section we prove Proposition 4.5. On the set y ∈ Gc with subexponentially small probabality
(4.8) a trivial estimate on G suffices. For the sequel we therefore assume that y ∈ G and we set
τ(y) := τˆ /s(y)2 which clearly satisfies (4.14). In the first step we will soften the boundary condition
y for the measure local relaxation measure µτy.
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5.1 Regularizing the boundary conditions
We know that the boundary condition y ∈ G is regularly spaced on the scale δ = N−d, but it
does not exclude that Nδ = N1−d  1 points of the colletion y pile up near the edges of the
interval [yL, yL+K+1]. This would substantially influence the local relaxation measure µ
τ
y near the
corresponding edge inside [yL, yL+K+1]. We therefore first replace the boundary conditions near
the edges by the regularly spaced ones given by θ′ = θ/s(y). This change will be controlled only
in the entropy sense. The local relaxation measure with regularized boundary conditions will then
be compared with the reference measure in the stronger Dirichlet form sense.
Set a parameter
B = N b with 1 + ϕ− d ≤ b < k, (5.1)
in particular δN  B  K. Given a boundary condition y ∈ G, we define a new boundary
condition yB = {yBi : i 6∈ I} as
yBi :=
 max{θ
′
i, yL−4B} for L− 4B ≤ i ≤ L
yi for i < L− 4B, or i > L+K + 4B
min{θ′i, yL+K+4B} for L+K + 1 ≤ i ≤ L+K + 4B,
(5.2)
i.e., we replace at most 4B boundary conditions yi with the rescaled classical ones θ
′
i = θi/s(y)
near the edges of the interval [yL, yL+K+1] = [θ
′
L, θ
′
L+K+1]. Note that the configuration space is
unchanged. We have
yL−4B ≤ γL−4B + δ ≤ θ′L−4B + CB2N−2 + Cδ ≤ θ′L−2B ,
where we used that y ∈ G in the first step and (4.25) in the second. In the last inequality we used
that θ′L−2B − θ′L−4B ≥ cBN−1 (by regular spacing) and the definition of B from (5.1). Thus we
obtain
yBi = θ
′
i, L− 2B ≤ i ≤ L, (5.3)
and similarly at the upper edge. In other words, we do replace at least 2B boundary condition
points near the edges with the classical ones. Although it may happen that a few yBi pile up, but
this occurs away from the edges. The key property of the family yBi is the following bound
#{i : yBi ∈ J} ≤ CN |J | (5.4)
for any interval J such that |J | ≥ cN−1 and c|J | ≤ dist(J, [yL, yL+K+1]) ≤ |J |/c with some small
constant c.
Consider the regularized local relaxation measure, which is defined as the probability measure
µB,τy (dx) = Z
−1e−NH
B,τ
y dx (5.5)
of K ordered points x = (xL+1, . . . , xL+K) in [yL, yL+K+1], with Hamiltonian
HB,τy (x) :=
∑
i∈I
β
2
V iyB (xi)−
β
N
∑
i,j∈I
i<j
log |xj − xi|+
∑
i∈I
Qτi (xi), (5.6)
with a quadratic confinement Qτi (x) = (2τ(y))
−1(x − θ′i)2 as in (4.34) and τ(y) = τˆ /s(y)2. The
potential V i is given by
V iyB (x) = V (x)−
2
N
∑
j≤L
log |x− yBj | −
2
N
∑
j≥L+K+1
log |x− yj | for L+ 1 ≤ i ≤ L+ 4B
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V iyB (x) = V (x)−
2
N
∑
j≤L
log |x−yj |− 2
N
∑
j≥L+K+1
log |x−yj | for L+4B+1 ≤ i ≤ L+K−4B
and
V iyB (x) = V (x)−
2
N
∑
j≤L
log |x−yj |− 2
N
∑
j≥L+K+1
log |x−yBj | for L+K−4B+1 < i ≤ L+K.
In other words, we replace the boundary condition y with yB for the points xi with L + 1 ≤ i ≤
L+4B at the lower edge and similarly for the other edge. The boundary conditions for the middle
points xi with L + 4B + 1 ≤ i ≤ L + K − 4B remain unchanged. Recalling (4.5), we have in
particular
HB,τy (x)−Hτy(x) =
2
N
∑
L−4B≤j<L
∑
L<i≤L+4B
[− log |xi − yBj |+ log |xi − yj |]+(Upper edge), (5.7)
where (Upper edge) refers to an analogous term collecting interactions near the upper edge.
Lemma 5.1 Let y ∈ G. The relative entropies of the measures µτy and µB,τy satisfy
S(µτy|µB,τy ) + S(µB,τy |µτy) ≤ CB2 logN. (5.8)
Proof. We start with the following lemma that estimates the relative entropy of any two
measures:
Lemma 5.2 Suppose µi(dx) = Z
−1
i e
−Hidx, i = 1, 2 are probability measures with Hamiltonians
Hi on a common measure space. Then
S(µ1|µ2) ≤ Eµ1 [H2 −H1] + Eµ2 [H1 −H2]. (5.9)
We also have the inequality
Eµ2 [H2 −H1] ≤ logZ1 − logZ2 ≤ Eµ1 [H2 −H1]. (5.10)
Proof. By Jensen inequality, we have
0 ≤ S(µ1|µ2) =
∫
dµ1 log
(
dµ1
dµ2
)
=
∫
dµ1[H2 −H1] + log
(
Z2
Z1
)
≤ Eµ1 [H2 −H1]− log
[∫
e−H1
dx∫
e−H2dx
]
≤ Eµ1 [H2 −H1] + Eµ2 [H1 −H2].
This completes the proof of Lemma 5.2.
Hence we have S(µτy|µB,τy ) ≤ βΩ1, where
Ω1 :=
(
Eµτy − EµB,τy
) ∑
L−4B≤j<L
∑
L<i≤L+4B
[− log(xi − yBj ) + log(xi − yj)]+ (Upper edge).
(5.11)
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Using that xi − yj  1, we clearly have
Ω1 ≤ −
∑
L−4B≤j<L
∑
L<i≤L+4B
[
Eµτy log(xi − yBj ) + Eµ
B,τ
y log(xi − yj)
]
+
(
Upper edge
)
≤ CB2 logN −B2EµB,τy log(xL+1 − yL) +
(
Upper edge
)
. (5.12)
In the first term we used the trivial estimate xi − yBj ≥ θ′L − θ′L−1 ≥ cN−1 for any j < L. The
second term will be estimated by Lemma 5.3 below and this completes the estimate for S(µτy|µB,τy ).
The other relative entropy, S(µB,τy |µτy) can be treated similarly and this proves Lemma 5.1.
Lemma 5.3 Suppose τ ≥ N−1, then for any p ≥ 1 we have
Eµτy | log(xL+1 − yL)|p ≤ Cp logN (5.13)
and the same estimate holds w.r.t the measure µB,τy .
Proof. We will need that
Pµτy(xL+1 − yL ≤ N−3r) ≤ Cr (5.14)
for any r ∈ (0, 1). Then (5.13) follows from integrating in r from 0 to 1 and treating the regime
xL+1 − yL ≥ N−3 trivially by using xL+1 − yL ≤ yL+K+1 − yL ≤ CK/N ≤ 1.
The estimate (5.14) can be proven essentially in the same way as (4.11), just the potential
β
2V (xj) of the j-th point in that proof is replaced with
β
2V (xj) + Q
τ
j (xj). The final estimate
is somewhat weaker since now the bound on the constant CV defined in (4.12) deteriorates to
CV ≤ Cτ−1 ≤ CN . This accounts for the change from N−2 to N−3 in (5.14). The argument for
the measure µB,τy is analogous and this proves Lemma 5.3.
5.2 Regularization does not change spacing statistics
Given that the local relaxation measure µτy and its regularized version µ
B,τ
y are close in relative
entropy sense, the next proposition shows that their local spacing statistics coincide.
Proposition 5.4 Let y ∈ G, τ = τ(y) = τˆ /s(y)2 and assume that for the parameters B = N b,
K = Nk and τˆ = N−t it holds that
1 + 2b− t− k < 0. (5.15)
Then ∣∣∣∣∣[Eµτy − EµB,τy ] 1K∑
i∈I
G
(
N(xi − xi+1)
)∣∣∣∣∣→ 0 (5.16)
as N →∞ for any smooth and compactly supported test function G.
Proof. Since Lemma 5.1 and (5.15) guarantee that
NS(µB,τy | µτy)τ
K
≤ CNB
2τ
K
logN ≤ N−ε′ (5.17)
with some ε′ > 0, Proposition 5.4 is a direct consequence of the following comparison lemma which
was first stated in a remark after Lemma 3.4 in [14], see also Lemma 4.4 in [15].
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Lemma 5.5 Let G : R→ R be a bounded smooth function with compact support and let a sequence
Ei be fixed. Let I be an interval of indices with |I| = K. Consider a measure ω with relaxation time
τ and let qdω be another probability measure. Then for any ε′ > 0 and for any smooth compactly
supported function we have∣∣∣ 1
K
∑
i∈I
∫
G
(
N(xi − Ei)
)
[q − 1]dω
∣∣∣ ≤ C√N1+ε′Sω(q)τ
K
+ Ce−cN
ε′√
Sω(q) (5.18)
and ∣∣∣ 1
K
∑
i∈I
∫
G
(
N(xi − xi+1)
)
[q − 1]dω
∣∣∣ ≤ C√N1+ε′Sω(q)τ
K
+ Ce−cN
ε′√
Sω(q), (5.19)
where Sω(q) := S(qω | ω).
Proof. Let q evolve by the dynamics ∂tqt = Lqt, where L is the generator defined by∫
−fLfdω = Dω(f) = 1
2N
∫
|∇f |2dω. (5.20)
Let τ ′ = Nετ . Since qτ ′ is already subexponentially close to ω in entropy sense, Sω(qτ ′) ≤
C exp(−cNε)Sω(q), and the total variation norm can be estimated by the relative entropy, we only
have to compare q with qτ ′ .
By differentiation, we have (the summation over i always runs i ∈ I)∫
1
K
∑
i
G
(
N(xi − Ei)
)
qτ ′dω −
∫
1
K
∑
i
G
(
N(xi − Ei)
)
qdω (5.21)
=
∫ τ ′
0
ds
∫
1
K
∑
i
∂iG
(
N(xi − Ei))
)
∂iqsdω. (5.22)
Here we used the definition of L from (5.20) and note that the 1/N factor present in (5.20) cancels
the factor N from the argument of G. From the Schwarz inequality and ∂q = 2
√
q∂
√
q, the last
term is bounded by
[ N
K2
∫ τ ′
0
ds
∫ ∑
i
[
∂iG
(
N(xi − Ei)
)]2
qsdω
]1/2 [∫ τ ′
0
ds
∫
1
N
∑
i
(∂i
√
qs)
2dω
]1/2
≤ C
√
NSω(q)τ ′
K
(5.23)
by integrating ∂sSω(qs) = −4Dω(√qs). This proves (5.18) and the proof of (5.19) is analogous.
5.3 Accuracy of block averages
In the next Section 5.5 we will compare the regularized local relaxation measure µB,τy with the
reference measure σ
τˆ ,s(y)
θ in Dirichlet form sense. As a preparation for this step, we give an estimate
on the location of the block averages x
[B]
j . Recall their definition
x
[B]
j :=
1
2B + 1
∑
|k−j|≤B
xk
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for any j ∈ JL + B + 1, L + K − BK. The following lemma shows concentration on a scale ζ for
x
[B]
j w.r.t. µ
τ
y and µ
B,τ
y . The scale ζ is larger than δ but will be smaller than K/N , the length of
configuration space interval. Thus that the accuracy of the position of xj decreases from δ to ζ,
but the accuracy of yk is still δ.
Lemma 5.6 Set ζ = N−z, t = 2d− 1− ϕ and fix y ∈ G. For any j ∈ JL+B + 1, L+K −BK we
have
Pµτy
(∣∣x[B]j − Eµτyx[B]j ∣∣ ≥ ζ) ≤ c1e−c2Nε′ (5.24)
and
PµB,τy
(∣∣x[B]j − EµB,τy x[B]j ∣∣ ≥ ζ) ≤ c1e−c2Nε′ (5.25)
provided
z ≤ −ϕ+ min
(
d− b
2
− ϕ
2
, d− k
2
+
b
2
)
(5.26)
for some ε′ = ε′(d, ϕ) > 0 depending only on d and ϕ. Furthermore, we have∣∣∣EµB,τy x[B]j − γ[B]j ∣∣∣ ≤ 5ζ, ∣∣∣Eµτyx[B]j − γ[B]j ∣∣∣ ≤ 5ζ, ∣∣∣Eµyx[B]j − γ[B]j ∣∣∣ ≤ 5ζ. (5.27)
Proof. We will need two standard inequalities from probability theory. The first one is
Pµ(A) · log 1Pν(A) ≤ log 2 + S(µ|ν) (5.28)
for any set A and probability measures µ, ν. This can be obtained from the entropy inequality∫
fdµ ≤ S(µ|ν) + log
[ ∫
efdν
]
by choosing f(x) = b · 1A(x) with b = − logPν(A). Using Lemma 5.1 we thus obtain
PµB,τy (A) ≤
log 2 + CB2 logN
− logPµτy(A)
. (5.29)
The second inequality is a concentration estimate. Suppose that the probability measure ω
satisfies the logarithmic Sobolev inequality (LSI), i.e.
Sω(f) ≤ Cs
∫
|∇
√
f |2dω (5.30)
holds for any f ≥ 0 with ∫ fdω = 1. Then for any random variable X with EωX = 0 and any
number T > 0 we have
EωeTX ≤ Eω exp
(
CsT
2
2
|∇X|2
)
. (5.31)
Since the Hamiltonian Hτy is convex with ∇2Hτy ≥ τ−1, by the Bakry-Eme´ry criterion the
measure µτy ∼ exp(−NHτy) satisfies (5.30) with Sobolev constant Cs = 2τ/N , i.e.
S(ν | µτy) ≤ 4τD(ν | µτy) (5.32)
for any probability measure ν (recall that the definition of the Dirichlet form (4.17) contains a
1/2N prefactor). The same statements hold for the regularized measure µB,τy .
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For L+B + 1 ≤ j ≤ L+K −B define the event
A = Aj =
{∣∣x[B]j − Eµτyx[B]j ∣∣ ≥ ζ}, with ζ = N−z, (5.33)
with a parameter z ∈ (0, 1) chosen later. Using (5.31) for X = ±(xBj − EµτyxBj ) and noticing that
|∇X|2 = (2B + 1)−1, we obtain
Pµτy(A) ≤ 2e−
1
2NBζ
2τ−1 . (5.34)
Using now (5.29), we get
PµB,τy (A) ≤
CBτ
Nζ2
→ 0 (5.35)
assuming
b− t+ 2z − 1 < 0. (5.36)
Using t = 2d− 1− ϕ, we need
z < d− b
2
− ϕ
2
. (5.37)
Under this condition we have from (5.34) that
Pµτy
(∣∣x[B]j − Eµτyx[B]j ∣∣ ≥ ζ) ≤ 2e−B2 . (5.38)
Since the measure µB,τy is also concentrated by the LSI, we have
PµB,τy
(∣∣x[B]j − EµB,τy x[B]j ∣∣ ≥ ζ) ≤ 2e−B2 → 0
and together with (5.35) we have ∣∣∣EµB,τy x[B]j − Eµτyx[B]j ∣∣∣ ≤ 2ζ. (5.39)
Therefore x
[B]
j is concentrated on a scale ζ around the same point w.r.t both measures µ
τ
y and
µB,τy .
Using (5.32) and that y ∈ G we get
S(µy|µτy) ≤ 4τD(µy|µτy) ≤
4N
τ
Eµy
∑
j∈I
(xj − γj)2 ≤ 4Nδ
2K
τ
. (5.40)
Hence by (5.28) and (5.34) we obtain
Pµy(A) ≤
log 2 + 4Nδ
2K
τ
− logPµτy(A)
≤ Cδ
2K
Bζ2
→ 0 (5.41)
provided that
z < d− k
2
+
b
2
. (5.42)
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Now by the definition of y ∈ G in (4.7) we have
Pµy
(∣∣x[B]j − Eµyx[B]j ∣∣ ≥ ζ) ≤ ζ−2Eµy ∣∣x[B]j − Eµyx[B]j ∣∣2
≤ 1
(2B + 1)ζ2
∑
|k−j|≤B
Eµy
∣∣xk − Eµyxk∣∣2
≤ 1
(2B + 1)ζ2
∑
|k−j|≤B
Eµy
∣∣xk − γk∣∣2 ≤ δ2
ζ2
→ 0
using (5.37). Combining it with (5.41) we obtain∣∣∣Eµyx[B]j − Eµτyx[B]j ∣∣∣ ≤ 2ζ. (5.43)
Finally, since y ∈ G, we have(
Eµyx
[B]
j − γ[B]j
)2
≤ Eµy
(
x
[B]
j − γ[B]j
)2
≤ δ2 ≤ ζ2,
which, combined with (5.39) and (5.43), yields (5.27). This completes the proof of Lemma 5.6.
5.4 Proof of Proposition 4.5
Now we will compare the regularized local relaxation measure µB,τy with the reference measure
στˆ ,sθ in Dirichlet form sense. Recall their definitions from (5.5) and (4.33), respectively, and recall
that τ = τ(y) := τˆ /s(y)2. Here s = s(y) is a function that is approximately 1 for good external
configurations y ∈ G (see (4.23)).
The result is the following comparison of local gap statistics. Combining this result with
Proposition 5.4 and checking that the condition (5.15) is satisfied with the choice of parameters
given below, we arrive at the proof of Proposition 4.5.
Proposition 5.7 Fix ϕ ≤ 138 . Let y ∈ G, τ = τ(y) = τˆ /s(y)2 and assume that for the parameters
δ = N−d, B = N b, K = Nk with d = 1− ϕ, b = 8ϕ, k = 392 ϕ. Then with t = 2d− 1− ϕ = 1− 3ϕ
let τˆ = N−t with t := 2d− 1− ϕ = 1− 3ϕ. Then∣∣∣∣∣[EµB,τy − Eστˆ,sy ] 1K∑
i∈I
G
(
N(xi − xi+1)
)∣∣∣∣∣→ 0 (5.44)
as N →∞ for any smooth and compactly supported test function G.
Proof. The key technical estimate is the following lemma whose proof will take up most of
this section.
Lemma 5.8 Let ϕ > 0. Suppose B = N b, K = Nk with 0 < b < k < 1, and δ = N−d with
d ∈ (0, 1). Suppose that these parameters satisfy
1− b < −ϕ+ min
(
d− b
2
− ϕ
2
, d− k
2
+
b
2
)
, (5.45)
i.e. one can choose a number z > 1 − b and satisfying (5.26). Let y ∈ G = Gδ,ε0 be a good
configuration. Assume that ε0 ≤ ε′/10, where ε′ = ε′(d, ϕ) is obtained in Lemma 5.6. Assume that
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the equilibrium measure ρV is C
1 away from the edges. Let τˆ = N−t with t = 2d − 1 − ϕ. Then
the Dirichlet form of µB,τy with respect to the reference measure is bounded by
τ
K
D
(
µB,τy | στˆ ,sθ ) ≤ Cτˆ(logN)
[K2
N
+
Nδ2
τˆ2
+
K4
N3τˆ2
+
δ2N3
BK
+N3/5+ϕ
]
+ c1e
−c2Nε′/3 . (5.46)
The prefactor τ/K is for convenience; the local gap statistics of two measures are approximately
the same if τD/K → 0. More precisely, we have the following general theorem which is a slight
modification of Lemma 3.4 [14] (see also Theorem 4.1 in [15]).
Lemma 5.9 Let G : R → R be a bounded smooth function with compact support. Let I be an
interval of indices with |I| = K. Consider a measure ω with relaxation time τ and let qdω be
another probability measure. Then for any ε′ > 0 and for any smooth compactly supported function
we have∣∣∣ 1
K
∑
i∈I
∫
G
(
N(xi − xi+1)
)
[q − 1]dω
∣∣∣ ≤ C√N1+ε′Dω(q)τ
K
+ Ce−cN
ε′√
Sω(q), (5.47)
where Dω(q) := D(qω | ω).
Proof. As in the proof of Lemma 5.5, let q evolve by the dynamics ∂tqt = Lqt, where L is
the generator defined by (5.20). Let τ ′ = Nϕτ . Since qτ ′ is already subexponentially close to ω,
Sω(qτ ′) ≤ C exp(−cNϕ)Sω(q), we only have to compare q with qτ ′ .
By differentiation, we have∫
1
K
∑
i
G
(
N(xi − xi+1)
)
qτ ′dω −
∫
1
K
∑
i
G
(
N(xi − xi+1)
)
qdω (5.48)
=
∫ τ ′
0
ds
∫
1
K
∑
i
∂iG
(
N(xi − xi+1))
)
[∂iqs − ∂i+1qs]dω. (5.49)
Here we used the definition of L from (5.20) and note that the 1/N factor present in (5.20) cancels
the factor N from the argument of G. From the Schwarz inequality and ∂q = 2
√
q∂
√
q, the last
term is bounded by[
N2
K2
∫ τ
0
ds
∫ ∑
i
[
∂iG
(
N(xi − xi+1)
)]2
(xi − xi+1)2 qsdω
]1/2
×
[∫ τ
0
ds
∫
1
N2
∑
i
1
(xi − xi+1)2 [∂i
√
qs − ∂i+1√qs]2dω
]1/2
≤ C
√
Dω(
√
q)τ
K
, (5.50)
which completes the proof of Lemma 5.9.
The proof of Proposition 5.7 now follows from Lemma 5.8 and Lemma 5.9 with ω = στˆ ,sθ and
qdω = µB,τy . The parameters b, k, d ∈ (0, 1) have to satisfy the following relations from (5.45) and
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from the requirement that the right side of (5.46) converges to zero:
b < k
1− b+ ϕ < d− b
2
− ϕ
2
1− b+ ϕ < d− k
2
+
b
2
1− 2d+ ϕ+ 2k − 1 < 0
1− 2d+ (2d− 1− ϕ) < 0
4k − 3 + (2d− 1− ϕ) < 0
1− 2d+ ϕ− 2d+ 3− b− k < 0
1− 2d+ 2ϕ+ 3
5
< 0.
It is easy to check that all these conditions are satisfied if, e.g.
d = 1− ϕ, b = 8ϕ, k = 39
2
ϕ, 0 < ϕ ≤ 1
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.
This choice is not optimal for the above system of inequalities, but we took into account that
the parameters will also have to satisfy (5.15) so that we could combine Proposition 5.7 and
Proposition 5.4 to arrive at Proposition 4.5.
Finally, the entropy term S
(
µB,τy | στˆ ,sθ ) in (5.47) can be estimated by the Dirichlet form via
the logarithmic Sobolev inequality. This completes the proof of Proposition 5.7.
5.5 Dirichlet form estimate: proof of Lemma 5.8
By definition,
τ
K
D
(
µB,τy | στˆ ,sθ ) =
τ
2NK
∫ ∣∣∣∇ log (µB,τy
στˆ ,sθ
)∣∣∣2dµB,τy ≤ τNK
∫ ∑
L+1≤j≤L+K
Z2j dµ
B,τ
y ,
where Zj is defined as follows: For L+ 1 < j ≤ L+ 4B, we set
Zj :=
β
2
V ′(xj)− β
N
∑
k<L−2B
k>L+K
1
xj − yBk
− β
2
W ′s(xj) +
β
N
∑
k<L−2B
k>L+K
1
xj − θ′k
+
γj − θ′j
τ
(recall that θ′j = θj/s and we set Ws(x) = s
2x2). Note that the summation at the lower edge is only
for k < L− 2B instead of k ≤ L because the interaction terms near the boundary cancel by (5.3).
Moreover, notice that the linear terms, coming from the derivative of the quadratic confinements
(see (4.3) and (4.34)), cancel each other
s(y)2
τˆ
(xj − θ′j)−
1
τ
(xj − γj) =
γj − θ′j
τ
by the choice of τ(y) = τˆ /s(y)2.
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Similarly, for L+K − 4B < j ≤ L+K, we set
Zj :=
β
2
V ′(xj)− β
N
∑
k>L+K+2B
k<L
1
xj − yBk
− β
2
W ′s(xj) +
β
N
∑
k>L+K+2B
k<L
1
xj − θ′k
+
γj − θ′j
τ
.
Finally, for L+ 4B < j ≤ L+K − 4B, we define
Zj :=
β
2
V ′(xj)− β
N
∑
k<L
k>L+K+1
1
xj − yk −
β
2
W ′s(xj) +
β
N
∑
k<L
k>L+K+1
1
xj − θ′k
+
γj − θ′j
τ
.
Notice that here yk is not replaced with y
B
k since only interactions for xj ’s near the edges have been
regularized. Moreover, the interactions with the boundary terms yk, with k = L and k = L+K+1
cancel out since yL = θ
′
L and yL+K+1 = θ
′
L+K+1 by the matching construction.
Now we estimate the size of Zj in each case.
Case 1: L+ 4B < j ≤ L+K − 4B. The first step is to decompose Zj as
Zj = β
5∑
a=1
Ωaj , (5.51)
where
Ω1j :=
[
1
2
V ′(xj)−
∫
dy
ρV (y)
xj − y
]
−
[
1
2
W ′s(xj)−
∫
dy
ρWs(y)
xj − y
]
Ω2j = Ω
2,low
j + Ω
2,up
j
:= −
(
1
N
∑
k<L
1
xj − yk −
∫ yL
−∞
ρV (y)
xj − ydy
)
−
(
1
N
∑
k>L+K+1
1
xj − yk −
∫ ∞
yL+K+1
ρV (y)
xj − ydy
)
Ω3j = Ω
3,low
j + Ω
3,up
j
:=
(
1
N
∑
k<L
1
xj − θ′k
−
∫ θ′L
−∞
ρWs(y)
xj − y dy
)
+
(
1
N
∑
k>L+K+1
1
xj − θ′k
−
∫ ∞
θ′L+K+1
ρWs(y)
xj − y dy
)
Ω4j :=
∫ yL+K+1
yL
ρV (y)− ρWs(y)
xj − y dy
Ω5j :=
γj − θ′j
βτ
. (5.52)
Here we also used that [yL, yL+K+1] = [θ
′
L, θ
′
L+K+1] when establishing the limits of integrations.
By the equilibrium relation (3.2) between V and ρV , we have
Ω1j = 0. (5.53)
From (4.25), we have
[Ω5j ]
2 = C
(γj − θ′j)2
τ2
≤ C
τ2
[
δ2 +
K4
N4
]
. (5.54)
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Since ρV ∈ C1 away from the edge, and so is the semicircle density ρWs , we have by Taylor
expansion
|Ω4j | =
∣∣∣ ∫ yL+K+1
yL
ρV (y)− ρWs(y)
xj − y dy
∣∣∣ (5.55)
≤
∣∣∣∣∣
∫ yL+K+1
yL
ρV (xj)− ρWs(xj) +O(xj − y)
xj − y dy
∣∣∣∣∣
≤ C[| log(xj − yL)|+ | log(yL+K+1 − xj)|] [K
N
+
δN
K
]
.
Here we used (4.27) and (4.30) and the fact that ρWs(x)− ρW (x) = O(|s− 1|) away from the edge
together with (4.23) to estimate
|ρV (x)− ρWs(x)| ≤ C
[
K
N
+
δN
K
]
for any x ∈ [yL, yL+K+1]. The logarithmic terms after taking square and expectation w.r.t. will
give rise to an irrelevant logN factor by using Lemma 5.3
EµB,τy
[| log(xj − yL)|+ | log(yL+K+1 − xj)|]2 ≤ C logN.
We now estimate the main error Ω2j and we will deal with the first term only, coming from the
lower edge, the second one can be treated similarly. We write it as
Ω2,lowj = −
(
1
N
∑
k<L
1
xj − yk −
∫ yL
−∞
ρV (y)
xj − ydy
)
= Ω2,1j + Ω
2,2
j + Ω
2,3
j
with
Ω2,1j := −
(
1
N
∑
k<L
1
xj − γk −
∫ γL
−∞
ρV (y)
xj − ydy
)
Ω2,2j :=
∫ yL
γL
ρV (y)
xj − ydy
Ω2,3j :=
1
N
∑
k<L
[ 1
xj − γk −
1
xj − yk
]
. (5.56)
With ζ = N−z with z is given in Lemma 5.8, define the event
Λ =
{
|x[B]i − γ[B]i | ≤ 6ζ, ∀i ∈ JL+B + 1, L+K −BK},
then its complement has very small probability,
PµB,τy
(
Λc
) ≤ c1e−c2Nε′
from (5.24) and (5.27). On the event Λc we simply estimate∣∣∣ 1
N
∑
k<L
1
xj − yk −
∫ yL
−∞
ρV (y)
xj − ydy
∣∣∣ ≤ 1
yL − yL−1 + C
∣∣ log(xj − yL)∣∣,
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therefore
EµB,τy 1(Λ
c)
∣∣∣ 1
N
∑
k<L
1
xj − yk −
∫ yL
−∞
ρV (y)
xj − ydy
∣∣∣2
≤ C
( 1
(yL − yL−1)2 + EµB,τy
∣∣ log(xj − yL)∣∣4)1/2(PµB,τy (Λc))1/2 ≤ c1e−c2Nε′/3 (5.57)
by using Lemma 5.3 and |yL − yL−1| ≥ exp(−Nε0) from y ∈ G. Here we used that ε0 ≤ ε′/10.
Now we continue the estimate on the set Λ and we consider the three terms in (5.56) separately.
For the first term we write
Ω2,1j =
1
N
∑
k<L
[ 1
xj − γk −
∫ γk+1
γk
NρV (y)
xj − y dy
]
=
1
N
∑
k<L
∫ γk+1
γk
ΓkjNρV (y)dy
where we have used that
∫ γk+1
γk
NρV = 1 and
Γkj =
γk − y
(xj − y)(xj − γk) .
Recall that L ≥ κN  δ and xj ∈ [yL, yL+K+1] = [γL, γL+K+1] + O(δ). For k ≤ 12κN we know
that |γk − xj | ≥ c with some positive constant. Hence we have
1
N
∑
k≤κN/2
Γkj ≤
C
N
∑
k≤κN/2
∫ γk+1
γk
|γk − y|NρV (y)dy ≤ C
N
∑
k≤κN/2
|γk+1 − γk| ≤ CN−1,
since γk+1 − γk ≤ CN−2/3k−1/3 near a square root singularity of ρV at the edge. For the regime
k ≥ 12κN we can use |γk+1 − γk| ≤ CN−1 to get
1
N
∑
κN/2≤k<L
Γkj ≤
1
N
∑
κN/2≤k<L
C
N
1
(xj − γk)2
≤ 1
N
∑
κN/2≤k<L
C
N
1
(x
[B]
j−B − γk)2
≤ C
N
1
(x
[B]
j−B − γL)
≤ C
B
.
Here in the second inequality we used that on the set Λ we have
xj ≥ x[B]j−B > γ[B]j−B − 6ζ ≥ γj−2B − 6ζ ≥ γL + cBN−1 > γk + cBN−1 (5.58)
for k < L using j ≥ L + 4B and thus γj−2B − γL ≥ cBN−1  6ζ, since z > 1 − b. Therefore
xj − γk ≥ x[B]j−B − γk > 0. In the third inequality we performed the summation and used that γk
is regularly spaced. In the last inequality we again used (5.58). In summary, we have shown that
|Ω2,1j | ≤
C
B
+
C
N
(5.59)
on the set Λ and we have seen that the contribution from Λc is subexponentially small (5.57).
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Now we consider Ω2,2j on Λ. We have
|Ω2,2j | ≤ C
∫ γL
yL
dy
xj − y ≤
Cδ
γj−2B − γL , (5.60)
by using xj−γL ≥ γj−2B−γL−6ζ ≥ c(γj−2B−γL) from (5.58) and from γj−2B−γL ≥ cBN−1  6ζ,
moreover xj − yL ≥ xj − γL − δ ≥ c(γj−2B − γL) by |γL − yL| ≤ δ (from y ∈ G) and δ  BN−1
(from (5.45)). Thus ∑
L+4B≤j≤L+K−4B
|Ω2,2j |2 ≤
Cδ2N2
B
.
For the third term Ω2,3j we have
EµB,τy 1(Λ)
∑
L+4B<j≤L+K−4B
[Ω2,3j ]
2 (5.61)
≤ EµB,τy 1(Λ)
∑
L+4B<j≤L+K−4B
[
1
N
∑
k<L
( 1
xj − yk −
1
xj − γk
)]2
≤ EµB,τy 1(Λ)
∑
L+4B<j≤L+K−4B
[
1
N
∑
k<L
(yk − γk)
(xj − yk)(xj − γk)
]2
.
We split the summation over k into two terms: κN/2 ≤ k < L and k < κN/2 and separate by a
Schwarz inequality.
First we consider the case κN/2 ≤ k < L. Expanding the square, we need to bound
EµB,τy 1(Λ)
1
N2
∑
κN/2≤k<L
∑
κN/2≤a<L
∑
L+4B<j≤L+K
|yk − γk||ya − γa|
(xj − yk)(xj − γk)(xj − ya)(xj − γa) (5.62)
≤ 2EµB,τy 1(Λ)
1
N2
∑
κN/2≤k<L
|yk − γk|2
∑
L+4B≤j≤L+K
1
(xj − yk)2
∑
κN/2≤a<L
1
(xj − γa)2 ,
where we used another Schwarz inequality and the factor 2 accounts for a similar term with the
role of k and a interchanged.
In the case κN/2 ≤ k < L we have |γk − yk| ≤ δ. Then (5.62) is bounded by
2δ2
N2
∑
L+4B≤j≤L+K
EµB,τy 1(Λ)
∑
k<L
1
(xj − yk)2
∑
a<L
1
(xj − γa)2 (5.63)
≤ Cδ2
∑
L+4B≤j≤L+K
EµB,τy 1(Λ)
1
(xj − yL)2 ≤ Cδ
2N
2
B
.
Here we used
1
N
∑
a<L
1
(xj − γa)2 ≤
C
xj − γL ≤
C
xj − yL
relying on the regularity of γa and using, from (5.58), that xj−γa ≥ xj−γL ≥ cBN−1 which is much
larger than the spacing of order N−1 of the γ-sequence. In the last estimate xj − γL  |γL − yL|
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was used (since BN−1  δ). Similarly we could perform the k summation∑
k<L
1
(xj − yk)2 ≤
C
xj − yL
since xj − yk ≥ xj − γk − δ ≥ c(xj − γk).
To perform the j summation in (5.63), we use
1
(xj − yL)2 ≤
1
(x
[B]
j−B − yL)2
,
and then we recall that apart from a set of subexponentially small probability, we have
|x[B]j−B − γ[B]j−B | ≤ 6ζ
from Lemma 5.6. Since ζ  BN−1 and x[B]j−B − yL ≥ cBN−1 from (5.58), we see that∑
L+4B≤j≤L+K
1
(xj − yL)2 ≤
∑
L+4B≤j
C
(γ
[B]
j−B − yL)2
≤ CN
γ
[B]
L+3B − yL
≤ CN
2
B
.
On the exceptional set one can just use the trivial bound (xj − yL)−2 ≤ C(xj − γL)−2 ≤ CN2B−2
from (5.58).
Consider now the case k ≤ κN/2 in (5.61). We have
EµB,τy 1(Λ)
1
N2
∑
k≤κN/2
∑
a≤κN/2
∑
L+4B≤j≤L+K
|yk − γk||ya − γa|
(xj − yk)(xj − γk)(xj − ya)(xj − γa) (5.64)
≤ 2EµB,τy 1(Λ)
1
N2
∑
k≤κN/2
|yk − γk|2
∑
L+4B≤j≤L+K
1
(xj − yk)2
∑
a≤κN/2
1
(xj − γa)2
≤ CK
N
EµB,τy 1(Λ)
∑
k≤κN/2
|yk − γk|2 ≤ CKN−2/5+ϕ,
where we used that all denominators are separated away from zero and Lemma 3.6. Furthermore,
in the last inequality, we have used Lemma 3.6 for k ≥ N3/5+ϕ and we used |yk − γk| ≤ O(1) for
k ≤ N3/5+ϕ from y ∈ G and (4.7). Similar comment applies to all edge terms in this proof and we
will not repeat it.
Summarizing, we have shown that
EµB,τy 1(Λ)
∑
L+4B<j≤L+K−4B
[Ω2,3j ]
2 ≤ Cδ
2N2
B
+ CKN−2/5+ϕ. (5.65)
Finally, we need to estimate Ω3j in (5.52). It can be treated exactly as Ω
2,1
j and the result is
|Ω3j | ≤
C
B
+
C
N
(5.66)
on the set Λ and the contribution from Λc is subexponentially small as in (5.57).
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Case 2: L < j ≤ L+ 4B. (There is a third case L+K − 4B ≤ j ≤ L+K which is identical to
Case 2 and will not be treated separately). We decompose Zj as before and the only modifications
are
Ω2,lowj := −
(
1
N
∑
k≤L−2B
1
xj − yBk
−
∫ yL−2B
−∞
ρV (y)
xj − ydy
)
Ω3,lowj :=
1
N
∑
k≤L−2B
1
xj − θ′k
−
∫ θ′L−2B
−∞
ρWs(y)
xj − y dy
Ω4j :=
∫ yL+K+1
yL−2B
ρV (y)− ρWs(y)
xj − y dy +
∫ θ′l−2B
yL−2B
ρWs(y)
xj − y dy.
We now estimate the main error term Ω2,lowj , and we write it, as before
Ω2,lowj = Ω
2,1
j + Ω
2,2
j + Ω
2,3
j
with
Ω2,1j := −
(
1
N
∑
k<L−2B
1
xj − γk −
∫ γL−2B
−∞
ρV (y)
xj − ydy
)
Ω2,2j :=
∫ yL−2B
γL−2B
ρV (y)
xj − ydy
Ω2,3j :=
1
N
∑
k<L−2B
[ 1
xj − γk −
1
xj − yk
]
. (5.67)
We have
|Ω2,1j | =
∣∣∣∣∣ 1N ∑
k<L−2B
∫ γk+1
γk
y − γk
(xj − y)(xj − γk)NρV (y)dy
∣∣∣∣∣
≤ C
N
∑
k<L−2B
γk+1 − γk
(xj − γk)2
≤ C
B
+
C
N
∑
k≤κN/2
|γk+1 − γk| ≤ C
B
+
C
N
using that xj ≥ yL ≥ γL − δ ≥ γL−2B + cBN−1. The estimate of Ω2,2j is trivial
|Ω2,2j | ≤
|γL−2B − yL−2B |
cBN−1
≤ CNδ
B
.
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Finally
EµB,τy
∑
L≤j≤L+4B
[Ω2,3j ]
2 ≤ EµB,τy
∑
L≤j≤L+2B
[
1
N
∑
k<L−2B
( 1
xj − yk −
1
xj − γk
)]2
≤ Cδ
2
N2
∑
L≤j≤L+4B
EµB,τy
∑
κN/2≤k<L−2B
1
(xj − yk)2
∑
κN/2≤a<L−2B
1
(xj − γa)2
+
C
N2
∑
k≤κN/2
|γk − yk|2
≤ Cδ2N
2
B
+ CKN−2/5+ϕ,
where we again split the summation over k into κN/2 ≤ k ≤ L− 2B and k ≤ κN/2, yielding the
two terms, similarly to (5.63) and (5.64).
The estimate Ω3,lowj is analogous to that of Ω
2,1
j . The first term of Ω
4
j is estimated as before in
(5.55). The additional second term in Ω4j is trivial by recalling |γL−2B − θ′L−2B | ≤ CB2N−2 +Cδ
from (4.25):∣∣∣∣∣
∫ θ′L−2B
yL−2B
ρWs(y)
xj − y dy
∣∣∣∣∣ ≤ |yL−2B − θ′L−2B |cBN−1 ≤ Cδ + CB2N−2cBN−1 ≤ CδNB + CBN ,
since the denominator can be estimated by using xj − yL−2B ≥ yL − yL−2B ≥ γL − γL−2B − 2δ ≥
cBN−1 and
xj − θ′L−2B ≥ yL − θ′L−2B ≥ γL − γL−2B − 2δ + (γL−2B − θ′L−2B) ≥ cBN−1
where we used δ  BN−1 and B  N .
Collecting all the error terms into (5.46) and removing some redundant terms, we have thus
proved Lemma 5.8.
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