In this paper, we propose a globally convergent method for solving constrained nonlinear systems. The method combines an efficient Newton conditional gradient method with a derivative-free and nonmonotone line search strategy. The global convergence analysis of the proposed method is established under suitable conditions, and some preliminary numerical experiments are given to illustrate its performance.
Introduction
Let F : Ω → R n be a continuously differentiable nonlinear function and Ω ⊂ R n be an open set. Consider the problem of finding a vector x ∈ Ω such that
Among various methods for solving unconstrained nonlinear system (1), the Newton method is regarded as one of the most efficient. Basically, it generates a sequence {x k } in such a way that where the Newton direction s k is computed by solving the linear system
We refer the reader to [1, 6, 11, 16] where convergence results for the Newton method and its variants have been discussed. Consider now the constrained nonlinear system
where C ⊂ Ω is a nonempty convex compact set. Examples of C include boxes, balls, simplexes, and bounded polyhedrons. Various numerical methods for solving (3) have been recently proposed and studied in the literature. Many of them are combinations of Newton methods with some strategies taking into account the constraint set. Strategies based on projections, trust region, active set, and gradient methods have been used (see, e.g., [4, 5, 10, 20, 22, 23, [28] [29] [30] [35] [36] [37] ). A Newton conditional gradient (Newton-CondG) method was proposed in [17] (see [18] for its inexact version) to compute approximate solutions of (3) . Briefly speaking, the latter method consists of computing a Newton step and later applying a conditional gradient (CondG) procedure in order to get the Newton iteration back to the feasible set. In general, the CondG method and its variants require, at each iteration, to minimize a linear function over the constraint set, which, in general, is significantly simpler than the projection step arising in many proximal-gradient methods. Moreover, depending on the application, linear optimization oracles may provide solutions with specific characteristics leading to important properties such as sparsity and low-rank (see, e.g., [14, 19] for a discussion on this subject). As shown in [17, 18] , the Newton-CondG method as well as its inexact version performed well and compared favorably with other methods. However, no globalization strategy was considered in [17, 18] and hence only local convergence analyses of these methods were presented.
Therefore, the aim of this article is to propose and analyze a global version of the method in [18] . It is worth pointing out that, in many cases, the globalization strategy can make the methods more robust. Usually, the global convergence of the methods for solving (1) is obtained by ensuring the decrease of the merit function
See, for example, [9, 23, 29, 30, 32] . However, for the inexact quasi-Newton method, the direction s k , which is an approximate solution of (2) with F (x k ) replaced by an approximation of it, may not be a descent direction of (4) . Hence, in this case, only nonmonotone globalization strategy can be considered. Almost all of these strategies are based on an approximate norm descent condition proposed in [25] . This condition can be described as follows: a sequence of feasible iterates {x k } is generated in such a way that the following nonmonotone condition is satisfied
where {η k } is a positive sequence such that
Based on this condition, Morini et al. proposed in [32] (see also [29] ) a more general criterion, which replaced (5) and required the direction π(s k , λ k ) to satisfy either the inequality
or the inequality
with η k as in (6) , λ k ∈ (0, 1] and α ∈ (0, 1). We mention that the global method to be proposed here is based on the globalization criterion (7)- (8) . In order to illustrate the robustness and efficiency of the new method, we report some preliminary numerical experiments on a set of box-and polyhedral-constrained nonlinear systems and compare its performance with three other algorithms: the local FD-INLCondG method [18] , projected approximate norm descent algorithm in [32] , and quasi-Newton method in [29] . The paper is organized as follows. Section 2 presents the global inexact quasiNewton conditional gradient method as well as its analysis of global convergence. Some preliminary numerical experiments for the proposed method are reported in Section 3.
Notation Throughout this paper, the Jacobian matrix of F at x ∈ Ω is denoted by F (x). The inner product and its associated Euclidean norm in R n are denoted by ·, · and · , respectively. The ith component of a vector x is indicated by (x) i .
The algorithm and its global convergence
Our goal in this section is to present and analyze a new iterative method, namely the global inexact quasi-Newton conditional gradient (GIQN-CondG) method, for solving (3).
GIQN-CondG method
This subsection describes the GIQN-CondG method, which is obtained basically by combining the inexact Newton-like conditional gradient method proposed in [18] with a globalization strategy similar to the one in [32] . As already mentioned, in many cases, the globalization strategy may make the methods more robust. The GIQN-CondG method is formally described as follows.
As is well-known, implementations of the Newton method may be expensive and difficult due to the necessity to compute all the elements of the Jacobian matrix of F as well as the exact solution of a linear system for each iteration (see (2) ). In order to obtain a more practical algorithm, the GIQN-CondG method considers the inexact quasi-Newton method (see step (S.2)), which allows the matrix F and the solution vector s k in (2) to be computed in an approximate way. There are different choices for, or ways to build, the matrix M k and the residual r k , from which variations of the GIQN-CondG method originate. Classical choices of M k include M k = F (x k ) and M k = F (x 0 ). We refer the reader to [7, 8, 33] for some derivative-free approaches for building M k . Note that condition (10) means that the linear system M k s k = −F (x k ) is solved inexactly in such way that the approximate criterion
is satisfied. In other words, the last inequality should be used as a stopping criterion, if the aforementioned linear system is solved by means of an iterative method. If we apply the classical conditional gradient method to min u∈C {G(u) := u − y 2 /2}, we obtain the CondG procedure as in the GIQN-CondG method without the termination criteria g * t ≥ −ε. In fact, it can be easily seen that g * t in (12) is equivalent to min u∈C { G (z t ), u − z t } and the stepsize α t in (13) is obtained using exact minimization, i.e., α t = arg min α∈ [0, 1] G(z t + α(u t − z t )). Note also that, since z 1 ∈ C and {u t } ⊂ C, it follows from (13) and the fact that C is convex that {z t } ⊂ C. Therefore, in view of the above discussion, we can easily see that z := CondG(y k , x k , θ s k 2 ) in (11) belongs to C and is an approximate solution for the projection subproblem
Let us now discuss in more details the well-definedness of the procedure. Suppose thats k is obtained by the CondG procedure. In this case, s k = 0, which, combined with the fact that θ > 0, yields ε := θ s k 2 > 0. The boundedness of C guarantees that subproblem (12) has a solution. Let {z t } ⊂ C and {u t } ⊂ C be the sequences generated by the CondG procedure. Suppose, by contradiction, that the sequence {z t } is infinite. Since C is compact, there exist subsequences {z t j } and {u t j } such that {z t j } →z ∈ C and {u t j } →ū ∈ C. By step (P2), we obtain
On the other hand, it follows from [3, Proposition 2.1] that every limit point of the sequence {z t } solves min u∈C G(u) := u − y 2 /2. Hence,
which is a contradiction with (15) . Therefore, the number of iterations of the CondG procedure is finite. The backtracking process given in step (S.4) is well-defined, since its repeat-loop in step (S.4.2) terminates in a finite number of steps. Indeed, as F is a continuous function and η k is a positive scalar for every k, then there exists a small enough scalar λ > 0 such that the following inequality is satisfied
for λ ∈ (0,λ) and i = 1, . . . , n. Consequently, condition (8) trivially holds. Since CondG(y k , x k , θ s k 2 ) ∈ C (see the comments in item (ii) above), it follows from step (S.3) and s + =s k that x k + λs + belongs to C for every λ ∈ (0, 1]. On the other hand, the element x k + λs − can be accepted as the next iteration for some λ ∈ (0, 1] if, in particular, it is feasible. Therefore, as x 0 ∈ C, we have that the sequence {x k } generated by the GIQN-CondG method is feasible.
The GIQN-CondG method is closely related to the quasi-Newton method in [29] . However, they differ mainly in two respects. First, our approach computes a feasible inexact projection by the CondG procedure, whereas the method in [29] requires, in each iteration, two exact projections. As already mentioned, in many applications, computing the projection step may be more difficult than solving (12) . Second, in [29] , the linear system (9) is solved exactly (i.e., r k = 0 for every k ≥ 0), which may be expensive and difficult for medium-and large-scale problems.
Global convergence analysis
In this subsection, we present global convergence results for the GIQN-CondG method. Specifically, we show that the sequence { F (x k ) } is convergent and, under stronger assumptions, it converges to zero. Moreover, the global convergence of the sequence {x k } is also established. It is worth pointing out that, since the GIQNCondG method can be interpreted as an inexact version of Algorithm 1 in [29] , the results to be presented here are extensions of those established in [29] . The latter algorithm, on the other hand, is related to the PAND algorithm in [32] .
The following lemma guarantees that the approximate norm descent condition (5) is satisfied for every k and establishes some upper bounds for F (x k ) .
Lemma 1 Let {x k } and {λ k } be sequences generated by the GIQN-CondG method.
(i) For all k ≥ 0, condition (5) holds and
(ii) Let {k m }, with m ≥ 1 and k 1 ≥ 1, be the indices of the iterates satisfying (7), i.e.,
Then,
Proof The next lemma presents a basic property of the CondG procedure, whose proof can be found in [17, Lemma 4] .
Lemma 2 For any
The following assumption is needed in order to investigate the global convergence of the sequences {x k } and { F (x k ) }.
Assumption 1 For every
Remark 1 (i) It is easy to see that the first equality in (9), (10) and Assumption 1 imply
(ii) See, for example, [2, 24] for more details in how to build matrices M k such that Assumption 1 trivially holds.
Assumption 1 is essential to provide estimate for {p k }, which will be useful in the global analysis of GIQN-CondG method.
Lemma 3 Let {x k }, { F (x k ) } and {λ k } be sequences generated by the GIQNCondG method. Assume that Assumption 1 holds. Then, for every
which, combined with the fact that θ > 0, implies the inequality of item (i). On the other hand, ifs k = 0, the desired inequality trivially holds. Finally, let us consider the case where
Using the fact that CondG(x, x, 0) = x for all x ∈ C, Lemma 2 and the second equality in (9), we obtain
Hence, from Remark 1(i), we conclude the proof of the item.
(ii) It follows from the GIQN-CondG method that
Therefore, for the first case, the desired inequality follows from item (i), while for the second case, it follows from Remark 1(i) and the fact that θ > 0.
The next theorem discusses the global convergence of the sequences {x k }, { F (x k ) } and {λ k F (x k ) } as well as the case in which the GIQN-CondG method fails to solve (3).
Theorem 1 Let {x k }, { F (x k )
} and {λ k } be sequences generated by the GIQNCondG method. Then, Proof Since conditions (7) and (8) are equivalent, respectively, to conditions (14) and (15) in [32] , the proofs of items (i)-(iii) follow the same pattern as proofs of items
(ii)), the proof follows the same ideas of the proof of [32, Theorem 4.3] .
Remark 2 Since
(
we trivially have condition (7) implies condition (8) . Hence, as the algorithm accepts the step if (7) or (8) holds, we can conclude that condition (8) always holds. However, if F (x k ) ≤ F (x k+1 ) for all k sufficiently large (in particular, (7) does not hold), it follows from Theorem 1(iii) that { F (x k ) } does not converge to 0 and hence the GIQN-CondG method fails to solve (3).
For the last two results, we will assume that the Jacobian F is Lipschitz continuous.
Assumption 2 Assume that the Jacobian F of F satisfies
We now prove that, under additional assumptions, the sequence { F (x k ) } converges to zero. Theorem 2 is derived by suitable modifications of [32, Theorem 5.4] .
Theorem 2 Let {x k } be a sequence generated by the GIQN-CondG method. Assume that Assumptions 1 and 2 hold. If for all k sufficiently large the steps k satisfies
Proof It follows from Lemma 3 that
Let us now prove that (7) holds for infinitely many k. Since p k = 0 (see (21)), we have
Using (21), (22), and Assumption 2, we obtain
which, combined with the fact that λ k ∈ (0, 1], yields
As a consequence of (20), we conclude that there exists ak such that
In step (S.4.1), we set λ = 1. Thus, in step (S.4.2), condition (7) is satisfied with
Since the latter inequality trivially holds from the second inequality in (21), we conclude that condition (7) holds for every k ≥k, and hence the statement of the theorem trivially follows from Theorem 1(iii).
Note that the first equation in (9) and (10) 
If for all k sufficiently large the steps s k ands k satisfys k = s k and
Proof By the first equality in (9),s k = s k , (24) and Assumption 1, it follows that
Hence, the statement of the corollary now follows from (23) and Theorem 2 with δ = υ + ρτ .
Note that, if the solution x * of (1) belongs to the interior of C, then it is expected that y k ∈ C for all k sufficiently large, which, in view of step (S.3), implies that s k = s k .
Numerical experiments
This section reports some preliminary numerical experiments obtained by applying the GIQN-CondG method for solving box-and polyhedral-constrained nonlinear systems. We tested the following variants of the GIQN-CondG method which differ in how the approximation matrices M k are built. In the FD-GIQN-CondG method, the matrices M k were approximated by finite differences, whereas in the BSU-GIQNCondG and BPU-GIQN-CondG methods, we used the Broyden-Schubert Update [8, 33] and the Bogle-Perkins Update [7] , respectively. For the latter two methods, we also used the strategy of periodic (i.e., k = 0 and mod(k − 1, 5) = 0) approximation of the matrices F (x k ) by finite differences. In all variants of the GIQN-CondG method, the initialization data were τ = 10 −2 , α = 10 −4 , σ = 0.5, and θ = 10 −5 . We set η k = 0.99 k (100 + F (x 0 ) 2 ), for every k ≥ 0, which was the best {η k } from those considered in [23-25, 29, 32] for an initial small number of problems. It is worth mentioning that the sequence {η k } strongly influences the performance of approximate norm descent methods. The linear systems in (9) were approximately solved in the sense of (10) via the MATLAB command qmr (an iterative method for solving linear systems that uses the quasi-minimal residual method [15] ). We also mention that forming the Jacobian F is not necessary if a transpose-free Krylov method (for example, the transpose-free quasi-minimal residual method [13] ) is used to solve the linear system in (9) with M k = F (x k ). In this case, the matrix-vector products of the form F (x k )v, where v is a vector, can be approximated in the course of the method by finite differences. The CondG procedure stopped when either the stopping criterion given in step (P2) was satisfied or the maximum of 300 iterations was performed. For a comparison purpose, we also ran three other algorithms: the local INL-CondG method [18] , projected approximate norm descent algorithm in [32] , and quasi-Newton method in [29] . For the latter three methods, the Jacobian matrices were approximated by finite differences and they were denoted here by FD-INL-CondG, FD-PAND, and FD-QN, respectively. The initial parameters for the FD-GIQN-CondG method were set as the corresponding ones of its global version, whereas for the FD-PAND and FD-QN methods were selected as recommended by the authors in [32] and [29] , respectively. The linear systems in the FD-PAND and FD-QN methods were solved by means of mldivide (same as backslash) command of MATLAB. For all methods considered in this section, we used the same overall termination condition F (x k ) ∞ ≤ 10 −6 , and a failure was declared if either no progress was detected or the total number of iterations exceeded 300. All numerical results were obtained using MATLAB R2016a on a 2.5 GHz Intel(R) i5 with 6 GB of RAM and Windows 7 ultimate system.
Box-constrained nonlinear systems
In this subsection, we are interested in applying the GIQN-CondG method to solve 17 test problems of the form (1) with C = {x ∈ R n : l ≤ x ≤ u}, where l, u ∈ R n (see Table 1 ). Although the exact projection onto C has a closed-form in this application (i.e., P (x) = max{l, min{x, u}} for every x ∈ R n ), it was computed inexactly by the CondG procedure in order to test the viability of our inexact approach. Note that, in this case, subproblem (12) has a closed-form solution, i.e., if (z t ) i − (y) i ≥ 0, then 
In the implementations of the FD-PAND and FD-QN methods, we used the aforementioned closed-form projection. In all methods, the starting points were defined as x 0 (γ ) = l + 0.2γ (u − l), where γ ≥ 0. Tables 2 and 3 display all numerical results obtained. The methods were compared on the total number of iterations (It), number of F-evaluations (Fe), and CPU time in seconds (Time). The symbol " * " indicates a failure, whereas F ∞ is the infinity norm of F at the final iteration x k . The notation ζ(q) means ζ × 10 q . In Table 2 , the number of F-evaluations of the FD-INL-CondG method was omitted in all cases, because it is always equal to the number of iterations plus one.
From Table 2 , we can see that, as expected, the FD-GIQN-CondG method was more robust than the FD-INL-CondG method. This was because the FD-GIQNCondG and FD-QN methods solved, respectively, 47 and 43 problems of a total of 51. Regarding to the cases where both methods successfully ended and analyzing the number of iterations and CPU time per iteration, we observe that both methods had practically similar behaviors. On the other hand, from Tables 2 and 3 , we can also see that the FD-GIQN-CondG method was competitive with the exact FD-PAND and FD-QN methods. The latter fact indicates, in particular, that our approach of computing a feasible inexact projection may not deteriorate the method even in these cases where the projection has closed-form.
Comparing the methods in which F is not evaluated at each iteration, we can observe, from Table 3 , that the BSU-GIQN-CondG and BPU-GIQN-CondG methods were similar in terms of robustness and efficiency. Note also that the slower convergence rates of the BSU-GIQN-CondG and BPU-GIQN-CondG methods are compensated by their smaller CPU times per iteration. Such a behavior is due to the fact that quasi-Newton approximations of F (x k ) are computationally cheaper.
As a summary of the previous discussion, we can say that the GIQN-CondG method seems to be a robust and efficient tool for solving box-constrained systems of nonlinear equations.
Polyhedral-constrained nonlinear systems
In this subsection, we apply the GIQN-CondG method to solve 19 test problems of the form (1) with C = {x ∈ R n : l ≤ x ≤ u, Ax ≤ b}, where l, u ∈ R n , b ∈ R m , and A ∈ R m×n . In this application, the linear optimization problems in (12) were solved via the MATLAB command linprog. The exact projections onto C used in the FD-PAND and FD-QN methods were computed via the MATLAB command quadprog. All instances, the starting points were defined as x 0 (γ ) = l + 0.2γ (u − l), where γ ≥ 0. Our test problems are originally box-constrained nonlinear systems for which the constraints Ax ≤ b were added in their corresponding feasible sets. In the following, we list the function; the vectors l, u, and b; and the matrix A for each problem. 
Problem 18

Problem 26-36
For each one of these problems, the function and the vectors l and u are described in Table 4 , while the matrix A and vector b were randomly generated. Tables 5 and 6 contain all the numerical results. The notation in Tables 5 and 6 is the same as the one used in Tables 2 and 3 . Again, we have omitted, in all cases, the number of F-evaluations of the FD-INL-CondG method because it is always equal to the number of iterations plus one.
A comparison between the FD-GIQN-CondG and FD-INL-CondG methods shows that the first was more robust than the second. Indeed, from Table 5 , we see that the FD-GIQN-CondG (resp. FD-INL-CondG) method successfully ended in 54 (resp. 50) instances. Considering now the cases where both methods successfully ended and analyzing the number of iterations and CPU time per iteration, we observe that both methods had practically similar behaviors. On the other hand, comparing the FD-GIQN-CondG method with the FD-PAND and FD-QN methods, we can see that the first method was much more robust and efficient in terms of saving time than the other two ones. The remarkable difference among them illustrates the practical advantage of allowing inexactness in the computation of projections and solutions of linear systems.
From Table 6 , we can note that the performance of the BSU-GIQN-CondG method was slightly better than the one of the BPU-GIQN-CondG method. 
