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Background
This paper sets out a novel approach to reintegrating an approximate gradient-pair back to non-derivative integrated-image values, for non-integrable gradient pairs resulting from operations on image sequences. An exemplar situation in this domain is the task of developing a single, illumination-free representative of the stationary surface reflectance of a time-sequence of images that each have different lighting and foreground contents. The standard approach to this problem, due to Weiss [1] , generates a pair of fields p, q in each colour channel that is only approximately a gradient; and hence one is faced with the problem of reintegrating these pairs back into an image. This intrinsic-image problem serves to motivate our main general goal of replacing reintegration by regression.
In fact, in many problems in image processing and computer vision one is faced with the situation in which an approximation of the image gradient ∇I is generated by some process, where the approximation is indeed non-integrable so is in fact not a gradient. Since humans view images, not gradient images, an issue of prime concern is therefore to "reintegrate" the gradient back into the image domain. For example reintegration arises in the classic problem of best transforming RGB to greyscale. We could use the Socolinsky and Wolff method, for example [2] , which works by calculating the Structure Tensor at each pixel and forming a gradient approximation from the most significant eigenvector. A much-used method for the reintegration task is the well known Frankot-Chellappa algorithm [3] . This method solves a Poisson equation by minimizing difference from an integrable gradient pair in the Fourier domain. Of course, many other algorithms have been proposed, e.g. [4, 5, 6, 7, 8, 9] .
Note in the first place that any reintegration method leaves a constant of integration to be set -an offset added to the resulting image -since we start off with derivatives which would zero out any such offset. Its value must be handled through a heuristic of some kind.
But more fundamentally many reintegration methods will generate aliasing of various kinds such as creases or halos in the reintegrated image. This makes sense if one thinks about the nonlocal operation of a Poisson solver.
A conceptually very different yet straightforward approach is developed in [9] . We briefly recapitulate this method since it inspires the method set out here. In its simplest enunciation, and again considering the colour-to-grey discussion for illustration, we start off by supposing there is a simple functional relationship between RGB and grey: e.g. suppose we guess that grey g is modelled as a polynomial in RGB, g = P(R), where boldface R is a colour 3-vector at each pixel. For simplicity let us assume that P(·) is a uniform polynomial globally. We then of course have the same polynomial relationship between the gradient of the (sought-after) grey image and the gradient of R. That is, ∇g = ∇ (P(R)). Now, any colour-to-grey algorithm typically delivers some approximation of the gradient of grey, (p, q) ≃ ∇g. And we can easily generate the gradient of the polynomial of colour ∇ (P(R)) as well. Hence we can form a regression from the calculated gradients of the polynomials onto the (p, q) approximation of a gradient ∇g, with regression coefficients c , say.
In a clever trick [9] , this also means that using the same regression coefficients found from the regression of gradient components, we also arrive at a regression for the reintegrated grey image g from the regression coefficients times the polynomial colour components themselves, not the gradients. I.e., we arrive at not a gradient but an integrated image R. The result is an output image which successfully avoids artifacts [9] . This simple but powerful reintegration method can be applied in a variety of image fusion scenarios, such as converting satellite imaging to RGB [10] .
Image Sequences
In this paper we are concerned with image sequences, typically from a stationary surveillance camera. Fig. 1 shows two images from a set of 16 such images [11] ; Fig. 1(c) shows the complete image sequence. We shall use this dataset first and examine other sets later.
We motivate our goal of replacing reintegration by regres-(a) Daytime surveillance image [11] .
(b) Nighttime image [11] . sion by following after the work of Weiss [1] on formulating an intrinsic image, devised from the full set, that best represents the reflectance of the surfaces rather than including illumination data.
In [1] this is accomplished by forming gradient fields of image colour-channel log values, and then taking the median at each pixel.
The problem inherent in this approach is twofold. In the first place, the pairs of resulting fields (p, q) in each colour channel are only approximately a gradient: one must decide on a reintegration scheme to go back from the domain of derivatives to that of images. A typical choice would be some form of Poisson solver, or other schemas (see [9] ). However a more fundamental problem arises in that the time-complexity of the median operation in [1] is high, typically 30% of the CPU cycles of the complete Weiss algorithm [1] including Poisson reintegration in the Fourier domain [3] , with overall clocktime of 60s for a 16-member colour image sequence of resolution 1704 × 2272 (on a 3.40 GHz PC with 8.00 GB and an i7-2600 CPU, in unoptimized Matlab).
This long calculation time is clearly unacceptable. One simple idea might be to run the algorithm on a thumbnail image, but then we would obtain a small and unusable reflectance image. In the next section, we show how to bring an innovative idea to bear (in the same flavour as that in [9] ) so as to keep to a thumbnail for the reflectance calculation, but still make the algorithm work properly on a full-size image. The novel approach here is to replace reintegration itself by a much simpler method: regression on gradients.
Gradient Regression
Weiss Generation of Reflectance Image
To begin, let us recall the Weiss algorithm [1] for generating an illumination-free reflectance image, starting from an image sequence.
Suppose the image sequence is denoted Ê, meaning a set of n RGB images R (for example, n = 16 in Fig.1(c) ). The Weiss algorithm is carried out in the log domain, so let Ê ′ denote log(Ê ).
Then the algorithm is based on the idea of calculating the median, W ′ , over the image sequence, at each pixel and in each colour channel, of the gradient Q ′ of the log-images:
Notice that W ′ is in the log domain and represents a derivative pair (p, q) in each colour channel.
At this point we must then reintegrate the median loggradient image above back to a log-image domain (i.e., integrated, not derivative domain). I.e. we must decide how to go from W ′ back up to a log-domain reintegrated (non-gradient) image R ′ . This is typically accomplished [1] by identifying W ′ with the gradient components of the reintegrated image:
We can use any Poisson solver to find R ′ above, and then the final illumination-free log image-sequence representative R ′ is exponentiated to the single, intrinsic, RGB image R. The Weiss output is (provably [1] ) to a good degree an intrinsic image, dependent on the reflectance only and not the illumination. Fig. 2 (a) shows this reflectance image for the input sequence Fig.1(c) . Notice that Weiss's method has successfully delivered illumination independent surfaces, removing as well any moving objects; e.g., the cars that are parked throughout remain but the transient cars disappear. However, as mentioned above, the problem with this method is firstly that it is very slow in timecomplexity, and second that the Poisson solver introduces artifacts into the intrinsic image (discernible when expanding the image Fig. 2(a) for detail viewing; for example the trees look blurry). Poisson artifacts increase in influence the smaller is the image resolution.
Regression Reflectance Image
The part of the Weiss algorithm (1) that utilizes a median is linear with the image resolution (and monotonic with length of image sequence) so we can substantially reduce runtimes if we apply at least that part of the algorithm to an image sequence with each image reduced to thumbnail size, say (0.125) 2 in size. But on the other hand we would like to replace the reintegration step for images which are full-size.
To that end, motivated by the single-image look-up-table based approach to reintegration without Poisson artifacts [9] (see §1.1), here we posit a new approach to reintegration in the domain of image sequences: we suppose that the target approximate loggradient that we wish to reintegrate is well described by a regression from the entire set of log-gradient images ∇Ê ′ . Importantly, if we carry out such a regression on the gradient approximation that we arrive at for a thumbnail image resolution, then we can apply the same regression coefficients to the gradients of full-size images.
To recapitulate: in the Weiss algorithm domain that we are investigating, we start off by forming the Weiss approximate loggradient W ′ , but now for thumbnail versions of the image sequence. To reintegrate, we make the assumption that the target median-determined reintegrated field R ′ (in the log domain) is given approximately by a linear combination of the image sequence Ê ′ (also in the log domain).
We also investigated nonlinear regression, up to quadratic power, but found that regression accuracy was improved only very slightly in exchange for larger time and space complexity.
Note that we do not actually know R ′ , but we can take as an approximation to its gradient the Weiss algorithm output W ′ .
Let us consider only one colour channel at a time -say, red (i.e., k=1). Suppose regression coefficients are denoted c , for regressing from Q ′ ≡ ∇Ê ′ to W ′ , the Weiss log-gradient output in the kth channel. E.g., for a set of 16 images in a sequence, coefficients c constitute a 16-vector. Then, we can apply the same coefficients c to the gradients of full-size log image-sequence gradients, or indeed to the original log-images themselves and thus arrive at a reintegrated Weiss target image R ′ without having to actually integrate any of the gradients. We claim that this insight represents an important step in research on generating reintegrated images from gradients. More explicitly, as in eq. (1), for each colour channel k = 1..3, Ê ′ is the set of the kth colour-channel image sequence planes, in the log domain; Q ′ is the set of gradients of the channelk log image sequence Ê ′ ; and W ′ is Weiss's solution for the approximate intrinsic gradient-pair of fields p, q, as calculated in (1). Then we make the assumption that an integrated version of Weiss's solution log-gradient W ′ , which we call R ′ , is approximated by the thumbnail's regression from the sequence Ê ′ onto the target R ′ : we assume
where if the number of pixels in each image is N, then the left hand side of eq. (3) is an N-component vector; Ê ′ is of size N × n if there are n images in the sequence; and the vector of regression coefficients c is an n-vector (with n = 16 in our exemplar dataset).
Since c are constants, eq. (3) implies that c would also apply approximately to the related regression in terms of the Weiss logimage gradient pair, since we know that quantity but not image R itself:
where we know Ê ′ and thus ∇Ê ′ , and also know the Weiss gradient W ′ . We solve our gradient-domain regression (4) by least squares:
The solution for regression coefficient n-vector c given by
where () T is transpose and () + is the Moore-Penrose pseudoinverse. In (5,6) we are regressing from the log-image sequence gradient pairs to the Weiss approximate gradient W ′ . However once we have the regression coefficients we can make use of our underlying assumption (3) to in fact recover the reintegrated log-image R ′ itself. Moreover, we can in the first place solve for coefficients c working just on thumbnail images, but then apply the assumption (3) to full-size images. This is the main utility of the method set out here.
We can determine how well the regression itself has done by calculating the PSNR for the gradient regression (5): compared to a full-size, slow, Weiss calculation: for the R,G, and B channels in sequence Fig. 1(c) we find PSNR values 39.8dB, 41.4dB, and 41.0dB for k = 1, 2, 3. These high values indicate that the regression (5) has reproduced the Weiss log-gradients to an excellent degree.
Then applying the calculated regression coefficients c in the (log) image domain rather than gradient domain, and for full-size images, we arrive a reintegrated intrinsic image as in Fig. 2(b) -this is the Weiss reflectance-image gradient solution (in the non-log domain) for our exemplar dataset, automatically reintegrated via (6) and then (3). Satisfyingly, the new method does indeed deliver an intrinsic image, with e.g. continuously parked cars remaining and moving cars gone. We note that compared to the Frankot-Chellappa reintegration in Fig. 2(a) , the proposed regression-based reintegration in Fig. 2(b) produces an intrinsic image with more-discernible details, particularly the much crisper tree details.
For our new regression method, the runtime is now reduced from 60s for a full-size Weiss intrinsic-image calculation to only 6s for the Weiss calculation on thumbnails plus regression plus reconstitution of the full-size regressed result. The PSNR between the Poisson and regression intrinsic RGB images is 33dB, a somewhat low value, meaning that there are indeed large differences between the original result, which includes Poisson artifacts, and that of the proposed method, which doesn't.
Highly Specular/Shadowed Images
Consider a more challenging dataset, the image dataset of 50 time-sequence images shown in Fig. 3 . 1 This data was originally purposed to test algorithms using Polynomial Texture Mapping (PTM) [12] . Such image sets are generated by having a set of lights (50, here) illuminating a scene from different angles and fired one at a time, with a fixed camera e.g. at the apex of a dome. Because the direction of each light is known, a great deal can be surmised about the specular and shadow components in the images [13, 14] . In the present work these images are interesting because they have a substantial amount of specular and shadowed content and we can therefore test how well our gradient regression method performs on finding an intrinsic image given such challenging data. Fig. 4(a) shows the output from Weiss's algorithm, reintegrated using the Frankot-Chellappa method; and for comparison Fig. 4(b) shows a simple median performed at each pixel over all 50 image sequence images. Fig. 4(c) is our regression result. Subjectively, our regression result gives the most impression of being intrinsic, i.e., independent of lighting. For an objective assessment, we can generate a quality value based on each image's inherent complexity. For the three images in Fig. 4 , the (maximum-6-bit) entropy values are 3.56, 2.96, and 4.00. These values indicate that the regressed image has the flattest histogram, i.e. has the most uniform distribution, and visually it is clearly least influenced by specularities and shadows.
Night2Day
As another application of gradient regression, let us consider the problem of transferring information from nighttime to daytime imagery. Hogervorst et al. [15, 16] encoded into a look-up table the mapping between a given input image pair consisting of nightvision image data plus a reference colour image. This table was then applied to map subsequent video frames in the same way. Their purpose was to colorize night-vision imagery to change to a daytime appearance.
Instead, in the work [11] two RGB images are used, one a daytime RGB image R day and one a nighttime RGB image R night . An example pair for this problem is shown in Fig. 1(a,b) , two RGB surveillance images. Here, there is no reference image with expected daytime colours, but instead the daytime image itself. The scheme in [11] is to transfer some of the edge information in the gradient of the daytime image into the gradient of the nighttime image. That is, before reintegration the output of their method is an altered, and non-integrable, approximate gradient pair in each colour channel. We adopt their schema here in order to have another such approximate gradient pair to work with. Here we additionally make use of the remaining image sequence members to test our fast gradient-regression method. This type of data and objective therefore provides another test of our method, different from our consideration of implicit-image gradients above.
Night2Day Original Method
To this purpose, consider the method in [11] for obtaining an altered pair p, q that ostensibly carry night-into day-like imagery. In their basic algorithm for two images, they compute an importance weighting w(x, y) based on the gradient of the luminances (intensities) L(x, y) of the two images: the importance is specified as the relative magnitude of the gradient of the day image compared to that of the night image, as follows. The RGB colour index is k in 1..3, and we form the luminance L as the sum of image colour values R k . Then the importance weighting is given by the relative magnitude of gradient of luminances:
Then they make use of these weights to combine the day and night gradients:
Here the pairs (p k , q k ) in each colour channel k = 1..3 are approximations of a gradient pair, and need to be reintegrated into a colour image output. Hence in [11] a Poisson solver is invoked to arrive at an image result. The denominator (w 0 day + w 0 night ) in (7), displayed in Fig. 5(a) , shows how the day and night gradient magnitudes are combined. Fig. 5(b) shows the reintegrated night-today image integrated via [3] . The result image displays ghosting, with the foreground car and truck appearing only faintly. Instead, what we would like is to generate an image having a daytime-like appearance but with nighttime details such as the car and truck. For this example set, the original Night2Day method [11] has failed in this regard.
Night2Day Gradient-Regression Method
The regression posited above, in eq. (5) with solution (6) , is in the log domain. Thus the equivalent of the weighted gradient from night and day images (8) is here moved to the log domain:
using the same weights w as above in (7). Here, our notation is that
and the pair (in each colour channel) W ′k = (p ′k , q ′k ) needs to be integrated. For the kth colour channel, we again make use of eq. (3) to posit a linear relation between the sequence of log-images Ê ′ and the (unknown) target log-image R ′ , where the actual regression is carried out on gradient information:
Again, the solution is given by eq. (6), but where now the approximated-gradient pair W ′ is given in eq. (9) as the night-today gradient pair (p ′k , q ′k ). That is, the algorithm is the same, but the target image-gradient is here that for the night-to-day problem.
We can determine how well such a regression performs by gauging the closeness of the regressed result ∇Ê ′ c versus the target approximate log-gradient W ′ . Here, amalgamating all the channels k = 1..3, we find a correlation coefficient value 0.964, meaning that the regression (11) is very accurate.
But of course we are seeking a reintegrated (log) solution R ′ , not a gradient pair. And indeed eq. (11) delivers this image once regression coefficients c are generated: R ′ = Ê ′ c . The final RGB result image is then
The result is shown in Fig. 5(c) . We can easily see the effectiveness of the regression result. Firstly, the Poisson-solver artifacts that are present in the result Fig. 5(b) from the method [11] are not present in the new result, Fig. 5(c) . But as well, features that appear ghost-like or even not present in the original method show up clearly in the new, regression-based image. Comparing to the nighttime image in Fig. 1(b) , we clearly see for example the truck and car at the stoplights, which arise from the input nighttime image in Fig. 1(b) . This property of correctly delivering nighttime details is due to our regression picking out closest-gradient logdomain information and then applying the coefficients to actual log images from the input set, in eq. (11) . The nighttime loggradients supply nighttime information in the regression, whereas the daytime log-image gradients support daytime contribution. The remaining gradients from the image sequence supply supporting information for both, via the regression coefficients c . The nighttime gradients supply nighttime information in the regression, whereas the daytime image gradients support daytime contribution. The remaining gradients from the image sequence supply supporting information for both, via the regression coefficients c .
Conclusion
We have provided a proof of concept for a new method of reintegration of approximate gradient pairs p, q in the situation where we have image sequence data. The algorithm works for p, q derived from any image-sequence processing problem.
The new algorithm, proposing regressing on log image sequence gradients, is fast because it uses only thumbnails, and then replaces reintegration by the much simpler use of the resulting regression coefficients on non-derivative full size images.
Future work includes investigating more problem situations that fall within the domain used here, viz. image sequence data.
