Abstract: The aim of the paper is to develop neural networks technique for solving some important medical problem. That problem is called "Blood gases prognosis values". The main question, that is considered, is how to predict some parameters that describe blood gases nature in the future for a nowborn based on a set of parameters that describe this child now, and in the past. We are expected to receive some parameter value on the proper level of probability.
INTRODUCTION
The purpose of this paper is to derive an estimate of a neural network's accuracy as an empirical modelling tool. A model of a physical system has an error associated with its predictions due to the dependence of the physical system's output on uncontrollable or unobservable quantities. Neural Network models have been used as a predictor for different physical systems.
The calculation of second derivatives is required by recent training and analysis techniques of connectionist networks. That techniques can be used for the estimation of confidence intervals both for weights and network outputs. The networks of sigmoid units, exact calculation of the necessary intermediate terms requires of the order of 2h + 2 backward -forwardpropagation passes where h is the number of hidden units in the network. Those second derivatives are typically derivatives either of the network output or of the error function with respect to the weights. Second derivatives can be calculated exactly, calculated using approximation ignoring certain terms, or calculated using numerical differentiation that interprets the definition of the derivative numerically by
Second derivatives are important in several different contexts. Simple beckpropagation is a first order gradient descent method. Learning speed can be improved if information from second derivatives is also used, for instance in a NewtonRaphson type of framework. Since the second derivatives have to be computed for each weight update, the speed of the computation is crucial here. For the huge networks, calculation of the full Hessian is considered prohibitive. There is another class of second order optimisation algorithms that do not require direct calculation of the Hessian because they operate in an iterative manner. The conjugate gradient and related algorithms are considered the most powerful all -purpose minimi-sation algorithms. The calculation can also be used iteratively in the power method to efficiently approximate the principle eigenvectors of the Hessian. Those method can be described briefly as: from a random initial assignment v 0 , compute
then minimise u i+1 to a unit vector v i+1 , and iterating causes the eigenvectors with smaller eigenvalues to disappear. The speed of training in least mean square algorithms is related to the ratio of the largest to the smallest eigenvalues. This ratio is called the condition number and is also associated with the accuracy to which the minimum can be calculated. The condition number can be approximated by approximating the largest and smallest eigenvalues with the power method. Second derivatives are also used in a post -training phase. For example use the Hessian of the error to simplify the network by pruning weights in order to archive good generalisation performance. In Bayesian second derivatives are related to quantities such as the posterior variance of the network weights, and also to the description length of the set of weights used in evaluating the quality of the set of weights. We investigate problem of estimating of the confidence intervals for the prediction. We have applied the neural networks model to few-hour blood gases prediction.
PROGNISIS OF BLOOD GASES VALUES
Blood gases values and treatment parameters flows recorded during a few days of hospitalisation. Neural networks creation learning process consists of two sets of the data. A first one contains the data introduced to the first layers of neurones. The second set contains the expected data. Analysis of the input data characteristics revealed that the data should be normalised before entering the first neurone layer. Output file is characterised by mean and std. Initially the period of time was equal to 1.5 hour.
CONFIDENCE INTERVAL PREDICTION
The aim of this section is to derive an estimate of a neural network's accuracy. Neural networks models have been used as a predictor. It is also be used as a method to quantify the confidence intervals of the predictions from neural networks models. For a desired degree of confidence (for a given probability), a confidence interval is a prediction of the range of a output model where the actual value exists. With the assumption of a normal distribution of the errors, confidence intervals can be calculated for neural networks.
The analysis is extended to include the calculation of confidence intervals for models obtained from noisy data. For the given system with output y = y 1 , y 2 , ..., y n the model for the system is given as f (x, w * ), where: x = x 1 , x 2 , ..., x n is the set of inputs, and w * represents the real values of the set of parameters w, for the function that models the system. The error ε i associated with the function in modelling the system is assumed to be independently and identically distributed with the variance σ 2 , where the distribution has the form N (0, σ 2 ). With n observations, where i = 1, 2, ..., n the system is represented by
The least squares estimate of w * isŵ, that is obtained by minimising the error function that is used for neural networks Backpropagation (BP) algorithm. BP is a common method for minimising the error function. The predicted outputs from the model isŷŷ
The error function is given in the form:
It is assumed that the model gives a good prediction of the actual system behavior. It means that w is close the real value of the set of parameters w * , and a Taylor expression to the first order can be used to approximate f (x i ,ŵ) in terms of f (x i , w * ) where:
where
The difference between the real value y of the system and the predicted valueŷ gives the expected value of the error.
The subscript value of o is given to denote the set of points other than that used for the least squares estimation of w * . The difference
For an error ε o with a normal distribution with a mean of zero and a variance of σ 2 (N (0, σ 2 I n )), the distribution of differenceŵ − w * can be approximated to have the distribution
where: Jacobian matrix F (ŵ) has the form
The matrix F (ŵ) has the dimensions n by p where: n is the number of samples that is used to obtainŵ, and p is the number of parameters w i that composesŵ. The unbiased estimator of σ 2 is s 2 as
The Student t-distribution is given in the form
Hence, the equation
gives the confidence interval 100(1 − α) for the predicted valueŷ. The term t α/2 n−p can be found for a given α and the degrees of freedom n−p where p is the number of weights and bias terms employed by the neural network.
Confidence Interval (CI) for the error is shown below. The forecast of pH, P CO 2 , P O 2 , and HCO 3 for newborn is presented below.
The patient, for which result is shown (see Appendix), did not require artificial ventilation. The difference between forecasted and the real values were bigger in other newborn who has required artificial ventilation.
RESULTS
It can be seen that results are not quite satisfactory. Such results might be attributed to bad selection of input parameters.
Improvement of the results could be achieved by adding more parameters influencing blood gases factors. Polynomial values of the gases factors could be taken with smaller step. The learning process can be improved due to the fact that decreasing step for polynomial values implies more data vectors. In this case there is about 2500 data vectors. It should be also consider the correctness for selecting patients whose data were used as a sample for the learning process of the neural networks. There is a tendency to increase prognostic error at the end of the approximated sequence, that is related to the nature of approximation methods implemented for the time series.
We achieved good prognoses with the error below assumed value for HCO 3 and P CO 2 , P O 2 . In the case of pH prognosis is under of expectation. This factor is strongly related to P CO 2 and HCO 3 . It can be concluded that we have received a good prognosis for two or three parameters. The table shows results of simulation of neural networks predictions for next 6 hours. 
