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ИСПОЛЬЗОВАНИЕ СТАЦИОНАРНЫХ ФИЛЬТРОВ С КОНЕЧНОЙ  
ИМПУЛЬСНОЙ ХАРАКТЕРИСТИКОЙ В ИНТЕРЕСАХ МЕЖДУПЕРИОДНОЙ 
ОБРАБОТКИ ГАУССОВСКИХ РАДИОЛОКАЦИОННЫХ СИГНАЛОВ 
В статье анализируются особенности оптимального алгоритма междупериодной обработки 
гауссовских флуктуирующих отсчетов радиолокационных сигналов. Предложен вариант разделе-
ния имеющегося времени наблюдения сигналов между процедурами когерентной и некогерентной 
междупериодной обработки, вытекающий из оптимального байесовского алгоритма их обработки. 
Рассмотрен вариант междупериодной обработки гауссовских радиолокационных сигналов при ис-
пользовании стационарных фильтров с конечной импульсной характеристикой требуемой формы. 
Проанализированы особенности изменения полосы пропускания квазиоптимального фильтра ко-
герентного накопления в зависимости от условий наблюдения сигналов (отношения сигнал-шум, 
времени корреляции). Изучены особенности построения фильтра некогерентного накопления.  
Величина полосы пропускания фильтра некогерентного накопления не зависит от степени опти-
мальности реализуемого этапа когерентного накопления: в любом случае некогерентному накопле-
нию подвергаются все участвующие в обработке отсчеты. Для анализируемых условий наблюдения 
приведены результаты расчета характеристик обнаружения флуктуирующих последовательностей 
для оптимального и предложенного квазиоптимального алгоритмов обработки. Возможность  
использования квазиоптимального алгоритма подтверждается незначительным отличием (а в не-
которых частных случаях – полным сходством) приведенных характеристик обнаружения. Пред-
ложенный вариант применения стационарных фильтров позволяет переходить к обработке сигна-
лов в частотной области с использованием быстрых алгоритмов вычисления свертки. 
Ключевые слова: междупериодная обработка, стационарный фильтр с конечной импульс-
ной характеристикой. 
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THE USE OF FIXED FILTERS WITH A FINITE IMPULSE RESPONSE  
FOR THE CONVENIENCE OF INTERPERIOD TREATMENT  
OF GAUSSIAN RADAR SIGNALS 
The characteristics of an optimal algorithm of interperiod processing of Gaussian fluctuating readings of 
radar signals are analyzed. A variant of the available observation time of signals between the procedures of 
coherent and incoherent from the optimal Bayesian algorithm processing is proposed. A variant of Gaussian 
interperiod processing radar signals using stationary finite impulse response desired shape are proposed.  
The features change the filter bandwidth of the quasi-coherent accumulation depending on the conditions of 
observation signals (signal-to-noise ratio, correlation time). The features of the construction of the filter 
incoherent accumulation are considered. Filter bandwidth value of the incoherent accumulation does not 
depend on the degree of optimality of implemented coherent accumulation stage: in any case are all involved 
in the processing samples exposed to incoherent accumulation. For the analyzed conditions of observation 
the results of calculation of the detection characteristics of the fluctuating sequences for optimal and quasi-
optimal algorithms of the proposed treatment are given submitted. The ability to use the quasi-optimal 
algorithm is confirmed by a slight difference (and in some special cases complete similarity) above the 
detection characteristics. The proposed variant of the use of fixed filters allows you to jump to the processing 
of signals in the frequency domain using fast convolution algorithms. 
Key words: interperiod processing, stationary filter with finite impulse response. 
Введение. Задача радиолокационного обна-
ружения объектов заключается в принятии ре-
шения о наличии или отсутствии цели в каж-
дом элементе разрешения пространства наблю-
дения. Для повышения эффективности обнару-
жения в качестве зондирующих сигналов, как 
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правило, используют когерентные последова-
тельности радиоимпульсов. Оптимальная обра-
ботка последовательности флуктуирующих 
сигналов предполагает внутрипериодную обра-
ботку (ВПО) каждого одиночного сигнала и по-
следующую междупериодную обработку 
(МПО) результатов ВПО [1]. Ограниченность 
времени наблюдения объектов, флуктуации 
сигналов и наличие радиолокационного фона 
обусловливают статистический характер реша-
емых задач. Как правило, реализации принято-
го сигнала (F), поступающие на вход устрой-
ства МПО, принято характеризовать гауссов-
ской плотностью вероятностей (ПВ) [1]: 
( )1( ) exp ,
(2 ) det M HN M H
p ∗ +
+
= −π
TF F Q F
R
  (1) 
где 0 1( , , )NF F −=F …  – N элементный вектор ре-
зультатов ВПО (каждый элемент вектора явля-
ется результатом ВПО аддитивной смеси сиг-
нала и фона, принятого в соответствующем пе-
риоде зондирования); M H M H+ = +R R R  – мат-
рица, характеризующая междупериодные кор-
реляционные свойства обрабатываемой реали-
зации; 1( )M H M H
−
+ +=Q R  – матрица, обратная к 
матрице ;M H+R  TM ∗=R M M  – корреляцион-
ная матрица (КМ) результата ВПО отсчетов от-
раженного сигнала (ОС); TH
∗=R H H  – КМ 
фоновой составляющей результата ВПО. 
Оптимальный байесовский алгоритм меж-
дупериодной обработки сигналов, полученный 
с использованием логарифма отношения прав-
доподобия 1 0ln( ( ) ( )),p pF F  предполагает вы-
числение квадратичного функционала [1]: 
 обр ,Z
∗= TF R F                  (2) 
где 1 1обр ( ) ( )H M H
− −
+= −R R R  – матрица МПО 
отсчетов ОС (размерность матриц N определя-
ется отношением времени наблюдения Tн и пе-
риода повторения зондирующих импульсов Tп). 
Одним из принципов МПО флуктуирую-
щих ОС является сочетание когерентной и не-
когерентной обработки. Алгоритм (2) является 
оптимальным (с точки зрения минимизации 
среднего риска) для анализируемых условий 
наблюдения: учитывает ограниченность вре-
мени наблюдения, междупериодные корреля-
ционные свойства обрабатываемых отсчетов  
и текущее значение отношения сигнал-шум. 
Оптимальность алгоритма МПО предполагает 
определенное соотношение длительности  
процедур когерентной и некогерентной обра-
ботки ОС. 
Наиболее полные аналитические исследо-
вания этапов когерентной и некогерентной оп-
тимальной МПО приведены в [1]. При этом де-
тально рассмотрены принципы реализации 
устройств МПО, проанализированы характери-
стики устройств обработки, а также разработа-
ны методики аналитического расчета характе-
ристик обнаружения для типовых условий 
наблюдения. Описанные результаты полностью 
отражают существующие закономерности МПО, 
однако некоторые из них получены при исполь-
зовании ряда допущений (например, замена 
треугольной формы корреляционной функции 
последовательности сигналов экспоненциаль-
ной кривой). 
В статье анализируются особенности разде-
ления междупериодной обработки ОС в соот-
ветствии с алгоритмом (2) на когерентную и 
некогерентную с помощью разложения матри-
цы обработки на треугольные сомножители. 
Предложен вариант МПО гауссовских радио-
локационных сигналов при использовании ста-
ционарных фильтров с конечной импульсной 
характеристикой (КИХ) требуемой формы. 
Основная часть. Развитие средств и спосо-
бов цифровой обработки сигналов в ряде слу-
чаев упрощает анализ особенностей алгоритмов 
обработки. В интересах разделения МПО по-
следовательности флуктуирующих сигналов на 
когерентную и некогерентную целесообразно 
воспользоваться алгоритмом разложения мат-
рицы обработки на треугольные сомножители 
(например, алгоритм Холецкого). В результате 
оптимальный алгоритм (2) может быть пред-
ставлен в следующем виде: 
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верхняя треугольная матрица, характеризую-
щая этап когерентного накопления (КН). 
Алгоритм (3) реализует оптимальное соче-
тание процедур когерентного и некогерентного 
накопления (НН) ОС, вытекающее из опти-
мальности преобразованного алгоритма (2). 
Следует отметить, что матрица Vк.н полно-
стью характеризует процедуру когерентной об-
работки выделенных после ВПО отсчетов на 
ограниченном интервале наблюдения. Данная 
матрица определяет нестационарный фильтр с 
конечной импульсной характеристикой. Неста-
ционарность фильтра обусловлена отличием 
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полученной матрицы от матрицы ленточного 
вида [2]. 
Особенности импульсной характеристики 
(ИХ) матричного фильтра (наличие нестацио-
нарности ее элементов) не позволяют прово-
дить анализ его параметров известными мето-
дами анализа стационарных систем. При этом 
вид полученной матрицы определяется теку-
щими условиями наблюдения: отношением 
сигнал-фон, степенью коррелированности об-
рабатываемых отсчетов, временем наблюдения.  
Следует подчеркнуть, что в большинстве 
случаев без потери общности существует воз-
можность перехода к квазиоптимальному ста-
ционарному матричному КИХ фильтру. Наибо-
лее простым способом получения стационарно-
го фильтра КН является усреднение элементов 
в пределах каждой из диагоналей матрицы Vк.н: 
к.н
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где k = [0, …, N – 1] – номер диагонали матрицы. 
Треугольная матрица, характеризующая ква-
зиоптимальное стационарное устройство коге-
рентного накопления, принимает ленточный вид: 
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       (5) 
Результатом выполненных преобразований 
является квазиоптимальный алгоритм МПО от-
счетов: 
1
2T
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0
( ) ,
N
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Z
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=
′ = = η∑η η                   (6) 
где Z ′  – результат квазиоптимальной МПО; 
{ }к.н к.н к.н0 к.н1 к.н 1η , η , , η N∗ −′= =Tη F V …  – ком-
плексный вектор, представляющий собой ре-
зультат КН обрабатываемых отсчетов. 
Переход к стационарному КИХ фильтру 
КН позволяет проанализировать изменение 
величины полосы пропускания (ПП) ΔF полу-
ченного фильтра в зависимости от условий 
наблюдения: времени корреляции отсчетов (τс) 
и отношения сигнал-шум (µ). На рис. 1 пред-
ставлены результаты изменения ПП фильтра 
КН, полученные численными методами для 
различных условий наблюдения. Для сравне-
ния приведены результаты аналитического ис-
следования ΔFII опт, полученные по методике, 
изложенной в [1]. 
 
Рис. 1. Зависимость ПП фильтра КН от анализируемых 
условий наблюдения (Tп = 1 мс, Tн = 50 мс) 
 
Анализ результатов показывает, что основные 
закономерности трансформации ПП фильтра КН 
не противоречат известным результатам: по мере 
увеличения относительной интевности сигнала 
оптимальное время КН монотонно уменьшается 
от максимально возможного до минимального, 
равного Tп. Отмеченный факт подтверждает пра-
вомерность перехода к использованию квази-
оптимального алгоритма МПО отсчетов. 
Использование треугольных матриц обра-
ботки в алгоритме МПО позволило выделить и 
проанализировать процедуру НН ОС (6). Оче-
видно, что результатом МПО является равно-
весная сумма квадратов модулей всех участву-
ющих в обработке отсчетов. Таким образом, 
можно утверждать, что НН осуществляется на 
всем интервале наблюдения Tн.н = Tн, а число 
некогерентно накапливаемых отсчетов опреде-
ляется размерностью используемых матриц: 
Lн.н = Tн / Tп = N. В этом случае треугольная 
матрица, характеризующая стационарный 
фильтр НН ОС, имеет вид 
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Используя известный переход от ИХ к ча-
стотной, легко получить оценку ширины квад-
рата амплитудно-частотной характеристики оп-
тимального фильтра НН: ΔFн.н = 1 / Tн. 
Отметим, что величина ПП фильтра НН не 
зависит от степени оптимальности реализуемо-
го этапа КН: в любом случае НН подвергаются 
все участвующие в обработке отсчеты ОС. 
С учетом проведенных рассуждений струк-
турная схема квазиоптимального устройства 
МПО дискретных отсчетов ОС может быть 
представлена в следующем виде (рис. 2). 
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Рис. 2. Квазиоптимальное устройство МПО 
 
КН отсчетов ОС осуществляется с помо-
щью стационарного КИХ фильтра (матричного 
фильтра к.н′V ), после чего результирующий 
сигнал детектируется, подвергается НН (мат-
ричный фильтр н.нV ) и стробируется в момент 
окончания обработки. 
Следует заметить, что предложенный вари-
ант использования стационарных фильтров 
позволяет легко перейти к МПО в частотной 
области. Дополнив полученные треугольные 
матрицы импульсных характеристик до матриц 
линейной (циклической) свертки, возможно ис-
пользовать быстрые алгоритмы вычисления 
свертки, основанные на процедуре быстрого 
преобразования Фурье. 
В случае необходимости сохранения опти-
мальности процедуры МПО, на этапе КН необ-
ходимо использовать нестационарный матрич-
ный фильтр Vк.н. 
Следует обратить внимание на то, что пере-
ход к упрощенному квазиоптимальному алго-
ритму КН ОС в рамках МПО не нарушает общ-
ности известных принципов реализации коге-
рентной обработки. Вместе с этим операция НН 
должна выполняться на всем имеющемся ин-
тервале наблюдения. 
Для подтверждения полученных результа-
тов методом статистических испытаний оце-
нивались характеристики обнаружения по-
следовательности коррелированных флуктуи-
рующих отсчетов ОС, наблюдаемых на фоне 
некоррелированных гауссовских отсчетов 
шума при оптимальной и квазиоптимальной 
процедуре МПО. При моделировании ис-
пользовалась экспоненциальная аппрокси-
мация корреляционной функции ОС с вре-
менем корреляции τс = 0,1 и 30 мс, временем 
наблюдения Tн = 50 мс, периодом повторе-
ния Tп = 1 мс, требуемой вероятностью лож-
ной тревоги Fл.т = 10–3. 
Характеристики обнаружения оптимально-
го (2) D(µ) и квазиоптимального (6) алгоритмов 
( )D′ μ  представлены на рис. 3. 
 
 
Рис. 3. Характеристики обнаружения.  
Оптимальный и квазиоптимальный алгоритмы 
 
Возможность использования квазиопти-
мального алгоритма МПО отсчетов подтвержда-
ется незначительным отличием (а в случае не-
коррелированного сигнала – полным сходством) 
приведенных характеристик обнаружения. 
Заключение. В статье рассмотрены осо-
бенности использования стационарных КИХ 
фильтров в интересах МПО. Изучен способ 
разделения МПО на когерентное и некоге-
рентное накопление. Приведены зависимости 
изменения полосы пропускания квазиопти-
мального фильтра КН исходя из условий 
наблюдения ОС. Показано, что некогерент-
ному накоплению подвергаются все наблюда-
емые отсчеты ОС. Для анализируемых усло-
вий наблюдения приведены результаты рас-
чета характеристик обнаружения флуктуиру-
ющих последовательностей для оптимального 
и предложенного квазиоптимального алго-
ритмов обработки. Полученные результаты  
в ряде практически важных случаев позволяют 
методами цифровой обработки сигналов лег-
ко реализовать процедуры когерентного и не-
когерентного накопления сигналов, близкие  
к оптимальным. 
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