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ABSTRACT 
This thesis investigates the impact of sequencing errors in post-sequence computational analyses, 
including local alignment search and multiple sequence alignment. While the error rates of sequencing 
technology are commonly reported, the significance of these numbers cannot be fully grasped without 
putting them in the perspective of their impact on the downstream analyses that are used for biological 
research, forensics, diagnosis of diseases, etc.  
I approached the quantification of the impact using fault injection. Faults were injected in the input 
sequence data, and the analyses were run. Change in the output of the analyses was interpreted as the 
impact of faults, or errors. Three commonly used algorithms were used: BLAST, SSEARCH, and 
ProbCons.  
The main contributions of this work are the application of fault injection to the reliability analysis in 
bioinformatics and the quantitative demonstration that a small error rate in the sequence data can alter the 
output of the analysis in a significant way. 
BLAST and SSEARCH are both local alignment search tools, but BLAST is a heuristic implementation, 
while SSEARCH is based on the optimal Smith-Waterman algorithm. The error rates were larger than the 
corresponding fault rates by one to two orders of magnitude, indicating a small error rate in the sequence 
can drastically change the analysis output. False negative (FN) error rates were much larger than false 
positive (FP) rates. FN has negative impact because FP can be controlled by more selective subsequent 
filtering. SSEARCH overall had a smaller standard deviation in the error rates. A small standard deviation 
is important in predicting the confidence of the output based on the input quality. As the cost of running 
optimal algorithms like SSEARCH has decreased with the advances in computing technology, it should 
be more and more encouraged to use them in order to get accurate results.  
ProbCons is a multiple sequence alignment algorithm. Errors were measured with the sum-of-pairs (SP) 
and true column (TC) scores and were defined with respect to BAliBASE, a benchmark for multiple 
sequence alignment algorithms. The results showed no significant correlation between the fault and error 
rates. Errors measured with SP scores remained in the same order as the fault rate; errors measured with 
TC scores tended to be larger, but varied without correlation to the fault rate. Such randomness makes the 
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systematic improvement in multiple sequence alignment difficult, and use of a single objective function to 
optimize the alignment, while the benchmark is aligned largely with human intervention, may be a 
counterproductive approach to multiple sequence alignment.  
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CHAPTER 1 INTRODUCTION 
Next-generation sequencing (NGS) technology has made DNA sequencing cheaper than ever before, and 
the amount of biological sequence data is approaching exascale. While the speed and low cost of these 
technologies have enabled extremely large-scale analyses, the resulting sequence data tend to have higher 
error rates than the sequence data generated by the sequencing technologies of the previous generation, 
such as Sanger sequencing [1]. Many large-scale projects depend entirely on NGS, as it is cost-efficient, 
but comparison of “per-base” costs can occasionally be misleading, as more accurate bases may be worth 
more than less accurate bases [2]. Also, the expensive Sanger sequencing technology is not entirely 
immune to sequencing errors, as approximately seven- to eightfold oversampling is required to achieve 
99.99% accuracy [3]. Unfortunately, post-sequence error analysis has attracted little interest in the 
research community. 
While the majority of error analyses have been done in the pre-sequence level [4] [5], such as in read 
alignment and variant calling, the post-sequence errors have been overlooked. Because pre-sequence level 
computations depend on the precise sequence information, such as a specific nucleotide at a specific site, 
sequencing errors are expected to have higher effect on the output. Post-sequence computations tend to 
depend on the overall sequence information. Therefore, a minor change in the sequence data is typically 
not expected to change the output significantly. However, the lack of quantitative measures to prove this 
proposition is still problematic. The impact on the post-sequence analyses is particularly important 
because even a small change in the outcome of the analysis may have significant impact on other analyses. 
For example, a gene annotation may be made based on a wrong annotation and become the source of 
another annotation. This cycle may continue without any record made on the source of annotations [6].  
Another problem is the assumption that the sequence data are “perfect.” Many computational analyses in 
genomics use statistical methods to provide confidence estimates and assess the statistical significance of 
the results [7] [8] [9] based on the assumption of “perfect” sequence data. That is, these analyses are only 
as good as the quality of the input sequences. While some applications incorporate uncertainty and take a 
more probabilistic approach[5] [10], they are still a minority, especially in analyses that are further 
downstream.  
Many of the approaches to simplify the problem are partially encouraged by the computational expense of 
running more accurate algorithms. While it is important to address the problem of errors in genomics, it is 
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equally important to develop practical and viable solutions to solve the problem, such as with proper 
estimation of the growth of data and hardware platforms that can support new algorithms and more data at 
minimal cost. While a detailed discussion of the matter is out of scope for this thesis, APPENDIX A   
discusses the matter further.  
A quantitative analysis of errors provides an idea not only of the tolerable sequencing error, hence helping 
to optimize the engineering of sequencing technology, but also of the sensitivity and specificity of the 
computational methods used in sequence analyses. This thesis will assess these assumptions of perfect 
data and “error-immunity” of post-sequence analyses.  
The main contributions of this work are 
 quantification of the effect of sequence errors on the output of BLAST, SSEARCH, and 
ProbCons, 
 demonstration that sequence data with low error rates are crucial to sequence analysis,  
 a framework of fault injection and error analysis that is applicable not only to the applications that 
were used in the study, but also to other bioinformatics applications, and 
 investigation into the difference in the impact on sequences with different characteristics, such as 
the degree of conservation, and presence of N/C terminals or internal insertions.  
The organization of the thesis is as follows. From Chapter 2 to Chapter 4, I provide backgrounds on 
sequence errors, application of the concepts of dependability to biological sequence analyses, and review 
of related work. In Chapter 5 and Chapter 6, I discuss the experiments that were done on the same input 
data, first with BLAST and then with SSEARCH. Both of these algorithms do local alignment search, but 
BLAST uses heuristics and SSEARCH uses an optimal algorithm. I discuss how the results change when 
heuristics are applied. Chapter 7 discusses the impact of sequencing errors on different types of 
characteristics and in particular attempts to answer the question of whether the analyses of certain 
sequences require data of higher quality.  
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CHAPTER 2 SEQUENCING ERRORS 
In this section, I provide background from the previous studies of sequencing errors in both the read 
generation step and the read alignment/assembly step. This section is intended not only to provide the 
current state of sequencing technology and computational approaches to reduce the reliability but also to 
motivate why they need to be studied further.  
DNA sequencing is the process of identifying the order of nucleotides within a DNA molecule. Since 
2006, there has been a shift away from automated Sanger sequencing1 for genome analysis and towards 
the newer methods referred to as next-generation sequencing (NGS) because of their cost-effectiveness 
[2]. This section mainly deals with the sequence errors from NGS.  
Table 2.1 Error Rates from Next Generation Sequencing Platforms [11] 
 Raw Per-Read Error Rate 
Illumina MiSeq 0.80% 
Ion Torrent PGM 1.71% 
PacBio RS 12.86% 
Illumina GAIIx 0.76% 
Illumina HiSeq 2000 0.26% 
The average per-read
2
 error rate from major next generation sequencing platforms ranges from 0.26% to 
12.86% (see Table 2.1), but higher error rates that reach up to 8.83% have also been observed for some 
positions in the read [12].  
Sequences with certain patterns may be more susceptible to sequencing errors and therefore incur higher 
error rates than the average. For example, substitution errors are more prone to be preceded by guanosine 
(G) or cytidine (C) than by adenosine (A) or thymidine (T). Indels
3
 of A and T are more frequently 
observed than indels of C and G [12]. Introns and AT-rich exonic segments have poor coverage, with 
approximately 30% of the genome having no sequence coverage [11].  
                                                     
1
 Sanger sequencing is considered to be the first generation sequencing technology. It is more expensive than the 
newer technology, but has attractive characteristics, such as longer reads that are less susceptible to errors during the 
alignment/assembly process.  
2
 A read refers to the short sequence fragments acquired by the sequencer before many reads are aligned to a full 
sequence.  
3
 An indel is either insertion or deletion to the DNA sequence. 
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An evaluation of NGS platforms [13] noted that 56% of the base pairs accounted for 2.3% of the final 
sequence after the reads were mapped. In such cases, the variance in the quality of each base pair is large, 
and the average error rate may not be a good indicator of the overall sequence accuracy. High coverage, 
which intends to reduce the random errors that exist in the read, is not guaranteed uniformly throughout 
the sequence.  
Oversampling of reads and the majority-voting approach, which provide the backbone of all error-
correction algorithms [14], can decrease random errors, but not systematic errors. After error correction, 
the error rate per-base ranges from 0.11 to 2.75% in reads generated by Illumina platforms [14].  
The accuracy of alignment algorithms is inherently hard to discover, as we know a priori that the final 
aligned sequence is different from the reference upon which the alignment is based. Evaluation of an 
alignment/assembly algorithm on real data is typically done through comparing the new sequence from 
the algorithm and one whose correctness has been well agreed upon. Such agreement is done through the 
majority voting of multiple sequences of the same material. While this cycle cannot provide the 
absolutely accurate representation of the material, it is a practical method that is very expensive.  
The relationship between the accuracy of reads and that of aligned/assembled sequences is not an 
observable measure in many algorithms, because most algorithms do not take the accuracy of reads into 
account. The mapping and assembly with qualities (MAQ) algorithm [10], for example, uses per-base 
quality information to align short reads and generates the information of mapping quality, a measure of 
the confidence that a read is assigned to the correct position in the sequence. In the evaluation of the 
MAQ algorithm with simulated reads, per-base error rates that are on the order of 1e-3 and 1e-2 resulted 
in 1.5e-4 and 1e-3 error rates in the alignment. The Burrows-Wheeler Alignment tool (BWA) [15] is 
another popular short read alignment algorithm. Its authors mention that it overestimates the mapping 
quality of its aligned sequences, but this algorithm has no information of the quality of reads when 
calculating the mapping quality. The mapping quality information generated by BWA gives information 
only on the quality of “mapping” but not of the “sequence.”  
The short reads and relatively low accuracies associated with the new technologies make de novo 
assembly a challenging problem [2]. In de novo assembly of human genomes with short read sequencing 
by Li et al. [16], the false SNP calling rate was reported as 4e-6, which effectively is a measure of 
sequence accuracy.  
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Errors in sequencing directly affect variant calling, but these errors also affect more high-level sequence 
analyses. The extent to which these sequence errors affect the higher-level analyses has not been studied 
well. (Refer to Chapter 4 for previous studies.) Yet, this is an important investigation because, for 
example, it promotes sequencing technology that can justify the reduction of cost at the expense of lower 
accuracy for certain applications based on quantitative evidence. A quantitative understanding of the 
impact of these errors needs to be done. 
Several steps in the sequencing process can generate errors in the sequence, such as PCR (polymerase 
chain reaction) amplification mutation, imaging, and alignment. For this thesis sequencing errors will be 
defined as the aggregation of the errors from different sources that result in any difference between the 
final sequence and the true biological sequence.   
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CHAPTER 3 DEPENDABLE SEQUENCE ANALYSIS 
In this chapter, I provide background on the reliability analysis of a computing system and how its 
techniques can be applied to sequence analysis. In order to design a dependable system, it is critical to 
discover possible cases of failure. The chain of dependability describes the course that leads to failure in a 
system. This system has three components: faults, errors, and failure.  
A fault is an incorrect state of hardware or software resulting from physical defect, design flaw, or 
operation error. An error is the manifestation of a fault. Not all faults lead to errors; when they do so, we 
say the faults are “activated”; otherwise, faults are “masked.” Failure is the system-level effect of an error, 
visible to the user. Not all errors lead to failure, but they may “propagate” to failure [17]. Failure may 
subsequently lead to another fault. Figure 3.1 depicts the chain of dependability.  
Fault Erroractivate Failurepropagate
Figure 3.1 Chain of Dependability in Sequence Analysis. 
 
In the system of sequence-based biological analysis, the chain of dependability may incur, for example,  
 faults due to sequencing errors, the corruption of the database that contains sequence information, 
overgeneralizing assumptions, and/or inexact algorithms, 
 errors in the form of wrong analysis results or misleading statistical values assigned to the result, 
and  
 failure as researchers make wrong conclusions and/or make wrong diagnoses. 
A fault-tolerant system should continue operation or fail gracefully even if there are faults [18]. A fault-
tolerant sequence-based biological study should be designed in a way that does not incur errors or does 
incur errors but provides information with which one can determine the output is erroneous, and hence 
prevent failure.  
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Fault injection is a deliberate introduction of faults into the system to discover errors and failure modes. 
By injecting faults on purpose, we can identify the errors that the system produces and make appropriate 
improvements to the system. In this thesis, I evaluate the errors in the sequence analysis with fault 
injection.  
The targeted faults in this thesis are sequencing errors in the input sequence data, and we define errors as 
erroneous analysis results. However, an analysis of a dependable sequence analysis system may 
encompass other faults and errors discussed above. 
  
8 
 
CHAPTER 4 LITERATURE REVIEW 
In this chapter, I review some of the literature that notes the perils of using inaccurate sequence data in 
analyses and works that tried to incorporate the errors as a parameter to do more reliable analyses.  
In an editorial in Bioinformatics in 1998 [6], Karp made a critical response to the naïve excitement about 
the growing wealth of sequence information that will make possible the integration of massive amounts of 
data and the development of complex and accurate models that explain the system of biology. He 
postulated a potential “transitive catastrophe of erroneous annotations,” in which an annotation is based 
on a wrong annotation and then becomes the source of another annotation, with no record made of the 
source of a given annotation. He argued that annotations published online should indicate whether they 
are determined experimentally or computationally, and if done computationally, should include its 
confidence. Bork [19] argued that analyses using the data from high-throughput sequencing should not be 
misinterpreted and showed that many bioinformatics methods have difficulty exceeding the prediction 
accuracy of 70%.    
A review of genotype and SNP calling [5] also noted the danger of sequence inaccuracy. For example, in 
population-genetic studies, many inferences are made based on allele frequencies, and ignoring the 
uncertainty of genotype calling can lead to biased estimates. The authors recommended using 
probabilistic methods that incorporate uncertainty in the subsequence statistical procedures for analyzing 
the data.  
In terms of methodology, studies have compared local alignment algorithms and tested how errors in the 
input could affect the output of the algorithm. Pearson compared the sensitivity and selectivity of the 
Smith-Waterman and FASTA algorithms in [20]. The Smith-Waterman algorithm [21] is an optimal 
sequence alignment algorithm, and FASTA [22] is a rapid sequence comparison algorithm.  To determine 
the sensitivity of the Smith-Waterman algorithm and FASTA, Pearson evaluated whether the members of 
a protein superfamily
4
 obtained similarity scores that are higher than those of sequences that are not 
members of the family. He observed that in the fastest mode, FASTA performed as well as the Smith-
Waterman algorithm for 19 out of the 34 superfamilies.  
                                                     
4
 A superfamily consists of proteins that are shown to be evolutionarily related. 
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The problem of sequencing errors is most prominent in variant calling.5 In evaluating read alignment 
methods, simulation on artificial data sets is often done. The MAQ algorithm [10], a read alignment 
algorithm that uses per-base quality information, was tested with reads with and without mutations and 
indels to measure their effect on the calculation of mapping qualities. The authors also measured the false 
positive and false negative results in variant calling. MAQ reported an error rate on the order of 1e-5 
given simulated reads with the Phred quality score6 of 60. The methodology of deliberate change in the 
input to observe change in output is in parallel with the fault injection approach done in this thesis. Also, 
the impact of errors in reads was amplified as they go through the alignment process. In MAQ [10], an 
error probability of a base in input 1e-6 causes an error rate of 1e-5 in the aligned sequence, a tenfold 
increase. The authors also noted that short reads tended to be wrongly aligned because mutations or 
sequencing errors mapped reads to wrong positions.  
  
                                                     
5
 Variant calling is determining variations among sequences. 
6
 Phred quality score multiplied by  10 log10 is the base-calling error probability. 
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CHAPTER 5 IMPACT OF SEQUENCE ERRORS ON BLAST 
This chapter discusses the fault injection experiment done on BLAST, a local alignment search 
application and one of the most widely used algorithms in bioinformatics. The fault model and error 
model that are applied in experiments both on BLAST and SSEARCH, and on ProbCons with a minor 
modification, are also explained in detail.  
5.1 BLAST 
A central task in bioinformatics is the alignment of pairs of DNA or protein sequences in order to 
determine whether they are descended from a common ancestor [23]. Because evolution may have caused 
the substitution, insertion, and deletion of nucleotides or amino acids in some regions within the DNA or 
protein, respectively, local alignment is an essential step in finding the similarity between sequences. The 
optimal local alignment search is a time-consuming task. BLAST accelerates the process by use of 
heuristics. It is an application used to identify subsequences in a database that bear the highest similarity 
to a query sequence according to the heuristics of its algorithm [9].  
BLAST searches a database for strings that contain the best substring match with the query string. The 
output is a list of hits, or the sequences in the database that contain statistically significant matches with 
the query. The statistical significance is measured by an e-value (a term derived from expected value). E-
values are calculated to avoid returning matches that occur by chance. When a match is less expected, its 
occurrence is statistically more significant, meaning more notable to biologists.  
The algorithm consists of three main stages: seeding, extension, and evaluation. In the seeding stage, the 
algorithm first assembles a list of all the k-mers in the query sequence, which are short relative to the 
length of the sequence. Then, it searches the sequences in the database for exact matches with those k-
mers. In the extension stage, the short exact matches are extended to a longer alignment. As the alignment 
is extended, mismatches will be penalized, while further matches will be rewarded for a higher score. 
Extension may increase and decrease the score. Therefore, extension stops when the overall score is 
below some threshold. In scoring the alignment, gapped BLAST considers gaps, i.e., insertions and 
deletions, in the extension stage.  
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In the evaluation stage, those scores are evaluated for significance. Nearby alignments that result in a 
significantly high score may be combined into a longer alignment.  
BLAST is a fast but suboptimal heuristic alternative to the Smith-Waterman algorithm. In order to 
achieve its performance, it does exact short word match in the initial step, i.e., it does not allow gaps. 
Even as gaps are allowed in the extension stage, extension stops as the alignment score falls below a 
certain threshold. Hence, BLAST is inherently weak against a significant alignment that may contain a 
relatively long subsequence of gaps. 
Three types of BLAST will be mentioned in the thesis: BLASTN, BLASTP, and BLASTx. All of them 
use the same algorithm, but they are differentiated by the query and database types. BLASTN uses a 
nucleotide query and a nucleotide database, BLASTP uses a protein query and a protein database, and 
BLASTx uses a nucleotide query and a protein database. 
5.2 Fault Model 
In the next two subsections, I describe the fault model and error model used in this thesis. The fault model 
describes what faults to inject, when to inject, and how to inject them. The error model describes what I 
define as errors and how to measure them.  
The faults considered in this thesis are sequencing errors, which primarily manifest in three different ways 
in a DNA sequence: substitution, insertion, and deletion. Substitution occurs when a base is misidentified 
as another. Insertion occurs when an extra base is added, and deletion occurs when a base is omitted.  
The model emulates those sequence errors. It stipulates that 
 faults occur in a random fashion at each base, 
 no contiguous faults are injected but can occur, 
 the faulty base position follows a uniform distribution, 
 there are three kinds of faults (substitution, deletion, insertion),  
 their rates are denoted      , and   , respectively, and defined as shown in Equations (5.1) to (5.3), 
and  
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 when multiple types of faults are injected, their positions cannot overlap. 
As fault positions cannot overlap, a fault position for substitution cannot be subject to deletion, which 
would in effect nullify the substitution fault.  
   
      tit tion
   e i  e  in t e  e  en e
 (5.1) 
   
   eletion
   e i  e  in t e  e  en e
 (5.2) 
   
  in e tion
   e i  e  in t e  e  en e
 (5.3) 
The total fault rate    is defined as  
             (5.4) 
5.2.1 Fault Injection 
Faults are injected in pseudorandom positions in the sequence and inserted as Figure 5.1. The function 
visited returns true when position r has already been modified by the function. It calculates the shifted 
position values so that even after deletion faults are injected, the function keeps track of the sites that have 
been modified. The function rand_nucl returns one of the nucleotides unless specified not to include 
one of them.  
5.3 Error Model 
Let us call the fault-injected query and its output faulty and the output of the fault-free query to BLAST 
the golden output. We note that a faulty output may be identical to the golden output. Active errors 
happen when faults are manifested in the BLAST output.  
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func inject_faults 
Input: f_s, f_d, f_i, seq_str 
Local variable: r 
fo  i = 1 …  e _ t .lengt  * f_  
     do 
          r  random() * seq_str.length 
     while (visited(r)) 
     setVisited(r) 
     seq_str(r) rand_nucl(not seq_str(r)) 
 
fo  i = 1 …  e _ t .lengt  * f_  
     do 
          r  random() * seq_str.length 
     while (visited(r)) 
     setVisited(r) 
     delete seq_str(r) 
 
fo  i = 1 … seq_str.length * f_i 
     do 
          r  random() * seq_str.length 
     while (visited(r)) 
     setVisited(r) 
     seq_str   e _ t (1… ) .  an _n  l() .  t _ t ( +1… e _lengt ) 
 
Output: seq_str 
Figure 5.1 Fault Injection Algorithm. 
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Figure 5.2 Diagram showing the Definition of False Positive (FP), False Negative (FN),  
True Positive (TP), True Negative (TN). 
There are two types of errors: false negative (FN) and false positive (FP). A FN occurs when a match 
contained in the golden output is not in the faulty output. A FP occurs when the faulty output contains a 
match that is not observed in the golden output (Figure 5.2). Each occurrence of either is counted as one 
active error. True positives (TP) are matches that are observed in both the golden and faulty output. True 
negatives (TN) are the sequences in the database that are observed in neither the golden nor the faulty 
output. The false negative error rate        and false positive error rate         given a query with a set 
of fault rates              are defined respectively as  
       
                     
                       
  (5.5) 
       
                     
                       
  (5.6) 
Given   trials of the experiment with   and   number of     s observed, define the rate of outcome  
 (    )  
 
 
   (5.7) 
This will be used to measure the probability density of the error rate.   
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5.4 Methodology 
The choice of the query sequence and database for BLAST has been made based on a study on the human 
malaria parasite Plasmodium falciparum [24]. I chose this particular study as the experimental context 
because I was looking for a publication on a study of genomics that specifies the query, database, and the 
BLAST settings (the e-value threshold in particular). Many papers did not explain their BLAST search in 
detail, and this study on P. falciparum had all the details I needed to replicate the procedure. In [24], P. 
falciparum protein sequences were searched against a database of proteins from complete genomes. 
Putative recently duplicated genes were identified as those proteins with BLASTP matches to other 
proteins in P. falciparum with an e-value lower than 1e-15. Because our fault model was based on DNA, 
the DNA representation of the protein was used as the query, and therefore BLASTx was used instead.  
 
Figure 5.3 Experimental Procedure.  
The original sequence was queried to BLASTx to obtain the golden output. Faults were injected into the 
original sequence, and this faulty sequence was also queried to BLASTx. The faulty output was compared 
to the golden output to obtain information about the errors. The procedure is illustrated in Figure 5.3. 
Six P. falciparum nucleotide sequences were used as the query: HM568568.1, HM568712.1, 
HM568640.1, JX283513.1, JX412318.1, and JX412322.1 from GenBank [25]. The length of these 
sequences    ranges from 370 to 510 bases. These sequences were chosen because their golden output 
contained hits with e-values that are close to 1e-15, which indicates that they are more susceptible to 
faults in the query. The experiments in this thesis provide the upper bound of the false negative error 
rates.  
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5.5 Fault Scenario 
It is important to choose fault rates that are representative of sequencing errors. We used fault rates based 
on the common sequencing platform by Illumina [26]. The overall error rate after error correction on 
reads generated by Illumina platforms ranges from 0.11% to 2.75% [14]. Substitution errors are more 
frequent than indel errors by three to four orders of magnitude, and single-base indels are more frequent 
than multiple-base ones (98% vs. 2%) [12].  
After an alignment/assembly step, the overall rate should be smaller than the numbers given above, 
because of further error reduction enabled by oversampling. The exact decrease is hard to estimate, but I 
chose 0.002 and 0.005 for fault rates, which introduce a couple of faulty bases in each DNA sequence 
used in the experiment. The absolute number of faults injected is determined by the fault rate  and 
sequence length   , or round(    ). For   less than 0.002, some of the sequences used in the experiment 
do not contain any faulty base, because      is less than 1. At         , all the sequences do contain 
exactly one faulty base. Therefore,    less than 0.002 was not considered. As substitution is far more 
likely than indels,          was also used. I conjecture that    greater than 0.010 is unlikely to occur 
with the current sequencing technology. 
Table 5.1 Fault Scenarios 
Total fault rate    
Type 0.002 0.005 0.010 
Substitution x x x 
Deletion x x  
Insertion x x  
SubInsDel   x 
Eight different fault scenarios were used as summarized in Table 5.1. Only one type of fault was injected 
in each case, except that in SubInsDel, the fault rate was equally divided among all three types of faults. 
200 trials of each scenario were done for each sequence. Hence, there were 1,600 trials for each fault 
scenario. In each trial, the specific fault positions and the substituted bases were different, as they are 
assigned randomly, but the overall fault rate remained the same. 
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5.6 Results and Discussion 
5.6.1 Error Rates 
Table 5.2 and Table 5.3 summarize the experiment results.  ̅ is the mean value of  s for a sequence. 
avg( ̅) is the arithmetic mean of  ̅s for all the sequences used in the experiment. min( ̅  is the minimum 
of  ̅s, and max  ̅  is the maximum of  ̅s. Figure 5.4 depicts the observation that error rates are much 
larger than the fault rates, most of them by difference of two orders of magnitude. Each bar corresponds 
to a fault scenario, i.e., the fault type and its rate in percentage, and represents avg( ̅     ), where        
       .  
Table 5.2 False Negative Error Rates of BLAST 
fs fd fi avg(r¯FN) min(r¯FN) max(r¯FN) 
0.002 0 0 0.036 0.011 0.076 
0.005 0 0 0.074 0.019 0.135 
0.010 0 0 0.120 0.042 0.221 
0 0.002 0 0.177 0.039 0.388 
0 0.005 0 0.291 0.055 0.497 
0 0 0.002 0.156 0.040 0.276 
0 0 0.005 0.282 0.064 0.465 
0.033˙ 0.033˙ 0.033˙ 0.346 0.190 0.497 
average 0.222 N/A N/A 
Table 5.3 False Positive Error Rates of BLAST 
fs fd fi avg(r¯FP) min(r¯FP) max(r¯FP) 
0.002 0 0 0.013 0.001 0.051 
0.005 0 0 0.045 0.001 0.167 
0.010 0 0 0.034 0.001 0.134 
0 0.002 0 0.036 0.001 0.098 
0 0.005 0 0.025 0.001 0.049 
0 0 0.002 0.035 0.007 0.094 
0 0 0.005 0.071 0.007 0.173 
0.033˙ 0.033˙ 0.033˙ 0.041 0.009 0.096 
average 0.037 N/A N/A 
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Figure 5.4 Total Error Rate vs. Fault Rate. 
5.6.2 Insertion and Deletion Faults  
 
Figure 5.5 Average Fault Negative Error Rates Subject to Fault Rate 0.005. 
  
Figure 5.6 Average False Negative Error Rates Subject to Fault Rate 0.002.  
0.001
0.01
0.1
1
Fault Rate Total error rate
29.12% 28.15% 
7.39% 
Deletion Insertion Substitution
17.70% 
15.59% 
3.55% 
Deletion Insertion Substitution
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Based on the experiments with         , substitution is more likely than deletion to produce FNs 
(Figure 5.5) by 0.217 with p-value 6.71e-75; substitution is more likely than insertion to produce FNs by 
0.208 with p-value 5.71e-74. Experiments with          show the same trend, as can be seen in Figure 
5.6 as well. At         , the SubInsDel fault produces significantly more FNs than the substitution only 
fault. The deletion and insertion faults are likely to have caused the higher error rate. BLAST is inherently 
more robust in returning the optimal alignment when subject to substitution errors than when subject to 
indels, as confirmed in the thesis.  
The use of BLASTx buffers the faults in the sequence. As multiple codons translate into the same amino 
acid, some faults will not affect the matching. The error rates are expected to be higher in general when 
BLASTN is used for nucleotide-to-nucleotide matching. The error rates measured in this thesis are more 
realistic for analyses that deal with protein matches. 
5.6.3 False Negatives   
 
Figure 5.7 False Positive and False Negative Rates of BLAST by Fault Scenario.  
The average false negative rate  ̅   is positively correlated with   on all three fault types, while  ̅    is 
not. FPs are likely to be the matches that are not observed in the golden output but with e-values that are 
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close to the threshold.     is expected to be more strongly correlated with the number of these matches 
than on  .The number of such matches is not known unless we increase the threshold. 
Reciprocal BLAST is used to increase the confidence of putative orthologs [27]. While this kind of 
downstream analysis can remove FPs, it cannot reduce the effect of FNs. As shown in our study, FNs 
occur much more frequently than FPs, hence emphasizing the need for high-quality sequence data (see 
Figure 5.7).  
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5.6.4 Distribution of False Negative Errors  
 
Figure 5.8 Distribution of False Negative Errors  
Subject to Deletion, Insertion, and Substitution Faults (Top to Bottom). 
The distributions show that a high proportion of trials generates no error, i.e.,        , but higher error 
rates still occur at a non-negligible rate, especially in insertion and deletion fault scenarios. The flatness 
and heavy tail of the distributions (see Figure 5.8) make the problem of sequencing errors more difficult 
to control. If the error rate could be correlated to the fault rate, then the error rate due to faults in data 
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could be estimated accordingly. The large standard deviation values also back up this observation (see 
Table 5.4). As there are multiple small peaks in the distribution of FNs, obtaining a tight bound on   
based on   and vice versa would be difficult to do.  
Table 5.4 Mean and Standard Deviation of False Negative Errors in BLAST 
Fault Scenario (Type-Fault rate %) Mean Standard deviation 
Sub-0.2 3.6 6.7 
Sub-0.5 7.4 8.5 
Sub-1.0 12.0 11.4 
Ins-0.2 15.6 11.2 
Ins-0.5 28.2 14.0 
Del-0.2 17.7 9.7 
Del-0.5 22.2 15.0 
5.6.5 Further Discussion 
For the sequences used in our study, fault injection at          does not provide fair samples for 
acquiring statistics. For longer sequences,           might translate to more than one faulty base in the 
sequence. The correlation between    and   is measured to be 0.867, meaning that the longer the 
sequence, the lower the mean error is. Thus, we expect that injecting faults into a longer sequence at a 
lower rate would not produce notable error rates.  
Our experiment shows that          results in        . That result indicates that sequencing errors 
that occur at the rate of 0.002 can cause BLAST to produce an output that is different from the truth in 
0.036 of the matches it returns. But this difference could be the reflection of sequence diversity. In that 
case, a sequence that is different by    is expected to result in a BLAST outcome that is different by  . 
Both cases of differences manifest in the same form in the sequence data, and it is worth clarifying that 
this study is not intended to assess BLAST, but to quantitatively understand the impact of differences in 
sequence data on the BLAST output.  
As the results from BLAST are by no means a conclusive method of finding homologs or orthologs, 
further analyses are typically done. But BLAST search is usually the first step in many of analyses in 
bioinformatics, such as gene finding, phylogenetics, drug design, and protein secondary structure [28]. 
Therefore, the accuracy of this step may place the upper bound on the overall error rate of a particular 
analysis.  
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We suggest that tolerable   values be chosen before a study is conducted, and the corresponding   value 
should be determined to control the quality of the sequence data used in the study. The tolerable   value 
may differ from one type of analysis to another, but setting this value in advance will increase the 
research efficiency and confidence, and reduce the occurrence of FNs that are hard to control. 
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CHAPTER 6 IMPACT OF SEQUENCE ERRORS ON THE SMITH-WATERMAN 
ALGORITHM 
6.1 Introduction 
In order to understand how the heuristics of BLAST affect the accuracy of the output, I have run the same 
experiments on SSEARCH [29]. SSEARCH is a search application that finds sequence similarity by 
executing the Smith-Waterman algorithm between the query and each sequence in the database [21].  
The Smith-Waterman algorithm is a dynamic programming algorithm based on a scoring scheme which 
determines how mismatches (substitutions) and gaps (insertions and deletions) are to be scored relative to 
matches.  The objective is to find the local alignment(s) with the highest score. The algorithm returns one 
or more local alignments that are optimal given a scoring scheme. A detailed description of the algorithm 
is provided in [21] and [30]. 
This chapter investigates the different patterns and rates of errors in the SSEARCH output when the input 
sequence is subject to different kinds of faults. The Smith-Waterman algorithm has been shown 
significantly better at distinguishing true similarities from statistical noise than BLAST [31]. The 
comparison of the BLAST and SSEARCH outputs will allow us to see how the patterns of errors differ 
between BLAST and SSEARCH, especially if the heuristics used in BLAST tend to aggravate the 
propagation of faults in the query to the errors in the output of the algorithm.   
The same experiment with the same fault scenario described in Sections 5.4 and 5.5 was repeated with 
SSEARCH, instead of BLASTX. In order to provide the identical scoring scheme used in BLASTX, the 
substitution matrix, the mismatch, and gap penalties were specified separately, namely, BLOSUM62,  11, 
and 1, respectively.  
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6.2 Results and Discussion 
6.2.1 Comparison of Error Rates Between SSEARCH and BLAST 
 
Figure 6.1 Error Rates and Fault Rates in SSEARCH. The numbers above the bar in 
Figure 6.1 are the average total error rates. 
The error rates in this experiment were much larger than the corresponding fault rates, which indicates 
sequencing errors are amplified in SSEARCH as well (see Figure 6.1). But this “amplification” effect 
differs at different levels depending on the type of the fault. In the case of insertion and deletion, error 
rates were much larger in SSEARCH than in BLAST, but in the case of substitution, error rates were 
much smaller in SSEARCH (see Figure 6.2).  
The lower error rates in insertion and deletion faults are the consequences of the heuristics of BLAST. 
SSEARCH takes fully into account insertion and deletion in scoring the similarity between sequences, 
whereas BLAST does so only in the later stage of the algorithm. In the initial seeding stage of BLAST, 
when the short word matches occur, the shifting effect from indels does not affect the matching. In 
SSEARCH, where the matching occurs from the start of the sequence serially, the effect of indels will 
immediately impact the score.  
On the other hand, the error rates subject to substitution faults were higher in BLAST. A possible 
explanation would be that during its extension stage, it extends only the short word matches that are 
scored above the threshold. The short word match score would be lower at the region where the faults are 
injected, and that short segment may not be considered in the extension stage. While there will be other 
short word matches to the same sequence, a gap between the matches, created by the missing word match 
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in the middle due to faults, can prevent constructing a longer local alignment. While this “lo al” view of 
the sequence may cause BLAST to miss a good match, SSEARCH has a “holistic” view of the sequence, 
scoring the alignment from the beginning to end of the sequence. 
 
Figure 6.2 Average Error Rates of Substitution Faults in SSEARCH and BLAST. 
Overall, SSEARCH is more sensitive to indel faults than BLAST, and less sensitive to substitution faults. 
The dominant sequencing platform that is most susceptible to substitution errors may benefit from using 
SSEARCH. While the speedup of using a heuristic algorithm like BLAST was significant around 1990, 
which was the year of its publication, the current state of computing suffers less in practice from the 
complexity of the optimal algorithm thanks to the improvement in both sequential and parallel processing.    
6.2.2 Higher False Negative Error Rates in SSEARCH  
 
Figure 6.3 FP and FN Rates of SSEARCH by Fault Scenario. 
The average FN rate of a particular fault scenario is greater than the corresponding FP rate (Figure 6.3, 
Table 6.1, Table 6.2). The ratio between FN and FP was greater in SSEARCH, per same fault scenario 
(Figure 5.7).  
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Figure 6.4 Comparison of FN Rates between SSEARCH and BLAST. 
 
Figure 6.5 Comparison of FP Rates between SSEARCH and BLAST. 
The FN rates of SSEARCH are much higher than those of BLAST (Figure 6.4). The FP rates of 
SSEARCH tended to be lower than those of BLAST on average (Figure 6.5), but this observation is not 
statistically significant.  
BLAST returns many hits that are not optimal given the query, but such non-optimality actually lowers 
the FN when the query is faulty. Since the given input is inexact, an inexact algorithm that presents a 
larger set of potential hits may be more practical. FPs can be filtered out using methods like reciprocal 
BLAST, where the hits of a query are used as queries to cross-validate the matching, while FNs cannot be 
discovered. Therefore, low FN rates are more serious problems to exact algorithms. While the FN rates 
are higher than the FP rates in both SSEARCH and BLAST, the difference between them is more striking 
in SSEARCH. The ratio between the average FN rate and FP rate is 6.000 in BLAST, and 36.800 in 
SSEARCH.  
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Table 6.1 False Negative Error Rates in SSEARCH 
fs fd fi avg(r¯FN) min(r¯FN) max(r¯FN) std(r¯FN) 
0.002 0 0 0.013 0.000 0.039 0.013 
0.005 0 0 0.022 0.000 0.056 0.018 
0.010 0 0 0.037 0.000 0.100 0.031 
0 0.002 0 0.690 0.236 0.876 0.219 
0 0.005 0 0.848 0.653 0.982 0.133 
0 0 0.002 0.682 0.180 0.870 0.240 
0 0 0.005 0.828 0.625 0.975 0.143 
0.033˙ 0.033˙ 0.033˙ 0.577 0.427 0.869 0.149 
average 0.462 N/A N/A  
Table 6.2 False Positive Error Rates in SSEARCH 
fs fd fi avg(r¯FP) min(r¯FP) max(r¯FP) std(r¯FP) 
0.002 0 0 0.004 0.000 0.010 0.003 
0.005 0 0 0.005 0.000 0.014 0.005 
0.010 0 0 0.007 0.000 0.019 0.006 
0 0.002 0 0.006 0.000 0.025 0.009 
0 0.005 0 0.003 0.000 0.009 0.004 
0 0 0.002 0.005 0.000 0.020 0.007 
0 0 0.005 0.005 0.000 0.017 0.006 
0.033˙ 0.033˙ 0.033˙ 0.083 0.000 0.232 0.095 
average 0.015 N/A N/A  
The larger FN/FP observed in SSEARCH may not indicate that the FN in similarity matching is actually 
lower in BLAST. The error rates are benchmarked to the golden run, the output of running a fault-free 
query to the respective algorithm. The golden run of BLAST is already non-optimal. Therefore, having a 
lower error rate measured against the non-optimal output may not necessarily correspond to the true lower 
error rate in the process of discovering sequence similarity. Since the number of sequences in the output is 
much larger in BLAST by 56.78, the effective FP rate of BLAST will be approximately 0.98 
(=(56.78 1)/56.78) on average.  
6.2.3 Distribution of Errors in SSEARCH  
The distribution of FN errors is not as heavy-tailed (Figure 6.6) as it was the case in BLAST. The change 
is most notable in the substitution fault scenarios, where no tail is observed at all. This observation 
indicates that using heuristics in alignment increases the standard deviation.  
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Figure 6.6 Distribution of FN Errors in Different Fault Types  
Subject to Substitution, Insertion, and Deletion Faults (Top to Bottom). 
6.3 Conclusion 
A fault injection experiment was done on SSEARCH, an application that searches a database for similar 
sequences with optimal local alignment. The error rates in SSEARCH were larger than those in BLAST, 
subject to insertion and deletion faults, but smaller subject to substitution faults. FN error rates are much 
higher in SSEARCH than in BLAST, but the number of sequences in the output of SSEARCH is much 
smaller. Hence, the effective numbers of FNs and FPs are both much smaller in SSEARCH. Also, this 
difference in the size of the output indicates that effective FP rates in BLAST are much larger than those 
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reported in Table 5.3. The standard deviation of the error rates is much smaller in SSEARCH than in 
BLAST in general. For sequences from the sequencing platform prone to sequencing errors, SSEARCH 
may be a much more efficient choice for doing similarity search. One of the motivations for BLAST was 
to reduce the runtime for doing similarity search in the database; however, due to the improvement in 
computing technology, the difference in the absolute amount of time between an optimal algorithm and 
heuristics is becoming increasingly smaller.    
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CHAPTER 7 IMPACT OF SEQUENCE ERRORS ON MULTIPLE SEQUENCE  
ALIGNMENT USING PROBCONS 
7.1 Introduction 
This chapter reports on an experiment to observe the impact of sequencing errors on multiple sequence 
alignment. Multiple sequence alignment (MSA) is alignment of three or more biological sequences. 
While pairwise sequence alignment and multiple sequence alignment are used in finding the homologous
7
 
relationships, MSA has other specific uses, such as in finding protein families that share similar 
secondary structures and analyzing repeats in sequences. Also, pairwise alignment typically executes 
local alignment, while MSA typically does global alignment. Aligning multiple sequences is 
computationally much more complex than aligning two sequences. Hence, MSA relies on heuristics to 
find the suboptimal alignment.  
MSA is an important class of bioinformatics algorithms to study. When sequence identity falls below 
30%, the accuracies of most automatic sequence alignment methods drop considerably [32]. As a result, 
alignment quality is often the limiting factor in biological analyses of amino acid sequences [33]. In this 
chapter, I provide a short background on MSA, explain fault injection to protein sequences, introduce a 
different error model based on a commonly used benchmark for MSA algorithms, BAliBASE [34], and 
discuss the results on ProbCons [35], an MSA algorithm based on probabilistic consistency.  
7.2 Multiple Sequence Alignment (MSA) 
A multiple sequence alignment (MSA) is an alignment of three or more sequences that are homologous. 
Let us consider a naïve hypothetical case of three sequences Seq 1, Seq 2, and Seq 3, which are AAGT, 
AGGT, and ACT, respectively. These are genes from three species that share a common ancestor. One 
alignment of these sequences can be  
Seq 1: A A G T 
Seq 2: A G G T 
Seq 3: A - C T 
                                                     
7
 Homology is similarity attributed to descent from a common ancestor. 
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In this case, the first and fourth sites are common among all three sequences, and these sites may be 
responsible for the shared traits among these species. If Seq 1and Seq 2 had a set of shared traits, the third 
site may be the site responsible for it. MSA facilitates many other kinds of evolutionary studies such as 
the identification of conserved motifs, the determination of protein domains, structure prediction, and 
isolation of the most relevant regions [36].  
A naïve dynamic programming based method that finds an exact optimal alignment will be O(l
n
), where 
  is the length of a sequence, and   the number of sequences. Examples of common heuristics used in 
MSA are progressive alignment that combines merging the pairwise alignment into a single sequence, 
iterative alignment that aims to optimize its objective function, hidden Markov models (HMM), and 
genetic algorithms. The algorithm used in this study is ProbCons, an algorithm based on probabilistic 
consistency, which incorporates HMM-derived posterior probabilities and three-way alignment 
consistency. This algorithm was chosen in particular because it showed superior accuracy in several MSA 
benchmarks including BAliBASE [35] [37]. 
7.3 Methods 
The methods involve fault injection into protein sequences used in the BAliBASE benchmark. The 
benchmark provides many sets of sequences and the benchmark alignment for each set. The sequences 
provided are protein sequences with no corresponding DNA sequences provided. The fault and error 
model were modified for the analysis of MSA.  
7.3.1 Fault Injection into Protein Sequences 
The fault model should emulate sequencing errors, which occur at the nucleotide level. Therefore, given a 
protein sequence without the corresponding DNA sequence, the number of random parameters required to 
determine the fault-injected sequence given an insertion or deletion fault increase significantly. For 
example, consider a protein sequence FIPS. If we injected a deletion fault at the third position of I, then 
the corresponding DNA sequence is TT[T/C]ATCC[A/C/G/T][TC[A/C/G/T]/AG[T/C]], where the 
notation [A/B] indicates that the nucleotide can be either A or B. Such one-to-many mappings from the 
amino acid to the DNA make fault injection into the protein sequences complex and computationally 
expensive. 
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In Chapter 5 and Chapter 6, this problem was averted as I had the corresponding DNA sequences from 
GenBank. But given only the protein sequences from BAliBASE, injecting indel faults and using all the 
possible permutations of the injected sequence as input to an MSA algorithm is not computationally 
feasible. Therefore, in this case of fault injection into protein sequences, I injected only substitution faults. 
Still, such experimental design will not in practice severely obstruct the original intent of studying the 
sequencing errors on MSA, because substitution errors are more frequent than indel errors by three to four 
orders of magnitude in the Illumina platform, which is currently a dominant NGS platform in the market.  
Since the input to MSA is a set of sequences, a fault scenario was applied to each set of sequences, rather 
than an individual sequence. The general method of injection is the same as discussed in Section 5.4.  
7.3.2 Error Model Using BAliBASE 
BAliBASE [34] is a benchmark for multiple sequence alignment, which consists of high-quality, 
manually refined, reference alignments based on 3D structural superpositions. BAliBASE contains 6,255 
sequences in total. For each sequence, there are two versions, a non-truncated
8
 one and a truncated
9
 one, 
i.e., without the non-conserved regions.  
The benchmark contains a variety of sequences with different characteristics. The alignments are 
organized into reference sets, each of which has different features. The summary of the references is 
provided in Table 7.1.  
Table 7.1 Description of Reference Sets in BAliBASE 
Reference set Features 
RV11 Equidistant, less conserved sequences (< 20% identity) 
RV12 Equidistant, more conserved sequences (20% to 40% identity) 
RV20 Families aligned with one or more highly divergent “orphan” sequences 
RV30 Divergent subfamilies 
RV40 Sequences with large N/C-terminal
10
 extensions 
RV50 Sequences with large internal insertions
11
 
                                                     
8
 Notated with BB in BAliBASE 
9
 Notated with BBS in BAliBASE 
10
 N/C-terminal: a protein or polypeptide terminated by an amino acid with a free amine group ( NH2) and a free 
carboxyl group ( COOH), respectively 
11
 These sequences contain transposable element(s), which are sequences that can change their positions within the 
genome, sometimes creating mutations and altering the size of the genome.  
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The errors were evaluated with the sum-of-pairs (SP) and the true column (TC) scores that are provided 
by the benchmark. The definitions are as follows: 
   
                                 
                                             
  
   
                           
                               
  
Both are standard measures of computing alignment accuracy. If we define the error as 1-accuracy, the 
error rates of the alignment without any faults should be factored out, as we are only interested in the 
change in the alignment accuracy due to injected faults. Hence, the error rates are calculated as follows: 
                         and                        , where SP0 and TC0 
are the respective values when no faults are injected. 
7.3.3 Fault Scenario 
All sets of sequences were injected substitution fault at 0.001, 0.002, 0.003, and 0.005. (RV40 did not 
have truncated sequence sets in the benchmark.) Injection was done per group of sequences to be aligned 
by the MSA.  
The sequences provided in the BAliBASE were aligned with ProbCons. Recent comparative studies place 
ProbCons as the most accurate aligner in the majority of benchmarks tested with [35] [37]. Hence, the 
choice of ProbCons seemed most appropriate. Note that the purpose of this study is not to assess a 
particular alignment program, but to present the framework of fault injection in MSA and to discuss the 
impact of sequencing errors on MSA. While testing multiple sequence algorithms on all benchmarks may 
add data to our knowledge, such a larger-scale study would be more appropriately pursued as a stand-
alone project.  
7.4 Results and Discussion 
Based on the results, no significant amount of errors occurred due to the faults injected (see Figures 7.1 to 
4). The fault rate did not correlate with the error rate.  
35 
 
Among different reference sets, the set with less conserved sequences had the lower TC error rates in both 
truncated and non-truncated cases. The difference among other sets was less significant (see Figures 7.1-
7.4). In these figures, RV40 does not contain sets of truncated sequences. Therefore, the SP and TC error 
values are missing in truncated sequences.  
 
Figure 7.1 SP Errors in Non-Truncated Sequences. 
 
Figure 7.2 SP Errors in Truncated Sequences. 
 
Figure 7.3 TC Errors in Non-Truncated Sequences. 
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Figure 7.4 TC Errors in Truncated Sequences. 
The error rates in terms of the SP scores, rSP remained low in most cases in the experiment, but the TC 
scores changed more significantly. There was no significant difference in errors between truncated and 
non-truncated sequences (see Table 7.2).   
Table 7.2 Average SP and TC errors 
 BB BBS 
SP 0.004 0.003 
TC 0.021 0.025 
In 24-40% of the fault injection cases, the error decreased given the faults, i.e., the fault-injected 
sequences were aligned more similarly to the sequence alignment in the benchmark, but the improvement 
tends to be a small value (<0.01). There was no statistically significant correlation between the fault rate 
and the rate at which such cases occur (Figure 7.5). 
Table 7.3 Average Rates of Cases with Decreased Errors 
 BB BBS 
SP 0.33 0.40 
TC 0.24 0.30 
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Figure 7.5 Rates of Cases with Decreased Errors by Fault Rate. 
The results implicate that sequencing errors are not likely to affect multiple sequence alignment in a 
predictable manner. Also, in terms of the SP scores, sequencing errors hardly affected MSA. The TC 
scores varied but not with an observable pattern. The benchmark was manually refined after the 
alignments based on 3D structural superpositions. Hence, it is implausible that a global optimal alignment 
based on a set of well-defined steps of algorithm can return consistent results in response to faults in the 
sequences against the benchmark.  
7.5 Conclusion 
I applied fault injection in order to investigate how sequencing errors may affect multiple sequence 
alignment. Use of a published benchmark for MSA, BAliBASE, and fault injection directly into protein 
sequences were introduced through this experiment.  
 The results from applying fault injection in MSA with the BAliBASE were dissimilar from what was 
observed in BLAST; there was no correlation between the errors in the sequences and the errors in the 
alignment. While the errors in the sequences affected the MSA of less-conserved sequences the least, 
other sets of sequences with different characteristics did not show noticeable difference in their 
susceptibility to sequencing errors. It is interesting to note that the alignment improved, however slightly, 
in 22% to 40% of the cases subject to errors.  
The results of this experiment were largely not systematic, implying that multiple sequence alignment 
algorithms may require more fundamental revision. There are many regions in the alignment that are 
more ambiguous than others. Optimal global alignment may sometimes be in conflict with local 
alignment. While resorting to one formula for an objective function seems like an appropriate approach, 
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the reality of alignment that is close to biological truth may not be as simple. Online learning that requires 
interaction with biologists to align especially ambiguous regions of the alignment may be one solution.  
Future work includes repeating the experiments with other multiple sequence alignment applications and 
using different benchmarks.   
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APPENDIX A  DATA GROWTH IN GENOMICS
12
 
The amount of genomics data has been doubling every 18 months consistently for the last decades, and 
sequencing throughput has been improving at a rate of about five-fold per year.  
However, the questions of whether this rate will plateau, continue, or increase even further and how much 
data we will have in the next decade still remain. These are important problems to address because 
personalized medicine enabled by the decreasing cost of sequencing will not only increase the amount of 
data but also pose new problems of data distribution, security, and ethics.  
The growth of genomics data will be most significant in human genomics data because of the increasing 
world population, the decreasing cost of sequencing, and its versatile use in pharmacogenetics, cancer 
treatment, etc. If we optimistically project that 75% of the population in developed nations and 25% in 
less-developed regions (comparable to the current distribution of internet users) will have their genome 
sequenced by 2025, it would be necessary to store 2.63 billion genomes.  
It is possible to store some sequences as efficiently as 0.02 bit/bp. While this compression-ratio estimate 
does not take into account structural variants, the potential advances in compression may be capable of 
such high compression in the future. Given this estimate, we project the total storage space for 2.63 
billion human genomes using reference-based compression will be about 18 PB. 
Humans accounted for 16% of the SRA database, and we expect this percentage to increase with the push 
for individualized medicine. We speculate that taxa with fewer genomes sequenced will likely have 
poorer compression ratios and assume humans will account for 20% of all sequenced genomes. In that 
case, the total size of the genomes of all sequenced species will be 219 PB before adding redundancy to 
the data. All these estimates are based on storing character-based sequence information. The space 
requirements for raw data will be much greater. 
The high growth estimate is based on extrapolating from the rate of growth of the Sequence Read Archive 
(SRA). If SRA continues to grow by an order of magnitude every two years as it does currently, by 2025 
the SRA would contain over 2.53 EB of sequence reads. 
                                                     
12
 Zachary Stephens contributed to this appendix. 
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What complicates the problem of data deluge in genomics is not only the sheer amount of data, but also 
and more importantly the processing of the vast amount of data. Most common data processing and 
analyses in genomics are data-intensive, and an increasing number of data-intensive problems is being 
solved with cloud computing. Many computing frameworks are being developed to accommodate 
different computation patterns.  
Major technology firms such as Google and Amazon.com are able to sustain the processing of a large 
amount of data because their applications are built to fit the frameworks of distributed computing, i.e., a 
problem can be divided into sub-problems that can be solved simultaneously, increasing the speed at 
which the solution is reached. Such movement in bioinformatics is not yet prominent, but is gaining 
momentum. Many of the problems will have to trade exactness of the solution with computation 
efficiency, but heuristics are well accepted in many of applications in bioinformatics, e.g., BLAST uses 
heuristics to accelerate the Smith-Waterman algorithm.  
Compared to the vast amount of data on the web, the amount of data in genomics may not seem 
overwhelming. But without good compression methods and scalable algorithms, genomics may have to 
resort to supercomputing and increase the cost of the benefits that come with cheap sequences.  
Another difficulty with the data deluge in genomics is distribution. The analyses required for analyzing 
YouTube can be done centrally in one of the Google's datacenters, and processing of data in particle 
physics can be centralized in one place. The challenge in genomics is that processing will have to be 
spread out and ad-hoc based on the patient's need and location. While the amount of data may be small in 
terms of the cost of storage, the distribution is limited by the network bandwidth. A commodity computer 
may have terabits of storage, but gigabits of bandwidth is considered cutting edge. Gigabytes of a human 
genome’   ata  till impo e a  ignifi ant loa  on t e netwo k. Clo    omp ting  olve       p o lem   y 
moving computation to data. In the model of cloud computing, users access compute resources from a 
vendor over the Internet. Instead of the user having to download the data onto the local machine and run 
an analysis application on the data, the application will be run on the remote machine that already has 
data on itself or nearby. If the user desires, she can download the output of the application, which is likely 
to be much smaller than the raw input, thus significantly reducing the distribution overhead. But the lack 
of bioinformatics applications tailored for the cloud computing paradigm and concerns over the security 
of data may impede the adoption of cloud computing. In making software and infrastructure decisions for 
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bioinformatics workflows, data security and confidentiality are absolutely required for clinical 
applications. 
The data deluge of genomics will be a new challenge to the field, but an abundance of applicable 
solutions already exists in other fields, such as efficient data centers of Google, Facebook, etc., and 
distributed storage and cloud computing utilized in other scientific and commercial applications. But the 
transition to the new paradigm in bioinformatics should happen now, when the data deluge has not yet hit 
the field severely, so that advances in genomics and personalized medicine can advance along with the 
advances in sequencing technology.  
 
