INTRODUCTION
The basic idea of fictitious domain (domain embedding) methods is to extend a partial difïerential équation given in a complex shaped domain to a larger but simpler domain such as a rectangle or a parallelepiped. Also, the capacitance matrix methods have the same idea, but slightly different implementation; see, for example, [38] and références therein. The solution of the discretized and extended partial differential équation is obtained very efficiently using the preconditioned itérative methods. The preconditioning step can be realized using the fast direct methods [42] . The extension of the original problem is made such that the solution is obtained as a restriction. This can be accomplished in several ways. The following functional analytic fictitious domain methods have been studied mostly by the French school led by Glowinski: In the optimal control approach [2, 27] , the problem is formulated as a distributed optimal control problem. Another possibility is to add some constraints to the extended problem. This can be done using boundary Lagrange multipliers [18, 19, 44] or using distributed Lagrange multipliers [16, 17, 27, 44] .
Opposite to the functional analytic approaches, in the algebraic fictitious domain methods the problem is extended so that the solution of the original problem is obtained directly as a restriction of the extended problem without any additional constraints. In this case, the formulation is typically done at the matrix le vel. See, for example, [1, 4, 6, 34, 39] . With the algebraic approach a lot of attention is given to the efficient solution of the arising linear problem. It is well known [1] that for second order elliptic Neumann boundary value problems, the trivial extension by zero and the use of the same operator, which is extended to the whole domain, as preconditioner is optimal with respect to the condition number. We will use this approach for Neumann boundary value problems.
It is more dimcult to construct an optimal extension and preconditioner for Dirichlet boundary values problems. Hère, we have chosen to use the mixed formulation in which the problem is formulated as a Neumann boundary value problem with boundary Lagrange multipliers; see [3, 8] . For the saddle-point problem obtained in this way, Kuznetsov introduced a block diagonal fictitious domain preconditioner which is optimal for the zero extended Neumann problem with respect to the condition number [31, 39] . For domain décomposition methods a similar approach has been considered in [30, 32] . Another possibility would be to use distributed Lagrange multipliers, especially the approach considered in [17] which is well suited also for three-dimensional problems and mixed boundary value problems.
It is advantageous to use the fictitious domain methods with a fixed mesh especially when solving the state équation in shape optimization problems as well as in other moving boundary problems. The computation of the stiffness matrices and load vectors for different designs is usually very simple unlike in many of the other approaches and the solution procedure is often efficient even though the domain is changing. However, there are some drawbacks when the mesh is kept fully rectangular during the optimization. It may lead to nonsmooth objective functions, locking effect s and low approximation accuracy; see, for example, the review paper [22] by Haslinger. In the shape optimization problems considered in [18, 25, 29] , the fictitious domain method enforces the Dirichlet boundary value in the state équation using Lagrange multipliers on the boundary. In [13, 21, 23, 24] , a distributed control is introduced to the right-hand side and the Dirichlet boundary value is added to the objective fonction as a penalty. In [12] , the Neumann boundary condition is formulated as a constraint using Lagrange multipliers on the boundary. In [16, 44] , the use of distributed Lagrange multipliers is considered.
Unlike usually, we will use meshes which are fitted to the boundaries and they are moving during the optimization. Hence, the considered method is a combination of the boundary variation technique and the fictitious domain method. Some of the advantages of the fixed mesh fictitious domain approach are lost due to this, namely, the mesh génération is a bit more complicated and the discrete state équation must be formed in each itération. The important aspect is that the state and adjoint state équations can be very efficiently solved although the mesh is moving. Also, by choosing this approach, we get rid of the typical problems with the fixed meshes such as nonsmooth objective functions, locking effects and low approximation accuracy. The moving intjbh approach was used in [43] for solving shape optimization problems with subsonic full potential flows.
The rest of this paper is arranged as follows: First, the shape optimization problems for Dirichlet and Neumann boundary value problems are formulated. Next, the parametrization of shape, the mesh génération and the finite element discretization of the state équation are considered. Then, the sensitivity analysis with the adjoint state technique is introduced and efficient solution procedures for the arising linear Systems are constructed. In the last section, the numerical experiments demonstrate the efficiency and the robustness of the proposed methods. 
FORMULATION OF THE SHAPE OPTIMIZATION PROBLEMS
or in weak form
where ƒ G £2(^)5 g € ^(ôfî), and c > 0 is a constant. In the case c = 0, we assume for the existence of solution the compatibility condition
For any Çt E O, the state équation in the case of a Dirichlet boundary value problem reads:
where again ƒ G £2(0) an d c > 0 is a constant. Let us assume that O is equipped with an appropriate topology. Let J : O x Jf 1 (f2 ou t) -^Ibea continuous cost functionaL Then, the optimal shape design problem reads
with u being the solution of (3) or (6) depending on the type of the state équation. According to Haslinger, Neittaanmàki [26] , Pironneau [37] and Sokolowski, Zolesio [41] , the following theorem holds.
Theorem 2.1. The optimal shape design problem (7) has a solution.
DlSCRETIZATION AND SENSITIVITY ANALYSIS

Parametrization of the shape
In order to solve the shape optimization problem (7) numerically, the boundary of the domain Q must be parametrized using a finite number of design parameters. Let the vector of design parameters a = (ai, 0:2, •.., a m ) T 
E M
171 define the boundary curve. One possible way to perform this is to use the B-spline curves or the Bézier curves; see [7] , for example. Then, the design parameters (or variables) are the nodal coordinates of the key points defining the Bézier or B-spline curves. Since the design parameters in o: define uniquely the domain Çl a , in the following, the cost functional is assumed to be of the form X(a, u) instead of J(Q a ,u).
An arbitrary domain Q must have given geometrical properties in order to be acceptable, that is, it must belong to the set ö. Correspondingly, an acceptable design parameter vector a must belong in set of the admissible designs [/ad C M m , which is assumed to be compact and convex. 
Discretization of state équation
In the discretization of the variational problem (3), the standard piecewise linear finite éléments are used resulting in a linear System of équations = f a .
(8)
Therefore, we must have an algorithm which can triangulate an arbitrary domain Q, in O. In the following, we assume that the characteristic mesh step size h is fixed and, for simplicity, we omit it from our notations. Let us dénote the triangulation for the domain Q by Ta = {rjfyk^i,... } M, where r^ is the fcth triangle in the triangulation Tçi. The topological changes in the triangulation during the numerical solution of a shape optimization problem would cause some problems such as the discontinuities in the cost functional of the discretized problem. In order to avoid these dimculties, we shall keep a fixed topology of thc triangulation during the solution.
Let Qo be a domain in <D, for example, the initial guess for the optimal domain. Let II be a rectangle such that fi out C n and II is independent of h. Moreover, let there be a rectangular grid covering for II. The triangulation Tu is constructed by dividing each cell of this grid into two triangles. This is performed in such a way that a polygonal approximation = U (9) T€T P cTn for fio is obtained. In (9), Tp is the triangulation for the polygon P. In Figure 1 (a), an example of a triangulation T P is shown for a circle.
Let ipQ : P -> Ù be a homeomorphism, that is, a one-to-one mapping between P and Ù such that both IJJQ and its inverse are continuous. Furthermore, let Vn,r • T -*• M 2 be the linear approximation of Vn in the triangle r € Tp which coincides with ipn in ail vertices of r. Now, the triangulation for the domain Q is given by TQ = {^£2,T(T)}T€T P -These mappings can be constructed, for example, using an explicit formula, the Laplacian smoothing [14] or combining either of these with a local fitting procedure as in [4, 5] . An example of a triangulation TQ for a circle obtained using the function ipn constructed in Section 5.1 is shown in Figure 1 (b) .
For the regularity of the triangulation obtained in this way, we have the following conditions:
Assumption 3.1. Let the Jacobian of I/)Q IT be denoted by DipQ^r. There exists a constant c\ independent of the mesh step size h and the domain Q G Ö such that maxCond where Cond[*] is the spectral condition number. Furthermore, it is assumed that the resulting mesh on the boundary dft is quasiuniform, that is, the ratio between the lengths o f the long est side and the short est side o f triangle on 9Q is bounded from above by a constant c<z which is independent of h and Q.
For a typical triangulation constructed in this way, the distance between the boundary 9Q and its approximation using the triangulation Ta is O(h 2 ) if 90 in C 2 .
Sensitivity analysis
The discretized shape optimization problem reads now min J{ot\ (10) where J{ot) = T(GL, u a ) with u a being the solution of (8) . The relation between the solutions of the approximate and continuous shape optimization problems has been extensively studied in [26] , for example, and it will not be addressed in this work. The shape optimization problem (10) can be seen as a constrained minimization problem in R m . Each cost functional évaluation requires the solution of the state équation which can be a computationally very laborious task. Thus, efficient optimization methods are preferred in order to reduce the number of évaluations of the cost functional. Usually, gradient-based optimization methods are used. For these methods, the cost functional must be smooth enough. For example, the sequential quadratic programming (SQP) algorithm [15] requires that the cost functional is at least twice-continuously differentiable.
In order to obtain the gradient of the cost functional with respect to the design parameters, we perform the sensitivity analysis for an arbitrary design parameter a ki 1 < k < m using the w,ell-known adjoint équation technique, see, for example, [26] , First, we differentiate the state équation (8) with respect to a k and obtain
Next, let q be the solution of the adjoint équation
where the right-hand side is the gradient with respect to the state u. Now, the partial derivative is given by Therefore, we must know how to compute the partial derivatives ^7-(a, w), ^7-, J~~ for ail k and the gradient V u X(a, u) in order to be able to compute the gradient of J with respect to the design. All these can be obtained in the standard manner; see, for example, [10, 26, 33, 37, 41] . The adjoint state équation (12) can be solved in the same way as the state équation.
A MOVING MESH FICTITIOUS DOMAIN METHOD FOR ELLIPTIC BOUNDARY VALUE PROBLEMS
Neumann boundary conditions
For the discretization of the variational form (3), we construct continuous piecewise linear finite element subspaces Vh and Vn approximating i/ 1 (O) and HQ(U) using triangulations TQ and 7n, respectively. By using the Courant basis functions for Vh, we obtain for (3) the System of linear équations
The system (14) is solved using an itérative scheme
which is accelerated with the CG method. Hère, D is an asymptotically optimal preconditioner for any SlGÖ. Let us now consider the construction of the preconditioning matrix D. By substituting the Courant basis functions for Vn into the bilinear form
Ju we obtain a matrix having the block form
Bu
Bi 2 \ B 21 B 22 )> where the subscripts 1 and 2 correspond to the nodes in the polygon P and the nodes outside P, respectively. Now, the preconditioning matrix D is the Schur complement matrix
Remark 4.1. For simplicity, we have chosen to use the Sobolev space HQ (II), which corresponds to a Dirichlet boundary value problem, in the construction of the preconditioner D. Another possibility is to use the space H 1 (IL) corresponding to a Neumann or a Robin boundary value problem. This choice should yield a slightly better preconditioner in terms of the condition number considered in Theorem 4.1; see [6] , for example. In any case, we must have Ker D C Ker A a .
The multiplication of a vector by JD" 1 can be performed emciently in the following way: The vector is extended with zero values in the nodes outside Û. Then, the System of linear équations is solved with the matrix in (17) and the extended right-hand side. Since the triangulation TQ is based on a rectangular grid, the matrix in (17) is separable, that is, after suitable permutation it can be expressed in a tensor product form. Therefore, the solution with this matrix can be performed with a fast direct solver, for example, the cyclic réduction method [40, 42] . This requires O(N log N) floating point opérations, where N is the dimension of the matrix B. Finally, the resuit of the multiplication by D~l is the restriction of the solution of the extended problem to the nodes in Ù.
The next theorem guarantees that the condition number of the preconditioned System behaves well. Proof. From Assumption 3.1 and the results in [6] , it follows that there exists a constant c 3 , independent of the mesh step size h and the domain Q a G 0, such that CondD" 1^ <c 3 on the subspace (KerA^)- 1 . This implies that when the preconditioned conjugate gradient (PCG) method is used to compute the solution of (14) with a prescribed accuracy, the number of required itérations is bounded from above with a constant which is independent of h and Cl a . As one itération of the PCG method requires O(N log N) floating point opérations the resuit follows. D
Dirichlet boundary conditions
The direct discret izat ion of the variât ional form (6) for the Dirichlet boundary value problem would lead to a System of linear équations for which it is not simple to construct an optimal preconditioner with respect to the condition number. Instead in our approach considered in [31, 39] , the Dirichlet boundary conditions are enforced using boundary Lagrange multipliers; see [3, 8] . A related although different approach with boundary Lagrange multipliers is studied in [19] . For this purpose, we introducé the following bilinear forms and the following linear form: (22), (23) ; for details, see [28, 30, 31] , for example. Now, we have the following saddle-point problem: The form (23), (24) for the preconditioner block S is obtained by applying the Friedrichs' inequality and by using a well-known Schur complement preconditioner for Poisson-type problems considered, for example, in [9, 11] . The multiplication of a vector by D can be computed emciently as explained below. The multiplication by the matrix block D~x can be performed in the same way as in Section 4.1. Since we use mass lumping, M bb is a diagonal matrix and the multiplication by Af^1 is simple and inexpensive opération. The direct computation of the matrix A ïï + (c + a)h b l would be rather expensive, but the multiplication by it can be performed using the FFT requiring O (N b \ogN b ) floating point opérations. For details, see [9, 11] , for example. Remark 4.3. The quality of the preconditioner (23) détériorâtes as c + a or the diameter of Q, grows. However, it works weil under the assumptions that diameter of fi is O(l) and 0<?7<c-!-<7<2/ with r t independent of h and v is O(l) [30] .
Since the matrix C is symmetrie but indefinite, the preconditioned conjugate gradient method cannot be used. For example, the preconditioned minimal residual (PMINRES) method is suitable for this kind of problems [20, 36] .
Theorem 4.2. The discrete state problem corresponding to Dirichlet boundary conditions can be solved to a prescribed accuracy, independent of h, using O(N\ogN) floating point opérations.
Proof. From Assumption 3.1, Theorem 4.1 and the results in [28, 39] it follows that the eigenvalues of the generalized eigenvalue problem Cw = piDw belong to the set [771, 772] U [773, 774] , where the constants 771 < 772 < 0 < 773 < 774 are independent of the mesh step size h and the domain Ct a G 0. This guarantees that the number of required PMINRES itérations to reduce the norm of the residual by a prescribed factor is bounded from above with a constant which is independent of h and îî a . D
NUMERICAL EXPERIMENTS
Construction of the triangulation
Let us consider the geometrie configuration shown in Figure 2 . In order to construct triangulations, we parametrize the boundary curve d£l by using two Bézier curves with each curve having nine control points,
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X n ''in out FIGURE 2. The geometrical configuration for our shape optimization problems. The initial domain D,Q ior optimization is chosen to be the Bézier curve approximation of the circle of radius one and center at the origin. The Bézier curve approximation for the upper half of this circle is shown in Figure 3 . The rectangle II used in the construction of the triangulation for
The actual triangulation for an arbitrary domain Q C O is constructed in two steps. First, the triangulation 7h 0 is formed for the initial domain OQ using the local fitting procedure introduced in [5] . An example of this is shown in Figure 1 (b) . Also, the polygon P and the associated triangulation Tp are implicitly formed in this step. In the second step, the triangulation TQ for Q is obtained by moving the nodes of TQ Q . In this particular case, it is sufficient to move the nodes only in the y-direction. In the next paragraph, we explain how this is done in detail.
Let us consider a node (x°, y°) of the triangulation TQ 0 such that y° > 0. The case y° < 0 is treated analogously. Let the upper half of the boundary dQo be defined by the Bézier curve (£> (£, it°), b(t,v  0 ) ), where 
(t,v)y°/b(t,v°).
The mesh for the initial domain fulfills the conditions in Assumption 3.1, since the local fitting procedure used satisfies the same conditions [5] . It is not so clear does this hold for the combined mesh génération procedure. When the Bézier curves defining the boundary are of sufficiently low order and the box constraints for the design parameters are strict enough, Assumption 3.1 holds. On the other hand when the Bézier curves are of sufficiently high order and the box constraints are loose enough, the boundary can oscillate so wildly that the mesh can be broken and, thus, Assumption 3.1 is not fulfilled. However, this situation is not désirable for any shape optimization algorithm and one usually tries to set the constraints in such a way that it can be avoided. It is difficult to give explicit limit s for the degree of the Bézier curves and for the box constraints in order to Assumption 3.1 to hold. Hence, we will numerically study the validity of Assumption 3.1. In our shape optimization experiments, the numerical values for the constants C\ and c<i in Assumption 3.1 are given in Table 2 and Table 4 .
Shape optimization with a Neumann BVP
We choose the state équation to be the Neumann boundary value problem: (25) where g(x,y) = -2V4 -3x 2 and ƒ is a function having a constant value which is chosen in such a way that the condition (4) is fulfilled.
The cost functional in the shape optimization problem measures the distance between the solution of the state équation (25) and a given target function u d -The exact form of the cost functional iŝ / t "» a<LB ' (26) -
in on where the orthogonal projector P :
Meas Ü J n The purpose of the projector P in (26) is to make the value of J(a J u) insensitive to functions which belong to the kernel of the operator defined by the state équation (25) , that is, functions with a constant value. The target function in (26) is chosen to be
The value of the cost functional for the ellipse x 2 -f 4y 2 = 1 is zero and it is also an admissible design. Thus, the ellipse is a solution to this shape optimization problem.
In the forming of the system of linear équations (14), we are using mass lumping, that is, the numerical intégrations are performed using the "trapezoid" quadrature rule. Then, for example, the right-hand side is given by where the vectors ƒ" and g n contain the nodal values of f(x, y) in Q and g(x, y) on dfl, respectively. Furthermore, M is the mass matrix and Mb is the matrix obtained by discretizing the bilinear form mb(X,v) in (19) . The matrix P in (27) is the orthogonal projection onto the subspace Im A and it is given by
where N is the size of the problem. The discrete cost functional is
The optimization is performed using the E04UCF subroutine in the NAG library [35] which is an implementation of the SQP algorithm. In the itérative solution of the state and adjoint state équations, the initial guess for the solution is the zero vector and the stopping criterion is 11^11^-1 < 10~1 3 [|ro|[r)-i-The vectors r 0 and Vk are the residuals computed from the initial guess and the approximation of the solution aft er k itérations, respectively.
In Figure 4 , the target ellipse is shown when n = 33. If the mesh for the final design were plotted also int o Figure 4 , they would be less that one line width apart. We have collected the results from the optimization runs in Table 1 . This table contains the following information: n is the number of nodes in both x-and y-direction in the rectangular mesh for II. The number of nodes in Q is "nodes". The number of SQP itérations and cost functional évaluations are "iter" and "eval", respectively. The final cost function value obtained in the optimization is "cost". The Euclidean distance between the vectors containing the design variables for the final design and the target design is "dist". The CPU seconds required to perform the optimization run on HP 9000/C160 workstation is given by "time". Table 2 contains information about the linear problems and their solution during the optimization. This table contains the following information: n is the number of nodes in x-and y-direction in the mesh for II. We have considered separately the solution of the state équation with the initial design, all solutions of the state équation and the adjoint state équations and the solution of the state équation with the final design. In "which" field, these are denoted by "first", "all" and "last", respectively. The upper bound for the condition numbers in Assumption 3.1 is c\ and the upper bound for the ratios of the mesh step sizes on dCt is c 2 . The smallest nonzero eigenvalue and the largest eigenvalue of D =1 A a are given by 773 and 774, respectively. The condition number in Theorem 4.1 is the ratio of these two values. The number of PCG itérations is "iter" and, in the case of ail solutions, it gives the average number of itérations.
Shape optimization with a Dirichlet BVP
In this test example, the state équation is the Dirichlet boundary value problem:
where f(x,y) = 10. In this shape optimization problem, the cost functional is where the target function is Ud(x, y) = l -x 2 -4y 2 . Again, the ellipse x 2 + 4y 2 = 1 is a solution to this shape optimization problem.
This problem is discretized in the same way as the Neumann boundary value problem. In this case, the initial guess in the itérative solution of the state and adjoint state équations is the right-hand side vector multiplied by D . The stopping criterion for the itération is the same one. The constant a appearing in (19) and (23) has the value one. The approximate mesh step size on ÖQ denoted by hi in (23) has been chosen to be 1/Nŵ here Nt, is the number of nodes on dQ,. Table 3 contains the same information as Table 1 , but for the Dirichlet boundary value problem. Also, Table 4 is rather similar to Table 2 . The eigenvalue bounds in Theorem 4.2 are given by 771, 772, 773 and 774 in Table 4 . Now, "iter" is the number of PMINRES itérations. The SQP itération histories are shown in Figure 5 . 5 . The SQP itération histories for the shape optimization with the Dirichlet boundary value problem.
