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Abstract
We focus on the non-linear Schro¨dinger model and we extend the notion of space-time dual-
ities in the presence of integrable time-like boundary conditions. We identify the associated
time-like “conserved” quantities and Lax pairs as well as the corresponding boundary con-
ditions. In particular, we derive the generating function of the space components of the Lax
pairs in the case of time-like boundaries defined by solutions of the reflection equation. An-
alytical conditions on the boundary Lax pair lead to the time like-boundary conditions. The
time-like dressing is also performed for the first time, as an effective means to produce the
space components of the Lax pair of the associated hierarchy. This is particularly relevant
in the absence of a classical r-matrix, or when considering complicated underlying algebraic
structures. The associated time Riccati equations and hence the time-like conserved quan-
tities are also derived. We use as the main paradigm for this purpose the matrix NLS-type
hierarchy.
1 Introduction
The non-linear Schro¨dinger (NLS) model is one of the most well studied integrable models at the
classical and quantum level (see e.g [1]–[9]). A considerable amount of work is devoted to the
study of the model from the algebraic/Hamiltonian standpoint [10] in the case of periodic as well
as generic integrable boundary conditions [11, 8]. By means of the algebraic formulation one can
systematically construct the infinite tower of conserved quantities as well as the hierarchy of Lax
pairs via the generating function of the time components of the Lax pairs based on the existence
of a classical r-matrix [12]. The universal formula that provides the generating function of the
time components of the Lax pairs was also derived in the case of generic integrable boundary
conditions in [13, 14].
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Thus far only space-like integrable boundary conditions have been considered, whereas the
issue of time-like boundaries has not been systematically addressed. We focus here on the
NLS model and we generalize the idea of space-time dualities studied in [15, 16] in the case of
generic time-like integrable boundary conditions. To achieve this we implement the Hamiltonian
description based on the existence of the classical r-matrix, providing the underlying Poisson
structure. As argued in [16] the time-like Poisson structure gives rise to an ultra-local Poisson
algebra for the t component of the Lax pair, with the same classical r-matrix as the ultra-local
Poisson algebra satisfied by the x component with respect to the usual Poisson bracket. We first
briefly review the results found in [16] for integrable dual periodic systems by introducing time-
like Poisson algebras. We then move on to the case of generic integrable boundary conditions,
and based on the fundamental algebraic relations (t-Poisson) we extend the idea of Sklyanin’s
modified monodromy [11] along the time axis. We produce novel results regarding time-like
integrable boundary conditions via the derivation of the respective “conserved” quantities and
the x-part of the Lax pairs in the presence of general open boundaries.
We also derive for the first time the time like dressing process and we produce the hierarchy
of conserved quantities as well as the space components of the Lax pairs of the matrix AKNS
(NLS-type) hierarchy. In this frame we also identify the time Riccati equation associated to the
generic time-like dressing transform, which is equivalent to the Riccati equation for the solution
of the time part of the auxiliary linear problem. The relevant time-like conserved quantities are
also derived.
2 Time-like integrable boundary conditions
We focus on the study of space-time dualities and more precisely on the implementation of
time-like integrable boundary conditions, extending the results of [16]. Various studies address
the issue of integrable boundary conditions for the NLS model and its generalizations, but in
the majority of these investigations space-like boundary conditions are considered. Here we are
going to reverse the picture and consider time-like boundary conditions exploiting recent results
on the time-space duality in the NLS case. In [15, 16] the concept of “dual” integrable 1+1
dimensional models was introduced, specifically in reference to the NLS model. We focus our
attention here on the time-like version of the NLS hierarchy and extend the description of [16]
in the presence of integrable time-like boundary conditions.
Let us first recall the space-like description. The starting point is the U -operator of the
Lax pair
(
U, V
)
consisting of generic c-number d × d matrices (see e.g. [10]). The Lax pair
matrices depend in general on some fields and a spectral parameter, and obey the auxiliary
linear problem:
∂xΨ(λ, x, t) = U(λ, x, t)Ψ(x, t),
∂tΨ(λ, x, t) = V (λ, x, t)Ψ(λ, x, t). (2.1)
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For the NLS-type system in particular the U, V matrices are given as
U(λ, x, t) =
(
λ
2 uˆ
u −λ2
)
, V (λ, x, t) =
(
λ2
2 − uuˆ λuˆ+ ∂xuˆ
λu− ∂xu −
λ2
2 + uuˆ
)
, (2.2)
where the fields u, uˆ depend on x, t.
Assume that the U -operator satisfies the linear Poisson structure{
U1(x, λ), U2(y, µ)
}
S
=
[
r12(λ− µ), U1(x, λ) + U2(y, µ)
]
δ(x− y), (2.3)
where the r-matrix is a solution of the classical Yang-Baxter equation [12], and the subscript S
denotes space-like Poisson structure. Equation (2.3) acts on V ⊗ V, where V is in general a d
dimensional space, and the indices 1, 2 in (2.3) denote the first and second space respectively.
In general, for any d× d matrix A the quantities A1, A2 are defined as A1 = A⊗ I, A2 = I⊗A
i.e. A1 acts non-trivially on the first space, whereas A2 acts on the second one, with I the d× d
identity matrix. The r-matrix acts on both spaces, and for the particular example we are going
to examine here, r is the Yangian solution [17],
r12(λ) =
1
λ
d∑
i,j=1
eij ⊗ eji, (2.4)
where eij are d× d matrices with elements (eij)kl = δikδjl. The quantity
∑
i,j eij ⊗ eji is the so
called permutation operator. Then recalling (2.2), (2.3) and (2.4) we conclude that{
u(x), uˆ(y)
}
S
= δ(x− y). (2.5)
It is worth noting that in the space-like formulation the U -matrix (2.2) is the starting point and
the conserved quantities as well as the hierarchy of V -operators emerge from it [12, 8]. In the
time-like approach on the other hand the starting point is some V -operator, and from this the
time-like conserved quantities as well as the U -hierarchy are derived [16].
The key object in this setting is the space monodromy, a solution of the first of the equations
(2.1),
TS(a, b, λ) = P exp
(∫ a
b
U(x, λ)dx
)
, a > b,
which satisfies a quadratic algebra, and guarantees space Poisson commutativity and thus inte-
grability: {
trTS(λ), trTS(µ)
}
S
= 0. (2.6)
In [15, 16] the picture was reversed, that is, it was assumed that V , as well as U , satisfies a
linear algebra (see also [18] on further emphasis on the algebraic/r-matrix description). Indeed,
it was noticed in [16] that the time-like Poisson bracket could be constructed from an equivalent
linear algebraic expression regarding the time component of the Lax pair:{
V1(t1, λ), V2(t2, µ)
}
T
=
[
r12(λ− µ), V1(t1, λ) + V2(t2, µ)
]
δ(t1 − t2), (2.7)
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where r is the same classical r-matrix as in (2.3), and the subscript T denotes the time-like
Poisson structure. Then the time monodromy T , a solution to the time part of (2.1) is
TT (a, b, λ) = P exp
(∫ a
b
V (t, λ)dt
)
, a > b (2.8)
and satisfies the quadratic algebra{
TT1(λ), TT2(µ)
}
T
=
[
r12(λ− µ), TT1(λ)TT2(µ)
]
. (2.9)
Consequently one obtains commuting operators, with respect to the time-like Poisson structure{
trTT (λ), trTT (µ)
}
T
= 0. (2.10)
Inspired by the form of the V -operator for the NLS model we express our starting operator
V in the following form (d = 2):
V (λ) =
(
λ2
2 − uuˆ λuˆ+ pi
λu− pˆi −λ
2
2 + uuˆ
)
. (2.11)
We require V to satisfy the time-like Poisson structure (2.7) and we then produce the time-like
algebra for the fields, which reads as (we only write below the non zero commutators, see also
[16]): {
u(t), pi(t′)
}
T
=
{
uˆ(t), pˆi(t′)
}
T
= δ(t − t′). (2.12)
Henceforth, we focus only on time-like Poisson structures thus we drop the subscript T whenever
this applies.
2.1 Periodic Boundary Conditions
We start by briefly deriving the results found in [16] for dual systems with periodic boundary
conditions, in the language of Lax pairs. The starting point for this construction is the auxiliary
linear problem, (2.1), and the algebraic relation (2.7). Here we exclusively discuss time-like
boundary conditions, however note that space-like boundaries have been discussed from the
Hamiltonian point of view in [11, 8].
The key object in our analysis is the time monodromy matrix (2.8), which can be decomposed
as
T (t, t′;λ) =
(
1 +W(t;λ)
)
eZ(t,t
′;λ)
(
1 +W(t′;λ)
)−1
, t > t′, (2.13)
where W is anti-diagonal and Z is purely diagonal. Then one obtains the typical Riccati equation
for W
∂tW+
[
W, VD
]
+WVAW − VA = 0, (2.14)
∂tZ = VD + VAW, (2.15)
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where VD, VA are the diagonal and anti-diagonal parts of the operator V . Solutions of the pair
of equations above are given in the Appendix for the first several members of the λ expansion,
i.e. after considering: W =
∑
n
W(n)
λn
, Z =
∑
n
Z(n)
λn
. It is worth writing the Riccati equations for
the element of the matrix W
∂tW21 = λu− pˆi + (2uuˆ− λ
2)W21 − (pi + λuˆ)W
2
21 (2.16)
∂tW12 = λuˆ+ pi + (−2uuˆ+ λ
2)W12 + (pˆi − λu)W
2
12. (2.17)
Taking the trace and logarithm of the time-like monodromy, we find the generator for an
infinite tower of conserved1 quantities associated to the system:
G(λ) = ln
(
tr
(
T (τ,−τ, λ)
))
.
Taking into consideration the decomposition of T in (2.13) as well as the fact that the leading
contribution in eZ comes from the eZ11 term as λ → ∞ (see the expression for Z(−2) in the
Appendix), then we conclude that G(λ) = Z11(λ), having also assumed vanishing or periodic
boundary conditions at ±τ .
As in the space-like description we may derive the generating function that provides the
hierarchy of U -operators associated to each one of the time-like Hamiltonians. Indeed, taking
into consideration the zero curvature condition as well the time-like Poisson structure satisfied
by V one can show that the generating function of the U -components of the Lax pairs is given
by (see also [16])
U2(t, λ, µ) = t
−1(λ)tr1
(
T1(τ, t, λ)r12(λ− µ)T1(t,−τ, λ)
)
, (2.18)
where t(λ) = tr
(
T (λ)
)
. In the case where the r-matrix is the Yangian (2.4), and after taking
into consideration the decomposition (2.13) the latter expression becomes
U(t, λ, µ) =
t
−1(λ)
λ− µ
T (t,−τ, λ) T (τ, t, λ)
=
1
λ− µ
(
1 +W(t, λ)
)
D
(
1 +W(t, λ)
)−1
, (2.19)
where D = diag(1, 0).
Now using the expression for the generating function G(λ) = Z11(λ) and the findings pre-
sented in the Appendix we identify the first couple of integrals of motion for the time-like
hierarchy, in analogy to the space-like case (see e.g. [10]). Consequently, we make note here of
1Conserved with respect to time variations for the space-monodromy matrix, and “conserved” with respect to
spatial variations for the monodromy matrix built using V .
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the first few integrals of motion (see also [16]):
H(1) =
∫ τ
−τ
(
upi − pˆiuˆ
)
dt,
H(2) =
∫ τ
−τ
(
(uuˆ)2 − utuˆ− pˆipi
)
dt,
H(3) =
∫ τ
−τ
(
pˆituˆ− utpi
)
dt,
H(4) =
∫ τ
−τ
(
uttuˆ+ pˆitpˆi − uuˆ(2utuˆ+ uuˆt − pˆi
2uˆ2 − u2pi2 + 2pˆipiuuˆ)
)
dt,
(2.20)
where we use the shorthand notation: Ft = ∂tF, Ftt = ∂
2
t F , and so on. It is also worth noting
that this description is in analogy to the relativistic case e.g. sine-Gordon model [10], where the
Hamiltonian is expressed in terms of the sine-Gordon field φ and its conjugate pi, where pi is in
turn expressed as a time derivative of the field via the corresponding equations of motion.
In addition to the derivation of the time-like charges in involution above we can also compute
the corresponding U -operators of the time-like hierarchy via the expansion in powers of 1
λ
of
(2.19). The pair (U (k), V ) gives rise to the same equations of motion as Hamilton’s equations
with the Hamiltonian H(k) associated to the xk flow. We provide below the first few members
of the series expansion of U corresponding to the charges (2.20)
U (1) =
(
1 0
0 0
)
,
U (2) =
(
λ uˆ
u 0
)
,
U (3) =
(
λ2 − uuˆ λuˆ+ pi
λu− pˆi uuˆ
)
,
U (4) =
(
λ3 − λuuˆ+ pˆiuˆ− upi λ2uˆ+ λpi + uˆt
λ2u− λpˆi − ut λuuˆ− pˆiuˆ+ upi
)
.
(2.21)
Having identified both the charges in involution as well as the various U -operators, let us focus
on the second member of the hierarchy. In particular, let us obtain via the Hamiltonian H(2)
(and the time-like Poisson relations) and/or the Lax pair (V, U (2)) the corresponding equations
of motion. First we obtain (see also [16])
pi(x, t) = ∂xuˆ(x, t), pˆi(x, t) = ∂xu(x, t), (2.22)
and then the equations of motion read as
∂tu+ ∂
2
xu− 2uˆu
2 = 0. (2.23)
Similarly, for uˆ (but t→ −t). This concludes our brief review of the results for dual integrable
systems with periodic boundary conditions.
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2.2 Open Boundary Conditions
We come now to the more interesting scenario where integrable boundary conditions are imple-
mented along the time axis. Space-like boundary conditions for NLS and its generalizations have
been investigated (see e.g [11, 8]), so we only concern ourselves here with time-like boundaries.
This is indeed the first time that such conditions are systematically implemented and studied in
the context of integrable models. Based on the fundamental relations (t-Poisson) we extend the
idea of Sklyanin’s modified monodromy along the time axis. Then via the time-like reflection
algebra we are able to construct the generating function of time-like Hamiltonians as well as the
generating function of the U -operators in the presence of boundaries.
The key object in our analysis is Sklyanin’s modified monodromy matrix along the time axis,
which is given as
T (λ) = T (λ)K−(λ)Tˆ (λ), (2.24)
where T is the time-like monodromy (2.8), Tˆ (λ) = V T t(−λ)V with V = antidiag(i,−i). Let
K± be c-number solutions of the classical reflection equation [11, 19]:{
K±1 (λ), K
±
2 (µ)
}
=
[
r12(λ− µ), K
±
1 (λ)K
±
2 (µ)
]
+ K±1 (λ)r12(λ+ µ)K
±
2 (µ)−K
±
2 (µ)r12(λ+ µ)K
±
1 (λ),
(2.25)
and consequently T is also a solution of the reflection equation. Note that a c-number solution
of the reflection equation is a “non-dynamical” solution:
{
K±1 (λ), K
±
2 (µ)
}
= 0. For r being
the Yangian (2.4), the most general K±-matrices (up to some overall multiplicative factor) are
given by [20]
K±(λ) =
(
λ+ iξ± iκ±λ
iκ±λ −λ+ iξ±
)
, (2.26)
where ξ±, κ± are some arbitrary constants2.
As in the periodic case we define the generating function of the time-like Hamiltonians for
the model with open boundary conditions:
G(λ) = ln
(
t(λ)
)
, t(λ) = tr
(
K+(λ)T (λ)K−(λ)Tˆ (λ)
)
. (2.27)
Taking into account the standard decomposition of the monodromy (2.13), as well the behavior
of the Z matrix as λ→∞ we conclude
G(λ) = Z11 + Zˆ11 + ln (W+) + ln (W−) , (2.28)
2We could allow these to actually be functions of the evolution variable, i.e. “dynamical” boundary conditions.
Doing so would have no effect on our derivations (except to make the expressions bulkier by writing in the
parameter dependence), so we choose to ignore this case for now.
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where we define in general fˆ(λ) = f(−λ), and after taking into account the standard decompo-
sition of the monodromy matrix (2.13):
W
+ =
((
1 + Wˆt(τ, λ)
)
V K+(λ)
(
1 +W(τ, λ)
))
11
, (2.29)
W
− =
((
1 +W(−τ, λ)
)−1
K−(λ)V
((
1 + Wˆ(−τ, λ)
)−1)t)
11
. (2.30)
We focus here on the “dual point” for NLS, that is when both time and space-like descriptions
lead to the same integrable PDEs; this precisely corresponds to the NLS model [16]. We first
derive the boundary Hamiltonian, expressed in three distinct parts: the bulk Hamiltonian gen-
erated by (Z11+Zˆ11), and the two boundary Hamiltonians H
(2)
± , generated by ln (W±) (we have
multiplied (2.28) by 12)
H(2) =
∫ τ
−τ
(
(uuˆ)2 − utuˆ− pˆipi
)
dt+H
(2)
+ +H
(2)
− , (2.31)
where the boundary contributions evaluated at t = ±τ are given by
H
(2)
+ =
(ξ+u
κ+
−
ipˆi
κ+
+
u2
2
)∣∣∣
t=τ
, H
(2)
−
=
(ξ−uˆ
κ−
−
ipi
κ−
+
uˆ2
2
)∣∣∣
t=−τ
. (2.32)
As in the periodic case using the fact that T and Tˆ satisfy a quadratic algebra as well as
the zero curvature condition we can derive in analogy to [13] the explicit form of the generating
function of the U -operators:
U2(t, λ) = t
−1(λ)tr1
(
K+1 (λ)T1(τ, t, λ)r12(λ− µ)T1(t,−τ, λ)K
−
1 (λ)Tˆ1(τ,−τ, λ)
)
+ t−1(λ)tr1
(
K+1 (λ)T1(τ,−τ, λ)K
−
1 (λ)Tˆ1(t,−τ, λ)r12(λ+ µ)Tˆ1(τ, t, λ)
)
,
t 6= ±τ, (2.33)
and at the boundary points ±τ :
U2(τ, λ, µ) = t
−1(λ)tr1
(
K+1 (λ)r12(λ− µ)T1(τ,−τ, λ)K
−
1 (λ)Tˆ1(τ,−τ, λ)
)
+ t−1(λ)tr1
(
K+1 (λ)T1(τ,−τ, λ)K
−
1 (λ)Tˆ1(τ,−τ, λ)r12(λ+ µ)
)
(2.34)
U2(−τ, λ, µ) = t
−1(λ)tr1
(
K+1 (λ)T1(τ,−τ, λ)r12(λ− µ)K
−
1 (λ)Tˆ1(τ,−τ, λ)
)
+ t−1(λ)tr1
(
K+1 (λ)T1(τ,−τ, λ)K
−
1 (λ)r12(λ+ µ)Tˆ1(τ,−τ, λ)
)
.
(2.35)
Next, we supply the U -matrices associated to the boundary Hamiltonian H(2). From ex-
pression (2.33) we obtain the familiar bulk NLS U -operator (we have multiplied expressions
(2.33)–(2.35) by 12)
U (2) =
(
λ
2 uˆ
u −λ2
)
. (2.36)
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We now turn to the boundary U -matrices, evaluated at ±τ from expressions (2.34), (2.35):
U
(2)
+ =
(
λ
2 −
iu
κ+
iλ
κ+
+ u+ ξ
+
κ+
u −λ2 +
iu
κ+
)
, U
(2)
− =
(
λ
2 −
iuˆ
κ−
uˆ
iλ
κ−
+ uˆ+ ξ
−
κ−
−λ2 +
iuˆ
κ−
)
. (2.37)
Having at our disposal both the bulk U and boundary U±-operators we require analyticity
conditions at the boundary point following the argument for space-like boundary conditions in
[13] (see also a relevant discussion in the space picture in [21]). More precisely, let U± = U+δU±,
by requiring δU± = 0 we directly identify the boundary conditions, which in this case read as
uˆ(τ) =
ξ+
κ+
, u(τ) = 0, (2.38)
uˆ(−τ) = 0, u(−τ) =
ξ−
κ−
, (2.39)
subject to the extra constraint κ±, ξ± ≫ 1, so that the λ-dependence in the anti-diagonal terms
in (2.37) becomes negligible.
3 Time-like dressing for the matrix NLS model
It will be instructive in the frame of the space-time duality picture to describe the “time-like
dressing” procedure. The idea is the same as the usual dressing scheme, but now the input is
the form of the V -operator together with the general form of the bare operators U
(n)
0 associated
to each xn flow. Having this information at our disposal we are able, as will be transparent in
what follows, to identify the hierarchy of U -operators. This picture is admittedly more general
compared to the one described so far based on the existence of a classical r-matrix, and offers
a systematic means to produce the time-like hierarchies in the absence of an r-matrix or when
the associated algebra is too complicated to be practically exploited.
To illustrate the generality of the process we focus on the matrix NLS model, for which we
do not assume any Poisson structure. We produce the hierarchy of conserved quantities and
Lax pairs based exclusively on the auxiliary linear problem and the dressing transform, and for
now we restrict our attention to periodic or vanishing boundary conditions.
3.1 Non-commutative time Riccati equations
Before we proceed with the dressing process and the identification of the hierarchy of Lax pairs
we first derive the Riccati equations associated to the solution of the auxiliary linear problem
and for the general Darboux-dressing transform. These as expected turn out to be equivalent.
Solving the Riccati equation allows the derivation of the conserved quantities corresponding to
the integrable hierarchy of interest.
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Matrix Riccati equations & conserved quantities
Our starting point, as already mentioned, is the V -operator and the form of the bare U -
operators. For the matrix NLS model in particular the V -operator is a generalization of (2.11)
V (λ) =
(
λ2
2 IN×N − uˆu λuˆ+ pi
λu− pˆi −λ
2
2 IM×M + uuˆ
)
. (3.1)
where uˆ, pi are N ×M matrices and u, pˆi are M ×N , and the bare operators U
(n)
0 are given as
U
(n)
0 =
λn−1
2
Σ, n ∈ {1, 2, . . .}, (3.2)
where Σ = diag(IN×N , −IM×M ). Let us now focus on the time part of the auxiliary linear
problem (2.1), (2.11) expressed in the block form
∂t
(
Ψ1
Ψ2
)
=
(
λ2
2 IN×N − uˆu λuˆ+ pi
λu− pˆi −λ
2
2 IM×M + uuˆ
)(
Ψ1
Ψ2
)
. (3.3)
Let us also define Γ = Ψ2Ψ
−1
1 , then via (3.3) we conclude that Γ satisfies the following matrix
Riccati equation3
∂tΓ = λu− pˆi + (uuˆ−
λ2
2
)Γ + Γ(uˆu−
λ2
2
)− Γ(pi + λuˆ)Γ. (3.5)
Our aim is to solve the Riccati equation (3.5). To achieve this we consider the power series
expansion Γ =
∑
k
Γ(k)
λk
, and then compute the first few orders of this expansion:
Γ(1) = u, Γ(2) = −pˆi, Γ(3) = −∂tu+ uuˆu, Γ
(4) = ∂tpˆi − upiu, . . . (3.6)
We are now in a position to identify the conserved quantities of the model at hand i.e. the
multi component generalization of (2.20). To achieve this let us also take into consideration
the x-part of the auxiliary linear problem (see also e.g. [24] on similar arguments regarding the
space-like matrix NLS model). Indeed, the linear equation associated to the xn flow reads in
general as
∂xn
(
Ψ1
Ψ2
)
=
(
αn βn
γn δn
)(
Ψ1
Ψ2
)
. (3.7)
We cross-differentiate (3.3), (3.7) and focus on the first element Ψ1, which leads to
∂xn
(
− uˆu+ (λuˆ+ pi)Γ
)
= ∂t
(
αn + βnΓ
)
+
[
αn + βnΓ, −uˆu+ (λuˆ+ pi)Γ
]
. (3.8)
3Similarly, we could have defined Γˆ = Ψ1Ψ
−1
2 , and obtain
∂tΓˆ = λuˆ+ pi + (−uˆu+
λ
2
2
)Γˆ + Γˆ(−uuˆ+
λ
2
2
) + Γˆ(pˆi − λu)Γˆ. (3.4)
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By taking the trace of the expression above and considering the 1
λ
power series expansion Γ =∑
k
Γ(k)
λk
we obtain the time-like conserved quantities (conserved with respect to xn, and recall
we assume periodic or vanishing time boundary conditions):
I(k) =
∑
i,j
∫ τ
−τ
(
uˆijΓ
(k+1)
ji + piijΓ
(k)
ji
)
dt. (3.9)
By substituting the Γ(k) from (3.6) to the latter expression we identify the first few conserved
charges:
I(1) =
∑
i,j
∫ τ
−τ
(
piijuji − uˆijpˆiji
)
dt,
I(2) =
∑
i,j
∫ τ
−τ
(
− uˆij∂tuji − piijpˆiji +
∑
m,n
uˆimumnuˆnjuji
)
dt,
I(3) =
∑
i,j
∫ τ
−τ
(
uˆij∂tpˆiji − piij∂tuji
)
dt,
. . . (3.10)
which are multi-component generalizations of (2.20).
Matrix Riccati equations for the dressing transform
We now derive the Riccati equations for the general dressing transform and show their equiva-
lence to the equations derived from the solution of the time part of the auxiliary linear problem.
Consider the dressing transform G:
Ψ(λ, x, t) = G(λ, x, t)Ψ0(λ) (3.11)
where Ψ satisfies the auxiliary linear problem with Lax pair U (n), V and Ψ0 is the bare auxiliary
function with the corresponding bare Lax pair U
(n)
0 , V0. In general, via (3.11) and the auxiliary
linear problem we obtain the fundamental relations for the dressing
∂tG = VG−GV0
∂xnG = U
(n)G−GU
(n)
0 . (3.12)
We consider the general dressing transform expressed as a formal series expansion
G(λ, x, t) =
∞∑
k=0
gk
λk
=
(
AN×N BN×M
CM×N DM×M
)
, (3.13)
where gk are N×N (N = N+M) matrices. In particular, g0 is a constant matrix that commutes
with Σ, and without loss of generality we consider it it to be the identity.
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Let us now focus on the t-part of the equations above (3.12). Recalling V from (2.11) we
conclude
∂tG =
λ2
2
[
Σ, G
]
+ λXG+YG, (3.14)
where we define
X =
(
0 uˆ
u 0
)
, Y =
(
−uˆu pi
−pˆi uuˆ
)
. (3.15)
We restrict our attention to the first column of the matrix equation (3.14) and we obtain for
the elements A, C
∂tA = λuˆC− uˆuA+ piC
∂tC = −λ
2C+ λuA− pˆiA+ uuˆC. (3.16)
We define Γ = CA−1, and conclude from (3.16) that it satisfies the time Riccati equation
(3.5). Similarly, we could have focused on the second column in the matrix equation (3.14), and
obtained equations analogous to (3.16) for B, D:
∂tB = λ
2B + λuˆD− uˆuB + piD
∂tD = λuB− pˆiB + uuˆD. (3.17)
We also define Γˆ = BD−1, which in turn satisfies (3.4). It is thus clear that the solution of
the t-part of the auxiliary linear problem and the general Darboux transform lead to the same
non-commutative Riccati equations (3.5), (3.4).
3.2 Dressing
We come now to the derivation of the tower of U (n) operators based on the dressing process,
and without a priori assuming any algebraic structure for the fields. We choose to consider the
fundamental dressing transform
G = λI+K. (3.18)
This is the simplest case, but nevertheless it provides the whole hierarchy in an efficient way as
will be clear in what follows. We consider first the t-part of relations (3.12), which yields
∂tK =
λ2
2
[
Σ, K
]
+ λ2X+ λ(XK + Y) + YK. (3.19)
The latter equation leads to the following set of constraints
X =
1
2
[
K, Σ
]
,
Y = −XK,
∂tK = YK, (3.20)
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which allow the derivation of the N ×N matrix K (see also [24] for a detailed discussion in the
space-like picture, regarding also the derivation of specific solutions of the fields u, uˆ).
Let us now move on with the derivation of U (n), formally expressed as
U (n)(λ, xn, t) =
λn−1
2
Σ +
n−2∑
k=0
λkw
(n)
k (xn, t). (3.21)
From the x-part of (3.14) we conclude
∂xnK =
λn−1
2
[
Σ, K
]
+
n−1∑
k=1
λkw
(n)
k−1 +
n−2∑
k=0
λkw
(n)
k K. (3.22)
We then gather recursion relations for w
(n)
k :
w
(n)
n−2 =
1
2
[
K, Σ
]
w
(n)
k−1 = −w
(n)
k K, k ∈ {1, . . . , n− 2}
∂xnK = w
(n)
0 K. (3.23)
Solving the recursion relations yields precisely the members of the hierarchy. In particular,
for n = 1 we trivially find U (1) = Σ2 , and for the first couple of terms we deduce:
• n = 2
w
(2)
0 =
(
0 uˆ
u 0
)
, (3.24)
• n = 3
w
(3)
1 = w
(2)
0 , w
(3)
0 =
(
−uˆu pi
−pˆi uuˆ
)
, (3.25)
• n = 4
w
(4)
2 = w
(2)
0 , w
(4)
1 = w
(3)
0 , w
(4)
0 =
(
uˆpˆi − piu ∂tuˆ
−∂tu −pˆiuˆ+ upi
)
. (3.26)
13
Given the expressions above and the expansion (3.21) we obtain
U (1) =
1
2
Σ,
U (2) =
(
λ
2 IN×N uˆ
u −λ2 IM×M
)
,
U (3) =
(
λ2
2 IN×N − uˆu λuˆ+ pi
λu− pˆi −λ
2
2 IM×M + uuˆ
)
,
U (4) =
(
λ3
2 IN×N − λuˆu+ uˆpˆi − piu λ
2uˆ+ λpi + ∂tuˆ
λ2u− λpˆi − ∂tu −
λ3
2 IM×M + λuuˆ− pˆiuˆ+ upi
)
,
. . .
(3.27)
which are the matrix generalizations of (2.21) (recall that for our chosen model uˆ, pi are N ×M
matrices, and u, pˆi are M ×N matrices). For the Lax pair (V, U (2)) in particular we obtain
pi(x, t) = ∂xuˆ(x, t), pˆi(x, t) = ∂xu(x, t). (3.28)
and we recover the matrix NLS equation
∂tu+ ∂
2
xu− 2uuˆu = 0. (3.29)
Note that expressions (2.21) were computed from the universal algebraic formula (2.18) based on
the existence of the classical r-matrix. Here, however we have assumed no algebraic structure,
instead by only implementing the dressing transform we were able to obtain the time-like matrix
NLS hierarchy (3.27).
4 Discussion
In the first part of our presentation we have used the strong integrability argument based on
the existence of the classical r-matrix and the underlying Poisson structure. To incorporate
integrable time-like boundary conditions we introduced the notion of the reflection equation
and we considered representations of the reflection algebra i.e. Sklyanin’s modified monodromy
matrices, along the time axis (2.8), (2.24). From the trace of the time-like modified monodromy
matrices we were able to derive the boundary time-like conserved quantities. Moreover, we
identified the generating function of the bulk and boundary U -operators for given boundary
conditions defined by c-number solutions of the reflection equation. The boundary conditions
on the fields were also identified by imposing suitable analyticity conditions on the boundary
U -operators.
To illustrate how the time-like hierarchy can be obtained in the absence of an r-matrix we
derived the time-like matrix NLS hierarchy for periodic boundary conditions, based exclusively
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on the auxiliary linear problem and the dressing transform. We were able to generalize previous
results on the derivation of the space-time duality [16], in the absence of a classical r-matrix
using the frame of the “time-like” dressing transform.
The derivation of space and time-like boundary conditions based exclusively on the existence
of a Lax pair, expressed in terms of differential equations, and the dressing process, together
with a suitable boundary Gelfand-Levitan-Marchenko equation, in the spirit of [22, 23, 24] is
one of the next key issues to address. The time-like dressing should involve time-like differential
and integral operators as dressing transformations, which should in turn provide the solutions
of the associated integrable PDEs. We hope to report on these and relevant important open
issues mentioned throughout the text in forthcoming publications.
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A Time Riccati equation: W, Z matrices
In this Appendix we compute the first few members of the expansion
∑ W(n)
λn
,
∑ Z(n)
λn
by solving
the time Riccati equation (2.14). Indeed, solving the time Riccati equation at each order of the
1
λ
expansion we obtain:
W(1) =
(
0 −uˆ
u 0
)
,
W(2) =
(
0 −pi
−pˆi 0
)
,
W(3) =
(
0 −uˆt − uˆuuˆ
−ut + uuuˆ 0
)
,
W(4) =
(
0 −pit − pˆiuˆ
2
pˆit − u
2pi 0
)
,
W(5) =
(
0 upi2 − uˆtt − utuˆ
2 − 2uˆ
(
uuˆt − pipˆi
)
utt − pˆi
2ψ¯ − u2uˆt − 2u
(
utuˆ+ pipˆi
)
0
)
.
(A.1)
We can use the expressions above to calculate the first few elements in the expansion of Z, via
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the equation for the diagonal part Z (2.15)
Z(−2) =
(
τ 0
0 −τ
)
,
Z(1) =
(∫ τ
−τ
(
upi − uˆpˆi)dt 0
0 −
∫ τ
−τ
(
upi − uˆpˆi
)
dt
)
,
Z(2) =
(∫ τ
−τ
(
(uuˆ)2 − utuˆ− pipˆi
)
dt 0
0 −
∫ τ
−τ
(
(uuˆ)2 + uuˆt − pipˆi
)
dt
)
,
Z(3) =
(∫ τ
−τ
(
pˆituˆ− utpi
)
dt 0
0 −
∫ τ
−τ
(
upit − pˆiuˆt
)
dt
)
,
Z(4) =
∫ τ
−τ
(
uttuˆ+ pˆitpi − uuˆ
(
2utuˆ+ uuˆt
)
0
0 −uuˆtt + pˆipit − uuˆ
(
2uuˆt + utuˆ
)
)
dt
−
∫ τ
−τ
(
pˆi2uˆ2 + u2pi2 − 2pipˆiuuˆ
)
dt
(
1 0
0 −1
)
.
(A.2)
References
[1] S. V. Manakov, Sov. Phys. - JETP 38 (1974) 248.
[2] M.J. Ablowitz, B. Prinari and A.D. Trubatch, Discrete and Continuous Nonlinear
Schro¨dinger Systems, London Mathematical Society Lecture Note, Vol. 302, (2004)
[3] A.P. Fordy and P.P. Kulish, Commun. Math. Phys. 89 (1983) 427.
[4] A. Kundu and O. Ragnisco, J. Phys. A27 (1994) 6335.
[5] A. Degasperis and S. L. Lombardo, J. Phys. A 40 (2007) 961.
[6] A. Degasperis and S. L. Lombardo, J. Phys. A 42 (2009) 385206.
[7] A. Dimakis and F. Muller-Hoissen, Inverse Problems 26 (2010) 095007.
[8] A. Doikou, D. Fioravanti and F. Ravanini, Nucl. Phys. B790 (2008) 465.
[9] P. Adamopoulou, A. Doikou and G. Papamikos, Nucl. Phys. B918 (2017) 91.
[10] L. D. Faddeev and L. A. Takhtajan, Hamiltonian Methods in the Theory of Solitons, (1987)
Springer-Verlag.
[11] E.K. Sklyanin, Funct. Anal. Appl. 21 (1987) 164;
E.K. Sklyanin, J. Phys. A21 (1988), 2375.
[12] M. A. Semenov-Tian-Shansky, Funct. Anal. Appl. 17 (1983), 259.
16
[13] J. Avan, A. Doikou, Nucl. Phys. B800 (2008), 591.
[14] A. Doikou and I. Findlay, The quantum auxiliary linear problem & quantum Darboux-
Backlund transformations, arXiv:1706.06052 [math-ph].
[15] V. Caudrelier and A. Kundu, JHEP 02 (2015), 088.
[16] J. Avan, V. Caudrelier, A. Doikou, A. Kundu, Nucl. Phys. B902 (2016), 415.
[17] C. N. Yang, Phys. Rev. Lett. 19 (1967), 1312.
[18] J. Avan and V. Caudrelier, J. Geom. Phys. 120 (2017), 106.
[19] I.V. Cherednik, Theor. Math. Phys. 61 (1984) 977.
[20] H. J. de Vega, A. Gonza´lez-Ruiz, J. Phys. A27 (1994), 6129.
[21] P. Bowcock, E. Corrigan, P.E. Dorey and R.H. Rietdijk, Nucl. Phys. B445 (1995) 469.
[22] V. E. Zakharov and A. B. Shabat, Sov. Phys. - JETP 34 (1972) 62-69.
[23] V. E. Zakharov and A. B. Shabat, Funct. Anal. Appl. 13 (1979) 166.
[24] A. Doikou, I. Findlay and S. Sklaveniti, Non-commutative NLS-type hierarchies: dressing
& solutions, arXiv:1810.10937 [math-ph].
17
