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RESUMEN
La integración de fuentes de datos es el problema de interconectar y acceder a fuentes heterogéneas de datos.
En la medida en que las organizaciones han evolucionado este problema se ha convertido en un importante campo
de investigación tanto para la academia como para la industria. El proyecto “Las Tecnologías de la Información
y la Comunicación apoyando los procesos educativos y la gestión del conocimiento en la educación superior”
(ELINF) requiere la integración de fuentes heterogéneas de datos para apoyar el proceso de control de autoridades
en los sistemas informáticos que utiliza. La presente investigación tiene como objetivo desarrollar un método con
componentes semánticos que permita la integración en una aplicación informática de datos relativos al control de
autoridades, almacenados de forma heterogénea en las fuentes de datos utilizadas por el proyecto ELINF. En ella se
describe el método desarrollado, a la vez que se valida por medio de un caso de estudio al comparar una aplicación
desarrollada sin aplicar el método con una aplicación que instanció el método propuesto en cuanto a su capacidad
para integrar fuentes heterogéneas de datos.
Palabras clave: Analíticas de datos, OBDA, OBDI, Ontologías, Semántica.
Data sources integration is about interconnecting and accessing heterogeneous data sources. With the
evolution of the organizations, this topic has become an important research field both for academy and industry.
The project “Information and Communication Tecnologies supporting the educational process and the knowledge
management in higher education” (ELINF) needs to integrate heterogeneous data sources for supporting the
authority control process in its software. This work aims to develop a method with semantic components to
contribute to the integration of authority control related data, required by the ELINF project, which is stored in
heterogeneous data sources into a software. The current research describes the developed method. At the same
time, it describes the study case used for validating it, through the comparison of a software application developed
without the proposed method and another one instantiating the method regarding to its capacity to integrate
heterogeneous data sources.
Keywords: Data analytics, OBDA, OBDI, Ontologies, Semantics.
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Introducción
El proyecto “Las Tecnologías de la Información y la Comunicación apoyando los procesos educativos y la
gestión del conocimiento en la educación superior” (ELINF) tiene como objetivos (Ciudad-Ricardo y cols., 2017):
Aumentar la capacidad de las universidades asociadas para diseñar y aplicar de manera apropiada las
Tecnologías de la Información y la Comunicación (TIC).
Mejorar las capacidades de las universidades miembro en la gestión de la información aplicada al aprendizaje
y la investigación.
Desarrollar una plataforma nacional que apoye los servicios educacionales y de información de todas las
universidades cubanas.
Los sistemas integrados de gestión bibliotecaria, para la gestión de repositorios digitales, para la gestión de
investigaciones y entornos virtuales de aprendizaje forman parte del modelo de referencia de ELINF como se ilustra
en la figura 1 y contribuyen a la realización de estos objetivos. Las herramientas informáticas que constituyen la
instanciación del modelo ilustrado en la figura 1 gestionan, entre otros elementos, artículos científicos y libros.
Figura 1: Modelo de referencia del proyecto ELINF. Tomado de (Ciudad-Ricardo y cols., 2017)
En la redacción de artículos científicos se pueden encontrar variaciones de los nombres de un mismo autor, un
autor puede tener varios nombres en artículos diferentes y varios autores pueden compartir el mismo nombre. Esta
ambigüedad afecta el rendimiento de la recuperación de los documentos, la integración a nivel de bases de datos y
puede causar atribuciones de autorías indebidas al aparecer los recursos descritos en los catálogos bajo un autor
incorrecto (Han y cols., 2005). En las bibliotecas, museos o en archivos, un catálogo es un conjunto de datos
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organizados que describen los recursos de información gestionados por la institución (International Federation of
Library Associations and Institutions, 2009), mientras que las personas encargadas de formar estos catálogos se
denominan catalogadores (Real Academia Española, 2014). Durante al menos siglo y medio, los catalogadores
han documentado sus decisiones acerca de cómo la forma autorizada del nombre de una persona debería ser
representada en sus catálogos (Tillett, 2009), sin embargo, según Carrasco y cols. (2016) algunos tipos de
inconsistencias que se encuentran a menudo en los nombres registrados en los catálogos son:
Variantes del mismo nombre.
Permutaciones del nombre.
Errores tipográficos.
Eliminación de palabras vacías.
Eliminación de diacríticos 1.
Con la finalidad de evitar inconsistencias en los catálogos se realiza el control de autoridades, el cual es uno de
los pilares del modelo de referencia del proyecto ELINF (Ciudad-Ricardo y cols., 2017). El control de autoridades
es el proceso de seleccionar una forma de un nombre y almacenarla, así como sus variantes y las fuentes de datos
utilizadas en el proceso (Sandberg y Jin, 2016). Según Carrasco y cols. (2016) este procedimiento sirve para dos
propósitos fundamentales:
Distinguir creadores que han publicado bajo el mismo nombre por medio de la adición de títulos y otras
palabras asociadas con el nombre o incluyendo información sobre las fechas de nacimiento, muerte y
actividad del mismo.
Identificar variantes del nombre o formas alternativas de escribirlo.
En el trabajo de las bibliotecas se ha estado lidiando con la identificación y desambiguación de los nombres de
los creadores de los recursos de información desde los comienzos de la catalogación (Harper y Tillett, 2007). Las
diferentes formas utilizadas por el mismo creador en varias publicaciones y otros tipos de recursos siempre han
acarreado cierto nivel de dificultad para agrupar sus creaciones (Harper y Tillett, 2007).
Los catalogadores han creado registros para el control de autoridades durante décadas, resultando en grandes
bases de datos con millones de registros como el “Fichero de Nombres de Autoridades de la Biblioteca del




Congreso” (“Library of Congress Name Authority File” - LC/NAF, por sus siglas de acuerdo al término en idioma
inglés) (Sandberg y Jin, 2016).
Los “Requerimientos Funcionales para Datos de Autoridad” (“Functional Requirements for Authority Data” –
FRAD, por sus siglas de acuerdo al término en idioma inglés), elaborados en 2008 por la “Federación Internacional
de Asociaciones Bibliotecarias e Instituciones” (“International Federation of Library Associations” - IFLA, por sus
siglas de acuerdo al término en idioma inglés), son un modelo entidad-relación enfocado en los datos de autoridad.
Los FRAD enmarcan el control de autoridades en términos de entidades y relaciones entre personas y sus nombres;
personas y sus obras, manifestaciones, expresiones y elementos (International Federation of Library Associations
and Institutions, 2009; Sandberg y Jin, 2016).
El modelo que proponen los FRAD ha sido adoptado por las normas denominadas “Recurso, Descripción y
Acceso” (“Resource, Description and Access”- RDA, por sus siglas de acuerdo al término en idioma inglés), que
constituyen el código actual de control de autoridades (Sandberg y Jin, 2016).
Iniciativas existentes en la Web contribuyen a proveer mejores mecanismos para identificar a las personas que
tienen un rol con respecto a recursos de información (Harper y Tillett, 2007). “Amigo de un amigo” (“Friend of a
friend” - FOAF, por sus siglas de acuerdo al término en idioma inglés) es un proyecto que pretende crear una Web
de páginas legibles por computadoras describiendo personas, sus vínculos y las cosas que crean y hacen.
Encontrar formas de integrar este tipo de iniciativas con los mecanismos existentes en las bibliotecas para el
control de autoridades puede contribuir a la inclusión de los catálogos bibliotecarios entre las herramientas
disponibles en la Web. Adicionalmente, la disponibilidad de datos bibliotecarios de autoridad en formatos cada
vez más compatibles con la Web, tiene el potencial para influenciar de manera positiva la organización de un
amplio espectro de contenido disponible en la Web hoy día (Harper y Tillett, 2007).
El “Fichero Internacional Virtual de Autoridades” (“Virtual International Authority File” - VIAF, por sus siglas
de acuerdo al término en idioma inglés) combina varios ficheros de nombres de autoridades en un solo servicio de
nombres de autoridad. Para lograr esto, VIAF vincula los ficheros de autoridades de varias bibliotecas nacionales
y agrupa todos los registros de autoridad para una entidad determinada en un “súper registro de autoridad” que
unifica los diferentes nombres de dicha entidad (Online Computer Library Center Inc., 2017).
Otra iniciativa ejecutada con el fin de contribuir al control de autoridades es el “Identificador Internacional
Estandarizado de Nombres” (“International Standard Name Identifier” - ISNI, por sus siglas de acuerdo al término
en idioma inglés). ISNI es el número estándar global certificado para identificar a los contribuidores de trabajos
creativos y a aquellos involucrados en su distribución como investigadores, inventores, escritores, artistas, creadores
visuales, actores, productores entre otros (ISNI International Standard Name Identifier, 2017).
La misión de la Autoridad Internacional del ISNI (“ISNI International Authority” - ISNI-IA, por sus siglas de
acuerdo al término en idioma inglés) es asignarles a los nombres públicos de autores de recursos de información
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un número identificativo persistente, con el objetivo de resolver el problema de la ambigüedad en la búsqueda y
recuperación de la información respectiva a nombres de creadores de recursos de información (ISNI International
Standard Name Identifier, 2017). Similares a esta iniciativa son las formas utilizadas por el Identificador Abierto de
Investigador y Colaborador (“Open Researcher and Contributor ID” - ORCID, por sus siglas de acuerdo al término
en idioma inglés) (ORCID, 2017) y el identificador de SCOPUS (Elsevier, 2016).
Con el objetivo de almacenar los datos con vistas a su posterior procesamiento y recuperación, variadas son las
estructuras empleadas para realizar de forma eficiente esta tarea (Gutierrez y cols., 2011; Vavliakis y cols., 2013;
Lacasta y cols., 2013). Las bases de datos relacionales han sido empleadas durante varias décadas para estructurar
los datos y recuperarlos de forma eficiente (Maier, 1983; Shanmugasundaram y cols., 1999; Ilyas y cols., 2004;
Spanos y cols., 2012). En los últimos años la utilización de bases de datos “No-SQL” ha ganado popularidad
con el objetivo de almacenar datos en forma de documentos (Pokorny, 2013; Moniruzzaman y Hossain, 2013).
La utilización del modelo de datos “Marco de trabajo para la descripción de recursos” (“Resource Description
Framework” - RDF, por sus siglas de acuerdo al término en idioma inglés) ha contribuido a aportar semántica a los
datos almacenados, proveyendo un valor añadido a la información (T. Berners-Lee y cols., 2001; Konstantinou y
cols., 2014; Sulé y cols., 2016).
A partir de los análisis realizados por el autor en varias de las principales instituciones bibliotecarias del país,
se pudo constatar que en Cuba en el momento en que se realiza la presente investigación, a pesar de las iniciativas
registradas por García Rodríguez (2016), no existe un registro central para el control de autoridades, las
instituciones realizan este proceso de forma aislada, provocando redundancia en el trabajo. De igual manera, no se
reutilizan los registros de autoridades que comparten instituciones extranjeras. Esta situación dificulta la
localización de la producción intelectual generada y/o almacenada en la Isla, a la vez que dificulta compartir las
entradas de autoridad pertenecientes a autores cubanos con el resto del mundo.
La integración de fuentes de datos es el problema de interconectar y acceder a fuentes heterogéneas de datos
(Nachouki y Quafafou, 2011). En la medida en que las organizaciones han evolucionado este problema se ha
convertido en un importante campo de investigación tanto para la academia como para la industria (Nachouki y
Quafafou, 2011). Aunque la dependencia conceptual es casi universal en el diseño de sistemas de información,
también produce una gama de consecuencias negativas incluyendo la inflexibilidad de los sistemas, la
heterogeneidad en las formas de almacenar los datos, así como aumentos en los costos de mantenimiento
(McGinnes y Kapros, 2015). La heterogeneidad entre dos o más sistemas de bases de datos ocurre cuando estas
utilizan diferente infraestructura de software o hardware, siguen diferentes convenciones sintácticas y modelos de
representación o cuando interpretan de manera diferente datos similares (Spanos y cols., 2012).
Con el propósito de contribuir a la solución de este problema en el pasado se propuso la creación de una base
de datos federada (“Federated database” - FDB, por sus siglas de acuerdo al término en idioma inglés) (Sheth
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y Larson, 1990). En arquitecturas de integración de bases de datos típicas, uno o más modelos conceptuales se
utilizan para describir los contenidos de cada fuente de datos, las consultas se plantean en concordancia con un
esquema conceptual global y para cada fuente de datos, una envoltura (“wrapper”, término utilizado en idioma
inglés) es responsable de re-formular la consulta y recuperar los datos apropiados (Spanos y cols., 2012; Franke y
cols., 2014; El Kadiri y cols., 2015).
Un enfoque para la integración de datos empresariales provenientes de fuentes heterogéneas de datos y
descentralizadas es la mediación semántica. Este enfoque por una parte elimina la necesidad de un repositorio
central de datos o un esquema federado para todos los datos y, por otra parte, introduce una capa semántica
encima de las descripciones de estructuras de datos sintácticas existentes para evitar los conflictos semánticos en
la integración (El Kadiri y cols., 2015).
Con el advenimiento de la Web (T. J. Berners-Lee y Cailliau, 1990), la gestión de datos se enfocó en la variedad
de información disponible en este nuevo medio. Janev y Vranes (2011) plantearon que las tecnologías semánticas
se utilizan en su mayoría para la integración de datos y para mejorar las búsquedas. Según (Hoang y cols., 2014), la
integración de datos guiada por ontologías representa una solución flexible, sostenible y extensible. Un paradigma
reciente que combina la posibilidad de utilizar razonamiento sobre el conocimiento de un dominio codificado en
una ontología, con un mecanismo que permite el uso de la misma ontología para un acceso integrado de alto nivel
a las fuentes de datos, es el Acceso e Integración de Datos Basado en Ontologías (“Ontology-Based Data Access
and Integration” - OBDA/OBDI, por sus siglas de acuerdo al término en idioma inglés) (Calvanese y cols., 2016,
2017).
Para la realización del control de autoridades a nivel internacional se comparten ficheros utilizando el formato
RDF (Sandberg y Jin, 2016), se exponen servicios en la Web (ORCID, 2017), se crean bases de datos locales que
luego se exponen por medio de aplicaciones informáticas en la Web (Online Computer Library Center Inc., 2017).
La variedad de enfoques utilizados para contribuir a la realización del control de autoridades provoca
heterogeneidad estructural entre las fuentes de datos utilizadas en el proceso.
Teniendo en cuenta la heterogeneidad estructural de las fuentes de datos disponibles actualmente para realizar
el control de autoridades en el proyecto ELINF se establece como problema de investigación el siguiente: ¿Cómo
integrar los datos relativos al control de autoridades almacenados de forma heterogénea en las fuentes de datos
utilizadas por el proyecto ELINF?
El problema de investigación se enmarca en el objeto de estudio la integración de datos almacenados de
forma heterogénea y como campo de acción el método para integrar datos relativos al control de autoridades en el
proyecto ELINF.
Esta investigación se propone como objetivo general desarrollar un método con componentes semánticos que
permita la integración en una aplicación informática de datos relativos al control de autoridades, almacenados de
13
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forma heterogénea en las fuentes de datos utilizadas por el proyecto ELINF. Como objetivos específicos se definen
los siguientes:
1. Identificar los referentes teóricos que soportan la integración semántica de datos en aplicaciones informáticas.
2. Desarrollar un método con componentes semánticos que permita integrar en una aplicación informática datos
almacenados de forma heterogénea.
3. Validar el método desarrollado mediante un caso de estudio con datos reales relativos al control de
autoridades almacenados de forma heterogénea.
Se plantea como hipótesis de la investigación que, el desarrollo de un método con componentes semánticos
para conducir la integración de datos almacenados de forma heterogénea, contribuye a la integración de los datos
relativos al control de autoridades almacenados en las fuentes de datos utilizadas por el proyecto ELINF.
A partir de la hipótesis se identifica como variable independiente el método con componentes semánticos el
cual se define como el conjunto de actividades (Offermann y cols., 2010) que permitirá conducir el proceso de
descripción e integración de datos almacenados de forma heterogénea. Como variable dependiente se identifica la
integración de los datos relativos al control de autoridades almacenados en las fuentes de datos utilizadas por el
proyecto ELINF, definiéndose esta como la capacidad de mostrar en una vista conceptualmente homogénea datos
de autoridades almacenados en fuentes heterogéneas de datos.
Variable Dimensión Indicadores
Método con componentes semánticos Etapas que lo componen Artefactos generados
Integración de los datos Fuentes de datos requeridas Por ciento de las
relativos al control de autoridades fuentes de datos requeridas que
fue posible integrar.
Nivel de flexibilidad aportado.
Tabla 1: Operacionalización de las variables de la investigación
Durante toda la investigación se utilizará el método analítico - sintético, el mismo permitirá descomponer las
problemáticas que se presenten en sus componentes y relaciones. La síntesis permitirá descubrir las relaciones
esenciales existentes entre los componentes de las problemáticas contribuyendo a la sistematización del
conocimiento.
El método inductivo - deductivo posee especial relevancia en la formulación de la hipótesis y en la elaboración
de conclusiones lógicas. Por medio del método histórico - lógico será posible representar los elementos del estado
del arte relevantes a la temática en un orden cronológico que permita comprender la evolución de la misma.
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El método hipotético - deductivo de conjunto con el inductivo - deductivo permitirá arribar a conclusiones
particulares a partir de la hipótesis, que luego serán validadas a través de un caso de estudio. Esto posibilitará
reafirmar la validez de la hipótesis de la investigación.
Por medio de la modelación será posible generar componentes relevantes para la aplicación del método
propuesto, estando estrechamente relacionado con el método analítico - sintético y el método sistémico.
El documento de tesis está estructurado en tres capítulos, conclusiones y recomendaciones. A continuación, se
brinda una breve descripción de cada uno de los capítulos.
El capítulo 1 aborda los principales referentes teóricos que soportan la integración semántica de datos, en
él se refiere la evolución histórica del control de autoridades, se exponen los principales elementos de la Web
Semántica y se relatan elementos de la integración de datos que son tomados en consideración para el desarrollo
de la investigación.
En el capítulo 2 se identifica el paradigma utilizado en el desarrollo del método propuesto, se realiza la
definición del método OntoIntegra a la vez que se describen cada uno de sus componentes. Se detalla el proceso
de desarrollo de la ontología creada según la metodología seleccionada, generando cada uno de los artefactos
definidos.
El capítulo 3 relata la selección de la estrategia de validación, la preparación del caso de estudio, su diseño con
cada una de las etapas que lo componen. Se realiza un análisis de los datos recolectados que permite comprobar la





En este capítulo se abordan los principales referentes teóricos que soportan la integración semántica de datos.
En primer lugar se refiere la evolución histórica del control de autoridades con el objetivo de contextualizar el área
de aplicación del método que se propone en el presente trabajo. En la sección 1.3 se aborda la Web Semántica
describiendo sus principales elementos, los cuales intervienen en la aplicación del método propuesto. Luego se
relatan elementos de la integración de datos que se toman en consideración para el desarrollo de la investigación.
1.2. Control de autoridades
El control de autoridades es un problema global que afecta a organizaciones de diversos tipos (Leiva-Mederos
y cols., 2013). La comunidad bibliotecaria durante largo tiempo ha sido consciente de la necesidad del control
de autoridades (Harper y Tillett, 2007; Tillett, 2009; Leiva-Mederos y cols., 2013; Carrasco y cols., 2016). La
necesidad de almacenar de manera uniforme la información correspondiente a cada autor incluido en un catálogo
es abordada en el trabajo y la investigación de varias organizaciones internacionales (Leiva-Mederos y cols., 2013).
Una panorámica breve del desarrollo en el control de autoridades incluiría los siguientes elementos:
Se hace explícita la necesidad del control de autoridades y surge la “Cooperación en Nombres de
Autoridades” (“Name Authority Cooperative” - NACO, por sus siglas de acuerdo al término en idioma
inglés) en la “Biblioteca del Congreso” (“Library of Congress” - LOC, por sus siglas de acuerdo al término
en idioma inglés) de los Estados Unidos de América (Leiva-Mederos y cols., 2013). En Asia se establece el
“Nombre de Autoridad de Hong Kong Chino” (“Hong Kong Chinese Authority Name” - HKCAN, por sus
siglas de acuerdo al término en idioma inglés). Esto significó el reconocimiento de la problemática por dos
organizaciones internacionales a partir de los elementos enunciados en el siglo XIX por Cutter (1889).
Lubetzky y Hayes (1969) mejoran la búsqueda y recuperación de trabajos en catálogos bibliográficos.
Bregzis (1982) crea el “Número Internacional Estandarizado de Datos de Autoridad” (“International Standard
Authority Data Number” - ISADN, por sus siglas de acuerdo al término en idioma inglés) con el fin de vencer
las dificultades al recuperar registros bibliográficos con trabajos relativos a un autor en específico y trabajos
almacenados bajo un título uniforme.
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La LOC crea el “Fichero de autoridad NACO de la LOC” (“Library of Congress/NACO Authority File” -
LC/NAF, por sus siglas de acuerdo al término en idioma inglés) (Sandberg y Jin, 2016).
La “Federación Internacional de Asociaciones de Bibliotecarios y Bibliotecas” (“International Federation of
Library Asociations and Institutions” - IFLA, por sus siglas de acuerdo al término en idioma inglés) crea los
FRAD (International Federation of Library Associations and Institutions, 2009).
El “Centro Bibliotecario Computarizado En Línea” (“Online Computer Library Center” - OCLC, por sus
siglas de acuerdo al término en idioma inglés) crea el VIAF (Online Computer Library Center Inc., 2017).
La necesidad de crear registros de autoridad de alta calidad ha impulsado la creación de herramientas como
AUTHORIS (Leiva-Mederos y cols., 2013). AUTHORIS aspira a facilitar el procesamiento de datos de autoridad
en una manera estandarizada siguiendo los principios de los Datos Enlazados Abiertos (T. Berners-Lee, 2006).
1.3. Web Semántica
La Web 2.0 se basa en un conjunto de tecnologías y estándares definidos por el “Consorcio World Wide Web”
(“World Wide Web Consortium” - W3C, por sus siglas de acuerdo al término en idioma inglés) entre los que se
encuentra el “Protocolo de Transferencia de Hipertextos” (“Hypertext Transfer Protocol” - HTTP, por sus siglas
de acuerdo al término en idioma inglés), los “Identificadores de Recursos Universales” (“Universal Resource
Identifier” - URI, por sus siglas de acuerdo al término en idioma inglés) y el “Lenguaje de Marcado de
Hipertextos” (“Hypertext Markup Language” - HTML, por sus siglas de acuerdo al término en idioma inglés) para
la representación de contenidos (Masinter y cols., 2005). Este último carece de un mecanismo para expresar el
significado de los contenidos publicados, imposibilitando a las computadoras procesar los mismos de forma
automática (Hidalgo-Delgado, 2015).
El significado del término Web Semántica es definido por T. Berners-Lee y cols. (2001) en un artículo donde
expresa: La Web Semántica no es una Web aparte, sino una extensión de la existente en la que la información posee
significado formalmente definido, facilitando que las computadoras y los humanos trabajen cooperativamente.
1.3.1. Marco de Trabajo para la Descripción de Recursos
Con el objetivo de proporcionar un formato único procesable por computadoras para la representación y
descripción de los datos en la Web Semántica, la W3C define el “Marco de Trabajo para la Descripción de
Recursos” (“Resource Description Framework” - RDF, por sus siglas de acuerdo al término en idioma inglés), el
cual consiste en un modelo de datos simple y totalmente compatible con la Web 2.0 (Motik y cols., 2009; Heath y
Bizer, 2011).
17
Capítulo 1: Fundamentación teórica
Figura 1.1: Modelo de datos basado en grafo del estándar RDF
Un documento RDF consiste en un conjunto de tripletas de la forma sujeto-predicado-objeto (Figura 1.1) de
manera que los datos puedan ser representados en un grafo dirigido donde la primera y la tercera componente
corresponde a los nodos del grafo y la segunda componente (predicado) actúa como enlace (arco) entre dichos
nodos. Al grafo dirigido descrito con anterioridad se le conoce como Grafo RDF y utiliza las ontologías para la
descripción formal de los datos en términos de clases y propiedades (Klyne y Caroll, 2004).
1.3.2. Ontologías
La evolución del RDF en el “Lenguaje de Ontologías Web” (“Web Ontology Language” - OWL, por sus siglas
de acuerdo al término en idioma inglés) permite una descripción semántica más rica basada en Lógica Descriptiva
(Ian Horrocks y van Harmelen, 2003). El OWL ha sido utilizado en varios escenarios específicos para la
construcción de modelos de datos flexibles (H. Agus-Santoso y Abdul-Mehdi, 2011; K. Munir y McClatchey,
2012; Franke y cols., 2014; Sulé y cols., 2016).
El término ontología es utilizado con diferentes significados en diferentes comunidades. Su origen se encuentra
en la filosofía y son utilizadas para estudiar la naturaleza del ser y su existencia (Gruber, 1993; Gómez-Pérez y
cols., 2004). En computación una definición ampliamente aceptada fue formulada por Gruber (1993) el cual afirma
que una ontología es una especificación explícita de una conceptualización. Años más tarde Studer y cols. (1998)
se basan en este concepto y lo extienden, afirmando que una ontología es una especificación formal y explícita de
una conceptualización compartida. Según Studer y cols. (1998) una ontología:
Es explícita porque define los conceptos, propiedades, relaciones, funciones, axiomas y restricciones que la
componen.
Es formal porque es legible e interpretable por computadoras.
Es una conceptualización porque es un modelo abstracto y una vista simplificada de los elementos reales que
representa.
Es compartida porque se ha arribado previamente a un consenso sobre la información y es aceptada por un
grupo de expertos.
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Staab y Studer (2009) afirman que existen cuatro tipos diferentes de ontologías a diferentes niveles de
granularidad. En un nivel superior se encuentran las ontologías fundacionales, las cuales capturan conceptos
generales independientes de un dominio específico. En un segundo nivel de abstracción se encuentran las
ontologías de dominio, las cuales modelan conceptos y relaciones que son relevantes para un dominio específico.
En estas ontologías se suelen utilizar los términos de la ontologías fundacionales.
Otro tipo de ontología son las ontologías de tareas, las cuales describen conceptos de una tarea en específico.
A un nivel más bajo de abstracción se encuentran las ontologías de aplicaciones. Estas combinan ontologías de
dominio y ontologías de tareas extendiéndolas con nuevos conceptos y relaciones más específicos (Staab y Studer,
2009).
Gruber (1993) y Gómez-Pérez y cols. (2004) proponen que las ontologías se modelen utilizando cinco tipos de
componentes: clases, relaciones, funciones, instancias y axiomas formales. Las clases representan conceptos que
pueden ser abstractos o no. Las clases de una ontología comúnmente se organizan en taxonomías a través de las
cuales se pueden aplicar mecanismos de herencia.
Las relaciones representan tipos de asociaciones entre conceptos del dominio. Formalmente se pueden definir
como cualquier subconjunto del producto de n conjuntos, esto es R ⊂ C1 × C2 × . . .× Cn. Las ontologías con
frecuencia poseen relaciones binarias, donde el primer argumento es conocido como el dominio y el segundo como
el rango (Gómez-Pérez y cols., 2004).
Las funciones son un caso especial de relaciones donde el n-ésimo elemento de la relación es único para los
n− 1 elementos precedentes, es decir, F : C1 × C2 × . . .× Cn−1 → Cn (Gómez-Pérez y cols., 2004).
Las instancias se utilizan para representar los individuos en una ontología (Gómez-Pérez y cols., 2004).
Según Gruber (1993) los axiomas formales sirven para modelar sentencias que siempre son verdaderas.
Normalmente se usan para representar conocimiento que no puede ser definido formalmente por otros
componentes. Además, los axiomas formales se usan para verificar la consistencia de la ontología en sí misma o la
consistencia del conocimiento almacenado en una base de conocimiento (Gómez-Pérez y cols., 2004).
1.3.3. Metodologías para el desarrollo de ontologías
La Ingeniería Ontológica es la disciplina que estudia los principios, métodos y herramientas para crear y
mantener ontologías. Una metodología de Ingeniería Ontológica proporciona el aspecto metodológico del
desarrollo de ontologías. Con el objetivo de asistir a los ingenieros ontológicos y a los expertos de dominio en la
construcción de ontologías se han desarrollado varias metodologías para la Ingeniería Ontológica (Iqbal y cols.,
2013).
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Un análisis en profundidad de las principales metodologías para el desarrollo de ontologías es realizado por
Iqbal y cols. (2013), estos autores proponen ocho criterios para la comparación de metodologías que se detallan a
continuación.
Criterio 1. Tipo de desarrollo
La literatura revela que las metodologías para el desarrollo de ontologías pueden dividirse en tres categorías
fundamentales: modelos basados en etapas, modelos de prototipos evolutivos y guías; dependiendo del tipo de
modelo de desarrollo que siguen. Los diferentes enfoques tienen sus aspectos positivos y negativos. Las
metodologías basadas en etapas pueden ser factibles en escenarios donde el propósito y los requerimientos están
claramente definidos. Por el contrario, los prototipos evolutivos pueden ser la mejor elección cuando los
requerimientos no están claramente definidos desde el inicio y es necesario refinar la ontología con el paso del
tiempo. Las guías mayormente se enfocan en hacer sugerencias útiles, recomendar reglas y técnicas con el
objetivo de tomar mejores decisiones en lugar de enfocarse en el modelo de desarrollo en sí.
Criterio 2. Soporte para la construcción colaborativa
Las ontologías pueden construirse tanto de forma aislada como colaborativamente. El soporte para la
construcción colaborativa permite a diferentes miembros del equipo de desarrollo de ontologías trabajar en una
misma ontología a la vez. Los miembros del equipo de desarrollo pueden estar dispersos geográficamente sin
afectar la eficiencia del proyecto.
Criterio 3. Soporte para re-utilización
El desarrollo de ontologías es una tarea costosa en tiempo y esfuerzo. Con el fin de economizar estos factores
la noción de ontologías re-utilizables ha cobrado fuerzas a lo largo del tiempo. Las metodologías que soportan
la re-utilización les permiten a los equipos de desarrollo de ontologías hacer uso de ontoloogías ya existentes
reduciendo el tiempo y esfuerzo empleado en el desarrollo. El ahorro del tiempo les permite a los ingenieros
enfocarse en los defectos presentes en las ontologías existentes, mejorando su calidad.
Criterio 4. Soporte para interoperabilidad
Las ontologías de dominio que se desarrollen utilizando metodologías que soporten la interoperabilidad,
proveerán a los sistemas que las usen de los mismos conceptos de alto nivel, por lo que les será más fácil
comunicarse y compartir la información que gestionan entre sí.
Critero 5. Grado de dependencia de la aplicación
Diferentes metodologías durante el proceso de desarrollo pueden adoptar diferentes enfoques en cuanto a la
dependencia de una aplicación. Una metodología puede optar por uno de tres escenarios: dependiente de la
aplicación (la ontología se desarrolla enfocada en la base de conocimiento para una aplicación específica),
semi-independiente de la aplicación (la ontología se desarrolla teniendo en cuenta posibles escenarios de
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aplicación durante la etapa de especificación) e independiente de la aplicación (la ontología se desarrolla sin
enfocarse en un sistema en particular).
Criterio 6. Recomendación del ciclo de vida
El ciclo de vida de una ontología identifica el conjunto de etapas por las que pasa una ontología durante su vida.
Varias metodologías no recomiendan claramente un ciclo de vida.
Criterio 7. Estrategias para la identificación de conceptos
La identificación de los conceptos candidatos para la inclusión en la ontología es indudablemente un proceso
crucial en el desarrollo de la misma. Existen técnicas para la identificación de conceptos, algunas de ellas utilizan
un enfoque abajo - arriba, mientras que otras emplean un enfoque arriba - abajo y unas terceras el enfoque que
siguen es del centro hacia afuera.
Criterio 8. Nivel de detalle de la metodología
Cada metodología comprende algunas actividades y técnicas para soportar el desarrollo de ontologías. El
análisis de la literatura ha revelado la existencia de metodologías que no proveen suficientes detalles para el
empleo de sus actividades y técnicas. Para propósitos de análisis, este trabajo clasificará las metodologías en tres
grupos de acuerdo a este criterio: suficientes detalles, algunos detalles e insuficientes detalles. Las metodologías
que no brindan detalles o estos son muy vagos se clasificarán como de insuficientes detalles. Por otra parte, las
metodologías que no cubren completamente los detalles pero al menos proporcionan algunos detalles sobre sus
actividades y técnicas se clasificarán como algunos detalles. Asimismo, las metodologías clasificadas como
suficientes detalles proveen un razonable nivel de detalles sobre las actividades y técnicas que emplean,
permitiendo al lector comprenderlas claramente.
Una clasificación de las metodologías analizadas de acuerdo a los criterios anteriormente expuestos se muestra
en la tabla 1.1. Posterior al análisis de diferentes metodologías para el desarrollo de ontologías se decidió utilizar
para el presente trabajo METHONTOLOGY ya que recomienda un ciclo de vida, es reutilizable y provee suficientes
detalles sobre las técnicas y actividades empleadas en ella.
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No No Dependiente Sí Media Algunos
detalles
No
Tabla 1.1: Comparación de las metodologías analizadas. Tomado de (Iqbal y cols., 2013)
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1.3.4. Datos Enlazados Abiertos
Los Datos Enlazados Abiertos son un conjunto de principios y buenas prácticas para la publicación de datos
en la Web. Estos datos pueden estar dispersos geográficamente y pertenecer a una o varias organizaciones. En este
sentido T. Berners-Lee (2006) propone cuatro principios:
1. Utilizar URIs como nombres para las cosas.
2. Utilizar URIs HTTP para que las personas puedan buscar esos nombres.
3. Cuando alguien busca una URI, proveer información útil por medio de los estándares.
4. Incluir vínculos a otras URIs para que se puedan descubrir más cosas.
El primer principio propone el uso de URIs para identificar no solo documentos web y contenido digital, sino
que sirva además para referenciar a objetos del mundo real y conceptos abstractos. El segundo principio propone
el uso de URIs basadas en el protocolo HTTP para identificar objetos y conceptos abstractos, posibilitando que
estas URIs estén desreferenciadas sobre dicho protocolo y en cambio proporcionen una descripción del objeto o
concepto identificado. El tercer principio propone el uso del modelo de datos RDF para publicar datos estructurados
en la Web. El cuarto principio propone el uso de enlaces para enlazar no solo documentos web, sino cualquier tipo
de recurso (Hidalgo-Delgado, 2015).
1.4. Integración de datos
Actualmente la existencia, competitividad y rentabilidad de diversas compañías depende de los flujos de datos.
Sin embargo, la variedad de fuentes, tipos y volúmenes de datos ha vuelto más complejo el proceso de
encontrarlos (Alooma Inc., 2017). La integración de datos se refiere a las técnicas involucradas en combinar los
datos almacenados en diferentes ubicaciones en una vista común integrada (Michel, 2017). La disponibilidad de
recursos de información heterogéneos y distribuidos ha conducido a considerar aproximaciones para la
integración de datos en los que fuentes de datos independientes puedan participar en federaciones virtuales de
datos. Mientras que los almacenes de datos son repositorios rígidos controlados por las premisas de una sola
compañía, las nuevas necesidades de información deben acomodarse a la adición oportuna de nuevas fuentes de
datos provenientes de instituciones independientes.
Por otra parte, la semántica de los datos almacenados en ocasiones no es descrita por los esquemas de bases de
datos. Hasta cierto punto la semántica implícita de los datos se puede inferir a partir de las restricciones de
integridad o patrones de diseño de bases de datos comunes, pero la semántica adicional se encuentra codificada en
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las aplicaciones que consumen las fuentes de datos. Además, frecuentemente los esquemas de bases de datos se
optimizan por cuestiones de rendimiento, resultando en una mezcla de la semántica de los datos con aspectos
técnicos. Por estas razones, los métodos utilizados para la integración de datos en la Web deben poseer la
capacidad de capturar y compartir conceptualizaciones formales comunes en una manera explícita procesable por
computadoras. Esto convencionalmente se logra por medio de la utilización de vocabularios controlados, tesauros
y ontologías.
1.4.1. Principios para la integración de datos
Convencionalmente, un sistema para la integración de datos Ψ se denota por la tupla < Γ,Υ,Σ > donde:
Γ es el esquema global utilizado para representar la vista unificada.
Υ son las fuentes de datos representadas por el conjunto de esquemas locales υ1, · · · , υn.
Σ especifica las correspondencias entre los conceptos de los esquemas locales y los conceptos del esquema
global.
Dependiendo de los lenguajes de modelado utilizados para definir los esquemas locales y globales, los
conceptos pueden ser clases de una ontología, tablas de una base de datos, objetos, entre otros.
Un sistema para la integración de datos responde a consultas formuladas en términos del esquema global Γ
reformulándolas en las consultas correspondientes sobre las fuentes de datos υ1, · · · , υn por medio de la
información almacenada en Σ. Con respecto a la forma en que se expresan los mapeos se han propuesto dos
enfoques principales: el enfoque “Global-como-Vista” (“Global-as-View” - GAV, por sus siglas de acuerdo al
término en idioma inglés), en el que el esquema global se expresa en términos de consultas (o vistas) sobre los
esquemas locales; mientras que en el enfoque “Local-como-Vista” (“Local-as-View” - LAV, por sus siglas de
acuerdo al término en idioma inglés), los esquemas globales se expresan en términos de consultas (o vistas) sobre
el esquema global. Estos enfoques han sido abundantemente descritos en la literatura (Doan y cols., 2012;
Lenzerini, 2002).
Variados son los sistemas propuestos para la integración de datos basados en RDF, unos en forma de motores
de consultas federados sobre SPARQL (Schwarte y cols., 2011; Görlitz y Staab, 2010; Corby y cols., 2012; Macina
y cols., 2016) y otros como fragmentos de Datos Enlazados (Verborgh y cols., 2016). Sin embargo, los enfoques
de estos sistemas no se pueden clasificar claramente como GAV o LAV porque sus objetivos son producir planes
de consultas eficientes sobre fuentes de datos distribuidas que soportan SPARQL sin la mediación de un esquema.
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1.4.2. Acceso e Integración de Datos Basado en Ontologías
El “Acceso a Datos Basado en Ontologías” (“Ontology-based Data Access” - OBDA, por sus siglas de acuerdo
al término en idioma inglés) es un dominio de la Integración de Datos que propone la utilización de ontologías
para crear una capa conceptual formal; en esta capa la ontología representa el dominio de los datos almacenados
en la fuente de datos y el mapeo describe las relaciones entre la ontología y la fuente de datos (Calvanese y cols.,
2015; Kharlamov y cols., 2017). Tabares-Martín, Fernández-Peña, y Leiva-Mederos (2016) definen formalmente
un sistema OBDA como una tupla Ω =< τ, σ, µ > donde:
τ es la parte terminológica de la ontología. Se consideran ontologías basadas en Lógica Descriptiva, por lo
que τ es una TBox según la Lógica Descriptiva.
σ es el conjunto de fuentes de datos.
µ es un conjunto de mapeos, cada uno de la forma Φ(x)← Ξ(x) donde:
• Φ(x) es una consulta sobre σ, retornando las tuplas de valor para x.
• Ξ(x) es una consulta sobre τ cuyas variables libres provienen de x.
La ontología en el paradigma OBDA provee un punto de acceso único para un acceso a datos semántico
destinado a los consumidores de datos, a la vez que permite exportar los datos de las fuentes integradas en un
formato semántico o ejecutar consultas en términos de un modelo conceptual orientado al usuario que lo abstraen
de los detalles a nivel de implementación que comúnmente se encuentran en los esquemas de bases de datos
(Kharlamov y cols., 2017). Por otra parte, los expertos en el dominio son capaces de expresar las necesidades de
información en sus propios términos sin conocimiento previo sobre la forma en que están estructurados los datos
en la fuente, a la vez que reciben las respuestas a sus consultas en los términos definidos en la ontología.
La “Integración de Datos Basada en Ontologías” (“Ontology-based Data Integration” - OBDI, por sus siglas de
acuerdo al término en idioma inglés) es un caso más general de OBDA en el cual las organizaciones gestionan de
forma integrada diferentes fuentes de datos por medio del paradigma OBDA. La OBDI se ha utilizado en trabajos
como los descritos por Calvanese y cols. (2016); Daraio y cols. (2016); Kharlamov y cols. (2016)
1.5. Conclusiones del capítulo
El objetivo que persigue este trabajo es desarrollar un método con componentes semánticos que permita la
integración en una aplicación informática de datos relativos al control de autoridades almacenados de forma
heterogénea. En este capítulo se abordó el control de autoridades realizando un análisis de su desarrollo que
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permitió conocer su evolución e identificar los problemas actuales existentes en la temática. Posteriormente se
describieron diferentes elementos que forman parte de las tecnologías de la Web Semántica y que posibilitan
describir semánticamente los datos almacenados en fuentes estructuralmente heterogéneas. Luego se examinaron
principios para la integración de datos, haciendo énfasis en la integración semántica de datos.
Al realizar la revisión bibliográfica respectiva al estado del arte de la temática se evidenciaron diferentes
aproximaciones que posibilitan la integración semántica de datos, siendo la Integración de Datos Basada en
Ontologías una de las más promisorias. Sin embargo, a pesar de que se describen los elementos que intervienen en
la OBDI, en la literatura revisada no se especifica un método para llevarla a cabo.
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Método para la integración de datos basada en ontologías
2.1. Paradigma utilizado en el desarrollo del método
La investigación en la disciplina de sistemas de información (SI) se caracteriza por dos paradigmas: las
ciencias del comportamiento y las ciencias del diseño (Hevner y cols., 2004). El primer paradigma persigue el
desarrollo y verificación de teorías que expliquen o pronostiquen el comportamiento humano u organizacional. El
paradigma de las ciencias del diseño tiene como fin la creación de innovaciones que definan ideas prácticas,
capacidades tecnológicas y productos a través de los cuales puede lograrse el análisis, diseño, implementación,
gestión y uso de sistemas de información de manera efectiva y eficiente (Denning, 1997). Un SI es un sistema
basado en computadoras que ayuda a la gestión y uso de la información en una organización o entre varias
organizaciones (García Noguera, 2009). Analizando la naturaleza del problema tratado en esta investigación y la
relación entre su campo de acción (el método para integrar datos relativos al control de autoridades en el proyecto
ELINF) y la disciplina de SI, el desarrollo de la solución se concibió y ejecutó bajo el paradigma de las ciencias
del diseño.
Las ciencias del diseño crean y evalúan artefactos orientados a mejorar y entender el comportamiento de los
sistemas de información, estos artefactos pueden ser constructos, modelos, métodos e instanciaciones (March y
Smith, 1995). Los constructos pertenecen al vocabulario conceptual de un dominio y son empleados por los
modelos para representar una situación del mundo real en términos del diseño de un problema y su espacio de
solución (Simon, 1996).
Los modelos son abstracciones y representaciones de la realidad (Hevner y cols., 2004). Estos contribuyen a
la comprensión de los problemas y las soluciones y frecuentemente representan el vínculo entre el problema y los
componentes de la solución permitiendo la exploración de los efectos causados por las decisiones del diseño en el
mundo real (Hevner y cols., 2004).
La búsqueda dentro de ese espacio de solución es guiada por métodos, los cuales definen procesos, proveen
una guía sobre como resolver problemas. Estos pueden ser algoritmos matemáticos que definen explícitamente el
proceso de búsqueda de la solución, descripciones textuales informales de buenas prácticas o combinaciones de
ambas (Hevner y cols., 2004).
Las instanciaciones muestran cómo los constructos, modelos o métodos pueden implementarse en un sistema.
Ellas demuestran la viabilidad de implementar los métodos y modelos, a la vez que facilitan la evaluación concreta
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del artefacto que representan. Por otra parte le permiten a los investigadores aprender sobre el mundo real y cómo
el artefacto lo afecta (Hevner y cols., 2004).
Es importante mencionar que para el desarrollo de esta investigación se consideraron además las guías para la
investigación en ciencias del diseño, propuestas por Hevner y cols. (2004). Estas guías, fueron establecidas con el
propósito de auxiliar a investigadores, revisores, editores y lectores en la comprensión de los requerimientos para
una investigación efectiva en ciencias del diseño y se sintetizan el la tabla 2.1.
Guía Descripción
Guía 1: El diseño como un artefacto La investigación en ciencias del diseño debe
producir un artefacto viable en la forma de un constructo, un modelo,
un método o una instanciación.
Guía 2: Relevancia del problema El objetivo de la investigación en ciencias del diseño
es desarrollar soluciones basadas en la tecnología para problemas
de negocio importantes y relevantes.
Guía 3: Evaluación del diseño La utilidad, calidad y eficacia de un artefacto de diseño debe
ser rigurosamente demostrada a través de métodos de evaluación
bien ejecutados.
Guía 4: Contribuciones de la investigación La investigación efectiva en ciencias del diseño
debe proveer contribuciones claras y verificables en las áreas
del artefacto de diseño, fundamentos del diseño
y/o metodologías del diseño.
Guía 5: Rigor de la investigación La investigación en ciencias del diseño se basa
en la aplicación de métodos rigurosos tanto en la construcción
como en la evaluación del artefacto de diseño.
Guía 6: Diseño como proceso de búsqueda La búsqueda de un artefacto efectivo requiere
la utilización de los métodos disponibles para alcanzar el fin
requerido mientras se satisfacen las reglas en el entorno
del problema.
Guía 7: Comunicación de la investigación La investigación en ciencias del diseño debe ser
presentada efectivamente tanto a audiencias
especializadas como a administrativos.
Tabla 2.1: Guías para la investigación en ciencias del diseño. Tomado de (Hevner y cols., 2004).
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La presente investigación fue desarrollada según el proceso definido por Peffers y cols. (2006) para las
investigaciones en ciencias del diseño que se ilustra en la figura 2.1. Este proceso propone seis actividades
secuenciales: identificación del problema y motivación, objetivos de la solución, diseño y desarrollo,
demostración, evaluación y comunicación. La identificación del problema y motivación pretende definir el
problema de investigación específico y justificar el valor de una solución. Justificar el valor de la solución tiene
dos objetivos: motivar al investigador y a la audiencia de la investigación a buscar una solución y contribuir a la
comprensión del razonamiento realizado por el investigador sobre el problema investigado. Los recursos
requeridos para esta actividad incluyen el conocimiento del estado del problema y la importancia de su solución
(Peffers y cols., 2006).
La actividad objetivos de la solución tiene como propósito fundamental inferir los objetivos de una solución a
partir de la definición de un problema. Los objetivos pueden ser cuantitativos o cualitativos y deben ser inferidos
racionalmente a partir de la especificación del problema. Los recursos requeridos para esta actividad pueden incluir
el conocimiento del estado actual de problemas, sus soluciones y eficacia de estas últimas (Peffers y cols., 2006).
El diseño y desarrollo persigue la creación de la solución por medio de la creación de los artefactos
correspondientes. Estos artefactos son, potencialmente, constructos, modelos, métodos o instanciaciones. Esta
actividad incluye determinar las funcionalidades necesarias del artefacto y su arquitectura, para posteriormente
crear el artefacto. Los recursos requeridos para transitar de los objetivos al diseño y desarrollo incluyen el
conocimiento de una teoría que puede convertirse en solución (Peffers y cols., 2006).
La demostración pretende probar la eficacia del artefacto para resolver el problema. Esta actividad puede incluir
el uso del artefacto en experimentaciones, simulaciones, casos de estudio, pruebas u otras actividades apropiadas.
Los recursos requeridos para la demostración incluyen el conocimiento sobre cómo usar el artefacto para solucionar
el problema (Peffers y cols., 2006).
En la actividad de evaluación se observa y mide cuánto influye el artefacto en la solución del problema. Esta
actividad incluye la comparación de los resultados aplicando aproximaciones existentes con los obtenidos al aplicar
el artefacto desarrollado. Son requeridos conocimientos sobre métricas relevantes y técnicas de análisis (Peffers y
cols., 2006).
La actividad comunicación pretende poner en conocimiento de investigadores y otras audiencias relevantes, el
problema y su importancia, el artefacto, su utilidad y novedad, el rigor de su diseño y su efectividad (Peffers y cols.,
2006).
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Figura 2.1: Modelo del proceso de investigación en ciencias del diseño. Tomado de (Peffers y cols., 2006)
Los resultados de la primera y segunda actividad fueron expresados en la introducción de este documento. El
diseño y desarrollo incluye determinar las funcionalidades deseadas del artefacto y su arquitectura para luego
crear el artefacto en cuestión. Los elementos esenciales que debe poseer una aplicación informática para el
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OBDA/OBDI fueron sintetizados en el subepígrafe 1.4.2. Los artefactos creados serán descritos en los epígrafes
siguientes, mientras que la demostración de su eficacia en la solución del problema, así como la observación y
medición de su desempeño relativos a las actividades cuatro y cinco del proceso serán expuestas en el Capítulo 3.
Como evidencia de la comunicación a otros investigadores del problema abordado en la investigación y su
relevancia, el artefacto creado, su utilidad y su efectividad, se encuentran artículos publicados en revistas y
trabajos presentados en eventos por el autor de esta investigación (Tabares-Martín y cols., 2015; Tabares-Martín,
Fernández-Peña, y Leiva-Mederos, 2016; Tabares-Martín, Fernández-Peña, Leiva-Mederos, y Nummenmaa,
2016).
El método propuesto para la Integración de Datos Basada en Ontologías se denomina OntoIntegra. Este método
describe el proceso para la integración de los datos almacenados en fuentes de datos estructuralmente heterogéneas
en una respuesta conceptualmente homogénea, a partir de la instanciación de una ontología creada para la OBDI.
El método se basa en los constructos: consulta sintáctica e instancia de una ontología.
Definición 2.1.1 Una consulta sintáctica es la secuencia textual de instrucciones que permite recuperar
información almacenada en al menos una fuente de datos.
Definición 2.1.2 Sea una ontología compuesta por una parte conceptual (T-Box) y una parte asercional
(A-Box). Se denomina instancia de la ontología a su parte asercional.
2.2. OntoIntegra
El aporte teórico fundamental de esta investigación es un método para la integración semántica de datos
almacenados en fuentes estructuralmente heterogéneas. La figura 2.2 ilustra el método propuesto, denominado
OntoIntegra. Este método describe la obtención de información conceptualmente integrada a través de cinco pasos
fundamentales:
1. Análisis estructural de cada fuente de datos.
2. Análisis semántico de la información almacenada en cada fuente de datos.
3. Instanciación de la ontología para OBDI.
4. Publicación de la instancia de la ontología creada.
5. Consumo por una aplicación informática de la instancia de la ontología creada.
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Figura 2.2: Esquema representativo del método OntoIntegra
2.2.1. Análisis estructural de cada fuente de datos
El análisis estructural de cada fuente de datos tiene como objetivo identificar la forma en que se encuentran
estructurados los datos a recuperar, formulando la consulta sintáctica adecuada a este proceso. En este paso
interviene un Experto del dominio, el cual es una persona que conoce en detalle la estructura de los datos
gestionados por la fuente de datos en cuestión. En el caso de las bases de datos relacionales, el “Lenguaje de
Consultas Estructurado” (“Structured Query Language” - SQL, por sus siglas de acuerdo al término en idioma
inglés) constituye el estándar para la recuperación de datos (Eisenberg y Melton, 1999). Este tipo de bases de
datos se ha utilizado durante más de dos décadas (Buckles y Petry, 1993; Hristidis y Papakonstantinou, 2002;
Alfred y cols., 2018), por lo que gran parte de los datos almacenados a nivel mundial se encuentran sobre el
modelo relacional.
Las bases de datos no relacionales, incluyendo las jerárquicas, orientadas a grafos y orientadas a objetos existen
desde finales de la década de 1960 (Leavitt, 2010). Con el surgimiento y desarrollo de la Web 3.0, las bases de datos
orientadas a grafos que soportan el modelo de datos RDF han ganado popularidad (Zaki y cols., 2017; Brisaboa y
cols., 2017). El lenguaje “Protocolo SPARQL y Lenguaje de Consulta RDF” (“SPARQL Protocol and RDF Query
Language” - SPARQL, por sus siglas de acuerdo al término en idioma inglés) es la recomendación del “Consorcio
de la World Wide Web” (“World Wide Web Consortium” - W3C, por sus siglas de acuerdo al término en idioma
inglés) para la consulta sobre grafos RDF (W3C SPARQL Working Group, 2013).
32
Capítulo 2: Método para la integración de datos basada en ontologías
Cada vez son más los servicios que se publican en la Web usando la “Transferencia de estado
representacional” (“Representational state transfer” - REST, por sus siglas de acuerdo al término en idioma inglés)
(Pautasso, 2014). El estilo de arquitectura REST enfatiza la escalabilidad de las interacciones entre los
componentes de las aplicaciones informáticas y promueve la reutilización de los componentes reduciendo su
acoplamiento (Pautasso, 2014). Resulta posible considerar aplicaciones externas que exponen sus datos a través de
REST como fuentes de datos. En este caso, el análisis estructural de la fuente de datos se centraría en la estructura
sintáctica que debe poseer la petición a formular para extraer los datos a integrar.
El Experto de dominio en este paso analiza cómo están físicamente distribuidos los datos que se pretenden
integrar en las fuentes de datos que los almacenan. Posteriormente formula las consultas sintácticas que permitirán
recuperar dichos datos utilizando los constructos definidos para este fin en las fuentes de datos a encuestar.
2.2.2. Análisis semántico de la información almacenada en cada fuente de datos
En el análisis semántico de la información almacenada en cada fuente de datos se determinan los conceptos
contenidos en las mismas cuyos datos asociados se desean recuperar. En este paso interviene un Experto del
dominio y un Ingeniero de conocimiento. El Ingeniero de conocimiento tiene la función de traducir los elementos
presentes en una fuente de datos a conceptos comprensibles por un usuario externo.
En este paso un Usuario de conceptualización requiere ciertos conceptos sobre un dominio específico, esta
petición se la realiza a un Experto del dominio. El Experto del dominio determina exactamente qué elementos del
dominio son los que necesita el Usuario de conceptualización y se lo informa al Ingeniero de conocimiento. El
Ingeniero de conocimiento modela conceptualmente los elementos recibidos en términos conocidos por el Usuario
de conceptualización y retorna la conceptualización elaborada. Este proceso se ilustra en la figura 2.3.
Proceso de desarrollo de la ontología según la metodología METHONTOLOGY
El proceso de desarrollo de una ontología se refiere a cuáles actividades deben realizarse al construir una
ontología (Gómez-Pérez y cols., 2007). La metodología METHONTOLOGY propone la realización de tres
categorías de actividades que se ilustran en la figura 2.4.
Las actividades de gestión incluyen la planificación, el control y el aseguramiento de la calidad. La actividad
de planificación identifica las tareas a desarrollar, su prioridad, el tiempo y los recursos para llevarlas a cabo. El
resultado de esta actividad se ilustra en la figura 2.5. La actividad de control garantiza que las tareas planificadas
se completen conforme a la manera en que se diseñaron. Finalmente, la actividad de aseguramiento de la calidad
verifica que la calidad de cada artefacto generado (la ontología, la aplicación informática y la documentación) sea
satisfactoria (Gómez-Pérez y cols., 2007). El cumplimiento de la actividad de aseguramiento de la calidad fue
certificado por el tribunal que evaluó el ejercicio de culminación de estudios titulado “AUCTORITAS 2.0: Sistema
de apoyo para el control de autoridades”.
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Figura 2.3: Secuencia realizada en el paso Análisis semántico de la información almacenada en cada fuente de
datos
Figura 2.4: Proceso de desarrollo de una ontología. Tomado de (Gómez-Pérez y cols., 2007)
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Figura 2.5: Planificación de las tareas para el desarrollo de la ontología
Las actividades orientadas al desarrollo de la ontología se agrupan en actividades pre-desarrollo, actividades
de desarrollo y actividades post-desarrollo. Durante las actividades pre-desarrollo se realiza un estudio del entorno
con el fin de conocer las plataformas en las que se utilizará la ontología, las aplicaciones en las que la ontología
será integrada, entre otros detalles. Como resultado de esta actividad se determinó que la ontología se utilizaría en
una plataforma Java, al ser integrada en la aplicación informática AUCTORITAS versión 2.0. También, durante
las actividades pre-desarrollo se lleva a cabo un análisis de factibilidad que debe responder a preguntas como: ¿Es
posible construir la ontología? ¿Es factible construir la ontología? (Gómez-Pérez y cols., 2007).
Una vez en el desarrollo, la actividad especificación determina el por qué la ontología se está construyendo,
para qué se usará y quiénes son los usuarios finales. La conceptualización estructura el dominio de conocimiento
en forma de modelos significativos al nivel de conocimiento, el resultado de esta actividad se ilustra en la figura
2.6.
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Figura 2.6: Conceptualización de los elementos del dominio de conocimiento
La actividad formalización transforma el modelo conceptual en un modelo formal o semi-computable, por
medio de la utilización de los constructos definidos en la Lógica Descriptiva (Baader y cols., 2003). Para
formalizar la conceptualización elaborada se decidió desarrollar la ontología que se ilustra en la figura 2.7. Esta
ontología cumple con el requisito definido por Calvanese y cols. (2017), el cual especifica que los elementos
básicos que debe poseer una ontología diseñada con el propósito de permitir la OBDI son los definidos en la
ontología 2.1.
Concept ≡ Thing u ∃mappedTo.Literal u = 1mappedTo u ∃type.Literal u =
1type u ∃name.Stringu = 1name
Connection ≡ Thing u ∃endpoint.Literal u = 1endpoint u ∀user.String u ∀password.String
Datasource ≡ Thing u ∃composedBy.Concept u ∃has.Connection u = 1has u type.Literal u = 1type
Figura 2.7: T-Box de la ontología desarrollada
Concepto ≡ Thing u ∃mapeo.Literal (2.1)
La actividad de implementación construye modelos computables en un lenguaje de ontologías (Gómez-Pérez
y cols., 2007). Este modelo se construyó utilizando el Lenguaje de Ontologías Web por medio de la herramienta
Protégé y se ilustra en la figura 2.8.
Durante el post-desarrollo, la actividad de mantenimiento actualiza y corrige la ontología de ser necesario.
También en esta fase la ontología es reutilizada por otras ontologías o aplicaciones (Gómez-Pérez y cols., 2007).
Finalmente, las actividades de soporte incluyen una serie de actividades que se realizan al mismo tiempo que las
orientadas al desarrollo. Ellas incluyen la adquisición de conocimiento, evaluación, integración, mezcla, alineación,
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Figura 2.8: Clases de la ontología construida con la herramienta Protégé
documentación y gestión de configuración. El objetivo de la actividad de adquisición de conocimiento es obtener el
conocimiento de expertos del dominio a través de algún tipo de procedimiento (semi)automático, lo que se conoce
como aprendizaje ontológico. La actividad de evaluación realiza un juicio técnico de las ontologías, sus entornos de
aplicaciones informáticas asociados, así como de la documentación. Este juicio se realiza con respecto a un marco
de referencia durante cada etapa y entre etapas durante el ciclo de vida de la ontología. La actividad de integración
se requiere cuando se construye la ontología a partir de la reutilización de otras ontologías (Gómez-Pérez y cols.,
2007).
Otra actividad de soporte es la mezcla, que consiste en la obtención de una ontología a partir de diferentes
ontologías del mismo dominio. La actividad de alineación establece diferentes tipos de mapeos entre las
ontologías involucradas. Por otra parte, la actividad de documentación detalla, clara y exhaustivamente cada una
de las etapas completadas y los productos generados. La gestión de configuración almacena todas las versiones de
la documentación y del código de la ontología para controlar los cambios.
2.2.3. Instanciación de la ontología para la integración de datos
Jannach y cols. (2009) han demostrado que las ontologías de dominio pueden apoyar la extracción de
conocimiento, lo que significa que el problema de extracción de información puede ser generalizado al problema
de encontrar e insertar información que concuerde con una ontología en la base de conocimiento de un sistema,
este proceso se conoce como “instanciación de la ontología” o “poblado de la ontología”. Entonces la ontología
instanciada puede servir como base para el desarrollo de servicios de conocimiento en la Web Semántica (Alani y
cols., 2003).
La instanciación de una ontología es un proceso costoso y que consume tiempo (Makki y cols., 2008), por esta
razón existen enfoques automáticos (Alani y cols., 2003; Jannach y cols., 2009) y semi-automáticos (Makki y cols.,
2008). La instanciación de la ontología para OBDI consiste en la representación de los conceptos identificados en
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Herramienta Versión Propietario / Características / Lenguaje Libre
Desarrollador Limitaciones primario Libre
Adaptiva - Universidad Sheffield Adquisición de Java Sí
conocimiento
Semantic-works 2012 2012 Altova Editor OWL + RDFS Java No
Conzilla 2.2 Grupo de investigaciones Navegador de Java Sí
de gestión del conocimiento conceptos
HOZO 5.6 Universidad de Amigable al Java Sí
Osaka usuario
Protégé 5.5.0 Universidad de Stanford Herencia múltiple Java Sí
Tabla 2.2: Editores de ontologías
el paso anterior acorde a la terminología definida por la ontología seleccionada. Debido al alto nivel de detalle que
implica instanciar una ontología para OBDI se escogió realizar este proceso manualmente.
Para la instanciación manual de una ontología es posible apoyarse en un editor de ontologías. La tabla 2.2
sintetiza características de varios editores de ontologías.
Un ejemplo de instanciación se ilustra en la figura 2.9, en la que se utilizó la variable syntacticQuery con el
objetivo de facilitar su comprensión. Esta variable se refiere a una consulta sintáctica formulada en un lenguaje de
consulta (por ejemplo: SQL, SPARQL, una petición REST, entre otros).
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Datasource(V IV O), has(V IV O, vivoConnection), composedBy(V IV O, institution),
composedBy(V IV O, autorPersonalV ivo), type(PostgreSQL, http).
Concept(institution), mappedTo(institution, syntacticQuery), name(institution, Institution)
type(institution,AUTORCORPORATIV O).
Concept(autorPersonalV ivo), mappedTo(autorPersonalV ivo, syntacticQuery),










Datasource(AGROV OC), composedBy(AGROV OC, agrovocConcept),
has(AGROV OC, virtuosoConnection), type(AGROV OC, http).
Concept(agrovocConcept), mappedTo(agrovocConcept, syntacticQuery),
type(agrovocConcept, CONTROLEDTERMS), name(agrovocConcept, Termino Controlado)
Connection(virtuosoConnection), endpoint(virtuosoConnection, http://localhost:8890/sparql).
Datasource(ACM), composedBy(ACM, acmConcept), has(ACM, virtuosoConnection),
type(ACM,http).
Concept(acmConcept), mappedTo(acmConcept, syntacticQuery),
type(acmConcept, CONTROLEDTERMS), name(acmConcept, Termino Controlado)
Figura 2.9: A-Box de la ontología desarrollada
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2.2.4. Publicación de la instancia de la ontología creada
Uno de los principales retos que se enfrentan en la Web Semántica es que las ontologías típicamente se publican
como ficheros sin soporte para utilizarlos en aplicaciones (Viljanen y cols., 2008). Los almacenes de tripletas RDF
constituyen un tipo de bases de datos basadas en grafos, lo que les permite almacenar datos en forma de redes de
objetos vinculados entre sí. Las bases de datos de este tipo son capaces de gestionar consultas semánticas y utilizar
inferencias para descubrir nueva información implícita en los datos almacenados y sus relaciones.
La publicación de la instancia de la ontología creada se refiere a su carga en un almacén de tripletas RDF. Este
paso permite compartir en línea la instancia, haciéndola reutilizable por otras aplicaciones que requieran acceder a
las fuentes de datos descritas. Los elementos descritos en una ontología publicada en un almacén de tripletas RDF
son accesibles mediante consultas SPARQL, beneficiándose de las características de este tipo de bases de datos y
de las potencialidades del lenguaje de consultas.
2.2.5. Consumo por una aplicación informática de la instancia de la ontología creada
El consumo por una aplicación informática de la instancia de la ontología creada permite, a partir de la
descripción de los términos de la ontología, obtener su instanciación y utilizarla para recuperar los datos
requeridos. En este paso se utiliza la T-Box de la ontología como base para la interpretación semántica de la
estructura de la fuente de datos a encuestar.
La A-Box de la ontología brinda a la aplicación informática los datos necesarios para gestionar la conexión a la
fuente de datos. A su vez, contiene los conceptos relevantes a recuperar y las consultas sintácticas que posibilitan
este proceso.
2.3. Conclusiones del capítulo
El paradigma de las ciencias del diseño permitió definir el artefacto a generar como aporte teórico principal de
la investigación. El proceso utilizado para la investigación en ciencias del diseño condujo las actividades a realizar
como parte del presente trabajo.
El método creado permite la integración de datos almacenados en fuentes estructuralmente heterogéneas,
brindando una guía a los especialistas encargados de este proceso. La utilización de la metodología para el
desarrollo de ontologías seleccionada, orientó satisfactoriamente el proceso de desarrollo de la ontología que se
propone como parte del método.
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Validación de la propuesta
3.1. Introducción
En este capítulo de presenta la validación del método para la integración de datos basado en ontologías
OntoIntegra. Para la validación se utilizó un caso de estudio sobre dos versiones de la aplicación informática
AUCTORITAS. En él se presenta el diseño del caso de estudio y se realiza un análisis de los resultados obtenidos
concluyendo con la confirmación de la hipótesis planteada en la investigación.
3.2. Selección de la estrategia de validación
En el paradigma de las ciencias del diseño, Hevner y cols. (2004) plantean en la “Guía 3: Evaluación del
diseño” que la utilidad, calidad y eficacia de un artefacto de diseño debe ser rigurosamente demostrada a través
de métodos de evaluación bien ejecutados. La evaluación de un artefacto tecnológico requiere la definición de
métricas apropiadas y posiblemente la compilación y análisis de datos apropiados (Hevner y cols., 2004). La tabla
3.1 sintetiza los métodos de evaluación de diseño propuestos por Hevner y cols. (2004).
Dependiendo del propósito de la evaluación y de las condiciones de la investigación empírica, existen tres
grandes tipos de estrategias que pueden utilizarse: encuestas, casos de estudio y experimentos (Wohlin y cols.,
2012).
Una encuesta es un sistema para recolectar información sobre o acerca de personas que describen, comparan o
explican su conocimiento, actitudes y comportamiento (Wohlin y cols., 2012). Una encuesta no permite el control
sobre la ejecución de la medición, por lo que no es posible manipular variables como en otros métodos de
investigación (Wohlin y cols., 2012).
Los casos de estudio en la ingeniería de software son investigaciones empíricas que se basan en múltiples
fuentes de evidencia para investigar una instancia (o un pequeño número de ellas) de un fenómeno de ingeniería de
software contemporáneo dentro de su contexto real, especialmente cuando el límite entre el fenómeno y el contexto
no puede ser claramente definido (Runeson y cols., 2012; Wohlin y cols., 2012). Constituyen una técnica donde
factores clave que pueden incidir en la salida se identifican y se documenta la actividad (Stake, 1995).
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Tipo de método Método
Observacional
Caso de estudio: artefacto de estudio en profundidad del entorno del negocio.
Estudio de campo: supervisa el uso de un artefacto en varios proyectos.
Analítico
Análisis estático: examina las cualidades estáticas
de la estructura del artefacto.
Análisis de Arquitectura: estudia cómo corresponde el artefacto dentro de la arquitectura
del SI.
Optimización: demuestra propiedades óptimas inherentes al artefacto o provee
límites óptimos en el comportamiento del artefacto.
Análisis dinámico: estudia las cualidades dinámicas del artefacto.
Experimental
Experimento controlado: estudia características del artefacto
en un ambiente controlado.
Simulación: ejecuta el artefacto con datos artificiales.
Prueba
Prueba funcional (de caja negra): ejecuta las interfaces del artefacto
para descubrir fallos e identificar defectos.
Prueba estructural (de caja blanca): realiza pruebas de cubrimiento de alguna métrica
en la implementación del artefacto.
Descriptivo
Argumento informado: usa información proveniente de la base
de conocimiento para construir un argumento convincente
sobre la utilidad del artefacto.
Escenarios: construye escenarios detallados alrededor del artefacto para
demostrar su utilidad.
Tabla 3.1: Métodos de evaluación del diseño. Tomado de (Hevner y cols., 2004).
Los experimentos (o experimentos controlados) en la ingeniería de software son un tipo de investigación
empírica que manipula un factor o variable de la configuración estudiada. Basado en la aleatoriedad se aplican
diferentes tratamientos a diferentes sujetos, mientras se mantienen otras variables constantes y se miden los
efectos en las variables de salida (Wohlin y cols., 2012). Constituyen una investigación formal, rigurosa y
controlada en la que los factores claves son identificados y manipulados, mientras que otros factores en el contexto
se mantienen sin cambio.
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Los quasi-experimentos constituyen un tipo de investigación empírica similar a un experimento, donde la
asignación de los tratamientos a sujetos no puede ser aleatorizada, sino que emerge de las características propias
de los sujetos u objetos (Wohlin y cols., 2012).
La diferencia entre casos de estudio y experimentos está determinada por el nivel de control del contexto
(Petersen y Wohlin, 2009). En un experimento diferentes situaciones son forzadas deliberadamente y el objetivo
comúnmente es distinguir entre las dos situaciones. En un caso de estudio el contexto es controlado por el proyecto
real analizado (Wohlin y cols., 2012). En el contexto del proyecto ELINF, las fuentes de datos a utilizar para
el control de autoridades se incrementarán en la medida de las necesidades. Una vez analizado el contexto en
que se utilizará la aplicación informática AUCTORITAS, el autor de la presente investigación concluye que la
realización de un caso de estudio constituye una estrategia viable para la validación de la misma, ya que se realizará
la integración de las fuentes de datos para el control de autoridades relevantes al proyecto ELINF.
3.3. Preparación del caso de estudio
Según Kitchenham y cols. (1995) para evitar el sesgo y asegurar la validez interna, es necesario crear una base
sólida para evaluar los resultados de un caso de estudio. Kitchenham y cols. (1995) proponen tres alternativas para
preparar un estudio:
Una comparación de los resultados aplicando el método contra una línea base.
Un proyecto hermano puede ser seleccionado como línea base. El proyecto bajo estudio emplea el nuevo
método mientras que el proyecto hermano usa los métodos anteriores. Ambos proyectos deben ser
comparables.
Si el método se aplica a componentes del producto individuales, debe ser aplicado aleatoriamente a algunos
componentes y a otros no.
Para el caso de estudio en cuestión se considera la segunda alternativa de las propuestas por Kitchenham y cols.
(1995), por lo que se utilizarán las versiones 1.0 y 2.0 de la aplicación informática AUCTORITAS.
Según Wohlin y cols. (2012), la realización de un caso de estudio involucra cinco grandes pasos por los que
transitar:
1. Diseño del caso de estudio: se definen los objetivos y se planifica el caso de estudio.
2. Preparación para la recolección de los datos: se definen los procedimientos y protocolos para la recolección
de los datos.
43
Capítulo 3: Validación de la propuesta
3. Recolección de los datos: ejecución de la recolección de los datos en el caso estudiado.
4. Análisis de los datos recolectados.
5. Reporte del caso de estudio.
3.3.1. Diseño del caso de estudio
El objetivo del caso de estudio es medir qué por ciento de las fuentes de datos, necesarias para el control
de autoridades en el proyecto ELINF, es posible integrar mediante el empleo del método propuesto en una
aplicación informática.
El presente caso de estudio se centra en la escalabilidad en cuanto a fuentes de datos de la aplicación informática
AUCTORITAS. Se asume como escalabilidad el concepto elaborado por Duboc y cols. (2006) que la define como
la cualidad de las aplicaciones informáticas caracterizada por el impacto causal que poseen aspectos del entorno
del sistema según estos son variados por encima de los rangos operacionales.
Las preguntas de investigación que conducirán el presente caso de estudio son:
1. ¿Qué fuentes de datos de las necesarias para el control de autoridades en el proyecto ELINF es posible
integrar con el método propuesto?
2. ¿Qué nivel de flexibilidad aporta la aplicación del método propuesto en el acceso a datos de la aplicación
informática AUCTORITAS?
Se definen los siguientes umbrales para la variable flexibilidad:
Flexibilidad baja: es necesario modificar el código fuente de la aplicación para adicionar nuevas fuentes de
datos y estas deben ser estructuralmente homogéneas.
Flexibilidad media: es necesario modificar el código fuente de la aplicación para adicionar nuevas fuentes de
datos pero estas pueden ser estructuralmente heterogéneas.
Flexibilidad alta: no es necesario modificar el código fuente de la aplicación para adicionar nuevas fuentes
de datos y estas pueden ser estructuralmente heterogéneas.
El Comité de Expertos del proyecto ELINF identificó como fuentes de datos necesarias para el control de
autoridades las siguientes:
Fichero de autoridad local: base de datos que contiene las entradas de autoridad de autores cubanos que no
están registrados en fuentes internacionales.
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VIVO: aplicación informática que gestiona perfiles de investigadores. Esta aplicación se pretende
implementar en la red de universidades miembros del proyecto ELINF.
ORCID: fuente de datos internacional para la identificación de autores.
Tesauro de la ACM: tesauro especializado en Ciencias de la Computación para el control de autoridades a
nivel de epígrafes de materia.
Tesauro AGROVOC de la FAO: tesauro especializado en Ciencias Agrícolas para el control de autoridades a
nivel de epígrafes de materia.
3.3.2. Recolección de los datos
De acuerdo con Lethbridge y cols. (2005) las técnicas para la recolección de datos se pueden dividir en tres
niveles:
Primer nivel: Métodos en los que el investigador está en contacto directo con los sujetos y recolecta los datos
en tiempo real.
Segundo nivel: Métodos indirectos en los que el investigador recolecta datos en bruto sin interactuar con los
sujetos durante la recolección.
Tercer nivel: Análisis independiente de artefactos de trabajo donde se utilizan datos disponibles y en algunos
casos ya compilados.
La técnica para recolectar datos en la presente investigación cae en el tercer nivel, basándose en las
investigaciones de Calzadilla-Reyes y Ruano-Alvarez (2015) y González-Barroso y Pérez-González (2016).
El resultado de la recolección de datos se muestra en la tabla 3.2.
3.3.3. Análisis de los datos recolectados
El principal objetivo del análisis cualitativo de los datos es llegar a conclusiones a partir de los datos,
manteniendo una clara cadena de evidencia (Wohlin y cols., 2012). Existen dos partes diferentes de análisis sobre
datos cualitativos: las técnicas generadoras de hipótesis y las técnicas para confirmación de hipótesis (Seaman,
1999). Las técnicas generadoras de hipótesis pretenden arribar a hipótesis a partir de los datos, mientras que las
técnicas para confirmación de hipótesis se utilizan para demostrar que una hipótesis es verdadera. El análisis de
los datos recolectados en el presente caso de estudio pretenderá demostrar la validez de la hipótesis de la
investigación.
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Aplicación informática Fuente de datos Estructura Modificación código fuente
AUCTORITAS 1.0 Fichero de autoridad local Modelo relacional No
AUCTORITAS 1.0 VIVO Servicio REST Sí
AUCTORITAS 1.0 ORCID Servicio REST Sí
AUCTORITAS 1.0 Tesauro ACM Modelo RDF Sí
AUCTORITAS 1.0 Tesauro AGROVOC Modelo RDF Sí
AUCTORITAS 2.0 Fichero de autoridad local Modelo relacional No
AUCTORITAS 2.0 VIVO Servicio REST No
AUCTORITAS 2.0 ORCID Servicio REST Sí
AUCTORITAS 2.0 Tesauro ACM Modelo RDF No
AUCTORITAS 2.0 Tesauro AGROVOC Modelo RDF No
Tabla 3.2: Datos recolectados en el caso de estudio.
El análisis de los datos puede realizarse con diferentes niveles de formalismo, Wohlin y cols. (2012) mencionan
los siguientes enfoques:
Enfoques de inmersión: Son los enfoques menos estructurados, más dependientes de la intuición y las
habilidades interpretativas del investigador. Pueden ser difíciles de combinar con los requerimientos para
mantener y comunicar la cadena de evidencia.
Enfoques de edición: Incluyen pocos códigos pre-elaborados.
Enfoques basados en plantillas: Son más formales e incluyen preguntas de investigación creadas a priori.
Enfoques quasi-estadísticos: Son altamente formales e incluyen, por ejemplo, cálculos o frecuencias de
palabras o frases.
El análisis de los datos en el presente caso de estudio utilizará un enfoque basado en plantillas.
La versión 1.0 de la aplicación informática AUCTORITAS fue desarrollada con una clase de acceso a datos,
en la cual se gestionaba el acceso a una base de datos relacional conteniendo los registros de autoridades locales.
La lógica de acceso a datos estaba altamente acoplada al consumo de datos a partir de un modelo relacional, por lo
que incorporar nuevas fuentes con un modelo de datos diferente provocaba cambios en la lógica de acceso a datos
de la aplicación.
El acceso a datos de la versión 2.0 de AUCTORITAS de desarrolló siguiendo el método propuesto en el presente
trabajo. La lógica de acceso a datos se hizo dependiente de la parte conceptual de la ontología creada, mientras
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que las fuentes de datos son configuradas en la instanciación de dicha ontología, constituyendo su A-Box. Esto
posibilitó que la integración de nuevas fuentes de datos no produjese cambios en el código fuente de la aplicación
excepto en un caso.
En el caso de la fuente de datos ORCID fue necesario modificar el código fuente de la aplicación, debido a que
esta fuente utiliza un mecanismo de autenticación OAuth 2.0 que no había sido contemplado en el desarrollo de
AUCTORITAS. Teniendo esto en cuenta, se realizó la descripción de la fuente de datos en la instancia de ontología,
se incorporó el mecanismo de autenticación a la aplicación y las pruebas resultaron satisfactorias.
La realización del caso de estudio permitió identificar que la versión 1.0 de AUCTORITAS posee una
flexibilidad media en su acceso a datos, mientras que la aplicación del método propuesto en el desarrollo de la
versión 2.0 aportó un nivel de flexibilidad alto. De igual manera, fue posible verificar que el método propuesto
permite integrar el cien por ciento de las fuentes de datos necesarias para el control de autoridades en el proyecto
ELINF. Los resultados arrojados por el caso de estudio llevado a cabo comprueban la validez de la hipótesis
propuesta en la presente investigación.
3.4. Conclusiones del capítulo
La realización del caso de estudio da lugar a las siguientes conclusiones respecto a la validación del método
propuesto:
La herramienta informática desarrollada como instanciación del método propuesto facilitó la obtención de
información requerida para el proceso de control de autoridades en el proyecto ELINF.
La utilización de Integración de Datos Basada en Ontologías, disminuyó el acoplamiento de la herramienta
informática desarrollada como instanciación del método propuesto, con la configuración de las fuentes de
datos requeridas para el proceso de control de autoridades en el proyecto ELINF.
La instanciación del método propuesto en el acceso a datos de la aplicación informática AUCTORITAS




La realización de la presente investigación ratificó la necesidad de un método que conduzca el proceso de
integración de datos almacenados en fuentes heterogéneas de datos y que aporte semántica al proceso. A su vez, se
confirmó la Integración de Datos Basada en Ontologías como una de las vías más promisorias para la realización
del proceso de integración de datos. Por otra parte, la utilización del paradigma de las ciencias del diseño resultó
efectiva en el desarrollo del método propuesto. El método OntoIntegra permitió la integración de datos almacenados
en fuentes estructuralmente heterogéneas, mientras que el caso de estudio utilizado para la validación del método
propuesto certificó su efectividad, por medio de la instanciación de la propuesta en una aplicación informática.
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Recomendaciones
Para futuras investigaciones y como continuidad de la actual se recomienda:
Enriquecer la semántica de la ontología desarrollada, para contribuir al descubrimiento de información
implícita en las relaciones entre los datos.
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