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A LARGE DEVIATIONS PRINCIPLE FOR THE POLAR
EMPIRICAL MEASURE IN THE TWO-DIMENSIONAL
SYMMETRIC SIMPLE EXCLUSION PROCESS
CLAUDIO LANDIM, CHIH-CHUNG CHANG, TZONG-YOW LEE
Abstract. We prove an energy estimate for the polar empirical measure of
the two-dimensional symmetric simple exclusion process. We deduce from
this estimate and from results in [2] large deviations principles for the polar
empirical measure and for the occupation time of the origin.
1. Introduction
We presented in [2] a large deviations principle for the occupation time of the
origin in the two-dimensional symmetric simple exclusion process. The proof relies
on a large deviations principle for the “polar” empirical measure. After the paper
was published and after T-Y Lee passed away, A. Asselah pointed to us that there
was a flaw in the argument. The proofs of the lower and upper bound of the large
deviations principle for the polar measure were correct, but the bounds did not
match.
We correct this inaccuracy in this article by showing that we may restrict the
upper bound to measures with finite energy, that is, to absolutely continuous mea-
sures µ(dr) = m(r)dr whose density m has a generalized derivative, denoted by m′,
such that
∫
R+
[m′(r)]2/σ(m(r)) dr <∞, where σ(a) = a(1 − a).
The large deviations principle of the occupation time of the origin is correct as
stated in [2], and follows, through a contraction principle, from the amended version
of the large deviations principle for the polar measure presented here.
There are many reasons to examine the large deviations of the occupation time
in dimension 2. On the one hand, the unusual large deviations decay rate t/ log t,
with a logarithmic correction which appears in critical dimensions. On the other
hand, the unexpected possibility to derive an explicit formula (cf. equation (2.6)
below) for the large deviations rate function. Finally, the method by itself may be of
interest in other contexts. It has been shown [4] that in dimension 1 the occupation
time large deviations, whose decay rate is
√
t, is related to the large deviations of
the empirical measure. Here, in dimension 2, it is shown to be connected to the
large deviations of the polar measure. It is conceivable that in higher dimensions,
where the decay rate is t, the large deviations are associated to some other type of
empirical measure.
We refer to [2] for further references and for an historical background of this
problem. We wish to thank A. Asselah for pointing to us the flaw in [2], K. Mallick
and K. Tsunoda for stimulating discussion on occupation time large deviations and
drawing our attention to the recent papers [6, 7]. These exchanges encouraged us
to try to fill the gap left in [2].
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2. Notation and results
The speeded-up, symmetric simple exclusion process on Z2 is the continuous-
time Markov process on {0, 1}Z2 whose generator, denoted by LT , acts on functions
f : {0, 1}Z2 → R which depends only on a finite number of coordinates as
(LT f)(η) =
T
2
2∑
j=1
∑
x∈Z2
{
f(σx,x+ejη)− f(η)} .
In this formula, {e1, e2} is the canonical basis of R2, and σx,yη is the configuration
obtained from η by exchanging the occupation variables η(x) and η(y):
(σx,yη)(z) =


η(z) if z 6= x, y,
η(x) if z = y,
η(y) if z = x .
Denote by να, 0 ≤ α ≤ 1, the Bernoulli product measure on {0, 1}Z2 with
marginals given by
να{η, η(x) = 1} = α , for x ∈ Zd.
A simple computation shows that {να, 0 ≤ α ≤ 1} is a one-parameter family of
reversible invariant measures.
Denote by D(R+, {0, 1}Z2) the space of right continuous functions x : R+ →
{0, 1}Z2 with left limits, endowed with the Skorohod topology. The elements of
D(R+, {0, 1}Z2) are represented by ηs, s ≥ 0. Let Pα = PT,α, 0 ≤ α ≤ 1, be the
probability measure onD(R+, {0, 1}Z2) induced by Markov process whose generator
is LT starting from να. Expectation with respect to Pα is denoted by Eα.
Denote by M the space of locally finite, nonnegative measures on (0,∞). Let
σT : Z
2 \ {0} → R+ be given by
σT (x) =
log |x|
logT
,
where |x| represents the Euclidean norm of x, |x|2 = x21 + x22. Denote by µ1,T :
{0, 1}Z2 →M the “polar” empirical measure on R+ induced by a configuration η:
µ1,T (η) =
1
2π logT
∑
x∈Z2
∗
η(x)
1
|x|2 δσT (x) .
Here, δv is the Dirac measure concentrated on v ∈ R+. Notice the factor 2π on
the denominator to normalize the sum. Denote by µ¯T : D(R+, {0, 1}Z2)→M the
measure on R+ obtained as the time integral of the measures µ
1,T :
µ¯T =
∫ 1
0
µ1,T (ηs) ds . (2.1)
The main result of this article establishes a large deviations principle for the measure
µ¯T under Pα.
Denote by 11 the configuration in which all sites are occupied, 11(x) = 1 for
all x ∈ Z2. The measures µ1,T , µ¯T are nonnegative and bounded above by the
measure λT = µ
1,T (11): for all nonnegative, continuous function H : (0,∞) → R
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with compact support, and all elements of {0, 1}Z2, D(R+, {0, 1}Z2),
0 ≤
∫
R+
H dµ1,T ≤
∫
R+
H dλT and 0 ≤
∫
R+
H dµ¯T ≤
∫
R+
H dλT .
On the other hand, an elementary computation shows that there exists a finite
universal constant C0 such that
λT ([a, b]) ≤ (b − a) + C0
logT
(2.2)
for all 0 < a < b < ∞, T > 1. It is therefore natural to introduce the space Mc,
c > 0, of nonnegative, locally finite measures µ defined on the Borel sets of (0,∞)
and such that µ([a, b]) ≤ (b− a) + c for every 0 < a < b <∞:
Mc =
{
µ ∈ M : µ([a, b]) ≤ (b − a) + c for 0 < a < b <∞
}
.
The uniform bound on the measure of the intervals makes the setMc endowed with
the vague topology a compact, separable metric space. Let M0 be the subspace of
Mc of all measures which are absolutely continuous with respect to the Lebesgue
measure and whose density is bounded by 1. The subspaceM0 is closed (and thus
compact).
Let CK((0,∞)) be the space of continuous functions G : (0,∞) → R with a
compact support, and let CnK((0,∞)), n ≥ 1, be the space of compactly supported
functions F : (0,∞) → R whose n-th derivative is continuous. Denote by Q :
M0 → R+ the energy functional given by
Q(m(r) dr) = sup
G∈C1
K
((0,∞))
{
−
∫ ∞
0
G′(r)m(r) dr −
∫ ∞
0
σ(m(r))G(r)2 dr
}
,
(2.3)
where σ(a) = a(1 − a) stands for the mobility of the exclusion process. By [1,
Lemma 4.1], the functional Q is convex and lower-semicontinuous. Moreover, if
Q(m(r) dr) is finite, m has a generalized derivative, denoted by m′, and
Q(m(r) dr) = 1
4
∫ ∞
0
[m′(r)]2
σ(m(r))
dr .
Fix 0 < α < 1, and let M0,α the space of measures in M0 whose densi-
ties are equal to α on (1/2,∞): M0,α = {µ(dr) = m(r)dr ∈ M0 : m(r) =
1/2 a.s. in (1/2,∞)}. Denote by IQ,α :Mc → R+ the functional given by
IQ,α(µ) =
{
πQ(µ) if µ ∈M0,α,
+∞ otherwise. (2.4)
Since the set M0,α is convex and closed, the functional IQ,α inherits from Q the
convexity and the lower-semicontinuity. Furthermore, as Mc is compact and IQ,α
lower semi-continuous, the level sets of IQ,α are compact. Next assertion is the
main result of the article.
Theorem 2.1. For every closed subset F of Mc and every open subset G of Mc,
lim sup
T→∞
logT
T
logPα
[
µ¯T ∈ F ] ≤ − inf
µ∈F
IQ,α(µ) ,
lim inf
T→∞
logT
T
logPα
[
µ¯T ∈ G] ≥ − inf
µ∈G
IQ,α(µ) .
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Moreover, the rate functional IQ,α : Mc → R+ is convex, lower semi-continuous
and has compact level sets.
Remark 2.2. We explain in this remark the flaw in [2]. Denote by Iˆα :M0 → R+
the functional given by
Iˆα(m(r) dr) = sup
G∈C1
K
((0,1/2))
{
−
∫ 1/2
0
G′(r)m(r) dr −
∫ 1/2
0
σ(m(r))G(r)2 dr
}
.
Note that the supremum is carried over functions whose support is now contained
in (0, 1/2). Let Iα :Mc → R+ be given by
Iα(µ) =
{
Iˆα(µ) if µ ∈M0,α,
+∞ otherwise. (2.5)
Section 5 of [2] shows that Iα is an upper bound for the large deviations principle.
This upper bound is not sharp. Consider, for instance, the measure µβ(dr) =
mβ(r)dr, β 6= α, where mβ(r) = β for 0 ≤ r < 1/2 and mβ(r) = α for r ≥ 1/2.
By (2.5), Iα(µβ) = 0, which is clearly not sharp.
The problem lies in the proof of Lemma 6.3, at the end of page 686. It is claimed
there that if Iα(µ) < ∞ for an absolutely continuous measure µ(dr) = m(r)dr,
there exists a sequence of smooth functions mn such that mn(r) = α for r ≥ 1/2,
µn(dr) = mn(r)dr → µ in the vague topology, and Iα(mn(r)dr) → Iα(µ). This is
not true for the measure µβ introduced in the previous paragraph.
Remark 2.3. For a measure µ in M0,α with finite energy, Q(µ) <∞,
IQ,α(µ) =
π
4
∫ 1/2
0
[m′(r)]2
σ(m(r))
dr = Iα(µ) .
However, for measures in M0,α with inifinite energy, IQ,α(µ) = ∞, while Iα(µ)
might be finite. For example, IQ,α(µβ) = ∞ and Iα(µβ) = 0, where µβ is the
measure introduced in the previous remark.
This remark shows that what is missing in the proof of the large deviations
principle in [2] is the derivation of the property that measures with infinite energy
in R+ have infinite cost. Note that for measures µ(dr) = m(r) dr in M0,α and
such that Iα(µ) <∞, the finiteness of the energy is a property of the measure in a
vicinity of 1/2 because m(r) = α for r > 1/2 and the energy of µ on the interval
(0, 1/2) is finite by definition of Iα.
Corollary 4.3 below asserts that measures with infinite energy in R+ have in-
finite cost. Its proof relies on Proposition 3.6, a new result which states that a
superexponential two-blocks estimate for the cylinder function [η(0)− η(ej)]2 holds
on the entire space Z2, and not only on {x ∈ Z2 : |x| < T 1/2−δ}. Proposition 3.6
is restricted to the local function [η(0)− η(ej)]2 because the concavity of the map
β 7→ Eνβ [{η(0)− η(ej)}2] is used. We refer to Remark 3.7 for further comments on
this result.
Remark 6.2 explains why it is possible to prove an energy estimate in the whole
space Z2, but it is not possible to handle, in the proof of the large deviations upper
bound, perturbations defined in the entire space. Actually, in the upper bound, the
dynamics is perturbed only in a ball {x ∈ Z2 : |x| < T 1/2−δ}.
The energy estimate for the empirical measure µ¯T requires some care because
the measure is defined on R+, a one-dimensional space, and the system evolves the
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two-dimensional space Z2. This difficulty is surmounted through formula (4.5) and
Lemma 4.1.
A large deviations principle for the occupation time of the origin follows from
Theorem 2.1 and a contraction principle. The proof of this result is presented in
Section 7 of [2]. We recall it here since it is one of the main motivations for Theorem
2.1.
Theorem 2.4. For every closed subset F of [0, 1] and every open subset G of [0, 1],
lim sup
T→∞
logT
T
logPα
[ ∫ 1
0
ηs(0) ds ∈ F
] ≤ − inf
β∈F
Υα(β) ,
lim inf
T→∞
logT
T
logPα
[ ∫ 1
0
ηs(0) ds ∈ G
] ≥ − inf
β∈G
Υα(β) ,
where Υα : [0, 1]→ R+ is the rate function given by
Υα(β) =
π
2
{
sin−1(2β − 1)− sin−1(2α− 1)
}2
.
Actually the rate function Υα is derived through the variational problem
Υα(β) = inf
m
π
4
∫ 1/2
0
m′(r)2
σ(m(r))
dr , (2.6)
where the infimum is carried over all smooth functions m : [0, 1/2]→ R such that
m(0) = β, m(1/2) = α.
The article is organized as follows. In Section 3, we state the superexponential
estimates and in the following one the energy estimate. In Section 5, we present an
alternative formula for the large deviations rate functional and derive some of its
properties. In Sections 6 and 7 we prove the upper bound and the lower bounds of
the large deviations principle.
3. Superexponential estimate
We present in this section some superexponential estimates needed in the proof
of the large deviations principle. We start with an elementary estimate. Denote
by φ the approximation of the identity given by φ(r) = (1/2)1{[−1, 1]}, where
1{[−1, 1]} represents the indicator of the interval [−1, 1]. For r, δ > 0, let φr,δ be
the family of approximations induced by φ: φδ(s) = δ
−1φ(s/δ), φr,δ(s) = φδ(s− r).
It will be simpler to work with a continuous family of approximations of the
identity. Let ψδ be a nonnegative, continuous function, bounded by 1/(2δ), which
coincides with φδ on [−(δ− δ2), (δ− δ2)] and whose support is contained in [−(δ+
δ2), (δ + δ2)]. Set ψr,δ(s) = ψδ(s− r).
Denote by µ(f) the integral of a continuous and compactly supported function
f : (0,∞)→ R with respect a the measure µ ∈ Mc:
µ(f) =
∫
R+
f(r)µ(dr) .
By construction, for all b > 0, there exists a finite constant C = C(b) such that
lim sup
T→∞
sup
2δ≤r≤b
sup
η
∣∣µ1,T (φr,δ)− µ1,T (ψr,δ) ∣∣ ≤ Cδ . (3.1)
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A similar estimate holds if µ1,T is replaced by µ¯T . Note that for each measure
µ ∈ Mc, µ(ψr,δ) is a continuous function of the parameter r because ψδ is a
bounded, continuous function.
The next comparison between a Riemann sum with its integral counterpart will
also be used repeatedly.
Lemma 3.1. Let H : R+ → R be a Lipschitz-continuous function with compact
support in (a, b), 0 < a < b <∞. Then, there exists a finite constant C0 depending
only on ‖H‖∞ = supr∈R+ |H(r)| and on the Lipschitz constant of H such that∣∣∣ 1
logT
∑
x∈Z2
∗
H(σT (x))
1
|x|2 − 2π
∫
R+
H(r) dr
∣∣∣ ≤ C0
T a
·
Proof. Let x = [x1, x1 + 1)× [x2, x2 + 1). The proof consists in comparing
H(σT (x))
1
|x|2 with
∫
x
H(σT (z))
1
|z|2 dz ,
and then the sum over x of the second term in this formula with the 2π
∫
R+
H(r) dr.
Details are left to the reader. 
Remark 3.2. Let J be a function in C1K((0,∞)). We will apply the previous result
to H(r) = J(r)µ1,T (ψr,δ) in Lemma 3.3 below and to H(r) = J(r)
2 σ(µ1,T (ψr,δ)) in
Corollary 4.2. The proof of Lemma 3.1 relies on the finiteness of ‖H‖∞ and on the
Lipschitz property of H. Both conditions are fulfilled by the map r → µ1,T (ψr,δ) on
compact intervals of (0,∞). On the one hand, for all 0 < 2δ < r, 0 ≤ µ1,T (ψr,δ) ≤
1. On the other hand, as ψδ is a Lipschitz-continuous function, by definition of
ψr,δ, for each δ > 0, there exists a finite constant C(δ) such that |µ1,T (ψr,δ) −
µ1,T (ψs,δ)| ≤ C(δ)|r − s| for all r, s ≥ 2δ. Thus, Lemma 3.1 holds for these
functions with a contant C0 which also depends on δ.
The next estimate will be used to introduce space averages through the regularity
of the test function and a summation by parts. Denote by AT,δ(x) ⊂ Z2, δ > 0,
|x| > T 2δ, the annulus
AT,δ(x) =
{
y ∈ Z2 : |x|T−δ ≤ |y| ≤ |x|T δ} .
Let J ∈ CK((0,∞)) be a Lipschitz continuous function whose support is contained
in [a, b]. There exists a finite constant C(J), depending only on J , such that for all
0 < δ ≤ a/2,
lim sup
T→∞
sup
x∈Z2
∣∣∣ J(σT (x)) − 1
4πδ logT
∑
y∈AT,δ(x)
1
|y|2 J(σT (y))
∣∣∣ ≤ C(J) δ . (3.2)
Note that we may restrict the supremum to the points x such that |x| ≥ T a−δ.
Lemma 3.3. Let J ∈ C1K((0,∞)). There exists a finite constant C0, depending
only on J , such that
lim sup
T→∞
sup
η
∣∣∣ ∫
R+
J(r)µ1,T (dr) −
∫
R+
J(r)µ1,T (ψr,δ) dr
∣∣∣ ≤ C0 δ ,
A similar result is in force with µ1,T replaced by µ¯T .
Proof. This result is a simple consequence of (3.2), a summation by parts, the
bound (3.1) and Remark 3.2. 
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We continue with two lemmata whose proofs are similar to the one of Lemma
5.1 in [2].
Lemma 3.4. For every ̺ > 0 and continuous function H : [1/2,∞) → R with
compact support,
lim sup
T→∞
logT
T
logPα
[ ∣∣∣ ∫
R+
H(r) µ¯T (dr) − α
∫ ∞
1/2
H(r) dr
∣∣∣ > ̺ ] = −∞ .
Let A be a finite subset of Z2, and denote by ηA the local function ηA =∏
x∈A η(x). For a continuous function H : (0,∞) → R with compact support
and j = 1, 2, let
WH,AT,j (η) =
1
logT
∑
x∈Z2
∗
1
|x|2
x2j
|x|2 H(σT (x)) {ηA+x − α
|A|} ,
where A+ x = {y + x : y ∈ A}.
Lemma 3.5. For every finite subset A of Z2, ̺ > 0, j = 1, 2, and continuous
function H : [1/2,∞)→ R with compact support,
lim sup
T→∞
logT
T
logPα
[ ∣∣∣ ∫ 1
0
WH,AT,j (ηs) ds
∣∣∣ > ̺ ] = −∞ .
Since any local function can be expressed as a linear combination of function of
type ηA this result extends to all local functions.
Consider a continuous, non-negative function J : R+ → R with compact support
in (0,∞). Let W J,δT be the local function defined as
W J,δT (η) =
1
logT
2∑
j=1
∑
x∈Z
J(σT (x))
x2j
|x|4
{[
η(x + ej)− η(x)
]2 − 2 σ(mδ,T (x, η))} ,
(3.3)
where
mδ,T (x, η) =
{
µ1,T
(
ψσT (x),δ
)
if σT (x) < 1/2,
α if σT (x) ≥ 1/2.
Proposition 3.6. Let J : R+ → R be a non-negative function of class C1 with
compact support in (0,∞). For every ̺ > 0,
lim sup
δ→0
lim sup
T→∞
logT
T
logPα
[ ∫ 1
0
W J,δT (ηs) ds > ̺
]
= −∞ .
Remark 3.7. The concavity of the mobility σ plays an important role in the proof
of this proposition. We are not able to prove the so-called superexponential two-
blocks estimate, but only a mesoscopic superexponential estimate. The concavity of
σ permits to insert inside σ macroscopic averages through Jensen’s inequality. This
argument provides an inequality which, fortunately, goes in the right direction.
For the same reasons, we are not able to prove this proposition for the absolute
value of the time integral.
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The proof of this proposition is divided in several steps. Denote by R
(1)
T,κ, R
(2)
T,κ,
R
(3)
T , 0 < κ < 1/2, the subsets of Z
2 defined by
R
(1)
T,κ = {x ∈ Z2 : σT (x) < 1/2− κ} , R(3)T = {x ∈ Z2 : σT (x) > 1/2} ,
R
(2)
T,κ = {x ∈ Z2 : (1/2)− κ ≤ σT (x) ≤ 1/2} .
A. The region R
(3)
T . On the region R
(3)
T , mδ,T (x, η) = α. Let W
(3),J
T be the local
function defined as
W
(3),J
T (η) =
1
logT
2∑
j=1
∑
x∈R
(3)
T
J(σT (x))
x2j
|x|4
{[
η(x+ ej)− η(x)
]2 − 2 σ(α)} .
By Lemma 3.5, for every ̺ > 0,
lim sup
T→∞
logT
T
logPα
[ ∣∣∣ ∫ 1
0
W
(3),J
T (ηs) ds
∣∣∣ > ̺ ] = −∞ . (3.4)
B. The region R
(2)
T . Let κ = κ(J, c), c > 0, be such that
1
logT
∑
x∈R
(2)
T,κ
1
|x|2 J(σT (x)) ≤ c · (3.5)
Taking κ = κ(J, ̺/3) in the definition of the regions R
(i)
T , the contribution of the
region R
(2)
T to the sum defining W
J,δ
T,j (ηs) is bounded in absolute value by ̺/3
because the absolute value of the expression inside braces in (3.3) is bounded by 1.
C. The region R
(1)
T . Denote by Tπ the one-dimensional torus [−π, π), and by
Θ(x) the angle of x ∈ R2 \ {0} so that x = ( |x| cosΘ(x) , |x| sinΘ(x) ).
Fix a positive function q : (0, 1]→ (0, 1] decreasing to 0 slower than the identity:
limε→0 q(ε)/ε =∞. For 0 < ε < r0, let
ι+ = ι+(ε, r0, T ) =
1
logT
log
T r0 + T ε
T r0
,
ι− = ι−(ε, r0, T ) =
1
logT
log
T r0
T r0 − T ε ·
Denote by M r,θT,ε(η), θ ∈ Tπ , the weighted average of particles in the polar cube
[r − ι−, r + ι+]× [θ − q(ε), θ + q(ε)] for a configuration η:
M r,θT,ε(η) =
1
2(ι+ + ι−)q(ε) logT
∑
T r−T ε≤|z|≤T r+T ε
θ−q(ε)≤Θ(z)≤θ+q(ε)
η(z)
|z|2 · (3.6)
Note that this average is performed over a mesoscopic polar square.
Let W J,κ,εT be the local function defined as
W J,κ,εT (η) =
1
logT
∑
x∈R
(1)
T,κ
2∑
j=1
J(σT (x))
x2j
|x|4 ΨT,j,ε(x, η) ,
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where ΨT,j,ε(x, η) is given by
ΨT,j,ε(x, η) =
[
η(x + ej)− η(x)
]2 − 2 σ(MσT (x),Θ(x)T,ε ) .
Next lemma is the superexponential estimate presented in Lemma 4.1 of [2].
Lemma 3.8. For any function J satisfying the assumptions of Proposition 3.6,
0 < κ < 1/2, and ̺ > 0,
lim sup
ε→0
lim sup
T→∞
logT
T
logPα
[ ∣∣∣ ∫ 1
0
W J,κ,εT (ηs) ds
∣∣∣ > ̺ ] = −∞ .
To replace the average M
σT (x),Θ(x)
T,ε over a mesoscopic square by a macroscopic
object we use the concavity of σ. Fix a non-negative, Lipschitz-continuous function
J : R+ → R whose support is contained in (a, b) for 0 < a < b <∞. We claim that
there exists a contant C0, depending only on J , such that for all 0 < ε ≤ δ < κ/2,
κ ≤ min{1/2, a},
2
logT
2∑
j=1
∑
x∈R
(1)
T,κ
J(σT (x))
x2j
|x|4 σ
(
M
σT (x),Θ(x)
T,ε
)
≤ 2
logT
∑
x∈R
(1)
T,κ
J(σT (x))
1
|x|2 σ
(
mδ(σT (x), η)
)
+ C0δ + oT (1) ,
(3.7)
where oT (1)→ 0 as T →∞, uniformly over η.
To prove this assertion, on the left-hand side, sum in j to replace
∑
j x
2
j by |x|2.
Add and subtract an average of J over the set AT,δ(x) introduced just above (3.2).
By (3.2), performing a summation by parts, we conclude that for δ ≤ κ/2, the
left-hand side of (3.7) is bounded above by
2
logT
∑
y∈R
(1)
T,κ−δ
1
|y|2 J(σT (y))
1
4πδ logT
∑
x∈AT,δ(y)
1
|x|2 σ
(
M
σT (x),Θ(x)
T,ε
)
+ C(J) δ ,
where the sum over x is also restricted to the set R
(1)
T,κ.
The sum for y such that T (1/2)−κ−δ ≤ |y| ≤ T (1/2)−κ+δ is bounded by C(J)δ.
We may thus remove these terms from the sum by paying this price. For y such that
|y| ≤ T (1/2)−κ−δ we may remove in the second sum the restriction that x ∈ R(1)T,κ.
After removing this restriction we may insert in the first sum the term y such that
T (1/2)−κ−δ ≤ |y| ≤ T (1/2)−κ by paying an extra error bounded by C(J)δ. This
shows that the previous sum is less than or equal to
2
logT
∑
y∈R
(1)
T,κ
1
|y|2 J(σT (y))
1
4πδ logT
∑
x∈AT,δ(y)
1
|x|2 σ
(
M
σT (x),Θ(x)
T,ε
)
+ C(J) δ .
Substituting x by y, as σ is concave, the previous expression is bounded above
by
2
logT
∑
x∈R
(1)
T,κ
1
|x|2 J(σT (x))σ
( 1
4πδ logT
∑
y∈AT,δ(x)
1
|y|2 M
σT (y),Θ(y)
T,ε
)
+ C(J) δ .
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Recall the definition (3.6) of M
σT (y),Θ(y)
T,δ and to sum by parts inside σ to bound
the previous expression by.
2
logT
∑
x∈R
(1)
T,κ
1
|x|2 J(σT (x))σ
(
µ1,T
(
φσT (x),δ
))
+ C(J) δ .
To complete the proof of (3.7), it remains to recall (3.1) to replace φσT (x),δ by
ψσT (x),δ inside σ.
We summarize in Lemma 3.9 below the estimate obtained in the region R
(1)
T,κ.
The statement requires some notation. For a continuous function J : R+ → R with
compact support in (0,∞), δ > 0, κ > 0, let
W J,δT,κ(η) =
1
logT
2∑
j=1
∑
x∈R
(1)
T,κ
J(σT (x))
x2j
|x|4 Ψδ,T (j, x, η) ,
where Ψδ,T (j, x, η) =
[
η(x + ej)− η(x)
]2 − 2 σ(mδ,T (x, η)) ,
(3.8)
and mδ,T (x, η) is defined below (3.3). Next lemma follows from Lemma 3.8 and
(3.7) by taking δ = ε.
Lemma 3.9. Let J : R+ → R be a non-negative function of class C1 with compact
support in (0,∞). For every ̺ > 0, 0 < κ < 1/2,
lim sup
δ→0
lim sup
T→∞
logT
T
logPα
[ ∫ 1
0
W J,δT,κ(ηs) ds > ̺
]
= −∞ .
Proof of Proposition 3.6. Fix a function J and ̺ > 0 and recall the definition of the
regions R
(1)
T,κ, R
(2)
T,κ, R
(3)
T,κ, introduced just below the statement of the proposition.
Let 0 < κ = κ(J, ̺/3) for (3.5) to hold with c = ̺/3. Fix this κ and decompose the
sum over x in (3.3) according to these 3 regions.
By definition of κ, the sum over the region R
(2)
T,κ is bounded by ̺/3. Assertion
(3.4) takes care of the region R
(3)
T,κ and Lemma 3.9 of the region R
(1)
T,κ. 
4. Energy estimate
We prove in this section a microscopic energy estimate. It follows from this
result that measures with infinite energy have infinite cost in the large deviations
principle. This crucial point in the proof of the large deviations dates back to [5].
The following elementary observation will repeatedly be used in the sequel. For
any sequence MT →∞, and positive sequences aT , bT ,
lim sup
T→∞
1
MT
log(aT + bT ) = max
{
lim sup
T→∞
1
MT
log aT , lim sup
T→∞
1
MT
log bT
}
. (4.1)
The Dirichlet form of a function also plays a role in this section. For a local
function f , denote by ET (f) = ET,α(f) the Dirichlet form of f :
ET (f) = 〈 f , (−LT )f 〉να ,
where 〈f , g〉να represents the scalar product in L2(να). An elementary computation
provides an explicit formula for the Dirichlet form:
ET (f) = T
4
2∑
j=1
∑
x∈Z2
∫ {
f(σx,x+ejη)− f(η)}2 να(dη) . (4.2)
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Lemma 4.1 below is the main estimate of this section. For a continuous function
H : R+ → R with compact support in (0,∞), let VT (η) = V HT (η) be given by
VT (η) =
2∑
j=1
∑
x∈Z2
xj
|x|2 H
( log |x|
logT
) [
η(x+ ej)− η(x)
]
− 1
logT
2∑
j=1
∑
x∈Z2
x2j
|x|4 H
( log |x|
logT
)2 [
η(x+ ej)− η(x)
]2
.
Most of the time we omit the superscript H of V HT (η).
Lemma 4.1. Let H : R+ → R be a continuous function with compact support in
(0,∞). Then, for all ℓ ≥ 1,
lim sup
T→∞
logT
T
logPα
[ ∫ 1
0
V HT (ηs) ds ≥ ℓ
]
≤ − ℓ .
Proof. By Chebyshev’s exponential inequality, it is enough to prove that
lim sup
T→∞
logT
T
logEα
[
exp
{ T
logT
∫ 1
0
VT (ηs) ds
}]
≤ 0 . (4.3)
By Feynman-Kac’ formula (cf. [3, Section A.1.7]), the left hand side is bounded by
lim sup
T→∞
sup
f
{∫
VT (η) f(η) να(dη) − (logT )DT (f)
}
, (4.4)
where the supremum is carried over all densities f and DT (f) represents the Dirich-
let form of
√
f defined in (4.2): f ≥ 0, ∫ f dνα = 1, DT (f) = ET (√f).
Consider the linear (in H) term of VT (η). Performing a change of variables
η′ = σx,x+ej we obtain that
2∑
j=1
∑
x∈Z2
xj
|x|2 H
( log |x|
logT
) ∫ [
η(x+ ej)− η(x)
]
f(η) να(dη)
= − 1
2
2∑
j=1
∑
x∈Z2
xj
|x|2 H
( log |x|
logT
) ∫ [
η(x + ej)− η(x)
] [
f(σx,x+ejη)− f(η)] να(dη)
Write the difference f(σx,x+ejη)−f(η) as (b−a) = (
√
b−√a)(
√
b+
√
a) and apply
Young’s inequality to bound the previous expression by
1
4 logT
2∑
j=1
∑
x∈Z2
x2j
|x|4 H
( log |x|
log T
)2 ∫ [
η(x + ej)− η(x)
]2 [√
f(σx,x+ejη) +
√
f(η)
]2
να(dη)
+
logT
4
2∑
j=1
∑
x∈Z2
∫ [√
f(σx,x+ejη)−
√
f(η)
]2
να(dη) ,
By (4.2), the second line is (log T )DT (f) and cancels with the second term in (4.4).
On the other hand, since (
√
b+
√
a)2 ≤ 2(a+b), a change of variables η′ = σx,x+ejη
yields that the first line is equal to
1
logT
2∑
j=1
∑
x∈Z2
x2j
|x|4 H
( log |x|
logT
)2 ∫ [
η(x + ej)− η(x)
]2
f(η) να(dη) ,
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which is exactly the quadratic (inH) term in VT (η). This proves (4.3), and therefore
the lemma. 
For the proof of the large deviations principle, we need to restate Lemma 4.1 in
terms of the polar measure µ¯T . For the piece which is linear in H this is just a
summation by parts. For the one which is quadratic in H , it relies on the superex-
ponential estimates presented in the previous section.
Fix a smooth function H : R+ → R with compact support in [a, b], where
0 < a < b. We claim that
− 2π
∫
H ′(r), µ1,T (dr) =
2∑
j=1
∑
x∈Z2
xj
|x|2 H
( log |x|
logT
) [
η(x+ej)−η(x)
]
+ RT , (4.5)
where the absolute value of RT is bounded by C0T
−a for some finite constant
C0 which depends only on H . This result follows from a summation by parts
on the right-hand side. The derivative of H provides the term on the left-hand
side. The divergence of (x1/|x|2, x2/|x|2) vanishes because log |x| is harmonic and
xj/|x|2 = ∂xj log |x|.
For a continuous function H : R+ → R with compact support in (0,∞), let
VT,δ(η) = V
H
T,δ(η) be given by
VT,δ(η) = − 2π
∫
R+
H ′(r)µ1,T (ψr,δ) dr − 4π
∫
R+
H(r)2 σ
(
mδ,T (r)
)
dr ,
where
mδ,T (r) =
{
µ1,T
(
ψr,δ
)
if r < 1/2,
α if r ≥ 1/2.
Corollary 4.2. Let H : R+ → R be a function in C1K((0,∞)). Then, for all ℓ ≥ 1,
lim sup
δ→0
lim sup
T→∞
logT
T
logPα
[ ∫ 1
0
V HT,δ(ηs) ds ≥ ℓ
]
≤ − (ℓ− 1) .
Proof. By Lemma 4.1 and (4.1), it is enough to show that
lim sup
δ→0
lim sup
T→∞
log T
T
logPα
[ ∫ 1
0
{
V HT,δ(ηs) − V HT (ηs)
}
ds ≥ 1
]
≤ −∞ . (4.6)
The sums V HT,δ, V
H
T are expressed as a difference between a linear term in H and
a quadratic term in H . We compare separately the linear and the quadratic terms.
By (4.5) and Lemma 3.3, the absolute value of the difference between the linear
terms is uniformly bounded by 1/2 for δ small enough.
We turn to the quadratic terms. Apply Remark 3.2 to replace the integral∫
H(r)2 σ
(
mδ,T (r)
)
dr by a Riemannian sum. After this step, the difference of the
quadratic terms is seen to be equal toWH
2,δ
T (η) introduced in (3.3). Assertion (4.6)
for the quadratic piece follows therefore from Proposition 3.6. 
The previous result rephrases Lemma 4.1 in terms of the polar measure µ1,T .
We go one step further integrating in time to express the estimate in terms of µ¯T .
For a continuous function H : R+ → R with compact support in (0,∞), let WHT,δ
be given by
WHT,δ = 2π
{
−
∫
R+
H ′(r) µ¯T (ψr,δ) dr − 2
∫
R+
H(r)2 σ
(
mδ,T (r)
)
dr
}
,
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where
mδ,T (r) =
{
µ¯T
(
ψr,δ
)
if r < 1/2,
α if r ≥ 1/2.
The next result follows from the previous corollary and from the concavity of σ.
Corollary 4.3. Let H : R+ → R be a function in C1K((0,∞)). Then, for all ℓ ≥ 1,
lim sup
δ→0
lim sup
T→∞
logT
T
logPα
[
WHT,δ ≥ ℓ
]
≤ − (ℓ− 1) .
One recognizes in WHT,δ the germ of an energy functional. For a function G in
C1K((0,∞)), let Qα,G :M0 → R be given by
Qα,G(m(r) dr) = −
∫ ∞
0
G′(r)m(r) dr − 2
∫ ∞
0
σ(mα(r))G(r)
2 dr , (4.7)
where
mα(r) =
{
m(r) if r < 1/2,
α if r ≥ 1/2. (4.8)
With this notation, Corollary 4.3 can be restated as follows. Let H : R+ → R
be a function in C1K((0,∞)). Then, for all ℓ ≥ 1,
lim sup
δ→0
lim sup
T→∞
log T
T
logPα
[
2πQα,H(µ¯Tδ ) ≥ ℓ
]
≤ − (ℓ− 1) . (4.9)
where, for a measure µ ∈ Mc, µδ ∈ M0 represents the absolutely continuous
measure whose density mδ is given by µ(ψr,δ): for all functions G ∈ CK((0,∞)),∫ ∞
0
G(r)µδ(dr) =
∫ ∞
0
G(r)µ
(
ψr,δ
)
dr . (4.10)
5. Energy and rate function Iα
We present in this section some properties of the large deviations rate functional.
Fix 0 < α < 1. Denote by Qα :M0 → R+ the energy functional given by
Qα(µ) = sup
G∈C1K((0,∞))
Qα,G(µ) , (5.1)
where Qα,G is defined by (4.7). Next result is Lemma 4.1 in [1].
Lemma 5.1. The functional Qα :M0 → R+ is convex and lower-semicontinuous.
Moreover, if Qα(m(r)dr) <∞, then m(r) has a generalized derivative, denoted by
m′(r), and
Qα(m(r)dr) = 1
8
∫ ∞
0
m′(r)2
σ(mα(r))
dr . (5.2)
Let C2(R+, α) be the space of twice continuously differentiable functions γ :
[0,∞) → (0, 1) such that γ′ has a compact support in (0, 1/2) and such that
γ(r) = α for r sufficiently large. There exists therefore 0 < β < 1 and 0 < ε < 1/4
such that γ(r) = β for r ≤ ε, and γ(r) = α for r ≥ 1/2− ε, ε ≤ γ(s) ≤ 1− ε for all
s ≥ 0. For each γ in C2(R+, α), let Γ = Γγ,α : R+ → R be given by
Γ(u) =
1
2
{
log
γ(u)
1− γ(u) − log
α
1− α
}
· (5.3)
Note that the space {Γ′γ,α, γ ∈ C2(R+, α)} corresponds to the space C1K((0, 1/2)).
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Fix γ ∈ C2(R+, α), and let Jγ :M0 → R be the rate-functional given by
Jγ(m(r) dr) = − π
∫ ∞
0
Γ′′(r)m(r) dr − π
∫ ∞
0
σ(m(r)) Γ′(r)2 dr . (5.4)
Recall from (2.4) that we denote by M0,α the space of absolutely continous
measures whose density is equal to α on (1/2,∞). Denote by MQ0,α the set of
measures in M0,α with finite energy:
MQ0,α =
{
µ(dr) = m(r) dr ∈M0,α : Qα(µ) <∞
}
. (5.5)
Let JQγ :Mc → R ∪ {+∞} the functional given by
JQγ (µ) =
{
Jγ(µ) if µ ∈ MQ0,α ,
+∞ otherwise, (5.6)
Note that JQγ is defined on Mc, while Jγ is only defined on M0.
Let JQ :Mc → R+ be given by
JQ(µ) = sup
γ∈C2(R+,α)
JQγ (µ) . (5.7)
Since the set {Γ′γ,α : γ ∈ C2(R+, α)} coincides with the set C1K((0, 1/2)), on the set
MQ0,α the functional JQ can be rewritten as
JQ(m(r)dr) = π sup
H∈C1
K
((0,1/2))
{
−
∫ ∞
0
H ′(r)m(r) dr −
∫ ∞
0
σ(m(r))H(r)2 dr
}
.
The proof of Lemma 5.1 yields that if JQ(m(r)dr) <∞, then m has a generalized
derivative in (0, 1/2), denoted by m′, and
JQ(m(r)dr) =
π
4
∫ 1/2
0
[m′(r)]2
σ(m(r))
dr . (5.8)
The next results asserts that in the definition of the rate function JQ, we can
replace the set C1K((0, 1/2)) by the larger one C
1
K((0,∞)).
Lemma 5.2. For µ ∈ MQ0,α,
JQ(m(r)dr) = π sup
H∈C1
K
((0,∞))
{
−
∫ ∞
0
H ′(r)m(r) dr −
∫ ∞
0
σ(m(r))H(r)2 dr
}
.
(5.9)
In particular, JQ = IQ,α on Mc.
Proof. Denote by Q(m(r)dr) the right hand side of (5.9). It is clear that JQ(µ) ≤
Q(µ) for all µ ∈M0. We prove the reverse inequality for measures in MQ0,α.
Fix µ(dr) = m(r)dr ∈ MQ0,α. We claim that Q(µ) < ∞. Indeed, recall the
definition of Qα introduced in (5.1). In formula (4.7), take G/2 in place of G, to
obtain that
−
∫ ∞
0
G′(r)m(r) dr −
∫ ∞
0
σ(mα(r))G(r)
2 dr ≤ 2Qα,G/2(µ) ≤ 2Qα(µ)
for all G ∈ C1K((0,∞)). Since m(r) = α for r ≥ 1/2, in the variational formula
which defines Q, we may replace σ(m(r)) by σ(mα(r)). After this replacement,
optimizing over G yields that Q(µ) ≤ 2Qα(µ). As µ belongs to MQ0,α, Qα(µ) <∞
so that Q(µ) <∞, as claimed.
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By Lemma 5.1, since Q(µ) <∞, m has a generalized derivative, denoted by m′,
and
Q(µ) = =
π
4
∫ ∞
0
[m′(r)]2
σ(m(r))
dr .
Since m(r) = α for r ≥ 1/2, m′(r) = 0 a.s. on [1/2,∞), and the range of the
previous integral can be reduced to [0, 1/2], which proves that Q(µ) = JQ(µ) in
view of (5.8).
To prove the second assertion of the lemma, observe first that both functionals
coincide on the set MQ0,α. Indeed, the right hand side of (5.9) is just πQ, where
Q has been introduced in (2.3), and IQ,α is equal to πQ on MQ0,α. It remains
to show that IQ,α = J
Q = ∞ on [MQ0,α]c. For JQ this follows by definition.
For IQ,α the identity holds on [M0,α]c by definition. On the set M0,α \ MQ0,α,
IQ,α(µ) = πQ(µ) =∞. 
6. The upper bound
The proof of the upper bound is similar to the one presented in [2], but relies on
the energy estimate proved in the previous section to restrict the set of measures
to the ones with finite energy on R+.
We follow [1] with a minor improvement. Instead of considering µ¯T as a density
function on R+ we defined here µ¯
T as a measure with mass points. This is more
natural, but creates an extra minor difficulty, as we have to show that at the level of
the large deviations, we may exclude measures which are not absolutely continuous.
The proof of the large deviations principle is based on the following perturbations
of the dynamics. Fix γ ∈ C2(R+, α) and recall from (5.3) the definition of the
function Γ : R+ → R introduced in. Let ΓT (x), T > 0, x ∈ Z2, be given by
ΓT (x) = Γ(σT (x)) .
Denote by LT,γ the generator of the inhomogeneous exclusion process in which a
particle jumps from x to y at rate exp{ΓT (y)− ΓT (x)}:
(LT,γf)(η) =
T
2
∑
x∈Z2
∑
y:|x−y|=1
η(x){1− η(y)} eΓT (y)−ΓT (x) [f(σx,yη)− f(η)] .
Denote by νT,γ the product measure on {0, 1}Z2, with marginals given by
νT,γ{η, η(x) = 1} = γ(σT (x)) . (6.1)
The measure νT,γ coincides with να outside a ball of radius T
1/2−ε centered at
the origin, for some ε > 0. Moreover, a simple computation shows that νT,γ is an
invariant reversible measure for the Markov process with generator LT,γ . Denote
by PT,γ the probability measure on D(R+, {0, 1}Z2) induced by Markov process
whose generator is LT,γ and which starts from νT,γ .
This section is organized as follows. We first define four subsets of measures
whose complements have superexponentially small probabilities. Then, we show
that on these sets a family of martingales can be expressed in terms of the polar
measure µ¯T . These explicit formulae and a min-max argument due to Varadhan
permit to conclude the proof of the upper bound.
A. Polar measure at [1/2,∞). Let {Gm : m ≥ 1} be a sequence of functions in
CK((1/2,∞)) which is dense with respect to the supremum norm. For κ > 0 and
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n ≥ 1, denote by An,κ the closed subspace of Mc defined by
An,κ =
{
µ ∈Mc :
∣∣∣ ∫ Gm(r)µ(dr) − α
∫
Gm(r) dr
∣∣∣ ≤ κ for 1 ≤ m ≤ n } .
(6.2)
By Lemma 3.4 and (4.1), for every κ > 0 and n ≥ 1,
lim sup
T→∞
logT
T
logPα
[
µ¯T 6∈ An,κ
]
= −∞ . (6.3)
B. Energy functionals. Recall the definition of the functionals Qα,H defined by
(4.7). Fix a sequence {Hp : p ≥ 1} of smooth functions, Hp ∈ C2K(R+), dense in
C1K(R+). For q ≥ 1, ℓ > 0, let Bq,ℓ be the set of paths with truncated energy
bounded by ℓ:
Bq,ℓ =
{
µ ∈M0 : 2π max
1≤p≤q
Qα,Hp(µ) ≤ ℓ
}
. (6.4)
By (4.1) and (4.9), for any q ≥ 1 and ℓ > 0
lim sup
δ→0
lim sup
T→∞
logT
T
logPα
[
µ¯Tδ 6∈ Bq,ℓ
] ≤ −(ℓ− 1) . (6.5)
C. Absolutely continuous measures. Let {Fi : i ≥ 1} be a sequence of non-
negative functions in CK((0, 1/2)) which is dense with respect to the supremum
norm in the space of nonnegative functions in CK((0, 1/2)). For κ > 0 and m ≥ 1,
denote by Cm,κ the closed subspace of Mc defined by
Cm,κ =
{
µ ∈Mc :
∫
Fi(r)µ(dr) ≤
∫
Fi(r) dr + κ for 1 ≤ i ≤ m
}
. (6.6)
By (2.2), for every κ > 0 and m ≥ 1,
lim sup
T→∞
logT
T
logPα
[
µ¯T 6∈ Cm,κ
]
= −∞ . (6.7)
D. Ergodic bounds. Fix γ ∈ C2(R+, α), δ > 0 and ̺ > 0. Recall from (3.8) the
definition of the local function Ψδ,T (j, x, η). Let B
δ,̺
T,γ be the set defined by
Bδ,̺T,γ =
{
η :
∫ 1
0
W δT,γ(ηs) ds ≤ ̺
}
, (6.8)
where
W δT,γ(η) =
1
2 logT
∑
x∈Z2
∗
2∑
j=1
x2j
|x|4 Γ
′(σT (x))
2Ψδ,T (j, x, η) .
As the support of Γ′ is contained in (0, 1/2), by Lemma 3.9, for every γ ∈ C2(R+, α),
̺ > 0
lim sup
δ→0
lim sup
T→∞
logT
T
logPα
[ (
Bδ,̺T,γ
)c ]
= −∞ . (6.9)
E. Radon-Nikodym derivatives. Fix γ ∈ C2(R+, α). Recall from the paragraph
below (6.1) the definition of the measure PT,γ , and denote by dPα/dPT,γ the Radon-
Nikodym derivative of the measure Pα with respect to the measure PT,γ restricted
to the σ-algebra generated by ηs, 0 ≤ s ≤ 1.
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The Radon-Nikodym derivative dPT,γ/dPα can be written as the product of three
exponentials:
dPT,γ
dPα
= ΨstatΨpotΨdyn . (6.10)
The first exponential corresponds to the Radon-Nikodym derivative of the initial
states: dνT,γ/dνα:
Ψstat = exp
∑
x∈Z2
∗
{
η0(x) log
(γ(σT (x))
α
)
+ [1− η0(x)] log
(1− γ(σT (x))
1− α
)}
.
The second one is associated to the potential V (η) =
∑
x∈Z2
∗
ΓT (x) η(x):
Ψpot = exp
{ ∑
x∈Z2
∗
ΓT (x) {η1(x)− η0(x)}
}
.
The last one is the exponential corrector which turns eV (ηs) a martingale: Ψdyn =
exp{− ∫ 1
0
e−V (ηs) LT e
V (ηs) ds}, so that
Ψdyn = exp
{
− T
2
∫ t
0
∑
x∈Z2
∑
y:|y−x|=1
ηs(x) [1 − ηs(y)] {eΓT (y)−ΓT (x) − 1} ds
}
.
where ΓT (z) has been defined above (6.1).
Assume that the support of γ′ is contained in [a, b] ⊂ (0, 1/2). In this case,
| logΨstat| and | logΨpot| are bounded by C0T 2b ≪ T . On the other hand, by a
Taylor’s expansion and the harmonicity of log |x| in R2,
logT
T
logΨdyn = − π
∫
Γ′′(r) µ¯T (dr) −
∫ 1
0
Wγ(ηs) ds + oT (1) , (6.11)
where
Wγ(η) =
1
4 log T
2∑
j=1
∑
x∈Z
[Γ′(σT (x))]
2
x2j
|x|4
[
η(x + ej)− η(x)
]2
, (6.12)
and limT oT (1) = 0.
It follows from the previous estimates that there exists a finite constant C0
depending only on γ such that∣∣∣ log dPT,γ
dPα
∣∣∣ ≤ C0 T
logT
· (6.13)
Recall from (5.4) the definition of the functional Jγ , and from (4.10) the definition
of the measure µδ. Next result follows from the estimates of Ψstat, Ψpot, (6.11) and
(3.1) to replace φr,δ by ψr,δ.
Lemma 6.1. Fix γ ∈ C2(R+, α), 0 < δ ≤ ̺. There exists a finite constant C0,
depending only on γ, such that on the set Bδ,̺T,γ introduced in (6.8),
log
dPα
dPT,γ
≤ − T
logT
Jγ(µ¯
T
δ ) + C0 ̺
T
logT
·
Remark 6.2. In the proof of the large deviations upper bound, the pieces Ψstat
and Ψpot of the Radon-Nikodym derivative dPT,γ/dPα are the ones which forbid
perturbations γ which are not constant outside a compact subset of (0, 1/2). Indeed,
if the support of γ′ has a nonempty intersection with (1/2,∞) Ψstat and Ψpot are
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of an order much larger than exp{T/ logT } because of the volume of the region
{x ∈ Z2 : T a ≤ |x| ≤ T b} for a ≥ 1/2.
This is not the case of Ψdyn due to the presence of the factor |x|−2. Indeed, as
shown in the proof of Proposition 3.6, to estimate Ψdyn in the case of a perturbation
γ which is not constant outside a compact subset of (0, 1/2), we may divide Z2 in
three regions R
(1)
T,κ, R
(2)
T,κ and R
(3)
T,κ. All terms in the first region belong to the set
{x ∈ Z2 : |x| ≤ T 1/2−κ} and can be handled as in [2]. The sum over R(2)T,κ is
negligible if κ is small (cf. equation (3.5)), while the sum over R
(3)
T,κ is fixed, as
proved in Lemma 3.5.
This explains why we are able to prove an energy estimate on R+ and not just
on (0, 1/2): the expression which appears in the proof of the energy estimate stated
in Lemma 4.1 is similar to Ψdyn and there are no terms corresponding to Ψstat and
Ψpot.
F. Proof of the upper bound. We are now in a position to prove the upper
bound. Fix γ ∈ C2(R+, α), and let Γ be the function associated to γ by (5.3). Fix
̺ > 0, δ > 0, ε > 0, κ1 > 0, κ2 > 0, q ≥ 1, n ≥ 1, m ≥ 1, ℓ ≥ 1, and recall the
definition of the sets An,κ, Bq,ℓ, Cm,κ, B
δ,̺
T,γ introduced in (6.2), (6.4), (6.6) and
(6.8). Let Bε,Tq,ℓ = {µ¯Tε ∈ Bq,ℓ}. It follows from (4.1), (6.3), (6.5), (6.7) and (6.9)
that for any subset A of Mc,
lim sup
T→∞
logT
T
logPα[µ¯
T ∈ A]
≤ max
{
lim sup
T→∞
logT
T
logPα
[
µ¯T ∈ A ∩ An,κ1 ∩ Cm,κ2 , Bδ,̺T,γ ∩Bε,Tq,ℓ
]
, Rγ
}
,
where Rγ = max{Cγ(δ, ̺) , C(ε, q, ℓ)} and
lim sup
δ→0
Cγ(δ, ̺) = −∞ and lim sup
ε→0
C(ε, q, ℓ) ≤ −(ℓ− 1) (6.14)
for all ̺ > 0, q ≥ 1, ℓ ≥ 1, γ ∈ C2(R+, α).
To estimate the right hand side of the penultimate formula, observe that
Pα[µ¯
T ∈ D , Bδ,̺T,γ ∩Bε,Tq,ℓ ] = ET,γ
[ dPα
dPT,γ
1
{
µ¯T ∈ D , Bδ,̺T,γ ∩Bε,Tq,ℓ
}]
,
where ET,γ represents the expectation with respect to PT,γ , and D = A ∩ An,κ1 ∩
Cm,κ2 . By Lemma 6.1, on the set B
δ,̺
T,γ , if δ ≤ ̺,
log
dPα
dPT,γ
≤ − T
logT
Jγ,δ(µ¯
T ) + C(γ) ̺
T
logT
·
where Jγ,δ :Mc → R is the functional given by
Jγ,δ(µ) = Jγ(µδ) .
On the set {µ¯T ∈ An,κ1 ∩Cm,κ2}∩Bε,Tq,ℓ , we may replace the functional Jγ,δ(µ¯T )
by Jε,q,ℓ,n,κ1,m,κ2γ,δ (µ¯
T ), where
Jε,q,ℓ,n,κ1,m,κ2γ,δ (µ) =
{
Jγ,δ(µ) if µ ∈ An,κ1 ∩ Cm,κ2 and µε ∈ Bq,ℓ ,
+∞ otherwise.
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To avoid long formulas, write Jε,q,ℓ,n,κ1,m,κ2γ,δ as J
⋆
γ,δ. Note that J
⋆
γ,δ is lower semi-
continuous because the set An,κ1 ∩ Cm,κ2 ∩ {µ : µε ∈ Bq,ℓ} is closed.
Up to this point, we proved that for all δ ≤ ̺,
lim sup
T→∞
logT
T
logPα[µ¯
T ∈ A]
≤ max
{
sup
µ∈A
−J⋆γ,δ(µ) + C(γ) ̺ , Cγ(δ, ̺) , C(ε, q, ℓ)
}
.
where C(γ) is a finite constant which depends only on γ, while the other terms
satisfy (6.14).
Optimize the previous inequality with respect to all parameters and assume that
the set A is closed (and therefore compact because so is Mc). Since, for each fixed
set of parameters, the functional J⋆γ,δ is lower semi-continuous, we may apply the
arguments presented in [3, Lemma A2.3.3] to exchange the supremum with the
infimum. In this way we obtain that the last expression is bounded above by
sup
µ∈A
inf
ε,q,ℓ,n,κ1,m,κ2
γ,δ≤̺
max
{
− J⋆γ,δ(µ) + C(γ) ̺ , Cγ(δ, ̺) , C(ε, q, ℓ)
}
.
Fix µ ∈ Mc, and let n ↑ ∞, and κ1 ↓ 0, and then m ↑ ∞, and κ2 ↓ 0 in J⋆γ,δ(µ).
Keep in mind that µ is fixed as well as Jγ,δ(µ), the only object which is changing
with the variables n, κ1, m and κ2 is the set at which J
⋆
γ,δ takes the value +∞.
Use the closeness of the sets An,κ1 , Cm,κ2 to conclude that the previous expression
is bounded by
sup
µ∈A
inf
ε,q,ℓ
γ,δ≤̺
max
{
− Jε,q,ℓγ,δ (µ) + C(γ) ̺ , Cγ(δ, ̺) , C(ε, q, ℓ)
}
,
where
Jε,q,ℓγ,δ (µ) =
{
Jγ,δ(µ) if µ ∈M0,α and µε ∈ Bq,ℓ ,
+∞ otherwise,
and M0,α is the set introduced just below (2.3).
Let now ε ↓ 0. We claim that for all µ ∈ Mc,
Jq,ℓγ,δ(µ) ≤ lim infε→0 J
ε,q,ℓ
γ,δ (µ) , (6.15)
where
Jq,ℓγ,δ(µ) =
{
Jγ,δ(µ) if µ ∈M0,α ∩Bq,ℓ ,
+∞ otherwise, (6.16)
Indeed, fix µ ∈ Mc. We may assume that µ ∈ M0,α, otherwise Jε,q,ℓγ,δ (µ) =
Jq,ℓγ,δ(µ) = ∞ for all ε > 0. Note that µε → µ as ε ↓ 0. Since Bq,ℓ is a
closed set, if µ 6∈ Bq,ℓ, µε 6∈ Bq,ℓ for ε small enough and both sides of (6.15)
are equal to +∞. It remains to consider the case µ ∈ Bq,ℓ. Here, by definition,
Jq,ℓγ,δ(µ) = Jγ,δ(µ) ≤ Jε,q,ℓγ,δ (µ) for all ε > 0, which proves claim (6.15).
In view of the second bound in (6.14), up to this point we proved that for all
closed subset A of Mc,
lim sup
T→∞
logT
T
logPα[µ¯
T ∈ A]
≤ − inf
µ∈A
sup
q,ℓ,γ,δ≤̺
min
{
Jq,ℓγ,δ(µ) − C(γ) ̺ , −Cγ(δ, ̺) , ℓ− 1
}
,
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where Jq,ℓγ,δ is given by (6.16). We claim that for all µ ∈Mc,
Jℓγ,δ(µ) ≤ sup
q
Jq,ℓγ,δ(µ) , (6.17)
where
Jℓγ,δ(µ) =
{
Jγ,δ(µ) if µ ∈ M0,α and Qα(µ) ≤ ℓ ,
+∞ otherwise.
Indeed, suppose first that Qα(µ) > ℓ. In this case, since Hp is a dense sequence,
for all q sufficiently large, max1≤p≤1Qα,Hp(µ) > ℓ so that both sides of (6.17) are
equal to +∞. On the other hand, if Qα(µ) ≤ ℓ both sides are equal to Jγ,δ(µ).
This proves the claim.
We now assert that for all µ ∈Mc,
JQγ,δ(µ) ≤ sup
ℓ
min
{
Jℓγ,δ(µ) , ℓ− 1
}
, (6.18)
where
JQγ,δ(µ) =
{
Jγ,δ(µ) if µ ∈M0,α and Qα(µ) <∞ ,
+∞ otherwise, (6.19)
Indeed, if Jℓγ,δ(µ) =∞ for all ℓ ≥ 1, there is nothing to prove. If this is note the case,
by definition of Jℓγ,δ, Qα(µ) ≤ m for some m ≥ 1, and Jℓγ,δ(µ) = Jγ,δ(µ) = JQγ,δ(µ).
This proves (6.18). Recall from (5.5) that we denote by MQ0,α the set of measures
µ in Mc such that µ ∈ M0,α and Qα(µ) < ∞, which is the set appearing in the
definition of JQγ,δ.
Putting together the previous two estimates we conclude that for all closed subset
A of Mc,
lim sup
T→∞
logT
T
logPα[µ¯
T ∈ A]
≤ − inf
µ∈A
sup
γ,δ≤̺
min
{
JQγ,δ(µ) − C(γ) ̺ , −Cγ(δ, ̺)
}
,
(6.20)
where JQγ,δ is the functional given by (6.19).
It remains to let δ → 0. Since Jγ is lower semi-continuous and since µδ → µ as
δ → 0, for all µ ∈Mc,
JQγ (µ) ≤ lim sup
δ→0
JQγ,δ(µ) ,
where JQγ is defined in (5.6). Hence, letting δ → 0 in (6.20) and then ̺ → 0, we
conclude that for all closed subsets A of Mc,
lim sup
T→∞
logT
T
logPα[µ¯
T ∈ A] ≤ − inf
µ∈A
sup
γ
JQγ (µ) = − inf
µ∈A
JQ(µ) ,
where JQ is the functional given by (5.7). This is the upper bound of the large
deviations principle, in view of Lemma 5.2 .
7. The lower bound
We prove in this section the lower bound of the large deviations principle. Most
of the results are taken from [2] and are repeated here in sake of completeness.
Consider a functional J : Mc → R+ ∪ {+∞}. A subset M∗ of Mc is said
to be J -dense if for each µ ∈ Mc such that J (µ) < ∞, there exists a sequence
{µn ∈ M∗ : n ≥ 1} converging vaguely to µ and such that limn→∞ J (µn) = J (µ).
LARGE DEVIATIONS OF THE EXCLUSION PROCESS IN TWO DIMENSIONS 21
Denote by M∗0 the subset of Mc formed by the measures in M0 whose density
m is smooth, bounded away from 0 and 1, and for which m′ has a compact support
in (0,∞). The next result follows from the proof of [1, Lemma 4.1].
Lemma 7.1. Recall from (2.3) the definition of the functional Q. The set M∗0 is
Q-dense.
LetM∗0,α =M∗0∩M0,α. Fix a measure µ inM∗0,α, and denote its density by m.
Since m′ has support contained in (0, 1/2) and m(r) = α for r ≥ 1/2, m belongs
to C2(R+, α). Hence, M∗0,α corresponds to the measures whose density belongs to
C2(R+, α).
Corollary 7.2. The set M∗0,α is IQ,α-dense.
Proof. Fix µ such that IQ,α(µ) <∞. By definition of IQ,α, µ belongs to M0,α and
IQ,α(µ) = πQ(µ). By the previous lemma, there exists a sequence νn ∈ M∗0 such
that νn → µ and Q(νn) → Q(µ). To prove the corollary it is therefore enough to
show that for every µ ∈ M∗0 there exists a sequence µn ∈ M∗0,α such that µn → µ
and Q(µn)→ Q(µ).
Fix such a measure µ(dr) = m(r) dr. Since µ belongs to M∗0,
Q(µ) =
1
4
∫ ∞
0
[m′(r)]2
σ(m(r))
dr .
Fix δ > 0, and let uδ(r) = m(r)1{r ≤ (1/2)− δ}+ α1{r > (1/2)− δ}. Extend uδ
to (−∞, 0) by setting uδ(r) = m(0) for r ≤ 0. Let mδ = u ∗ ϕδ/2, where ϕδ/2 is
a smooth approximation of the identity whose support is contained in [−δ/2, δ/2].
Denote by µδ the measure on R+ whose density is mδ.
It is clear that µδ belongs to M∗0,α for δ sufficiently small and that µδ → µ as
δ → 0. By the lower semicontinuity of Q, Q(µ) ≤ lim infδ→0Q(µδ). On the other
hand, by construction, for δ sufficiently small,
Q(µδ) =
∫ 1/2
0
[m′δ(r)]
2
σ(mδ(r))
dr →
∫ 1/2
0
[m′(r)]2
σ(m(r))
dr ≤ Q(µ) .
Hence, lim supδ→0Q(µδ) ≤ Q(µ), which proves the corollary. 
We are now in a position to prove the lower bound. We start with a law of large
numbers for the polar empirical measure under the measure PT,γ . This result is
Lemma 6.1 in [2]. It follows from the stationarity of the measure νT,γ and from the
fact that it is a product measure.
Lemma 7.3. Fix γ in C2(R+, α). As T ↑ ∞, the measure µ¯T converges in PT,γ-
probability to the measure γ(r) dr.
Proof of the lower bound. We reproduce the proof presented in [2]. Fix an
open subset G of Mc. In view of Corollary 7.2, it is enough to show that
lim inf
T→∞
logT
T
logPα
[
µ¯T ∈ G] ≥ −IQ,α(µ)
for every µ in M∗0,α ∩ G. Fix such a measure µ and denote its density by γ.
As observed above the statement of Lemma 7.2, γ belongs to C2(R+, α). Let
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Aγ = {µ¯T ∈ G} and denote by PAT,γ the probability measure PT,γ conditioned on
the set Aγ . With this notation we may write
Pα[µ¯
T ∈ G] = ET,γ
[ dPα
dPT,γ
1{Aγ}
]
= EAT,γ
[ dPα
dPT,γ
]
PT,γ [Aγ ] .
By the law of large numbers stated in Lemma 7.3, limT→∞ PT,γ [Aγ ] = 1. Hence,
by Jensen inequality,
lim inf
T→∞
logT
T
logPα[µ¯
T ∈ G
]
= lim inf
T→∞
logT
T
logEAT,γ
[ dPα
dPT,γ
]
≥ lim inf
T→∞
logT
T
E
A
T,γ
[
log
dPα
dPT,γ
]
= lim inf
T→∞
logT
T
ET,γ
[
log
dPα
dPT,γ
1{Aγ}
]
.
By the bound (6.13) for the Radon-Nikodym derivative and by Lemma 7.3, last
term is equal to
lim inf
T→∞
logT
T
ET,γ
[
log
dPα
dPT,γ
]
which is, up to a sign, the entropy of PT,γ with respect to Pα. In view of formula
(6.10) for the Radon-Nikodym derivative dPT,γ/dPα, the previous limit is equal to
lim inf
T→∞
ET,γ
[
π
∫
R+
Γ′′(r) µ¯T (dr)
]
+ lim inf
T→∞
ET,γ
[ ∫ 1
0
Wγ(ηs) ds
]
,
where Wγ is defined in (6.12). Since νT,γ is a stationary state, these expectations
are easily computed. Recall Lemma 3.1 to show that the limit is equal to
π
∫ 1/2
0
{
Γ′′(r) γ(r) + [Γ′(r)]2 σ(γ(r))
}
dr = − π
4
∫ 1/2
0
[γ′]2
γ(1− γ) dr = − IQ,α(µ) .
We were allowed to integrate by parts the first term on the right-hand side because
the function Γ = (1/2){log γ/(1 − γ) − logα/(1 − α)} vanishes at the boundary.
This proves the lower bound.
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