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Extreme Value Theory for 
Multivariate Stationary Sequences 
TAILEN HSING 
Texas A & A4 University 
Communicated by C. R. Rao 
A distributional mixing condition is introduced for stationary sequences of 
random vectors to study their extremes. For a sequence satisfying the condition, the 
following topics which concern the weak limit F of properly normalized partial 
maxima are studied: (1) To obtain characterizations of F. (2) To study a condition 
under which the partial maxima behave as they would if the sequence were i.i.d. (3) 
To consider problems in connection with the independence of the margins of F. 
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1. INTRODUCTION 
Throughout this paper { (ti,r, . . . . <;,,)}z 1 denotes a strictly stationary 
sequence of random vectors, where m is in general greater than one, and 
for 1 <j< m, n 2 1, IM,,~ denotes the maximum of tij, 1 <iG n. Also, for 
convenience, we call a function u on R a normalizing function if u is non- 
decreasing, right continuous, and U(X) -+ f co as x -+ + co. While the 
development of mulivariate extreme value theory may still be in an early 
stage, several topics in the classical setting have been thoroughly 
investigated (cf. [14]). For example, the problem of characterizing the 
limit distribution F in 
P[M,,j < u,,j(x,), 1 <j< ml * F(x,, ---, x,), (1.1) 
where {(ti.l, --, <i,m)> is an independent and identically distributed (i.i.d.) 
sequence and u,,~, 1 <j < m, n >, 1, are linear normalizing functions, was 
Received September 10, 1986; revised November 17, 1987. 
AMS 1980 subject classifications: Primary 6OF99, 62805; Secondary 6OGlO. 
Key words and phrases: extreme values, stationary sequences, weak convergence. 
* This research was supported by the Air Force Offtce of Scientific Research Grant AFOSR 
F49620 85 C 00014. 
0047-259X/89 $3.00 
Copyright 0 1989 by Academic Press, Inc. 
All rights of reproduction m  any form reserved. 
274 
EXTREMES OF MULTIVARIATE SEQUENCE 275 
considered first by Finkelshteyn [13], Geffroy [15], Sibuya [25], and 
Tiago de Oliveira [26] for m = 2, and later by de Haan and Resnick [ 161, 
Deheuvels [8], and Pickands [23] for arbitrary m. In this paper, we shall 
abuse terminology and refer to a result which identifies the limit of a con- 
vergence statement such as ( 1.1) for a stationary sequence and suitable nor- 
malizing functions as a “multivariate extremal types theorem.” Our goal is 
to consider several results of this kind and some related problems in a 
setting where the assumptions of independence and possibly linear 
normalization in the classical setting are weakened. We are particularly 
interested in the situation where { (ri,,, . . . . 5i,m)}pO= i is weakly dependent in 
the sense of Leadbetter [18] and Davis [6,7]. [18] considers extreme 
value theory for dependent univariate stationary sequences satisfying a dis- 
tributional mixing condition D(u,). [6,7] study the joint distribution of the 
maximum and minimum of a univariate sequence, and are the only existing 
papers, to our knowledge, that discuss the theory of bivariate extremes of 
dependent sequences. Certain results in this paper are generalized from 
those developed in [6, 7, 181, but are stated in considerably more general 
terms. 
In the study of multivariate extremes, it is well known (cf. [S, 14, 251) 
that the method of dependence function is most useful. In Section 2 we give 
a new, and perhaps more convenient, definition of the dependence function. 
Also we state some important relevant results, including a representation 
due to Pickands [23] of the extreme dependence functions. 
Section 3 consists of some technical results. Certain methods there are 
the modified versions of the ones used in the classical situation. Deheuvels’ 
papers [S, 91 are particularly relevant in this connection. In Section 4 we 
introduce a notion of distributional mixing for multivariate sequences in 
the spirit of the D(u,) condition. For sequences satisfying this condition, we 
apply the theory in Section 3 to derive extremal types theorems. Also we 
consider a sufficient condition for the maxima M, j, 1 <j < m, to behave as 
they would if ((e,, , . . . . ci,,)} were i.i.d. when n is large. 
In the classical setting, there have been some discussions on the indepen- 
dence of the margins of the limit F in (1.1). See Geffroy [ 15 J, Sibuya [25], 
Berman 131, Tiago de Oliveira [27], Mikhahilov [22], and Deheuvels 
[lo]. One of the most interesting results on this subject states that the 
margins of F are jointly independent if and only if they are pairwise 
independent (cf. [27]). In Section 5 we extend this result to the dependent 
setting of Section 4, along with a condition which ensures the independence 
of the margins. 
Finally in Section 6 we illustrate the various results in Sections 4 and 5 
by considering a max-moving average sequence and a Gaussian sequence. 
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2. THE DEPENDENCE FUNCTION OF A DISTRIBUTION FUNCTION 
We shall throughout consider right continuous distribution functions 
(d.f.‘s). The following conventions will be assumed. If F is a multivariate 
d.f., write Fj for the jth margin. For two d.f.‘s F and G, write F s G if F 
and G are identical. For a univariate d.f., F, F(R) denotes the set of values 
that F assumes. 
An m-variate distribution function D with support in [0, 11” is called a 
dependence function if 
Dj(Dj(u))=Dj(u), O<u<l, l<j<m, (2.1) 
where Dj is the jth margin of D. The definition extends the usual one 
(cf. [8, 9, 14]), whichs requires that 
Dj(u) = U, O<u< 1,1 <j<m. (2.2) 
For clarity of terminology, we refer to the dependence function in the sense 
of (2.2) as “dependence function” in what follows. 
PROPOSITION 2.1. An m-variate distribution function D with support in 
[0, I]“’ is a dependence function if and only if 
Wh (~11, . ..> D, (urn)) = D(ul, . . . . u,). 
Proof The “if” part is trivial, To show the “only if” part, note first that 
if F is a d.f. and (X,, . . . . X,) is distributed according to F, we have for 
b , , . . . . x,) E R”, 
O<PIFi(X,)<Fi(xi), 1 di<m]-P[X,<Xi, 1 <i<m] 
< 5 P[Fj(X,)~Fi(Xi),Xi>xi]=O. (2.3) 
i= I 
Now let (U,, . . . . U,) have the d.f. D. For (u,, . . . . U,)E [0, l]“, 
D(D,(u,), . . . . D,(U,))=P[Ui<Di(Ui), l<i<ml 
= P[Di(Ui)<Di(Di(Ui)), 1 GiGm] (by (2.3)) 
= P[D,(Ui)GDi(ui), 1 <i<m] (by (2.1)) 
= P[Ui<ui, 1 <i<m] (by (2.3)) 
= D(uI, . . . . u,). 
This completes the proof. 1 
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In the literature (cf. [S, 14]), a “dependence function” of a d.f. F is any 
“dependence function” D such that 
W ,  s .  .  .  .  x,) = D(F, (x,1, .  .  .  .  J’mkz)). (2.4) 
Our definition of the dependence function enables to select as a priviledged 
candidate for D in (2.4) the particular choice 
D,(ul, . . . . 24,) = P[F,(X,) < ui, 1 < i < m], (2.5) 
where (.A’,, . . . . X,) is a r.v. distributed according to F. Indeed, it is 
straightforward to verify that (2.1) and (2.4) hold for D,. It is also clear 
that D, coincides with the “dependence function” of F used in [8, 141 if 
and only if F has continuous margins, in which case each margin of D, is 
uniform on [0, 11. For a discontinuous F, there are infinitely many depen- 
dence functions D satisfying (2.4). However, the particular choice D, in 
(2.5) has the advantage of being simple and informative. Therefore we shall 
henceforth call D, the dependence function of F. By Proposition 2.1, any 
dependence function D is the dependence function of some d.f. (since 
D=D,). 
The following lemma proves two important properties of the dependence 
function. 
LEMMA 2.2. Let F and G be m-variate d.jI’s. Then the following can be 
shown: 
(i) DF”(uI, . . . . u,) s D&(ui”’ . . . . up), n > 1. 
(ii) Suppose F,(R) = G,(R), 1 <j< m, and there exist functions Tj, 
1 <j<m, such that F(x,, . . . . x,)=G(T,(x,), . . . . T,(x,)). Then D,=D,. 
Proof: Let (Xi, 1, . . . . Xi,,), 16 i<n, be independent random vectors 
all having the distribution F. It is clear that F” is the d.f. of 
(max 
L<iCnXi,l, .  .  .  .  max 1 c i s , ,  xi,, 1, and hence 
D,,(u, 9 .  .  .  .  
Um)=PIF:(,l~~nxi.j)~Uj, l<j<m] 
= D”F(u;‘“, . . . . u$‘), (u,, . . . . u,,J E [o, 11”. 
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This shows (i). To show (ii), note, by the assumption, that 
D,(F, (x,1, . . . . F,,,(.G,,))-D,(G,o T, (x,1, . . . . G,o ~,n(x,)) 
-G(T,(x,),..., ~,,z(x,))=W,,...,x,) 
=D,(F,(x,), . . . . F,(x,)). 
Thus Do and D, are identical on ny! i Fi(R)= ny!, G,(R). A simple 
observation gives that the dependence function of a d.f. H is determined by 
its restriction on l-I?=, H,(R). Thus (ii) follows. 1 
A dependence function D is said to be an extreme dependence function if 
all the margins are nondegenerate, and for each n 2 1, 
WY,, . . . . Y,) = WY;, . . . . Y:), (Y, 9 . ..t Y,) E IlO, 1 I”. (2.6) 
The above definition can be stated in a number of equivalent ways. For 
example, the following is derived from combining (2.6) and Lemma 2.2 (i). 
LEMMA 2.3. A dependence function DF having nondegenerate margins is 
an extreme dependence function if and only if DFn s D, for each n > 1. 
Complete characterizations of the extreme dependence functions were 
given by Sibuya [25, Theorem 51 for m = 2, and by Deheuvels [8, 
Theorem 3.71 for arbitrary m. Also, de Haan and Resnick [ 16, Theorem 
21, and Pickands [23, Theorem 3.31 both studied certain classes of d.f.‘s 
which are intimately related to the extreme dependence functions. Their 
results are actually equivalent to Deheuvels’, although relating the various 
representations may be a difficult task (cf. [12, Theorem 2 and Corollary 
11). We state, without proof, Pickands’ result. 
THEOREM 2.4. A function D on [0, 11” is an extreme dependence 
function if and only if it admits the representation 
WY,, . . . . ~sI~~~(y,l~~~j)dc}~(~l,...,~,)E1O, ll”, (2.7) 
where S is the simplex { (aI, . . . . a,): aj>,O, 1 <jQm, CT aj= 1}, and p is a 
finite measure on S with 
5 
ajdp = 1, l<j<m. 1 (2.8) 
s 
It is easily seen from (2.7) that each margin of an extreme dependence 
EXTREMESOFMULTIVARIATESEQUENCE 219 
function is uniform on [0, 11. Thus any d.f. whose dependence function is 
an extreme dependence function necessarily has continuous margins. 
3. WEAK CONVERGENCE TO DISTRIBUTIONS WITH 
EXTREME DEPENDENCE FUNCTIONS 
We consider in this section some conditions under which the weak limit 
of a sequence of suitably normalized d.f.‘s has an extreme dependence 
function. The main ideas in Lemmas 3.1, 3.2 and Theorems 3.3, 3.4 are 
similar to those in Deheuvels [S, 91. However, since our definition of 
dependence function is different, we shall provide detailed proofs for these 
results. 
The first lemma corresponds to Lemma 4.1 of [8], but the proof is 
somewhat simplified by the present definition of dependence function. 
LEMMA 3.1. If F,, n 2 1, are d.f’s converging weakly to some d$ F of 
which the margins are all continuous, then DFn +w D, where 4” denotes 
weak convergence. 
Proof Let (X, , . . . . X,) and (X,,, 1, . . . . X,,,), respectively, be r.v.‘s having 
the d.f.‘s F and F,, and let I;i and F,,j, respectively, be thejth margins of F 
and F,. By assumption (X,,, , . . . . X,,,) +d (X,, . . . . X,) and F,, j +“’ Fj. 
From the continuity of Fj, it is easily shown that F,,j(x,) tends to F,(x) for 
any sequence Ix,,} tending to x, and hence it follows from the continuous 
mapping theorem [S, Theorem 5.51 that (Fn,l (Xn,l), ..,, F,,,(X,,,)) +d 
(F, W, 1, . . . . F,(X,,J), which concludes the proof. a 
LEMMA 3.2. Suppose that K, H, F,, F,, . . . are d.j?s, and S,,j, T,,j, 
1 ,< j < m, n 2 1, are normalizing functions for which 
F,(&., (x,1, . ..> S,,,k,,)) -% I-@,, . . . . x,x), 
Fn(Tn,,(x,), ...f T,,,kn)) --% W,, a.., d. 
Then H(x,, . . . . x,) = K( V, (xl), . . . . Vm(xm)) and D, = D, if for each 
1 <j < m, there exists a continuous and strictly increasing function Vj such 
that for each pair of points x > ( -C . , respectively) y in R, S,, j(x) 2 ( < , 
respectively) T,,, j 0 V,(y) for in$nitely many n, where “ 0 ” denotes com- 
position of functions. 
Proof: Write C for the set {(x,, . . . . x,) E R”: H is continuous at 
(x 1, . . . . x,) and K is continuous at (V, (x,), . . . . V,(x,))}. Notice that C, as 
the complement of a countable set, is dense in R”. Fix (x,, . . . . x,) E C. The 
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assumption implies that for (yi, . . . . y,) and (zi . . . . z,) in C with 
yi<xi<zi, 1 <i<m, 
K(V,(YI), ...I V,(Y,))= lim F,(T,,,o vl(~l), . . . . Tn.,0 V,(Y,)) n-m 
G lim F,(~,,lbl), . . . . &,,(x,))=H(x~, . . . . x,) 
n-m 
=WJ’,(z,), ..-3 em). 
Since K is continuous at (V,(x,), . . . . Vm(xm)) and the set ((Vi (u,), . . . . 
em), (u,, .‘., U,)E C} is dense, we have H(x,, . . . . x,) = K( Vi(x,), . . . . 
Vm(xm)). This holds for each (xi, . . . . X,)E C, and thus for each 
(x i, . . . . x,) E R” since C is dense and d.f.‘s are right continuous. The proof 
is complete upon applying Lemma 2.2 (ii). 1 
THEOREM 3.3. Assume that F, F,, n > 1, are d$‘s where F has non- 
degenerate margins. Let u$, 1 <j < m, n, k 2 1, be normalizing functions 
such that 
(Fn.j” un,j ck’)(R) = F”,j(R), I <<j<m, n, k> 1, (3.1) 
and 
Fk(~ikl 6,) n . , a.7 @$, kn)f ;waa, W,, . . . . x,), ka 1, (3.2) 
where F,,. j is the jth margin of F,. Then D, is an extreme dependence 
function if and on/y if the margins of F are continuous. Conversely for each 
d$ F having an extreme dependence function, there exist d.J’s F,, n 2 1, and 
normalizing functions u$, n, k > 1, 1 <j < m, for which (3.1) and (3.2) hold. 
ProojI If D, is an extreme dependence function, it follows from the dis- 
cussion following Theorem 2.4 that the margins are continuous. Suppose 
now the margins are continuous. Notice that, by (3.2), F”“, k 3 1, are d.f.‘s, 
and that, by (3.1) and Lemma 2.2 (ii), F,(u$(x,), . . . . u!,$,(x,)) and F, 
have identical dependence functions. By Lemma 3.1, DFE + w  D~II~ as 
n + co for each k > 1, and hence D, = DF,,k, k >, 1. Applying Lemma 2.2. 
(i), it is straightforward to show that D, = D,n, ka 1. Thus DF is an 
extreme dependence function by Lemma 2.3. 
Suppose conversely F has an extreme dependence function. Then it is 
simply verified that (3.1) and (3.2) hold for F, = F”, n 3 1, and uLkj(x) = 
gjo Fjfnk(x), n, k > 1, 1 6 j < m, where pj denotes the right continuous 
inverse of Fj. i 
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In the above theorem, it can be seen from the proof that D, is the 
pointwise limit of D,” if the margins of F are continuous. (3.1) is not a 
stringent condition, since it is satisfied if, for example, the ukfj are 
continuous. The following slightly different criterion is similarly derived 
from Lemma 2.2 and Lemma 3.2 
THEOREM 3.4. Assume that F, F,, F,, . . . are d.f’s, where the margins of 
F are all nondegenerate, and u$, 1 6 j < m, n, k > 1, are normalizing 
functions for which (3.2) holds. Also assume that for each k and j, there 
exists a continuous and strictly increasing function V,!“’ such that for each 
pair of points x > (<, respectively) y in R, u$(x) 2 (6, respectively) 
utk!O Hk)(y) for infinitely many n. 
%J J 
Then Fk(x,, . . . . x,) = F( V;k)(~,), . . . . 
V$)(x,)) for each k > 1, and hence F has an extreme dependence 
function. 1 
It can be seen that the convergence (3.2) alone implies neither the con- 
tinuity of the Fj nor the existence of the V/“l in Theorem 3.4. By contrast if 
the normalizing functions u$ are restricted to be linear, then it is shown in 
Theorem 3.5 below that both conditions are implied by (3.2). 
The (univariate) extreme value distributions refer to the following three 
distributions (cf. [ 191): 
A(x) = exp( -eeX), -al<x<co; 
@i(x) = 
i 
0, x GO, 
exp( - xea), forsomea>O,x>O; 
exp(-(-x)“), 
WI= I1 
for somea>O, x60, 
, x > 0. 
Two univariate d.f.‘s F and G have the same type if F(x) z G(ax+ b) for 
some constants a, b. In particular, a d.f. F is said to be an extreme value 
type if F has the same type as one of the three distributions A, Qi, @. 
THEOREM 3.5. Assume that F is a d.f with nondegenerate margins, 
F,, Fz,... are df’s, and a$ > 0, b!,:j., 1 <j < m, n, k 2 1, are constants such 
that 
Fk(aAk/x, + bck) ” 2 n, 13 a.., a%,,-% + b!,fAJ + F(x,, . . . . x,), ka 1. (3.3) 
Then D, is an extreme dependence function, and the margins of F are 
extreme value type distributions. Conversely, each d.f F having an extreme 
dependence function and extreme value type margins may appear as a limit 
in (3.3). 
683/29/2-9 
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Proof If (3.3) holds, then by the continuous mapping theorem 
Fk .(&!x + bW) -+‘+ F,(x), 1 <j< m, k 2 1, where F,, j and Fj denote, 
re&e&eIy, %e jth margins of F, and F. Thus it follows from [ 19, 
Theorem 1.3.11 that the margins are extreme value types, and hence 
continuous. By Theorem 3.3, D, is an extreme dependence function. 
(Alternatively one can apply Theorem 3.4 since it follows from [19, 
Theorem 1.2.31 that V,‘“)(X) = lim, _ m C(a$x + b$) - bLtJ/a$, k 2 1, 
1 <j< m, exist and are linear.) The other half is proved as in [ 14, 
Theorem 52.41. 1 
4. CONVERGENCEOF PARTIAL MAXIMA 
We first extend the classical extremal types theorem to dependent 
situation. As in Section 1, {(l;,,, . . . . <,,,)I always denotes a stationary 
sequence of random vectors. 
For m sequences of constants (u,,,>~ >, , 1 <j 4 m, write 
a n,l=maX((P[rLj~U,,,, 1 <j<m, iEA UBI 
- P[ti,,dun,j, 1 <j6m, iEA 1 
x P[ti,jQUH.jv 1 <j<m, iEB]I: 
A c { 1, 2, . ..( k}, Bc {k+I, k+Z+ 1, . . . . n}, 
1 <k<n-l), n> 1,t <l<n- 1. 
Thecondition D(u,., ,..., u,,,,) is said to hold for ((tll ,..., c,,)} if a,,(“--+0 
as n + co for some /,, = o(n). This condition is obviously motivated by its 
l-dimensional special case D(u,) which is Leadbetter’s distributional 
mixing condition (cf. [18]). Similar conditions exist in the literature of 
extreme value theory, but, to our knowledge, were used for purposes of 
treating multivariate problems that arise in univariate theory. For example, 
Leadbetter, Lindgren, and Rootzen [19] introduced in Section 5.4 the 
condition D,(u,) to consider the joint distribution of maxima of r.v.‘s 
taken from disjoint intervals of a univariate stationary sequence, and 
Davis [6, 71, respectively, used the conditions D(u,, u,) and C to study the 
joint distribution of the partial maximum and minimum of a univariate 
stationary sequence. 
Recall that M, j = maxi G i G n ri,j, 1 dj<m, n 2 1. Hereafter denote by 
F, the d.f. of (M,, 1, . . . . M,,,) for convenience. The following lemma is a 
multivariate version of [ 19, Lemma 3.3.21. We omit the proof since no new 
ideas are involved. 
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LEMMA 4.1. If the condition D(u,,,, . . . . u,,,) holds for the stationary 
sequence { ( ti,, , . . . . ti,,)}, then for every k 2 1, 
where [x] denotes the integer part of x. 
Theorem 4.1 is also analogous to [6, Lemma 3.11, except that the 
bivariate version of the condition D(u,,, , . . . . u,,,) is slightly simpler than 
the condition D(v,, u,) used there. Theorem 3.3 can now be specialized to 
give the following. 
THEOREM 4.2. Let F be a d.f having nondegenerate margins and 
u,,~, 1 <j<m, n 2 1, be continuous normalizing functions such that (i) the 
condition D(u,.~(x~), . . . . u,,(x,)) holds for {(C,,, . . . . r,,)} for each 
(x , , *.., x,)ER”‘, and (ii) Fn(u,,i(~,), . . . . ~,,,(x,))+‘“F(x~, . . . . x,). Then 
D, is an extreme dependence function tf and only if F has continuous 
margins. 
Proof It is readily seen from Theorem 4.1 that for each k 2 1 and each 
continuous point (x,, . . . . x,) of F, 
lim F,k(Ukn.I (Xl), . . . . ukn,m(xm)) 
“-+CC 
= lim Fkn(Ukn,, (XI), ..., Uk,,,,(X,)) = W,, . . . . X,). 
n-m 
Also, since the u,,~ are continuous, (r;,, jo ukn,j)(R) = F,,JR) for each 
n, k 3 1, 1 <j < m. Thus the assertion follows from Theorem 3.3. 1 
We state without proof the following two results which follow similarly 
from, respectively, Theorems 3.4 and 3.5. 
THEOREM 4.3. Let F be a d.f having nondegenerate margins, and 
u,, j, 1 <j < m, n > 1, be normalizing functions for which the conditions (i) 
and (ii) in Theorem 4.2 hold. Assume further that for each k > 1, 1 <j < m, 
there exists a continuous and strictly increasing function Vjk) such that for 
each pair of points x > ( c, respectively) y in R, u,,, j(x) > ( <, respectively) 
U kn,j~ V?)(y) for infinitely many n. Then Fk(x,, . . . . x,) s F( Vlk)(x,), . . . . 
V$)(x,,,)), k > 1, and DF is an extreme dependence function. 
THEOREM 4.4. Let F be a d.f having nondegenerate margins, and 
U n, j, 1 <j < m, n > 1, be linear normalizing functions for which the conditions 
(i) and (ii) in Theorem 4.2 hold. Then D, is an extreme dependence function, 
and the margins of F are extreme value types. 
284 TAILEN HSING 
The remaining part of this paper focuses on questions associated with 
the convergence F,(u,,r (x,), . . . . u,,(x,)) +w F(x,, . . . . x,). Unless other- 
wise stated, we shall work with a rather general setting where the limit F 
does not necessarily have an extreme dependence function. 
A question that arises naturally in this direction is: Under what 
circumstances will the maxima behave as they would if the sequence 
((ti.1, ...3 ti,m)> were i.i.d.? The univariate version of this problem has been 
discussed extensively in Watson [28], Loynes [21], and Leadbetter [18]. 
Also Davis [6] considered the special case of the maximum and minimum 
of a univariate sequence. Borrowing some ideas from Davis [6, 
Theorem 3.31 and Leadbetter [18, Theorem 3.21, we define the following 
condition. 
Suppose {~~,~)n”=, , 1 d j < m, are sequences of constants. The condition 
said to hold for {(ci,r, . . . . ri,,)} if lim,,, lim SUP,-.~ 
LEMMA 4.4. Suppose the conditions D(u,,, , . . . . u,,,) and D’(u,, 1, . . . . u~,~) 
hold for the stationary sequence { (li,l, . . . . t,,)}. Then P[IU,~ 6 u,,~, 
l<j<m]-,c>O if and only if P*[<,,j<~n,j, l<j<m]-+c, or, by 
Theorem 1.5.1 of [19], if and only if n(l-P[t,,j<un,j, l<j<ml)-+ 
-logcasn+co. 
We omit the proof of Lemma 4.4 since it follows from arguments similar 
to those in the proof of [19, Theorem 3.4.11. 
For a univariate df. F, the quantity inf{x E R: J’(x) > O> ( > - co) is said 
to be the left end point of F. 
THEOREM 4.5. Suppose that F is a df whose margins F,, . . . . F, are con- 
tinuous at their respective left end points; suppose that u,,j, 1 6 j < m, n 2 1, 
are normalizing functions such that ( (ri,, , . . . . t,,)} satisfies the condition 
D(u,,~(x~), . . . . un,,b,))for each (xl, . . . . x,) E R” and satisfies the condition 
D’(u,,,(x~), . . . . u,,,(x,)) for each (x,, . . . . x,) at which F is positive. Then 
P[M, j < u,, j(xj), 1 <j < m] converges weakly to F(x,, . . . . x,) if and only if 
P”[51.jGu,j(Xj), 1 Gj<m] does. 
Remark. The reason that the condition D’(u,,, (x,), . . . . u,,,(x,)) is not 
assumed to hold for all (x1, . . . . x,) in R” in Theorem 4.5 is that, by the 
Bonferroni inequality, the two possibilities “D’(u”,~ (x,), . . . . u,,(x,)) holds 
for ((ti,l 9 -., ti,m)}” and “F(xI, .., x,)>O” are mutually exclusive in the 
framework there. 
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Proof of Theorem 4.5. Note first that the following is true assuming 
either P[M,,,<u,~(x~), 1 <j<m] +“’ F(x,, . . . . x,) or P”[{,,j<~,.i(Xj), 
1 <j<m] +“‘F(x,, . . . . x,). It follows from Lemma 4.1 that for each k 2 1, 
F1lk is a d.f. Thus F is max-infinitely divisible in the sense of Balkema and 
Resnick [2], and by Corollary 2 of [2], {F > 0} = n,“= I {Fj> O}. (See 
also Deheuvels [ 1 l] for max-infinite divisibility in the setting of depen- 
dence functions.) Since F, , . . . . F,,, are continuous at their respective left end 
points now denoted by I,, . . . . l,, {F>O} =JJ&, (1,, co). In view of the 
arbitrariness of the normalization, one can thus assume without loss of 
generality that (F > 0} = R”. 
Now let (xi, . . . . x,) be a point of continuity of F. It follows from 
Lemma 4.4 that P[M,j < u,,Jxi), 1 <j< m] converges to F(x,, . . . . x,) if 
and only if P”[tl, j< a,,/(~~), 1 <j< m] does, concluding the proof. i 
5. ASYMPTOTIC INDEPENDENCE OF PARTIAL MAXIMA 
In practice when one tries to identify the limiting distribution of the 
normalized partial maxima, it is convenient to know that the normalized 
partial maxima are asymptotically independent, since the problem then 
reduces to identifying the limiting marginal distributions. See Galambos 
[14, pp. 265-2671 for some interesting illustrations. Here we consider two 
questions in this regard in the weak dependent setting of Section 4. We 
begin by examining the structure of the extreme dependence function. The 
following result is indicated in Pickands [23, Section 51. 
THEOREM 5.1. The margins of an extreme dependence function are jointly 
independent tf and only if they are pairwise independent. Furthermore, the 
measure p in the representation (2.7) of such an extreme dependence function 
concentrates on the m vertices of the simplex S with 
u{ai= l,aj=O, j#i} = 1, 1 <i<m. 
Proof It obviously suffices to show the “if” part. Let D be an extreme 
dependence function. For 1 < i #j<m, the (i, j)th marginal of D, using the 
representation (2.7), is 
exp 
ir 
min(a, log y,, aj log yj) & 
I 
= yf(.Vf,J/) .Y,$.~J,Y~), 
where f(vj, Yj)=J l{a,log yi<ailog y,} aidp and g(yiyj)=J l{a,logyj 
> aj log yj> ajdu. Since the two margins are indepenent, y{cfi*fi). yf(h,y~f 
must equal yi yj for each (y,, L;)E [0, I]*, from which it follows that 
f(yi, yj)=Jaidu=l and g(yi, y,)=Sa,dp= 1 for each (y,, yj)c [O, l]* by 
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(2.8). The first of these two identities concludes ~(a~ > 0, uj > O> = 0. Since 
this holds for each pair (i, j), the result follows from the constraint 
(2.8). I 
In view of the above theorem, for the limit distribution F in Theorem 
4.2, 4.3, or 4.4, pairwise independence of the margins is equivalent to joint 
indipendence. This is consistent with the finding in the classical setting 
stated in Section 1. 
It is useful to have a criterion with which we can judge whether the 
normalized maxima are asymptotically independent. In the following we 
give such a result based on some simple ideas. 
For sequences of constants {u,. j};E,, 1 <j < m, we say that the condition 
D”(u n, 1 3 a..3 ~n,rn ) holds for {(e,, , , . . . . c,,)} if lim, _ o(: iim sup,, o. T(n, k) 
= 0, where 
Cnlkl 
T(n, k)=n. 1 1 1 PCCl,jl>Un,jl, Ci.j*>Un,jzI. 
1 &jlZj*dm i= 1 
While the two quantities T(n, k) and S(n, k) contain some common 
factors, the conditions D’(u,, i, . . . . u,.,) and D”(+ r, . . . . u,,,) are designed 
for different purposes as the following results indicate. 
THEOREM 5.2. Suppose that F,, . . . . F,,, are univariate d$‘s, and 
W ,, . . . . x,) = ni”_ l F,(x,); suppose that u,,~, 1 <j< m, n 2 1, are nor- 
malizing functions such that the condition D(u,,, (x,), . . . . u,,(x,)) and 
D”(u,., (XI 1, ...> qn (x,)) hohi for {(ti,l, -., ti,,)} for each (~1, . . . . x,1 at 
which F is positive. Then 
P[M,,j< U,,j(Xj), 1 <j<m] 3 F(x,, ...J X,) (5.1) 
if and only if 
P[Mn,/ G u,j(x)l 4 Fj(x), 1 <j<m. (5.2) 
LEMMA 5.3. Under the assumptions of Theorem 5.2, for each 1 <j < m, 
(<j,j>~, satisfies the condition D(u,j(x)) for each XE (Fj> 01. 
Proof The proof is straightforward. See, for example, [7, 
Proposition 3.11. 
Proof of Theorem 5.2. We use the methods in [7, Proposition 3.11 and 
[ 19, Theorem 3.4.11. (5.1) obviously implies (5.2). Suppose now (5.2) 
holds. Denote by C the dense set ((xl, . . . . x,) E R”: Fj is continuous at 
xi, <j < m ), and write u,, j = u,, j (x,) for simplicity. To obtain (5.1), it suf- 
fices to show that lim, _ o. P[M,,/ < u,, j, 1 <j < m] = F(x,, . . . . x,) for each 
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(x i, . . . . x,) E C. If F(x,, . . . . x,) = 0, then lim, --) o. P[A4,,i < u,,~, 1 <j < m] 
< min iGicmF’(xi)=O. If, on the other hand, F(x,, . . . . x,) >O, then it 
follows from the Bonferroni inequality that for n > k > 1, 
< 1 - f P[M,,,j> u,,jl+ T(n, k)lk, 
j=l 
where n’= [n/k]. By Lemma 4.1, Lemma 5.3, and the condition D”, 
1 - f [l -Fj”k(Xj)] < im inf P”k[Mn,j< U,,j’ 1 <j<rn] 1’ 
j=l n-m 
< lim sup P1lk[M,, j, 1 <j < m] 
n+‘x 
’ 1- ~ Cl -~~‘k(Xj)] + O( l/k). 
j=l 
Taking the kth power of each term, and using the approximation 
-k f [ 1 - F’lk(xj)] N k f log Fj’lk = log fi Fj(xj) 
j=l j= 1 j= 1 
= log F(x,, . . . . x,) as k+oo, 
it is seen that lim n ~ o. P[M, j d u,,, j, 1 <j< m] = F(x,, . . . . x,). This com- 
pletes the proof. 1 
Notice that Theorem 5.3 is analogous to Proposition 3.1 of Davis [7]. 
However, the term P[tl,l > u,,~, <1,2 > u, J in the bivariate version of the 
condition D” is not included in the condition (C2) in [7], since it equals 
zero for the situation there. 
The following result which is comparable to Berman [3, Theorem 23 
and Mikhailov [22, Theorem l] can be readily derived from Theorem 5.2. 
COROLLARY 5.4. We use the notation of Theorem 5.2 and assume that 
((ti.19 **.Y g,,)} is i.i.d. Then (5.1) and (5.2) are equivalent if 
lim n e 1 C pC51,jl 
n-m 
‘“n,jl(xjl)3 51,j~‘“n,~*(xj*)l=o 
l<ji+jz~m 
for each (x,, . . . . x,) at which F is positive. 
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6. EXAMPLES 
We consider two examples in this section. Example 6.1 consists of a 
max-moving average sequence, and Example 6.2 a Gaussian sequence. 
EXAMPLE 6.1. We illustrate in this example an application of 
Theorem 5.2. Some details which can be obtained from results in the 
literature are left for the reader. 
Let PE (0, 1) be a constant, and {(Q, E~,J}~>, be a sequence of i.i.d. 
random vectors having the Morgenstern distribution. 
where ae [ - 1, l] is a constant, and F(X) = 1 - l/x, x2 1. Define ti,j= 
maxl.OP’si+I,jfor i>l andj=1,2. For u,(x)=nx/(l-p),n~l,x~R, it 
can be shown that 
e-l/.x 
PC”n.jGun(x)ll+ 0 L ’ x>O,j= 1,2, x<O,j= 1,2. 
It can be further concluded, using arguments similar to those in 
Lemma 5.3.4 of [17], or Lemma 3.1 of [24], that the condition 
D(u,(x,), a,(~*)) holds for {(t,,, ri.,)} for each (xi, x,)eR2. Thus, 
according to Theorem 5.3, to have 
P[“n,j6uH(Xj),j= 121 
i 
ev( - l/x, - 1/x2), (x1 9 x2) E (0, 00 12; 
-+ 0, otherwise, 
it suffices to show that the condition D”(u,(x,), #,(x2)) holds for each 
(xi, X~)E (0, 03)~. For any fixed (x,, x2)e (0, OO)~, one obtains simply the 
estimates 
i+l 
1 - r) PIEIJ <p-54,(x,)] =* +o 0 $9 
I=0 1 
i-l 
l- fi 
I=0 
PIEI,ISP~-~--iU,(XI),EI,2~P-IU.(X2)1=~+~+0 0 $ 
1 2 
for all n, i, where 0( l/n2) denotes a generic quantity whose value changes 
form line to line, but is bounded, uniformly in i, by a finite multiple of l/n’. 
Hence for i > 1, 
pC51,1>“n(xl)3 5i,2>Un(X2)l 
= 1 - pc5,,1< u,(x,)l - fT51.2 G %(X2)1 
+pC51,1 G”n(xI)9 5i,2G”n(x2)l 
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+ r-I ~C~I.1 Q-‘%h)l 
I=0 
where nili PCs,,, <p -&(x,)1 stands for 1 if i= 1. Since si,i and si,2 are 
symmetric, one concludes from this that the condition D”(u,(x,), u,(x,)) 
holds for each (x1, x2) E (0, 00)~. 
EXAMPLE 6.2. Let {(c,,, . . . . r,,)}z 1 be an m-variate stationary 
Gaussian sequence with mean, variance, and covariances given by 
E(51,j)=0, Var(t,.,) = 1, 1 <j<m, 
TM(n) = COV(Sl,,> 51 frl./)P l,<k,l<m,n>O. 
As in Amram [ 11, it can be shown that 
lim P[M,j<U,(Xj), 1 <j<m] 
“--rcli 
= lim Pn[Sl,i<~u,(xj), 1 <j<m] 
n-tm 
= lim fi PIM,,jdUn(xj)l 
n-cc. ,=l 
=nI\mm ,fi P”[ti,j<“n(xj)l 
,=l 
where 
= jgl exp( -e--‘I), (x1, . . . . x,) E R”, 
U”(X) = (2 log n)-‘12x + (2 log n)l’2 
- f (2 log n) - 1’2(log log n + log 4n), 
(6-l) 
provided that the following (a), (b) hold: 
(a) r,,(O)<l, 1 dk#f,<m, 
(b) IX,“=, lrkl(n)l”< co, 1 d k, I&m, for some M = 1, 2, . . . . The 
method used in [l] is similar to the ones in Berman [4] and Lead- 
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better [18]. One can similarly verify (cf. [18]) that the conditions 
wu, (XI ), . . . . u,k,h), D’(u,(x,), . . . . u,(x,J), and D”(u~(x~), . . . . u,(x,)) all 
hold for { (5,, 1, . . . . t,,)} for each (x1, . . . . x,)eRm. 
Thus both Theorem 4.5 and Theorem 5.2 are applicable, which is clearly 
illustrated by (6.1). Finally, we point out the following for completeness: 
(if The trivial, but indeed necessary, condition (a) was overlooked 
in [I]. 
(ii) The condition (b) above may be replaced by other weaker or 
more convenient conditions. See [19, Section 4.51 and the reference 
therein. 
(iii) Sybuya [25, Theorem 31 studied i.i.d. bivariate Gaussian 
sequences. It is, of course, a special case of Amram’s result. Lindgren [20] 
studied high level crossings of continuous time Gaussian process. Some 
useful comments in [20] are also applicable to the present situation. 
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