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Lyapunov functionsAbstract In this paper, we consider a non-autonomous differential equation of second order
x00 þmðtÞfðx0Þ þ nðtÞgðxÞ ¼ pðt; x; x0Þ:
By the Lyapunov function approach, we discuss the convergence of solutions of the equation
considered. Our ﬁndings generalize some earlier results in the literature.
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In the literature, the qualitative behaviors of solutions of non-
linear differential equations of second order have been investi-
gated by several authors. In this sense, signiﬁcant results on the
convergence of solutions to nonlinear differential equations of
second order have been obtained, see Cartwright [1], Ezeilo
[2–4], Jin [5], Loud [6], Reissig et al. [7], and Yoshizawa
[8,9]. It should be noted that Cartwright [1], proved that if
g00 exists and both f and g0 are strictly positive for all x, then
all ultimately bounded solutions of differential equationx00 þ fðxÞx0 þ gðxÞ ¼ eðtÞ converge provided that gð0Þ ¼ 0
and jg00ðxÞj is sufﬁciently small. In the special case f= con-
stant, the restriction on g00 is not always needed for the conver-
gence of solutions of the mentioned equation. Later, Loud [6]
considered the second order differential equation
x00 þ cx0 þ gðxÞ ¼ eðtÞ, where c > 0 is a constant. The author
showed that if g0 exists and satisﬁes g0 P b > 0 for all x, then
all solutions xðtÞ of the equation which ultimately lie in the
range jxj 6 A are convergent provided that max g0ðxÞ < 1
2
c2.
Later on, in [2], Ezeilo concerned with the convergence result
of Loud [6]. He showed that the result is true even when g is
non-differentiable so long as the incrementary ratio
0 < b 6 gðx2Þgðx1Þ
x2x1 < c
2ðx2–x1Þ satisﬁes.
In this paper, we consider the non-autonomous differential
equation of second order
x00 þmðtÞfðx0Þ þ nðtÞgðxÞ ¼ pðt; x; x0Þ; ð1Þ
where the functions m; n; f; g and p are real valued and contin-
uous in their respective arguments such that Routh Hurwitz
conditions and the uniqueness theorem is valid. It is also
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initial conditions and function pðt; x; x0Þ has the form
pðt; x; x0Þ ¼ qðtÞ þ rðt; x; x0Þ
with the functions q and r depending explicitly on the argu-
ments displayed and are continuous in their respective argu-
ments. Furthermore, it is assumed that rðt; 0; 0Þ ¼ 0 for all t
and fð0Þ ¼ gð0Þ ¼ 0.
The motivation for this work has been inspired basically by
the paper of Ezeilo[2] and those listed above. Throughout all
the papers and books listed above Lyapunov functios are used
to verify the convergence results established there. Our aim
here is to extend the results established by Ezeilo [2] to a
non-autonomous differential equation of second order, Eq.
(1), for the convergence of the solutions. It should be noted
that to the best of our knowledge, we did not ﬁnd any work
in the literature based on the results of Ezeilo [2]. Perhaps,
the possible difﬁculties raise this case is due to construction
or deﬁnition of a suitable Lyapunov function that yielded
any meaningful result about the convergence of the solutions
for more general differential equations of second order than
those in [2]. Further, it is well known that the differential equa-
tions of second order have a great scientiﬁc importance in
many scientiﬁc areas. Here, we would not like to give the de-
tails of applications. Therefore, investigating the qualitative
behavior of the solutions of these type equations is very con-
siderable. It is also worth mentioning that our paper is a con-
tinuation of the mentioned works in [1–9]. To achieve our goal,
we deﬁne a suitable Lyapunov function for Eq. (1) and obtain
sufﬁcient conditions to guarantee the convergence of solutions
of Eq. (1). Our results are different from that obtained in the
literature, (see [1–9] and the references thereof). Namely, the
equation considered and the assumptions established here
are different from those in the mentioned works above. It
should be noted that this paper has also a contribution to
the subject in the literature, and it may be useful for
researchers working on the qualitative behaviors of solutions
to non-autonomous differential equations of the second order.
This case is important for the novelty of this paper and an
improvement on the topic for the literature.
Deﬁnition 1. Any two solutions x1ðtÞ; x2ðtÞ of Eq. (1) are said
to converge (to each other) if x1  x2 ! 0; x01  x02 ! 0 as
t!1.2. Main results
Theorem 1. We assume that there are positive constants
m1;m0; n1; n0; a; a0; b and b0 such that
m0 6 mðtÞ 6 m1; n0 6 nðtÞ 6 n1;
b 6 nðtÞ½gðx2Þ  gðx1Þ
x2  x1 6 b0; ðx2–x1Þ; ð2Þ
a 6 mðtÞ½fðy2Þ  fðy1Þ
y2  y1
6 a0; ðy2–y1Þ;
and there is a continuous function /ðtÞ such that
jrðt; x2; y2Þ  rðt; x1; y1Þj 6 /ðtÞfjx2  x1j þ jy2  y1jg; ð3Þ
for arbitrary t; x1; y1; x2; y2 andZ t
0
/vðsÞds 6 D1t ð4Þ
for some a constant D1 > 0, where 1 6 v 6 2. Then all solutions
of Eq. (1) converge.
Theorem 2. Let x1ðtÞ; x2ðtÞ be any two solutions of Eq. (1).
Suppose that all the conditions of Theorem 1 hold. Then, for
each ﬁxed v in the range 1 6 v 6 2, there exist constants
D2;D3, and D4 such that
Sðt2Þ6D2Sðt1Þexp D3ðt2t1ÞþD4
Z t2
t1
/vðsÞds
 
for t2P t1; ð5Þ
where
SðtÞ ¼ ½x2ðtÞ  x1ðtÞ2 þ x02ðtÞ  x01ðtÞ
 2
: ð6Þ
We have the following corollaries, when x1ðtÞ ¼ 0 and t1 ¼ 0.
Corollary 1. Suppose that p ¼ 0 in Eq. (1) and the assumptions
of Theorem 1 hold for arbitrary g–0. Then the trivial solution of
Eq. (1) is exponentially stable.
Corollary 2. If p–0 and the assumptions of Theorem 1 hold for
arbitrary gðg–0Þ, and n ¼ 0, then there exists a constant D5 > 0
such that every solution xðtÞ of Eq. (1) satisﬁes
jxðtÞj 6 D5; jx0ðtÞj 6 D5:
Proof of Theorem 2. Writing Eq. (1) as a system of ﬁrst order
equations, we obtain
x0 ¼ y; ð7Þ
y0 ¼ mðtÞfðyÞ  nðtÞgðxÞ þ rðt; x; yÞ þ qðtÞ:
Let ðxiðtÞ; yiðtÞÞ; ði ¼ 1; 2Þ, be two solutions of system (7).
For the proof of the convergence theorem, we deﬁne a
function
2V ¼ d
ab
½a2 þ bðbþ 1Þx2 þ d
ab
ðbþ 1Þy2 þ 2d
b
xy; ð8Þ
where a; b; d are positive real numbers. Indeed, we can rear-
range the function in (8) as the following:
2V ¼ d
ab
ðyþ axÞ2 þ d
a
ðbþ 1Þx2 þ d
a
y2: ð9Þ
Clearly, the function V is positive deﬁnite. We can therefore
ﬁnd a constant D6 > 0 such that
D6ðx2 þ y2Þ 6 V; ð10Þ
where D6 ¼ 12 min da ðbþ 1Þ; da
 
.
Furthermore, by using the estimate jxjjyj 6 12 ðy2 þ x2Þ, we
can get a constant D7 > 0 such that
V 6 D7ðx2 þ y2Þ; ð11Þ
where D7 ¼ d2ab maxfaðaþ 1Þ þ bðbþ 1Þ; aþ bþ 1g.
Using the estimates (10) and (11), we have
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The following result can be easily veriﬁed for W  V. h
Lemma 1. Let the function WðtÞ ¼ Wðx2  x1; y2  y1Þ be
deﬁned by
2W ¼ d
ab
½a2 þ bðbþ 1Þðx2  x1Þ2 þ d
ab
ðbþ 1Þðy2  y1Þ2
þ 2d
b
ðx2  x1Þðy2  y1Þ;
where a; b; d are positive constants.Then,
(10) W 0; 0ð Þ ¼ 0.
(20) there exist ﬁnite positive constants D6;D7 such that
D6fðx2x1Þ2þðy2y1Þ2g6W6D7fðx2x1Þ2þðy2y1Þ2g: ð13Þ
Next we prove a result on the derivative of WðtÞ with respect
to tLemma 2. Assume that conditions (i) and (ii) of Theorem 1
hold. Then there exist positive constants D8 and D9 such that
dW
dt
6 2D8SþD9S12jhj; ð14Þ
where h ¼ rðt; x2; y2Þ  rðt; x1; y1Þ.
Proof of Lemma 2. Using the system (7), a direct computation
of dW
dt
gives after simpliﬁcation
_W ¼ dW
dt
¼ W1 þW2; ð15Þ
where
W1 ¼ d
b
½G b þ d
 
ðx2  x1Þ2 þ d
ab
ðbþ 1Þ½F a þ d
 
ðy2  y1Þ2
þ d
b
½F a þ dðbþ 1Þ
ab
½G b
 
ðx2  x1Þðy2  y1Þ;
W2 ¼ hðtÞ d
b
ðx2  x1Þ þ d
ab
ðbþ 1Þðy2  y1Þ
 
; ð16Þ
G ¼ Gðx2; x1Þ ¼ nðtÞ½gðx2Þ  gðx1Þ
x2  x1 ; ðx2–x1Þ;
F ¼ Fðy2; y1Þ ¼
mðtÞ½fðy2Þ  fðy1Þ
y2  y1
; ðy2–y1Þ:
Then W1 can be rearranged as
W1 ¼W11 þW12 þW13; ð17Þ
where
W11 ¼ d
b
½G b þ k1d
 
ðx2  x1Þ2
þ d
ab
ðbþ 1Þ½F a þ l1d
 
ðy2  y1Þ2;
W12 ¼ k2dðx2  x1Þ2 þ d
b
½F aðx2  x1Þðy2  y1Þ
þ l2dðy2  y1Þ2;
W13 ¼ k3dðx2  x1Þ2 þ dðbþ 1Þ
ab
½G bðx2  x1Þðy2  y1Þ
þ l3dðy2  y1Þ2:and li; ki are strictly positive constants such that
l1 þ l2 þ l3 ¼ 1; k1 þ k2 þ k3 ¼ 1:
It is clear that W11 P 0. Since each W12, W13 are quadratic
forms in their respective variables, then by using the fact that
any quadratic of the form Ap2 þ Bpqþ Cq2 is non negative if
4AC B2 P 0, it follows that
W12 P 0 if ½F a 6 2b
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2l2
p
;
W13 P 0 if ½G b 6 2ab
bþ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k3l3
p
:
Because ofW12 P 0;W13 P 0, we obtainW1 PW11. Then,
we ﬁnd a constant D8 such that
W1 PW11 P 2D8SðtÞ; ð18Þ
where
2D8 ¼ minfk1d; l1dg:
Similarly, we can ﬁnd from the value of W2, a constant
D9 > 0 small enough such that
W2 6 D9S
1
2jhj; ð19Þ
where
D9 ¼ max d
b
;
d
ab
ðbþ 1Þ
 
:
Writing (18) and (19) in (15), we get
dW
dt
6 2D8SþD9S12jhj:
Let v be any constant in the range 1 6 v 6 2 and
2l ¼ 2 v, so that 0 6 l 6 1=2. One can arrange the estimate
in (14) as
dW
dt
þD8S 6 D8SþD9S1=2jhj ¼ D10SlW;
where
W ¼ ðjhj D11S1=2ÞS1=2l ð20Þ
with D11 ¼ D8D110 . We consider the following two cases:
(a) jhj < D11S1=2,
(b) jhjP D11S1=2.
If jhj < D11S1=2, then W < 0. On the other hand, if
jhjP D11S1=2, then the deﬁnition of W* in (20) gives at least
W 6 S1=2ljhj;
and also S1=2 6 jhj=D11. The foregoing inequality implies
S1=2ð12lÞ 6 jhj
D11
	 
ð12lÞ
so that
S1=2ð12lÞjhj 6 jhj
D11
	 
ð12lÞ
jhj:
The above estimate gives
W 6 D12jhj2ð1lÞ;
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dW
dt
þD8S 6 D10D12Sljhj2ð1lÞ 6 D13Sl/2ð1lÞSð1lÞ;
where D13 ¼ S1lD10D12 which follows from
jhj ¼ jrðt; x2; y2Þ  rðt; x1; y1Þj 6 /ðtÞfjx2  x1j þ jy2  y1jg:
Using the estimate v ¼ 2ð1 lÞ, we obtain
dW
dt
6 D8SþD13/vS;
By the estimate (13), we ﬁnd
dW
dt
þ ðD14 D15/vðtÞÞW 6 0; ð21Þ
for some positive constants D14 and D15. Integrating (21) from
t1 to t2ðt2 P t1Þ, we have
Wðt2Þ 6Wðt1Þ exp D14ðt2  t1Þ þD15
Z t2
t1
/vðsÞds
 
:
Again, using Lemma 1, we obtain (5) with D2 ¼ D7D16 ,
D3 ¼ D14, and D4 ¼ D15. This completes the proof of Theorem
2. h
Proof of Theorem 1. Choose D1 ¼ D3D14 in (4). From the
estimate (5), if
Z t2
t1
/vðsÞds 6 D3D14 ðt2  t1Þ;
then the exponential index remains negative for all t2  t1 P 0.
Then, as t ¼ t2  t1 !1, we have SðtÞ ! 0, and this givesx2  x1 ! 0; y2  y1 ! 0
as t !1. This completes the proof of Theorem 1. hReferences
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