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Abstract
A comprehensive description is given of the limiting behaviour of normalised pseudo-MLEs
of the coe-cients in a discrete-time autoregressive process, with nonstochastic regressors, for all
cases: stationary, unit root and explosive situations. The residuals are assumed to be indepen-
dent and identically distributed, with 2nite variance, and we allow a wide class of regressors:
they need only be uniformly asymptotically negligible and not too regular, in a certain sense.
Under these assumptions, the normalised estimator of the regression coe-cient is shown to be
asymptotically normal, regardless of the value of the autocorrelation coe-cient, and asymptoti-
cally independent of the normalised estimator of the autocorrelation coe-cient, which also has
a proper, nondegenerate limiting distribution. The normalisation for the estimators can be based
on the sample information matrix. Limiting distributions for likelihood ratio test statistics of
hypotheses of interest are also given under the same assumptions.
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1. Introduction
A number of authors (Bercu, 2001; Davis and Mikosch, 1998a; Basu and Roy, 1989,
1993; and, earlier, White, 1958, 1959) have demonstrated the usefulness of a general
approach to autoregressive and other linear processes. Bercu and White analysed all
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three cases: stationary, unit root and explosive situations, in the model
t = t−1 + t ; t = 2; 3; : : : ; n; −∞¡¡∞ (1.1)
(with 1=1), assuming the t to be i.i.d. N (0; 1). White found the limiting distribution
of, and Bercu (2001) investigated large deviations probabilities for, the least-squares
estimator of  in this Gaussian case. Our contribution is to give, for the regression
model
yt = Txt + t ; t = 1; 2; : : : ; n; (1.2)
where the xt are deterministic regressor vectors of dimension d, and the t satisfy
(1.1), a comprehensive description of the possible limiting behaviour of normalised
pseudo-maximum likelihood estimates (pseudo-MLEs) of both  and , assuming only
that the t are i.i.d. mean zero random variables (rvs) with 2nite variance 2 (also to
be estimated).
Model (1.2) includes as special cases an autoregressive process of order 1 (when
 = 0) and ordinary multiple linear regression (when  = 0). No a priori assump-
tions regarding  are made, so, as well as ||¡ 1 (essentially, the stationary case),
 = ±1 (the unit root case) and ||¿ 1 (the explosive case) are allowed, though the
limiting distribution of the pseudo-MLE for  (but not for ) will depend on which
of these cases obtains. The pseudo-MLEs are derived by assuming at 2rst that the t
are normally distributed—but then we drop this assumption for the rest of the analysis.
The xt are required to satisfy certain mild restrictions which are natural in our context,
and are close to being necessary. First, we require the uniform asymptotically negli-
gibility (UAN) of the xt . Fahrmeir and Kaufmann (1985) used a similar condition in
their analysis of the asymptotics of generalised linear models. We also require that the
xt be not too “regular”, in a sense. These conditions are discussed in more detail in
Section 5. For such regressors, we will show that pseudo-MLEs exist, uniquely, local
to their true values, interior to the parameter space, with probability approaching 1 in
large samples, and are consistent for their true values. Furthermore, normalisation of
the pseudo-MLEs by the square root of the sample information matrix always produces
a proper, nondegenerate limiting distribution for them. The pseudo-MLE of  is shown
to be asymptotically independent of that of , and its limiting distribution is normal
in all cases, a useful practical result and surprising, perhaps, given that we allow the
nonstationary, even explosive, residuals.
Bercu’s and White’s methods are highly speci2c to the normal distribution. Our
analysis proceeds quite diIerently, using ideas from the convergence of random series
to handle the explosive case, and the functional central limit theorem to handle the unit
root case—with the kinds of calculations exempli2ed by Davis and Mikosch (1998a, b),
for example, in moving average and other processes. The stationary case is dealt with
by application of some martingale central limit theory. The genesis of our technique
for showing the existence and consistency of the pseudo-MLEs can be traced back to
Fahrmeir and Kaufmann (1985).
The results for all cases, stationary, unit root and explosive, have application in
various areas of statistics and probability, in both estimation and hypothesis testing
problems. We discuss some recent relevant work in Section 5. Apart from this, a
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strength of our approach is to present a uni2ed procedure whereby a practitioner need
make no prior assumptions regarding the value of . Accordingly, our overarching
conditions on the xt do not involve the unknown parameters  and . They are for-
mulated as follows. For ∈ (−∞;∞), de2ne d× d matrices
Xn() =
n∑
t=2
(xt − xt−1)(xt − xt−1)T and Zn = 12
n∑
t=2
(xtxTt−1 + xt−1x
T
t ):
(1.3)
Assume: (A) Xn(0) is positive de2nite for su-ciently large n and
lim
n→∞ max16t6n
xTt X
−1
n (0)xt = 0; and (1.4a)
(B) lim sup
n→∞
||max(X−1=2n (0)ZnX−T=2n (0))¡ 1: (1.4b)
Here ||max(·) denotes the maximum in absolute value of the eigenvalues of a symmetric
matrix, and, in (1.4b), and throughout, the matrix square root can be derived from any
square root decomposition of the form Xn(0) = X
1=2
n (0)X
T=2
n (0). (A) and (B) delineate
the class of xt for which our results hold in the sense required. (1.4) are further
discussed in Section 5, but here we note that they imply the parameter-dependent
UAN condition:
(C) For any ∈ (−∞;∞), Xn() is positive de2nite for su-ciently large n, and
lim
n→∞ max16t6n
xTt X
−1
n ()xt = 0 (1.5)
(see Lemma 6.1). Under (C), Xn() is nonsingular for all large n, and since we will
only be concerned with asymptotic results, we will assume it to be so for all n¿ 1. In
fact all of our results will be proved under (1.5) alone, but we prefer to state our results
under the stronger su-cient conditions (1.4) since (1.5) depends on the unknown .
No other assumptions are made; in particular, we do not assume the parameter space to
be compact or the xt to be bounded, though (1.4a) restricts the rate of increase of the
xt to some extent, as we discuss below. The hypothesis tests formulated in Section 4
allow investigation of the appropriateness of these kinds of models for the data set
under examination.
2. Model and estimating equations
Write the “true” model as
yt = T0 xt + et ; t = 1; 2; : : : ; (2.1)
where the xt are nonstochastic and the et are rvs satisfying e1 = 1, and
et = 0et−1 + t ; t = 2; 3; : : : ; n: (2.2)
The t are i.i.d., mean 0, variance 20, rvs. (2.2) implies
et =
t∑
j=1
t−j0 j; t = 1; 2; : : : ; (2.3)
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so et is measurable with respect to the -2eld Ht generated by 1; : : : ; t , E(et) = 0,
and
Var(et) =


20
(
1− 2t0
1− 20
)
if |0| = 1;
20t if |0|= 1
(2.4)
for t = 1; 2; : : : . Returning to (1.2), write
t = yt − Txt ; t = 1; 2; : : : ; n; (2.5)
which speci2es t as a function of  (but its dependence on  is suppressed in the
notation). Assuming at 2rst that the t are i.i.d. N (0; 2), we get the log-likelihood
of y2; : : : ; yn, conditional on y1, as (e.g., Fuller, 1976, Eq. (8.1.6), p. 328; we do not
distinguish between rvs yt and the values they take in the sample)
Ln = log Ln =−12 (n− 1) log 
2 − 1
22
n∑
t=2
(t − t−1)2 − 12 (n− 1) log 2:
(2.6)
At this stage we drop the normality assumption, but still maximise (2.6) to obtain
pseudo-MLEs, denoted by ˆ2(n), ˆ(n) and ˆ(n) (when they exist). This is done, po-
tentially, by solving the estimating equations obtained by equating to 0 the derivatives
@Ln
@(2)
=− (n− 1)
22
+
1
24
n∑
t=2
(t − t−1)2; (2.7a)
@Ln
@
=
1
2
n∑
t=2
(t − t−1)(xt − xt−1) (2.7b)
and
@Ln
@
=
1
2
n∑
t=2
t−1(t − t−1): (2.8)
The corresponding estimators, if they exist, will satisfy
ˆ2(n) =
1
n− 1
n∑
t=2
(ˆt − ˆ(n)ˆt−1)2; (2.9a)
n∑
t=2
(ˆt − ˆ(n)ˆt−1)(xt − ˆ(n)xt−1) = 0 (2.9b)
with ˆt = yt − ˆT(n)xt ; t = 1; 2; : : : ; n, and
n∑
t=2
ˆt−1(ˆt − ˆ(n)ˆt−1) = 0: (2.10)
For the analysis we treat separately the estimators of 20 and of (0; 0), proving
consistency for each, but 2nding asymptotic distributions only for ˆ(n) and ˆ(n).
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Collect (0; 0) into a (d+ 1)-vector 0 and similarly let = (; ). De2ne
Sn() = 2
@Ln
@
= 2
(
@Ln
@
;
@Ln
@
)
and Fn() =−2 @
2Ln
@@ T
: (2.11)
The components of Sn() are in (2.7) and (2.8), and those of Fn() follow from
− 2 @Ln
@@T
= Xn(); −2 @Ln@@ =
n∑
t=2
(t−1xt + txt−1 − 2t−1xt−1);
− 2 @
2Ln
@2
=
n∑
t=2
2t−1: (2.12)
The next lemma shows that the model enjoys the usual properties of a likelihood setup.
Throughout the entire paper we assume only (1.4), (2.1), (2.2) and that the t are i.i.d.
with expectation 0 and 2nite nonzero variance 20.
Lemma 2.1. The matrix Dn := E(Fn(0)) = 20E(−@2Ln=@@ T) is 4nite for all n
and positive de4nite for large enough n. Also, E(Sn(0))= 0 and Var(Sn(0))=20Dn.
The next section sets out the large-sample properties of the unrestricted estima-
tors, and Section 4 considers various hypotheses of interest in applications. Section 5
has some concluding remarks and discussion. Proofs of all results are given in
Sections 6–9.
3. Large-sample properties of the estimators
In this section the true values are assumed to satisfy only 20 ¿ 0 and 0 = (0; 0)
∈Rd+1. For each n= 1; 2; : : : ; An ∈ (0; 20) and A¿ 0 de2ne neighbourhoods
Nn(A) = {∈Rd+1: (− 0)TDn(− 0)6A2} (3.1)
and
N ′n(A) = Nn(A) ∩ {2 ∈ [20 − An; 20 + An]} (3.2)
of 0 and (0; 20). Our 2rst result shows that there are pseudo-MLEs of  and 
2
(solutions of (2.9) and (2.10)) which lie in a shrinking interior neighbourhood of the
true values and hence are consistent for them, with probability approaching 1 (WPA1)
in large samples.
Theorem 3.1 (Existence and Consistency). Assume (1.4), (2.1) and (2.2). Then there
is a sequence An ↓ 0 such that, for each A¿ 0, the probability
P{there are estimates ˆ(n); ˆ2(n) with Sn(ˆ(n)) = 0
and (ˆ(n); ˆ2(n))∈N ′n(A)} (3.3)
tends to 1 as n→∞. Furthermore, (ˆ(n); ˆ2(n)) P→ (0; 20) as n→∞.
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Now we give the main result. Let N (0; Im) denote an m-dimensional standard
normal rv.
Theorem 3.2 (Asymptotic Distributions). Assume (1.4), (2.1) and (2.2). Then
1
ˆ(n)
FT=2n (ˆ(n))(ˆ(n)− 0) D→Z (3.4)
as n→∞, where Z has distribution the same as that of:
N (0; Id+1) if |0|¡ 1; (3.5a)

N (0; Id); sgn(0)(W 2(1)− 1)
2
√∫ 1
0 W
2(t) dt

 if |0|= 1; (3.5b)
(N (0; Id); S(0; 0) sgn(S˜(0; 0))) if |0|¿ 1: (3.5c)
In (3.5b), W (·) is a standard Brownian motion (SBM) on [0; 1], independent of the
normal component, and, in (3.5c), S(0; 0) and S˜(0; 0) are independent copies of a
random variable with the same distribution as that of
√
20 − 1
∑
j¿1 
−j
0 j=0, both
independent also of the normal component.
Remarks. (i) The random variable forming the second component of (3.5c) is N (0; 1)
if 1 ∼ N (0; 1), so we recover White’s (1959) result for ˆ(n) in this case.
(ii) Use (2.4) to get, for n= 2; 3; : : : ;
)n(0; 0) :=
n∑
t=2
E(e2t−1)
=


20
(
2n0 − 20 + (n− 1)(1− 20)
(1− 20)2
)
if |0| = 1;
1
2 
2
0n(n− 1) if |0|= 1:
(3.6)
With these we can write (using (2.12))
Fn() =


Xn()
n∑
t=2
(t−1xt + txt−1 − 2t−1xt−1)
∗
n∑
t=2
2t−1

 ; (3.7)
where the ∗ indicates that the elements are 2lled in by symmetry. Thus, since t = et
when  = 0 (see (2.1) and (2.5)),
Dn = E(Fn(0)) =
[
Xn(0) 0
0 )n(0; 0)
]
: (3.8)
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There is a random rotation in the normalisation for ˆ(n) in (3.4), related to the
oI-diagonal elements inFn(ˆ(n)) in (3.7). However, under assumption (1.4), these ele-
ments are asymptotically negligible by comparison with the other terms, and
Theorem 3.2 remains true with Fn(ˆ(n)) replaced by
F˜n(ˆ(n)) =


Xn(ˆ(n)) 0
0
n∑
t=2
ˆ2t−1

 : (3.9)
This follows from Lemma 6.2, where it is shown that the corresponding oI-diagonal
elements of D−1=2n Fn()D
−T=2
n are asymptotically negligible. Then the asymptotic
distributions of the normalised rvs ˆ(n) − 0 and ˆ(n) − 0, and the fact that they
are asymptotically independent, regardless of the value of 0, can be read from (3.4)
and (3.5). However there may be some 2nite-sample advantage to keeping the formu-
lation in (3.4).
(iii) In general the limits in (3.5b) and (3.5c) depend on the unknown parameters
0 and 0, but still (3.4) and (3.5) show that a square root of the sample information
matrix, FT=2n (ˆ(n)), constitutes an appropriate normalisation for ˆ(n) − 0 even when
|0|¿ 1, in the sense that it produces a 2nite, nondegenerate limiting random variable.
4. Hypothesis testing
In this section the large-sample distributions of pseudo-LR statistics for various
hypothesis tests of interest are derived. Remarkably, we again obtain results in “stan-
dard” forms, despite allowing nonstationary residuals.
We need some other notation. Let ˆ(n), ˆ(n) and ˆ2(n) be the (unrestricted) pseudo-
MLEs obtained in Theorem 3.1 under the hypothesis
H1: 0 ∈Rd; 0 ∈R; 20 ¿ 0: (4.1)
When the parameter space is restricted by a hypothesis H0j; j = 1; 2; : : : ; let ˆj(n),
ˆj(n) and ˆ2j (n) be the corresponding pseudo-MLEs of ,  and 
2, and let
Lˆjn =−2Ln(ˆj(n); ˆj(n); ˆ2j (n)) (4.2)
be minus twice the log-likelihood, evaluated at the 2tted parameters. Also let
Lˆn =−2Ln(ˆ(n); ˆ(n); ˆ2(n)) (4.3)
and let
dj(n) = Lˆjn − Lˆn (4.4)
be the “deviance” statistic for testing H0j against H1. From (2.6) and (2.9),
Lˆn = (n− 1) log(ˆ2(n)) + (n− 1)(1 + log 2) (4.5)
and similarly
Lˆjn = (n− 1) log(ˆ2j (n)) + (n− 1)(1 + log 2): (4.6)
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Theorem 4.1 (Hypothesis Testing). Assume (1.4), (2.1) and (2.2).
(i) Testing for a unit root in regression residuals: Suppose
H01: 0 ∈Rd; 0 = 1; 20 ¿ 0 (4.7)
holds. Then, as n→∞,
d1(n)
D→ (
∫ 1
0 W (t) dW (t))
2∫ 1
0 W
2(t) dt
=
(W 2(1)− 1)2
4
∫ 1
0 W
2(t) dt
; (4.8)
where W (·) is an SBM on [0; 1].
(ii) Testing for autocorrelation in linear regression: Suppose
H02: 0 ∈Rd; 0 = 0; 20 ¿ 0 (4.9)
holds. Then, as n→∞,
d2(n)→ +21 (4.10)
(where +2m is a chi-square rv with m degrees of freedom).
(iii) Testing for a regression in the presence of autocorrelation: Suppose
H03: 0 = 0; 0 ∈R; 20 ¿ 0 (4.11)
holds. Then, as n→∞,
d3(n)
D→ +2d: (4.12)
(iv) Testing for a unit root and no regression, simultaneously: Suppose
H04: 0 = 0; 0 = 1; 20 ¿ 0 (4.13)
holds. Then, as n→∞,
d4(n)
D→ (
∫ 1
0 W (t) dW (t))
2∫ 1
0 W
2(t) dt
+ +2d; (4.14)
where the SBM W (t) and the chi-square rv in (4.14) are independent.
Remarks. (iv) On the right-hand side of (4.8) is the square of the Dickey–Fuller
“t” -random variable, as used for a unit root test in a series with no deterministic
component. Part (i) of Theorem 4.1 shows that the pseudo-LR unit root test is invariant
to the inclusion of deterministic regressors, under (1.4). Part (ii) of the theorem shows
that the pseudo-LR test for autocorrelation in the residuals is, asymptotically, the same
as in standard least squares theory, for regressors satisfying (1.4). Part (iii) shows that
standard asymptotic theory for testing for regression applies, even with a possible unit
root or explosive autoregression in the residuals. Under (4.13), yt reduces to random
walk. The model in Part (iv) of Theorem 4.1 is useful in asset pricing, where a random
walk is to be tested against regression and/or autocorrelated errors alternatives.
(v) Rather than the LR statistic, we could equivalently phrase Theorem 4.1 in terms
of comparisons of residual variances under the various models, as is clear from the
proof of the theorem.
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5. Concluding remarks
White’s analysis of the least-squares estimator of  in (1.1) (which coincides with
the pseudo-MLE under the normality assumption) is a natural precursor of ours. White
(1958) used the deterministic normalisations
√
n=(1− 20), n=
√
2 and |0|n=(20 − 1)
in the cases |0|¡ 1, |0|=1 and |0|¿ 1, and obtained asymptotic normality for
|0|¡ 1, a random variable related to the one on the right-hand side of (3.5b) when
0 = 1, and the Cauchy when |0|¿ 1. With a normalisation based on the observed
information, White (1959) obtained a normal limiting distribution when |0|¿ 1. See
also Anderson (1959). Our normalisation, in terms of a square root of the observed
information matrix, is a natural one to use in the context of a (pseudo) MLE, and,
as shown in Theorem 3.2, leads to proper, nondegenerate limit distributions whenever
(1.4) holds. This frees the practitioner from the need to choose a normalisation depen-
dent on the unknown 0 and 0 (even if the limiting rv in fact depends on 0 and 0).
Note that Theorem 3.2 is expressed in “self-normalised” form, where the normalising
matrix is calculable from sample values.
Eq. (1.4a) is a UAN condition which is commonly applied in studies like ours. It is
necessary and su-cient for the asymptotic normality of the least-squares estimator of
the regression coe-cient in an ordinary linear model (Eicker, 1963, 1965), and was
similarly applied by Fahrmeir and Kaufmann (1985) for generalised linear models. It
requires that the minimum eigenvalue of Xn(0) tend to ∞ as n→∞, so the informa-
tion contributed by the regressors increases, while ensuring that no single variable xt
dominates the others. It rules out sequences such as xt = 2t which increase too fast.
(1.4b), on the other hand, rules out sequences xt which are too regular. Consider the
case d= 1. Then (1.4b) becomes
lim sup
n→∞
|∑nt=2 xtxt−1|∑n
t=2 x
2
t
¡ 1: (5.1)
The sequences xt = tr , r¿ 0, for example, are ruled out by (5.1), as are polynomial
trends. This must be so, as we wish to include the unit root case, ||=1, in the formula-
tion, and the results of Theorem 3.2 do not generally hold in the unit root case if (5.1)
fails. Suppose, for example, =1 and xt=1. Model (1.2) is then yt=+t , 16 t6 n,
for some constant , i.e., random walk starting at . The likelihood procedure is based
on the i.i.d properties of (in this case) yt − yt−1, and contains no information about
. For higher-order polynomials such as tr , r¿ 1, the asymptotic behaviour of the
least-squares estimators is easily found directly, under a 2nite variance assumption;
see, for example, Dhrymes (1998, Section 3.2). The estimators are not asymptotically
normal but rather have as limits certain functionals (integrals) of Brownian motion.
The case r = 1 gives an order n1=2 estimator which is not asymptotically normal.
These special cases illustrate the di-culty of formulating an all-inclusive version of
Theorem 3.2, or a converse, beyond what we have.
White’s results have been extended, especially for the case =1, in the econometrics
literature, but no papers in that area have addressed the generalisation given here. We
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do not attempt to survey that literature, but mention that the prominent papers by
Dickey and Fuller (1979, 1981) use a quite diIerent method to develop tests for
H0: 0 =1 which are now standard in the literature as “unit root tests”; see also Fuller
(1976, p. 365). They restrict themselves to the case when  = 0, in (1.2), so that
no covariates are allowed. Dickey and Fuller (1979) and Fuller (1976) seem to be
among the few who consider speci2cally the case 0 =−1, too, under the assumption
of normal residuals. There are some other recent investigations into various aspects of
unit-root and explosive autoregressive process (e.g., Basu and Roy, 1989, 1993, Koul
and Levental, 1989, Stute and GrRunder 1993, Datta, 1995, Monsour and Mikulski,
1998), and, in an autocorrelation with ARCH(1) errors, Ling (2001), using a result of
Borkovec and KlRuppelberg (2001), proves asymptotic normality of the pseudo-MLE
of , also for some unit root and explosive cases. These papers do not consider the
regression situation. There are on the other hand various extensions of the unit-root
methodology to the regression case, such as those of Dhrymes mentioned above, but
none take the general approach to the covariates that we do.
We have emphasised a likelihood-based approach to estimation and testing. Other
approaches of course are possible, but likelihood estimators are asymptotically e-cient,
at least when the errors are normal, and in widespread use now that the computational
burden is not a consideration. The present results can be extended in various other
directions, too, and in particular, we could relax the assumption of i.i.d., 2nite variance
t in (1.1). It would be interesting to explore the relationship with Ling (2001) and
Davis and Mikosch (1998a, b). Many of our proofs are based on martingale methods
and will go through if the t are assumed just to be stationary martingale diIerences or
even a more general stationary process probably under some sort of mixing condition.
But some parts of the proofs rely heavily on independence. Rather than give piecemeal
generalisations we restricted ourselves to i.i.d. errors so as to give the present clear
formulation. Finally, an extension to continuous time (Ornstein–Uhlenbeck) processes
would be of great interest.
6. Preliminary lemmas
Proof of Lemma 2.1. (This straightforward proof also establishes some basic formulae
that we will need.) The expression for Dn in (3.8), which follows directly from (3.6)
and (3.7), makes clear that Dn is 2nite. Next, by (2.7),
20
@L
@
∣∣∣∣
= 0
=
n∑
t=2
(et − 0et−1)(xt − 0xt−1) =
n∑
t=2
t(xt − 0xt−1); (6.1)
which obviously has expectation 0, as does
20
@L
@
∣∣∣∣
= 0
=
n∑
t=2
et−1(et − 0et−1) =
n∑
t=2
et−1t ; (6.2)
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which follows from (2.8). Thus the expectation of the 2rst derivative is 0. For the
variance, use (6.1) to get
40E
(
@L
@
∣∣∣∣
0
@L
@T
∣∣∣∣
0
)
=Var
(
n∑
t=2
t(xt − 0xt−1)
)
= 20
n∑
t=2
(xt − 0xt−1)(xt − 0xt−1)T = 20Xn(0) (6.3)
and use (6.1) and (6.2) to get
40E
(
@L
@
∣∣∣∣
0
@L
@
∣∣∣∣
0
)
= E
(
n∑
t=2
t(xt − 0xt−1)
n∑
t=2
tet−1
)
= E
n∑
t=2
2t et−1(xt − 0xt−1)
+E
n∑
t=2
t(xt − 0xt−1)
t−1∑
s=2
ses−1
+E
n∑
s=2
ses−1
s−1∑
t=2
t(xt − 0xt−1) = 0: (6.4)
Note that {tet−1;Ht} is a martingale diIerence sequence with Var(tet−1)= 20
Var(et−1). Hence, from (6.2),
40E
(
@L
@
∣∣∣∣
0
)2
= Var
(
n∑
t=2
et−1t
)
= 20
n∑
t=2
E(et−1)2 = 20)n(0; 0): (6.5)
Finally, (2.4) and (3.6) show that )n(0; 0)¿ 0 for n = 2; 3; : : : ; while Xn(0) is
assumed positive de2nite for all n, so the same is true of Dn in (3.8).
Lemma 6.1. Eq. (1.4) implies (1.5). Also, (1.4a) together with || = 1 implies (1.5).
Proof. This is straightforward and relegated to the appendix.
The next lemma gives an approximation for the negative second derivative matrix. It
will not be the case that this is asymptotically equivalent (after norming) to a constant
matrix, as usually happens in these sorts of proofs. We need the matrix Gn de2ned by
Gn =


Id 0
0
∑n
t=2 e
2
t−1
)n(0; 0)

 : (6.6)
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If |0|¿ 1 the rv
S(0; 0) :=
√
20 − 1
0
∑
j¿1
j
j0
(6.7)
is 2nite a.s. since the series in (6.7) is absolutely convergent a.s., e.g., by the Chow
(1965) criterion (Stout, 1974, p. 67). Only one of the elements of the matrix Gn is
random. We will show that Gn converges in distribution (which we can take to be
element-wise convergence) to the matrix
G=
[
Id 0
0 S∗(0; 0)
]
; (6.8)
where
S∗(0; 0) =


1 if |0|¡ 1; (6:9a)
2
∫ 1
0
W 2(t) dt if |0|= 1; (6:9b)
S2(0; 0) if |0|¿ 1 (6:9c)
and W (·) is a standard Brownian motion. Recall the de2nition of Nn(A) in (3.1). In
Lemma 6.2, min(·) denotes the smallest eigenvalue of a symmetric matrix.
Lemma 6.2. For each A¿ 0 we have, as n→∞,
sup
∈Nn(A)
‖D−1=2n Fn()D−T=2n − Gn‖ P→ 0 (6.10)
and also
Gn
D→G: (6.11)
Furthermore S∗(0; 0) as de4ned in (6.9) has no mass at 0, and consequently
lim
c→0
lim sup
A→∞
lim sup
n→∞
P
{
inf
∈Nn(A)
min(D−1=2n Fn()D
−T=2
n )6 c
}
= 0: (6.12)
Proof. Let
Xn(0) = X 1=2n (0)X
T=2
n (0) (6.13)
be a square root decomposition of Xn(0). From (3.8) we then have
Dn =
[
X 1=2n (0) 0
0
√
)n(0; 0)
] [
X T=2n (0) 0
0
√
)n(0; 0)
]
= D1=2n D
T=2
n (6.14)
as a square root decomposition of Dn.
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Now take n= 2; 3; : : : ; A¿ 0, and let ∈Nn(A). Then
(− 0)TDn(− 0) = ( − 0)TXn(0)( − 0) + (− 0)2)n(0; 0)
6 A2: (6.15)
Use (3.7), (6.14) and (6.6) to write D−1=2n Fn()D
−T=2
n − Gn as


X−1=2n (0)Xn()X
−T=2
n (0)− Id
X−1=2n (0)
∑n
t=2 (t−1xt + txt−1 − 2t−1xt−1)√
)n(0; 0)
∗
∑n
t=2 
2
t−1 −
∑n
t=2 e
2
t−1
)n(0; 0)


(6.16)
(with the ∗ elements 2lled in by symmetry). Let
Nn (A) = {: |( − 0)TX 1=2n (0)|26A2}; (6.17a)
Nn (A) =
{
: |− 0|6 A√
)n(0; 0)
}
: (6.17b)
Notice from (3.6) that
lim
n→∞
(
)n(0; 0)
n
)
=
20
1− 20
if |0|¡ 1; (6.18a)
lim
n→∞
(
)n(0; 0)
n2
)
=
1
2
20 if |0|= 1; (6.18b)
lim
n→∞
(
)n(0; 0)
2n0
)
=
20
(20 − 1)2
if |0|¿ 1: (6.18c)
Thus, in particular, for all 0, 0, there is a c0¿ 0 such that, once n is large enough.
)n(0; 0)¿ c0n: (6.19)
A 2rst step towards (6.10) is to show that, for each A¿ 0,
sup
∈Nn (A)
‖X−1=2(0)Xn()X−T=2(0)− Id‖ → 0 as n→∞: (6.20)
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Consider
Xn()− Xn(0) =
n∑
t=2
{(xt − xt−1)(xt − xt−1)T − (xt − 0xt−1)(xt − 0xt−1)T}
= (0 − )
n∑
t=2
(xt−1(xt − 0xt−1)T + (xt − 0xt−1)xTt−1)
− (− 0)2
n∑
t=2
xt−1xTt−1: (6.21)
Premultiply the right-hand side of (6.21) by X−1=2n (0) and post multiply by X
−T=2
n (0).
Let u; v∈Rd, |u|=1= |v|, and let uTn = uTX−1=2n (0) and vn=X−T=2n (0)v. Then by the
Cauchy–Schwartz inequality∣∣∣∣∣uTX−1=2n (0)
n∑
t=2
xt−1(xt − 0xt−1)TX−T=2n (0)v
∣∣∣∣∣=
∣∣∣∣∣
n∑
t=2
uTn xt−1(xt − 0xt−1)Tvn
∣∣∣∣∣
6
{(
n∑
t=1
uTn xtx
T
t un
)(
n∑
t=2
vTn (xt − 0xt−1)(xt − 0xt−1)Tvn
)}1=2
=
{
n∑
t=1
uTn xtx
T
t un
}1=2
(6.22)
6
√
n max
16t6n
(uTn xtx
T
t un)6
√
n max
16t6n
(xTt X
−1
n (0)xt): (6.23)
By (1.5) this is o(
√
n) as n→∞. Similarly the second term in the summation on the
right-hand side of (6.21), after pre- and post-multiplication by uT and v, is o(
√
n) as
n→∞. For the second summation use (6.22) and (6.23) to see that
∣∣∣∣∣uTX−1=2n (0)
n∑
t=2
xt−1xTt−1X
−T=2
n (0)v
∣∣∣∣∣6
(
n∑
t=1
uTn xtx
T
t un
n∑
t=1
vTn xtx
T
t vn
)1=2
(6.24)
is o(n). Using (6.23) and (6.24) in (6.21) then gives
‖X−1=2n (0)(Xn()− Xn(0))X−T=2n (0)‖
6 o(
√
n)|− 0|+ o(n)(− 0)2
6 o(A
√
n=)n(0; 0)) + o(A2n=)n(0; 0)) (by (6:15)):
The last expression tends to 0 as n→∞, by (6.19). This proves (6.20).
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Next we deal with the oI diagonal entry in (6.16). Write the summation in the
numerator as
n∑
t=2
(t−1(xt − 0xt−1) + (t − 0t−1)xt−1) + 2(0 − )
n∑
t=2
t−1xt−1: (6.25)
We need to show that this is oP(
√
)n(0; 0)) uniformly in ∈Nn(A), when
premultiplied by X−1=2n (0). Notice that (cf. (2.1) and (2.5))
t = yt − Txt = (0 − )Txt + et ; and (6.26a)
t − 0t−1 = (0 − )T(xt − 0xt−1) + t : (6.26b)
Substitute these in (6.25) to get for the right-hand side of (6.25)
n∑
t=2
[(0 − )Txt−1](xt − 0xt−1) +
n∑
t=2
[(0 − )T(xt − 0xt−1)]xt−1 +
n∑
t=2
txt−1
+
n∑
t=2
et−1(xt − 0xt−1) + 2(0 − )
n∑
t=2
[(0 − )Txt−1]xt−1
+ 2(− 0)
n∑
t=2
et−1xt−1: (6.27)
When ∈Nn (A) and 16 t6 n we have (see (6.17))
|(0 − )Txt |2 = (0 − )TX 1=2n (0)(X−1=2n (0)xtxTt X−T=2n (0))X T=2n (0)( − 0)
6 (0 − )TXn(0)(0 − ) max
16t6n
(xTt X
−1
n (0)xt)
6 A2 max
16t6n
(xTt X
−1
n (0)xt); (6.28)
so by (1.5),
sup
∈N(A)
max
16t6n
|(0 − )Txt | → 0 as n→∞; for each A¿ 0: (6.29)
Premultiply by uTn = u
TX−1=2n (0), where |u| = 1, throughout (6.27). By the
Cauchy–Schwartz inequality the 2rst term in (6.27) then has square no larger than
n∑
t=2
[(0 − )Txt−1]2
n∑
t=2
uTn (xt − 0xt−1)(xt − 0xt−1)Tun
=
n∑
t=2
[(0 − )Txt−1]26 n max
16t6n
|(0 − )Txt |2 = o(n) (by (6:29)): (6.30)
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The last expression is o()n(0; 0)) by (6.19). Similarly the second term in (6.27),
premultiplied by uTn and squared, is, by (6.22) and (6.23), no larger than
n∑
t=2
[(0 − )T(xt − 0xt−1)]2
n∑
t=2
(uTn xt−1)
2
= (0 − )TXn(0)(0 − )o(n): (6.31)
The last expression is 6A2o(n) and hence o()n(0; 0)) by (6.19). For the third term
in (6.27), use Chebychev and
Var
(
uTX−1=2n (0)
n∑
t=2
txt−1
)
=Var
(
n∑
t=2
t(uTn xt−1)
)
= 20
n∑
t=2
(uTn xt−1)
2 = o(n) (by (6:22) and (6:23))
= o()n(0; 0)); by (6:19);
to get convergence of the term to 0 at rate oP(
√
)n(0; 0)), as required.
Now for the fourth term in (6.27). Let
atn = uTn (xt − 0xt−1) = uTX−1=2n (0)(xt − 0xt−1); (6.32)
so that, by (1.5),
max
26t6n
a2tn = max26t6n
(xt − 0xt−1)TX−1n (0)(xt − 0xt−1) = o(1): (6.33)
Write, using (2.3),
Var
(
n∑
t=2
atnet−1
)
=Var

n−1∑
j=1
j
n∑
t=j+1
atn
t−1−j
0


= 20
n−1∑
j=1

 n∑
t=j+1
atn
t−1−j
0


2
: (6.34)
If |0| = 1 this does not exceed
20 max26t6n
a2tn
n∑
j=1
(1− |0|n−j)2=(1− |0|)2: (6.35)
Use (6.33) to see that this expression is o(n) if |0|¡ 1 and o(2n0 ) if |0|¿ 1, hence,
by (6.18), is o()n(0; 0)) in either case. If 0 = 1
n∑
t=j+1
atnt0 = u
TX−1=2n (1)
n∑
t=j+1
(xt − xt−1) = uTX−1=2n (1)(xn − xj) = o(1);
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by (1.5), so we see from (6.34) and (6.18b) that, as in the case |0| = 1,
Var
(
n∑
t=2
atnet−1
)
= o(n) = o()n(0; 0)): (6.36)
If 0 =−1 then
n∑
t=j+1
atnt0 = u
TX−1=2n (−1)
n∑
t=j+1
(−1)t(xt + xt−1)
= uTX−1=2n (−1)(xj + (−1)n−j−1xn)(−1)j+1 = o(1); (6.37)
so again (6.36) holds. Thus in all cases
Var
(
uTX−1=2n (0)
∑n
t=2 et−1(xt − 0xt−1)√
)n(0; 0)
)
=
Var(
∑n
t=2 atnet−1)
)n(0; 0)
= o(1)
as n → ∞. An application of Chebychev’s inequality now gives that the fourth term
in (6.27), when premultiplied by uTX−1=2(0), is oP(
√
)n(0; 0)) as n→∞.
Premultiply the 2fth term in (6.27) by uTn and square to get at most
4(0 − )2
n∑
t=2
[(0 − )Txt−1]2
n∑
t=2
(uTn xt−1)
2
6 (0 − )2o(n)
n∑
t=1
(uTn xt)
2 (by (6:29))
= (0 − )2o(n2) (by (6:22) and (6:23))
6A2o(n2)=)n(0; 0) (by (6:15)): (6.38)
The last expression is o()n(0; 0)), by (6.19). Thus the 2fth term in (6.27), premulti-
plied by uTn , is o(
√
)n(0; 0)) whenever ∈Nn(A), as required. Finally, for the sixth
term in (6.27), let a˜tn = uTX
−1=2
n (0)xt−1, so by (1.5), we have max16t6n a˜2tn = o(1).
If |0| = 1 the same working as for (6.34) shows that
n∑
t=2
a˜tnet−1 = oP(
√
)n(0; 0)): (6.39)
If 0 = 1, et is random walk with max16t6n |et |=OP(
√
n), so∣∣∣∣∣(0 − )
n∑
t=2
a˜tnet−1
∣∣∣∣∣6 n|0 − | max16t6n|et | max16t6n |a˜tn|
= nO(1=
√
)n(1; 0))OP(
√
n)o(1) = oP(
√
n) = oP(
√
)n(1; 0)) (6.40)
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because )n(1; 0) ∼ 20n2=2 by (6.18b). If 0 =−1 write, by (2.3),
et =
t∑
j=1
(−1)t−jj =
[t=2]∑
j=1
sj +OP(1); (6.41)
where the sj are i.i.d., each with the distribution of 1 − 2, and hence with mean
0 and variance 220. Thus, apart from a OP(1) term, {et} is random walk at half the
speed and twice the variance as when 0 = 1, so (6.40) holds again. Thus, the sixth
term in (6.27) when premultiplied by X−1=2n (0) is also oP(
√
)n(0; 0)). We have
thus shown that the oI-diagonal entry in (6.16) is oP(1) as n→∞, when ∈Nn(A),
for each A¿ 0.
It remains to deal with the lower diagonal entry in (6.16). We must show that
sup
∈Nn (A)
∣∣∣∣∣
n∑
t=1
2t−1 −
n∑
t=1
e2t−1
∣∣∣∣∣= oP()n(0; 0))
as n→∞; for each A¿ 0 (6.42)
Using (6.26) we can write
n∑
t=2
2t−1 =
n∑
t=2
[(0 − )Txt−1]2 + 2
n∑
t=2
( − 0)Txt−1et−1 +
n∑
t=2
e2t−1 (6.43)
and it will su-ce to show that the 2rst two terms on the right-hand side of (6.43) are
of smaller order than )n(0; 0), uniformly in ∈Nn(A). This is true of the 2rst term,
by (6.30). For the second term, (6.29) gives
sup
0∈Nn (A)
∣∣∣∣∣
n∑
t=2
(0 − )Txt−1et−1
∣∣∣∣∣6 o(1)
n∑
t=2
|et−1|; (6.44)
which by Markov’s inequality is oP of
E
(
n∑
t=2
|et−1|
)
=
n∑
t=2
E|et−1|6
n∑
t=2
√
Ee2t−16
n∑
t=2
(1 + E(e2t−1))
6 n+ )n(0; 0) (see (3:6)) = O()n(0; 0)) (by (6:19)):
Eq. (6.44) then gives the required convergence. This completes the proof of (6.10).
To prove (6.11) we need to show that∑n
t=2 e
2
t−1
)n(0; 0)
D→ S∗(0; /0); (6.45)
where S∗(0; 0) is the rv de2ned in (6.9). First keep |0|¡ 1. Then by (6.18a),
)n(0; 0) ∼ 20n=(1 − 20), so for (6.45) it is su-cient by (6.9a) to show that, as
n→∞,
n∑
t=2
e2t−1=n
P→ 20=(1− 20): (6.46)
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We have not assumed that {et}t¿1 is stationary in case |0|¡ 1, but we can deduce
(6.46) directly from the law of large numbers (or the ergodic theorem). From (2.2)
we can write
(1− 20)
n∑
t=2
e2t−1 + e
2
n − e21 =
n∑
t=2
(e2t − 20e2t−1) =
n∑
t=2
2t + 20
n∑
t=2
tet−1: (6.47)
By assumption {2j}j¿1 is a stationary ergodic sequence, so the 2rst series on the
right-hand side of (6.47), when divided by n, converges a.s. to E(21)= 
2
0. Now (6.5)
and (6.18a) show that the right-hand term in (6.47) is OP(
√
n), in case |0|¡ 1. Then
since e2n is OP(1) when |0|¡ 1 by (2.4) and Chebychev’s inequality, (6.46) follows
from (6.47).
Next take 0=1. In this case et=
∑t
j=1 j is a mean zero random walk whose incre-
ments have 2nite variance 20, so by Donsker’s (1951) theorem, e[ny]=0
√
n
converges weakly in D[0; 1] to a standard Brownian motion W (y). (Here [x] denotes
the integer part of a real number x.) Now )n(0; 0) ∼ n220=2 by (6.18b), while
2
20n2
n∑
t=2
e2t−1 =
2
20n
n∑
t=1
∫
[(t−1)=n; t=n)
e2[ny] dy −
2e20
20n2
= 2
∫
[0;1)
e2[ny]
n20
dy + oP(1): (6.48)
By the continuous mapping theorem the last integral in (6.48) converges to 2
∫ 1
0
W 2(y) dy, establishing (6.45) for this case.
If 0 =−1 use the random walk representation (6.41) to see that
e[ny]
0
√
2
√
n
⇒ W (y=2) D= W (y)√
2
(6.49)
or e[ny]=0
√
n⇒ W (y) again. (6.48) then gives (6.45) for this case.
Now take |0|¿ 1. As observed, (6.7) is absolutely convergent, a.s. Write, using
(2.3),
1
2n0
n∑
t=2
e2t−1 =
1
2n0
n∑
t=2
2(t−1)0

 t−1∑
j=1
j
j0


2
=
1
2n0
n∑
t=2
2(t−1)0

0S(0; 0)√
20 − 1
− rt


2
=
20(
2n
0 − 20)S2(0; 0)
2n0 (
2
0 − 1)2
− 20S(0; 0)
2n0
√
20 − 1
n∑
t=2
2(t−1)0 rt
+
1
2n0
n∑
t=2
2(t−1)0 r
2
t : (6.50)
Here rt =
∑
j¿t 
−j
0 j. The 2rst term on the right-hand side of (6.50) converges a.s.
to 20S
2(0; 0)=(20 − 1)2, as n → ∞, and so by (6.18c) we will get (6.45), in fact
with a.s. convergence, if the last two terms on the right-hand side of (6.50) are o(1)
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a.s. as n → ∞. This follows easily from the fact that rt → 0 a.s., as t → ∞, hence
maxj¿t |rj| → 0 a.s., as t →∞. This completes the proof of (6.11).
Further, S∗(0; 0) trivially has no mass at 0 in case |0|6 1, and, when |0|¿ 1,
the same is true of S(0; 0) which is a continuous rv. This is a consequence of the
law of pure types and of a criterion due to LSevy (1931) for a convergent random series
to have a discrete distribution (c.f., e.g., Stout, 1974, pp. 97–100).
Finally, to prove (6.12), (6.9)–(6.11) imply, when |0|¡ 1,
D−1=2n Fn()D
−T=2
n
P→ I as n→∞; (6.51)
uniformly in ∈Nn(A) for each A¿ 0, so, as in, e.g. Maller (1993),
min(D−1=2n Fn()D
−T=2
n )
P→ 1 as n→∞;
uniformly in ∈Nn(A), for each A¿ 0. This implies (6.12) for this case. When
|0|¿ 1, observe that the eigenvalues of Gn, which are 1 and
∑n
t=2 e
2
t−1=)n(0; 0),
converge in distribution to 1 and S∗(0; 0), by (6.11). Thus, for 0¡c¡ 1,
P{min(Gn)6 c}6 P
{
min
(
1;
n∑
t=2
e2t−1=)n(0; 0)
)
6 c
}
= P
{
n∑
t=2
e2t−1=)n(0; 0)6 c
}
→ P {S∗(0; 0)6 c} (as n→∞): (6.52)
The last expression tends to 0 as c→ 0, since S∗(0; 0) has no mass at 0. Now
min(Gn)6 min(D−1=2n Fn()D
−T=2
n ) + ‖D−1=2n Fn()D−T=2n − Gn‖;
so (6.12) follows from (6.10) and (6.52) via the inequality
P
{
inf
∈Nn(A)
min(D−1=2n Fn()D
−T=2
n )6 c
}
6P{min(Gn)6 2c}+ P
{
sup
∈Nn(A)
‖D−1=2n Fn()D−T=2n − Gn‖¿c
}
:
7. Proof of Theorem 3.1
Take A¿ 0, let Mn(A)={: (−0)TDn(−0)=A2} be the boundary of Nn(A), and
let ∈Mn(A). Our proof here is similar to that of Fahrmeir and Kaufmann (1985), but
modi2ed because of the random G in (6.11). This is where we need (6.12). We will
show that, with high probability, Ln(0; 2) exceeds Ln(; 2) for each ∈Mn(A)
and 2¿ 0, from which it will follow that the log-likelihood has a unique interior
maximum in Nn(A), satisfying (3.3) and providing consistent estimators for 0 and 20.
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To see this, use (2.11) and Taylor’s expansion to write, for each 2¿ 0,
Ln(; 2) =Ln(0; 2) + (− 0)T @Ln(0; 
2)
@
+
1
2
(− 0)T @
2Ln(˜n; 2)
@@ T
(− 0)
=Ln(0; 2) +
1
2
(− 0)TSn(0)
− 1
22
(− 0)TFn(˜n)(− 0): (7.1)
(Here ˜n = a+ (1− a)0 for some 06 a6 1 is “between”  and 0.) Note that 1=2
factors out in (7.1), and Sn() and Fn() do not depend on 2 (by (2.7), (2.8) and
(2.12)). De2ne Qn() = (− 0)TFn(˜n)(− 0)=2 and vn() =DT=2n (− 0)=A. Since
∈Mn(A), vn() is a unit vector. Take c¿ 0 and use (7.1) to get
P{Ln(; 2)¿Ln(0; 2) for some ∈Mn(A)}
6P{(− 0)TSn(0)¿Qn(); Qn()¿cA2 for some ∈Mn(A)}
+P{Qn()6 cA2 for some ∈Mn(A)}
6P{vTn ()D−1=2n Sn(0)¿cA for some ∈Mn(A)}
+P{vTn ()(D−1=2n Fn(˜n)D−T=2n )vn()6 c for some ∈Mn(A)}
6P{|D−1=2n Sn(0)|¿cA}+ P
{
inf
∈Nn(A)
min(D−1=2n Fn()D
−T=2
n )6 c
}
:
Since Var(Sn(0)) = 20Dn by Lemma 2.1, Chebychev’s inequality gives
lim sup
n→∞
P{Ln(; 2)¿Ln(0; 2) for some ∈Mn(A)}
6
20
c2A2
+ lim sup
n→∞
P
{
inf
∈Nn(A)
min(D−1=2n Fn()D
−T=2
n )6 c
}
:
Let A→∞ then c ↓ 0 in this inequality (using (6.12)) to get, for each 2¿ 0,
lim
A→∞
lim inf
n→∞ P{Ln(; 
2)¡Ln(0; 2) for all ∈Mn(A)}= 1: (7.2)
By (1.5), min(Xn(0)) → ∞ as n → ∞. Then from (3.8) and (6.19) we see that
min(Dn)→∞, as n→∞. It then follows easily from (6.12) that, for each A¿ 0,
inf
∈Nn(A)
min(Fn())
P→∞; as n→∞; (7.3)
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so we can augment (7.2) to
lim
A→∞
lim inf
n→∞ P
{
sup
∈Mn(A)
Ln(; 2)¡Ln(0; 2)
and Ln(; 2) is concave on Nn(A)
}
= 1:
On the event in brackets here, the continuous (in fact diIerentiable) function Ln(; 2)
has a unique maximum in  over the compact neighbourhood Nn(A). This is interior
to Nn(A) so the 2rst derivative of Ln(; 2) has a zero at the maximum. Thus
lim
A→∞
lim inf
n→∞ P{Sn(ˆn(A)) = 0 for a unique ˆn(A)∈Nn(A)}= 1:
Using a standard argument from analysis, this implies the existence of a sequence
An →∞ such that ˆ(n) = ˆn(An) satis2es
lim
n→∞P{Sn(ˆ(n)) = 0 and ˆ(n) maximises Ln(; 
2) uniquely in Nn(An)}= 1:
This ˆ(n) = (ˆ(n); ˆ(n)) is a pseudo-MLE for 0. It is clearly consistent, and we have
lim
A→∞
lim inf
n→∞ P{ˆ(n)∈Nn(A)}= 1:
Having obtained ˆ(n) we obtain a pseudo-MLE ˆ2(n) for 20 from (2.9a), with
ˆt = ˆt(n) = yt − ˆT(n)xt , t = 1; 2; : : : ; n.
To complete the proof we show that ˆ2(n) P→ 20, as n→∞. We can assume through-
out that ˆ(n)∈Nn(A), so ˆ(n)∈Nn (A) and ˆ(n)∈Nn (A). Now by (2.1)
ˆt − ˆ(n)ˆt−1 = (0 − ˆ(n))T(xt − ˆ(n)xt−1) + et − ˆ(n)et−1 (7.4)
so by (2.9)
n∑
t=2
(ˆt − ˆ(n)ˆt−1)2 =
n∑
t=2
(ˆt − ˆ(n)ˆt−1)(et − ˆ(n)et−1):
This together with (7.4) gives
n∑
t=2
(ˆt − ˆ(n)ˆt−1)2 =
n∑
t=2
(et − ˆ(n)et−1)2
−
n∑
t=2
[(0 − ˆ(n))T(xt − ˆ(n)xt−1)]2 (7.5)
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because (7.4) and (2.9) imply
n∑
t=2
[(0 − ˆ(n))T(xt − ˆ(n)xt−1)]2
+
n∑
t=2
(et − ˆ(n)et−1)(0 − ˆ(n))T(xt − ˆ(n)xt−1) = 0:
Now, since et − 0et−1 = t , (7.5) implies
(n− 1)ˆ2(n) =
n∑
t=2
(ˆt − ˆ(n)ˆt−1)2 =
n∑
t=2
2t + 2(0 − ˆ(n))
n∑
t=2
tet−1
+ (0 − ˆ(n))2
n∑
t=2
e2t−1 −
n∑
t=2
[(0 − ˆ(n))T(xt − ˆ(n)xt−1)]2:
(7.6)
Since ˆ(n) is in Nn (A), (6.17) shows that ˆ(n)− 0 = O()−1=2n (0; 0)). Also
n∑
t=2
[(0 − ˆ(n))T(xt − ˆ(n)xt−1)]2
= (0 − ˆ(n))TXn(0)(0 − ˆ(n)) + (0 − ˆ(n))2
n∑
t=2
[(0 − ˆ(n))Txt−1]2
+ 2(0 − ˆ(n))
n∑
t=2
[(0 − ˆ(n))T(xt − 0xt−1)][(0 − ˆ(n))Txt−1]: (7.7)
Square the third term on the right-hand side of (7.7) and use Cauchy–Schwartz to get
4(0 − ˆ(n))2(0 − ˆ(n))TXn(0)(0 − ˆ(n))
n∑
t=2
[(0 − ˆ(n))Txt−1]2
6 4O()−1n (0))O(1)
n∑
t=2
[(0 − ˆ(n))Txt−1]2 (using (6:17))
= o(n)−1n (0)) (by (6:29)) = o(1) (by (6:19)):
The second term on the right-hand side of (7.7) is bounded by
O()−1n (0))n max16t6n
[(0 − ˆ(n))Txt]2 = o(n)−1n (0)) = o(1)
(using (6.17), (6.29) and (6.19)). Then (7.6) and (7.7) give
(n− 1)ˆ2(n) =
n∑
t=2
2t + 2(0 − ˆ(n))
n∑
t=2
tet−1 + (0 − ˆ(n))2
n∑
t=2
e2t−1
− (0 − ˆ(n))TXn(0)(0 − ˆ(n)) + oP(1): (7.8)
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As a consequence of (6.5) and (6.17), the second term on the right-hand side of (7.8) is
OP(1) as n→∞. Also, by (3.6) and Markov’s inequality,
∑n
t=2 e
2
t−1 is OP()n(0; 0)),
and hence the third term on the right-hand side of (7.8) is OP(1). Finally, the fourth
term on the right-hand side of (7.8) is OP(1) by (6.17). Thus (7.8) implies
ˆ2(n) =
n∑
t=2
2t =n+OP(1=n):
The 2rst term on the right-hand side converges a.s. to 20 as n → ∞, so we can
2nd An ↓ 0 such that ˆ2(n) − 20 = oP(An), completing the proof of (3.3) and of
Theorem 3.1.
8. Proof of Theorem 3.2
According to (3.3) and (7.3) there is for each A¿ 0 and n¿ 1 an event E(n; A)
whose probability approaches 1 as n → ∞ then A → ∞, on which the estimator
ˆ(n) constructed in Theorem 3.1 satis2es ˆ(n)∈Nn(A), Sn(ˆ(n)) = 0 and Fn(ˆ(n)) is
nonsingular. We restrict attention to E(n; A) throughout. Write
0 = Sn(ˆ(n)) = Sn(0)−Fn(˜(n))(ˆ(n)− 0); (8.1)
where ˜(n)= aˆ(n) + (1 − a)0 for some 06 a6 1. Since ˆ(n)∈Nn(A), also ˜(n)∈
Nn(A). By (6.10) we can write
Fn(˜(n)) = D1=2n (Gn + A˜n)D
T=2
n ; (8.2)
where A˜n is a symmetric matrix with A˜n
P→ 0 (n → ∞). Now by Lemma 6.2, Gn
converges in distribution to G, de2ned in (6.8), which is positive de2nite a.s., and
since S∗(0; 0) in (6.8) and (6.9) has no mass at 0, Gn and thus Gn+ A˜n are positive
de2nite on E(n; A) once n is large enough. Eq. (8.1) now gives
DT=2n (ˆ(n)− 0) = DT=2n F−1n (˜(n))Sn(0) = (Gn + A˜n)−1D−1=2n Sn(0): (8.3)
Similar working to (8.2) gives
Fn(ˆ(n)) = D1=2n (Gn + Aˆn)D
T=2
n = (D
1=2
n (Gn + Aˆn)
1=2)((Gn + Aˆn)T=2DT=2n )
showing that FT=2n (ˆ(n)) = (Gn + Aˆn)T=2D
T=2
n . Here Aˆn
P→ 0 as n → ∞. Premultiplying
by (Gn + Aˆn)T=2 in (8.3) and dividing by ˆ(n) gives
FT=2n (ˆ(n))(ˆ(n)− 0)=ˆ(n) = (Gn + Aˆn)T=2(Gn + A˜n)−1D−1=2n Sn(0)=ˆ(n):
Since ˆ2(n) P→ 20 ¿ 0 and D−1=2n Sn(0) is OP(1) (it has variance 20Id+1),
FT=2n (ˆ(n))(ˆ(n)− 0)=ˆ(n) = G−1=2n D−1=2n Sn(0)=0 + oP(1): (8.4)
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So we need the asymptotic distribution of G−1=2n D
−1=2
n Sn(0)=0. From (6.1) and (6.2)
Sn(0)=0 =
(
n∑
t=2
t(xt − 0xt−1);
n∑
t=2
et−1t
)/
0;
and by (6.6) and (6.14)
G−1=2n D
−1=2
n =


X−1=2n (0) 0
0 1
/√√√√ n∑
t=2
e2t−1

 :
Thus
1
0
G−1=2n D
−1=2
n Sn(0) =

 1
0
n∑
t=2
tX−1=2n (0)(xt − 0xt−1);
∑n
t=2 et−1t
0
√∑n
t=2 e
2
t−1

 :
(8.5)
Let u∈Rd with |u| = 1 and de2ne atn as in (6.32). Then we have (6.33) and also∑n
2 a
2
tn = 1. Premultiply the 2rst component on the right-hand side of (8.5) by u
T to
get 
∑nt=2 atnt
0
;
∑n
t=2 et−1t
0
√∑n
t=2 e
2
t−1

 : (8.6)
We investigate the limiting distribution of this 2-vector in four cases.
Case 1: |0|¡ 1. Take (u1; u2)∈R2 with u21 + u22 = 1, and note that {(u1u; u2)} are
unit vectors which span Rd+1. In this case
∑n
t=2 e
2
t−1=n
P→ 20=(1− 20) by (6.46), so it
will su-ce to 2nd the asymptotic distribution of
n∑
t=2
t

u1atn
0
+
u2
√
1− 20et−1
20
√
n

= n∑
t=2
tmt(n); say; (8.7)
from which the required result will follow by the CramSer–Wold device. Now the sums
in (8.7) are partial sums of a martingale triangular array with respect to {Ht}, and
we will verify the Lindeberg conditions for their convergence to normality. Use (6.36)
together with Chebychev’s inequality, and (6.46), to get
n∑
t=2
E(2t m
2
t (n)|Ht−1)
= 20
n∑
t=2
m2t (n) = 
2
0
n∑
t=2

u1atn
0
+
u2
√
1− 20et−1
20
√
n


2
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= u21 +

2u1u2
√
1− 20
0
√
n

 n∑
t=2
atnet−1 +
u22(1− 20)
20n
n∑
t=2
e2t−1
= u21 + oP(1) + u
2
2 = 1 + oP(1): (8.8)
By (2.4), en = OP(1), so e2n=n
P→ 0 hence also max16t6n e2t =n P→ 0. This together with
(6.33) shows that
max
26t6n
|mt(n)|6 max
26t6n
|atn|=0 + max
16t6n
|et |=20
√
n P→ 0 as n→∞;
thus for given 2¿ 0 there is a set whose probability approaches 1 as n tends to in2nity
on which max26t6n |mt(n)|6 2. On this event, for any c¿ 0,
n∑
t=2
E(2t m
2
t (n)I(|tmt(n)|¿c)|Ht−1) =
n∑
t=2
∫ ∞
c
y2 dP{|t‖mt(n)|6y|Ht−1}
=
n∑
t=2
m2t (n)
∫ ∞
c=|mt(n)|
y2 dP{|1|6y}6
n∑
t=2
m2t (n)
∫ ∞
c=2
y2 dP{|1|6y}
=o2
n∑
t=2
m2t (n); (8.9)
where o2 is a term which converges to 0 as 2→ 0. The last equality holds of course
because E21¡∞. Now (8.8) shows that
∑n
t=2 m
2
t (n) is OP(1), so the left-hand side
of (8.9) tends to 0 in probability as n → ∞. This veri2es the Lindeberg condition
and so
∑n
2 tmt(n) is asymptotically N (0; 1) by, e.g., Corollary 3.1, p. 58, of Hall and
Heyde (1980). Thus (3.5a) holds.
Case 2: 0 = 1. Since
∑n
2 
2
t =n→ 20 a.s. and et = et−1 + t we can write
2
n∑
t=2
tet−1 =
n∑
t=2
(t + et−1)2 −
n∑
t=2
2t −
n∑
t=2
e2t−1 =
n∑
t=2
e2t −
n∑
t=2
2t −
n∑
t=2
e2t−1
= e2n − e21 −
n∑
t=2
2t =
(
n∑
t=2
t
)2
− n20 − oP(n): (8.10)
Substituting in (8.6) shows that it su-ces to 2nd the limiting distribution of
∑nt=2 atnt
0
;
1
2
(
(
∑n
t=2 t)
2
20n
− 1
)
;
√∑n
t=2 e
2
t−1
n0

 : (8.11)
Now et =
∑t
1 j, so for convergence in (8.11) we need a functional limit theorem for(
n∑
t=2
tatn=0;
n∑
t=2
t=(0
√
n)
)
: (8.12)
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De2ne
3nk =
k∑
t=1
a2tn; k = 1; 2; : : : ; n
with 3n0 = 0, so that 3nn=1. Take k =0; 1; 2; : : : ; n− 1, and, when 3nk ¡y6 3n;k+1, let
5(1)n (y) =
k∑
t=1
atnt=0 + (y − 3nk)ak+1; nk+1=0(3n;k+1 − 3nk)
with 5(1)n (0) = 0. Also, when ‘=n¡y6 (‘ + 1)=n, let
5(2)n (y) =
‘∑
t=1
t=0
√
n+ (ny − ‘)‘+1=0
√
n
with 5(2)n (0) = 0. (Interpret summations
∑0
1 as 0.) Take u
2
1 + u
2
2 = 1 and de2ne
5n(y) = u15(1)n (y) + u25
(2)
n (y); 06y6 1: (8.13)
Lemma 8.1. Assume (1.4). Then we have 5n(y) ⇒ W (y), as n → ∞; that is, 5n
converges weakly to an SBM, W (·), in C[0; 1]).
Proof. This follows by quite standard methods (e.g., Billingsley, 1999, p. 147), so we
omit the details.
To complete Case 2: (3.5b) follows from (8.4), (8.5), (8.11), (8.12) and
Lemma 8.1.
Case 3: 0 = −1. The working is similar as for Case 2, but instead of (8.10) we
have
2
n∑
t=2
tet−1 =−e2n + n20 + oP(n) =−
(
n∑
t=2
(−1)n−tt
)2
+ n20 + oP(n); (8.14)
since et =−et−1 + t in this case. The minus sign on the right-hand side, as compared
with (8.10), gives rise to the same in (3.5b).
Case 4: |0|¿ 1. In this case )n(0) ∼ 202n0 =(20 − 1)2 by (6.18c), so from (8.6)
we see that it will su-ce to 2nd the limiting distribution of(
1
0
n∑
t=2
atnt ;
1
0n0
n∑
t=2
et−1t ;
1
2n0
n∑
t=2
e2t−1
)
: (8.15)
In fact, calling this (An; Bn; Cn), if, as n → ∞, (An; Bn; Cn) → (A; B; C) (joint conver-
gence in distribution of the three sequences to 2nite rvs), and, in addition, P{C=0}=0,
then the convergence
(An; Bn=
√
C2n)→ (A; B=|C|); (8.16)
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as required for (8.6), also follows. Now by (2.3)
et
t0
=
t∑
j=1
j
j0
→ 0S(0; 0)√
20 − 1
a:s: as t →∞; (8.17)
where S(0; 0) is 2nite a.s. (see (6.7)). Consequently∑n
t=2 e
2
t−1
2n0
=
20S
2(0; 0)
(20 − 1)2
+ o(1) =
e2n
(20 − 1)2n0
+ o(1) a:s:
Thus the random 3-vector in (8.15) has the same limiting distribution as
 1
0
n∑
t=1
atnt ;
1
0n0
n∑
t=1
et−1t ;

 1√
20 − 1
n∑
t=1
−t0 t


2

 (8.18)
(where e0 = 0) and to 2nd this, it is equivalent to consider
 1
0
n∑
t=1
atnt ;
1
0n0
n∑
t=1
et−1t ;
1√
20 − 1
n∑
t=1
−t0 t

 : (8.19)
To deal with this, choose a sequence k(n)→∞ such that
k(n)max
(
max
16t6n
a2tn; n
−1
)
→ 0 as n→∞;
take n¿k(n), and write (8.19) as
 1
0
n−k(n)∑
t=k(n)+1
atnt ;

 1
0n0
n∑
t=n−k(n)+1
t−10 t

(k(n)∑
t=1
−t0 t
)
;
1√
20 − 1
k(n)∑
t=1
−t0 t


(8.20)
plus a remainder term, Rn, say, representing the diIerence between (8.19) and (8.20).
Now each component of Rn is oP(1), as follows. For the third component of Rn, this
is obvious. For the 2rst component of Rn, it holds because
Var

k(n)∑
t=1
+
n∑
t=n−k(n)+1

 atnt = 20

k(n)∑
t=1
+
n∑
t=n−k(n)+1

 a2tn6 220k(n) max16t6n a2tn
tends to 0 as n→∞ by choice of k(n). The second component of Rn is
1
0n0

n−k(n)∑
t=1
tet−1 +

 n∑
t=n−k(n)+1
t−10 t



 t−1∑
t=k(n)+1
−t0 t




and this is O(−2k(n)0 ) as is seen by calculating the variance of each term. Thus indeed
Rn=oP(1) and we need only deal with (8.20). In it, the three distinct summations are
independent and, individually, have limits N , S(0; 0)=
√
20 − 1 and 0S˜(0; 0)=(20−
1), where S˜(0; 0) is an independent copy of S(0; 0), and both S(0; 0) and
S˜(0; 0)) are independent of N , which is N (0; 1). Working back through (8.20)–(8.15)
and using (8.16) establishes (3.5c) via (8.6).
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9. Proofs for Section 4
We 2rst derive a preliminary representation ((9.7) below) for ˆ2(n), and for this we
need
(ˆ(n)− 0)TXn(0)(ˆ(n)− 0) =
∣∣∣∣∣
n∑
t=2
tX−1=2n (0)(xt − 0xt−1)
∣∣∣∣∣
2
+ oP(1): (9.1)
Let S()n () and F
()
n () denote Sn() and Fn() (see (2.7), (2.8) and (2.12)) restricted
to the entries corresponding to , i.e., to the 2rst d components in the case of Sn()
and the upper left d × d block in the case of Fn(), and let S()n () and F()n ()
denote the last (and lower right) elements of Sn() and Fn(). By (8.3)
GnDT=2n (ˆ(n)− 0; ˆ(n)− 0) = D−1=2n (S()n (0); S()n (0)) + oP(1): (9.2)
Substitute for Dn and Gn from (3.8) and (6.6) to get
X T=2n (0)(ˆ(n)− 0) = X−1=2n (0)S()n (0) + oP(1)
= X−1=2n (0)
n∑
t=2
t(xt − 0xt−1) + oP(1) (9.3)
and
n∑
t=2
e2t−1(ˆ(n)− 0) = S()n (0) + oP(
√
)n(0; 0))
=
n∑
t=2
tet−1 + oP(
√
)n(0; 0)): (9.4)
Here S()n (0) and S
()
n (0) were obtained from (6.1) and (6.2). Since the right-hand
side of (9.3) is OP(1) it gives (9.1) on squaring. Substitute (9.1) in (7.8) to get
(n− 1)ˆ2(n) =
n∑
t=2
2t + 2(0 − ˆ(n))
n∑
t=2
tet−1 + (0 − ˆ(n))2
n∑
t=2
e2t−1
−
∣∣∣∣∣
n∑
t=2
tX−1=2n (0)(xt − 0xt−1)
∣∣∣∣∣
2
+ oP(1): (9.5)
Next, (9.4) gives
ˆ(n)− 0 = (1 + oP(1))
∑n
t=2 tet−1∑n
t=2 e
2
t−1
+ oP
(√
)n(0; 0)∑n
t=2 e
2
t−1
)
= (1 + oP(1))
∑n
t=2 tet−1∑n
t=2 e
2
t−1
+ oP

 1√∑n
t=2 e
2
t−1

 :
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The last equality follows from (6.45) and the fact that S∗(0; 0) has no mass at 0.
The terms in (9.5) involving ˆ(n) are thus approximated by
− 2(1 + oP(1))
(∑n
t=2 tet−1
)2∑n
t=2 e
2
t−1
+ oP

 |∑nt=2 tet−1|√∑n
t=2 e
2
t−1


+(1 + oP(1))2
(∑n
t=2 tet−1
)2∑n
t=2 e
2
t−1
+ oP(1)
+ 2(1 + oP(1))oP

 |∑nt=2 tet−1|√∑n
t=2 e
2
t−1

 : (9.6)
Now (∑n
t=2 tet−1
)2∑n
t=2 e
2
t−1
= OP(1)
(in fact, has a limiting distribution) as shown in the working following (8.6). Thus all
remainder terms in (9.6) are oP(1) and we conclude from (9.5) that
(n− 1)ˆ2(n) =
n∑
t=2
2t −
(∑n
t=2 tet−1
)2∑n
t=2 e
2
t−1
−
∣∣∣∣∣
n∑
t=2
tX−1=2n (0)(xt − 0xt−1)
∣∣∣∣∣
2
+ oP(1): (9.7)
Proof of (4.8). Assume H01: 0 = 1. Let
ˆt(1) = yt − ˆT1 (n)xt = (0 − ˆ1(n))Txt + et
denote the residuals from the 2tted regression, then
ˆt(1)− ˆt−1(1) = (0 − ˆ1(n))T(xt − xt−1) + t ; (9.8)
because et = et−1 + t is random walk now. Under H01, ˆ1(n) = 1, so from (2.9)
0 =
n∑
t=2
(ˆt(1)− ˆt−1(1))(xt − xt−1)
=
n∑
t=2
[(0 − ˆ1(n))T(xt − xt−1)](xt − xt−1) +
n∑
t=2
t(xt − xt−1)
=
n∑
t=2
(xt − xt−1)(xt − xt−1)T(0 − ˆ1(n)) +
n∑
t=2
t(xt − xt−1);
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from which we obtain
ˆ1(n)− 0 = X−1n (1)
n∑
t=2
t(xt − xt−1): (9.9)
Now by (2.9) and (9.8)
(n− 1)ˆ21(n) =
n∑
t=2
(ˆt(1)− ˆt−1(1))2
=
n∑
t=2
2t + (0 − ˆ1(n))TXn(1)(0 − ˆ1(n))
+ 2(0 − ˆ1(n))T
n∑
t=2
t(xt − xt−1)
=
n∑
t=2
2t −
(
n∑
t=2
t(xt − xt−1)T
)
X−1n (1)
×
n∑
t=2
t(xt − xt−1) (by (9:9)): (9.10)
Thus (see (4.3)–(4.6))
d1(n) = Lˆ1n − Lˆn = (n− 1) log
(
ˆ21(n)
ˆ2(n)
)
= (n− 1)
(
ˆ21(n)
ˆ2(n)
− 1
)
+ oP(1): (9.11)
To justify the last equality in (9.11) note that, by (9.7) and (9.10),
(n− 1) (ˆ
2
1(n)− ˆ2(n))
ˆ2(n)
=
(∑n
t=2 tet−1
)2
ˆ2(n)
∑n
t=2 e
2
t−1
+ oP(1): (9.12)
This is asymptotically equivalent to the square of the second component in (8.6) and
hence has limiting distribution the same as that of the square of the second component
in (3.5b). So the right-hand side of (9.12) converges to the right-hand side of (4.8).
This of course also shows that the right-hand side of (9.12) is stochastically bounded,
justifying the last equality in (9.11).
Proof of (4.10). Assume H02: 0 = 0. Then yt = T0 xt + et , with et = t i.i.d., is the
standard linear regression model. The residuals are
ˆt(2) = yt − ˆT2 (n)xt = (0 − ˆ2(n))Txt + t ;
and straightforward calculations give
(n− 1)ˆ22(n) =
n∑
t=1
ˆ2t (2) =
n∑
t=1
2t −
(
n∑
t=1
txTt
)
X−1n (0)
(
n∑
t=1
txt
)
;
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thus
d2(n) =
(n− 1)
ˆ2(n)
(ˆ22(n)− ˆ2(n)) + oP(1)
=
(∑n
t=2 tet−1
)2
ˆ2(n)
∑n
t=2 e
2
t−1
+ oP(1) =
1
20
(
∑n
t=2 tt−1)
2∑n
t=2 
2
t−1
+ oP(1): (9.13)
By the martingale central limit theorem, the last is asymptotically +21.
Proof of (4.12). Now we assume H03: 0 = 0. In this model, yt = T0 xt + et = et , and
et = 0et−1 + t is an autoregressive series of order 1. The corresponding ˆt(3) here
equals yt , hence equals et . Thus
(n− 1)ˆ23(n) =
n∑
t=2
(ˆt(3)− ˆ3(n)ˆt−1(3))2 =
n∑
t=2
(et − ˆ3(n)et−1)2
=
n∑
t=2
(et − 0et−1)2 + 2(0 − ˆ3(n))
n∑
t=2
etet−1
+ (0 − ˆ3(n))2
n∑
t=2
e2t−1 =
n∑
t=2
2t −
(
∑n
t=2 tet−1)
2∑n
t=2 e
2
t−1
; (9.14)
because by (2.10)
ˆ3(n) =
∑n
t=2 ˆt−1(3)ˆt(3)∑n
t=2 ˆ
2
t−1(3)
=
∑n
t=2 etet−1∑n
t=2 e
2
t−1
;
so that
ˆ3(n)− 0 =
∑n
t=2 etet−1 −
∑n
t=2 0e
2
t−1∑n
t=2 e
2
t−1
=
∑n
t=2 tet−1∑n
t=2 e
2
t−1
:
Eqs. (9.7) and (9.14) give
(n− 1) (ˆ
2
3(n)− ˆ2(n))
ˆ2(n)
= (1 + oP(1))
∣∣∣∣∣
n∑
t=2
tX−1=2n (0)(xt − 0xt−1)
∣∣∣∣∣
2/
20 : (9.15)
The right-hand side here is asymptotically |N (0; Id)|2 under (1.5), proving (4.12).
Proof of (4.14). Assume H04: 0 = 1 and = 0. Then yt = et , where et = et−1 + t is
random walk. Now
(n− 1)ˆ24(n) =
n∑
t=2
(ˆt(4)− ˆt−1(4))2 =
n∑
t=2
2t ; (9.16)
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where ˆt(4) = yt = et , so ˆt(4)− ˆt−1(4) = et − et−1 = t . Comparing (9.7) and (9.16)
we get
d4(n) = Lˆ4n − Lˆn = (n− 1)ˆ2(n) (ˆ
2
4(n)− ˆ2(n)) + oP(1)
=
1
20

 (
∑n
t=2 tet−1)
2∑n
t=2 e
2
t−1
+
∣∣∣∣∣
n∑
t=2
tX−1=2n (1)(xt − xt−1)
∣∣∣∣∣
2

+ oP(1)
and we must show that this has asymptotic distribution as in (4.14). But this follows
easily from the functional limit theorem in Lemma 8.1.
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Appendix. Proof of Lemma 6.1
Let (1.4) hold and 2x ∈ (−∞;∞). By Rao (1973, p. 74, Ex. 22.1),
(n)m 6
uTZnu
uTXn(0)u
6 (n)M ;
uniformly in unit vectors u, where (n)m and 
(n)
M are the smallest and largest roots of
|Zn− Xn(0)|=0. Thus by (1.4b) there are some 2∈ (0; 1) and n0(2) such that n¿ n0
implies
|uTZnu|6 (1− 2)uTXn(0)u;
uniformly in unit vectors u. It is no restriction to assume that 2||¡ 1. Next, (1.4a)
implies, by Rao (1973, p. 60), that
(uTxt)2
uTXn(0)u
→ 0
as n → ∞, uniformly in unit vectors u and 16 t6 n. Thus we can assume n0(2) is
so large that, also for n¿ n0,
(uTxt)26 22uTXn(0)u;
uniformly in u and 16 t6 n. Now write uTXn()u as
n∑
j=2
(uT(xj − xj−1))2 = (1 + 2)
n∑
j=2
(uTxj)2 − 2uTZnu− 2((uTxn)2 − (uTx1)2)
¿ ((1− ||)2 + ||2)uTXn(0)u= c(; 2)uTXn(0)u; say;
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uniformly in u, when n¿ n0. Since c(; 2)¿ 0, Xn() is positive de2nite, and
xTt X
−1
n ()xt = sup
u
(
(uTxt)2
uTXn()u
)
6 sup
u
(
(uTxt)2
c(; 2)uTXn(0)u
)
=
xTt X
−1
n (0)xt
c(; 2)
;
uniformly in 16 t6 n, for n¿ n0. Thus (1.5) holds. (We omit the proof of the other
result, which is not needed elsewhere.)
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