The linear model of plane-parallel thermal convection in a viscoelastic incompressible KelvinVoigt material amounts to a hybrid of the Oskolkov equations and the heat equations in the OberbeckBoussinesq approximation on a two-dimensional region with B enard's conditions. We study the solvability of this model with the so-called multipoint initialnal conditions. We use these conditions to reconstruct the parameters of the processes in question from the results of multiple observations at various points and times. This enables us, for instance, to predict emergency situations, including the violation of continuity of thermal convection processes as a result of breaching technology, and so forth.
processes in question from the results of multiple observations at various points and times. This enables us to, for instance, predict emergency situations, including the violation of continuity of thermal convection processes as a result of breaching technology, and so forth.
We should note that problem (1) , (3) in the case n = 1 (the initial-nal value problem) has been studied quite actively in various aspects. In particular, there are results concerning the optimal control of the solution to these problems [9] , including Sobolev-type equations of high order [6] .
The history of problem (1) , (3) in the case n = 1 starts on the one hand in [12] , where it is called Verigin's problem, and on the other hand, independently, in [32] , where it is called the conjugation problem. However, in both cases instead of relatively spectral projectors P 0 and P 1 we consider spectral projectors of the operator L on assuming it to be selfadjoint. The rst results in this direction are presented in [19] , which treats a particular case of problem (1) , (3) with, moreover, more rigid conditions on the L-spectrum of M than here. Problem (1), (3) is considered in [2] with the same conditions on the L-spectrum of M as in [19] ; however, in this case the possibility of greater freedom in relatively spectral conditions is mentioned. We should note that there were attempts to study [18] the solvability of a particular case of problem (2) for nonlinear Sobolev-type equations (3) in the case n = 1, but as yet these studies have not been pushed further. In addition, if in (3) we put n = 0 then problem (3) reduces to the Showalter Sidorov problem [20] , which has already played an important role in a number of models with applications to economics [7] and technology [29] .
Our approach rests on the theory of relatively p-sectorial operators and degenerate analytic resolving semigroups of operators. Sviridyuk [14] pioneered the concept of a relatively sectorial operator. He showed that relative sectoriality of an operator naturally generalizes the concept of sectoriality [28] . However, it soon turned out that relative sectoriality generalizes the concept of relative σ-boundedness of an operator only in the case that the L-resolvent of M has a removable singularity at innity. In order to ll this embarrassing gap, Bokareva introduced [16] the concept of relative p-sectoriality of an operator, generalizing the concept of relative σ-boundedness in the case that the L-resolvent of M has a pole at innity. Then, relatively strongly p-sectorial operators on the right (on the left) [16] and relatively strongly p-sectorial operators [24] , [25] were introduced. Subsequently, relatively p-sectorial operators were studied in various situations. Namely, Dudko studied [1] the case that both operators are closed and the spaces U and F coincide; Efremov studied [17] optimal control problems for Sobolev-type equations with relatively psectorial operators; Keller found [21] sucient, and in some cases necessary, conditions for the existence of bounded solutions to these equations; Kuznetsov [22] began to search for relatively psectorial operators among elliptic operators; Yakupov used [26] relatively p-sectorial operators to study the phase spaces of certain problems in the hydrodynamics of viscoelastic uid.
Consider now a precursor of (2): a hybrid of Oskolkov's system [11] and the heat equation in the OberbeckBoussinesq approximation [8] ,
modeling thermal convection in a viscoelastic incompressible KelvinVoigt material [23] .
Here v = (v 1 , v 2 , · · · , v n ) with v i = v i (x, t) and n = 2 or 3 is the vector function representing uid velocity; the scalar functions S = S(x, t) and p = p(x, t) represent the temperature and pressure of the uid; the parameters λ ∈ R, ν ∈ R + , and δ ∈ R + characterize the elasticity, viscosity, and thermal conductivity of the uid; g ∈ R + is the free fall acceleration; nally, γ = (0, . . . , 0, 1) ∈ R n and x = (x 1 , x 2 , · · · , x n ). When one of the horizontal components of the velocity vanishes, (4)
which models plane-parallel thermal convection in a layer of viscoelastic incompressible Kelvin Voigt material. For (4) Sviridyuk considered the rst initial-boundary value problem [13] and showed that it is solvable for arbitrary values of λ. Then jointly with Yakupov [26] he described the morphology of the phase space of the CauchyB enard problem for (5) . Sukacheva and Matveeva studied [27] the non-autonomous case of this problem. Subsequently they considered a generalized model of thermal convection [10] , established the local solvability of the Cauchy problem for it, and found the solution numerically using the modied Galerkin method. We should also mention the studies [4] of the stability of solutions to the CauchyB enard problem for (5) in a neighborhood of the origin. The existence of stable and unstable invariant manifolds in the problem was established basing on the HadamardPerron theorem. Note also that [3] showed the unique solvability of the initial-nal value problem for the linearized model of thermal convection (4).
This article is devoted to a qualitative study of the multipoint initial-nal value problem
for the linear mathematical model of plane-parallel thermal convection in viscoelastic incompressible uid in the region Ω = (0, a) × (0, b) ∈ R 2 with B enard's boundary conditions
θ(x, 0, t) = θ(x, b, t) = 0,
the functions ψ and θ are periodic in x with period a.
In the rst three sections we collect auxiliary facts of Sviridyuk's theory [15] of relatively psectorial operators and degenerate resolving semigroups of operators, adapted to our situation. In Section 1 we introduce the concept of a relatively p-sectorial operator. In Section 2 we consider degenerate resolving semigroups of operators and the construction of units of semigroups of operators. In Section 3 we consider conditions for the existence of the inverse operator. In Section 4 we prove a generalized splitting theorem for the spaces and actions of operators. There we construct relatively spectral projectors, which in this case are units of the semigroups of operators, on assuming relative p-sectoriality. In Section 5 we study the multipoint initial-nal value problem for Sobolev-type equations with a relatively p-sectorial operator M . The main result of this section is a theorem on the unique solvability of problem (1), (3) . In Section 6 we apply these abstract results to the linear model of plane-parallel thermal convection in viscoelastic incompressible uid. There we reduce the stated problem to the abstract equation (1) . We verify the (L, 0)-sectoriality of M . The main result of this section is the theorem on the unique solvability of the multipoint initial-nal value problem (3) . We should note that the author already discussed [34] a generalized decomposition theorem in the case of strongly (L, p)-radial operator. We make all arguments in real Banach spaces, but, while addressing spectral questions, introduce their natural complexications. All contours are oriented counterclockwise and bound the region lying to the left as they are traversed.
Relatively p-sectorial Operators
On assuming that U and F are Banach spaces, consider a continuous linear operator L ∈ L(U; F) and a closed linear operator M ∈ Cl(U; F) whose domain is dense. Introduce the L-
we can introduce the right and left
Denition 1. [15] An operator M is called p-sectorial relatively to an operator L with p ∈ {0}∪N (or briey, (L, p)-sectorial) whenever there exist constants K ∈ R + , a ∈ R, and Θ ∈ (π/2, π) such that
furthermore, Lemma 1. If M is an (L, p)-sectorial operator then there exist R > 0 and C > 0 such that
Lemma 2. The following claims hold for every (L, p)-sectorial operator M : (i) the operators H and G are nilpotent of degree at most p;
Degenerate Analytic Resolving Semigroups of Operators
On assuming that U and F are Banach spaces, take an operator L ∈ L(U; F) and an operator M ∈ Cl(U; F). The equation
reduces to the equivalent pair of equations
It is convenient to regard (13) and (14) as concrete interpretations of the abstract equations
dened on a Banach space V with A, B ∈ L(V). Refer as a solution to (15) to a vector function v(t) ∈ C ∞ (R + ; V) satisfying this equation for t > 0 and continuous at 0.
is called a semigroup of resolving operators (or simply a resolving semigroup) of (15) whenever
A semigroup {V t : t > 0} is called analytic whenever it can be analytically continued to some sector Σ ⊂ C including the ray R + , that is, there exists an analytic mappingṼ • : Σ → L(V) enjoying properties (i) and (ii) of the previous denition (with s, t ∈ Σ), coinciding with V • on the positive semi-axis. In addition, (14)) which is analytic in the sector
where we take Θ from Denition 1, and uniformly bounded. Furthermore, this semigroup is dened by the integrals
of DunfordTaylor type, where t ∈ R + , and the contour Γ ⊂ S L a,Θ (M ) satises | arg µ| → Θ as µ → ∞ and µ ∈ Γ.
The preceding statement shows that the kernel is well-dened. Consider the kernels of the semigroups U • and F • :
As in the case of holomorphic groups, it is clear from the expressions (16) of the resolving semigroups of (13) and (14) that their elements have nontrivial kernels 
Lemma 9. If {V t : t > 0} is a strongly continuous and uniformly bounded semigroup then
Consider the images of the semigroups U • and F • :
Put U 1 = im U • and F 1 = im F • . Denote by L 1 the restriction of L to U 1 , and by M 1 the restriction of M to U 1 ∩ dom M . 
The operators
whenever they exist, are called the units of the semigroups {U t : t > 0} and {F t : t > 0}. It is not dicult to see that the units of semigroups are projectors.
Denition 5. An operator M is called strongly (L, p)-sectorial on the right (on the left) whenever it is (L, p)-sectorial and for λ,
for arbitrary u ∈ dom M (respectively, there exists a dense linear subspace Remark 5. Theorem 4 also holds in the case that M is an (L, p)-sectorial operator, but under the additional requirements that the spaces U and F are reexive (the YagiFedorov theorem). Corollary 3. If M is a strongly (L, p)-sectorial operator on the right (on the left) then Corollary 5. If M is a strongly (L, p)-sectorial operator on the right and on the left then M 0 ∈ Cl(U 0 ; F 0 ) is a bijective operator and M 1 ∈ Cl(U 1 ; F 1 ).
Existence of the Inverse Operator
On assuming that U and F are Banach spaces, take L ∈ L(U; F) and M ∈ Cl(U; F).
We now indicate conditions for the existence of the operator L −1 1 ∈ L(F 1 ; U 1 ). To this end, we use an integral of DunfordTaylor type to dene the family of operators {R t : t > 0} as
where the contour Γ satises (16), while M is an (L, p)-sectorial operator, and so the integral converges.
Lemma 10. If M is an (L, p)-sectorial operator then the family {R t : t > 0} dened in (18) is analytic in the sector {τ ∈ C : | arg τ | < Θ − π/2}. Lemma 11. In the hypotheses of Lemma 10, we have
Lemma 12. If M is a strongly (L, p)-sectorial operator on the right (on the left) then
We can also observe that, as in the case of semigroups, the images of the operators R t increase as t decreases: imR s ⊂ imR t for s > t > 0 follows from claim (ii) of Lemma 11. Theorem 5. If M is a strongly (L, p)-sectorial operator then the operator L −1 1 ∈ L(F 1 ; U 1 ) exists. (19) Remark 9. Condition (19) holds provided that M is a strongly (L, p)-sectorial operator or (17) is fullled and im L 1 = F 1 (Banach's Theorem).
The restriction {U t
is a nondegenerate analytic semigroup. ÎÁÇÎÐÍÛÅ ÑÒÀÒÜÈ Keep the above notation S 1 = L −1 1 M 1 and T 1 = M 1 L −1 1 . Corollary 6. In the hypotheses of Theorem 5, the operator S 1 ∈ Cl(U 1 ) (T 1 ∈ Cl(F 1 )) is an innitesimal generator of the semigroup {U t
The HilleYosidaFellerMiyaderaPhillips theorem immediately yields Corollary 7. In the hypotheses of Theorem 5, the operator S 1 (T 1 ) is sectorial; furthermore,
Generalized Splitting Theorem
On assuming that U and F are Banach spaces, take L ∈ L(U; F) and M ∈ Cl(U; F) so that M is an (L, p)-sectorial operator. In addition, assume that
In addition,
Theorem 6. If M is an (L, p)-sectorial operator and (20) holds then there exist projectors P j ∈ L(U) and Q j ∈ L(F) for j = 1, n, which are of the form
Corollary 8. The hypotheses of Theorems 4 and 6 yield P j P = P P j = P j and Q j Q = QQ j = Q j .
Put P 0 = P − n ∑ j=1 P j . Corollary 8 implies that P 0 ∈ L(U) is a projector. Corollary 9. If M is an (L, p)-sectorial operator then (i) L 0 ∈ L(U 0 ; F 0 ) and M 0 ∈ Cl(U 0 ; F 0 ), and moreover, the operator
Assume now that, apart from (20) , conditions (17) and (19) are fullled. Corollary 10. If M is an (L, p)-sectorial operator, while (17) and (19) 
Theorem 7. If M is an (L, p)-sectorial operator and (17), (19) , and (20) hold then
furthermore, we can express U t j and F t j as
where Γ j , j = 1, n is dened in (20) .
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Proof. Indeed, since the analytic semigroup U • j extends to an analytic group, it follows that U 0 j = P j . Hence,
by the residue theorem and the analog of Hilbert's identity for the L-resolutions
This also implies that P j P = P P j = P j . 2 Put im P j = U 1j and im Q j = F 1j for j = 0, n. By construction,
Denote by L j (M j ) the restriction of L (M ) to U j (domM ∩ U j ) for j = 0, n. By analogy with Corollary 9, we can easily show that L j ∈ L(U j ; F j ) and M j ∈ Cl(U j ; F j ) for j = 0, n. Furthermore, by (19) the operators L −1 j ∈ L(F j ; U j ) for j = 0, n exist. Also, it is not dicult to show by analogy with Corollary 10 that S 0 = L −1 0 M 0 ∈ Cl(U 0 ) is a sectorial operator, while S j = L −1 j M j : U j → U j for j = 1, n are bounded operators.
Multipoint Initial-Final Value Problem for Sobolev-Type
Equations with a Relatively p-sectorial Operator On assuming that U and F are Banach spaces, take L ∈ L(U; F) and M ∈ Cl(U; F) so that M is an (L, p)-sectorial operator. In addition, assume that conditions (17) , (19) , and (20) are fullled.
Taking τ j ∈ R + (τ j < τ j+1 ), u j ∈ U for j = 0, n, and f ∈ C ∞ (R + ; F), consider the problem
for the linear Sobolev-type equation
Refer to a vector function u ∈ C 1 ((0, τ n ); U) ∩ C([0, τ n ]; U) satisfying (24) as its solution; refer to a solution u = u(t) to (24) as a solution to problem (23) , (24) whenever lim
and P j (u(τ j ) − u j ) = 0 for j = 1, n.
We are now ready to prove the unique solvability of problem (23) for (24) . Since M is an (L, p)-sectorial operator, while (17), (19) , and (20) hold, the problem reduces to
where f 0 = (I − Q)f and f 1j = Q j f , while u 0 = (I − P )u and u 1j = P j u, for j = 1, n.
Lemma 14. If M is an (L, p)-sectorial operator, while conditions (17), (19) , and (20) are fullled, then for every vector function
ÎÁÇÎÐÍÛÅ ÑÒÀÒÜÈ there exists a unique solution to (25) ; furthermore, it is of the form
Proof. Substituting u 0 = u 0 (t) into (25), we verify that a solution exists. The successive dierentiation of the homogeneous equations (25) ,
justies uniqueness.
2
Lemma 15. In the hypotheses of Lemma 14, for all u j ∈ U and f 1j ∈ C([0, τ n ]; F 1j ) there exists a unique solution to problem u j (τ j ) = P j u j = 0 for the equation with index j in (26); furthermore, it is of the form
Proof. By substitution, we verify that u j = u j (t) is a solution to this problem. Suppose that v j = v j (t) for t ∈ [0, τ n ] is another solution to this problem. Construct the vector function
Hence, w(τ j , t) = w(t, t), that is, U t−τ j j .
Theorem 8. If M is an (L, p)-sectorial operator, while (17) , (19) , and (20) hold, then for every
vector function with f 0 ∈ C p ([0, τ n ]; F 0 ) ∩ C p+1 ((0, τ n ); F 0 ) and f 1 ∈ C([0, τ n ]; F 1 ) there exists a unique solution to problem (23), (24) ; furthermore, it is of the form
u j (t).
The Linear Model of Plane-Parallel Thermal Convection in Viscoelastic Incompressible Fluid
Consider the linear model 
θ(x, 0, t) = θ(x, h, t) = 0,
the functions ψ and θ are periodic in x with period l. (28), (30} and W = G = H = L 2 (Ω). Dene L and M as (28) and (29)}.
In order to prove that M is an (L, 0)-sectorial operator, consider the eigenfunctions of the Laplace operator ∆ on Ω satisfying (28) and (30) . It is convenient to split these eigenfunctions into three families:
where j, k, l, m, n ∈ N. Henceforth we denote the normalized functions in each family by φ 1 mn , φ 2 kl , and φ 3 j , while the corresponding eigenvalues by λ 1 mn , λ 2 kl , and λ 3 j . To construct the operator (µL − M ) −1 we apply Fourier's method: expand the functions v, w, g, and h into Fourier series with respect to the functions {φ 1 mn } ∪ {φ 2 kl } ∪ {φ 3 j } and insert the resulting series into the system
Applying a series of orthogonal projectors yields blocks of six equations:
To solve this system, observe rstly that without loss of generality we may take k = m and l = n. Observe in addition that λ 1 mn = λ 2 mn ; therefore, put λ 1 mn = λ 2 mn = λ mn . Solving (31) , we obtain the L-resolvent of M as the square matrix A = ||A ij || 6 i,j=1 whose entries we can express as 
Here
as m, n → ∞, and since λ mn ∼ −m 2 − n 2 as m, n → ∞, it follows that there exists a sector of the required opening angle which includes σ L (M ). Secondly, for suciently large |µ| outside this sector we have max
This justies Lemma 16. For all α, β, λ, ν ∈ R and δ ∈ R + , the operator M is (L, 0)-sectorial.
Let us now verify (17) and (19) Since U and F are reexive spaces, Lemma 16 and the YagiFedorov theorem imply that condition (17) is fullled. Furthermore, (19) is also fullled; furthermore, we can express the operator L −1 1 as the square matrix A = ||A ij || 2 i,j=1 with
The prime on the sum symbol indicates that the terms with λ = λ mn or λ = λ j are absent. This justies Lemma 17. Conditions (17) and (19) are fullled for all α, β, λ, ν ∈ R, and δ ∈ R + . By (32) , the L-spectrum σ L (M ) of M is discrete. This means that the hypotheses of Theorem 6 hold as well; moreover, they do for every closed contour γ ∈ C bounding a region which contains nitely many points of σ L (M ) and is disjoint from σ L (M ). Therefore, the hypotheses of Theorem 8 hold, and so we have Theorem 9. For all α, β, λ, ν ∈ R, δ, τ j ∈ R + , u j ∈ U for j = 0, n, and ξ, ζ ∈ C 1 ([0, τ n ]; L 2 (Ω)) there exists a unique solution to problem (23) for (27) with boundary conditions (28)(30).
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Ðàíåå äëÿ ìîäåëåé òåðìîêîíâåêöèè èçó÷àëàñü ðàçðåøèìîñòü çàäà÷ Êîøè è íà÷àëüíî-êîíå÷íîé, êðîìå òîãî, áûëà ðàññìîòðåíà óñòîé÷èâîñòü ðåøåíèé çàäà÷è Êîøè. Ìíîãîòî÷å÷íàÿ íà÷àëüíî-êîíå÷íàÿ çàäà÷à äëÿ ýòîé ìîäåëè èçó÷àåòñÿ âïåðâûå. Êðîìå òîãî, â äàííîé ðàáîòå ïðèâîäèòñÿ äîêàçàòåëüñòâî îáîáùåííîé òåîðåìû î ðàñùåïëåíèè â ñëó÷àå îòíîñèòåëüíî ñåêòîðèàëüíîãî îïåðàòîðà. Îñíîâíîé ðåçóëüòàò ñòàòüè òåîðåìà îá îäíîçíà÷íîé ðàçðåøèìîñòè ìíîãîòî÷å÷íîé íà÷àëüíî-êîíå÷íîé çàäà÷è äëÿ ëèíåéíîé ìîäåëè ïëîñêîïàðàëëåëüíîé òåðìîêîíâåêöèè âÿçêîóïðóãîé íåñaeèìàåìîé aeèäêîñòè.
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