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Using a combination of equilibrium classical molecular dynamics (within the Green-Kubo formalism) and
the Boltzmann transport equation, we study the effect of strain on the ZnO thermal conductivity focusing in
particular on the case of hydrostatic and uniaxial strain. The results show that in the case of hydrostatic strain
up to ±4%, we can obtain thermal conductivity variations of more than 100%, while for uniaxial strains the
calculated thermal conductivity variations are comparatively less pronounced. In particular, by imposing uniaxial
compressive strains up to −4%, we estimate a corresponding thermal conductivity variation close to zero. The
mode analysis based on the solution of the Boltzmann transport equation shows that for hydrostatic strains, the
thermal conductivity variations are mainly due to a corresponding modification of the phonon relaxations times.
Finally, we provide evidence that for uniaxial compressive strains the contribution of the phonon relaxations time
is balanced by the increase of the group velocities leading to a thermal conductivity almost unaffected by strain.
DOI: 10.1103/PhysRevMaterials.3.065401
I. INTRODUCTION
Strain engineering is an active field of research in con-
densed matter physics and in nanoscience with several ap-
plications in the design and optimization of electronic de-
vices [1–3]. It consists of tuning the properties of a material
by a suitable compressive or tensile strain. Indeed, the use of
strained Si in conventional electronic devices represented a
significant technological breakthrough, dramatically boosting
chip speeds because of the increased electronic mobility [4,5].
Comparatively less attention has been devoted to the effect
of strain on thermal conduction [6] which is however a key
feature for thermoelectric applications, i.e., the conversion of
heat into electricity via the Seebeck effect [7]. The physics
of thermoelectricity is summarized by the figure of merit
ZT = S2σ/κ where S is the Seebeck coefficient, while σ
and κ are the electrical and thermal conductivity, respectively.
High ZT values can be therefore obtained by reducing the
thermal conductivity while preserving good charge transport
characteristics or alternatively, by optimizing charge transport
without simultaneously increasing the thermal conductivity.
In this perspective ZnO is considered a promising material
for thermoelectric conversions [8] due to its low cost, stability
at high temperature, and mainly because of its excellent
charge carrier transport properties [9,10]. The maximum ZT
measured up to now for Al-doped ZnO is as small as 0.3 at
T = 1000 K [8], which is still far below the expected ZT
values of ∼1 of most commercial thermoelectric materials.
One of the main issues limiting the figure of merit of ZnO
is its intrinsically high thermal conductivity [11]. For this
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reason it is interesting to investigate the possibility of reduc-
ing this feature by strain without affecting the power factor
(S2σ ) or, alternatively, increasing the power factor leaving
the corresponding thermal conductivity unchanged. These
strategies have been successfully applied to many different
materials [12–15].
An overview of the available experiments on the thermal
conductivity of solids and liquids under pressure can be
found in the paper by Ross et al. [16]. The data for cova-
lent semiconducting and insulating materials are relatively
scarce and are limited to some polymorphs of SiO2 [17–19],
Si [11], Ge [11], InSb [20], PbTe [21], and a few other
compounds. The general trend outlined by these experiments
seem to be that κ increases with pressure. However, the
fact that the pressure range often differs from one experi-
ment to the other, or that sometimes only data referring to
uniaxial stresses are available, have prevented the formula-
tion of a unifying picture on the strain effects on thermal
conduction.
The advent of nanowires [22,23], filamentary crystals with
diameters in the range of a few to several tens of nanometers,
marked an increased interest in the design of materials with
tailor made properties via strain engineering. Indeed, values
of tensile strain much larger than those achievable in bulk
materials have been obtained by a few groups [24–26]. ZnO
can be synthesized under several different nanostructured
forms and its great potential in several applications, ranging
from nanogenerators [27], self-powered devices [28], and
strain sensors [29] has been reported. Nevertheless, also in the
case of ZnO the effect of strain on the vibrational and thermal
properties has seldom been addressed.
Motivated by the above state of affairs, we carry out equi-
librium molecular dynamics (EMD) calculations within the
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Green-Kubo formalism to assess the thermal conductivity of
ZnO under strain engineering. Specifically, we study the case
of hydrostatic pressure, i.e., homogenous strain, as well as
uniaxial strain. Our results show that, in the case of hydrostatic
strain, thermal conductivity variations of up to ∼100% can be
obtained, while for uniaxial strain they are found to be very
small. In particular, we observe that the thermal conductivity
variation is almost negligible in the case of uniaxial compres-
sive strains. We also carry out lattice dynamics calculations
solving numerically the Boltzmann transport equation (BTE)
within the relaxation time approximation (RTA) to rationalize
the results of the EMD calculations. This analysis shows that,
in the case of hydrostatic strain, the thermal conductivity
variation is mainly due to a corresponding modification of
the phonon relaxations times. On the other side, in the case
of uniaxial compressive strain the contribution of the phonon
relaxation time is balanced by the increase of their group
velocity, leading to a thermal conductivity essentially identical
to the unstrained case.
II. METHODS
A. Buckingham potential
The ZnO wurtzite phase was described by the sum of a
Coulomb and a Buckingham-type two-body potential of the
form
U (ri j ) = qiq j4π0ri j + A exp
(
− ri j
ρ
)
− C
r6i j
, (1)
which has been extensively used for metal oxides [30]. Here qi
and q j are the charges of atoms i and j while ri j is their relative
distance. The first term describes the long-range Coulomb
interactions, the second term is a short-range repulsion po-
tential, and the third term is the van der Waals attraction. The
parameters A, ρ, and C and all the atomic charges qi were
taken from Ref. [31]. The lattice parameters a = b = 3.25 Å
and c = 5.15 Å of the ZnO wurtzite crystal structure (see
Fig. 1) calculated according to the present model are in fairly
good agreement with the experimental values [32] (errors are
within 1.5 % for both a and c).
B. Equilibrium molecular dynamics
Thermal conductivity κ has been estimated along the a
and c crystallographic directions (see Fig. 1) using the Green-
Kubo formalism [33]
κi j = VkBT 2
∫ t
0
〈Ji(t )Jj (0)〉dτ, (2)
where V is the volume of the system, kB is the Boltzmann con-
stant, T is the temperature of the system, t is the correlation
time, i, j are lattice directions, and the angular brackets denote
ensemble averages. The heat flux was sampled according to its
standard definition for a pair potential interaction [34].
J = 1
V
⎡
⎣ N∑
i=1
ivi +
N∑
i=1
ri(F i · vi ) − 12
N∑
i=1
∑
j =i
ri j (F i j · vi )
⎤
⎦,
(3)
FIG. 1. Stick and ball representation of ZnO wurtzite crystal
structure.
where i, ri, vi, and vi, are respectively, the total energy, the
position, and the velocity of the ith atom, F i is the force
acting over the ith atom, and ri j and F i j are, respectively, the
distance and the force between a pair of atoms. In order to
estimate the thermal conductivity along the the c (a) crystal-
lographic directions κcc (κaa), we sampled the autocorrelation
function between the c (a) components of the heat current
vector.
The Green-Kubo integral was calculated in a simulation
cell with dimensions of 3.859 × 3.899 × 4.123 nm3 contain-
ing 5376 atoms. As previously shown for different systems
including metal oxides [35–37], such cell dimensions guar-
antee the lack of any size artifacts that might affect thermal
conductivity calculations within the Green-Kubo approach.
The sample was preliminarily equilibrated for 500 ps in the
isothermal-isobaric (NPT) ensemble, with a timestep of 1 fs,
using the Nosé-Hoover thermostat and barostat at tempera-
ture and pressures of 300 K and 1 Atm, respectively. The
autocorrelation function was then sampled during a 2-ns-long
microcanonical simulation. The maximum value chosen for
the correlation time was 80 ps. The present choice of the
simulation time as well as the maximum correlation time
were motivated by the requirement to mitigate as much as
possible the statistical error occurring in the estimation of
the heat current autocorrelation function, while preserving
a reasonable computational cost (more details in the results
discussion).
C. Boltzmann transport equation in the relaxation
time approximation
We further analyze thermal transport along the c crystallo-
graphic direction by means of the Boltzmann transport equa-
tion (BTE) in the relaxation time approximation (RTA) [33] as
implemented in the ShengBTE code [38]. In this approximation
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the thermal conductivity can be written as
κ =
∑
λ
κλ = 1N	kBT 2
∑
λ
fλ( fλ + 1)(hνλ)2v2λτλ, (4)
where 	 is the volume of the unit cell, N the number of q
points, T the temperature, and h the Planck’s constant. The
index λ encompasses both q point and phonon band. fλ is the
equilibrium Bose-Einstein distribution function, while νλ, vλ,
and τλ are, respectively, the frequency, group velocity, and
average lifetime of phonon λ. Phonon frequencies νλ were
obtained by finite differences, using the PHONOPY simulation
package [39]. We use a ∼5.5 Å cutoff for the generation of
displacements in the third order force constants matrix of 12
neighbors.
D. Estimation of the Seebeck coefficient
In order to estimate the effect of uniaxial strains on the ZnO
Seebeck coefficient, we combine first-principles calculations
with the Boltzmann transport theory within the constant scat-
tering time approximation. In detail, we performed density
functional theory (DFT) calculations on a wurtzite ZnO four-
atom cell using the QUANTUM ESPRESSO package [40,41] and
the GGA-PBE [42] exchange-correlation functional plus U
(DFT + U ) [43]. To describe the electronic structures more
accurately, we adopted the DFT + Ud + Up method [44],
in which the Ud value for Zn-3d and the Up value for
O-2p orbitals were set at 10 and 7 eV, respectively [45].
The Monkhorst-Pack scheme [46] K-points grid sampling
in the supercells was set at 12 × 12 × 12. Electron-ion in-
teractions were modeled using the ultrasoft pseudopotential
method [47]. The electron wave functions were expanded in
plane waves with an energy cutoff of 60 Ry. Using the present
computational setup we estimated an electronic ZnO direct
band gap of 3.1 eV which is in very good agreement with
experimental measurements [48]. The Seebeck coefficient of
ZnO was calculated within the Boltzmann transport equa-
tion within the constant scattering time approximation using
the BolTztraP code [49] and 2222 K points in the Brillouin
zone.
III. RESULTS
A. Thermal conductivity of unstrained ZnO
Figure 2 shows the room temperature normalized heat
current autocorrelation function (top) and the corresponding
thermal conductivity (bottom) as a function of the correlation
time for a single trajectory collected for an unstrained bulk
ZnO sample. We observe an oscillatory behavior of the heat
current autocorrelation function which has been recently also
reported for complex silica structures [50,51] and attributed to
the relative motion of bonded atoms with different masses [36]
or to the presence of optical phonons [52]. Due to the presence
of such large oscillations in the autocorrelation function, the
direct estimate of the thermal conductivity with the Green-
Kubo integral is clearly not trivial since the large amount
of noise prevents the identification of a convergence region.
A possible strategy recently proposed to directly address the
thermal conductivity [50] in this case consists of performing a
running average of the integral in overlapping blocks of a few
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FIG. 2. Room temperature heat current autocorrelation function
(up) and the corresponding thermal conductivity κcc (down) as a
function of the correlation time obtained for one single trajectory.
thousands steps. When the convergence region is eventually
identified, a time lapse of at least 50 000 time steps is set, over
which the integral shows a constant value. In order to improve
the statistics, a configurational average over five independent
trajectories differentiated by random initial velocities has been
performed (see Fig. 3). The error in the average thermal
conductivity has been estimated as the corresponding standard
deviation.
The estimated value of the thermal conductivity calcu-
lated along the c direction is κcc = 42 ± 7 W m−1 K−1
while in the case of the a direction we obtain κaa = 38 ± 6
W m−1 K−1.These two values are in remarkably good agree-
ment with the experimental values, which range between 37
and 47 W m−1 K−1 [53]. We attribute this satisfactory result
to the remarkable accurate description of the acoustic phonon
branches provided by the Buckingham-type force field.
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FIG. 3. Room temperature thermal conductivity κcc as a function
of the correlation time for five independent simulations (gray curves)
together with the corresponding average (black curve).
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FIG. 4. Room temperature thermal conductivities κcc (blue) and
κaa (red) as a function of the applied homogeneous strain. The blue
and red curves represent the fitting function of Eq. (6) for κcc and κaa,
respectively.
B. Thermal conductivity of ZnO under hydrostatic strain
We investigated the effect of strain on ZnO thermal con-
ductivity by considering first the case of hydrostatic strain 
defined with respect to the equilibrium volume V0 as:
 = V
V0
, (5)
where V is the volume of the strained simulation cell. We
applied strains in the interval ±4% by considering steps
of 2%. In detail, starting from the unstrained zero pressure
cell volume V0, strain is applied to the atomistic simulation
cell by rescaling the size of the periodic box to V = V0.
Furthermore, the positions of all atoms in the box were also
rescaled accordingly. The system was then equilibrated at
T = 300 K by performing an isothermal simulation as long as
0.5 ns in order to fully relax the atomic positions. The thermal
conductivity was then estimated over five different trajectories
using the same procedure as described above.
It has been demonstrated [54] that the effect of hydrostatic
strain on the thermal conductivity of a crystalline system can
be cast in the following power law:
κ ∼ −γ , (6)
where γ is a material dependent parameter. Such a power law
has been interpreted as mainly due to the effect of both phonon
relaxation time τ and group velocities vg which show, in turn,
the same power-law dependence on the applied hydrostatic
strain:
τ ∼ −(2α+2β ) (7)
and
vg ∼ −α, (8)
where γ = 4α + 2β and both α and β are material dependent
parameters.
Figure 4 shows the thermal conductivities κcc (blue) and
κaa (red) as a function of strain that we obtained from the
Green-Kubo simulations. We observe a very good agreement
between the model of Eq. (6) and our data that can be closely
fitted as κcc = 41.65 × −5.00 (blue curve in Fig. 4) and κaa =
40.70 × −6.26 (red curve in Fig. 4).
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FIG. 5. Spectral contribution to thermal conductivity in the case
of the unstrained system at T = 300 K.
The present results stand for the reliability of our simula-
tion protocol to describe the thermal conductivity dependence
of crystalline systems under hydrostatic strain. We observe
that by applying hydrostatic strains up to +4% (−4%) we are
able to decrease (increase) the ZnO thermal conductivity by
almost a factor 2 and, therefore, to largely affect its figure
of merit. We observe that recent DFT results [55] give a
less pronounced dependence of the thermal conductivity with
the hydrostatic strain, a fact most likely due to the limita-
tions of the interatomic potential here employed. Neverthe-
less, the trend is similar to what was found in the present
work.
We take profit of the mode analysis offered by the RTA-
BTE method to investigate how strain differently affects
phonon group velocities and relaxation times. We focus on
the two extreme cases of +4% and −4% strain where any
possible effect is expected to be the largest, and we restrict
these calculations to the c direction. We preliminary remark
that RTA-BTE calculations underestimate κ both for the un-
strained case (for which we get κRTA-BTE = 30.7 W m−1 K−1)
and for the +4% (κRTA-BTE = 9.5 W m−1 K−1) and −4%
(κRTA-BTE = 60.3 W m−1 K−1) cases. However, the overall
thermal conductivity variations with respect to the unstrained
case are very similar. Here we address relative variations
rather than absolute ones.
Figure 5 shows the spectral contribution to thermal con-
ductivity in the case of the unstrained system. We observe
that the main contribution to thermal conductivity is due to
phonons at relatively low frequency below 15 THz. A similar
behavior has been previously predicted for ZnO in Ref. [53]
where it was demonstrated that the thermal conductivity was
mainly governed by the six lower phonon branches. This
result allows neglecting the contribution of higher frequency
modes.
To better understand the effect of the strain we use a
technique previously introduced by some of us in Ref. [56].
It is easy to prove that the difference of a product of three
magnitudes (hereafter referred to as A, B, and C) in two
different situations is given by
ABC − A0B0C0 = (A − A0)B0C0 + A0(B − B0)C0
+ A0B0(C − C0) +R, (9)
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whereRwould include all the terms that contain the deviation
of two or three magnitudes with respect to the reference
situation labeled by the superscript “0,” like
R = (A − A0)(B − B0)C0 + · · ·
+ (A − A0)(B − B0)(C − C0). (10)
In this paper, the superscript “0” will indicate zero-strain
quantities, while the magnitudes without superscript are for
the strained cases. We also define g = g − g0 for any mag-
nitude g. Using the definition of the thermal conductivity that
appears in Eq. (4), this technique allows us to detect the
change of which magnitude is more relevant for the global
change of the thermal conductivity when we apply strain to
the system.
In detail, we group all the terms that are explicitly depen-
dent on the phonon frequencies that appear in Eq. (4) by in-
troducing the quantity θλ = fλ( fλ + 1)ν2λ , i.e., the frequency-
dependent contribution of the specific heat. This allows us to
derive the strain-induced variation of κ as
κ = κ − κ0 =
∑
λ
κλ
= h
2
N	T 2
∑
λ
[

(
1
V
)
θ0λ
(
v0λ
)2
τ 0λ +
1
V0
θλ
(
v0λ
)2
τ 0λ
+ 1
V 0
θ0λv
2
λτ
0
λ +
1
V0
θ0λ
(
v0λ
)2
τλ +Rλ
]
, (11)
where we have applied the mathematical reasoning appearing
in Eq. (9). Also in this case we only take into account the
c component of all the vector quantities in Eq. (11). This
expression allows us to readily identify changes in κ that are
dominated by the change of just one of the four factors (V , θλ,
vλ, τλ) involved in the mode conductivity, while Rλ captures
any lingering changes, i.e., changes in κ where the change of
two or more factors is implicated.
Figure 6 shows the variations with respect to the unstrained
condition of the different contributions to thermal conductiv-
ity [see Eq. (11)] in the case of −4% (top) and (+4%) strains.
The largest variation observed in both cases is found for the
phonon relaxation times τλ (blue dashes), which is predomi-
nant with respect to all the other contributions including the
group velocities vλ. Notice that the termRλ adds to the global
trend for negative strains, while for positive strains it has
an opposite behavior. This explains why when compressing
the material the thermal conductivity increases more than
what the thermal conductivity is reduced when expanding
it.
C. Thermal conductivity of ZnO under uniaxial strain
We further analyze the effect of strain on the ZnO thermal
conductivity by taking into account the uniaxial tensile strain
η = (L − L0)/L0, where L is the simulation cell length upon
the application of the strain and L0 is the one corresponding
to 0% strain. In detail, the tensile strain was applied along the
c direction (see Fig. 1) in the interval ±4% by considering
steps of 2%. We focus on the c axis since this is the most
common growth orientation of ZnO nanowires and, therefore,
it is the crystallographic axis along which high strain can be
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FIG. 6. Differences with respect to the unstrained condition of
the different contributions to thermal conductivity [see Eq. (11)] in
the case of −4% (top) and +4% (bottom) hydrostatic strains. The
points represent the whole thermal conductivity difference while the
colored stripes represents the different contributions.
more easily applied. In this case, upon the elongation of the
simulation cell, we perform an NPT (500 ps) simulation by
fixing the simulation cell length along the c direction and
allowing a full relaxation in the other two directions. The
results are shown in Fig. 7. Differently from the previous
case, we observe comparatively smaller variations upon the
application of the uniaxial strain. In particular, the estimated
κaa values for the 0% and the −4% strain are almost identical
indicating a negligible dependence of the thermal conduc-
tivity on compressive strains. In order to further validate
this result, we estimated the thermal conductivity solving the
RTA-BTE for the case of +4% and −4% uniaxial strains.
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FIG. 7. Room temperature thermal conductivities κcc (blue) and
κaa (red) as a function of the applied uniaxial strain.
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FIG. 8. Temperature dependence of the Seebeck coefficient in
the case of 0% (black squares), −4% (red circles), and +4% (blue
diamonds) uniaxial strain.
Also in this case, we observe that the thermal conductivities
corresponding to the 0% and −4% strain are very similar
(30.7 and 30.0 W m−1 K−1, respectively), while the κ value
corresponding to the 4% strain shows a larger variation being
equal to 18.2 W m−1 K−1. This agreement between EMD and
BTE is particularly remarkable and vouches for the reliability
of the results obtained. On one hand, the BTE results indicate
that the EMD runs do not suffer from possible shortcomings
of this kind of simulations, such as not long enough simulation
and correlation times or too small computational cells; on the
other hand, the EMD results, which account for anharmonicity
at all orders, validate the results obtained from the solution of
the BTE where these effects are considered only up to the third
order.
We argue that the present result is relevant for thermo-
electric applications since it has been reported [57] that the
ZnO thin film electrical resistivity can be reduced by more
than a factor 4 by imposing a uniaxial (compressive) strain as
small as −0.4%. In order to estimate the effect of tensile and
compressive uniaxial strains on the ZnO Seebeck coefficient,
we performed a set of first principles DFT calculations com-
bined with the Boltzmann transport theory within the constant
scattering time approximation. Figure 8 shows the Seebeck
coefficient as a function of temperature at a fixed electron
carrier concentration of 6 × 1020 cm−3 corresponding to the
maximum electron concentration achievable in ZnO via dop-
ing [8]. Figure 8 clearly shows that the Seebeck coefficient is
nearly unaffected by strain over a wide range of temperatures.
This allows us to combine three separate results, namely: (i)
our calculation indicates that the thermal conductivity is only
marginally affected by compressive tensile strain up to 4%;
(ii) experimental evidence shows instead that electrical con-
ductivity can be dramatically increased by imposing uniaxial
compressive strains; (iii) present first principles calculations
show that the Seebeck coefficient is nearly unaffected by
tensile strain. This implies the power factor (S2σ ) as a whole
should increase upon uniaxial strain, leading to a correspond-
ing ZT increase.
Similarly to the previous case, we show in Fig. 9 the
variations with respect to the unstrained condition of the
FIG. 9. Differences with respect to the unstrained condition of
the different contributions to thermal conductivity [see Eq. (11)]
in the case of −4% (top) and +4% (bottom) uniaxial strains. The
points represent the whole thermal conductivity difference while the
colored stripes represents the different contributions.
different contributions to thermal conductivity in the case
of −4% (top) and (+4%) uniaxial strains. We observe large
differences with respect to the case of hydrostatic strain. In
the case of the −4% strain the detrimental contribution due
to the phonon relaxation times at frequencies below ∼3 THz
is balanced by the increase of the group velocities (green
dashes) at higher frequencies, leading to an overall thermal
conductivity equal to the one at 0% strain. On the other side,
in the case of 4% strain, the contribution of both phonon
relaxation times and group velocities is detrimental, leading to
a thermal conductivity reduction with respect to the 0% strain
case. A similar competitive mechanism has been recently
identified for different telluride systems [58]. Differently from
the case of hydrostatic strain, the contribution of the term Rλ
(black dashes) is negligible. In order to verify whether the
effect of the group velocities is compensated by the effect
of the phonon density of states (PDOS), we compared the
PDOS in the case of uniaxial compressive and tensile strains
with the 0% strain case. In both cases we did not observe
any significant PDOS variation, both in the acoustic as well
as optical region, with respect to the unstrained sample. For
this reason, we cannot claim any compensation effect on the
group velocities by corresponding PDOS variation upon the
application of tensile strains.
IV. CONCLUSIONS
We have investigated the effect of strain (hydrostatic and
uniaxial) on bulk ZnO thermal conductivity using EMD
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simulations within the Green-Kubo formalism and the numer-
ical solution of the BTE equation within the RTA approxima-
tion. In the case of hydrostatic strain up to ±4% we estimate
a corresponding thermal conductivity variation of more than a
factor 2. On the other side, for uniaxial strains, the estimated
thermal conductivity variations are comparatively very lim-
ited. In particular, for uniaxial compressive strain up to −4%,
we estimate a negligible thermal conductivity variation. This
result is potentially important for thermoelectric applications
since the ZnO electrical resistivity is dramatically affected by
a uniaxial compressive strain. This would arguably lead to
a ZT increase due to the fact that the thermal conductivity
would be unaffected. The spectral analysis of the solution
of the BTE shows that, for hydrostatic strains, the thermal
conductivity variations mainly originate from the variation
of the phonon relaxations times. For uniaxial compressive
strains instead the contribution of the phonon relaxations time
is balanced by the increase of the group velocities.
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