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The quasi-isometry invariance of commensurizer
subgroups
Diane M. Vavrichek∗
Abstract
We prove that commensurizers of two-ended subgroups with at least
three coends in one-ended, finitely presented groups are invariant under
quasi-isometries. We discuss a variety of applications of this result.
1 Introduction
Any finitely generated group can be endowed with a metric, via the Cayley
graph of the group with respect to any finite generating set. The metrics
we get on the group from two different finite generating sets may differ
greatly, but they will induce the same “coarse geometry” on the group,
in the sense that there will be a quasi-isometry taking the group endowed
with one metric to the group endowed with the other.
The discovery and investigation of algebraic properties of groups that
are invariant under quasi-isometries is an active area of geometric group
theory. Though many such properties have been found, there are few
results that provide answers to the question that we are interested in
here: are there certain types of subgroups whose existence and location
are invariant under quasi-isometries?
In this paper, we show that we can answer this in the affirmative in
the case of certain commensurizer subgroups of one-ended, finitely pre-
sented groups. We recall the definition of a commensurizer (also called a
commensurator by some authors):
Definition 1.1. Let G be a group with a subgroup H. Then the commen-
surizer of H in G, denoted CommG(H), is the subgroup consisting of all
g ∈ G such that H ∩ gHg−1 is of finite index in H and in gHg−1.
Our main result is the following. We use dHaus to denote Hausdorff
distance.
Theorem 4.4. Let f : G→ G′ be a (Λ,K)-quasi isometry between finitely
presented, one-ended groups, and suppose that H is a two-ended subgroup
of G with n coends in G, for n ≥ 3. Then there is a two-ended subgroup
∗This research was partially supported by NSF grant DMS-0602191.
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H ′ of G′ such that H ′ has n coends in G′ and there exists some constant
y = y(G,H,Λ, K) such that
dHaus(f(CommG(H)),CommG′(H
′)) < y.
To prove this theorem, we make use of “quasi-lines”, which were de-
fined by Papasoglu in [Pap05], and were used to prove the main results
in that work. We make use of some of his results, and develop his theory
further.
A variety of corollaries follow relatively easily from Theorem 4.4. First,
we have the following.
Corollary 5.2. Let f,G,G′,H and H ′ be as in Theorem 4.4. Then
CommG(H) is of type Fn if and only if CommG′(H
′) is of type Fn.
This result follows from Theorem 4.4 and the theorem below, which
we show by introducing a theory of “coarse isometries” (a more general
notion than that of quasi-isometries), and applying Kapovich’s arguments
from [Kap] that show that being of type Fn is a quasi-isometry invariant.
Theorem 5.1. Let f : G → G′ be a quasi-isometry between finitely gen-
erated groups, and suppose that C is a subgroup of G, C′ is a subgroup of
G′, and that dHaus(f(C), C
′) < ∞. Then C is of type Fn if and only if
C′ is of type Fn, for n ≥ 1.
For the next consequence of Theorem 4.4, we recall that a JSJ decom-
position of a group is a graph of groups decomposition that encapsulates
the structure of the different splittings the group admits over two-ended
subgroups, in the same way that a JSJ decomposition of a 3-manifold en-
capsulates the structure of the essential embeddings of annuli and tori into
the manifold. Many different versions of these decompositions of groups
have been defined (see [Kro90a], [Sel97], [RS97], [Bow98], [Bow02], [DS99],
[DS00], [FP06]). Scott and Swarup defined a version in [SS03], which ex-
ists for all one-ended, finitely presented groups.
Papasoglu’s work in [Pap05] proves the invariance under quasi-isometries
of many of the vertex groups of the Scott-Swarup JSJ decomposition. The-
orem 4.4 implies the invariance of some of the remaining vertex groups:
Corollary 6.11. Let f : G → G′ be a quasi-isometry between the Cay-
ley graphs of one-ended, finitely presented groups G and G′, and suppose
that C is a vertex group of commensurizer type of the Scott-Swarup JSJ
decomposition of G. Then there is a vertex group, C′, of commensurizer
type of the Scott-Swarup JSJ decomposition of G′, which is such that
dHaus(f(C), C
′) <∞.
In the case when G and G′ are 3-manifold groups, the Scott-Swarup
JSJ decompositions are closely related to the JSJ decompositions of the
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associated 3-manifolds. In particular, Corollary 6.11 implies the following.
Corollary 7.1. Let M and M ′ be connected orientable Haken 3-manifolds
with incompressible boundary, and with f : π1(M) → π1(M
′) a quasi-
isometry. Suppose that N is a nonexceptional Seifert fibered component
of the characteristic submanifold of M that meets the boundary of M .
Then there is a nonexceptional Seifert fibered component, N ′, of the
characteristic submanifold of M ′ that meets the boundary of M ′. More-
over, if C denotes the subgroup of π1(M) induced by the inclusion of N
into M and C′ denotes the subgroup of π1(M
′) induced by the inclusion
of N ′ into M ′, then
dHaus(f(C), C
′) <∞.
In [KL97], M. Kapovich and Leeb prove a stronger result that implies
Corollary 7.1, using different methods. See also [KL95] for a related result.
Two more corollaries to Theorem 4.4 are results about groups of quasi-
isometries of groups. We denote the set of quasi-isometries from a metric
space X to a metric space Y , after identifying any maps of finite sup dis-
tance from one another, by QI(X,Y ), and we denoteQI(X,X) byQI(X).
Of particular interest are the sets QI(G), for G a finitely generated group.
These sets form groups themselves, and are often quite complicated and
difficult to study.
The following two results are implied immediately from the proof of
Theorem 4.4.
Corollary 8.1. Suppose that G is a one-ended, finitely presented group
such that G = CommG(H) for a two-ended subgroup H of G that has
at least three coends in G. Consider G/H, with the metric described in
section 8.
Then there is a canonical map QI(G)→ QI(G/H) that is surjective.
Corollary 8.3. Let G be a one-ended finitely presented group and let
N = {3, 4, 5, . . .} ∪ {∞}. For any n ∈ N , let Kn be a maximal collection
of two-ended subgroups of G with n coends that have mutually infinite
Hausdorff distance, and let {Kjn}j∈Jn be the partition of Kn into sets of
subgroups of quasi-isometric commensurizers.
Then there is a canonical map
QI(G)→
{∏
n∈N
∏
H∈Kn
QI(MH ,Mσ(H)) : σ ∈
∏
n∈N
∏
j∈Jn
Sym(Kjn)
}
,
where, for any two-ended subgroup H of G, MH denotes the set CommG(H)/H,
with a metric given in section 8, and Sym(Kjn) denotes the symmetric
group on the set Kjn.
We note that Corollary 8.1 is very similar in spirit to the main result
in [SW02].
In section 9, we prove one more corollary to Theorem 4.4, which
characterizes when a semidirect product of a free group with Z is quasi-
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isometric to the direct product of the free group with Z:
Corollary 9.1. Let Fn be the free group on n generators for any n ≥ 1.
Then Fn⋊Z is quasi-isometric to Fn×Z if and only if it is virtually Fn×Z.
Other results on the topic of quasi-isometric semi-direct products and
extensions have been obtained by Alonso and Bridson [AB95], Bridson
[Bri95], and Bridson and Gersten [BG96]. Alonso and Bridson give a
sufficient condition for a group extension of two arbitrary groups to be
quasi-isometric to the direct product of the groups, while the latter two
works give necessary conditions for two semi-direct products (of the form
A ⋊ F for A abelian and F free in [Bri95] and of the form Zn ⋊ Z in
[BG96]) to be quasi-isometric.
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2 Basic definitions and facts about quasi-
lines in finitely presented groups
In this section, we will introduce “quasi-lines”, which were defined by Pa-
pasoglu in [Pap05], and were main objects of study in that work. We will
prove some basic properties of quasi-lines, including justifying why we may
think of two-ended subgroups of finitely generated groups as quasi-lines
inside the ambient groups. We will then prove several results about com-
plementary components of certain quasi-lines - in particular, that quasi-
lines satisfy conditions ess(m0) and iness(m1) for some number m0 and
function m1 in the settings that we are interested in. Some of these results
were used implicitly in [Pap05].
We will first set some basic notation and conventions. Let X be any
metric space and let x ∈ X, Y ⊂ X and 0 ≤ r <∞. Then Y shall denote
the closure of Y in X. We set balls to be open and neighborhoods closed,
i.e. let Br(x) = {z ∈ X : d(z, x) < r} and Nr(Y ) = {z ∈ X : d(z, Y ) ≤ r}.
Let Y ′ be another subset of X, and we shall denote by dHaus(Y, Y
′)
the Hausdorff distance between Y and Y ′. I.e.,
dHaus(Y, Y
′) = inf{r ≥ 0 : Y ⊂ Nr(Y
′) and Y ′ ⊂ Nr(Y )}.
If X ′ is another metric space, then a map f : X → X ′ is a (Λ,K)
quasi-isometry if Λ ≥ 1 and K ≥ 0 are such that, for any x1, x2 ∈ X,
1
Λ
dX(x1, x2)−K ≤ dX′(f(x1), f(x2)) ≤ ΛdX(x1, x2) +K,
and X ′ = NK(f(X)). We say that f is a quasi-isometry if f is a (Λ,K)
quasi-isometry for some Λ and K, and in this case we say that X and X ′
are quasi-isometric.
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A map g: X ′ → X is a quasi-inverse to f if both supx∈X d(x, g ◦ f(x))
and supx′∈X′ d(x
′, f ◦ g(x′)) are finite.
Suppose further that X is a locally finite CW complex. Then the
number of ends of X is
e(X) = sup |{infinite components of X −K}|,
where the supremum is taken over all finite subcomplexes K of X. Thus
e(X) can take on any value in Z≥0∪{∞}. The number of ends of a metric
space is a quasi-isometric invariant: if X and X ′ are quasi-isometric, then
e(X) = e(X ′).
Convention 2.1. We shall assume throughout this paper that all finitely
generated groups that we deal with come equipped with a chosen finite
generating set, and that all finitely presented groups come equipped with a
chosen finite collection of defining relations.
If G is a finitely generated group, then we shall denote by C 1(G) the
Cayley graph for G with respect to the associated finite generating set.
If G is a finitely presented group, then we shall denote by C 2(G) the
Cayley complex for G with respect to the chosen finite generating set and
relations. We recall that C 2(G) is a simply connected, 2-dimensional CW
complex with 1-skeleton equal to C 1(G), and that G is identified with the
vertex sets of C 1(G) and C 2(G). The group G acts cocompactly and by
cellular isometries on C 1(G), and on C 2(G) if it exists. Furthermore, this
action is faithful, and transitive on vertices. We will take these actions of
G to be on the left.
Recall that the Cayley graphs (and Cayley complexes, if they exist)
of a group G with respect to different finite generating sets (finite pre-
sentations, respectively) are all quasi-isometric. Thus there is a well-
defined notion of the number of ends of a finitely generated group: if G is
finitely generated, then the number of ends of G, e(G), is defined to equal
e(C 1(G)). It is a fact that the number of ends of any finitely generated
group can be one of only 0, 1, 2 or ∞. We have that e(G) = 0 if and only
if G is finite, e(G) = 2 if and only if G contains a finite index infinite
cyclic subgroup, and, by the work of Stallings, e(G) = ∞ if and only if
G splits over a finite subgroup and does not have a finite index infinite
cyclic subgroup. See [SW79] for more details.
We will always take CW complexes to be metrized to have edges of
length one, and to have the interiors of 2-cells be isometric to regular
polygons.
Let X be a CW complex and consider R as a graph by taking the
integer points to be the vertices. Then let l: R → X(1) be continu-
ous, injective and cellular, hence parametrized by arc length, i.e. with
length(l([s, t])) = dR(s, t), for all s, t ∈ R. Suppose further that l is a
uniformly proper map, so for every M > 0, there exists an N > 0 such
that if A ⊂ X with diam(A) < M , then diam(l−1(A)) < N . Then we
shall say that l is a line, and we shall sometimes use l to denote the image
of l.
To a line l, we associate the distortion function Dl(t): R≥0 → R≥0,
where
Dl(t) = sup{diam(l
−1(A)) : diam(A) ≤ t}.
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As l is parameterized by arc length, we note that Dl(t) ≥ t for all t ∈ R.
Let L be a closed, path connected subspace of X containing a line l,
with N > 0 such that any point in L can be joined to l by a path in L of
length less than or equal to N . If φ: R≥0 → R≥0 is a proper, increasing
function and, for all t > 0, Dl(t) ≤ φ(t), then we will say that L is a
(φ,N) quasi-line, or simply, a quasi-line. We shall refer to φ and N as
parameters for L, and l as the line associated to L.
We note that the assumption that φ be proper and increasing is not
a strong one, for any line l has Dl bounded by some increasing function,
and, as Dl(t) ≥ t for all t, any such function must be proper.
Observe that if L is a (φ,N) quasi-line and R > 0, then NR(L) is a
(φ,N +R) quasi-line, and we may take the line associated to L to also be
associated to NR(L).
The following lemma shows that the restriction that a line be embed-
ded is not an important one.
Lemma 2.2. Let l′ be a uniformly proper cellular map from R into
a CW complex X (taking R to be a simplicial complex with vertex set
Z). Then there is a line l: R → X with Im(l) ⊂ Im(l′), and such that
dHaus(Im(l),Im(l
′)) is finite, and bounded above by a function of Dl.
Proof. If l′ is an embedding, then it suffices to take l = l′. So suppose
that l′ is not an embedding.
As l′ is uniformly proper, there is some maximal n = n(l′) ∈ R such
that the preimage of some point in Im(l′) has diameter n. Because l′ is
cellular, note that n ∈ Z. We shall induct on n. Note that n > 0, as l′ is
not an embedding.
Let S denote a maximal disjoint set of closed intervals of size n in R
such that the endpoints of each interval are sent to the same point of X
by l′. Note that we can take S to be such that the endpoints of each
interval in S are mapped by l′ to vertices of X.
Let ι: R → R denote the quotient map attained by identifying each
component of S ⊂ R to a point, and define a right inverse to ι, ι′, to take
each such point to an endpoint of its full preimage. Since the endpoints of
each component of S are identified by l′, there is a well-defined, continuous
map l1 : R → X defined by l1(t) = l′ ◦ ι(t). Intuitively, l1 is the map we
get by removing a disjoint collection of maximal loops from l′.
Clearly l1 is cellular, thus is parameterized by arc length, and we note
that l1 is uniformly proper, for if A is any subset ofX, then diam(l
−1
1 (A)) ≤
diam((l′)−1(A)). Furthermore, we have that dHaus(Im(l1), Im(l
′)) ≤
1
2
n(l′).
It remains to show that n(l1) < n(l
′). To see this, let us suppose
that there are t0, t1 ∈ R such that |t0 − t1| ≥ n(l′), and l1(t0) = l1(t1).
Suppose that t0 is the image of a collapsed segment under ι. Then there
exist two points s, s′ ∈ R that are the endpoints of this segment, with
ι(s) = ι(s′) = t0, l
′(s) = l′(s′), and |s − s′| = n(l′). If t1 is the image
under ι of only a point, then let s1 denote that point. If t1 is the image
of a segment under the map ι, then let s1 denote an endpoint of that
segment. Then l′(s1) = l
′(s) = l′(s′), and either |s1 − s| > |s − s
′| or
|s1 − s
′| > |s − s′|. But |s − s′| = n(l′), so this contradicts the definition
of the function n.
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Thus we may suppose that t0 and t1 are images under ι of single points,
say s0 and s1 respectively. If ι collapses no segments in the interval [s0, s1]
then we reach another contradiction, for [s0, s1] must be an interval of size
n(l′), whose endpoints are mapped to the same vertex of X by l′, and that
is disjoint from S. This contradicts the maximality of S.
Finally, suppose that ι collapses a segment [s, s′] in [s0, s1]. Then
|s − s′| = n(l′), so |s0 − s1| > n(l
′). The endpoints s0 and s1 must share
the same image under l′, and again this contradicts the definition of the
function n.
Thus n(l1) < n(l
′). If l1 is not an embedding, then we can repeat this
process on l1, getting a map l2: R → X such that n(l2) < n(l1), and so
on.
Eventually we must get a map lk such that n(lk) = 0, and hence lk = l
is the desired line.
Next, we will establish some basic facts about quasi-lines. First, we
give the connection between quasi-lines and infinite cyclic subgroups. Re-
call that G is identified with the vertex set of C 1(G).
Lemma 2.3. Let G be a finitely generated group, and H ⊂ G a two-ended
subgroup. If R > 0 is large enough so that NR(H) ⊂ C
1(G) is connected,
then NR(H) is a quasi-line.
Proof. Let H be a two-ended subgroup of G, let 〈h〉 ∼= Z be a finite
index subgroup of H , and let R > 0 be such that NR(H) ⊂ C
1(G) is
connected. Let p be a simplicial path in NR(H) from the identity to h.
Let l′: R → NR(H) ⊂ C 1(G) be the natural map onto ∪n∈Zhn · p that is
parameterized by arc length.
Note that there is some N > 0 depending on 〈h〉 and R such that each
point of NR(H) can be connected to Im(l
′) by a path in NR(H) of length
less than or equal to N . If we can show that l′ is uniformly proper, then
it will follow from Lemma 2.2 that NR(H) is a quasi-line.
Fix anyM > 0, and recall that p is a finite path and that H acts freely
on C 1(G). It follows that, for any point p0 ∈ p, the image under (l
′)−1 of
the vertices contained inBM (p0) is finite, and hence diam((l
′)−1(BM (p0))) <
∞. Let DM = max{diam((l
′)−1(BM (p0)))}, where the maximum is taken
over all vertices p0 of p.
Now suppose that A ⊂ C 1(G) has diameter less than (M − N) and
meets NR(H).
Then for any a ∈ (A ∩ NR(H)), certainly A ⊂ BM−N (a), and hence
there is some p1 ∈ l
′ of distance no more than N from a, and A ⊂ BM (p1).
Thus there exists some n ∈ Z such that hnA ⊂ BM (hnp1) and hnp1 is a
vertex of p. Therefore we have that
diam((l′)−1(A)) = diam((l′)−1(hnA)) ≤ diam((l′)−1(BM (h
np1))) ≤ DM ,
and it follows that l′ is uniformly proper, with Dl′(M −N) bounded by
DM for each M > 0.
The next lemma shows that quasi-lines are suitably invariant under
quasi-isometries.
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Lemma 2.4. Let f : C 1(G)→ C 1(G′) be a (Λ,K) quasi-isometry and let
L ⊂ C 1(G) be a (φ,N) quasi-line. Then there is some R = R(Λ,K, φ,N) >
0 such that NR(f(L)) is a quasi-line.
Proof. Let l be the line associated to L and let π denote nearest point
projection of C 1(G′) onto its vertex set. Let l′ denote π ◦ f ◦ l|Z, and note
that l′ is uniformly proper. As l is a line, for each i ∈ Z, d(l(i), l(i+1)) = 1.
Hence d(f ◦ l(i), f ◦ l(i+1)) ≤ (Λ+K) so d(l′(i), l′(i+1)) ≤ (Λ+K +1).
Let ψ: Z→ R be such that, for all i ∈ Z, ψ(i+1)−ψ(i) = d(l′(i), l′(i+
1)), so ψ increases distances by no more than a factor of (Λ + K + 1).
Let l′′: Im(ψ)→ C 1(G′) be such that l′ = l′′ ◦ψ, and it follows that l′′ is
uniformly proper.
Next, we extend the definition of l′′ to all of R by mapping each
[ψ(i), ψ(i+ 1)] isometrically to a geodesic segment from l′(i) to l′(i+ 1).
Thus l′′ is a unit speed, cellular map of R into C 1(G′). As any point in
l′′(R) is of distance no more than 1
2
(Λ+K+1) from a point of l′′(Im(ψ))
and l′′|Im(ψ) is uniformly proper, it follows that l
′′: R → C 1(G′) is uni-
formly proper.
Thus, by Lemma 2.2, there is a line lˆ: R→ C 1(G′) such that Im(lˆ) ⊂
Im(l′′) and dHaus(Im(lˆ), Im(l
′′)) is bounded by a constant depending
only on Λ,K, φ and N . There is some R > 0 depending on the same
constants such that NR(f(L)) is connected and contains Im(lˆ), and thus
is a quasi-line.
Remark 2.5. In the argument to prove our main result, Theorem 4.4,
we shall work with a quasi-isometry f : C 1(G) → C 1(G′), a two-ended
subgroup H of G, and its translates {gH}. We will also be concerned with
f(H) and its translates {(g′)f(H)}. The previous results show that H and
f(H) have neighborhoods that are quasi-lines. Since left multiplication is
an isometry in any Cayley graph, it follows that the translates of H and
f(H) have neighborhoods that are quasi-lines, with the same parameters
as those containing H and f(H) respectively.
We note next that quasi-lines are two-ended:
Lemma 2.6. Let L be a quasi-line contained in a locally finite CW com-
plex X. Then e(L) = 2.
Proof. Let φ and N be parameters for L, and let l ⊂ L be the line
associated to L. Then every point in L can be connected by a path
of length less than or equal to N to l, and e(l) = 2, so e(L) ≤ 2. As the
line l is an injective and cellular map into the 1-skeleton of X, and X is
locally finite, we must have that e(L) ≥ 1.
To see that e(L) = 2, first note that if a, b ∈ R are such that |a− b| >
φ(2N), then d(l(a), l(b)) > 2N . Thus if we fix such a and b, say with
a < b, then, for any q ∈ l((−∞, a]) and q′ ∈ l([b,∞)), d(q, q′) > 2N . Let
K be the set of all points p ∈ L such that there is a path of length less
than or equal to N contained in L that connects p to l((a, b)). Since X is
locally finite, K is compact. Thus L−K contains two infinite components
- one intersecting l((−∞, a]) and one intersecting l([b,∞)).
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The following definitions will be important, particularly to the remain-
der of this section.
Definition 2.7. If L is a quasi-line in a metric space X, then a connected
component C of X − L is said to be essential if C ∪ L has one end.
Otherwise, C is said to be inessential.
If C is not contained in NR(L), for any R ≥ 0, then we shall say that
C is nearly essential.
Definition 2.8. If there is some m0 > 0 such that, for each p ∈ L, each
essential component of the complement of L intersects a vertex of Bm0 (p),
then we say that L satisfies ess(m0).
Definition 2.9. If m1: R≥0 → R≥0 is such that, for each R ≥ 0, each
inessential component of the complement of NR(L) is contained in the
m1(R)-neighborhood of NR(L), then we say that L satisfies iness(m1).
We will see shortly that all the quasi-lines in which we are interested
(see Remark 2.5) will satisfy iness(m1) for some m1. It follows that the
components of the complements of these quasi-lines are essential if and
only if they are nearly essential.
Definition 2.10. L is said to be n-parting if the complement of L has at
least n essential components.
Note that, if L is n-parting and R > 0, then NR(L) is also n-parting.
Next, we shall show that any quasi-line in a one-ended finitely pre-
sented group has only finitely many essential components in its comple-
ment, and moreover satisfies ess(m0) for some m0.
Definition 2.11. Let L and C denote subsets of a metric space X, let
n > 0, and let x, y ∈ C ∩L. Then we shall say that x and y are connected
by an (L, n)-chain in C ∩ L if there are points x = z0, z1, . . . , zk = y in
C ∩ L such that, for each i, there is a path in L connecting zi to zi+1 of
length less than or equal to n.
We will begin by working in C 2(G).
Lemma 2.12. Let G be a finitely presented group, let L be a (φ,N)
quasi-line in C 1(G), and let 0 < ǫ ≪ 1. Then let L′ be an open set in
C
2(G) such that L ⊂ L′, each point in L′ can be connected to L by a
path in C 2(G) of length less than ǫ, and each point in L′ ∩ C 1(G) can
be connected to L by a path in C 1(G) of length less than ǫ. Suppose in
addition that both L′ and L′ ∩ C 1(G) deformation retract onto L.
Then there is some n0 = n0(G, φ,N, ǫ) such that, if C
′ denotes any
component of C 2(G)−L′, and x, y ∈ C′ ∩L′, then x and y are connected
by an (L′, n0)-chain {zi} in C
′ ∩ L′. Moreover, the path in L′ connecting
any zi and zi+1 can be taken to be in L, outside of an initial segment
containing zi and a final segment containing zi+1, each of length less than
or equal to ǫ.
To prove this lemma, we first need the following.
Lemma 2.13. Let G,C 2(G), L, L′, and ǫ be as in Lemma 2.12.
Let (C 2)′′ denote the union of C 2(G) together with a disk added at
each closed edge path of L′ of length less than or equal to φ(2(N + ǫ) +
1)+2(N+ǫ)+1, and let L′′ denote the union of L′ with these disks. Then
L′′ is simply connected.
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Proof. Let l be the line associated to L, so that l ⊂ L ⊂ L′, and note
that L′ is a (φ,N + ǫ) quasi-line. Recall that the edges of C 2(G) are of
length one, and metrically, the 2-cells of C 2(G) are regular polygons. Let
the disks added to create (C 2)′′ and L′′ be regular polygons as well.
Let γ: S1 → L′′ be any closed curve in L′′. In the following we shall
replace γ with homotopic curves (which we shall also call γ), and we shall
assume at each stage that γ is parameterized by arc length. Thus we shall
consider copies of S1 with different metrics as appropriate below.
Note first that γ can be homotoped in L′′ to a cellular path that is
contained in L′ ∩ [C 2(G)](1) = L′ ∩ ((C 2)′′)(1). Let γ now denote the
resulting curve under this homotopy.
Fix a finite collection P of points in Im(γ) − l such that the (1/2)-
neighborhood of P contains Im(γ)− l. At each point p0 in P , consider a
spike from p0 to l in L′ of length no more than (N+ǫ). We shall homotope
γ to traverse the appropriate spike each time it meets a point of P . We
have thereby constructed a homotopy of γ to a curve that is contained in
l except for finitely many segments in L′ ∩ [C 2(G)](1) of length bounded
by 2(N + ǫ) + 1
Let Σ denote the components of the complement of γ−1(l) in S1, so
each component of Σ has length no more than 2(N+ǫ)+1. We will prove,
by induction on |Σ|, that γ must be null-homotopic in L′′.
Note that, after adding the spikes, γ must meet l, so Σ must consist
of at least one segment. If |Σ| = 1, then we shall let σ denote the element
in Σ, and let p and q denote the endpoints of σ. Then the distance
between γ(p) and γ(q) in L′∩((C 2)′′)(1) must be bounded by 2(N+ǫ)+1,
so γ(p) and γ(q) are connected in l by a path of length no more than
φ(2(N + ǫ) + 1). It follows that this path in l together with γ(σ) make
up a circuit in L′ of length no more than φ(2(N + ǫ) + 1) + 2(N + ǫ) + 1,
and thus must bound a disk in L′′.
Thus γ may be homotoped in L′′ so that γ(σ) is taken to this path in
l, i.e. γ may be homotoped within L′′ to lie entirely inside of l. But l is
an embedding of R, so γ is null-homotopic in L′′.
Next, assume that |Σ| = i > 1. By choosing any element σ of Σ, the
same argument as was given above shows that we can homotope γ within
L′′ so that σ is replaced by a path in l. Thus we have homotoped γ so
that now |Σ| = i− 1. By repeating this process, we reduce to the case of
|Σ| = 1 above, and hence γ must have originally been null-homotopic in
L′′. It follows that L′′ is simply connected, as desired.
Proof of Lemma 2.12. Again let l be the line associated to L, and let
(C 2)′′ and L′′ be as in Lemma 2.13.
Recall that L′′ differs from L′ only by disks with boundary in L′,
and that these disks are not contained in C 2(G). It follows that the
intersection of L′ with the closures of the components of C 2(G) − L′ is
the same as the intersection of L′′ with the closures of the components
of (C 2)′′ − L′′. Thus, if we can prove that the conclusion of Lemma 2.12
holds for L′′ in (C 2)′′, then the lemma will follow for L′ in C 2(G).
Let {Cα} denote the components of the complement of L′′. As L′′
is simply connected, we can apply Van Kampen’s theorem to {Cα ∪ L′′}
to see that each Cα ∪ L′′ is simply connected. Since L′′ and each Cα
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are connected, we have that Cα ∩ L′′ is connected. Thus for any fixed
x, y ∈ Cα ∩ L′′, there exists a path p from x to y contained in Cα ∩ L′′.
Without loss of generality, we can assume that the frontier of L′ (which
equals the frontier of L′′) meets any edge of C 1(G) = (C 2)(1) = ((C 2)′′)(1)
in only finitely many points. The group G has one end and C 2(G) is simply
connected, thus each edge of C 2(G) is contained in a 2-cell. The same is
true for (C 2)′′, thus we can take p to be transverse to ((C 2)′′)(1), with
|{p∩ ((C 2)′′)(1)}| finite and p still contained in Cα∩L′′. Let z0, z1, . . . , zk
denote the elements of p∩((C 2)′′)(1), numbered in the order in which they
are traversed by p, traveling from x to y, with z0 = x, zk = y.
Recall that G is finitely presented, so the 2-cells of C 2(G) are of
bounded perimeter. Also the additional 2-cells added to create (C 2)′′
have diameter bounded by a function of φ,N and ǫ, so there is a bound
n0 = n0(G,φ,N, ǫ) on the perimeters of the 2-cells of (C
2)′′. Any compo-
nent of p− (C 2)(1) must be contained in such a cell, thus its interior can
be replaced by a segment in (C 2)(1) with length less than n0.
Recall that p was originally contained in the frontier of L′, L′ ⊂ Nǫ(L)
with ǫ≪ 1, and both L′ and L′∩C 1(G) deformation retract onto L. Hence
we can replace each segment of p − (C 2)(1) with a segment in (C 2)(1) of
length less than n0 that is contained in L except for initial and terminal
segments of length bounded by ǫ.
Thus the zi’s form an (L′′, n0)-chain from x to y as desired.
We can now prove that quasi-lines in finitely presented groups satisfy
ess(m0).
Lemma 2.14. Let G be a one-ended finitely presented group, with L a
(φ,N) quasi-line in C 1(G). Then C 1(G)− L contains only finitely many
essential components. Moreover, there is some m0 = m0(G,φ,N) such
that L satisfies ess(m0).
Proof. We shall prove that L satisfies ess(m0), for some m0 > 0. Since
C
1(G) is locally finite, it will follow that the complement of L contains
finitely many essential components.
Let C be a component of the complement of L in C 1(G). We shall
use Lemma 2.12 to show that there is some n > 0 (not depending on our
choice of C) such that any x, y ∈ (C∩L) are connected by an (L, n)-chain
in (C ∩ L) ⊂ C 1(G) ⊂ C 2(G).
Let L′ be as defined in Lemma 2.12, so, for some 0 < ǫ≪ 1, L ⊂ L′ ⊂
Nǫ(L), L
′ is open in C 2(G), and both L′ and L′ ∩ C 1(G) deformation
retract onto L. Recall that in Lemma 2.12, we proved a result similar to
that desired now, but for L′ ⊂ C 2(G).
Fix any such x and y, and, as C is connected, there is a simple oriented
edge path p in C connecting them. Note that our assumptions on L′ imply
that each edge in p must meet one component of C 2(G) − L′. Thus p is
a union of edge paths p1, p2, . . . , pk such that, for each i, the terminal
vertex of pi is equal to the initial vertex of pi+1, and each pi intersects L
′
in components of length no more than ǫ containing its initial and terminal
vertices, with the rest of pi contained in some component C
′ of C 2(G)−L′.
Let xi and yi denote the two points of (C
′ ∩ L′), so each is within ǫ of a
different endpoint of pi.
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By Lemma 2.12, each pair xi and yi can be connected by an (L′, n0)-
chain {z′j} in C
′ ∩ L′. Recall that, moreover, a path of length no more
than n0 between any two consecutive points in the chain is in L, outside
of initial and final segments of length no more than ǫ, and that L′∩C 1(G)
deformation retracts onto L. Thus, each z′j can be connected by a path
of length no more than ǫ in L′ ∩ C 1(G) to a point zj ∈ C ∩ L such that
{zj} forms an (L, n0+2ǫ)-chain in C ∩L, connecting the endpoints of pi.
Concatenating these chains, we see that, for n = n0 + 2ǫ, x and y can be
connected by an (L, n)-chain in C ∩ L as desired.
From now on, we shall work only in C 1(G), not C 2(G).
We shall now find an m0 > 0 such that there is an (L, n)-chain in the
frontier of each essential component C of the complement of L that must
intersect the m0-ball about any given point of L.
Fix any a ∈ L and R ≫ N,n. As C is essential, e(C ∪ L) = 1, and,
from Lemma 2.6, recall that L must have two ends. It follows then that
C must intersect both unbounded components of L − BR(a); let x be in
the intersection of C ∩L with one, and y in the intersection of C ∩L with
the other. By the work above, there exists an (L, n)-chain, {zi}, from x
to y in C ∩ L.
Recall that L is a (φ,N) quasi-line, and let l be the line associated
to L. Then, for each i, there is a path in L of length less than or equal
to N connecting zi to some wi ∈ l. For each i, d(zi, zi+1) ≤ n, thus
d(wi, wi+1) ≤ n + 2N , and thus the path in l between any two adjacent
wi’s has length less than or equal to φ(n+ 2N).
Let a0 ∈ l be of distance less than or equal to N from a ∈ L. As R≫ 0,
x and y are such that there is some i with l−1(wi) ≤ l
−1(a0) ≤ l
−1(wi±1),
and hence, for some j, d(a0, wj) ≤
1
2
φ(n+ 2N). Thus
d(a, zj) ≤ d(a, a0) + d(a0, wj) + d(wj , zj) ≤
1
2
φ(n+ 2N) + 2N.
Since zj ∈ C, and zj is of distance less than 1 from a vertex of C, it
follows that, for any m0 ≥ [
1
2
φ(n + 2N) + 2N + 1], C intersects Bm0(a)
in a vertex. Thus L satisfies ess(m0).
We note that, in particular, the argument above proves the following:
Corollary 2.15. Let G be a one-ended finitely presented group, with L a
(φ,N) quasi-line in C 1(G) and C a component of C 1(G)−L, which need
not be essential. Let m0 = m0(G,φ,N) be as in Lemma 2.14.
If K ⊂ L is such that K separates L into two infinite components and
C meets both of those components, then Bm0 (x) meets C in a vertex, for
each x ∈ K.
Remark 2.16. By Lemma 2.14, and since we saw in Remark 2.5 that
all quasi-lines with which we are concerned in any one Cayley graph will
have the same parameters, they will all satisfy ess(m0) for some fixed m0.
In the remainder of this section, we will show that any quasi-line L
that we are concerned with satisfies iness(m1) for some m1.
Lemma 2.17. Let G be a one-ended finitely generated group, and let H
be a two-ended subgroup of G. Then any neighborhood of H that is a
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quasi-line satisfies iness(m1), for some m1 depending only on H and the
size of the neighborhood.
Proof. Fix R > 0 such that NR(H) is connected, hence is a quasi-line. It
will suffice to find some number m1(R) such that each inessential compo-
nent of the complement of NR(H) is contained in them1(R)-neighborhood
of NR(H).
We will prove this by first showing that a component C of C 1(G) −
NR(H) is essential if and only if C is nearly essential. As NR(H) has two
ends, it follows that C is nearly essential if C is essential. We now prove
the converse.
Suppose that C is not essential. Then C ∪NR(H) has more than one
end, so there is a compact K ⊂ (C ∪NR(H)) such that (C ∪NR(H))−K
has more than one infinite component.
Let m denote the number of infinite components of (C ∪NR(H))−K,
and suppose that m > 2. Since e(G) = 1, each of these components must
meet NR(H), and as e(NR(H)) = 2, the intersection of NR(H) with at
least (m−2) of these components must be finite. LetM be the union of K
with these finite regions of NR(H), and thus at least (m−2) components of
the complement ofM in (C∪NR(H)) do not intersect NR(H). Moreover,
note that each such component, of which there is at least one, must be a
component of C 1(G)−M . At least one other component of C 1(G) −M
has infinite intersection with NR(H), and hence e(G) > 1, a contradiction.
Thus we must have that e(C ∪ NR(H)) = 2. We shall show that we
can find a finite index subgroup of H that fixes C.
Note that since C is a component of the complement of NR(H), then,
for any g ∈ H , gC is also a component of the complement of NR(H).
Let 〈h〉 be a finite index subgroup of H , and suppose that the 〈h〉-orbit
of C contains infinitely many components of the complement of NR(H).
Suppose, in addition, that C does not meet NR(H) along its entire
length, i.e. that there is some compact region K′ ⊂ NR(H) and an
infinite component L+ of NR(H) − K
′ such that C does not meet L+.
As e(C 1(G)) = 1, the intersection of C with NR(H) must be infinite, so
NR(H) − K
′ must have another infinite component, call it L−, and C
must meet L−. Moreover, for any point q ∈ NR(H) and any r > 0, C
must meet L− outside of Br(q).
Let φ and N be parameters for NR(H) and let m0 = m0(G,φ,N) be
as in Lemma 2.14. Then, by Corollary 2.15, for any point p ∈ L− that
is sufficiently far from K′, C must meet Bm0(p) in a vertex. Fix such a
point p.
As we have assumed that 〈h〉·C consists of infinitely many components,
choose {ni} such that {h
niC} are distinct. We can moreover choose the
{ni} such that L− ⊂ h
niL−, for all i.
But then each hniC must meet Bm0(p) in a vertex. C
1(G) is finitely
generated, hence there are only finitely many vertices in Bm0(p), but the
translates hni · C are disjoint, thus we have reached a contradiction.
If instead, for any compact subset K′ of NR(H), C meets both infinite
components of NR(H)−K
′, then a similar argument, with L taking the
role of L−, also gives a contradiction. Thus the 〈h〉-orbit of C must be a
finite collection of components.
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By passing to a finite index subgroup of 〈h〉 if necessary, we can assume
that 〈h〉 fixes C.
Recall that we showed above that (C ∪ NR(H)) has two ends. The
subgroup 〈h〉 acts on this union by isometries, so the quotient of (C ∪
NR(H)) by this action must be compact. It follows that C is contained
in a finite neighborhood of NR(H), hence is not nearly essential.
Thus C is essential if and only C is nearly essential.
It remains to argue that each inessential component of the complement
of NR(H) is contained in the m1(R)-neighborhood of NR(H) for some
m1(R). Note that any inessential component of C
1(G) − NR(H) is not
nearly essential, hence projects onto a bounded component of H\C 1(G)−
H\NR(H). As H\NR(H) is compact and H\C
1(G) is locally finite, there
are only finitely many components of H\C 1(G) −H\NR(H), thus there
is some m1(R) > 0 such that each bounded component is contained in
the m1(R)-neighborhood of H\NR(H).
It follows that any inessential component of the complement of NR(H)
is contained in the m1(R)-neighborhood of NR(H), as desired.
We show next that the property of satisfying iness(m1) for some func-
tion m1 is invariant under quasi-isometries.
Lemma 2.18. Let f : C 1(G) → C 1(G′) be a (Λ, K) quasi-isometry be-
tween the Cayley graphs of one-ended, finitely presented groups G and G′,
and let L ⊂ C 1(G) be a quasi-line satisfying iness(m1).
If R′ ≥ 0 is such that L′ = NR′(f(L)) is a quasi-line in C
1(G′), then
L′ must satisfy iness(m′1), for some m
′
1 depending on Λ, K, m1, and R
′.
Proof. Recalling Lemma 2.4, we fix R′ so that L′ = NR′(f(L)) is a quasi-
line. As was the case previously, it suffices to prove that there is some
number m′1(R
′) > 0 (dependent on R′) such that the inessential compo-
nents of the complement of L′ are contained in the m′1(R
′)-neighborhood
of L′.
Again we will begin by showing that any component of C 1(G′)−L′ is
essential if and only if it is nearly essential. Recall that we always have
that essential implies nearly essential.
Let f−1 be a quasi-inverse to f , and note that, for any R > 0, each
component of C 1(G′)−L′ gets mapped by f−1 either into NR(L) or into
the union of NR(L) with components of its complement. We claim that
we may choose R large enough that, if C′ is a component of C 1(G′)− L′
such that f−1(C′) meets a component C of C 1(G) − NR(L), then the
image under f−1 of no other component of C 1(G′)− L′ will meet C.
To see this, let Λ′,K′, δ be such that f−1 is a (Λ′,K′) quasi-isometry,
with f−1(L′) ⊂ Nδ(L). Let {C
′
α} be the components of C
1(G′)−L′, and
let R1 > Λ
′K′. Note that, if α 6= β, and C′α−NR1(L
′) and C′β −NR1(L
′)
are nonempty, then any points pα ∈ C
′
α − NR1(L
′), pβ ∈ C
′
β − NR1(L
′)
are at least a distance of 2Λ′K′ apart.
Let R > (δ + Λ′R1 + K
′), and note that f−1(NR1(L
′)) ⊂ NR(L).
Recall that f−1 is coarsely surjective, with NK′ (f
−1(C 1(G′))) = C 1(G).
Suppose that there is some component of C 1(G) − NR(L) that is met
by more than one image f−1(C′α). Then there are two such, call them
f−1(C′α) and f
−1(C′β), with some pα ∈ C
′
α−NR1(L
′), pβ ∈ C
′
β−NR1(L
′),
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such that d(f−1(pα), f
−1(pβ)) < K
′. But this means that 1
Λ′
d(pα, pβ) −
K′ < K′, i.e. that d(pα, pβ) < 2Λ
′K′, which is a contradiction.
Thus, with R chosen as above, we have that the images under f−1
of different components of the complement of L′ shall not meet the same
component of the complement of NR(L).
Suppose now that C′ is a component of C 1(G′) − L′ that is nearly
essential. Let C0 be the union of the components of C
1(G) − NR(L)
that are met by f−1(C′). Since L satisfies iness(m1), C0 must contain
an essential component of the complement of NR(L). Let C
e
0 denote
the essential components in the complement of NR(L) that are met by
f−1(C′), and now we have that Ce0 is nonempty.
Observe that (C′ ∪ L′) is quasi-isometric to C0 ∪ f
−1(L′), which is
quasi-isometric to (C0 ∪ L). Certainly this is quasi-isometric to (C0 ∪
NR(L)), which in turn must be quasi-isometric to (C
e
0 ∪NR(L)), since the
components of C0 that are inessential must be contained in the m1(R)-
neighborhood of NR(L).
We claim that e(Ce0 ∪ NR(L)) = 1. This is immediate if C
e
0 contains
only one component, so assume that Ce0 = {Ci} contains more than one,
and suppose for a contradiction that e(Ce0 ∪NR(L)) > 1.
Then there is some finite subgraph K of (Ce0 ∪NR(L)) whose comple-
ment has more than one infinite component. For each i, Ci is essential so
(Ci ∪NR(L))−K has exactly one infinite component which we shall call
Di, and as C
1(G) is locally finite, we note that NR(L) − (Di ∩ NR(L))
must therefore be finite. On the other hand, as G is finitely presented, so
NR(L) satisfies ess(m0) for some m0. Thus there are only finitely many
Ci’s, so there must be indices i and j such that Di and Dj are discon-
nected in (Ce0 ∪ NR(L)) by K. As NR(L) is finite outside of Di and is
finite outside of Dj , we have reached a contradiction.
Thus e(Ce0 ∪NR(L)) = 1, so e(C
′ ∪ L′) = 1 and C′ is essential.
Hence components of the complement of L′ are essential if and only
if they are nearly essential. It remains to conclude that L′ satisfies
iness(m1).
As f−1 is coarsely surjective, we have that a finite neighborhood of
the image under f−1 of any component of the complement of L′ is equal
to a subset of NR(L), together with a collection of components of the
complement of NR(L). As the inessential components of the complement
of NR(L) are contained in the m1(R)-neighborhood of NR(L), it follows
that there is some m′1(R
′) > 0 such that any component C′ of the com-
plement of L′ is either contained in the m′1(R
′)-neighborhood of L′, or is
contained in no finite neighborhood of L′. Thus, C′ must be contained in
Nm′
1
(R′)(L
′) or else is nearly essential hence essential, as desired.
Remark 2.19. Recall that we are concerned with the following quasi-
lines. If G is a one-ended finitely presented group with a two-ended sub-
group H, then we will consider a quasi-line in C 1(G) of the form NR(H)
and its translates under the action of G. We will also consider a quasi-
line that is the R′-neighborhood of the image of H under a quasi-isometry
f : C 1(G)→ C 1(G′), and the translates of that quasi-line in C 1(G′).
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G acts on C 1(G) by isometries, and hence it follows from Lemma 2.17
that any collection of quasi-lines that are translates of NR(H) by elements
of G will all satisfy iness(m1) for the same function m1.
Simiarly, and using Lemma 2.18, we have that any translates of the
R′-neighborhood of f(H) will all satisfy iness(m′1) for the same function
m′1.
3 The quasi-isometry invariance of two-
ended subgroups with at least three co-
ends
In this section, we will prove that, up to finite Hausdorff distances, quasi-
isometries take two-ended subgroups with at least three coends to other
two-ended subgroups with at least three coends (Theorem 3.8). Coends
will be defined below, and we will see that two-ended subgroups having at
least three coends will be exactly those whose corresponding quasi-lines
are 3-parting (Lemma 3.6).
The main ingredient in the proof of the quasi-isometry invariance of
two-ended subgroups with at least three coends is Proposition 3.5, which
shows that any 3-parting quasi-line satisfying iness(m1) is a finite Haus-
dorff distance from an infinite cyclic subgroup. For this, we use the proof
of a similar result from [Pap05]. There, Papasoglu shows that, given a
3-parting quasi-line in the Cayley graph of a one-ended, finitely presented
group, either the quasi-line is a finite distance from an infinite cyclic sub-
group, or a related limit of translates of quasi-lines is. We will see below
that this latter possibility can be eliminated.
We first note that quasi-lines satisfying iness(m1) but that are not
3-parting need not be a finite Hausdorff distance from a copy of Z. For
example, consider the nearest-point projection of a line l0 in R2 with ir-
rational slope into the Cayley graph of Z2, where the vertices are taken
to be the integer lattice points in R2 and we take the standard generating
set. Let L denote a connected neighborhood in CZ2 of the projection of l0.
Then L is a 2-parting quasi-line in CZ2 that satisfies iness(m1) for some
m1. However, the infinite cyclic subgroups of Z2 correspond to lines in
R2 with rational slope, hence L is an infinite Hausdorff distance from any
subgroup of Z2.
In order to prove Proposition 3.5, we will need to know that 3-parting
quasi-lines do not cross one another in an essential way. We shall say
that a, b ∈ C 1(G) are K-separated by a quasi-line L if BK(a) and BK(b)
are in different components of the complement of L. The following is
Proposition 2.1 from [Pap05]:
Theorem 3.1. [Pap05] Let G be a one-ended, finitely presented group,
and let L,L1 be (φ
′, N ′) quasi-lines in C 1(G) that satisfy iness(m1). Sup-
pose that L is 3-parting.
Then there is some K = K(G,φ′, N ′,m1) such that no two points
a, b ∈ L are K-separated by L1.
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We include a proof of this theorem in the appendix, in order to clarify
some points from the proof given in [Pap05].
To restate Theorem 3.1, if there is some a ∈ L that is in an essential
component C of the complement of L1 and is more than a distance of K
from L1, and b ∈ L is in a different essential component of the complement
of L1, then b is no more than a distance of K from L1.
It follows that L is contained in the K-neighborhood of L1 ∪ C. Let
m0 be such that L and L1 satisfy ess(m0) (see Lemma 2.14), and let
K′ = K+2m0. Then it follows that L is contained in theK
′-neighborhood
of C.
Thus we have the following corollary to Theorem 3.1:
Corollary 3.2. Let G, L and L1 be as in Theorem 3.1.
Then there is some K′ = K′(G,φ,N,m1) such that L is contained in
the K′-neighborhood of an essential component of the complement of L1.
The next observation will be needed in Lemma 3.4.
Lemma 3.3. Let L and L′ be (φ,N) quasi-lines in a metric space X.
Then for any x2, there is some x1 = x1(φ,N, x2) > x2 such that if L *
Nx1(L
′), then L′ * Nx2(L).
Proof. Given x2, let x1 >
1
2
φ(2(x2 + N)) + 2N + x2. Suppose for a
contradiction that L * Nx1(L
′) and that L′ ⊂ Nx2(L). Let l and l
′ be
the lines associated to L and L′ respectively, and it follows that there is
some t ∈ R such that the (x1 −N)-ball about l(t) does not meet l′.
As L′ ⊂ Nx2(L), hence l
′ ⊂ Nx2+N (l), it follows that there are t1 < t <
t2 such that |t− ti| ≥ ((x1−N)− (x2+N)) for each i and d(l(t1), l(t2)) ≤
2(x2+N). But our assumption on x1 implies that φ(2(x2+N)) < 2(x1−
2N − x2), a contradiction. Thus L
′ * Nx2(L).
We shall need the following lemma, both to prove Proposition 3.5 and
also to prove another later result.
Lemma 3.4. Let G be a one-ended, finitely presented group, and let
{Li} be a collection of 3-parting (φ,N) quasi-lines in C 1(G) satisfying
iness(m1). Suppose that ∩iL
i contains a vertex.
Then there is some constant x1 = x1(G,φ,N,m1) such that if, for all
i, j, dHaus(L
i, Lj) > x1, then {L
i} is finite.
Proof. Let m0 = m0(G,φ,N) be as in Lemma 2.14, so that each L
i
satisfies ess(m0). Let K
′ = K′(G,φ,N,m1) be as in Corollary 3.2, so
that, for each i, j, Li is contained in the K′-neighborhood of an essential
component of the complement of Lj . Furthermore, letm′0 = m0(G,φ,N+
K′), so that, for any i, NK′(L
i) (which is a (φ,N+K′) quasi-line) satisfies
ess(m′0). Let x2 > max{K
′,m′0} and let x1 be from Lemma 3.3. Thus
dHaus(L
i, Lj) > x1 implies that L
i * Nx2(L
j) and Lj * Nx2(L
i).
Let L0 denote {L
i}, and suppose that L0 is infinite. Then choose
any element L0 from L0. As L0 satisfies ess(m0), the complement of L0
has only finitely many essential components, so there is some essential
component B0 whose K
′-neighborhood contains infinitely many elements
of L0. Let L1 = {L ∈ [L0 − L0] : L ⊂ NK′ (B0)}. Choose L1 from L1,
and let B′1 be the essential component of the complement of L1 whose
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K′-neighborhood contains L0. Note that x2 > K
′ implies that B′1 is
unique.
As L1 is infinite, there is some essential component of the complement
of L1 whoseK
′-neighborhood contains infinitely many elements of L1. Let
B1 denote this component, and let L2 denote {L ∈ [L1 −{L0, L1}] : L ⊂
NK′ (B1)}. Choose L2 from L2, and continue on in this manner. This
produces an infinite sequence of quasi-lines {Li} and subsets of C
1(G),
{Bi} and {B
′
i}, such that, for each i, Bi is an essential component of the
complement of Li such that Lj ⊂ NK′(Bi) for all j > i, and B
′
i is an
essential component of the complement of Li such that Lj ⊂ NK′ (B
′
i) for
all j < i (with perhaps Bi = B
′
i). Each Li is 3-parting, so we may set Di
to be an essential component of the complement of Li that is not equal
to Bi nor B
′
i, for each i.
We shall see next that the Di’s are basically disjoint. Let i 6= j, and
note that, since Li is not contained in the x2-neighborhood of Lj , there
must be some point p ∈ Li such that Bx2(p) does not intersect Lj . Thus
Bx2(p) is contained in Bj or B
′
j .
Note that, for each i, Di − NK′ (Li) is a collection of essential and
inessential components of the complement of NK′ (Li). Since Di is an
essential component of the complement of Li, and Li satisfies iness(m1),
it follows that Di − NK′(Li) must contain an essential component Ei of
the complement of NK′(Li).
As x2 > m
′
0, Bx2(p) must meet each essential component of the com-
plement of NK′(Li), so, in particular, Bx2(p) meets Ei, hence Bx2(p)∪Ei
is connected.
The quasi-line Lj is disjoint from Di −NK′ (Li), hence does not meet
Ei, or the union Bx2(p)∪Ei. It follows that this union is contained in Bj
or B′j , so is disjoint from Dj , and hence from Ej ⊂ Dj . Thus, the Ei’s
are disjoint.
Now we recall that ∩iLi contains a vertex, say y ∈ C
1(G), and hence
Bm′
0
(y) intersects each Ei. Since these regions are disjoint, Bm′
0
(y) must
contain a collection of vertices in bijection with {Li}. But G is finitely
generated, hence Bm′
0
(y) has only finitely many vertices, and we have
reached a contradiction.
Proposition 3.5. Let L be a 3-parting (φ,N) quasi-line in the Cayley
graph of a one-ended, finitely presented group G, and suppose that L sat-
isfies iness(m1) for some m1. Then there is some subgroup H ∼= Z of G
such that dHaus(L,H) <∞.
Proof. Let L be as in the statement of the proposition, and let x1 be as
in Lemma 3.4, defined with the parameters of L. In case 1 of section 6 of
[Pap05], Papasoglu makes the following construction.
Fix some y ∈ L, and choose a sequence {yi} ⊂ L such that d(y, yi)→
∞. Let gi be such that giyi = y, and, by passing to a subsequence, we
may assume that, for all i > j,
gjL ∩Bj(y) = giL ∩Bj(y).
If there is some i such that dHaus(giL, gjL) is less than or equal to any
fixed constant for infinitely many gj , then it is shown in [Pap05] that
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there is some g contained in the subgroup generated by these gj such
that 〈g〉 ∼= Z, and giL is a finite Hausdorff distance from 〈g〉. Thus
dHaus(L, g
−1
i 〈g〉) < ∞. Since dHaus(g
−1
i 〈g〉, g
−1
i 〈g〉gi) is bounded by the
word length of gi, it follows that L is a finite Hausdorff distance from
g−1i 〈g〉gi
∼= Z.
So, by passing to a subsequence, we may assume that, for each i and
j, dHaus(giL, gjL) > x1. It follows that this infinite subsequence of {giL}
satisfies the hypotheses of Lemma 3.4, which is a contradiction.
Next, we will give the definition of coends. We will see that Theorem
3.8 follows quickly from Proposition 3.5 and a few basic facts about coends.
Given a group G with a subgroup H and a subset Y , we say that Y
is H-finite if Y is contained in finitely many cosets Hg of H . In [KR89],
Kropholler and Roller defined
e˜(G,H) = dimF2(PG/FHG)
G,
where PG is the power set of all subsets of G, and FHG is the set of all
H-finite subsets of G. The quotient set PG/FHG forms a vector space
over F2, the field with two elements, under the operation of symmetric
difference. Thus a subset X of G represents an element of (PG/FHG)
G
if and only if the symmetric difference X +Xg is H-finite for all g ∈ G.
Following Bowditch [Bow02], we shall call e˜(G,H) the number of co-
ends of H in G. (Kropholler and Roller called e˜(G,H) the number of
relative ends of H in G, and we note that this is also sometimes referred
to as the number of filtered ends of H in G.)
If X is a subset of G, then we can think of X as a subset of the vertex
set of C 1(G), and thus δX, the coboundary of X, is the set of edges in
C
1(G) that have exactly one vertex contained in X. It is a fact that X
represents an element of (PG/FHG)
G exactly when δX is H-finite. (See
Cohen [Coh72] for a proof of this in the case when H is trivial.)
The following lemma shows that we can characterize the number of
coends of a two-ended subgroup in terms of essential components:
Lemma 3.6. Let G be a one-ended, finitely generated group with two-
ended subgroup H, and let n <∞. Then e˜(G,H) ≥ n if and only if there
is some R > 0 such that NR(H) is a quasi-line in C
1(G) that is n-parting.
Moreover, e˜(G,H) = ∞ if and only if, for each n < ∞ there is some
R = R(n) such that NR(H) is an n-separating quasi-line.
Proof. A subset X of G represents an element in the F2-vector space
(PG/FHG)
G if and only if δX is an H-finite set of edges in C 1(G). Note
that this happens precisely when δX is contained in a finite neighborhood
of H in C 1(G).
Essential components of the complement of any quasi-line of the form
NR(H) naturally correspond to elements of (PG/FHG)
G: let Yˆ be an
essential component of the complement of NR(H), and let Y denote the
vertex set of Yˆ . Then for any ǫ > 0, the boundary of Yˆ is contained
in NR+ǫ(H), hence δY ⊂ NR+1(H), thus Y represents an element of
(PG/FHG)
G. Note that Y is not H-finite, so the element it represents
must be nontrivial in (PG/FHG)
G.
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By Lemma 2.3, we can fix R > 0 such that NR(H) is a quasi-line.
Suppose that NR(H) be n-parting, and let Y1, . . . , Yn be essential com-
ponents of the complement of NR(H). They are disjoint, hence represent
independent elements of (PG/FHG)
G, and thus e˜(G,H) ≥ n.
If e˜(G,H) ≥ n for some n < ∞, then we can find representatives
X1, . . . , Xn of elements of a basis for (PG/FHG)
G. Thus there is some
R > 0 such that, in C 1(G), δXi ⊂ NR(H), for all i. Then note that each
Xi is equivalent in (PG/FHG)
G to a union of components of C 1(G) −
NR(H). Recall from Lemma 2.17 that, for some m1 > 0, NR(H) satisfies
iness(m1), hence each Xi is equivalent to a union of essential components
of C 1(G) −NR(H). Since the Xi’s are independent, n of these essential
components must be disjoint, so the complement of NR(H) has at least n
distinct essential components, i.e. NR(H) is n-parting.
Now suppose that e˜(G,H) = ∞, and fix any n < ∞. Then in partic-
ular e˜(G,H) ≥ n so, by the previous paragraph, there is some R = R(n)
such that NR(H) is an n-parting quasi-line.
Lastly, suppose now that H is such that, for any n < ∞ there exists
some R(n) such thatNR(H) is an n-parting quasi-line, and let Y
n
1 , Y
n
2 , . . . , Y
n
n
denote the essential components of the complement of NR(H).
Fix any sequence n1, n2, n3, . . . such that R(ni) < R(ni+1) for all i.
Then we note that there are indices ji 6= ki such that 1 ≤ ji, ki ≤ ni
and such that Y niji ⊂ Y
nl
kl
for all i > l, and hence {Y niji }
∞
i=1 are a disjoint
collection of representatives of elements of (PG/FH(G))
G. It follows that
e˜(G,H) =∞.
Lemma 3.7. Let f : C 1(G)→ C 1(G′) be a (Λ, C) quasi-isometry between
the Cayley graphs of one-ended, finitely presented groups G and G′, and
let L be a (φ,N) quasi-line in C 1(G) satisfying iness(m1).
Then there is some R′ = R′(Λ, C, φ,N,m1) > 0 such that, if L is
n-parting, then NR′(f(L)) is also n-parting.
Proof. Lemma 2.4 shows that we can find some R′′ > 0 such thatNR′′(f(L))
is a quasi-line. Thus so is NR′
0
(f(L)) for any R′0 ≥ R
′′, and, by Lemma
2.18, we also have that NR′
0
(f(L)) satisfies iness(m′1) for some m
′
1 (de-
pending on R′0). For any such R
′
0, the image under f of any component of
C
1(G) − L will be contained in the union of NR′
0
(f(L)) and components
of its complement. As in the proof of Lemma 2.18, there is some R′ ≥ R′′
such that the images under f of distinct components of C 1(G)−L do not
meet the same components of C 1(G′)−NR′(f(L)). Let L
′ = NR′(f(L)).
As f is coarsely surjective and L′ satisfies iness(m′1), the image of any
essential component in the complement of L meets an essential component
in the complement of L′. As no two components of the complement of L
meet the same components of the complement of L′, it follows that the
complement of L′ contains at least as many essential components as the
complement of L.
We now can prove the following:
Theorem 3.8. Let f : C 1(G) → C 1(G′) be a quasi-isometry between the
Cayley graphs of one-ended, finitely presented groups G and G′, and as-
sume that G contains a 2-ended subgroup H that has n coends in G, for
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n ∈ {3, 4, . . .} ∪ {∞}. Then there is a two-ended subgroup H ′ of G′ that
has n coends in G′, and furthermore
dHaus(f(H),H
′) <∞.
Proof. Suppose first that n < ∞. By Lemmas 2.3 and 2.17, for any R
such that NR(H) is connected, we ahve that NR(H) is a (φ,N) quasi-
line that satisfies iness(m1), where φ,N , and m1 all depend on R. As
e˜(G,H) = n, it follows from Lemma 3.6 that we can further choose R so
that NR(H) is n-parting. Let L = NR(H) for some such R.
Then, by Lemmas 2.4 and 2.18, and 3.7, there is some R′ such that
NR′(f(L)) is a quasi-line satisfying iness(m
′
1), andNR′ (f(L)) is n-parting.
Let L′ denote NR′(f(L)) for some such R
′.
Proposition 3.5 implies that there is some H ′ ∼= Z that is a finite
Hausdorff distance from L′. Let L′′ = NR′′(H
′), with R′′ > 0 such that
L′′ contains L′. Then L′′ is n-parting, so, by Lemma 3.6, e˜(G′,H ′) ≥ n.
If e˜(G′, H ′) > n, then Lemma 3.6 and Lemma 3.7, applied to a quasi-
inverse of f , implies that there is some quasi-line that is a finite Hausdorff
distance from H and is m-parting for some m > n. There is a neighbor-
hood of H contains this quasi-line, thus is m-parting, so by Lemma 3.6,
e˜(G,H) ≥ m, a contradiction.
Thus e˜(G′,H ′) = n, so H ′ is the desired subgroup.
Suppose then that e˜(G,H) = ∞. Then e˜(G,H) ≥ m for any m <
∞, and the above argument shows that there is some R′′ > 0 such
that NR′′(H
′) is an m-parting quasi-line. Thus Lemma 3.6 implies that
e˜(G′,H ′) =∞.
4 The quasi-isometry invariance of com-
mensurizer subgroups
In this section, we will see that commensurizers of two-ended subgroups
with at least three coends are invariant under quasi-isometries.
More specifically, we saw in the last section that, if f : C 1(G)→ C 1(G′)
is a quasi-isometry between the Cayley graphs of one-ended, finitely pre-
sented groups G and G′, and H is a two-ended subgroup of G with at
least three coends, then there is a two-ended subgroup H ′ with at least
three coends, that is a finite Hausdorff distance from f(H) in C 1(G′). We
will now see that in fact CommG′ (H
′) is a finite Hausdorff distance from
the image under f of CommG(H) in C
1(G′) (Theorem 4.4).
We first observe the geometric structure of commensurizers:
Lemma 4.1. If G is a finitely generated group with subgroup H, then
CommG(H) = {g ∈ G : dHaus(H, gH) <∞}.
Proof. Let l(g) be the minimal word length of representatives for g ∈ G,
with respect to the given finite generating set for G. Then note that, for all
x, g ∈ G, d(x, xg) = d(e, g) = l(g). Thus dHaus(gH,gHg
−1) ≤ l(g−1), so
it suffices to show that g ∈ CommG(H) if and only if dHaus(H,gHg
−1) <
∞.
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Let Hg denote gHg−1. If dHaus(H,H
g) = M < ∞, then, for any
x ∈ H , there is some y ∈ Hg such that d(x, y) ≤ M , i.e. d(y−1x, e) =
l(y−1x) ≤M . Let L(M) = {k ∈ G : l(k) ≤M}. It follows that
H ⊂ ∪k∈L(M)H
gk (1)
and similarly that
Hg ⊂ ∪k∈L(M)Hk. (2)
Observe that in fact (1) and (2) are equivalent to having dHaus(H,H
g) ≤
M .
If H meets Hgk, then there is some h1 ∈ H with H
gk = Hgh1. G is
finitely generated, so L(M) is finite, and it follows that (1) implies that
there are finitely many elements h1, . . . , hn in H such that
H ⊂ ∪ni=1H
ghi.
Thus H = ∪ni=1(H∩H
g)hi, i.e. (H∩H
g) is of finite index in H . Similarly
(H ∩Hg) is of finite index in Hg, so H and Hg are commensurable, hence
g ∈ CommG(H).
Conversely, if g ∈ CommG(H), then there are elements h1, . . . , hn in
H such that H = ∪ni=1(H ∩ H
g)hi, and elements h
′
1, . . . , h
′
n in H
g such
that Hg = ∪n
′
i=1(H ∩H
g)h′i. In particular, (1) and (2) hold if we take M
to be the maximal word length of the hi’s and (h
′
i)’s.
Thus dHaus(H,H
g) ≤M , so we have shown the lemma.
Remark 4.2. As we saw in the proof of Theorem 3.8, if H is a two-ended
subgroup of G with at least n coends, n < ∞, then there is some R such
that NR(H) is an n-parting (φ,N) quasi-line satisfying iness(m1), for
some φ,N , and m1. Thus, by Lemma 4.1 and since G acts on its Cayley
graph by isometries on the left,
NR(CommG(H)) = ∪g∈CommG(H)NR(gH) = ∪g∈CommG(H)g ·NR(H)
is a union of isometric copies of NR(H) that are pairwise of finite Haus-
dorff distance from one another. Hence we may think of CommG(H) as a
collection of “parallel” n-parting (φ,N) quasi-lines that satisfy iness(m1).
Consider the following.
Proposition 4.3. Let G be a one-ended, finitely presented group with
a two-ended subgroup H that has at least three coends, and let C =
CommG(H) =
∐
i giH. Given quasi-line parameters φ and N , and a
function m1, there exists a constant x = x(φ,N,m1,H) such that, if L is
a 3-parting (φ,N) quasi-line in C 1(G) satisfying iness(m1) and such that
dHaus(L,H) <∞, then, for some i, dHaus(L, giH) < x.
Assuming this proposition for the moment, we shall see how it implies
the invariance of these commensurizer subgroups under quasi-isometries.
Suppose that f : C 1(G) → C 1(G′) is a quasi-isometry between the
Cayley graphs of one-ended, finitely presented groups G and G′, that H
is a two-ended subgroup of G with at least n coends, for some 3 ≤ n <∞,
and that C = CommG(H). Then, by Remark 4.2, we have that some
neighborhood NR(C) of C is a union of pairwise finite Hausdorff distance,
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n-parting (φ,N) quasi-lines {Li}, all of which satisfy iness(m1) for some
m1.
By Theorem 3.8, there is a two-ended subgroup H ′ of G′ such that
e˜(G,H) = e˜(G′,H ′) and dHaus(f(H),H
′) is finite. Let C′ = CommG′ (H
′).
By Lemma 2.4, there exists R′ such that the R′-neighborhood of each
f(Li) is a (φ
′, N ′) quasi-line, for some φ′ and N ′ depending on R′. By
Lemma 3.7, we can choose R′ so that each NR′(f(Li)) is 3-parting. By
Lemma 2.18 and Remark 2.19, we can further suppose that eachNR′(f(Li))
satisfies iness(m′1), for some fixed m
′
1. Thus we may apply Proposition
4.3 to get some x such that each NR′(f(Li)) is contained in Nx(C
′). It
follows that NR′(f(NR(C))) ⊂ Nx(C
′), i.e. that f(C) is contained in a
finite neighborhood of C′.
As was the case for C, recall that a neighborhood of C′ is a union of
quasi-lines as above. Thus, by running the same argument on a quasi-
inverse to f , it follows that dHaus(f(C), C
′) < ∞. Hence we have the
following.
Theorem 4.4. Let f : C 1(G) → C 1(G′) be a (Λ, K)-quasi isometry be-
tween finitely presented, one-ended groups, and suppose that H is a two-
ended subgroup of G with n coends in G, for n ≥ 3. Then there is a
two-ended subgroup H ′ of G′ such that H ′ has n coends in G′ and there
exists some constant y = y(G,H,Λ,K) such that
dHaus(f(CommG(H)),CommG′(H
′)) < y.
Proof of Proposition 4.3. Let L be the set of 3-parting (φ,N) quasi-lines
in C 1(G) that satisfy iness(m1), and are a finite Hausdorff distance from
H . If L is finite, then we are done, so assume that L is infinite, and
that no such x exists. Then we can find a sequence {Li} of elements of
L such that
min
g∈C
dHaus(Li, gH)→∞,
as i→∞.
Let ci = g ∈ C realize the minimum above for Li, and fix x1 =
x1(G, φ,N,m1) from Lemma 3.4. Then we can pass to a subsequence so
that, for all j > i,
dHaus(Lj , cjH) > dHaus(Li, ciH) + x1. (3)
Then, by the following argument we will have that, for all g, g′ ∈ G and
i 6= j, we have
dHaus(gLi, g
′Lj) > x1. (4)
Firstly, note that it suffices to show that dHaus(Li, gLj) > x1, for any
g ∈ G and i < j. If g /∈ C, then dHaus(H,gH) = ∞. But dHaus(Li,H)
and dHaus(gLj , gH) are finite, so dHaus(Li, gLj) =∞.
Assume then that g ∈ C, and dHaus(Li, gLj) ≤ x1. Then
dHaus(gLj , ciH) ≤ dHaus(gLj , Li)+dHaus(Li, ciH) ≤ x1+dHaus(Li, ciH).
Thus
dHaus(Lj , g
−1ciH) = dHaus(gLj , ciH) ≤ x1 + dHaus(Li, ciH).
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But note that dHaus(Lj , cjH) ≤ dHaus(Lj , g
−1ciH) by the definition of
cj , so we have that
dHaus(Lj , cjH) ≤ x1 + dHaus(Li, ciH),
contradicting (3). Thus (4) holds for all g ∈ G.
By translating the Li’s, we can obtain a new set of quasi-lines that
each contain e ∈ G, and for which (4) holds for all g ∈ G, though the
quasi-lines may no longer be a finite Hausdorff distance from H . This
new sequence of quasi-lines satisfies the hypotheses of Lemma 3.4. This
leads to a contradiction, since we had assumed L to be infinite.
5 Commensurizers of type Fn
Recall that a group C is of type Fn if there is a K(C, 1) with finite n-
skeleton. Being of type F1 is equivalent to being finitely generated, and
being of type F2 is equivalent to being finitely presented.
We shall prove the following result in this section:
Theorem 5.1. Let f : C 1(G) → C 1(G′) be a quasi-isometry between
finitely generated groups, and suppose that C is a subgroup of G, C′ is
a subgroup of G′, and that dHaus(f(C), C
′) < ∞. Then C is of type Fn
if and only if C′ is of type Fn, for n ≥ 1.
In light of Theorem 4.4, we have, as an immediate corollary:
Corollary 5.2. Let f,G,G′,H and H ′ be as in Theorem 4.4. Then
CommG(H) is of type Fn if and only if CommG′(H
′) is of type Fn.
We can prove Theorem 5.1 in the case that n = 1 with a short and
simple argument, using a coarse geometric characterization for a subgroup
to be finitely generated (Lemma 5.3). To prove the theorem for n > 1,
we will introduce some new terminology and basic facts about “uniformly
distorting” maps and “coarse isometries”. In [Kap], Kapovich gives a
proof that being of type Fn is a quasi-isometry invariant, and we will
note that his arguments go through in the more general setting of coarse
isometries.
First, we shall see that Theorem 5.1 holds when n = 1. Consider the
following.
Lemma 5.3. Let C be a subgroup of a finitely generated group G. Then
C is finitely generated if and only if there exists some A0 > 0 such that,
for any g, h ∈ C, there is some sequence s0, s1, . . . sn ⊂ C so that g = s0,
h = sn, and for all i, d(si, si+1) < A0.
Proof. Call a sequence {si} as in the statement of the lemma an A0-
chain from g to h. If C is finitely generated, then fix a generating set
SC for C, and note that the generators of C have word length in C
1(G)
less than some constant A0. For any g, h ∈ C, we can represent g
−1h
by a word s1s2 · · · sm with each si in SC , and then the sequence e, s1,
s1s2, . . ., s1s2 · · · sm = g
−1h is a A0-chain from e to g
−1h, and hence
g, gs1, gs1s2, . . . , gs1s2 · · · sm = h is a A0-chain in C from g to h.
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Assume now that C contains a A0-chain between any two of its ele-
ments, for some A0, and let SC = C ∩ BA0(e). Since G is finitely gen-
erated, SC is finite, and we claim that SC generates C. Fix any h ∈ C,
and let e = s0, s1, . . . sn−1, sn = h be a A0-chain in C from e to h. Then
h = s0(s
−1
0 s1)(s
−1
1 s2) · · · (s
−1
n−2sn−1)(s
−1
n−1sn), with s0 = e and (s
−1
i si+1)
in SC for each i. Thus SC generates C, so we are done.
Proof of Theorem 5.1 in the case that n = 1. Recall that f : C 1(G)→ C 1(G′)
is a quasi-isometry, and that dHaus(f(C), C
′) < ∞. We shall show that
C is finitely generated if and only if C′ is.
Let f be a (Λ, κ)-quasi-isometry. Let n = dHaus(f(C), C
′), and assume
that C is finitely generated. Since f has a quasi-inverse, it suffices to prove
that C′ must also be finitely generated.
Fix g′, h′ ∈ C′, and let s0, . . . sm be a sequence of vertices in C such
that d(f(s0), g
′) < n, d(f(sm), h
′) < n, and d(si, si+1) < A0 for all i. Let
s′i = f(si), and let s
′′
i ∈ C
′ be such that d(s′i, s
′′
i ) < n. As d(s
′
i, s
′
i+1) <
ΛA0 + κ, we must have that d(s
′′
i , s
′′
i+1) < ΛA0 + κ + 2n. Then the
consecutive terms of the sequence g′, s′′0 , s
′′
1 , . . . , s
′′
n, h
′ are less than (ΛA0+
κ+ 2n) apart, thus by the lemma above, C′ is finitely generated.
Next, we will introduce a few new notions, and then see that the
theorem holds for n > 1. If C is a finitely generated subgroup of a finitely
generated group G, then we shall use dG to denote the metric on G,
and hence C, induced from the finite generating set that is fixed for G,
and we shall denote by dC the metric on C that is induced from the finite
generating set fixed for C. For any w ∈ C, we shall write |w|C for dC(e, w),
and we shall write |w|G for dG(e,w), for any w ∈ G. For simplicity, in
the remainder of this section we shall work with metric spaces such as
(G, dG), instead of with Cayley graphs.
Definition 5.4. We shall say that a map between metric spaces, f : (X, dX)→
(Y, dY ), is (φ,Φ)-uniformly distorting, or (φ,Φ)-u.d. if φ and Φ are weakly
increasing proper maps from R≥0 to R≥0, or from Im(dX) to Im(dY ),
such that, for any x, x′ ∈ X and any r,
1. if dX(x, x
′) ≥ r then dY (f(x), f(x
′)) ≥ φ(r), and
2. if dX(x, x
′) ≤ r then dY (f(x), f(x
′)) ≤ Φ(r).
We will say that f is u.d. if f is (φ,Φ)-u.d. for some φ and Φ.
Note that the composition of u.d. maps is u.d.
Convention 5.5. The metric spaces that we are interested in are groups
with word metrics, hence all distance functions below will take on only
integer values. Therefore we will only consider (φ,Φ)-u.d. maps where we
shall take the domain and range of φ and Φ to be Z≥0.
We note the following fact:
Lemma 5.6. Let G be a finitely generated group with finitely generated
subgroup C. Then the indentity map iC : (C, dC)→ (C, dG) is u.d.
Proof. We shall see that the geometric action of C on itself ensures that
all metric distortion is uniform.
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Let
φ(r) = min{|c|G : c ∈ C, |c|C ≥ r},
and let
Φ(r) = max{|c|G : c ∈ C, |c|C ≤ r}.
As C is finitely generated, Φ is finite valued, and note that both func-
tions are weakly increasing. In addition, for any c1, c2 ∈ C, let c = c
−1
1 c2
and note that dC(c1, c2) = |c|C ≥ r implies dG(c1, c2) = |c|G ≥ φ(r)
and dC(c1, c2) = |c|C ≤ r implies dG(c1, c2) = |c|G ≤ Φ(r). As G
is finitely generated, hence locally finite, it follows that limr→∞ φ(r) =
limr→∞Φ(r) =∞, and hence that φ and Φ are proper.
We note, though we shall not make use of this fact, that in the above
proof, the function Φ is bounded above by a linear function. For let SC
denote the finite generating set for C and let
L = max
s∈SC
|s|G.
It follows that, for any c ∈ C, |c|G ≤ L|c|C , hence Φ(r) ≤ Lr.
Definition 5.7. If f : (X, dX)→ (Y, dY ) is a map between metric spaces
and t ≥ 0, then we will say that f is t-onto if the t-neighborhood of Im(f)
in Y is equal to Y . If f is t-onto for some t, then we will say that f is
coarsely onto.
If f is both u.d. and coarsely onto, then we shall say that f is a coarse
isometry.
We note that any quasi-isometry is a coarse isometry.
Definition 5.8. We say that a function f1: (X, dX)→ (Y, dY ) has finite
distance from a function f2: (X, dX)→ (Y, dY ) if
sup
x∈X
dY (f1(x), f2(x)) <∞.
Justification for the terminology “coarse isometry” is in the following
fact:
Lemma 5.9. If f : (X, dX)→ (Y, dY ) is a coarse isometry between metric
spaces, then there is a coarse isometry f ′: (Y, dY )→ (X, dX) such that f
′f
and ff ′ have finite distances from idX and idY respectively.
Definition 5.10. We shall call any function f ′ satisfying the conclusion
of the above lemma a coarse inverse to f .
Proof of Lemma 5.9. Let φ,Φ and t be such that f is t-onto and (φ,Φ)-
u.d., and note that we can assume that Φ(0) = 0. Let π denote nearest
point projection from Y to Im(f), and define f ′: Y → X to take any
y ∈ Y to a point x ∈ X such that f(x) = π(y).
Let
φ′(r) = min{s ∈ Z≥0 : Φ(s) ≥ r}
and let
Φ′(r) = max{s ∈ Z≥0 : φ(s) ≤ r}.
Note that both φ′ and Φ′ are weakly increasing, and that φ′ is proper. As
φ is a proper map, it follows that Φ′ is as well.
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Suppose that y1, y2 ∈ Y and r ≥ 0 are such that d(y1, y2) ≥ r. Then we
have that d(π(y1), π(y2)) ≥ r − 2t, and it follows that d(f
′(y1), f
′(y2)) ≥
φ′(r − 2t). Similarly if d(y1, y2) ≤ r, then d(π(y1), π(y2)) ≤ r + 2t and
hence d(f ′(y1), f
′(y2)) ≤ Φ
′(r + 2t). Hence if we let φ′′(r) = φ′(r − 2t)
(taking φ′ to be zero on the negative integers) and Φ′′(r) = Φ′(r + 2t),
then we have that f ′ is (φ′′,Φ′′)-u.d.
To see that f ′ is coarsely onto, note that if f(x) = f(x′) then d(x, x′) ≤
Φ′(0), and hence for any y ∈ Y , diam(f−1(y)) ≤ Φ′(0). Note that Im(f ′)
meets f−1(y) for each y ∈ Y , and it follows that f ′ is Φ′(0)-onto, and
hence a coarse isometry.
The above argument also implies that supx∈X d(f
′f(x), x) ≤ Φ′(0), so
the composite map f ′f is a finite distance from IdX . On the other hand,
for any y ∈ Y , ff ′(y) = π(y), hence supy∈Y d(ff
′(y), y) ≤ t, so ff ′ is a
finite distance from IdY as desired.
We note also the following, the proof of which is left to the reader:
Lemma 5.11. Suppose that f : X → Y, g: Y → Z are coarse isometries.
Then gf : X → Z is also a coarse isometry.
We can now show the following, which explains our interest in coarse
isometries:
Proposition 5.12. Let f : C 1(G)→ C 1(G′) be a quasi-isometry between
finitely generated groups, and suppose that C is a subgroup of G, C′ is a
subgroup of G′, and that dHaus(f(C), C
′) < ∞. Then there is a coarse
isometry between (C, dC) and (C
′, dC′).
Proof. Let iC : (C, dC) → (C, dG) and iC′ : (C
′, dC′) → (C
′, dG′) denote
the identity maps on C and C′. As we saw in Lemma 5.6, both iC and
iC′ are u.d. and hence coarse isometries. Let i
′
C′ be a coarse inverse to
iC′ .
Let t be such that dHaus(f(C), C
′) ≤ t. Then we can extend i′C′ to a
coarse isometry jC′ from the t-neighborhood of C
′ in G′ to (C′, dC′) by
defining the projection map π to take each point n in the neighborhood to
a point c′ ∈ C′ such that dG′(n, c
′) ≤ t, and then setting jC′ (n) = i
′
C′ (c
′).
We have that jC′ is a coarse isometry, hence so is jC′ ◦ f ◦ iC : (C, dC)→
(C′, dC′).
For any discrete metric space (X, dX) and d ≥ 0, we let Ripsd(X)
denote the d-Rips complex of X, i.e. the simplicial complex whose vertex
set is equal to X, and such that any finite collection X0 of vertices spans
a simplex if and only if dX(x, x
′) ≤ d for all x, x′ ∈ X0. It is immediate
that the proof of Lemma 2.9 of [Kap] extends to the following:
Lemma 5.13. Let f : (X, dX)→ (Y, dY ) be (φ,Φ)-u.d. Then f induces a
simplicial map Ripsd(X)→ RipsΦ(d)(Y ) for each d ≥ 0.
We recall Definition 2.10 of [Kap]:
Definition 5.14. A metric space X is said to be coarsely n-connected if,
for each r ≥ 0 there exists some R ≥ r such that the map Ripsr(X) →
RipsR(X) induces the trivial maps on i
th homotopy groups, for every
0 ≤ i ≤ n.
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Corollary 2.15 of [Kap] shows that coarse n-connectedness is a quasi-
isometry invariant. In light of Lemma 5.13, a minor alteration of that
proof shows the following.
Theorem 5.15. Coarse n-connectedness is a coarse isometry invariant.
Thus we have
Theorem 5.16. The property of a finitely generated group being of type
Fn, n > 1, is a coarse isometry invariant.
Proof. Suppose that C and C′ are finitely generated groups, with C of
type Fn, and that there is a coarse isometry between (C, dC) and (C
′, dC′).
Then Theorem 2.17 of [Kap] implies that (C, dC) is coarsely (n − 1)-
connected, hence, by Theorem 5.15, so is (C′, dC′). It is shown in the
proof of Theorem 2.21 of [Kap] that each coarsely (n−1)-connected group
has type Fn, so the theorem follows.
Thus, Theorem 5.1 in the case that n > 1 is immediate from Proposi-
tion 5.12 and Theorem 5.16.
6 The quasi-isometry invariance of the
vertices of commensurizer type of the Scott-
Swarup JSJ decomposition
The proof of Theorem 4.4 was motivated by the goal of showing that
certain vertex groups of the Scott-Swarup JSJ decomposition for finitely
presented, one-ended groups are invariant under quasi-isometries. We will
see that our result follows immediately from Theorems 3.8 and 4.4, given
the theory of Scott and Swarup.
We shall begin with some basic facts about the Scott-Swarup decom-
position, and then discuss Papasoglu’s results from [Pap05] that show the
invariance under quasi-isometry of certain parts of the decomposition.
Next we will discuss Scott and Swarup’s theory in more detail, and see
that our invariance results follow from Theorems 3.8 and 4.4.
For an introduction to splittings and graphs of groups decompositions
of groups, and group actions on trees, the reader is referred to [SW79]. In
[SS03], Scott and Swarup construct a canonical JSJ decomposition Γ1(G)
of any one-ended, finitely presented group G, in which the vertex groups
“enclose” all splittings of G over two-ended subgroups, and moreover, en-
close all nontrivial almost invariant subsets of G over two-ended subgroups
(see Definition 6.9).
If v is a vertex of Γ1(G), then we shall denote its vertex group by G(v),
which is defined up to conjugacy. Similarly if e is an edge of Γ1(G), then
we shall let G(e) denote its edge group.
Γ1(G) is a regular neighborhood, as defined in [SS03], of all the nontriv-
ial almost invariant subsets of G over two-ended subgroups. Thus Γ1(G)
is a bipartite graph of groups with fundamental group G, and with the
vertices in the complementary subsets called V0-vertices and V1-vertices.
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If v is a vertex of Γ1(G), then G(v) is said to be either a V0- or V1-vertex
group, depending on whether v is a V0- or V1-vertex.
Furthermore, each nontrivial almost invariant subset of G over a two-
ended subgroup is “enclosed” by some V0-vertex. We shall define non-
trivial almost invariant sets and the notion of enclosure below, but in the
case that such an almost invariant set is associated to a splitting of G,
this means that the enclosing V0-vertex group admits a splitting that is
compatible with Γ1(G). Moreover, when Γ1(G) is refined by this splitting,
the added edge is associated to the given splitting of G. Each V0-vertex of
Γ1(G) encloses at least one such splitting of G over a two-ended subgroup.
Each V0-vertex v is one of three types:
1. v is isolated
2. v is of Fuchsian type, or
3. v is of commensurizer type.
If v is isolated, then v is of valence two. Moreover, if we let e1 and
e2 denote the edges incident to v, then the inclusions of G(e1) and G(e2)
into G(v) are isomorphisms, and all three subgroups are two-ended.
If v is of Fuchsian type, then G(v) is finite-by-Fuchsian, where the
Fuchsian group is a discrete group of isometries of the hyperbolic plane
or of the Euclidean plane, but is not finite nor two-ended. Associated to
each peripheral subgroup of G(v) there is exactly one corresponding edge
e incident to v, and G(e) is conjugate to that subgroup.
Lastly, if v is of commensurizer type, then v is not isolated nor of
Fuchsian type, and there is a two-ended subgroupH of G with e˜(G,H) > 3
such that G(v) = CommG(H). Only in this case is it possible that the
subgroups carried by the edges incident to v are not two-ended, and in
fact they may not even be finitely generated. It follows that the V1-vertex
groups of Γ1(G) may not be finitely generated either.
We say that a subgroup C of G is a vertex group of isolated, Fuchsian
or commensurizer type respectively if C is the vertex group of a vertex of
Γ1(G) of isolated, Fuchsian or commensurizer type respectively.
It is natural to ask if Γ1(G) is somehow invariant under quasi-isometries.
While the underlying graph of Γ1(G) need not be invariant, one could ask
whether or not the existence of vertex groups of certain types is invari-
ant under quasi-isometries. If the answer to this is ‘yes’, then one could
ask if the locations of these vertex groups is also invariant under quasi-
isometries, in the sense of a quasi-isometry being forced to take a vertex
group to within a finite Hausdorff distance of a vertex group of the same
type. Papasoglu has addressed these questions for the Dunwoody-Sageev
JSJ decomposition of one-ended, finitely presented groups.
The JSJ decomposition of a group G as given by Dunwoody and Sageev
in [DS99] is a graph of groups decomposition of G, say ΓDS(G), which is
bipartite. Call the two types of vertex groups white and black, and then
all the black vertex groups are either of Fuchsian type or of isolated type
(see above). ΓDS(G) describes all the splittings of G over two-ended
subgroups, in the sense that if G splits over a two-ended subgroup C,
either as A ∗C B or A∗C , then C is conjugate into a vertex group of ΓDS,
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has a finite index subgroup which is contained in a black vertex group,
and each white vertex group is conjugate into A or B.
All of the edge groups of ΓDS(G) are two-ended, and it is this that
Papasoglu exploits in [Pap05] to prove the quasi-isometry invariance of
this JSJ decomposition. Specifically, the author proves the following.
Theorem 6.1. [Pap05] Let G and G′ be one-ended, finitely presented
groups. Suppose that f : C 1(G)→ C 1(G′) is a quasi-isometry. Then there
is a constant C > 0 such that if A is a subgroup of G conjugate to a vertex
group, a vertex group of Fuchsian type, or an edge group of the graph of
groups ΓDS(G), then f(A) has Hausdorff distance less than or equal to C
from a subgroup of G′ conjugate to, respectively, a vertex group, a vertex
group of Fuchsian type, or an edge group of ΓDS(G
′).
Given any one-ended, finitely presented group G, ΓDS(G) differs from
Γ1(G) as follows. The Fuchsian type vertex groups of ΓDS(G) and the
Fuchsian type vertex groups of Γ1(G) are the same (up to conjugacy),
and have the same edge groups. Also, the isolated vertex groups of Γ1(G)
are vertex groups of ΓDS(G), and have the same edge groups. Thus V1-
vertices adjacent only to Fuchsian and isolated vertices of Γ1(G) are the
same as the corresponding white vertex groups of ΓDS(G). So Γ1(G)
differs from ΓDS(G) only at the vertices of commensurizer type, and the
adjacent edges and V1-vertices.
Thus Theorem 6.1 shows the invariance under quasi-isometries of the
V0-vertex groups of Γ1(G) of isolated and Fuchsian types, as well as those
V1-vertices that are adjacent only to the isolated and Fuchsian V0-vertices.
It does not, however, answer the question of the invariance of the vertex
groups of commensurizer type.
In fact the vertices of commensurizer type are invariant under quasi-
isometries, and this fact is an immediate corollary to Theorems 3.8 and
4.4, in light of the following fact about Γ1(G):
Theorem 6.2. Let G be a one-ended finitely presented group, and let
H be a two-ended subgroup of G. Then CommG(H) is a vertex group of
Γ1(G) of commensurizer type if and only if e˜(G,H) ≥ 4.
This theorem is not stated explicitly in [SS03], so we digress in order
to explain how it follows from that work.
We will need a more detailed description of Γ1(G) in order to do this.
We begin with some definitions from [SS03].
Let H be a subgroup of G, let X be a subset of G and let X∗ denote
the complement of X in G. Recall that X is said to be H-finite if it is
contained in the union of finitely many cosets Hg of H .
Definition 6.3. X is an H-almost invariant subset of G, or an almost
invariant subset of G over H, if HX = X and the symmetric difference
of X and Xg is H-finite for all g ∈ G.
We say that an H-almost invariant set X is nontrivial if neither X
nor X∗ is H-finite.
(We note that any H-almost invariant subset of G represents an ele-
ment of (PG/FHG)
G from Section 3, though a representative of an ele-
ment of (PG/FHG)
G need not be fixed by the left action of H .)
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Remark 6.4. H-almost invariant subsets of G generalize splittings of G
over H, for there is a natural way to associate to any splitting of G over
H an H-almost invariant set as follows.
Suppose that G admits a splitting over H, and let T be the associated
tree. Let V (T ) denote the vertex set of T , fix a basepoint w ∈ V (T ) and let
e be an oriented edge of T with stabilizer H. Then e determines a partition
of V (T ): consider the two subtrees of T resulting from the removal of the
interior of e. Let Ye denote the vertex set of the subtree containing the
terminal vertex of e and let Y ∗e denote the vertex set of the other subtree.
Let ϕ: G→ V (T ) be defined by setting ϕ(g) = g ·w, let Ze = ϕ
−1(Ye) and
let Z∗e = ϕ
−1(Y ∗e ).
Lemma 2.10 of [SS03] shows that Ze and Z
∗
e are H-almost invariant
subsets of G. Moreover, these sets are canonically associated to the given
splitting, up to complementation and H-finite symmetric difference. (A
different choice of basepoint, for instance, would result in an H-almost
invariant set that has H-finite symmetric difference with Ze.) See section
2 of [SS03] for more details.
By looking at the translates gZe of Ze by elements of G, one can recover
the action of G on T , but in general one does not get a tree action by
looking at translates of almost invariant sets.
There is a notion of almost invariant sets crossing:
Definition 6.5. Let X be an H-almost invariant subset of G and let Y
be a K-almost invariant subset of G. We say that Y crosses X if none of
the four sets X ∩ Y , X∗ ∩ Y , X ∩ Y ∗ and X∗ ∩ Y ∗ is H-finite.
Scott shows in [Sco98] that the crossing of nontrivial almost invariant
sets is symmetric:
Theorem 6.6. [Sco98] Let G be a finitely generated group with subgroups
H and K, let X be a nontrivial H-almost invariant subset of G and let Y
be a nontrivial K-almost invariant subset of G.
Then Y crosses X if and only if X crosses Y .
Recall that, if X is a subset of G then we may think of X as a subset
of the vertex set of C 1(G), hence we may think of the coboundary of X,
δX, as a collection of edges in C 1(G).
In [SS03], notions of strong and weak crossings play an important role.
Definition 6.7. Let X, Y be as in Definition 6.5. Then we say that
Y crosses X strongly if δY ∩ X and δY ∩ X∗ project to infinite sets in
H\C 1(G).
If Y crosses X, but not strongly, then we say that Y crosses X weakly.
Remark 6.8. If Y crosses X strongly, then Y crosses X.
Whether or not Y crosses X strongly does not depend on our choice
of finite generating set for G.
In general, strong crossing is not symmetric: it is possible to have Y
cross X strongly and X cross Y weakly (see Example 2.26 of [SS03]).
However, if H and K are both two-ended, then the notion is symmetric
([SS03], Proposition 7.2).
Finally, we must discuss the notion of enclosing. Recall that, given a
based G-tree T with an edge e, we defined almost invariant sets Ze and
Ze∗ in Remark 6.4.
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Definition 6.9. Let X be a nontrivial H-almost invariant subset of a
group G, let T be a G-tree and let Γ denote the graph of groups decom-
position of G associated to T . Pick a basepoint in V (T ), so that, for any
oriented edge e of T , we can define the sets Ze, Ze∗ as in Remark 6.4.
Suppose that u ∈ V (T ) is such that, for all edges e of T that are
incident to u and directed towards u, X ∩Ze∗ and X
∗ ∩Ze∗ are H-finite.
Then we say that the vertex v = G\u in Γ encloses X.
Suppose for a moment that X is associated to a splitting σ of G (see
Remark 6.4). In this special case, a vertex v in Γ enclosing X is equivalent
to Γ and σ having a common refinement Γ′, that differs from Γ only in
that v is replaced by an edge, and the splitting of G associated to that
edge is σ.
The reader is referred to Section 4 of [SS03] for more detail and moti-
vation for the concept of enclosing.
We have defined everything we need in order to discuss Γ1(G) in
enough detail to explain how Theorem 6.2 follows from [SS03]. All al-
most invariant subsets of G discussed in the remainder of this section are
over two-ended subgroups.
Recall that Γ1(G) is such that its V0-vertices enclose all nontrivial
almost invariant subsets of G, and that each V0-vertex encloses at least
one such subset.
If v is isolated, then the only almost invariant sets enclosed by v are
those from the splitting of G associated to the edges incident to v, hence
v does not enclose any crossing almost invariant sets. Conversely, if a V0-
vertex v does not enclose any crossing almost invariant sets over two-ended
subgroups, then v is isolated. Moreover, if X is an H-almost invariant set
of G which is enclosed by v, then e˜(G,H) must be 2 or 3 (see part 1 of
Theorem 1.9 from [SS07]).
If v is of Fuchsian type, then v is not isolated, and any almost invariant
sets enclosed by v that cross do so strongly. (See Propositions 7.2, 7.4 and
7.5 of [SS03].) Also, Theorem 7.8 of [SS03], tells us that, if X is an H-
almost invariant set that is enclosed by a vertex v of Fuchsian type, then
we have that either e˜(G,H) = 2, or X is associated to the splitting given
by an edge incident to v.
If v is of commensurizer type, then any two almost invariant sets en-
closed by v that cross do so weakly. Moreover, if X and Y are almost
invariant sets over subgroups H and K that are enclosed by v, then H
andK are commensurable (see Propositions 7.3 and 7.5 of [SS03]), G(v) =
CommG(H) = CommG(K), and e˜(G,H) = e˜(G,K) is at least 4. Con-
versely, if H is a two-ended subgroup of G such that e˜(G,H) ≥ 4 and
there exists a nontrivial H-almost invariant subset of G, then there is a
commensurizer vertex group of Γ1(G) that is equal to CommG(H). (See
part 1 of Theorem 1.9 from [SS07].) We note that if e˜(G,H) ≥ 4 and
there are no nontrivial H-almost invariant subsets of G, then Lemma 2.40
of [SS03] implies that H contains a (finite index) subgroup H ′ such that
e˜(G,H ′) = e˜(G,H) and there exists a nontrivial H ′-almost invariant sub-
set of G. Hence in this case Γ1(G) contains a commensurizer vertex group
equal to CommG(H
′) = CommG(H).
Thus if H is a two-ended subgroup of G, then CommG(H) is a vertex
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group of Γ1(G) of commensurizer type if and only if e˜(G,H) ≥ 4. This
proves Theorem 6.2, and thus we have the following immediate corollary
to Theorem 3.8:
Corollary 6.10. Let f : C 1(G) → C 1(G′) be a quasi-isometry between
the Cayley graphs of one-ended, finitely presented groups G and G′. Then
Γ1(G) has a vertex group of commensurizer type if and only if Γ1(G
′)
does.
Moreover, the next fact follows immediately from Theorem 4.4.
Corollary 6.11. Let f : C 1(G) → C 1(G′) be a quasi-isometry between
the Cayley graphs of one-ended, finitely presented groups G and G′, and
suppose that C is a vertex group of Γ1(G) of commensurizer type. Then
there is a vertex group, C′, of Γ1(G
′) of commensurizer type such that
dHaus(f(C), C
′) <∞.
In addition, “small” and “large” vertex groups of commensurizer type
are invariant under quasi-isometries. We recall from [SS03] that a vertex
group C = CommG(H) of Γ1(G) of commensurizer type is said to be small
if H is of finite index in C, and otherwise, C is said to be large. Thus C
is small if and only if e(C) = 2.
Hence Theorem 4.4 also implies the following.
Corollary 6.12. If f : C 1(G1) → C
1(G2) is a quasi-isometry between
the Cayley graphs of finitely presented, one-ended groups G1 and G2, then
Γ1(G1) has a vertex group of small commensurizer type if and only if
Γ1(G2) does, and Γ1(G1) has a vertex group of large commensurizer type
if and only if Γ1(G2) does.
7 On the quasi-isometry invariance of the
topological JSJ decomposition
We recall that any orientable Haken 3-manifold M with incompressible
boundary has a JSJ decomposition, and the “characteristic” pieces of this
decomposition essentially make up the characteristic submanifold of M ,
V (M). (See below for a description of V (M).) In this section, we shall
discuss how Scott and Swarup’s theory of JSJ decompositions of groups,
together with Corollary 6.11, imply the invariance under quasi-isometries
of the Seifert fibered components of V (M) that meet ∂M .
We first remark that M. Kapovich and Leeb have used different meth-
ods to prove a stronger result that implies this one. In Theorem 1.1 of
[KL97], the authors prove the quasi-isometry invariance of all components
of characteristic submanifolds of Haken manifolds with zero Euler charac-
teristic. We also note that, in the earlier work [KL95], the authors proved
the quasi-isometry invariance of the existence of (not necessarily periph-
eral) Seifert fibered components of characteristic submanifolds for Haken
manifolds with zero Euler characteristic that are not Nil nor Sol.
Our main result in this section is the following.
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Corollary 7.1. Let M andM ′ be connected orientable Haken 3-manifolds
with incompressible boundary, and with f : π1(M) → π1(M
′) a quasi-
isometry. Suppose that N is a nonexceptional Seifert fibered component
of the characteristic submanifold of M that meets the boundary of M .
Then there is a nonexceptional Seifert fibered component, N ′, of the
characteristic submanifold of M ′ that meets the boundary of M ′. More-
over, if C denotes the subgroup of π1(M) induced by the inclusion of N
into M and C′ denotes the subgroup of π1(M
′) induced by the inclusion
of N ′ into M ′, then
dHaus(f(C), C
′) <∞.
This corollary will follow immediately from Corollary 6.11 and the
following proposition.
Proposition 7.2. Let M be a connected orientable Haken 3-manifold
with incompressible boundary and let G = π1(M). Then there is a one-to-
one correspondence between the nonexceptional Seifert fibered components
of V (M) that meet ∂M and the commensurizer vertex groups of Γ1(G),
given by taking a Seifert fibered component N to the subgroup of G given
by the inclusion of π1(N) into π1(M).
Before proving Proposition 7.2, we recall some basic definitions. We
say that a 3-manifold M is irreducible if every 2-sphere in M bounds a
3-ball. We call a map of a surface S into M proper if the map takes
∂S into ∂M . A proper embedding of an orientable surface S that is not
the disk or 2-sphere into M is said to be incompressible if it induces an
injection on fundamental groups. An embedding of the 2-sphere intoM is
incompressible if the image does not bound a 3-ball. We say that M has
incompressible boundary if the inclusion of ∂M intoM induces an injection
on fundamental groups. We say thatM is an orientable Haken 3-manifold
if M is compact, orientable, irreducible, and contains an incompressible
surface.
A map of the torus intoM is said to be essential if it is incompressible
and not homotopic into ∂M , and a proper map of the annulus into M is
said to be essential if it is incompressible and is not properly homotopic
into ∂M .
Following [SS03], we shall say that an embedded essential annulus or
torus S in M is canonical if any essential map of the annulus or torus into
M can be properly homotoped until it is disjoint from S. We shall say
that a submanifold N of M is simple if any essential map of an annulus
or torus into M with image in N can be properly homotoped into the
frontier of N .
Jaco and Shalen [JS79] and Johannson [Joh79] proved that there is a
unique finite collection T of disjoint canonical annuli and tori in M such
that T contains one representative from each isotopy class of canonical
annuli and tori in M . These authors also showed that the pieces obtained
by cutting M along T are I-bundles over surfaces, Seifert fibered, or
simple; we shall consider these pieces to be submanifolds of M .
We define the characteristic submanifold of M , V (M), to be the col-
lection of I-bundle and Seifert fibered submanifolds as above, except that
if two such submanifolds meet one another at some surface S ∈ T , then
we shall remove a regular neighborhood of S from V (M). Also if two
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simple submanifolds meet at some S ∈ T , then we shall add a regular
neighborhood of S to V (M).
Thus V (M) is a submanifold of M , each component of which is a
regular neighborhood of an annulus or a torus, an I-bundle over a surface,
or is Seifert fibered. We shall say that a component of V (M) is exceptional
if it is a solid torus with frontier 3 annuli of degree 1, or 1 annulus of degree
2 or 3, or is a twisted I-bundle over the Klein bottle as described in [SS03].
A component of V (M) is called peripheral if it meets ∂M .
We can now show the correspondence between the nonexceptional pe-
ripheral Seifert fiber components of V (M) and the commensurizer vertex
groups of Γ1(π1(M)).
Proof of Proposition 7.2. LetM be a connected orientable Haken 3-manifold
with incompressible boundary and let G = π1(M). For any subgroup H
of a group G, we shall denote by NG(H) the normalizer of H in G.
The proposition is vacuously true if G is finite, so it suffices to take M
such that G is infinite, hence torsion-free. Thus the two-ended subgroups
of G are infinite cyclic.
If N is a Seifert fiber space with infinite fundamental group, then we
have the following short exact sequence:
1→ Z→ π1(N)→ π1(B)→ 1,
where the Z is generated by a regular fiber of N and B denotes the base
2-orbifold of N (see, for example, [Sco83]).
In fact, [Wal67] and [Tol78] imply that if N is an orientable Haken
3-manifold with infinite fundamental group, then the converse holds: if
π1(N) has a normal infinite cyclic subgroup then N is Seifert fibered. We
will be interested in manifolds N that are orientable, irreducible and with
nonempty boundary. Any such N is Haken, so this result will apply.
Consider again M and G, and suppose that H = 〈h〉 ⊂ G is infinite
cyclic. Recall thatNG(H) ⊂ CommG(H); it follows from work of Jaco and
Kropholler that CommG(H) = NG(〈h
m〉) for some m ≥ 1. To see this, we
have that Jaco showed in [Jac75] that any g ∈ CommG(H) is contained in
NG(〈h
n〉) for some n, thus any finitely generated subgroup of CommG(H)
is contained in NG(〈h
n〉), for some n depending on the subgroup. In
[Kro90b], Kropholler showed that ascending chains of centralizers in G
must terminate, and thus ascending chains of normalizers of infinite cyclic
subgroups must also terminate. Since CommG(H) can be exhausted by
finitely generated subgroups, it follows that CommG(H) = NG(〈h
m〉) for
some m ≥ 1, and that CommG(H) is finitely generated.
We note that if M is Seifert fibered and H ∼= Z denotes the subgroup
of π1(M) that is carried by a regular fiber of M , then H has infinite index
in π1(M), and has more than three coends in G if and only if M is a
nonexceptional Seifert fiber space with nonempty boundary. Thus the
proposition follows if M is Seifert fibered or G is itself of commensurizer
type.
We shall now prove the proposition, assuming neither of these are the
case. Suppose that N is a Seifert fibered component of V (M) and let
C denote the subgroup of G that is carried by N . Thus N is orientable,
Haken and with boundary, and C must be finitely generated. Let H = 〈h〉
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denote the subgroup of G generated by a regular fiber of N , so that H is
normal in C. As we noted above, H is of infinite index in C, and N is
peripheral and nonexceptional (hence a peripheral component of V (M))
exactly when e˜(G,H) > 3.
In this case, C is contained in a commensurizer vertex group C′ =
CommG(H) of Γ1(G), with C
′ = NG(〈h
m〉) finitely generated and m ≥ 1.
Suppose that this containment is proper.
Consider the cover of M with fundamental group C′, which we shall
call MC′ , and denote by ρ the projection from MC′ to M . By the theory
of Scott [Sco73], MC′ contains a compact submanifold, let’s say N
′, with
fundamental group C′. Thus N ′ is a Seifert fiber space, and it follows from
[JS79] or [Joh79] that ρ can be homotoped so that ρ(N ′) is contained in
a Seifert fibered component of V (M).
As we have assumed that C is properly contained in C′, this component
must be different from N . Let us call it S, and note that S is nonexcep-
tional and peripheral, for e˜(G, 〈hm〉) > 3 and hence the subgroup carried
by a regular fiber of S will also have more than three coends in G. It fol-
lows that there is a collection of canonical annuli and tori that separates
N from S in M , which we shall call Σ1, . . . ,Σk. Hence G has a graph
of groups decomposition over the surface groups π1(Σi), with C and C
′
contained in distinct vertex groups. But C ⊂ C′, so C must be contained,
up to conjugacy, in an edge group π1(Σi). This is not possible, hence we
must have that C = C′.
Now suppose that C′ = CommG(H) is a commensurizer vertex group
of Γ1(G), so C
′ = NG(〈h
m〉) for some m ≥ 1 and C′ is finitely generated.
Consider the cover of M with fundamental group C′, which we shall call
MC′ , and denote by ρ the projection from MC′ to M . As we saw above,
MC′ contains a Seifert fiber space N
′, and ρ can be homotoped so that
ρ(N ′) is contained in a Seifert fibered component S of V (M). Let D
denote the inclusion of π1(S) into G, and we have that C
′ ⊂ D and
D = NG(H
′), where H ′ is a finite index subgroup of 〈hm〉. We note
that e˜(G,H ′) > 3, so S is nonexceptional peripheral. But NG(H
′) ⊂
CommG(H
′) = CommG(H), so D = C
′, and the proposition follows.
8 Application to the groups QI(G)
Proposition 4.3 gives us some insight into the structure of groups of quasi-
isometries of one-ended, finitely presented groups. In this section, we
provide an analogue (Corollary 8.1) to a result of Souche and Wiest, who
investigate QI(T × Rn) for infinite trees T in [SW02]. In addition, we
note Corollary 8.3, which is a weaker, but far more general result.
We first introduce the notion of the group of quasi-isometries of a
group. Given metric spacesX and Y , one may consider all quasi-isometries
from X to Y , modulo the relation that f ∼ f ′ when
sup
x∈X
d(f(x), f ′(x)) <∞. (5)
We shall denote this set by QI(X,Y ). It is standard to denote QI(X,X)
by QI(X), and QI(C 1(G)) by QI(G), for any finitely generated group G.
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These latter sets form groups, and are generally very complicated–for
instance, Sankaran showed in [San06] that QI(Z) contains Thompson’s
group F and the free group of continuous rank.
Our first corollary is about the quasi-isometries of commensurizer
groups. Suppose that G is finitely presented, one-ended, and equal to the
commensurizer of a two-ended subgroup H such that e˜(G,H) ≥ 3. Then
recall that we can think of H as a subset of the vertex set of C 1(G). The
vertex set of C 1(G) is equal to the disjoint union of the translates (that
is, cosets) of H , and any two translates gH, g′H are of finite Hausdorff
distance from one another (see Lemma 4.1).
Thus we can define a metric on G/H such that the distance between
gH and g′H is equal to the Hausdorff distance between gH and g′H in
C
1(G). Note that if H happens to be a normal subgroup of G, then this
recovers the metric on the vertex set of the Cayley graph for G/H , with
respect to the given generating set for G.
If f is a quasi-isometry from G to itself, then, by Theorem 3.8 and
Proposition 4.3, there is some infinite cyclic H ′ ⊂ G with e˜(G,H ′) ≥ 3
and a constant y such that, for each g ∈ G, dHaus(f(gH), g
′H ′) < y for
some g′ ∈ G. In addition, it follows from Theorem 3.1 that H and H ′
are a finite Hausdorff distance from one another in C 1(G). Hence there
is some constant z ≥ y such that, for each g ∈ G, dHaus(f(gH), g
′H) < z
for some g′ ∈ G.
Thus the quasi-isometry f : C 1(G)→ C 1(G) induces a map from G/H
to itself, that takes any gH to some point g′H such that dHaus(f(gH), g
′H)
< z. As f is a quasi-isometry, it follows that this new map is as well.
We note moreover that any quasi-isometry of G/H to itself induces a
natural quasi-isometry of G to itself. Hence we have the following.
Corollary 8.1. Suppose that G is a one-ended, finitely presented group
such that G = CommG(H) for a two-ended subgroup H of G that has at
least three coends in G. Consider G/H, with a metric defined by setting
the distance between gH and g′H to equal the Hausdorff distance between
the vertex sets gH and g′H in C 1(G).
Then there is a canonical map QI(G)→ QI(G/H) that is surjective.
Remark 8.2. We note that the kernel of this map QI(G) → QI(G/H)
is exactly the set of equivalence classes of quasi-isometries f : C 1(G) →
C
1(G) for which the distances dHaus(f(gH), gH) are uniformly bounded.
We can generalize this idea to get a weaker result for general one-
ended finitely presented groups G. Suppose that G contains at least one
two-ended subgroup H with e˜(G,H) ≥ 3, and for any such H , let MH
denote the metric space with underlying set equal to CommG(H)/H and
the distance between any two points gH and g′H defined to equal the
Hausdorff distance between those sets in C 1(G).
Fix any such H , and any quasi-isometry f : C 1(G) → C 1(G). Then
Theorem 3.8 shows that there is some two-ended subgroup of G, H ′,
(possibly equal to H) such that dHaus(f(H),H
′) < ∞ and e˜(G,H) =
e˜(G,H ′).
Proposition 4.3 implies that f induces a quasi-isometry from MH to
MH′ as in the above argument. Thus, not only do we get a natural map
taking f into QI(MH ,MH′), but we also get a natural map of f into the
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symmetric group of a suitable collection of two-ended subgroups of G with
a fixed number of coends.
We shall fix some more notation so that we can say this more carefully.
For each n ∈ {3, 4, 5, . . .}∪{∞}, letKn denote a maximal collection of two-
ended subgroups of G that have n coends in G and are of pairwise infinite
Hausdorff distance in C 1(G). Thus, for any n, f induces an element of∏
H∈Kn
QI(MH,Mσ(H)), for some σ in the symmetric group on Kn.
In fact, we can say a bit more. Note that by Theorem 4.4, any groupsH
and σ(H) as above must have quasi-isometric commensurizers. Thus if we
let {Kjn}j∈Jn denote the partition of Kn into collections of subgroups with
quasi-isometric commensurizers, i.e. H,H ′ ∈ Kjn for some j ∈ Jn if and
only if CommG(H) and CommG(H
′) are quasi-isometric, then the permu-
tation σ above must be contained in
∏
j∈Jn
Sym(Kjn), where Sym(K
j
n)
denotes the symmetric group on Kjn. Moreover, f induces such a map for
all n.
Thus we have the following corollary:
Corollary 8.3. Let G be a one-ended finitely presented group and let
N = {3, 4, 5, . . .} ∪ {∞}. For any n ∈ N , let Kn be a maximal collection
of two-ended subgroups of G with n coends that have mutually infinite
Hausdorff distance, and let {Kjn}j∈Jn be the partition of Kn into sets of
subgroups of quasi-isometric commensurizers.
Then there is a canonical map
QI(G)→
{∏
n∈N
∏
H∈Kn
QI(MH ,Mσ(H)) : σ ∈
∏
n∈N
∏
j∈Jn
Sym(Kjn)
}
.
Remark 8.4. In contrast to Corollary 8.1, we expect that the map given
in Corollary 8.3 will typically not be surjective.
Remark 8.5. As was the case in Corollary 8.1, the kernel of the map
given in Corollary 8.3 is not hard to describe at the following level: a
quasi-isometry f : C 1(G) → C 1(G) is in this kernel if and only if, for
each two-ended subgroup H with at least three coends in G, there is a
constant y ≥ 0 such that, for all g ∈ CommG(H), dHaus(f(gH), gH) < y.
9 When Fn⋊Z is quasi-isometric to Fn×Z
Our final application of Theorem 4.4 characterizes when a semi-direct
product of a free group with Z is quasi-isometric to the direct product of
the two groups. Specifically, we shall prove the following.
Corollary 9.1. Let Fn be the free group on n generators for any n ≥ 1.
Then Fn ⋊ Z is quasi-isometric to Fn × Z if and only if it is virtually
Fn × Z.
Related results have been proven by Bridson and his coauthors. In
Proposition 3.7 of [AB95], Alonso and Bridson show that a group G, that
is an extension of the form 1 → H → G → Q → 1 defined by a function
ϕ: Q→ Aut(H) and a cocycle f : Q×Q→ H , is quasi-isometric to H×Q
if ϕ and f have finite images.
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In [Bri95], Bridson considers groups of the form A⋊F for A finitely gen-
erated and abelian, and F finitely generated and free. By characterizing
when the Dehn functions of these groups are polynomial and determining
their degrees in those cases, Bridson is able to give necessary conditions
for these groups to be quasi-isometric to one another. In [BG96], Brid-
son and Gersten further analyze the groups of the form Zn ⋊ Z, and find
further necessary (and in special cases, sufficient) conditions for two such
groups to be quasi-isometric (see section 5 of [BG96]).
We shall begin the proof of Corollary 9.1 with a few standard lemmas.
Lemma 9.2. Let Fn be the free group on n generators, n ≥ 1, and let
H be an infinite cyclic subgroup of Fn. Then CommFn(H) is the unique
maximal infinite cyclic subgroup of Fn that contains H.
Proof. Let C 1(Fn) be the Cayley graph of Fn with respect to the standard
presentation, thus C 1(Fn) is a regular 2n-valent tree on which Fn acts
simplicially, freely and with quotient a bouquet of n copies of S1.
Let h denote a generator of H . As h acts freely on C 1(Fn), h has
an axis, which we shall denote by γ. Let H ′ denote the subgroup of Fn
that preserves γ, so H ⊆ H ′. As Fn is torsion free, it follows that H
′ is
infinite cyclic. Note that any infinite cyclic subgroup of G containing H
must preserve γ (see Proposition II.6.2(2) of [BH99]), hence H ′ must be
the unique maximal infinite cyclic subgroup of Fn that contains H .
Let h′ denote a generator of H ′, and fix k ∈ Z such that h = (h′)k. It
is clear that h′ normalizes H , and hence that H ′ ⊆ CommFn(H).
On the other hand, suppose that g ∈ CommFn(H), hence there exist
nonzero integers n,m such that hn = ghmg−1. It follows that the axis
of ghmg−1 equals γ. On the other hand, the axis of ghmg−1 must be gγ
(see again Proposition II.6.2(2) of [BH99]), thus gγ = γ so g ∈ H ′. Hence
H ′ = CommFn(H).
Lemma 9.3. Let Fn be the free group on n generators with n ≥ 1, and
suppose that f1, f2 ∈ Fn and k is an integer, k 6= 0, such that f
k
1 = f
k
2 .
Then f1 = f2.
Proof. We may assume that k > 0. For each i, note that fi can be
expressed uniquely as a minimal word of the form uiwiu
−1
i , where wi is
cyclically reduced. Thus, for any positive integer j, f ji is represented by
the minimal word uiw
j
iu
−1
i , and thus the word length of f
j
i (with respect
to the standard generating set for Fn) is equal to l(ui)+j ·l(wi)+l(u
−1
i ) =
2l(ui) + j · l(wi).
If fk1 = f
k
2 then, for any integer m, f
km
1 = f
km
2 . Hence
2l(u1) +mk · l(w1) = 2l(u2) +mk · l(w2)
for any integer m, and it follows that l(w1) = l(w2) and l(u1) = l(u2). As
each uiw
k
i u
−1
i is a reduced word, it follows that u1 = u2, and w1 = w2,
thus f1 = f2.
We can now prove the main fact needed for Corollary 9.1:
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Proposition 9.4. Let n ≥ 1, let α: Z → Aut(Fn) be a homomorphism,
let π: Aut(Fn) → Out(Fn) be the quotient homomorphism, let G denote
the semidirect product Fn⋊α Z and let H be an infinite cyclic subgroup of
G.
If πα has infinite image, then CommG(H) is of infinite index in G.
Proof. The proposition is vacuously true in the case that n = 1, so suppose
that n > 1.
Let SF = {f1, f2, . . . , fn} be the standard generating set for Fn. Let
A denote the infinite cyclic subgroup of G such that G = Fn ⋊α A, and
let t denote a generator of A. For any b ∈ A, let αb denote the image of
b under α.
Recall that G is generated by SF ∪ A, and that, for any a ∈ A and
f ∈ Fn, we have that
af = αa(f)a and fa = aαa−1(f).
Thus any g ∈ G can be written uniquely in the form fa, for some f ∈ Fn
and a ∈ A.
Let H = 〈h〉 be an infinite cyclic subgroup of G. If h ∈ Fn, then
Lemma 9.2 implies that CommFn(H) is an infinite cyclic subgroup of Fn.
Thus [Fn : CommFn(H)] =∞.
Note that CommFn (H) = CommG(H)∩Fn, hence in this case CommG(H)
is of infinite index in G.
Suppose next that h = a ∈ A. If there is some g contained in
Fn∩CommG(H), then there must be nonzero integers k, k
′ such that
ak = gak
′
g−1.
Then ak = gα
ak
′ (g−1)ak
′
. As gα
ak
′ (g−1) ∈ Fn, a
k, ak
′
∈ A and Fn ∩A =
ø, it follows that k = k′, and that g = αak (g).
Note that |Im(πα)| =∞ implies that |Im(α)| =∞, and we claim that
|Im(α)| =∞ implies that there exists some g0 ∈ Fn such that αb(g0) 6= g0
for all nontrivial b ∈ A. For if no such g0 did exist, then, for each i =
1, 2, . . . n, there would be some positive integer ki such that αtki (fi) =
fi. Let k equal the least common multiple of the ki’s, and it follows
that αtk fixes each generator of Fn. Thus αtk = id and |Im(α)| ≤ k, a
contradiction.
Hence there is some g0 ∈ Fn that is such that αb(g0) 6= g0 for all
nontrivial b ∈ A, and hence g0 /∈ CommG(H). It follows from Lemma 9.3
that, for each nonzero integer r and for all nontrivial b ∈ A, αb(g
r
0) 6= g
r
0 ,
and hence gr0 /∈ CommG(H). Thus the elements g
r
0 , r ∈ Z, are contained
in distinct cosets of CommG(H) in G, and so [G : CommG(H)] = ∞ in
this case as well.
The general case remains: suppose that h is neither contained in Fn
nor contained in A. Then there are nontrivial f ∈ Fn, a ∈ A such that
h = fa. Suppose that there is some element g ∈ Fn∩CommG(H), so there
exist nonzero integers k, k′ such that
(fa)k = g(fa)k
′
g−1.
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Then there exist f ′, f ′′ ∈ Fn such that the above equation becomes
f ′ak = f ′′ak
′
,
and hence k = k′ as in the previous case.
For any integer i, definemi = (fa)
ia−i, and note thatmia
i = (fa)i, so
in particular, mi ∈ Fn and, when i is nonzero, mi is nontrivial. We claim
that, for any g ∈ Fn, (fa)
k = g(fa)kg−1 if and only if αak(g) = m
−1
k gmk.
To see this, note that we have:
(fa)k = g(fa)kg−1
⇔ mka
k = gmka
kg−1 = gmkαak(g
−1)ak
⇔ mk = gmkαak(g
−1)
⇔ αak(g) = m
−1
k gmk
as desired.
Now suppose that there is some nontrivial g ∈ Fn that is not contained
in CommG(H). Then there is no nonzero k such that αak(g) = m
−1
k gmk.
Suppose that some nontrivial power of g, gr, was contained in CommG(H).
Then, for some nonzero value of k, we would have
αak (g
r) = m−1k g
rmk
and hence
[αak (g)]
r = [m−1k gmk]
r.
By Lemma 9.3, αak(g) = m
−1
k gmk, so we have reached a contradiction.
Thus if g /∈ CommG(H), then for each nonzero integer r, g
r /∈ CommG(H).
As in the previous case, it follows that the elements gr are contained in
distinct cosets of CommG(H) in G and [G : CommG(H)] =∞ as desired.
It remains to consider the case that Fn ⊂ CommG(H). In this case,
we have that in particular fi ∈ CommG(H) for each 1 ≤ i ≤ n; let ki be
a nonzero integer such that
(fa)ki = fi(fa)
kif−1i .
Note that we can take each ki to be positive.
Let k equal the least common multiple of the ki’s. Thus, for each i,
(fa)k = fi(fa)
kf−1i
and hence αak(fi) = m
−1
k fimk for each i. It follows that αak acts on Fn
by conjugation by mk and hence that |Im(πα)| is finite. It follows that
|Im(πα)| = ∞ implies that [G : CommG(H)] = ∞ for any infinite cyclic
subgroup H of G.
We can now prove the main result in this section.
Corollary 9.1.Let Fn be the free group on n generators for any n ≥ 1.
Then Fn⋊Z is quasi-isometric to Fn×Z if and only if it is virtually Fn×Z.
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Proof. Let α: Z → Aut(Fn) be the homomorphism such that Fn ⋊ Z =
Fn⋊α Z. Let A = 〈t〉 denote the infinite cyclic subgroup in the statement
of the corollary, let Fn = 〈f1, . . . , fn〉, let G⋊ denote Fn ⋊α A and let G×
denote Fn × A.
Certainly if G⋊ is virtually G×, then the groups are quasi-isometric.
We claim that |Im(πα)| < ∞ implies that G⋊ is virtually G×, where π
denotes the quotient homomorphism from Aut(Fn) to Out(Fn) as in the
previous proposition.
For suppose that |Im(πα)| <∞, so that there is some nonzero k such
that αtk is an inner automorphism of Fn, with m ∈ Fn such that αtk
takes any f ∈ Fn to mfm
−1. Let Gk denote the subgroup of G⋊ that
is generated by f1, . . . , fn, and t
k, and we have that Gk ∼= G×, by an
isomorphism from G× to Gk that acts as the identity on F , and takes t
to m−1tk.
To see that Gk is of finite index in G⋊, recall that any element of G⋊
can be written uniquely in the form ftl for some f ∈ Fn and l ∈ Z. It
follows that any g ∈ G⋊ is of the form (ft
mk)(ti), for some m ∈ Z and
0 ≤ i < k. Thus G⋊ = ∪
k−1
i=0Gkt
i, so Gk is of index no more than k in
G⋊, as desired.
Thus it remains to show that G⋊ and G× are not quasi-isometric in
the case that |Im(πα)| = ∞. Recall from Proposition 9.4 that in this
case, for each subgroup H ∼= Z of G⋊, [G⋊ : CommG⋊ (H)] =∞.
It is clear that the quotient by A of the Cayley graph of G× has
infinitely many ends, and hence e˜(G×, A) = ∞. Note also that G× =
CommG× (A). Thus if there were a quasi-isometry from G× to G⋊, then it
would follow from Theorem 4.4 that there is some z > 0 and some infinite
cyclic subgroup H of G⋊ such that the z-neighborhood of CommG⋊ (H) in
the Cayley graph of G⋊ is equal to the whole Cayley graph. This, however,
would imply that CommG⋊ (H) is of finite index in G⋊, a contradiction.
A Appendix
This appendix contains a proof of Theorem 3.1, which is provided to
clarify the argument given in [Pap05]. A few definitions are required first.
Let (X, d) be a metric space. If A,B ⊂ X then let dinf (A,B) denote
inf
a∈A,b∈B
d(a, b).
We note that when A and B are not single points, this function does not
necessarily obey the triangle inequality. Nonetheless, this notation will be
useful to us.
If A ⊂ X, let fr(A) denote the frontier of A in X, so fr(A) = A ∩
X −A.
Let A ⊂ B ⊂ X, with B path connected, and we will let CH(A,B)
denote the convex hull of A in B, with respect to the path metric in B
induced by the geometry of X.
Fix A0 > 0, and recall from the proof of Lemma 5.3 that a sequence
s0, s1, . . . , sn of points in X is an A0-chain from s0 to sn if d(si, si+1) < A0
for all i.
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Let L′ be a (φ,N) quasi-line with associated line l′. Following [Pap05],
if x = l′(x0) and y = l
′(y0), then we will denote by [x, y]l′ the segment
l′([x0, y0]) in L
′, and we will write x < y if x0 < y0. Moreover, for
arbitrary x, y ∈ L′, we shall denote by [x, y]L′ the “thickened segment”
{z ∈ L′ : d(z, [x0, y0]l′ ≤ N}, where x0 (y0 respectively) is a point in l
′
that can be connected to x (y respectively) by a path in L′ of length no
more than N . Let length([x, y]L′) denote length([x0, y0]).
Recall that we say that two points a and b are K-separated by a quasi-
line L1 if BK(a) and BK(b) are in different components of X − L1.
Theorem 3.1 [Pap05] Let G be a one-ended, finitely presented group, and
let L,L1 be (φ
′, N ′) quasi-lines in C 1(G) that satisfy iness(m′1). Suppose
that L is 3-parting.
Then there is some K = K(G,φ′, N ′,m′1) such that no two points
a, b ∈ L are K-separated by L1.
Proof. Let C 1 = C 1(G) and let C 2 = C 2(G). Recall that we may think
of C 1 as the 1-skeleton of C 2, and that there is a uniform bound to the
size of the 2-cells of C 2. We will begin by showing that it suffices to work
in C 2, instead of C 1.
We note that there exist Λ ≥ 1, C ≥ 0, depending only on G (and its
associated finite presentation), such that the inclusion of C 1 into C 2 is a
(Λ, C) quasi-isometry.
Suppose that L′ is a (φ′, N ′) quasi-line in C 1 that satisfies iness(m′1)
and is n-parting in C 1, for some n ≥ 1, and consider L′ as a subset of the
1-skeleton of C 2. By Lemmas 2.18 and 3.7, there is a neighborhood of
L′ in C 2, which we shall call L˜′, that is an n-parting (φ′′, N ′′) quasi-line
satisfying iness(m1), where φ
′′, N ′′ and m1 depend only on G,φ
′, N ′ and
m′1. We can further assume that L˜
′ is a subcomplex of C 2.
Now recall the quasi-lines L, L1 in C
1. Suppose that there is some K
such that no two points in L˜ can be K-separated by L˜1 in C
2. Recall that
inclusion is a (Λ, C) quasi-isometry from C 1 to C 2. Thus no two points
in L can be (ΛK + C +N ′′)-separated by L1 in C
1, so the theorem will
follow, with (ΛK + C +N ′′) replacing K. Thus we shall no longer work
with C 1, but with C 2 instead, together with L˜ and L˜1, which are both
(φ′′, N ′′) quasi-lines.
We shall next reduce to the case that L˜ is simply connected. Let ∆′
denote a collection of regular polygons attached to C 2 along all simple
closed edge paths of L˜ of length no more than [φ′′(2N ′′ + 1) + 2N ′′ + 1].
Then the methods from the proof of Lemma 2.13 show that L˜ ∪ ∆′ is
simply connected in C 2 ∪∆′. Let X denote C 2 ∪∆′, and we note that X
is simply connected.
By construction L˜ is 3-parting in C 2, and it follows that L˜ ∪ ∆′ is
3-parting in X. Also we have that L˜ ∪∆′ is a (φ,N) quasi-line, for some
φ and N depending on φ′′ and N ′′.
Consider the union of L˜1 with any cells of ∆
′ that meet it. This union
has at least as many essential complementary components in X as L1
does in C 1, and is also a (φ,N) quasi-line. By abuse of notation, we shall
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refer to this union containing L˜1 as L1, and we shall refer to L˜ ∪∆
′ as L
throughout the following.
Thus L and L1 are both (φ,N) quasi-lines, and L is 3-parting. We
note that both L and L1 satisfy iness(m1). Moreover, as L is simply
connected and X is the union of a Cayley complex of G and some 2-cells
of bounded size, the methods in the proof of Lemma 2.14 show that L
and L1 satisfy ess(m0) for some m0 ≥ 0.
We claim that it suffices to consider L and L1 in X to prove the
theorem. For the inclusion of C 2 into X is a (Λ′, C′) quasi-isometry for
some Λ′ ≥ 1, C′ ≥ 0 depending on G and [φ′′(2N ′′ + 1) + 2N ′′ + 1]. So if
we can find a value of K such that no two points in L can be K-separated
by L1 in X, then it follows that no two points of L˜ can be (Λ
′K + C′)-
separated by L˜1 in C
2, so the theorem holds.
We shall make one final reduction before beginning our argument. Let
l be the line associated to L and let l1 be the line associated to L1. If we
show that no two points a and b of L can be K-separated by L1 in the
case that a and b are vertices of l, then our result follows: in order to get
the constant K for arbitrary a, b ∈ L, it suffices to add (N + 1) to the
constant we find, since any point in L is a distance of less than (N + 1)
from a vertex of l.
Thus we shall prove that, given the new quasi-lines L and L1 defined
above in the 2-dimensional CW complex X, there exists some K such that
no two vertices a, b in l can be K-separated by L1.
We shall make use of winding numbers (of curves about points in the
disk) in our argument. See, for instance, Chapter 10 of [Mun00]. In
particular, we will need the following fact.
Lemma A.1. Suppose that α, β, γ are oriented curves in a 2-disk D2, and
let −γ denote the curve γ with the opposite orientation. Suppose further
that α ∪ β, α ∪ γ, and β ∪ −γ are closed oriented curves, and that v is a
point in D2 that is not met by α, β or γ. For any oriented closed curve
δ ⊂ D2 − {v}, let wv(δ) denote the winding number of δ about v.
Then
wv(α ∪ β) = wv(α ∪ γ) +wv(β ∪ −γ).
We will also make use of the next lemma. Stated in the setting of C 1,
Lemma 1.9 of [Pap05] may be restated as the following.
Lemma A.2. [Pap05] Let G be a finitely presented group and let L′
be a 1-parting (φ,N) quasi-line in C 2(G) that satisfies ess(m0). Given
any r1 > 0, there is some r2 = r2(G,φ,N, r1,m0) > max{r1,m0} such
that, for any vertices a < b in L′ with length([a, b]L′) > 2r2, and for any
essential component Y of C 2(G)−L′, there is a simplicial path p joining
a to b in Y ∪ L′, such that
1. p ∩Nr1([a+ r2, b− r2]L′) = ø, and
2. p ⊂ Nr2([a, b]L′).
As X is a Cayley complex, together with additional 2-cells of bounded
size, we note that there is an increasing function i: R+ → R+ such that,
for any simplicial path in X of length less than or equal to r, there is
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a simplicial null-homotopy of that path that is contained in the i(r)-
neighborhood of the path. The methods of Lemma 2.13, together with
this observation, imply the following lemma.
Lemma A.3. There exists a constant M =M(X, φ′′, N ′′, i) such that, for
any closed curve γ in L1, there is a null-homotopy of γ that is contained
in NM (γ) ⊂ NM (L1).
We shall now set up some constants so that we can show that no two
vertices in l can be K-separated by L1, for a value of K to follow. Let
R > ( 1
2
φ(2N)+N +M), let K1 > [
1
2
φ(2(N +R+1))+(2N+R+1)+N ],
let r1 be larger than K1+N , and let r2 be as in Lemma A.2, with respect
to r1 and the other data we are working with. Let K > max{
1
2
[φ(K1 +
N + r2) +K1 +N + r2], r2 +R + 1}.
In summary, we have the following conditions on constants:
• R > 1
2
φ(2N) +N +M
• K1 >
1
2
φ(2(N +R + 1)) + (2N +R+ 1) +N
• r1 > K1 +N
• r2 is from Lemma A.2 and depends on G,φ,N, r1 and m0, with
r2 > max{r1,m0}
• K > max{ 1
2
[φ(K1 +N + r2) +K1 +N + r2], r2 +R+ 1}
Recall also that φ: R≥0 → R≥0 is such that φ(t) ≥ t for all t ∈ R≥0.
Now suppose that a < b ∈ l are K-separated by L1. Let X1, X2, X3
denote essential complementary components of L, and, for i = 1, 2, 3, let
pi denote a path from a to b in Xi ∪ L from Lemma A.2, with respect to
the constants r1 and r2.
We can alter each pi so that it is a simple (simplicial) path, by deleting
any subpaths that begin and end at the same point. Note that this does
not alter any of the properties from Lemma A.2 that are satisfied by pi.
As a and b are in distinct components of the complement of L1 and
each pi is a path from a to b, it follows that (pi ∩ L1) is nonempty. Let
x ∈ (pi∩L1) for any i, and we shall show that dinf (x, L) > K1. It suffices
to show that, for any point c ∈ l, d(x, c) > K1 +N .
As r1 > K1 + N and x ∈ pi, if c ∈ [a + r2, b − r2]l then it is clear
that d(x, c) > K1 + N from the construction of pi. If c ∈ [(Br2(a) ∪
Br2(b))∩ [a, b]l], then note that K >
1
2
[φ(K1 +N + r2) +K1 +N + r2] ≥
1
2
[(K1 +N + r2) +K1 +N + r2] = K1 +N + r2, and recall that a and b
are K-separated by L1. Thus
d(x, c) ≥ dinf (L1, c) ≥ dinf (L1, Br2(a) ∪Br2(b)) > K1 +N,
so d(x, c) > K1 +N .
It follows from the construction of pi that x is of distance no more
than r2 from a point d in [a, b]l. Now suppose that c ∈ (−∞, a − r2]l. If
d(x, c) ≤ K1+N , then d(d, c) ≤ d(d, x)+d(x, c) ≤ K1+N+r2, and hence
length[d, c]l ≤ φ(K1+N + r2). On the other hand, x ∈ L1, so x /∈ BK(a)
and hence
K ≤ d(a, x) ≤ d(a, c) + d(c, x) ≤ length[a, c]l + (K1 +N)
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and
K ≤ d(a, x) ≤ d(a, d) + d(d, x) ≤ length[a, d]l + r2.
As a ∈ (d, c)l, length[c, d]l = length[a, c]l+length[a, d]l, hence the addition
of the above equations yields
2K ≤ length[c, d]l +K1 +N + r2.
Combining this with the above observation that length[d, c]l ≤ φ(K1 +
N + r2), we have that
2K −K1 −N − r2 ≤ length[a, d]l ≤ φ(K1 +N + r2).
Thus K ≤ 1
2
[φ(K1 +N + r2)+K1 +N + r2]. But this contradicts our
choice of K. Thus d(x, c) > K1+N , and similarly if c ∈ [b+ r2,∞)l, then
d(x, c) > K1 +N as well. Hence dinf (x,L) > K1.
Note that, if i 6= j, then (pi ∩ pj) ⊂ L. It follows from this and our
previous observation that pi and pj will not meet in L1.
For each i, let qi: S
1 → (Xi ∪ L) traverse the closed simplicial path
pi∪[a, b]l. As L is simply connected, Van Kampen’s Theorem implies that
each Xi ∪ L is simply connected. Thus there is a map gi: (Di, ∂Di) →
(Xi∪L, qi(S
1)), whereDi denotes a copy of the 2-diskD
2, and gi|∂Di = qi.
We shall denote by pˆi the subpath of ∂Di mapped homeomorphically
onto pi by gi. Similarly let ˆ[a, b] denote the subpath of ∂Di mapped
homeomorphically onto [a, b]l, so ∂Di = pˆi ∪ ˆ[a, b]. We may resize Di
and assume that the restriction of gi to the domains pˆi and ˆ[a, b] has unit
speed.
Let Dˆ = D1
∐
D2
∐
D3/ ∼, where ∼ denotes the canonical identifica-
tion of the subpaths ˆ[a, b] in D1, D2, D3. We shall from now on consider
D1, D2, and D3 as subsets of Dˆ. Let g denote the map from Dˆ into X
that is induced by g1, g2, g3. The restriction of g to ˆ[a, b] is a unit speed
homeomorphism onto [a, b]l; let aˆ denote the preimage of a under this
restriction of g, and let bˆ denote the preimage of b. The restriction of g to
each pˆi is also a unit speed homeomorphism. As a and b are in different
components of the complement of L1, note that the preimage of L1 under
g is a (possibly disconnected) subset of Dˆ that separates aˆ from bˆ.
Note that each pi is simplicial and L is a subcomplex of X, hence ∂Dˆ
meets g−1(L) in only finitely many components.
As L1 K-separates a and b, and K > R, it follows that there exist
points e1 < e2 ∈ (a, b)l such that BR(e1) ∩ L1 = ø= BR(e2) ∩ L1, and e1
and e2 are in different components of X −L1, say Y1 and Y2 respectively.
Furthermore, we may choose e1 and e2 such that, fixing ǫ≪ 1 < d(e1, e2)
(recalling that the edges of X are of length 1), we have that for any
q ∈ [e1 + ǫ, e2 − ǫ]l, BR(q) meets L1. Let Bi denote BR(ei) for i = 1, 2.
As g is a homeomorphism from ˆ[a, b] to [a, b]l, for each k = 1, 2,
g−1(ek) ∩ ˆ[a, b] is one point - denote it by eˆk.
For any 1 ≤ i < j ≤ 3, let Dij denote (Di∪Dj) ⊂ Dˆ. Note that Dij is
a copy of the disk and ∂Dij = pˆi∪ pˆj . Recall that g was defined to take Dˆ
into X; from now on, we shall have g denote the restriction of this map to
Dij . Note that the image of this restriction is contained in (Xi ∪Xj ∪L).
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Let Bˆk denote the connected component of g
−1(Bk) that contains eˆk.
As L1 separates B1 from B2, it follows that g
−1(L1) separates Bˆ1 from Bˆ2.
Let Aij denote the connected component of g
−1(Y1) in Dij that contains
Bˆ1. Thus there is some connected component, δˆij , of the frontier of Aij
that separates Bˆ1 from Bˆ2. Note that δˆij is contained in g
−1(L1).
We may further take δˆij to be a simple curve by removing subpaths
that begin and end at the same point, while maintaining that δˆij separates
Bˆ1 from Bˆ2.
A priori, δˆij may or may not be a closed curve.
Lemma A.4. δˆij is not a closed curve, but rather must be an arc.
The proof of this lemma follows the completion of this argument.
Thus δˆij is a curve with two distinct endpoints in pˆi ∪ pˆj . Let xˆ, yˆ
denote these endpoints. We may assume that these endpoints are exactly
the intersection of δˆij with pˆi ∪ pˆj .
For any c1, c2 ∈ l such that a ≤ c1 ≤ c2 ≤ b, let ˆ[c1, c2] denote the arc
contained in ˆ[a, b] that is mapped homeomorphically onto [c1, c2]l by g,
and define the notation ˆ[c1, c2), ˆ(c1, c2], and ˆ(c1, c2) simiarly. Thus ˆ[e1, e2]
is a path in Dij from eˆ1 to eˆ2, and hence δˆij must meet ˆ[e1, e2].
Let γˆx be the subpath of δˆij from xˆ to g
−1([e1, e2]l), that does not
meet g−1([e1, e2]l) in its interior, and define γˆy similarly. Let x denote
g(xˆ), let y denote g(yˆ), let γx denote the path g(γˆx) and let γy denote
g(γˆy). Note that γx (γy respectively) is a path from x (y respectively) to
[e1, e2]l, that does not meet [e1, e2]l except at one endpoint.
The path γx is contained in (Xi ∪ Xj ∪ L), since the image of g is
contained in this union. As δˆij ⊂ g
−1(L1), γx is contained in L1.
Moreover as L1 ∩ B1 = ø, γx is contained in X − B1. Thus γx, and
similarly γy , is contained in [L1 ∩ (Xi ∪ L ∪Xj) ∩ (X −B1)].
Recall that, by definition, the R-ball about each point in [e1 + ǫ, e2 −
ǫ]l meets L1. Thus the (R + ǫ)-ball about each point of [e1, e2]l meets
L1, and the (N + R + ǫ)-ball about each point of [e1, e2]l meets l1. Let
πχ: [e1, e2]l → l1 denote nearest point projection. Then Im(πχ) contains
a 2(N+R+ǫ)-chain from πχ(e1) to πχ(e2), with consecutive points in the
chain connected in l1 by paths of length no more than φ(2(N + R + ǫ)).
Let χ denote CH(Im(πχ), l1), and it follows that χ is contained in the
[ 1
2
φ(2(N +R+ ǫ)) + (N +R+ ǫ)]-neighborhood of [e1, e2]l. Let A denote
[ 1
2
φ(2(N +R + ǫ)) + (N +R+ ǫ)].
As x, y ∈ (pi ∪ pj) ∩ L1, we have from an argument above that
dinf (x, L), dinf (y, L) > K1. Let π: L1 → l1 denote nearest point pro-
jection. Since L1 is a (φ,N) quasi-line, d(z, π(z)) ≤ N for any z ∈ L1.
We claim that π(x), π(y) /∈ χ. To see this, we have that
dinf (π(x), χ) ≥ dinf (BN(x), NA(L)) ≥ K1 −N −A.
As K1 > N+A, we have that dinf (π(x), χ) > 0. Similarly dinf (π(y), χ) >
0, and thus π(x), π(y) /∈ χ.
Let γ′x denote the component of CH(π(γx), l1)−χ that contains π(x),
so γ′x is an arc in l1 from π(x) to χ. Define γ
′
y simiarly.
A less immediate result is the following.
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Lemma A.5. π(x) /∈ γ′y and π(y) /∈ γ
′
x.
A proof for this lemma is given after the completion of this argument.
So γ′x, γ
′
y are segments in l1 that both meet χ in precisely one point.
The subspace l1−χ consists of two components, and it follows from Lemma
A.5 that γ′x is contained in the closure of one and γ
′
y in the closure of the
other.
Our argument up to this point has been on the restriction of g to Dij .
Note that, while δˆij depended in i, j, the points eˆ1 and eˆ2 did not, nor
did the segment χ ⊂ l1.
Let k ∈ {1, 2, 3}, k 6= i, j, and we can run the same argument in
Dik. This will result in points z, w ∈ (Xi ∩ pi)∪ (Xk ∩ pk), and segments
γ′z, γ
′
w from π(z), π(w) respectively, to χ, with γ
′
z and γ
′
w contained in the
closures of different components of l1 − χ.
Without loss of generality, we may suppose that γ′x and γ
′
z are con-
tained in the closure of the same component of l1 −χ, and γ
′
y and γ
′
w are
contained in the closure of the other component. We would like to say that
x and z, or y and w, are contained in distinct elements of {X1, X2, X3}. If
this is not the case, then we must have that all four points are contained
in Xi. Then we will run our above argument for Djk. This will result
in another pair of points, say z, w, and segments γ′z, γ
′
w. Without loss of
generality, we shall suppose that γ′x and γ
′
z are contained in the closure
of the same component of l1 − χ, and we must have that x and z are
contained in different Xl’s.
Thus, without loss of generality, we shall assume that x and z are
contained in distinct components of the complement of L, say with x ∈ Xl
and z ∈ Xl′ .
Note that γ′x is made up of a 2N-chain in π(γx) ⊂ l1, together with
connecting segments in l1 of length no more than φ(2N). It follows that
γ′x is contained in the (
1
2
φ(2N) +N)-neighborhood of γx. Similarly γ
′
z is
contained in the ( 1
2
φ(2N) + N)-neighborhood of γz. As γx ⊂ (Xl ∪ L),
we have that γ′x ⊂ N 1
2
φ(2N)+N (Xl ∪ L), and as γz ⊂ (Xl′ ∪ L), we have
that γ′z ⊂ N 1
2
φ(2N)+N (Xl′ ∪ L).
Recall that dinf (x, L) > K1, and we also have that dinf (z, L) > K1.
Thus dinf (π(x),L) > (K1 − N) and dinf (π(z), L) > (K1 − N). Recall
that π(x) ∈ [γ′x ∩Xl], and π(z) ∈ [γ
′
z ∩Xl′ ], and hence
dinf (π(x), γ
′
z) ≥ dinf ([Xl −NK1−N (L)], N 1
2
φ(2N)+N (Xl′ ∪ L))
and
dinf (π(z), γ
′
x) ≥ dinf ([Xl′ −NK1−N (L)], N 1
2
φ(2N)+N (Xl ∪ L)).
As K1−N > (
1
2
φ(2N)+N), we have that dinf (π(x), γ
′
z), dinf (π(z), γ
′
x) >
0, thus π(x) /∈ γ′z and π(z) /∈ γ
′
x. But π(x) ∈ γ
′
x, π(zs) ∈ γ
′
zs , and both γ
′
x
and γ′zs are segments in the same component of l1 − χ, and both contain
the endpoint of that component.
As l1 is an embedded copy of the real line, this situation is impossible.
Thus we have reached a contradiction, so the conclusion of the Theorem
follows.
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It remains to prove Lemmas A.4 and A.5.
Lemma A.4. Let g be a continuous map from Dij to X as defined in the
proof of Theorem 3.1, with Aij the component of g
−1(Y1) that contains
Bˆ1 and δˆij the component of the frontier of Aij that separates Bˆ1 from
Bˆ2, made to be simple by the removal of loops that do not change that δˆij
separates Bˆ1 from Bˆ2.
Then δˆij not a closed curve.
Proof. Suppose that δˆij is a closed curve.
Then δˆij is a curve about Bˆ1 or Bˆ2; without loss of generality, let’s
say it is about Bˆ1. Let δij denote the closed (not necessarily embedded)
curve g(δˆij), which is contained in [L1 ∩ (Xi ∪Xj ∪ L)].
By Lemma A.3, δij admits a null-homotopy in X that is contained
in the M -neighborhood of L1. Let D denote a copy of the 2-disk, with
h: D → X representing this null-homotopy. Let k: ∂D → δˆij be a home-
omorphism, and further choose h and k such that h|∂D = g ◦ k|∂D .
Recall that L is a (φ,N) quasi-line. We claim that, if R′ is any constant
greater than 1
2
φ(2N) +N , then the R′-ball about e1 separates L into two
infinite components, with one contained in NN ((−∞, e1)l) and the other
contained in NN ((e1,∞)l).
To see this, suppose for a contradiction that there is a point q ∈
(L−BR′(e1))∩NN ((−∞, e1)l)∩NN ((e1,∞)l). Then there must be points
q− ∈ (−∞, e1)l and q
+ ∈ (e1,∞)l that do not meet BR′−N (e1), that are
both of distance no more than N from q, and hence d(q−, q+) ≤ 2N . It
follows that length[q−, q+]l ≤ φ(2N) and hence that one of q
−, q+ is of
distance no more than 1
2
φ(2N) from e1. But (R
′ − N) > 1
2
φ(2N), so
neither q− nor q+ was contained in BR′−N(e1), a contradiction. It follows
that BR′(e1) separates L as desired.
Now let R′ denote R −M , and note that R′ > 1
2
φ(2N) + N . Let l+
denote (e1,∞)l, let l
− = (−∞, e1)l, let L
+ denote (NN (l
+)∩L)−BR′(e1)
and let L− denote (NN (l
−)∩L)−BR′(e1). Thus the regions L
+, L− and
(BR′(e1) ∩ L) may not be connected subsets of L, but they are disjoint,
and their union is L.
Note that, while Im(h) is contained in NM (L1), it need not be con-
tained in (Xi ∪ Xj ∪ L) nor in L1. However, as L1 does not meet
B1 = BR(e1), it follows that Im(h) does not meet BR′(e1). Thus Im(h)∩L
is contained in L+ ∪ L−.
We shall want to consider h−1(L) ⊂ D . Let C denote the set of
components of h−1(L) ∩ ∂D . Note that, as h = g ◦ k on ∂D , as g is
cellular and as L is a subcomplex of S, we have that C is finite.
Let PM = {+,−}, so each component of h−1(L) is contained in ex-
actly one h−1(Lρ), with ρ ∈ PM . Thus the same is true for each element
of C . Let C ρ denote C ∩ h−1(Lρ) for each ρ ∈ PM . It follows that no
component of C+ is connected to any component of C− through h−1(L).
Recall that h(∂D) ⊂ Im(g), so we have that h(∂D) ⊂ (Xi ∪ L ∪Xj).
Hence, for each c ∈ C , either c meets in ∂D only h−1(Xi), only h
−1(Xj),
or meets both h−1(Xi) and h
−1(Xj). Let C
′ denote the collection of
components c ∈ C that, in ∂D , meet both h−1(Xi) and h
−1(Xj).
Recall the identification k: ∂D → δˆij , where h|∂D = g ◦ k|∂D . Let
k(C ′) = {k(c) : c ∈ C ′}, and thus the regions in k(C ′) are exactly those
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components of g−1(L) ∩ δˆij that meet both g
−1(Xi) and g
−1(Xj) in δˆij .
Let us return to the disk D , and consider again the full components
of h−1(L). Consider only those components that meet C ′, so only those
components that separate a component of h−1(Xi)∩∂D from a component
of h−1(Xj) ∩ ∂D . Let C
′′ denote the set of these components.
We first claim that C ′′ is nonempty. For this, it suffices to note that
C
′ is nonempty, which will follow if we know that δˆij meets both g
−1(Xi)
and g−1(Xj).
Thus, we shall shift our attention back to Dij . Suppose that this is not
the case, so without loss of generality δˆij is contained in g
−1(Xi)∪g
−1(L).
Recall that [g−1(L1) ∩ ˆ(a, e1)] ⊂ [g
−1(X −B1) ∩ ˆ(a, e1)] must be con-
tained in g−1(L−), and [g−1(L1)∩ ˆ(e1, b)] is contained in g
−1(L+). Recall
that δˆij is a simple closed curve about eˆ1, hence it must contain an arc
that connects ˆ(a, e1) to ˆ(e1, b) within Dj . Thus this arc must connect
g−1(L+) to g−1(L−), and must be entirely contained in g−1(L), since
we’ve assumed that δˆij ⊂ [g
−1(Xi) ∪ g
−1(L)]. It follows that this arc
must meet g−1(BR′(e1)) ⊂ g
−1(B1). But δˆij is contained in g
−1(L1), so
this would imply that g−1(B1) meets g
−1(L1), and hence that B1 meets
L1, a contradiction. Hence C
′′ must be nonempty.
Note that we can see from the above paragraph that δˆij must meet
both g−1(L+) and g−1(L−), and any arc in δˆij connecting g
−1(L+) to
g−1(L−) must lie in g−1(Xi) or g
−1(Xj). Furthermore, there must be at
least one such arc in g−1(Xi) and at least one in g
−1(Xj).
It follows that C ′ ∩ C− and C ′ ∩ C+ must both be nonempty. Any
component of C ′ is contained in a component of C ′′, so it follows that
C
′′ ∩ h−1(L+) and C ′′ ∩ h−1(L−) are both nonempty. But h−1(L+) and
h−1(L−) do not meet, so |C ′′| ≥ 2.
Thus there exists a component η of ∂D −C ′′ that meets a component
C+ of (C ′′ ∩h−1(L+)) and a component C− of (C ′′ ∩h−1(L−)). Suppose
that |C ′′| = 2, so C ′′ = {C+, C−}.
Then the component of D − (C+ ∪C−) that contains η meets exactly
one other component of ∂D − C ′′, say η′. Let p be a point in the interior
of η, fix p′ in the interior of η′, and consider the two components of
∂D − {p, p′}.
One of these components must contain C+ ∩ ∂D and be disjoint from
C− ∩ ∂D and the other must contain C− ∩ ∂D and be disjoint from
C+ ∩ ∂D . Let γ+ denote the former component, and γ− the latter.
We can moreover choose p and p′ so that h(p) and h(p′) are both
contained in Xi or both contained in Xj . Without loss of generality, let’s
suppose both are contained in Xi.
Consider again Dij . Recall that ˆ[a, b] is a simple curve that contains
eˆ1 and separates Dij into two components, and note that k(p), k(p
′) ∈ δˆij
are contained in the same component of Dij − ˆ[a, b].
It may be the case that k(γ−) meets ˆ(e1, b], but as ˆ(e1, b] ⊂ g
−1(L+),
and γ− does not meet C+, note that k(γ−) will not cross from g−1(Xi)
to g−1(Xj) through ˆ(e1, b]. Similarly k(γ
+) does not cross from g−1(Xi)
to g−1(Xj) through ˆ[a, e1). Thus δˆij = [k(γ
+) ∪ k(γ−) ∪ k(p) ∪ k(p′)] is
the union of two segments that meet each other in the same component
of Dij − ˆ[a, b], and each component only crosses from g
−1(Xi) to g
−1(Xj)
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through ˆ[a, e1) or ˆ(e1, b]. As g
−1(B1) separates g
−1(L) and contains eˆ1,
and δˆij does not meet g
−1(B1), it follows that δˆij has winding number
zero about eˆ1, a contradiction. Hence |C
′′| > 2.
Before moving on to the general case, we note that we did not need
such strong conditions on D for the above argument to work. Suppose
still that h maps D into NM (L1), and h maps ∂D into (Xi ∪Xj ∪ L), so
that we may define C ,C ′,C ′′ as before. Suppose that k is an embedding
of ∂D into Dij . Retain δˆij and the map g as was defined earlier.
Suppose however that h is not equal to g◦k when restricted to a region
of ∂D , and moreover, that the image under k of this region need not be
in δˆij .
In particular, let c ∈ C −C ′ be this region and suppose that g ◦ k = h
except on c.
Let ι1 and ι2 denote the endpoints of c in ∂D , let cˆ denote the arc in
δˆij that connects k(ι1) to k(ι2) and is not k(∂D − c). As c /∈ C
′, k(ι1)
and k(ι2) must both be in Di or both be in Dj . Hence we may choose a
path ι that connects k(ι1) to k(ι2) and is contained entirely in Di or Dj ,
and does not meet ˆ[a, b], except possibly at its endpoints, if k(ι1) or k(ι2)
is in ˆ[a, b].
Consider the closed curve attained by replacing cˆ in δˆij with ι, and
the closed curve ι ∪ cˆ. As we are still assuming that |C ′′| = 2, note that
our previous argument may be applied to show that the former curve has
winding number zero about eˆ1. Thus if cˆ is such that ι∪ cˆ also has winding
number zero about eˆ1, then it would follow that δˆij has winding number
zero about eˆ1, a contradiction.
Moreover, if there were more than one region like c in C −C ′ ⊂ ∂D on
which ∂D and δˆij did not correspond via k, and where each corresponding
pair of paths ι and cˆ made a curve with winding number zero about eˆ1,
then a contradiction would also follow.
To complete the proof that δˆij cannot be a closed curve, we shall induct
on |C ′′| to get a contradiction in every case. Let Dij , g and δˆij be defined
as above.
We shall work with exclusively with the following type of situation.
Let D0 be a disk, let h0 be any continuous map of D0 into NM (L1), with
h0 taking ∂D0 into (Xi∪Xj∪L), and let k0: ∂D0 → Dij be an embedding.
Parallel with our definitions of the sets associated to D and the map h,
• let C0 denote the set of components of h
−1
0 (L) ∩ ∂D0,
• let C ′0 denote the subset of components c ∈ C0 that meet both
h−10 (Xi) and h
−1
0 (Xj) in ∂D0,
• let C ′′0 denote the components of h
−1
0 (L) in D0 that meet C
′
0, and
• for each ρ ∈ PM , let C ρ0 denote C0 ∩ h
−1
0 (L
ρ).
We will assume that |C ′′0 | is finite and greater than 2.
Let S0 ⊂ C0 − C
′
0 and suppose that the restriction of k0 to ∂D0 −S0
is an embedding into Dij with image contained in δˆij . Suppose further
that, on the restricted domain ∂D0 −S0, h0 = g ◦ k0.
For each s ∈ S0, let sˆ denote the arc that is the component of δˆij minus
the image under k0 of the endpoints of s, that does not meet k0(∂D− s).
Let Sˆ0 = {sˆ : s ∈ S0}. We shall assume that k0|∂D0−S0 does not
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interchange the “order” of segments inherited from ∂D0 and δˆij , in the
sense that there exists a homotopy in Dij rel k0(∂D0 − S0) that takes
each sˆ to k0(s).
Note that since s /∈ C ′0, the two components of ∂D0 − C0 that s meets
are both contained in h−10 (Xi) or are both contained in h
−1
0 (Xj). Thus
both endpoints of sˆ are contained in Di or Dj . Hence for each s ∈ S0,
there exists a path ιs that connects the endpoints of sˆ, the interior of
which is contained in Dij − ˆ[a, b], and is such that a small neighborhood
n of sˆ in δˆij has (n − sˆ) ∪ ιs is a path in Di or Dj . (In other words, ιs
may meet ˆ[a, b] at its endpoints, but (n− sˆ)∪ ιs does not cross ˆ[a, b] from
Di into Dj or vice versa.)
Also assume that the collection of closed curves sˆ∪ ιs all have winding
number zero about eˆ1.
We shall refer to the maps and subspaces associated to D0 and h0
defined and satisfying the hypotheses above as the data associated to D0.
In the case that D0 and its data satisfies all the hypotheses above, we
shall say that D0 (with data implicit) has property P.
Note that our original disk D , with S = ø, has property P.
Fix n > 2, and our induction hypothesis is the following. For any disk
D0 with property P, if |C
′′
0 | = (n−1), then the closed curve attained from
δˆij by replacing each sˆ ∈ Sˆ0 with ιs has winding number zero about eˆ1.
As we have assumed that each curve sˆ∪ιs has winding number zero about
eˆ1 as well, it follows that δˆij has winding number zero about eˆ1. But this
contradicts the construction of δˆij , and thus no D0 with such data can
exist.
Assume now that D0 has property P, and that |C
′′
0 | = n. So S0 is some
(possibly empty) subset of C0−C
′
0 and the restriction of k0 to (∂D0−S0)
has image in δˆij , and is such that h0 restricted to (∂D0 −S0) is equal to
g ◦ k0. In addition, for each s ∈ S0, the closed curve sˆ ∪ ιs has winding
number zero about eˆ1.
We shall show that we can reduce to the |C ′′0 | = (n − 1) case. Let
C′′ ∈ C ′′0 be an element of C
′′
0 such that, for some arc c of fr(C
′′), c
separates C′′ from every other component of C ′′0 . Let ι1, ι2 denote the
endpoints of c, and let d denote the component of ∂D0−{ι1, ι2} that does
not meet any element of C ′′0 other than C
′′.
Now consider the simple closed curve attained from ∂D0 by replacing
d with c.
Let D1 denote the disk in D0 that is bounded by this region. Note that
the restriction of h0 to D1 is a map into NM (L1), and, as c ⊂ h
−1
0 (L),
the restriction of h0 to ∂D1 is a map into (Xi ∪Xj ∪ L). Let h1 denote
the restriction of h0 to D1, so h1 yields data C1,C
′
1 and C
′′
1 , defined
analogously to the data C0, etc., that was defined with respect to D0 and
h0. Note that c ∈ C1 − C
′
1, hence C
′′
1 = (C
′′
0 − C
′′) and |C ′′1 | = (n− 1).
Let k1: ∂D1 → Dij be equal to k0 on the domain ∂D1 ∩∂D0, and take
c to k0(d). Recall that k0 is an embedding, thus k1 is also an embedding.
Thus we shall have that D1, with S1 = [S0 ∩∂D1]∪{c}, has property
P if we can find a path ιc in Dij that connects k0(ι1) with k0(ι2), does
not cross ˆ[a, b], and is such that ιc∪k0(d) has winding number zero about
eˆ1.
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As c meets only h−10 (Xl) in ∂D1, for some l = i or j, a small neigh-
borhood of each of k0(ι1) and k0(ι2) in k0(∂D1 − c) must be contained in
k−10 (Xl).
It follows that there is a path ιc in Dij that connects k0(ι1) to k0(ι2)
and is such that a small neighborhood of k0(c) in k0(∂D1), with k0(c)
replaced by ιc, does not cross ˆ[a, b]. Next we will see that k0(d) ∪ ιc has
winding number zero about eˆ1.
The components of C0−C
′
0 that meet d will complicate our argument
slightly. Let T denote those components of (C0 − C
′
0) that are contained
in d. If t ∈ T ∩ S0, then let ιt and tˆ be the paths in Dij given in the
hypotheses for D0, and recall that by assumption, the closed curve ιt ∪ tˆ
has winding number zero about eˆ1.
For the remaining t ∈ T , there is a path ιt with interior in Dij − ˆ[a, b]
that connects the image under k0 of the endpoints of t, and is such that a
small neighborhood of k0(t) in k0(d), with k0(t) replaced by ιt, does not
cross ˆ[a, b]. As t /∈ S0, k0(t) ⊂ g
−1(Lρ) for some ρ ∈ PM . Thus, for these
components t ∈ T −S0, the curve k0(t)∪ ιt crosses only ˆ[a, e1) or ˆ(e1, b],
and thus has winding number zero about eˆ1.
Hence, for each t ∈ T , ιt together with tˆ (if t ∈ S0) or k0(t) (if t /∈ S0)
has winding number zero about eˆ1. So in order to show that k0(d) ∪ ιc
has winding number zero about eˆ1, it suffices to show that ιc, together
with the path dˆ′, which is attained by starting with k0(d) and replacing tˆ
or k0(t) by ιt for each t ∈ T , has winding number zero about eˆ1.
To see this, recall that the components of (ιc∪ dˆ
′)−k0(d) are segments
that do not cross ˆ[a, b] and are connected by arcs in k0(d). Also recall
that d meets only one component of C ′′0 , hence these arcs in k0(d) are all
contained in g−1(L+), or are all in g−1(L−). Thus ιc ∪ dˆ
′ has winding
number zero about eˆ1.
It follows that ιc∪k0(d) has winding number zero about eˆ1, and hence
D1 has property P. But |C
′′
1 | = (n − 1), so the closed curve attained by
replacing each sˆ ∈ Sˆ1 with ιs has winding number zero about eˆ1, and
hence so does δˆij . We have reached a contradiction, and it follows that
|C ′′0 | = n is an impossibility, so the proof is complete.
Lemma A.5. Let Dij , δˆij , g: Dij → (Xi ∪Xj ∪L) ⊂ X, π: L1 → l1 and
χ ⊂ l1 be as in the proof of Theorem 3.1. Let xˆ, yˆ be the endpoints of δˆij ,
and let x = g(xˆ), y = g(yˆ). Let γˆx denote the segment of δˆij from xˆ to
g−1([e1, e2]l), let γx denote the path g(γˆx) from x to [e1, e2]l, and let γ
′
x
denote the component of CH(π(γx)), l1) − χ that contains x. Define γˆy
and γ′y similarly.
Then π(x) /∈ γ′y and π(y) /∈ γ
′
x.
Proof. We shall prove that π(x) is not contained in γ′y; that π(y) /∈ γ
′
x
shall follow analogously.
To prove that π(x) /∈ γ′y, it suffices to show that there is no path in
L1 from x to γ
′
y, of length less than or equal to N . Moreover, it suffices
to show that there is no path in L1 from x to π(γy) of length less than
or equal to ( 1
2
φ(2N) + N), as γ′y is comprised of a 2N-chain in π(γy),
together with connecting segments in l1 of length no more than φ(2N).
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Furthermore, it suffices to show that there is no path in L1 from x to γy
of length less than or equal to ( 1
2
φ(2N) + 2N).
Suppose that this is not the case, and we will show that, if π(x) ⊂ γ′y,
then we can alter g|Di or g|Dj so that δˆij becomes a closed curve. By
Lemma A.4, this is a contradiction, and thus π(x) cannot be contained in
γ′y.
Let α be a path from x to γy that is contained in L1 and has length
no more than ( 1
2
φ(2N) + 2N). Recall that dinf (x, L) > K1, and K1 >
( 1
2
φ(2N) + 2N). Thus the path α does not meet L, and moreover does
not meet a small neighborhood of L.
Let α0 denote the endpoint of α that is contained in γy, and let αˆ0
denote a point in g−1(α0) ∩ γˆy.
Recall that xˆ is contained in pˆi or pˆj - let’s say that, without loss of
generality, xˆ ∈ pˆi. Thus xˆ ∈ g
−1(Xi), and as α ∩ L = ø, αˆ0 is also in
g−1(Xi) ⊂ Di.
Next we claim that there exists some path β from xˆ to αˆ0 that is
contained in Di and does not meet g
−1([e1, e2]l). We first claim that
[e1, e2]l does not meet pi.
To see this, first recall that by construction, [a, b]l does not meet pi
outside of r2-neighborhoods of a and b. Also recall that L1 meets the R-
neighborhood of any point in [e1+ ǫ, e2− ǫ]l, so the (R+ ǫ)-neighborhood
of each point in [e1, e2]l meets L1, and that L1 K-separates a and b. Thus
no point in [e1, e2]l is contained in the (K −R− ǫ)-neighborhoods of a or
b.
Recall that
K > r2 +R + ǫ,
and thus that r2 < (K − R − ǫ). It follows that no point in [e1, e2]l is
contained in the r2-neighborhoods of a or b, and therefore [e1, e2]l does
not meet pi.
Hence in Dij , g
−1([e1, e2]l) does not meet g
−1(pi), and in particular
does not meet pˆi. Similarly, g
−1([e1, e2]l) does not meet pˆj , and thus does
not meet ∂Dij .
Recall that xˆ ∈ pˆi, and αˆ0 is contained in γˆy, which is a path that
does not meet g−1([e1, e2]l) but does contain yˆ ∈ (pˆi ∪ pˆj). It follows that
g−1([e1, e2]l) does not separate xˆ from αˆ0 in Dij .
Moreover, since g−1([e1, e2]l) ∩ ˆ[a, b] = ˆ[e1, e2] and ∂Di = ˆ[a, b] ∪ pˆi, a
similar argument shows that g−1([e1, e2]l) does not separate xˆ from αˆ0 in
Di. Thus let β be a path in Di connecting xˆ to αˆ0, that does not meet
g−1([e1, e2]l). One may further assume that β does not meet ∂Di.
Let δˆ′ denote the arc in δˆij from xˆ to αˆ0, so δˆ
′ ∪ β is a closed curve in
Dij . We claim that this curve has nonzero winding number about eˆ1 or
eˆ2. (Since we are only worried about showing that this winding number
is nonzero, we need not be careful about curve orientation.)
Let δˆ′′ denote δˆij−δˆ
′. Thus δˆ′′ ⊂ γˆy, so δˆ
′′ does not meet g−1([e1, e2]l).
Let ∂0, ∂1 denote the two components of ∂Dij − {xˆ, yˆ}, so that, for
some {m,m′} = {1, 2}, δˆij ∪ ∂0 has winding number ±1 about eˆm and
winding number zero about ˆem′ , and δˆij ∪ ∂1 has winding number ±1
about ˆem′ and winding number zero about eˆm.
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Now consider the closed curves (∂k ∪ δˆ
′′ ∪ β) for k = 0 and 1. These
curves do not meet g−1([e1, e2]l), so in particular they do not meet ˆ[e1, e2]l,
and hence do not separate eˆ1 and eˆ2. As ∂Dij has winding number one
about eˆ1 and eˆ2, one curve (∂k∪ δˆ
′′∪β) has winding number zero about eˆ1
and eˆ2, and the other has winding number ±1 about both points. Suppose
without loss of generality that (∂1∪δˆ
′′∪β) has winding number zero about
the two points.
As (∂1 ∪ δˆ
′′ ∪β) has winding number zero about ˆem′ and (∂1 ∪ δˆji) has
winding number ±1 about ˆem′ , it follows that (δˆ
′ ∪β) must have winding
number ±1 about ˆem′ .
Next we shall redefine g on a small neighborhood of β. The restriction
of g to (pˆi ∪ pˆj ∪ ˆ[a, b]) shall be unchanged.
By a “small neighborhood” of β, we shall mean a small open neighbor-
hood that is contained in the interior ofDi and does not meet g
−1([e1, e2]l).
Such a neighborhood exists since β does not meet g−1([e1, e2]l) or ∂Di,
and β, g−1([e1, e2]l) and ∂Di are all closed.
Recall that β ⊂ Di, so g(β) is a path contained in Xi ∪ L from x to
α0. We saw earlier that there is a path α contained in (L1 ∩Xi) from x
to α0.
Since π1(Xi ∪ L) = 0, it follows that we can homotope g(β) within
(Xi ∪L) to α. Homotope the map g on a small neighborhood of β so that
g now takes β to α (and g is not altered on any portion of the neighborhood
of β that meets δˆ′′).
Recall the definition of δˆij , defined with respect to the old map g, and
consider now the simple curve, call it δˆ′ij , defined in the same manner,
but with respect to the altered map g. As δˆ′ ∪ β is a closed curve with
winding number ±1 about ˆem′ , it follows that δˆ
′
ij must be a simple closed
curve about ˆem′ .
By Lemma A.4 this cannot happen. Thus π(x) cannot be contained
in γ′y, as desired. Similarly π(y) cannot be contained in γ
′
x.
References
[AB95] Juan M. Alonso and Martin R. Bridson. Semihyper-
bolic groups. Proc. London Math. Soc. (3), 70(1):56–
114, 1995.
[BG96] M. R. Bridson and S. M. Gersten. The optimal isoperi-
metric inequality for torus bundles over the circle.
Quart. J. Math. Oxford Ser. (2), 47(185):1–23, 1996.
[BH99] Martin R. Bridson and Andre´ Haefliger. Met-
ric spaces of non-positive curvature, volume 319
of Grundlehren der Mathematischen Wissenschaften
[Fundamental Principles of Mathematical Sciences].
Springer-Verlag, Berlin, 1999.
[Bow98] Brian H. Bowditch. Cut points and canonical split-
tings of hyperbolic groups. Acta Math., 180(2):145–
186, 1998.
55
[Bow02] Brian H. Bowditch. Splittings of finitely generated
groups over two-ended subgroups. Trans. Amer. Math.
Soc., 354(3):1049–1078 (electronic), 2002.
[Bri95] Martin R. Bridson. Optimal isoperimetric inequalities
for abelian-by-free groups. Topology, 34(3):547–564,
1995.
[Coh72] Daniel E. Cohen. Groups of cohomological dimen-
sion one. Lecture Notes in Mathematics, Vol. 245.
Springer-Verlag, Berlin, 1972.
[DS99] M. J. Dunwoody and M. E. Sageev. JSJ-splittings for
finitely presented groups over slender groups. Invent.
Math., 135(1):25–44, 1999.
[DS00] M. J. Dunwoody and E. L. Swenson. The algebraic
torus theorem. Invent. Math., 140(3):605–637, 2000.
[FP06] K. Fujiwara and P. Papasoglu. JSJ-decompositions
of finitely presented groups and complexes of groups.
Geom. Funct. Anal., 16(1):70–125, 2006.
[Jac75] William Jaco. Roots, relations and centralizers in
three-manifold groups. In Geometric topology (Proc.
Conf., Park City, Utah, 1974), pages 283–309. Lecture
Notes in Math., Vol. 438. Springer, Berlin, 1975.
[Joh79] Klaus Johannson. Homotopy equivalences of 3-
manifolds with boundaries, volume 761 of Lecture Notes
in Mathematics. Springer, Berlin, 1979.
[JS79] William H. Jaco and Peter B. Shalen. Seifert fibered
spaces in 3-manifolds. Mem. Amer. Math. Soc.,
21(220):viii+192, 1979.
[Kap] Michael Kapovich. Lectures on Geomet-
ric Group Theory. Spring 2009 revision,
www.math.ucdavis.edu/∼kapovich/EPR/ggt.pdf.
[KL95] M. Kapovich and B. Leeb. On asymptotic cones
and quasi-isometry classes of fundamental groups of
3-manifolds. Geom. Funct. Anal., 5(3):582–603, 1995.
[KL97] Michael Kapovich and Bernhard Leeb. Quasi-
isometries preserve the geometric decomposition of
Haken manifolds. Invent. Math., 128(2):393–416, 1997.
[KR89] P. H. Kropholler and M. A. Roller. Relative ends and
duality groups. J. Pure Appl. Algebra, 61(2):197–210,
1989.
[Kro90a] P. H. Kropholler. An analogue of the torus decom-
position theorem for certain Poincare´ duality groups.
Proc. London Math. Soc. (3), 60(3):503–529, 1990.
[Kro90b] P. H. Kropholler. A note on centrality in 3-
manifold groups. Math. Proc. Cambridge Philos. Soc.,
107(2):261–266, 1990.
56
[Mun00] James R. Munkres. Topology. Prentice-Hall Inc., En-
glewood Cliffs, N.J., second edition, 2000.
[Pap05] Panos Papasoglu. Quasi-isometry invariance of group
splittings. Ann. of Math. (2), 161(2):759–830, 2005.
[RS97] E. Rips and Z. Sela. Cyclic splittings of finitely pre-
sented groups and the canonical JSJ decomposition.
Ann. of Math. (2), 146(1):53–109, 1997.
[San06] Parameswaran Sankaran. On homeomorphisms and
quasi-isometries of the real line. Proc. Amer. Math.
Soc., 134(7):1875–1880 (electronic), 2006.
[Sco73] G. P. Scott. Compact submanifolds of 3-manifolds. J.
London Math. Soc. (2), 7:246–250, 1973.
[Sco83] Peter Scott. The geometries of 3-manifolds. Bull. Lon-
don Math. Soc., 15(5):401–487, 1983.
[Sco98] Peter Scott. The symmetry of intersection numbers
in group theory. Geom. Topol., 2:11–29 (electronic),
1998.
[Sel97] Z. Sela. Structure and rigidity in (Gromov) hyperbolic
groups and discrete groups in rank 1 Lie groups. II.
Geom. Funct. Anal., 7(3):561–593, 1997.
[SS03] Peter Scott and Gadde A. Swarup. Regular neigh-
bourhoods and canonical decompositions for groups.
Aste´risque, (289):vi+233, 2003.
[SS07] Peter Scott and Gadde A. Swarup. Annulus-
Torus decompositions for Poincare´ duality pairs.
math.GR/0703890v2, 2007.
[SW79] Peter Scott and Terry Wall. Topological methods in
group theory. In Homological group theory (Proc. Sym-
pos., Durham, 1977), volume 36 of London Math. Soc.
Lecture Note Ser., pages 137–203. Cambridge Univ.
Press, Cambridge, 1979.
[SW02] Estelle Souche and Bert Wiest. An elementary ap-
proach to quasi-isometries of tree × Rn. In Proceed-
ings of the Conference on Geometric and Combinato-
rial Group Theory, Part II (Haifa, 2000), volume 95,
pages 87–102, 2002.
[Tol78] Jeffrey L. Tollefson. Involutions of Seifert fiber spaces.
Pacific J. Math., 74(2):519–529, 1978.
[Wal67] Friedhelm Waldhausen. Gruppen mit Zentrum und 3-
dimensionale Mannigfaltigkeiten. Topology, 6:505–517,
1967.
57
