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Abstract
The boson images of fermion SO(2N+1) Lie operators have been given together with
those of SO(2N+2) ones. The SO(2N+1) Lie operators are generators of rotation
in the (2N+1)-dimensional Euclidian space (N : number of single-particle states of
the fermions). The images of fermion annihilation-creation operators must satisfy the
canonical anti-commutation relations, when they operate on a spinor subspace. In the
regular representation space we use a boson Hamiltonian with Lagrange multipliers to
select out the spinor subspace. Based on these facts, a new description of a fermionic
SO(2N+2) top is proposed. From the Heisenberg equations of motions for the bo-
son operators, we get the SO(2N+1) self-consistent field (SCF) Hartree-Bogoliubov
(HB) equation for the classical stationary motion of the fermion top. Decomposing
an SO(2N+1) matrix into matrices describing paired and unpaired modes of fermions,
we obtain a new form of the SO(2N+1) SCF equation with respect to the paired-
mode amplitudes. To demonstrate the effectiveness of the new description based on
the bosonization theory, the extended HB eigenvalue equation is applied to a super-
conducting toy-model which consists of a particle-hole plus BCS type interaction. It is
solved to reach an interesting and exciting solution which is not found in the traditional
HB eigenvalue equation, due to the unpaired-mode effects. To complete the new de-
scription, the Lagrange multipliers must be determined in the classical limit. For this
aim a quasi anti-commutation-relation approximation is proposed. Only if a certain
relation between an SO(2N+1) parameter z and the N is satisfied, unknown parameters
k and l in the Lagrange multipliers can be determined withuout any inconcistency.
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1 Introduction
The time dependent Hartree-Bogoliubov (TDHB) theory is the leading standard approx-
imation in the many-body theoretical description of a superconducting fermion system [1]-
[3]. The HB wave function (WF) for the fermion system represents Bose condensate states
of fermion pairs. It is a good approximation for the ground state of the fermion system
with a short-range pairing interaction that produces two-body correlations which is taken
into account as a spontaneous Bose condensation of the fermion pairs. The fermion number-
nonconservation of the HB WF is a consequence of the spontaneous Bose condensation
of fermion pairs which causes a coherence in phases of superconducting (Bose condensed)
fermions. The SO(2N) Lie algebra of the fermion pair operators contains the U(N) Lie
algebra as a subalgebra. Here the SO(2N) and the U(N) denote the special orthogonal
group of 2N dimensions and the unitary group of N dimensions, respectively (N : number
of single-particle states of the fermions). The canonical transformation of the fermion op-
erators generated by the Lie operators in the SO(2N) Lie algebra induces the generalized
Bogoliubov transformation for the fermions [4] to vanish the dangerous term for arbitrary
pairs. The TDHB equation is derived from the classical Euler-Lagrange equation of motion
for the SO(2N)
U(N)
coset variables [5]. Usually the solutions of this equation provides the ground
state of an even fermion system. For the odd fermion system, we must consider a one quasi-
particle state on the HB WF in which paired and unpaired states are not treated in an equal
manner. In this sense for such a system we have no TD self-consistent field (SCF) theory
with the same power for the mean field approximation (MFA) as the TDHB theory.
One of the most challenging problems in current studies of condensed matter physics is
to obtain a theory suitable for the description of collective motions with large amplitudes
in fermion systems with strong collective correlations. For providing a general microscopic
framework for a unified SCF description for Bose- and Fermi- type collective excitations in
those systems, a many-body theory has been proposed by Fukutome, Yamamura and one of
the present authors (S.N.) based on the SO(2N+1) Lie algebra of the fermion operators [6].
An induced representation of an SO(2N+1) group has been obtained from a group extension
of the SO(2N) Bogoliubov transformation for fermions to the SO(2N+1) transformation
group. We start with the fact that the set of the fermion operators consisting of the creation-
annihilation and the pair operators forms a larger Lie algebra, the SO(2N+1) Lie algebra.
The fermion Lie operators, when operating on the integral representation of the SO(2N+1)
WF, are mapped into the regular representation of the SO(2N+1) group and are represented
by Bose operators. The Bose images of the fermion Lie operators are expressed by closed
first order differential forms. The creation-annihilation operators themselves as well as the
pair operators are given by the finite Schwinger type boson representation [7, 8].
Embedding the SO(2N+1) group into an SO(2N+2) group and using the boson images of
SO(2N+2) Lie operators, we have developed an extended TDHB (ETDHB) theory [9] and
extended supersymmetric σ-model [10, 11]. Particularly in the ETDHB theory, which is ob-
tained from the Heisenberg equation of motion for the boson operators, paired and unpaired
modes are treated on an equal footing. A static extended Hartree-Bogoliubov (EHB) theory
is derived easily from the ETDHB theory. The EHB theory applicable to both even and odd
fermion systems is a SCF theory with the same power for the MFA as the usual HB theory for
even fermion systems. Based on these facts, a new description of a fermionic SO(2N+2) top
is proposed. We start from the Hamiltonian of the fermion system which includes, however,
the Lagrange multipliers needed to select the physical spinor subspace. The EHB equation
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is written in terms of appropriate variables representing the paired and the unpaired modes.
The EHB eigenvalue equation is solved by a method parallel to the two-step diagonalization
method for the usual HB eigenvalue equation [12]. We obtain a new eigenvalue involving
unpaired-mode effects in contrast to the usual HB theory, which is unable to describe the
unpaired modes. Through the coordinate transformations for space fixed and body fixed
coordinate frames, the fermion SO(2N+1) Lie operators are expressed in terms of the quasi-
particle expectation values (c-number) of them and the quasiparticle SO(2N+1) Lie operators
(quantum mechanical fluctuations). To treat the quantum mechanical fluctuations, we make
successive coordinate transformations. The fluctuating Hamiltonian with the Lagrange mul-
tipliers is given up to the first order in the quasi-particle SO(2N+1) Lie operators. We found
that Sawada’s eigenmode method [13, 14] is not appropriate to obtain the excitation energy
due to the Hamiltonian because it contains the unpaired-mode amplitudes in a particular
form. However, with the help of the traditional Bogoliubov’s approach [4], we were able to
derive a very simple expression for the excitation energy due to the fluctuating Hamiltonian.
The unknown parameters in the Lagrange multipliers terms must be determined. The anti-
commutators of the fermion Lie operators given in the first order differentials satisfy exactly
the anticommutation relations, when they operate on the SO(2N+1) HB WF. However, this
fact plays no role to determine the parameters. A determination of the parameters is possible
if we demand instead that expectation values of the anticommutators by an approximate
SO(2N+1) HB WF satisfy the anticommutation relations, i.e., the quasi anticommutation
relation approximation for the fermions [9, 15]. Under the approximation, the determination
could be made successfully. This plays crucial roles for a unified self-consistent description
of Bose-Fermi type collective excitations at regions very near z=1 (the case of non existence
of unpaired modes) and z=0 (the case of largest contribution from unpaired modes) since
they are the necessary and sufficient conditions to determine the unknown parameters in
the Langrange multipliers. This means a great step to towards verification of the validity
of the present new description. The above quantum fluctuations can also be studied in the
framework of quantum group symmetry formalism [16]-[19]. Finally, we point out that it is
an important and interesting problem to attempt a group theoretical approach to formation
of the Lax pair of the SO(2N+2) top [20]-[22].
This paper is organized as follows. In Sec. 2, we recapitulate briefly the induced represen-
tation of the SO(2N+1) canonical transformation group, the embedding of the SO(2N+1)
group into an SO(2N+2) one and the introduction of the SO(2N+2)
U(N+1)
coset variables. In Sec. 3,
we give a brief sketch of the derivation of the extended TDHB equation from the Heisenberg
equation of motion for the boson operators. The extended TDHB theory is just the TD-
SCF theory. In Sec. 4, a static extended HB equation is derived from the extended TDHB
equation. The EHB eigenvalue equation is solved with the two-step diagonalization method.
In Sec. 5, energies of classical motion and quantum mechanical fluctuation of the fermion
SO(2N+1) top are given. Sections 6 and 7 are devoted to a determination of the unknown pa-
rameters in the Lagrange multipliers by the quasi-anticommutation relation approximation
for the fermions. Finally, in the last section, we give some concluding remarks and further
perspectives. In particular we will attempt a group theoretical approach to the formation of
the Lax pair of the SO(2N+2) top. In App. A, we give expressions for differential SO(2N+2)
Lie operators on the coset spaces. Further we provide useful formulas to evaluate the ex-
pectation values of differential annihilation-creation operators. We characterize the action
of the corresponding operators on the SO(2N+1) wave function. Throughout this paper, we
use the summation convention over repeated indices unless otherwise stated.
3
2 Brief review of Bogoliubov transformation generated
by SO(2N+1) Lie algebra of fermion operators and
its embedding into SO(2N+2) group
We consider a fermion system with N single-particle states. Let cα and c
†
α, α=1, . . . , N , be
the annihilation and creation operators of the fermion, respectively. The SO(2N+1) canonical
transformation U(G) is generated by the fermion SO(2N+1) Lie operators consisting of the
set {cα, c†α, Eαβ = c†αcβ − 12 · δαβ , Eαβ = cαcβ, Eαβ = c†αc†β ; α, β = 1, . . . , N}. The U(G)
induces an inhomogeneous linear transformation (TR) (for z 6= 1) in the space spanned by
the fermion annihilation and creation operators (not a linear one) involving a q-number
gauge and is specified by an SO(2N + 1) matrix G as
U(G)(c, c†,
1√
2
)U †(G)=(c, c†,
1√
2
)(z−ρ)G , (2.1)
G≡
 A B⋆ −X⋆B A⋆ X
Y −Y ⋆ Z
 , X≡ x√
2
, Y ≡ y√
2
, Z≡z, G†G=GG†=12N+1, (2.2)
U(G)U(G′)=U(GG′) , U(G−1)=U−1(G)=U †(G) , U(1)=1 , (2.3)
where (c, c†, 1√
2
) is a (2N +1)-dimensional row vector
(
(cα), (c
†
α),
1√
2
)
and A = (Aαi) and
B=(Bαi) are N×N matrices. The symbol ⋆ denotes the complex conjugation. The operator
ρ in the gauge factor z−ρ is defined as ρ=xαc†α−x⋆αcα and satisfies ρ2=−x⋆αxα=z2−1.
When z=1, then G becomes essentially an SO(2N) matrix g given by
g=
[
a b⋆
b a⋆
]
, g†g=gg†=12N . (2.4)
The HB (SO(2N)) WF | g> is generated as | g> = U(g) | 0>, where | 0> is the vacuum
satisfying cα| 0>=0. The WF | g> is expressed as
| g>=<0 |U(g) | 0> exp(1
2
·qαβc†αc†β) | 0> , q=ba−1=−qT, (2.5)
<0 |U(g) | 0> =[ det(1−q⋆q)]− 14 ei τ2 , τ≡ i
2
·ln
[
det(a∗)
det(a)
]
, (2.6)
where det represents determinant and the symbol T denotes the transposition. By a=(aαi)
and b=(bαi) we denote N×N matrices satisfying the orthonormalization condition for the
HB amplitudes a and b [4]. By q a N ×N matrix is denoted which is a variable of the
SO(2N)
U(N)
coset space. On the other hand, the SO(2N+1) WF |G> is generated as [23]-[27]
|G>=U(G) | 0> and can be expressed as
|G>=<0 |U(G) | 0> (1+rαc†α) exp(
1
2
·qαβc†αc†β) | 0>, rα=
1
1+z
(xα+qαβx
⋆
β) , (2.7)
<0 |U(G) | 0>=
√
1+z
2
[
det(1−q⋆q)]− 14 ei τ2 . (2.8)
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The SO(2N+1) group is embedded into an SO(2N+2) group. The embedding leads to
a unified formulation of the SO(2N+1) regular representation in which paired and unpaired
modes are treated in an equal manner [23]-[24]. We define (N+1)×(N+1) matrices A and B as
A≡
A −x
⋆
2
y
2
1+z
2
 , B≡
 B x2
−y
2
1−z
2
 , A=a− x⋆y
2(1+z)
, B=b+
xy
2(1+z)
, y=xTa−x†b. (2.9)
Using the orthonormalization (2.2), the matrices A and B are shown to satisfy the orthonor-
malization condition for the (N+1)-dimensional HB amplitudes and to form an SO(2N+2)
matrix G. The representations for G and for SO(2N+2)
U(N+1)
coset variables Q are given as
G=
[ A B⋆
B A⋆
]
, G†G = GG† = 12N+2 , Q=BA−1=
[
q r
−rT 0
]
=−QT, (2.10)
which shows that the SO(2N+1) variables qαβ and rα are just the independent variables
of the SO(2N+2)
U(N+1)
coset space. The paired mode and the unpaired mode variables qαβ and rα,
respectively, in the SO(2N+1) algebra are unified as the paired variables in the SO(2N+2)
algebra. We denote the (N+1)-th dimension of the matrices A and B by the index 0 and
use the indices p, q, . . . running over 0 and the single-particle states α, β, . . ..
Expectation values of the fermionSO(2N+1)Lie operators, i.e., the generators of rotation
in (2N+1)-dimensional Euclidian space, with respect to |G> are given as
<Eαβ+
1
2
δαβ>G=Rαβ=
1
2
(
B⋆αiBβi−AαiAβ⋆i
)
+
1
2
δαβ,
<Eαβ>G=−Kαβ= 1
2
(
Aα⋆i Bβi−BαiAβ⋆i
)
, <Eαβ>G=K
⋆
αβ ,
<cα>G=Kα0−R⋆α0=
1
2
(Aα⋆i yi+Bαiy
⋆
i ) , <c
†
α>G=K
⋆
α0−Rα0.

(2.11)
The unified matrices Rpq and Kpq are expressed in terms of the
SO(2N+2)
U(N+1)
coset variable Qpq as
Rpq=−
[
Q⋆Q (1−Q⋆Q)−1]
pq
, Kpq=
[
Q (1−Q⋆Q)−1]
pq
. (2.12)
The expectation value of a two-body operator is given as
<EαγEδβ>G=RαβRγδ − RαδRγβ −K⋆αγKδβ . (2.13)
Let the Hamiltonian of the fermion system under consideration be
H=hαβ
(
Eαβ+
1
2
δαβ
)
+
1
4
[αβ|γδ]EαγEδβ , (2.14)
which is expressed in terms of the generators of rotation. We call such a sytem a fermion
top. The matrix hαβ related to a single-particle hamiltonian includes a chemical potential
and [αβ|γδ] = −[αδ|γβ] = [γδ|αβ] = [βα|δγ]⋆ are anti-symmetrized matrix elements of an
interaction potential. Parallel to calculations by the usual HB factorization method (See
Refs. [2] and [3]), the expectation value of H with respect to |G> is calculated as
<H>G=hαβ<E
α
β+
1
2
δαβ>G
+
1
2
[αβ|γδ]
{
<Eαβ+
1
2
δαβ>G<E
γ
δ+
1
2
δγδ>G+
1
2
<Eαγ>G<Eδβ>G
}
.
(2.15)
Then the <H>G (2.15) represents approximately the energy of classical motion of the
fermion top.
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3 Boson images of fermion SO(2N+1) Lie operators
and equations of motions for bosons
According to Fukutome [23]-[24], the fermion SO(2N+2) Lie operators {Epq, Epq, Epq} are
constructed by the fermion SO(2N) Lie operators {Eαβ, Eαβ , Eαβ} and the operators
Eα0=c†αP+=−P−c†α, P±=
1
2
(1± (−1)n) , n≡c†αcα,
Eα0=c
†
αP, E
0
α=cαP+, E
0
0=
1
2
(P−−P+) , Eα0=αP−=P+cα.
 (3.1)
The boson images εpq etc. of them are given in the following forms [10], [11]:
ε
p
q=B⋆pr
∂
∂B⋆qr
−Bqr ∂
∂Bpr−A
q⋆
r
∂
∂Ap⋆r +A
p
r
∂
∂Aqr =ε
q†
p, ε
p†
q=−εp⋆q ,
εpq=Ap⋆r
∂
∂B⋆qr
−Bqr ∂
∂Apr−A
q⋆
r
∂
∂B⋆pr
+Bpr ∂
∂Aqr =ε
qp†, ε†pq=−ε⋆pq, εpq=−εqp.
 (3.2)
Using (3.2), the images of the fermion SO(2N+1) Lie operators are expressed [23]-[24] as
Eαβ=ε
α
β , Eαβ=εαβ , E
αβ=εαβ, cα=ε0α−ε0α, c†α=εα0−εα0, (3.3)
which are rewritten as
Eαβ=
1
2
[c†α, cβ]=B
†
αr˜Bβr˜−Aβ †r˜ Aαr˜,
(
Aαr+N+1≡B⋆αr,Bαr+N+1≡Aα⋆r
)
,
Eαβ=
1
2
[cα, cβ]=A
α †
r˜ Bβr˜−Aβ †r˜ Bαr˜, Eαβ=−E†αβ=E⋆αβ,
cα=
√
2
(
A
α†
r˜Y r˜+Y
†
r˜Bαr˜
)
, Y r˜≡ 1√
2
(
A0r˜−B†0r˜
)
, c†α=−c⋆α,
Aα0≡−X ⋆α, AαN+1≡Xα, Bα0≡Xα, BαN+1≡−X ⋆α,
Yr+N+1≡−Y⋆r, Y0≡Z , YN+1≡−Z , (r=0, . . . , N, r˜=0, . . . , N,N+1, . . . , 2N+1),

(3.4)
where Apq and A
p⋆
q , etc. are defined by all the variables Apq and Ap⋆q , etc., in G (2.10) and
their partial differentials as
Ap
q
ATp
q
}
def
=
1√
2
(
Apq±
∂
∂A⋆pq
)
,
A†p
q
A⋆p
q
}
def
=
1√
2
(
A⋆pq∓
∂
∂Apq
)
,
[Ap
q
,A†rs]=[A
⋆p
q,A
Tr
s]=δ
prδqs, A
p
q
| )=A⋆pq| )=0,
[Ap
q
,A⋆rs]=[A
p
q
,ATrs]=0, [A
†p
q,A
Tr
s]=[A
†p
q,A
⋆r
s]=0.

(3.5)
Similar definitions hold for B in order to define the boson operators Bpq and B⋆pq, etc. Here
we have used the same symbols as those used in Refs. [10] and [11].
The SO(2N+1) Lie operators are the generators of rotation in the (2N+1)-dimensional
Euclidian space. The fermion top has two kinds of coordinate TRs, namely, the TR for space
fixed coordinate frame (left TR) and the TR for body fixed coordinate frame (right TR).
To discuss the c-number limit of the bosonized fermion SO(2N+2) Lie operators, we make a
coordinate TR bringing the body fixed coordinate to the frame referred to a quasi-particle:
A
p
q˜=Apr˜Or˜q˜, Bpq˜=Bpr˜Or˜q˜, (q˜, r˜,=0, . . . , N,N+1, . . . , 2N+1),
Orp˜=A˜
r
p˜, Or+N+1,p˜= B˜rp˜, (boson operators in the quasi-particle),
A˜
p
r+N+1≡B˜
⋆
pr, A˜
p
0≡−X˜
⋆
p, A˜
p
N+1≡X˜ p, B˜p,r+N+1≡A˜
p⋆
r , B˜p0≡X˜ p, B˜p,N+1≡−X˜
⋆
p,
Y˜r+N+1≡−Y˜⋆r , Y˜0≡Z˜ , Y˜N+1≡−Z˜ .

(3.6)
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Though we use the same symbols parameters, Apr˜ etc. in (3.6) are not identical with those
involved in the variable G. They are coefficients of a time dependent coordinate transforma-
tion for the G. The coordinate transformation is represented in the matrix form as[
Apq B
⋆
pq
Bpq A
p⋆
q
]
=
[ Apr B⋆pr
Bpr Ap⋆r
] A˜rq B˜⋆rq
B˜rq A˜
r⋆
q
. (3.7)
The bosonized quasiparticle SO(2N+1) Lie operators with indices i and j (i, j=1, . . . , N)
are constructed from the operators in (3.6) in the same way as (3.4) and the operator Wαp˜
is introduced in the following form:
E ij=
1
2
[d†i ,dj ]= B˜
†
ir˜B˜jr˜−A˜
j †
r˜ A˜
i
r˜,
Eij=
1
2
[di,dj]=A˜
i †
r˜ B˜jr˜−A˜
j †
r˜ B˜ir˜, E
ij=−E†ij=E⋆ij ,
di=
√
2
(
A˜
i†
r˜Y˜ r˜+Y˜
†
r˜B˜ir˜
)
, Y˜ r˜≡ 1√
2
(
A˜
0
r˜−B˜
†
0r˜
)
, d†i =−d⋆i ,
Wαp˜ ≡

Bαp˜
Aαp˜
Y p˜
 .

(3.8)
In the boson images of SO(2N+1) Lie operators, particularly the images cα and c
†
α must
satifsy the anticommutation relations {c†α, cβ}= δαβ, etc., when they operate on the spinor
subspace. Therefore, we use in the regular representation space the following image of the
Hamiltonian with the Lagrange multiplier terms to select out the spinor subspace:
H = hαβ
(
Eαβ+
1
2
δαβ
)
+
1
4
[αβ|γδ]
(
{Eαβ+
1
2
δαβ ,E
γ
δ+
1
2
δγδ}+{Eαγ ,Eδβ}
)
+H ′,
H ′=
1
2
kαβ
({c†α, cβ}−δαβ)+14 lαβ{c†α, c†β}+14 l⋆αβ{cα, cβ}, (k⋆αβ=kβα, lαβ= lβα),
 (3.9)
Using (3.9), (3.5) and (3.6), the Heisenberg equations of motions for Wαp˜ (p˜=0, . . . , N,N+
1, . . . , 2N+1) are calculated as
i~W˙
α
p˜ =[W
α
p˜ , H ]=

1
2
{Fαβ,Bβp˜}+1
2
{Dαβ,Aβp˜}+
1√
2
{Mα,Y p˜}
−1
2
{F†αβ,Aβp˜}−
1
2
{D†αβ ,Bβp˜}+
1√
2
{M†α,Y p˜}
1√
2
{Mα,Aαp˜}+
1√
2
{M†α,Bαp˜}

=

(
FαβBβq˜+DαβAβq˜+
√
2MαYq˜
)
Oq˜p˜+
1
2
{fαβBβr˜+dαβAβr˜+
√
2mαYr˜,Or˜p˜}(
−F ⋆αβAβq˜−D⋆αβBβq˜+
√
2M⋆αYq˜
)
Oq˜p˜+
1
2
{−f †αβAβr˜−d †αβBβr˜+
√
2m†αYr˜,Or˜p˜}(√
2MαAαq˜+
√
2M⋆αBαq˜
)
Oq˜p˜+
1
2
{√2mαAαr˜+
√
2m†αBαr˜,Or˜p˜}

= i~
∂
∂t
Wαq˜ ·Oq˜p˜ +Wαq˜ ·[Oq˜p˜, H ]= i~W˙αq˜ ·Oq˜p˜ + i~Wαq˜ ·O˙q˜p˜.
(3.10)
where the Wαq˜ denotes a classical part of the Wαp˜ and the Fαβ, etc. are defined as follows:
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Fαβ≡hαβ+[αβ|γδ]
(
E
γ
δ+
1
2
δγδ
)
=Fαβ+fαβ, fαβ≡ [αβ|γδ] (E γδ −<E γδ>G)=f †βα,
Dαβ≡ 1
2
[αγ|βδ]Eδγ=Dαβ+dαβ , dαβ≡ 1
2
[αγ|βδ] (Eδγ −<Eδγ>G)=−dβα,
Mα≡kαβcβ+lαβc†β=Mα+mα, mα≡kαβ (cβ −<cβ>G)+lαβ
(
c
†
β −<c†β>G
)
.

(3.11)
The SCF parameters F =(Fαβ)=F
†, D=(Dαβ)=−DT and M=(Mα) are defined by
Fαβ=hαβ+[αβ|γδ]Rγδ, Dαβ= 1
2
[αγ|βδ] (−Kδγ),Mα=kαβ<cβ>G+lαβ<c†β>G . (3.12)
which involve effects of unpaired-mode amplitudes as well as those of paired mode.
The Hamiltonian (3.9) is expressed in terms of the boson operators, i.e., an assembly
of oscillators, but represents a (2N+1)-dimensional fermion top. From (3.10) the classical
equation of motion for the Wαp˜ of the fermion top is obtained as
i~W˙αp˜ =FαβWβp˜ , Fαβ≡

Fαβ Dαβ
√
2Mα
−D⋆αβ −F ⋆αβ
√
2M⋆α√
2M †β
√
2MTβ 0
. (3.13)
Simultaneously the direction of the axis of the rotation fluctuates quantum mechanically
around the classical axis. This picture of the fermion dynamics was first given by Fukutome,
Yamamura and one of the present author (S.N.) [6]. Equation (3.13) is transfomed to
i~W˙αp =FαβWβp =⇒ i~W˙ αi =FαβW βi and i~

x˙α√
2
− x˙
⋆
α√
2
z˙
=Fαβ

xβ√
2
− x
⋆
β√
2
z
, (3.14)
using the relations in (2.9), from which we obtain the equations of motion for HB amplitudes
a and b though including unpaired mode amplitudes x and x⋆.
i~a˙=−
[
F ⋆− 1
1+z
(
x⋆MT+M⋆xT
)]
a−
[
D⋆ − 1
1+z
(
x⋆M †−M⋆x†)]b,
i~b˙=
[
F− 1
1+z
(
xM †+Mx†
)]
b+
[
D − 1
1+z
(
xMT−MxT)]a.
 (3.15)
This is an extended TDHB (ETDHB) equation in which the paired and the unpaired modes
are treated in an equal manner [6] and is applicable to both even and odd fermion systems.
Then it is the extended TDSCF theory having the same level of a mean field approximation
as the usual TDHB. By putting a and b as e
iEt
~ a and e
iEt
~ b, we obtain a static EHB equation
F ⋆− 1
1+z
(
x⋆MT+M⋆xT
)
D⋆− 1
1+z
(
x⋆M †−M⋆x†)
−D+ 1
1+z
(
xMT−MxT) −F+ 1
1+z
(
xM †+Mx†
)


a
b
=E

a
b
,F

x√
2
− x
⋆
√
2
z
=0. (3.16)
Though we use the same symbols, a, b, x and z in (3.16) are time independent amplitudes.
The constraint term in (3.9) should vanish in the physical fermion space but their classical
part might not. Using the third of (3.12) we must determine the parameters k and l in M .
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4 A Solution of the extended Hartee-Bogoliubov eigen-
value equation
We use a spherical symmetric single-particle state specified by the set of quantum numbers
{na, la, ja, mα} which is denoted as α. The time-reversed single-particle state α¯ is obtained
from α by changing the sign ofmα. We use a phase factor sα=(−1)ja−mα in the time reversed
quantity. The SO(2N+1) density matrix has the time reversal symmetry R⋆αβ = sαsβRα¯β¯ .
By introducing a new amplitude b˜ defined by b˜αi = sαbα¯i [28] and using the time reversal
symmetry F ⋆αβ=sαsβFα¯β¯ , the EHB eigenvalue equation is transformed into{
F ⋆αβ−
1
1+z
(x⋆αMβ+M
⋆
αxβ)
}
aβi+
{
sβD
⋆
αβ¯
− 1
1+z
(
x⋆αsβM
⋆
β¯
−M⋆αsβx⋆β¯
)}
b˜βi=Eia
α
i,
−
{
F ⋆αβ−
1
1+z
(
sαxα¯sβM
⋆
β¯
+sαMα¯sβx
⋆
β¯
)}
b˜βi−
{
sαDα¯β− 1
1+z
(sαxα¯Mβ−sαMα¯xβ)
}
aβi=Eib˜αi,
(4.1)
− F ⋆αβ
(
− x
⋆
β√
2
)
−D⋆αβ
(
xβ√
2
)
+
√
2M⋆αz=0, F
⋆
αβ
(
sβ
xβ¯√
2
)
+sαDα¯β
(
− x
⋆
β√
2
)
+
√
2sαMα¯z=0. (4.2)
The SCF parameters Fαβ and Dαβ are decomposed as
Fαβ=fαβ+
1
2(1+z)
[αβ|γδ] (x⋆γ<cδ>G+<c†γ>Gxδ)≡fαβ+
fx,αβ
1+z
, f †x=fx,
Dαβ=dαβ+
1
2(1+z)
1
2
[αγ|βδ] (xγ<cδ>G−<cγ>Gxδ)≡dαβ+ dx,αβ
1+z
, dTx =−dx,
 (4.3)
where fαβ and dαβ are the usual SO(2N) SCF parameters defined as
fαβ=(εa−λ)·δαβ+[αβ|γδ] ργδ, (f †=f), dαβ= 1
2
[αγ|βδ] (−κδγ), (dT=−d), (4.4)
and the SO(2N) density matrices ραβ and καβ are given by
ραβ=<E
α
β+
1
2
δαβ>g, καβ=−<Eαβ>g, κ⋆αβ=<Eαβ>g. (4.5)
The expectation values of the annihilation and creation operators, with respect to the state
|G>, are given in terms of the matrix entries ραβ and καβ and the amplitudes xα and x⋆α as
<cα>G=
(
1
2
δαβ−ρ⋆αβ
)
xβ+καβx
⋆
β, <c
†
α>G=<cα>G
⋆ . (4.6)
We solve the EHB eigenvalue equation by the two-step diagonalization method [12]. First
we diagonalize the separable particle-hole-type interaction and neglect its exchange effect.
Then, the Hartree approximation leads to the eigenvalue equation
f ⋆αβwβi=eiwαi, w
⋆
αiwαj=δij , w
⋆
αiwβi=δαβ. (4.7)
The time-reversed Hartree state t i˜wα i˜ is degenerate with the Hartree state wαi in energy:
f ⋆αβt i˜wβ i˜ =e i˜ t i˜wα i˜ , e i˜ =ei. (4.8)
The phase ti, the counterpart of sα, satisfies the relation t i˜ =−ti. The Hartree state wαi
satisfies the relation w⋆αi=sαt i˜wα¯ i˜ . We put the HB amplitudes into product forms
aαi=uiwαi, b˜αi=viwαi, (not summed over i) , |ui|2 + |vi|2 = 1, (4.9)
for which we impose also the time reversal ansatz
sαtia
α¯
i˜
=a⋆αi, u i˜ =u
⋆
i , sαtib˜α¯ i˜ = b˜
⋆
αi, v i˜ =v
⋆
i . (4.10)
We also introduce the following quantities associated with the unpaired mode amplitudes
Mi≡Mαwαi, M i≡sαM⋆α¯wαi, xi≡xαwαi, x¯i≡sαx⋆α¯wαi, (4.11)
which have the time reversal properties t⋆
i˜
M⋆
i˜
=M i, t
⋆
i˜
M
⋆
i˜ =Mi, t
⋆
i˜
x⋆
i˜
= x¯i, t
⋆
i˜
x¯⋆
i˜
=xi.
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Further assume the pairing potentials d = (dαβ) and dx = (dx,αβ) to be constant. This
makes the situation very simple as in the BCS theory does [29]. Then, the pairing potentials
have the following forms:
dαβ=sαδαβ¯∆, ∆≡
1
2
gsγκγγ¯ and dx,αβ=sαδαβ¯∆x, ∆x≡
1
4
gsγ(xγ<cγ¯>G−<cγ>Gxγ¯) , (4.12)
where g is the strength parameter for the pairing force. By substituting (4.9) into (4.1)
and using the Hartree equation (4.7) and the definition f ⋆x,i≡w⋆αif ⋆x,αβwβi(=fx,i), the EHB
eigenvalue equation (4.1) under the assumption (4.12) is converted into the following form:
eiui− 1
1+z
(x⋆iMi+M
⋆
i xi−fx,i)ui+∆⋆vi−
1
1+z
(
x⋆iM i−M⋆i x¯i−∆⋆x
)
vi=Eiui,
−eivi+ 1
1+z
(
x¯⋆iM i+M
⋆
i x¯i−fx,i
)
vi+∆ui+
1
1+z
(
x¯⋆iMi−M ⋆ixi+∆x
)
ui=Eivi.
(4.13)
Here we have used the orthonormalization condition in (4.7) and the new quantities in (4.11).
Similarly, multiplying (4.2) by w⋆αi and summing over the index α, we obtain the equations
1√
2
(
ei+
fx,i
1+z
)
xi− 1√
2
(
∆+
∆x
1+z
)
x¯i+
√
2zMi=0,
1√
2
(
ei+
fx,i
1+z
)
x¯i+
1√
2
(
∆⋆+
∆⋆x
1+z
)
xi+
√
2zM i=0, (4.14)
from which we have the formal solutions for xi and x¯i,
xi=− 2z
E˜2i
{(
ei+
fx,i
1+z
)
Mi+
(
∆+
∆x
1+z
)
M i
}
, x¯i=− 2z
E˜2i
{(
ei+
fx,i
1+z
)
M i−
(
∆⋆+
∆⋆x
1+z
)
Mi
}
,
E˜2i ≡
(
ei+
fx,i
1+z
)2
+
∣∣∣∣∆+ ∆x1+z
∣∣∣∣2.
(4.15)
In the second step we diagonalize the pairing interaction contribution only to the SCF
pairing potential D=(Dαβ). In order to diagonalize the EHB eigenvalue equation (4.13), it
is very useful to notice some important relations satisfied with xi, x¯i, Mi and M i. Using the
above formal solutions (4.15), we obtain the relations
x⋆iMi+M
⋆
i xi=−
2z
E˜2i
{
2
(
ei+
fx,i
1+z
)
|Mi|2+
(
∆+
∆x
1+z
)
M⋆iMi+
(
∆⋆+
∆⋆x
1+z
)
M
⋆
iMi
}
,
x¯⋆iMi+M
⋆
i x¯i=−
2z
E˜2i
{
2
(
ei+
fx,i
1+z
)
|Mi|2−
(
∆+
∆x
1+z
)
M⋆iMi−
(
∆⋆+
∆⋆x
1+z
)
M
⋆
iMi
}
,
x⋆iMi−M⋆i x¯i=−
2z
E˜2i
(
∆⋆+
∆⋆x
1+z
)(|Mi|2+|Mi|2), x¯⋆iMi−M ⋆i xi=2z
E˜2i
(
∆+
∆x
1+z
)(|Mi|2+|Mi|2).

(4.16)
Substituting (4.16) into (4.13), we have a secular equation∣∣∣∣∣ei+F
(+)
M −Ei D⋆M
DM − ei−F (−)M −Ei
∣∣∣∣∣=0, (4.17)
where the quantities F
(±)
M and DM are defined as
F
(+)
M ≡
1
1+z
[
2z
E˜2i
{
2
(
ei+
fx,i
1+z
)
|Mi|2+
(
∆+
∆x
1+z
)
M⋆i M i+
(
∆⋆+
∆⋆x
1+z
)
M
⋆
iMi
}
+fx,i
]
,
F
(−)
M ≡
1
1+z
[
2z
E˜2i
{
2
(
ei+
fx,i
1+z
)
|Mi|2−
(
∆+
∆x
1+z
)
M⋆i M i−
(
∆⋆+
∆⋆x
1+z
)
M
⋆
iMi
}
+fx,i
]
,
DM ≡
(
∆+
∆x
1+z
)(
1+
2z
1+z
|Mi|2+|M i|2
E˜2i
)
.

(4.18)
From (4.17) and (4.18) we obtain an eigenvalue
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Ei=E˜i+
2z
1+z
|Mi|2+|Mi|2
E˜i
+
2z
1+z
(
ei+
fx,i
1+z
)(|Mi|2−|Mi|2)+(∆+∆x
1+z
)
M⋆iMi+
(
∆⋆+
∆⋆x
1+z
)
M
⋆
iMi
E˜2i
,
(4.19)
which reduces to the usual HB quasiparticle energy if z = 1 [2]. It involves unpaired-mode
effects in contrast to the usual HB theory, which is unable to describe the unpaired modes.
With the help of the EHB eigenvalue equation (4.13), the eigenvectors are obtained as
|ui|2= 1
2
Ei+ei+
fx,i
1+z
+
2z
1+z
1
E˜2i

2
(
ei+
fx,i
1+z
)
|Mi|2−
(
∆+
∆x
1+z
)
M⋆iMi−
(
∆⋆+
∆⋆x
1+z
)
M
⋆
iMi


Ei− 2z
1+z
1
E˜2i


(
ei+
fx,i
1+z
)
(|Mi|2−|Mi|2)+
(
∆+
∆x
1+z
)
M⋆iMi+
(
∆⋆+
∆⋆x
1+z
)
M
⋆
iMi


,
|vi|2= 1
2
Ei−ei−fx,i
1+z
− 2z
1+z
1
E˜2i

2
(
ei+
fx,i
1+z
)
|Mi|2+
(
∆+
∆x
1+z
)
M⋆iMi+
(
∆⋆+
∆⋆x
1+z
)
M
⋆
iMi


Ei− 2z
1+z
1
E˜2i


(
ei+
fx,i
1+z
)
(|Mi|2−|Mi|2)+
(
∆+
∆x
1+z
)
M⋆iMi+
(
∆⋆+
∆⋆x
1+z
)
M
⋆
iMi


.

(4.20)
From (4.15), we can get the solutions for the unpaired-mode amplitudes and for z as
|xi|2= 4z
2
E˜4i
{(
ei+
fx,i
1+z
)
|Mi|2+|∆+∆x
1+z
|2|M i|2
+
(
ei+
fx,i
1+z
)(
∆+
∆x
1+z
)
M⋆i M i+
(
ei+
fx,i
1+z
)(
∆⋆+
∆⋆x
1+z
)
M
⋆
iMi
}
,
|x¯i|2= 4z
2
E˜4i
{(
ei+
fx,i
1+z
)
|M i|2+|∆+∆x
1+z
|2|Mi|2
−
(
ei+
fx,i
1+z
)(
∆+
∆x
1+z
)
M⋆i M i−
(
ei+
fx,i
1+z
)(
∆⋆+
∆⋆x
1+z
)
M
⋆
iMi
}
,
z2=
[
1+2
∑
i
1
E˜2i
(|Mi|2+|M i|2)
]−1
,

(4.21)
where we have used the normalization condition
∑
i |xi|2=
∑
i |x¯i|2=1−z2.
Up to the present stage, the SCF Hartree potential, the chemical potential λ and the
pairing potential remain undetermined. With the use of (4.3)∼(4.6) and the product form
of the HB amplitude (4.9), the SCF Hartree potential given through (4.3) is determined as
fαβ=(εa−λ)·δαβ
∑
i |vi|2wαiw⋆βi+[αβ|γδ]
∑
i |vi|2wγiw⋆δi,
fx,αβ=
1
2
[αβ|γδ]∑ij{(1−|vi|2−|vj |2)x⋆ixj+12(u⋆jvj+ujv⋆j )x⋆i x¯j+12(u⋆i vi+uiv⋆i )x¯⋆ixj
}
wγiw
⋆
δj ,
(4.22)
and the pairing potentials and the chemical potential are determined by the conditions
∆=
1
2
g
∑
i(u
⋆
i vi+uiv
⋆
i ) , ∆x=−
1
8
g
∑
i(u
⋆
i vi+v
⋆
i ui)(|xi|2+|x¯i|2) , and (4.23)
N=Rαα=
∑
i
[
1− 1
1+z
{
|vi|2|xi|2−1
4
(u⋆ivi+uiv
⋆
i )(x
⋆
i x¯i+x¯
⋆
ixi)
}]
+
1−z
2
, (4.24)
where N is a number of fermions in the system. They contain unpaired-mode effects and
reduce to the equations for the gap energy and the chemical potential of the usual HB theory
if we put z=1 [2]. The magnitude of the gap energy evidently decreases due to the presence
of the unpaired-mode effects (Pauli blocking effects), which is also seen in the solution of
the improper-HB eigenvalue equation presented by one of the present authors (S.N.) et al.
[30]-[31].
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5 Energies of classical motion and quantummechanical
fluctuation of fermion SO(2N+1) top
Through the coordinate transformations (3.6) and (3.7), the fermion SO(2N+1) Lie oper-
ators are expressed in terms of their quasiparticle expectation values (c-number) and of the
quasiparticle SO(2N+1) Lie operators (quantum mechanical fluctuations) as follows:
Eαβ =<E
α
β>G+E˜
α
β=<E
α
β>G+
(
AαiA
β⋆
j−BβiB⋆αj
)(
E ij+
1
2
δij
)
+B⋆αiA
β⋆
jE ij+A
α
iBβjE
ij
+
1
2
(
B⋆αixβ+A
β⋆
i x
⋆
α
)
d i+
1
2
(Aαixβ+Bβix
⋆
α)d
†
i,
Eαβ =<Eαβ>G+E˜αβ=<Eαβ>G+
(
BαiA
β⋆
j−BβiAα⋆j
)(
E ij+
1
2
δij
)
+Aα⋆iA
β⋆
jE ij+BαiBβjE
ij
+
1
2
(
Aα⋆i xβ−Aβ⋆i xα
)
d i+
1
2
(Bαixβ−Bβixα)d†i,
cα=<cα>G+c˜α=<cα>G−
(
Bαiy
⋆
j+A
α⋆
j yi
)(
E ij+
1
2
δij
)
−Aα⋆i y⋆jE ij+BαiyjE ij
+
(
zAα⋆i +
1
2
xαy
⋆
i
)
d i+
(
zBαi−1
2
xαyi
)
d
†
i.

(5.1)
The combination E ij+
1
2
δij , in which the constant term −1
2
δij in E
i
j is eliminated, is relevant
to describe the quantum mechanical fluctuations.
Using (5.1), the boson image of the Hamiltonian with the Lagrange multipliers (3.9) is
transformed to the following form:
H=E0+H˜,
E0=<H>G+kαβ
(
<c†α>G<cβ>G−
1
2
δαβ
)
+
1
2
lαβ<c
†
α>G<c
†
β>G+
1
2
l⋆αβ<cα>G<cβ>G,
H˜=
1
2
FαβE˜
α
β+
1
2
F ⋆αβE˜
α†
β+
1
2
DαβE˜
αβ−1
2
D⋆αβE˜αβ+Mαc˜
†
α+M
⋆
αc˜α
+
1
4
[
[αβ|γδ]
(
{E˜αβ, E˜
γ
δ}+
1
2
{E˜αγ , E˜δβ}
)
+kαβ{˜c†α, c˜β}+k⋆αβ{˜c†β, c˜α}+lαβ{˜c†α, c˜†β}+l⋆αβ{˜cα, c˜β}
]
,

(5.2)
where E0 is the energy of the classical motion of the top and deviates from the quasiparticle
expectation value of the Hamiltonian <H>G owing to the presence of the constraint termH
′
in (3.9). The coordinate transformation method contrasts with the coherent-state method
[32]. The Hamiltonian H˜ is the boson image of Hamiltonian for the quantum mechanical
fluctuation. To treat such a quantum mechanical fluctuation, we make the successive coor-
dinate transformation G˜ similar to (3.7). We may decompose the tranformation matrix G˜
approximately into a product form of two matrices in the following form:A˜pq B˜⋆pq
B˜pq A˜
p⋆
q
=
A˜pr B˜⋆pr
B˜pr A˜p⋆r

 ˜˜Arq ˜˜B⋆rq˜˜
Brq
˜˜
Ar⋆q
,
A˜pq B˜⋆pq
B˜pq A˜p⋆q
≈
Apr B⋆pr
Bpr Ap⋆r
Arq B⋆rq
Brq A
r⋆
q
, (5.3)
in the second equation of which, the matrix G stands for the fluctuation matrix deviated
from the statioary matrix G. The decomposition of the matrix G˜ (5.3) first proposed in Ref.
[34] is equivalent to making the Bogoliubov transformation by the stationary amplitudes A
and B that brings state vectors and operators into the quasiparticle frame determined by
the stationary solution. From the decomposition we have approximate relations between the
amplitude in the G˜ quasiparticle frame and the amplitude in the G quasiparticle frame as
A˜pq≈AprArq+B⋆prBrq and B˜pq≈BprArq+Ap⋆rBrq.
12
The bosonized quasiparticle SO(2N+1) Lie operators in the G˜ quasiparticle frame with
indices i and j (i, j=1, . . . , N) are also constructed from operators similar to the operators
in (3.6) along the same way as (3.8) in the following forms:
E˜ ij=
1
2
[d˜
†
i , d˜j ]=
˜˜
B
†
ir˜
˜˜
Bjr˜− ˜˜Aj †r˜ ˜˜Ai r˜,
E˜ij=
1
2
[d˜i, d˜j]=
˜˜
A
i †
r˜
˜˜
Bjr˜− ˜˜Aj †r˜ ˜˜Bir˜, E˜ij=−E˜†ij=E˜⋆ij ,
d˜i=
√
2
(˜˜
A
i†
r˜
˜˜
Y r˜+
˜˜
Y
†
r˜
˜˜
Bir˜
)
,
˜˜
Y r˜≡ 1√
2
(˜˜
A0r˜− ˜˜B†0r˜) , d˜†i =−d˜⋆i .

(5.4)
Using (5.3), the fermion SO(2N+1) Lie operators describing the quantum mechanical fluc-
tuation are expressed in terms of the quasiparticle expectation values (c-number) of them in
the G˜ quasiparticle frame and the new quasiparticle SO(2N+1) Lie operators as follows:
E˜ αβ =<E˜
α
β>G˜ +
˜˜
E αβ=<E˜
α
β>G˜+
(
A˜αiA˜
β⋆
j−B˜βiB˜⋆αj
)(˜
E ij+
1
2
δij
)
+B˜⋆αiA˜
β⋆
jE˜ ij+A˜
α
iB˜βjE˜
ij
+
1
2
(
B˜⋆αix˜β+A˜
β⋆
i x˜
⋆
α
)
d˜ i+
1
2
(
A˜αix˜β+B˜βix˜
⋆
α
)
d˜
†
i,
E˜αβ =<E˜αβ>G˜+
˜˜
Eαβ=<E˜αβ>G˜+
(
B˜αiA˜
β⋆
j−B˜βiA˜α⋆j
)(˜
E ij+
1
2
δij
)
+A˜α⋆i A˜
β⋆
jE˜ ij+B˜αiB˜βjE˜
ij
+
1
2
(
A˜α⋆i x˜β−A˜β⋆i x˜α
)
d˜ i+
1
2
(
B˜αix˜β−B˜βix˜α
)
d˜
†
i,
c˜α=<c˜α>G˜ +˜˜cα=<c˜α>G˜−
(
B˜αiy˜
⋆
j+A˜
α⋆
j y˜i
)(˜
E ij+
1
2
δij
)
−A˜α⋆i y˜⋆jE˜ ij+B˜αiy˜jE˜ ij
+
(˜
zA˜α⋆i+
1
2
x˜αy˜
⋆
i
)
d˜ i+
(˜
zB˜αi−1
2
x˜αy˜i
)
d˜
†
i,

(5.5)
where the quasiparticle expectation values in the G˜ quasiparticle frame are given as
<E˜αβ+
1
2
δαβ>G˜ = R˜
α
β=
1
2
(
B˜⋆αi′B˜βi′−A˜αi′A˜β⋆i′
)
+
1
2
δαβ ,
<E˜αβ>G˜ = −K˜αβ=
1
2
(
A˜α⋆i′B˜βi′−B˜αi′A˜β⋆i′
)
, <E˜αβ>
G˜
= − <E˜αβ>⋆G˜,
< c˜α>G˜ =
1
2
(
A˜α⋆i′ y˜i′+B˜αi′ y˜
⋆
i′
)
, < c˜†α>G˜ =<c˜α>
⋆
G˜
.
 (5.6)
whose forms are the same as those of (2.11). Substituting (5.5) and (5.6) into (5.2), the
fluctuating Hamiltonian H˜ with the Lagrange multipliers is converted into
H˜= E˜0+
˜˜
H
+
1
4
[αβ|γδ]
(
{˜˜Eαβ, ˜˜Eγδ}+12{˜˜Eαγ , ˜˜Eδβ}
)
+
1
4
kαβ {˜˜c†α, ˜˜cβ}+14k⋆αβ {˜˜c†β, ˜˜cα}+14 lαβ {˜˜c†α, ˜˜c†β}+14 l⋆αβ {˜˜cα, ˜˜cβ},
E˜0≡1
2
Fαβ<E˜
α
β>G˜+
1
2
F ⋆αβ<E˜
α†
β>G˜+
1
2
Dαβ<E˜
αβ>G˜−
1
2
D⋆αβ<E˜αβ>G˜+Mα<c˜
†
α>G˜+M
⋆
α<c˜α>G˜
+
1
4
[αβ|γδ]
(
2<E˜αβ>G˜<E˜
γ
δ>G˜+<E˜
αγ>
G˜
<E˜δβ>G˜
)
+kαβ<c˜
†
α>G˜<c˜β>G˜ +
1
2
lαβ<c˜
†
α>G˜<c˜
†
β>G˜ +
1
2
l⋆αβ<c˜α>G˜<c˜β>G˜,˜˜
H ≡1
2
Fαβ
˜˜
Eαβ+
1
2
F ⋆αβ
˜˜
E
α†
β+
1
2
Dαβ
˜˜
Eαβ−1
2
D⋆αβ
˜˜
Eαβ+Mα˜˜c†α+M⋆α˜˜cα
+
1
4
[αβ|γδ]
(
<E˜γδ>G˜
˜˜
Eαβ+<E˜
α
β>G˜
˜˜
E
γ
δ+
1
2
<E˜δβ>G˜
˜˜
Eαγ+
1
2
<E˜αγ>
G˜
˜˜
Eδβ
)
+
1
4
kαβ
(
<c˜β>G˜
˜˜c†α+<c˜†α>G˜ ˜˜cβ)+h.c.+14 lαβ(<c˜†β>G˜ ˜˜c†α+<c˜†α>G˜ ˜˜c†β)+h.c.,

(5.7)
where h.c. denotes the Hermtian conjugate. A part of the fluctuating Hamiltonian
˜˜
H is
given up to the first order in the boson images
˜˜
E and ˜˜c.
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The part of the fluctuating Hamiltonian
˜˜
H is devided into two parts as
˜˜
H=
˜˜
H
d˜
+
˜˜
H
E˜
. Above
all the
˜˜
H
d˜
is important.
˜˜
H
d˜
is given as˜˜
H
d˜
=
1
4
[
Fαβ
(˜
B⋆αix˜β+A˜
β⋆
i x˜
⋆
α
)
+F ⋆αβ
(˜
Aα⋆i x˜
⋆
β+B˜
⋆
βix˜α
)
−Dαβ
(˜
B⋆αix˜
⋆
β−B˜⋆βix˜⋆α
)
−D⋆αβ
(˜
Aα⋆i x˜β−A˜β⋆i x˜α
)]˜
d i+h.c.
+
[
Mα
(˜
zB˜⋆αi−
1
2
x˜⋆αy˜
⋆
i
)
+M⋆α
(˜
zA˜α⋆i+
1
2
x˜αy˜
⋆
i
)]
d˜ i+h.c.
+
1
4
[αβ|γδ]
[
<E˜αβ>G˜
(
B˜⋆γix˜δ+A˜
δ⋆
i x˜
⋆
γ
)]
d˜ i+h.c.
− 1
16
[αβ|γδ]
[
<E˜δβ>G˜
(
B˜⋆αix˜
⋆
γ−B˜⋆γix˜⋆α
)
−<E˜αγ>G˜
(
A˜δ⋆i x˜β−A˜β⋆i x˜δ
)]
d˜ i−h.c.
+
1
4
kαβ
{[
<c˜β>G˜
(˜
zB˜⋆αi−
1
2
x˜⋆αy˜
⋆
i
)
+<c˜†α>G˜
(˜
zA˜β⋆i+
1
2
x˜β y˜
⋆
i
)]˜
d i
+
[
<c˜β>G˜
(˜
zA˜αi+
1
2
x˜⋆αy˜i
)
+<c˜†α>G˜
(˜
zB˜βi−1
2
x˜β y˜i
)]˜
d
†
i
}
+h.c.
+
1
4
lαβ
{[
<c˜†β>G˜
(˜
zB˜⋆αi−
1
2
x˜⋆αy˜
⋆
i
)
+<c˜†α>G˜
(˜
zB˜⋆βi−
1
2
x˜⋆β y˜
⋆
i
)]˜
d i
+
[
<c˜†β>G˜
(˜
zA˜αi+
1
2
x˜⋆αy˜i
)
+<c˜†α>G˜
(˜
zA˜βi+
1
2
x˜⋆β y˜i
)]˜
d
†
i
}
+h.c.,
(5.8)
which is exactly the so-called dangerous term and should vanish. As for the annihilation
opertor d˜ i′ of the quasiparticle state i
′, the right-hand-side of (5.8) is calculated as follows:
Fαβ
(
B˜⋆αi′ x˜β+A˜
β⋆
i′ x˜
⋆
α
)
+F ⋆αβ
(
A˜α⋆i′ x˜
⋆
β+B˜
⋆
βi′x˜α
)
−Dαβ
(
B˜⋆αi′ x˜
⋆
β−B˜⋆βi′ x˜⋆α
)
−D⋆αβ
(
A˜α⋆i′ x˜β−A˜β⋆i′ x˜α
)
+4Mα
(˜
zB˜⋆αi′−
1
2
x˜⋆αy˜
⋆
i′
)
+4M⋆α
(˜
zA˜α⋆i′+
1
2
x˜αy˜
⋆
i′
)
+[αβ|γδ]
[
<E˜αβ>G˜
(
B˜⋆γi′ x˜δ+A˜
δ⋆
i′x˜
⋆
γ
)
−1
4
{
<E˜δβ>G˜
(
B˜⋆αi′ x˜
⋆
γ−B˜⋆γi′ x˜⋆α
)
−<E˜αγ>
G˜
(
A˜δ⋆i′ x˜β−A˜β⋆i′ x˜δ
)}]
+2kαβ
[
<c˜β>G˜
(˜
zB˜⋆αi′−
1
2
x˜⋆αy˜
⋆
i′
)
+<c˜†α>G˜
(˜
zA˜β⋆i′+
1
2
x˜β y˜
⋆
i′
)]
+lαβ
[
<c˜†β>G˜
(˜
zB˜⋆αi′−
1
2
x˜⋆αy˜
⋆
i′
)
+<c˜†α>G˜
(˜
zB˜⋆βi′−
1
2
x˜⋆β y˜
⋆
i′
)]
+l⋆αβ
[
<c˜β>G˜
(˜
zA˜α⋆i′+
1
2
x˜αy˜
⋆
i′
)
+<c˜α>G˜
(˜
zA˜β⋆i′+
1
2
x˜β y˜
⋆
i′
)]
=2
[
FαβA˜
β⋆
i′+DαβB˜
⋆
βi′+
√
2Mα
(
− y˜
⋆
i′√
2
)]
x˜⋆α+2
[
F ⋆αβB˜
⋆
βi′+D
⋆
αβA˜
β⋆
i′+
√
2M⋆α
(
y˜⋆i′√
2
)]
x˜α
+2
[√
2MαB˜
⋆
αi′+
√
2M⋆αA˜
α⋆
i′
]√
2z˜
+
(
F˜αβ−hαβ−1
2
[αβ|γγ]
)(
B˜⋆αi′ x˜β+A˜
β⋆
i′ x˜
⋆
α
)
−1
2
{
D˜αβ
(
B˜⋆αi′ x˜
⋆
β−B˜⋆βi′ x˜⋆α
)
+D˜⋆αβ
(
A˜α⋆i′ x˜β−A˜β⋆i′x˜α
)}
+2M˜α
(˜
zB˜⋆αi′−
1
2
x˜⋆αy˜
⋆
i′
)
+2M˜⋆α
(˜
zA˜α⋆i′+
1
2
x˜αy˜
⋆
i′
)
=2Ei′
(
A˜α⋆i′ x˜
⋆
α−B˜⋆αi′ x˜α−z˜y˜⋆i′
)
+
√
2z˜
(√
2M˜αB˜
⋆
αi′+
√
2M˜⋆αA˜
α⋆
i′
)
+
[
F˜αβA˜
β⋆
i′+D˜αβB˜
⋆
βi′+
√
2M˜α
(
− y˜
⋆
i′√
2
)]
x˜⋆α+
[
F˜ ⋆αβB˜
⋆
βi′+D˜
⋆
αβA˜
β⋆
i′+
√
2M˜⋆α
(
y˜⋆i′√
2
)]
x˜α
=
(
2Ei′+E˜i′
)(
A˜α⋆i′ x˜
⋆
α−B˜⋆αi′ x˜α−z˜y˜⋆i′
)
.
(5.9)
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The
˜˜
H
d˜
vanishes if we use the normalization condition A˜α⋆i′ x˜
⋆
α−B˜⋆αi′ x˜α− z˜y˜⋆i′ = 0 which is
derived from (2.2). We define the tilded SCF parameters in the G˜ quasiparticle frame as
F˜αβ≡hαβ+[αβ|γδ]R˜γδ, D˜αβ≡ 1
2
[αγ|βδ](−K˜δγ), M˜α≡kαβ<c˜β>G˜ +lαβ<c˜ †β >G˜ . (5.10)
In (5.9) we also have used another eigenvalue E˜i′ related to a quantum fluctuation given by
the same type of the eigenvalue equation as (3.16). Namely, the eigenvalue equation for the
fluctuating Hamiltonian with the eigenvalue E˜i′ is given as
F˜αβ

A˜β⋆i′
B˜⋆βi′
− y˜
⋆
i′√
2
= E˜i′

A˜β⋆i′
B˜⋆βi′
− y˜
⋆
i′√
2
 , F˜αβ

x˜β√
2
− x˜
⋆
β√
2
z˜
=0, F˜αβ≡

F˜αβ D˜αβ
√
2M˜α
−D˜⋆αβ −F˜ ⋆αβ
√
2M˜⋆α√
2M˜ †β
√
2M˜Tβ 0
 . (5.11)
The Hamiltonian
˜˜
H
E˜
describes the quantum mechanical fluctuation and is given by˜˜
H
E˜
=
[
A˜αi
{
FαβA˜
β⋆
j+DαβB˜
⋆
βj+
√
2Mα
(
− y˜
⋆
j√
2
)}
−B˜αi
{
F ⋆αβB˜
⋆
βj+D
⋆
αβA˜
β⋆
j+
√
2M⋆α
(
y˜⋆j√
2
)}](˜
E ij+
1
2
δij
)
+
1
2
[
B˜⋆αi
{
FαβA˜
β⋆
j +DαβB˜
⋆
βj+
√
2Mα
(
− y˜
⋆
j√
2
)}
+A˜α⋆j
{
F ⋆αβB˜
⋆
βi+D
⋆
αβA˜
β⋆
i+
√
2M⋆α
(
y˜⋆i√
2
)}]
E˜ ij
+
1
2
[
B˜αj
{
F ⋆αβA˜
β
i+D
⋆
αβB˜βi+
√
2M⋆α
(
− y˜i√
2
)}
+A˜αi
{
FαβB˜βj+DαβA˜
β
j+
√
2Mα
(
y˜j√
2
)}]
E˜ ij
+
1
2
[
A˜αi
{
F˜αβA˜
β⋆
j +D˜αβB˜
⋆
βj+
√
2M˜α
(
− y˜
⋆
j√
2
)}
−B˜αi
{
F˜ ⋆αβB˜
⋆
βj+D˜
⋆
αβA˜
β⋆
j +
√
2M˜⋆α
(
y˜⋆j√
2
)}
−y˜i
(
M˜αB˜
⋆
αj+M˜
⋆
αA˜
α⋆
j
). ](
E˜ ij+
1
2
δij
)
+
1
4
[
B˜⋆αi
{
F˜αβA˜
β⋆
j +D˜αβB˜
⋆
βj+
√
2M˜α
(
− y˜
⋆
j√
2
)}
+A˜α⋆j
{
F˜ ⋆αβB˜
⋆
βi+D˜
⋆
αβA˜
β⋆
i+
√
2M˜⋆α
(
y˜⋆i√
2
)}
−y˜⋆j
(
M˜αB˜
⋆
αi+M˜
⋆
αA˜
α⋆
i
).]
E˜ ij
+
1
4
[
B˜αj
{
F˜ ⋆αβA˜
β
i+D˜
⋆
αβB˜βi+
√
2M˜⋆α
(
− y˜i√
2
)}
+A˜αi
{
F˜αβB˜βj+D˜αβA˜
β
j+
√
2M˜α
(
y˜j√
2
)}
+y˜j
(
M˜αA˜
α
i+ M˜
⋆
αB˜αi
).]
E˜ ij.
(5.12)
Using eigenvalue equations (3.16) and (5.11) with eigenvalues Ei and E˜i and normalization
condition G˜†G˜=G˜G˜†=12N+1, the Hamiltonian
˜˜
H
E˜
(5.12) is simply rewritten as follows:˜˜
H
E˜
=Ej
(
A˜αiA˜
α⋆
j +B˜αiB˜
⋆
αj
)(˜
E ij+
1
2
δij
)
+
1
2
E˜j
(
A˜αiA˜
α⋆
j +B˜αiB˜
⋆
αj+
1
2
y˜iy˜
⋆
j
)(˜
E
i
j+
1
2
δij
)
+
1
2
Ej
(
B˜⋆αiA˜
α⋆
j +A˜
α⋆
i B˜
⋆
αj
)
E˜ ij−1
2
Ej
(
B˜αiA˜
α
j+A˜
α
iB˜αj
)
E˜ ij
+
1
4
E˜j
(˜
B⋆αiA˜
α⋆
j +A˜
α⋆
i B˜
⋆
αj−
1
2
y˜⋆i y˜
⋆
j
)
E˜ ij−1
4
E˜j
(˜
BαiA˜
α
j+A˜
α
iB˜αj−
1
2
y˜iy˜j
)
E˜
ij
=
∑
i
(
Ei+
1
2
E˜i
)(
E˜ ii+
1
2
)
−1
4
Ej y˜
⋆
j y˜i
(˜
E ij+
1
2
δij
)
−1
4
Eiy˜
⋆
i y˜j
(˜
E
i†
j+
1
2
δij
)
+
1
4
Ej y˜
⋆
j y˜
⋆
iE˜ ij−
1
4
Ej y˜j y˜iE˜
ij.
(5.13)
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Now we consider an excitation energy due to
˜˜
H
E˜
(=
˜˜
H) (5.13) in which y˜ and y˜⋆ are relevant
variables to treat the excitation energy. This contrasts with the role played by the variables
x and x⋆ in (3.16). We attempt to derive the excitation energy by the Sawada’s eigenmode
method [13]-[14]. The method, however, does not work well because the Hamiltonian
˜˜
H
E˜
contains the unpaired-mode amplitudes. We return to the traditional Bogoliubov’s proce-
dure [4]. Let us introduce the following annihilation and creation operators
˜˜
di and
˜˜
d
†
i :[˜˜
di,
˜˜
d
†
i
]
=
[
d˜i, d˜
†
i
][ ˜˜ui ˜˜vi∗
−˜˜vi ˜˜ui∗
]
≡
[
d˜i, d˜
†
i
]˜˜gi, ˜˜g†i ˜˜gi= ˜˜gi˜˜g†i =12. (5.14)
We also define a new bosonized quasi-particle SO(2N) Lie operators as follows:˜˜
E ij=
1
2
[
˜˜
d
†
i ,
˜˜
dj ],
˜˜
E
j
i=
˜˜
E
i†
j ,
˜˜
Eij=
1
2
[
˜˜
di,
˜˜
dj],
˜˜
E ij=− ˜˜E †ij= ˜˜E ⋆ij . (5.15)
Through the transformation (5.14), the old bosonized quasiparticle SO(2N) Lie operators
(5.4) are converted into
E˜ ij=
1
2
[−˜˜v∗i ˜˜di+˜˜ui˜˜d†i , ˜˜u∗j ˜˜dj+˜˜vj ˜˜d†j]= ˜˜ui˜˜u∗j ˜˜E ij+˜˜v∗i ˜˜vj ˜˜E i†j −˜˜v∗i ˜˜u∗j ˜˜Eij+˜˜ui˜˜vj ˜˜E ij , E˜ ii= ˜˜E ii,
E˜
j†
i =
˜˜vi˜˜v∗j ˜˜E ij+˜˜u∗i ˜˜uj ˜˜E i†j −˜˜u∗i ˜˜v∗j ˜˜Eij+˜˜vi˜˜uj ˜˜E ij ,
E˜ij=
1
2
[˜˜u∗i ˜˜di+˜˜vi˜˜d†i , ˜˜u∗j ˜˜dj+˜˜vj ˜˜d†j]= ˜˜vi˜˜u∗j ˜˜E ij−˜˜u∗i ˜˜vj ˜˜E i†j +˜˜u∗i ˜˜u∗j ˜˜Eij+˜˜vi˜˜vj ˜˜E ij ,
E˜ ij=−˜˜ui˜˜v∗j ˜˜E ij+˜˜v∗i ˜˜uj ˜˜E i†j +˜˜v∗i ˜˜v∗j ˜˜Eij+˜˜ui˜˜uj ˜˜E ij.

(5.16)
Substituting (5.16) into each term in the last line of (5.13), we obtain the Hamiltonian
˜˜
H
E˜
in terms of the new bosonized quasiparticle SO(2N) Lie operators as follows:
˜˜
H
E˜
=
∑
i
(
Ei+
1
2
E˜i
)(˜˜
E ii+
1
2
)
−1
4
Ej y˜
⋆
j y˜i
(˜˜
ui˜˜u∗j ˜˜E ij+˜˜v∗i ˜˜vj ˜˜E i†j −˜˜v∗i ˜˜u∗j ˜˜Eij+˜˜ui˜˜vj ˜˜E ij+12δij
)
−1
4
Eiy˜
⋆
i y˜j
(˜˜
vi˜˜v∗j ˜˜E ij+˜˜u∗i ˜˜uj ˜˜E i†j −˜˜u∗i ˜˜v∗j ˜˜Eij+˜˜vi˜˜uj ˜˜E ij+12δij
)
+
1
4
Ej y˜
⋆
j y˜
⋆
i
(˜˜
vi˜˜u∗j ˜˜E ij−˜˜u∗i ˜˜vj ˜˜E i†j +˜˜u∗i ˜˜u∗j ˜˜Eij+˜˜vi˜˜vj ˜˜E ij)
−1
4
Ej y˜j y˜i
(
−˜˜ui˜˜v∗j ˜˜E ij+˜˜v∗i ˜˜uj ˜˜E i†j +˜˜v∗i ˜˜v∗j ˜˜Eij+˜˜ui˜˜uj ˜˜E ij)
=
∑
i
(
Ei+
1
2
E˜i
)(˜˜
E ii+
1
2
)
−1
4
(
Ej y˜
⋆
j y˜i
˜˜ui˜˜u∗j+Eiy˜⋆i y˜j˜˜vi˜˜v∗j−Ej y˜⋆j y˜⋆i ˜˜vi˜˜u∗j−Ej y˜j y˜i˜˜ui˜˜v∗j)(˜˜E ij+12δij
)
−1
4
(
Ej y˜
⋆
j y˜i
˜˜v∗i ˜˜vj+Eiy˜⋆i y˜j˜˜u∗i ˜˜uj+Ej y˜⋆j y˜⋆i ˜˜u∗i ˜˜vj+Ej y˜j y˜i˜˜v∗i ˜˜uj)(˜˜E i†j+12δij
)
+
1
4
(
Ej y˜i˜˜v∗i−Eiy˜⋆i ˜˜u∗i)(˜y⋆j ˜˜u∗j−y˜j˜˜v∗j)˜˜Eij−14(Ej y˜i˜˜ui−Eiy˜⋆i ˜˜vi)(˜yj˜˜uj−y˜∗j ˜˜vj)˜˜E ij .
(5.17)
The last two terms correspond to the so-called dangerous terms and should vanish. Then
we can get the relation between ˜˜u∗j and ˜˜v∗j and consequently have a simple and important
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result for the state j and also the same for the state i
˜˜u∗j= y˜jy˜∗j ˜˜v∗j ,
(˜˜
u∗j ˜˜uj+˜˜v∗j ˜˜vj=1) =⇒ ˜˜u∗j ˜˜uj= ˜˜v∗j ˜˜vj= 12 , ˜˜u∗i ˜˜ui= ˜˜v∗i ˜˜vi= 12 . (5.18)
Substituting (5.18) into the second and third lines from the bottom of (5.17), and putting˜˜vj= ˜˜vieiθ which is due to (5.18), then we have the Hamiltonian ˜˜HE˜ in the following form:˜˜
H
E˜
=
∑
i
(
Ei+
1
2
E˜i
)(˜˜
E ii+
1
2
)
−1
8
(Ei−Ej)
{˜
y⋆i y˜je
−iθ
(˜˜
E ij+
1
2
δij
)
+y˜iy˜
⋆
j e
iθ
(˜˜
E
i†
j+
1
2
δij
)}
. (5.19)
The Hamiltonian
˜˜
H
E˜
can be diagonalized as
˜˜
H
E˜
=
∑
iEy˜i
(˜˜
E ii+
1
2
)
where Ey˜i is a diagonal-
ized energy which is given, e.g., for i, j=1∼2 as
Ey˜i=
1
2
(E1+1
2
E˜1
)
+
(
E2+
1
2
E˜2
)
+
√{(
E1+
1
2
E˜1
)
−
(
E2+
1
2
E˜2
)}2
+
{
1
2
(E1−E2)|y˜1||y˜2|sin θ
}2.(5.20)
The diagonalized energyEy˜i is given also in the case, i, j=1∼N but then it becomes complex.
Using (5.2), (5.7) and (5.19), finally we obtain the boson image of the Hamiltonian H
with the Lagrange multipliers in terms of E0 (energy of classical motion of the top), E˜0
(energy of fluctuating motion) and quadratic terms of fluctuating operators
˜˜
E and ˜˜c as
H=E0+H˜
=E0+
∑
iEi
(
E ii+
1
2
)
+
1
4
[αβ|γδ]
(
{E˜ αβ, E˜ γδ}+
1
2
{E˜ αγ, E˜δβ}
)
+
1
4
kαβ{c˜†α, c˜β}+
1
4
k⋆αβ{c˜†β , c˜α}+
1
4
lαβ{c˜†α, c˜†β}+
1
4
l⋆αβ{c˜α, c˜β},
=E0+E˜0+
∑
iEy˜i
(˜˜
E ii+
1
2
)
+
1
4
[αβ|γδ]
(
{ ˜˜Eαβ, ˜˜Eγδ}+12{ ˜˜Eαγ, ˜˜Eδβ}
)
+
1
4
kαβ{˜˜c†α, ˜˜cβ}+14k⋆αβ{˜˜c†β, ˜˜cα}+14 lαβ{˜˜c†α, ˜˜c†β}+14 l⋆αβ{˜˜cα, ˜˜cβ},

(5.21)
E0≡<H>G+1
2
(
Mαβ<c
†
α>G+M
⋆
α<cα>G
)−1
2
kαα,
<H>G=
1
4
{
Fαβ<E
α
β>G+F
⋆
αβ<E
α†
β>G+Dαβ<E
αβ>G−D⋆αβ<Eαβ>G
+ hαβ<E
α
β>G+h
⋆
αβ <E
α†
β>G+ (Fαα−hαα)
}
,
E˜0≡1
2
(
Fαβ<E˜
α
β>G˜+F
⋆
αβ<E˜
α†
β>G˜+Dαβ<E˜
αβ>G˜−D⋆αβ<E˜αβ>G˜
)
+Mα<c˜
†
α>G˜+M
⋆
α<c˜α>G˜
+
1
4
(
F˜αβ<E˜
α
β>G˜+F˜
⋆
αβ<E˜
α†
β>G˜+D˜αβ<E˜
αβ>G˜−D˜⋆αβ<E˜αβ>G˜−hαβ<E˜αβ>G˜−h⋆αβ<E˜α†β>G˜
)
+
1
2
(
M˜α<c˜
†
α>G˜+M˜
⋆
α<c˜α>G˜
)
.

(5.22)
The components of the generalized angular momentum, i.e., the fermion SO(2N+1) Lie
operators, are not in general commutable. Therefore, owing to the presence of the fluctuating
Hamiltonian H˜, the direction of the axis of rotation fluctuates quantum mechanically around
the classical axis determined by (3.13). If we consider the quadratic terms of the fluctuating
operators in (5.21), then the Sawada’s eigenmode method [13, 14] is useful.
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6 Basic equations for determination of parameters k
and l in Lagrange multiplier terms
The constraint term H ′ (3.9) should vanish in the physical fermion space but its classical
part in E0 in (5.2) might not. Thus we have an unsolved problem to determine the unknown
parameters kαβ and lαβ in Mα. They cannot be determined in the classical limit only. The
determination of them requires taking the quantum mechanical fluctuations into account
but has a difficult prescription. Instead, here we attempt another approach which has been
proposed by one of the present author (S.N.) Ref. [9]. Following Eq. (6.1) in Ref. [9], using
the relations
cαΦ00(G)=0, c
†
αΦ00(G)=r
⋆
αΦ00(G), Φ
⋆
00(G)≡<0 |U(G)| 0>, c†α=−c⋆α, (6.1)
we obtain the identities
cαU(G)| 0>=(−rα+rαrξc†ξ−qαξc†ξ)·U(G)| 0>, c†αU(G)| 0>=−c†α ·U(G)| 0>, (6.2)
which are just the identities given by Eq. (6.2) in Ref. [9] and whose proofs are given in
App. A where we have used U(G)| 0>=U(G)| 0> and (2.7), repeatedly. It is shown that on
the U(G)| 0> the fermion operators cα and c†α satisfy exactly the anticommutation relations(
c†αcβ+cβc
†
α
)
U(G)| 0>=δαβ ·U(G)| 0>,(
c†αc
†
β+c
†
βc
†
α
)
U(G)| 0>=(cαcβ+cβcα)U(G)| 0>=0,
 (6.3)
for details of the corresponding proofs see App. A. The relations (6.3), however, play no
role to determine the parameters kαβ and lαβ . At a region very near z=1 where we have
no effects of the unpaired modes discussed in the previous sections,
√
1+z
2
(≡/z) is approxi-
mated to
1
2
(
1+
1+z
2
)
(0≪z≈1). Then introducing the approximate function for the vacuum
function which has first been proposed in Ref. [9],
Φ˜⋆00(G)=
1
2
{Φ⋆00(g)+/zΦ⋆00(G)}=
1
2
(
/z+
1
/z
)
Φ⋆00(G), Φ
⋆
00(g)≡<0 |U(g)| 0>=
1
/z
Φ⋆00(G), (6.4)
we adopt an approximate SO(2N+1) WF expressed as
U(G)| 0>∼=Φ˜⋆00(G)(1+rαc†α) exp
(
1
2
qαβc
†
αc
†
β
)
| 0>= U˜(G)| 0>,
U˜(G)| 0>= Φ˜
⋆
00(G)
Φ⋆00(G)
U(G)| 0>= 1
2
(
/z+
1
/z
)
U(G)| 0>. (equivalent to Eq. (6.6) in Ref. [9])
(6.5)
We summarize some results in Ref. [9]. Using (6.5) and (A.6), we get approximate identities
cαU(G)| 0>≈cαU˜(G)| 0> = 1
2
(
/z+
1
/z
)
cαU(G)| 0>
−1
4
(
/z− 1
/z
){
rT(1+q†q)−1+r†q(1+q†q)−1
}
α
U(G)| 0>,
c†αU(G)| 0>≈c†αU˜(G)| 0> =
1
2
(
/z+
1
/z
)
c†αU(G)| 0>
+
1
4
(
/z− 1
/z
){
r†(1+qq†)−1−rTq†(1+qq†)−1}
α
U(G)| 0>.

(6.6)
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With the aid of (A.8), successive operations of the differential form (A.1) for the fermion
operators cα and c
†
α on the approximate identities, though the formulas for such successive
operations in Ref. [9] have been incorrect, leads to the correct formulas
c†αcβU˜(G)| 0>=
[
1
2
(
/z+
1
/z
)
c†αcβ+
1
2
(
/z− 1
/z
)(
1− 1
2/z2
)
δαβ+
1
32/z4
(
/z− 3
/z
)
x⋆αx
T
β
− 1
8/z2
(
/z− 1
/z
)(
xTβc
†
α−x⋆αcβ
)]
U(G)| 0>,
cβc
†
αU˜(G)| 0>=
[
1
2
(
/z+
1
/z
)
cβc
†
α+
1
2
(
/z− 1
/z
)(
1− 1
2/z2
)
δαβ+
1
32/z4
(
/z− 3
/z
)
x⋆αx
T
β
− 1
8/z2
(
/z− 1
/z
)(
xTβc
†
α−x⋆αcβ
)]
U(G)| 0>,

(6.7)
c†αc
†
βU˜(G)| 0>=
[
1
2
(
/z+
1
/z
)
c†αc
†
β−
1
32/z4
(
/z− 3
/z
)
x⋆αx
†
β
+
1
8/z2
(
/z− 1
/z
)(
x⋆αc
†
β+x
†
βc
†
α
)]
U(G)| 0>,
cαcβU˜(G)| 0>=
[
1
2
(
/z+
1
/z
)
cαcβ− 1
32/z4
(
/z− 3
/z
)
xαx
T
β
− 1
8/z2
(
/z− 1
/z
)(
xαcβ+x
T
βcα
)]
U(G)| 0>.

(6.8)
Using the set of (6.7) and (6.8), operations of the anticommutators of the fermion operators
cα and c
†
α on the approximate U˜(G)| 0> of the U(G)| 0> are made as follows:(
c†αcβ+cβc
†
α
)
U˜(G)| 0>∼=
[
1
16/z4
(
/z− 3
/z
)
x⋆αx
T
β
+
1
2
(
/z+
1
/z
)
δαβ+
(
/z− 1
/z
){(
1− 1
2/z2
)
δαβ− 1
4/z2
(
xTβ c
†
α−x⋆αcβ
)}]
U(G)| 0>,(
c†αc
†
β+c
†
βc
†
α
)
U˜(G)| 0>
∼=
[
− 1
32/z4
(
/z− 3
/z
)(
x⋆αx
†
β+x
⋆
βx
†
α
)
+
1
8/z2
(
/z− 1
/z
)(
x⋆αc
†
β+x
†
βc
†
α
)]
U(G)| 0>,
(cαcβ+cβcα)U˜(G)| 0>
∼=
[
− 1
32/z4
(
/z− 3
/z
)(
xαx
T
β+xβx
T
α
)− 1
8/z2
(
/z− 1
/z
)(
xTαcβ+x
T
βcα
)]
U(G)| 0>.

(6.9)
We should demand that the expectation values of the anticommutators between cα and c
†
α
by the approximate U˜(G)| 0> of U(G)| 0> satifsy the following relations:
<0 |U˜ †(G)(c†αcβ+cβc†α)U˜(G)| 0>=δαβ ,
<0 |U˜ †(G)
(
c†αc
†
β+c
†
βc
†
α
)
U˜(G)| 0>=<0 |U˜ †(G)(cαcβ+cβcα)U˜(G)| 0>=0,
 (6.10)
from which and (A.11), we can obtain the following approximate relations:
<0 |U˜ †(G)(c†αcβ+cβc†α)U˜(G)| 0>= 12
(
/z+
1
/z
)[
1
2
(
/z+
1
/z
)
δαβ+
1
16/z4
(
/z− 3
/z
)
x⋆αx
T
β
+
(
/z− 1
/z
){(
1− 1
2/z2
)
δαβ− 1
4/z2
(
xTβ<cα>G
⋆ +x⋆α<cβ>G
)}]≈δαβ , (6.11)
19
<0 |U˜ †(G)
(
c†αc
†
β+c
†
βc
†
α
)
U˜(G)| 0>= 1
2
(
/z+
1
/z
)[
− 1
32/z4
(
/z− 3
/z
)(
x⋆αx
†
β+x
⋆
βx
†
α
)
− 1
8/z2
(
/z− 1
/z
)(
x⋆α<cβ>G
⋆ +x†β<cα>G
⋆
)]
≈0,
<0 |U˜ †(G)(cαcβ+cβcα) U˜(G)| 0>= 1
2
(
/z+
1
/z
)[
− 1
32/z4
(
/z− 3
/z
)(
xαx
T
β+xβx
T
α
)
− 1
8/z2
(
/z− 1
/z
)(
xTα<cβ>G+x
T
β<cα>G
)]≈0,

(6.12)
which are rewritten in compact forms as(
3/z4−2/z2+1)δαβ + 1
8/z2
(
/z2−3)x⋆αxβ= 12(/z2−1)(xβ<cα>G⋆ +x⋆α<cβ>G) ,
− 1
2/z2
(
/z− 3
/z
)
x⋆αx
⋆
β=
(
/z− 1
/z
)(
x⋆α<cβ>G
⋆ +x⋆β<cα>G
⋆
)
and the complex conjugate.
(6.13)
We call the demand mentioned above a quasi-anticommutation-relation approximation for cα
and c†α, proposed first in Ref. [9]. The quasi-anticommutation relation-approximation may
work well at the region very near z=1, i.e., /z2=1. To see more clearly the relation between
SCF parameter M and Lagrange parameters k and l, we give another form of SCF condition
for M related directly to k and l. For instance, multiplying by kβγ and lβγ the first equation
of (6.13) and its complex conjugation, respectively and summing up with respect to γ and
using the definition of Mα in (3.12), the conditions to determine the unknown parameters
in the Lagrange multipliers for /z2≈1 are given as follows:
2
3/z4−2/z2−1
/z2−1 ·(kβαxα+lβαx
⋆
α)+
1
4/z2
/z2−3
/z2−1 |xα|
2
∑
γ
(
kβγxγ+lβγx
⋆
γ
)
− (x⋆α<cα>G)
∑
γlβγx
⋆
γ−(xα<cα>G⋆ )
∑
γ kβγxγ= |xα|2Mβ (not summed for α),
−
{
2/z2
(
/z− 1
/z
)}−1(
/z− 3
/z
)
·|xα|2
∑
γ
(
kβγxγ+lβγx
⋆
γ
)
− (x⋆α<cα>G)
∑
γ kβγxγ−(xα<cα>G⋆ )
∑
γ lβγx
⋆
γ= |xα|2Mβ (not summed for α),

(6.14)
2
3/z4−2/z2−1
/z2−1 ·
(
k⋆αβx
⋆
β+l
⋆
αβxβ
)
+
1
4/z2
/z2−3
/z2−1 |xβ|
2
∑
γ
(
k⋆αγx
⋆
γ+l
⋆
αγxγ
)
− (x⋆β<cβ>G)∑γk⋆αγx⋆γ−(xβ<cβ>G⋆ )∑γ l⋆αγxγ= |xβ|2M⋆α (not summed for β),
−
{
2/z2
(
/z− 1
/z
)}−1(
/z− 3
/z
)
·|xβ|2
∑
γ
(
kαγxγ+lαγx
⋆
γ
)
− (x⋆β<cβ>G)∑γ kαγxγ−(xβ<cβ>G⋆ )∑γ lαγx⋆γ= |xβ|2Mα (not summed for β),

(6.15)
and their complex conjugations. To write the conditions in symmetric forms with respect to
α and β, we add (6.14) and (6.15). Then for /z2≈1 we have
2
3/z4−2/z2−1
/z2−1 ·
{
(kβαxα+lβαx
⋆
α)+
(
k⋆αβx
⋆
β+l
⋆
αβxβ
)}
+
1
4/z2
/z2−3
/z2−1
{
|xα|2
∑
γ
(
kβγxγ+lβγx
⋆
γ
)
+|xβ|2
∑
γ
(
k⋆αγx
⋆
γ+l
⋆
αγxγ
)}
−xα<cα>G⋆
∑
γkβγxγ−x⋆α<cα>G
∑
γlβγx
⋆
γ−xβ<cβ>G⋆
∑
γl
⋆
αγxγ−x⋆β<cβ>G
∑
γk
⋆
αγx
⋆
γ
= |xα|2Mβ+|xβ|2M⋆α, (not summed for α and β),
(6.16)
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− 1
2/z2
/z2−3
/z2−1
{
|xα|2
∑
γ
(
kβγxγ+lβγx
⋆
γ
)
+|xβ|2
∑
γ
(
kαγxγ+lαγx
⋆
γ
)}
−x⋆α<cα>G
∑
γkβγxγ−xα<cα>G⋆
∑
γlβγx
⋆
γ−x⋆β<cβ>G
∑
γkαγxγ−xβ<cβ>G⋆
∑
γlαγx
⋆
γ
= |xα|2Mβ+|xβ|2Mα, (not summed for α and β).
(6.17)
These conditions were first obtained in Ref. [9] but their expressions have been found to be
wrong. Now we have their correct forms. Thus we could reach an ultimate goal to determine
self-consistently the Lagrange parameters kαβ and lαβ . This may play crucial roles for a
unified description of Bose-Fermi type collective excitations at a region very near /z2=1, since
they are the necessary and sufficient conditions to determine the unknown parameters in the
Langrange multipliers. To gain trust in this approximation, we should compare it with a
result of other Bose-Fermi theory in a concrete model. Toward a possible determination of
them for /z2≈ 1, it is better to make rearrangements of (6.16) and (6.17) with respect to k
and l in the following forms:
2
3/z4−2/z2−1
/z2−1 ·
(
kβαxα+k
⋆
αβx
⋆
β
)
+
(
1
4/z2
/z2−3
/z2−1 |xα|
2 − xα<cα>G⋆
)∑
γ kβγxγ+
(
1
4/z2
/z2−3
/z2−1 |xβ|
2−x⋆β<cβ>G
)∑
γk
⋆
αγx
⋆
γ
+2
3/z4−2/z2−1
/z2−1 ·
(
lβαx
⋆
α+l
⋆
αβxβ
)
+
(
1
4/z2
/z2−3
/z2−1 |xα|
2−x⋆α<cα>G
)∑
γ lβγx
⋆
γ+
(
1
4/z2
/z2−3
/z2−1 |xβ |
2−xβ<cβ>G⋆
)∑
γ l
⋆
αγxγ
= |xα|2Mβ+|xβ|2M⋆α, (not summed for α and β),
(6.18)
−
(
1
2/z2
/z2−3
/z2−1 |xα|
2−x⋆α<cα>G
)∑
γkβγxγ −
(
1
2/z2
/z2−3
/z2−1 |xβ|
2−x⋆β<cβ>G
)∑
γkαγxγ
−
(
1
2/z2
/z2−3
/z2−1 |xα|
2−xα<cα>G⋆
)∑
γlβγx
⋆
γ−
(
1
2/z2
/z2−3
/z2−1 |xβ |
2−xβ<cβ>G⋆
)∑
γlαγx
⋆
γ
= |xα|2Mβ+|xβ|2Mα (not summed for α and β),
(6.19)
and their complex conjugations. Owing to the symmetric forms with respect to α and β,
(6.18) and (6.19) can be separated into two parts. One is given as follows:
2
3/z4−2/z2−1
/z2−1 ·kβαxα+
(
1
4/z2
/z2−3
/z2−1 |xα|
2 − xα<cα>G⋆
)∑
γ kβγxγ
+2
3/z4−2/z2−1
/z2−1 ·lβαx
⋆
α+
(
1
4/z2
/z2−3
/z2−1 |xα|
2−x⋆α<cα>G
)∑
γ lβγx
⋆
γ
= |xα|2Mβ , (not summed for α and β),
(6.20)
−
(
1
2/z2
/z2−3
/z2−1 |xα|
2−x⋆α<cα>G
)∑
γkβγxγ −
(
1
2/z2
/z2−3
/z2−1 |xα|
2−xα<cα>G⋆
)∑
γlβγx
⋆
γ
= |xα|2Mβ (not summed for α and β).
(6.21)
The other is obtained by taking the complex conjugation and making the exchange between
the indices α and β in (6.20) and only by making the exchange betwenn the indices α and
β in (6.21), respectively.
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We are also able to consider another approximate SO(2N + 1) WF U˜(G)| 0> at a
region very near z = 0. At that region the SO(2N + 1) WF has a peculiar feature
that brings out the largest contributions from the unpaired modes owing to the relation
x⋆αxα+z
2 = 1. We have never experienced such a physical situation. Then, an investiga-
tion of such a interesting problem must be meaninigful. At the region very near z=0, the
/z is approximated to
1√
2
(
1
2
+
1+z
2
)
(z≈0). Introducing an approximate vacuum function
Φ˜⋆00(G)=
1√
2
{
1
2
Φ⋆00(g)+/zΦ
⋆
00(G)
}
=
1√
2
(
/z+
1
2/z
)
Φ⋆00(G), we adopt an approximate SO(2N+1)
WF expressed as
U˜(G)| 0>= Φ˜
⋆
00(G)
Φ⋆00(G)
U(G)| 0>= 1√
2
(
/z+
1
2/z
)
U(G)| 0>. (6.22)
Using (6.22) and (A.6), we get approximate identities
cαU˜(G)| 0>≈ 1√
2
(
/z+
1
2/z
)
cαU(G)| 0>− 1
2
√
2
(
/z− 1
2/z
){
rT(1+q†q)−1+r†q(1+q†q)−1
}
α
U(G)| 0>,
c†αU˜(G)| 0>≈
1√
2
(
/z+
1
2/z
)
c†αU(G)| 0>+
1
2
√
2
(
/z− 1
2/z
){
r†(1+qq†)−1−rTq†(1+qq†)−1}
α
U(G)| 0>.
(6.23)
With the aid of (A.8), successive operations of the differential form (A.1) for the fermion
operators cα and c
†
α on the approximate identities lead to the formulas
c†αcβU˜(G)| 0>=
[
1√
2
(
/z+
1
2/z
)
c†αcβ+
1√
2
(
/z− 1
2/z
)(
1− 1
2/z2
)
δαβ+
1
16
√
2/z4
(
/z− 3
2/z
)
x⋆αx
T
β
− 1
4
√
2/z2
(
/z− 1
2/z
)(
xTβ c
†
α−x⋆αcβ
)]
U(G)| 0>,
cβc
†
αU˜(G)| 0>=
[
1√
2
(
/z+
1
2/z
)
cβc
†
α+
1√
2
(
/z− 1
2/z
)(
1− 1
2/z2
)
δαβ+
1
16
√
2/z4
(
/z− 3
2/z
)
x⋆αx
T
β
− 1
4
√
2/z2
(
/z− 1
2/z
)(
xTβ c
†
α−x⋆αcβ
)]
U(G)| 0>,

(6.24)
c†αc
†
βU˜(G)| 0>=
[
1√
2
(
/z+
1
2/z
)
c†αc
†
β−
1
16
√
2/z4
(
/z− 3
2/z
)
x⋆αx
†
β
+
1
4
√
2/z2
(
/z− 1
2/z
)(
x⋆αc
†
β+x
†
βc
†
α
)]
U(G)| 0>,
cαcβU˜(G)| 0>=
[
1√
2
(
/z+
1
2/z
)
cαcβ− 1
16
√
2/z4
(
/z− 3
2/z
)
xαx
T
β
− 1
4
√
2/z2
(
/z− 1
2/z
)(
xαcβ+x
T
βcα
)]
U(G)| 0>.

(6.25)
Using the set of (6.24) and (6.25), operations of the anticommutators of the fermion opera-
tors cα and c
†
α on the approximated U˜(G)| 0> are made as follows:(
c†αcβ+cβc
†
α
)
U˜(G)| 0>∼=
[
1
8
√
2/z4
(
/z− 3
2/z
)
x⋆αx
T
β
+
1√
2
(
/z+
1
2/z
)
δαβ+
√
2
(
/z− 1
2/z
){(
1− 1
2/z2
)
δαβ− 1
4/z2
(
xTβ c
†
α−x⋆αcβ
)}]
U(G)| 0>,(
c†αc
†
β+c
†
βc
†
α
)
U˜(G)| 0>
∼=
[
− 1
16
√
2/z4
(
/z− 3
2/z
)(
x⋆αx
†
β+x
⋆
βx
†
α
)
+
1
2
√
2/z2
(
/z− 1
2/z
)(
x⋆αc
†
β+x
†
βc
†
α
)]
U(G)| 0>
and the complex conjugate.

(6.26)
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The expectation values of the anticommutators between cα and c
†
α by U˜(G)| 0> should sat-
ifsy (6.10), from which and (A.11), we can obtain the following approximate relations:
<0 |U˜ †(G)(c†αcβ+cβc†α)U˜(G)| 0>= 1√
2
(
/z+
1
2/z
)[
1√
2
(
/z+
1
2/z
)
δαβ+
1
8
√
2/z4
(
/z− 3
2/z
)
x⋆αx
T
β
+
√
2
(
/z− 1
2/z
){(
1− 1
2/z2
)
δαβ− 1
4/z2
(
xTβ<cα>G
⋆ +x⋆α<cβ>G
)}]≈δαβ ,
<0 |U˜ †(G)
(
c†αc
†
β+c
†
βc
†
α
)
U˜(G)| 0>= 1√
2
(
/z+
1
2/z
)[
− 1
16
√
2/z4
(
/z− 3
2/z
)(
x⋆αx
†
β+x
⋆
βx
†
α
)
− 1
2
√
2/z2
(
/z− 1
2/z
)(
x⋆α<cβ>G
⋆ +x†β<cα>G
⋆
)]
≈0 and the complex conjugate,

(6.27)
which are rewritten in compact forms as
2
(
6/z4−3/z2+1)δαβ + 1
4/z2
(
2/z2−3)x⋆αxβ=(2/z2−1)(xβ<cα>G⋆ +x⋆α<cβ>G) ,
− 1
8/z2
(
2/z2−3)x⋆αx⋆β=(2/z2−1)(x⋆α<cβ>G⋆ +x⋆β<cα>G⋆ ) and the complex conjugate,
(6.28)
which is converted into the following conditions to determine the parameters k and l:
2
6/z4−3/z2+1
2/z2−1 ·(kβαxα+lβαx
⋆
α)+
1
4/z2
2/z2−3
2/z2−1 |xα|
2
∑
γ
(
kβγxγ+lβγx
⋆
γ
)
− (x⋆α<cα>G)
∑
γlβγx
⋆
γ−(xα<cα>G⋆ )
∑
γ kβγxγ= |xα|2Mβ (not summed for α),
− 1
8/z2
2/z2−3
2/z2−1 ·|xα|
2
∑
γ
(
kβγxγ+lβγx
⋆
γ
)
− (x⋆α<cα>G)
∑
γ kβγxγ−(xα<cα>G⋆ )
∑
γ lβγx
⋆
γ= |xα|2Mβ (not summed for α),

(6.29)
2
6/z4−3/z2+1
2/z2−1 ·
(
k⋆αβx
⋆
β+l
⋆
αβxβ
)
+
1
4/z2
2/z2−3
2/z2−1 |xβ|
2
∑
γ
(
k⋆αγx
⋆
γ+l
⋆
αγxγ
)
− (x⋆β<cβ>G)∑γk⋆αγx⋆γ−(xβ<cβ>G⋆ )∑γ l⋆αγxγ= |xβ|2M⋆α (not summed for β),
− 1
8/z2
2/z2−3
2/z2−1 ·|xβ|
2
∑
γ
(
kαγxγ+lαγx
⋆
γ
)
− (x⋆β<cβ>G)∑γ kαγxγ−(xβ<cβ>G⋆ )∑γ lαγx⋆γ= |xβ|2Mα (not summed for β),

(6.30)
and their complex conjugations. Parallel to the way to get the conditions (6.16) and (6.17),
from (6.29) and (6.30), we also have the symmetric conditions with respect to α and β.
Toward a possible determination of the unknown parameters for /z2≈ 12 , we make again re-
arrangements of the conditions with respect to k and l in the following forms:
2
6/z4−3/z2+1
2/z2−1 ·
(
kβαxα+k
⋆
αβx
⋆
β
)
+
(
1
4/z2
2/z2−3
2/z2−1 |xα|
2 − xα<cα>G⋆
)∑
γ kβγxγ+
(
1
4/z2
2/z2−3
2/z2−1 |xβ|
2−x⋆β<cβ>G
)∑
γk
⋆
αγx
⋆
γ
+2
6/z4−3/z2+1
2/z2−1 ·
(
lβαx
⋆
α+l
⋆
αβxβ
)
+
(
1
4/z2
2/z2−3
2/z2−1 |xα|
2−x⋆α<cα>G
)∑
γ lβγx
⋆
γ+
(
1
4/z2
2/z2−3
2/z2−1 |xβ |
2−xβ<cβ>G⋆
)∑
γ l
⋆
αγxγ
= |xα|2Mβ+|xβ|2M⋆α, (not summed for α and β),
(6.31)
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−
(
1
8/z2
2/z2−3
2/z2−1 |xα|
2−x⋆α<cα>G
)∑
γkβγxγ −
(
1
8/z2
2/z2−3
2/z2−1 |xβ|
2−x⋆β<cβ>G
)∑
γkαγxγ
−
(
1
8/z2
2/z2−3
2/z2−1 |xα|
2−xα<cα>G⋆
)∑
γlβγx
⋆
γ−
(
1
8/z2
2/z2−3
2/z2−1 |xβ |
2−xβ<cβ>G⋆
)∑
γlαγx
⋆
γ
= |xα|2Mβ+|xβ|2Mα (not summed for α and β),
(6.32)
which can also be separated into two parts. One is given as follows:
2
6/z4−3/z2+1
2/z2−1 kβαxα+
(
1
4/z2
2/z2−3
2/z2−1 |xα|
2 − xα<cα>G⋆
)∑
γ kβγxγ
+2
6/z4−3/z2+1
2/z2−1 lβαx
⋆
α+
(
1
4/z2
2/z2−3
2/z2−1 |xα|
2−x⋆α<cα>G
)∑
γ lβγx
⋆
γ
= |xα|2Mβ , (not summed for α and β),
(6.33)
−
(
1
8/z2
2/z2−3
2/z2−1 |xα|
2−x⋆α<cα>G
)∑
γkβγxγ −
(
1
8/z2
2/z2−3
2/z2−1 |xα|
2−xα<cα>G⋆
)∑
γlβγx
⋆
γ
= |xα|2Mβ (not summed for α and β).
(6.34)
The other is also obtained by the same way as the previous one. We are now in a stage to
determine the unknown parameters kαβ and lαβ in the Lagrange multipliers under the quasi
anti-commutation relation approximation for the fermions. In the following section, as an
illustrative example, we will treat the superconducting toy-model used in the previous Sec.
4. The determination will be a great step to the completion of the present method.
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7 Solutions for unknown parameters k and l
First we give solutions at the region very near /z2=1. Using the Hartree eigenstate wαi,
EHB eigenvectors ui and vi and the solutions for the unpaired-mode amplitudes xi and x¯i,
which are already obtained in the previous Sec. 4, (6.20) and (6.21) are rewritten as
2
3/z4−2/z2−1
/z2−1 ·kβα
∑
i xiw
⋆
αi+2
3/z4−2/z2−1
/z2−1 ·lβα
∑
i x
⋆
iwαi
+
∑
i′j′
{(
1
4/z2
/z2−3
/z2−1−
1
2
+|vi′|2
)
x⋆i′xj′−
1
2
(u⋆i′vi′+ui′v
⋆
i′)x¯
⋆
i′xj′
}
wαi′w
⋆
αj′
∑
γ kβγ
∑
i xiw
⋆
γi
+
∑
i′j′
{(
1
4/z2
/z2−3
/z2−1−
1
2
+|vj′|2
)
x⋆i′xj′ −
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
∑
γ lβγ
∑
i x
⋆
iwγi
=
∑
ijwαiw
⋆
αj
∑
iMiw
⋆
βi, (not summed for α and β),
(7.1)
−∑i′j′{( 12/z2 /z
2−3
/z2−1−
1
2
+|vj′|2
)
x⋆i′xj′ −
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
∑
γkβγ
∑
i xiw
⋆
γi
−∑i′j′{( 12/z2 /z
2−3
/z2−1−
1
2
+|vi′|2
)
x⋆i′xj′−
1
2
(u⋆i′vi′+ui′v
⋆
i′)x¯
⋆
i′xj′
}
wαi′w
⋆
αj′
∑
γlβγ
∑
i x
⋆
iwγi
=
∑
ijwαiw
⋆
αj
∑
iMiw
⋆
βi. (not summed for α and β).
(7.2)
Subtracting (7.2) from (7.1), we can get a simple relation
2
3/z4−2/z2−1
/z2−1 ·(kβα
∑
i xiw
⋆
αi+lβα
∑
i x
⋆
iwαi)
+
∑
i′j′
{(
3
4/z2
/z2−3
/z2−1−1+|vi′|
2+|vj′|2
)
x⋆i′xj′−
1
2
(u⋆i′vi′+ui′v
⋆
i′)x¯
⋆
i′xj′−
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
×
(∑
γkβγ
∑
i xiw
⋆
γi+
∑
γlβγ
∑
i x
⋆
iwγi
)
= 0, (not summed for α and β),
(7.3)
or adding (7.1) to (7.2), we can reach another result
2
3/z4−2/z2−1
/z2−1 ·(kβα
∑
i xiw
⋆
αi+lβα
∑
i x
⋆
iwαi)
− 1
4/z2
/z2−3
/z2−1
∑
i′j′x
⋆
i′xj′wαi′w
⋆
αj′
(∑
γkβγ
∑
ixiw
⋆
γi+
∑
γlβγ
∑
ix
⋆
iwγi
)
+
∑
i′j′
{
(|vi′|2−|vj′|2) x⋆i′xj′−
1
2
(u⋆i′vi′+ui′v
⋆
i′) x¯
⋆
i′xj′+
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
×
(∑
γkβγ
∑
ixiw
⋆
γi−
∑
γlβγ
∑
ix
⋆
iwγi
)
=2
∑
ijwαiw
⋆
αj
∑
iMiw
⋆
βi, (not summed for α and β).
(7.4)
The other result is obtained by taking the complex conjugation and making the exchange
between the indices α and β.
Next we give solutions at the region very near /z2=12 . (6.33) and (6.34) are rewritten as
2
6/z4−3/z2+1
2/z2−1 ·kβα
∑
i xiw
⋆
αi+2
6/z4−3/z2+1
2/z2−1 lβα
∑
i x
⋆
iwαi
+
∑
i′j′
{(
1
4/z2
2/z2−3
2/z2−1−
1
2
+|vi′|2
)
x⋆i′xj′−
1
2
(u⋆i′vi′+ui′v
⋆
i′)x¯
⋆
i′xj′
}
wαi′w
⋆
αj′
∑
γkβγ
∑
i xiw
⋆
γi
+
∑
i′j′
{(
1
4/z2
2/z2−3
2/z2−1−
1
2
+|vj′|2
)
x⋆i′xj′−
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
∑
γlβγ
∑
i x
⋆
iwγi
=
∑
ijwαiw
⋆
αj
∑
iMiw
⋆
βi, (not summed for α and β),
(7.5)
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−∑i′j′{( 18/z2 2/z
2−3
2/z2−1−
1
2
+|vj′|2
)
x⋆i′xj′−
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
∑
γkβγ
∑
i xiw
⋆
γi
−∑i′j′{( 18/z2 2/z
2−3
2/z2−1−
1
2
+|vi′|2
)
x⋆i′xj′−
1
2
(u⋆i′vi′+ui′v
⋆
i′)x¯
⋆
i′xj′
}
wαi′w
⋆
αj′
∑
γlβγ
∑
i x
⋆
iwγi
=
∑
ijwαiw
⋆
αj
∑
iMiw
⋆
βi, (not summed for α and β).
(7.6)
Subtracting (7.6) from (7.5), we can also get a simple relation
2
6/z4−3/z2+1
2/z2−1 ·(kβα
∑
i xiw
⋆
αi+lβα
∑
i x
⋆
iwαi)
+
∑
i′j′
{(
3
8/z2
2/z2−3
2/z2−1−1+|vi′ |
2+|vj′|2
)
x⋆i′xj′−
1
2
(u⋆i′vi′+ui′v
⋆
i′)x¯
⋆
i′xj′−
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
×
(∑
γ kβγ
∑
i xiw
⋆
γi+
∑
γ lβγ
∑
i x
⋆
iwγi
)
= 0, (not summed for α and β),
(7.7)
or addting (7.5) to (7.6), we can also reach another result
2
6/z4−3/z2+1
2/z2−1 ·(kβα
∑
i xiw
⋆
αi+lβα
∑
i x
⋆
iwαi)
+
1
8/z2
2/z2−3
2/z2−1
∑
i′j′x
⋆
i′xj′wαi′w
⋆
αj′
(∑
γkβγ
∑
ixiw
⋆
γi+
∑
γlβγ
∑
ix
⋆
iwγi
)
+
∑
i′j′
{
(|vi′|2−|vj′|2)x⋆i′xj′−
1
2
(u⋆i′vi′+ui′v
⋆
i′) x¯
⋆
i′xj′+
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
×
(∑
γkβγ
∑
ixiw
⋆
γi−
∑
γlβγ
∑
ix
⋆
iwγi
)
=2
∑
ijwαiw
⋆
αj
∑
iMiw
⋆
βi, (not summed for α and β).
(7.8)
The other is also obtained by the same way as the above one.
First we treat the region very near /z2=1. Subtracting and adding complex conjugation
of (7.3) and (7.2) from (7.3) and (7.2) and to (7.3) and (7.2), respectively, we have
2
3/z4−2/z2−1
/z2−1 ·
{(
kβα∓l⋆βα
)∑
i xiw
⋆
αi+
(
lβα∓k⋆βα
)∑
i x
⋆
iwαi
}
+
∑
i′j′
{(
3
4/z2
/z2−3
/z2−1−1+|vi′|
2+|vj′|2
)
x⋆i′xj′−
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′−
1
2
(u⋆i′vi′+ui′v
⋆
i′)x¯
⋆
i′xj′
}
wαi′w
⋆
αj′
×
{∑
γ
(
kβγ∓l⋆βγ
)∑
i xiw
⋆
γi+
∑
γ
(
lβγ∓k⋆βγ
)∑
i x
⋆
iwγi
}
= 0, (not summed for α and β),
(7.9)
∑
i′j′
{(
− 1
2/z2
/z2−3
/z2−1+
1
2
−|vj′|2
)
x⋆i′xj′+
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
∑
γ
(
kβγ∓l⋆βγ
)∑
i xiw
⋆
γi
+
∑
i′j′
{(
− 1
2/z2
/z2−3
/z2−1+
1
2
−|vi′|2
)
x⋆i′xj′+
1
2
(u⋆i′vi′+ui′v
⋆
i′)x¯
⋆
i′xj′
}
wαi′w
⋆
αj′
∑
γ
(
lβγ∓k⋆βγ
)∑
ix
⋆
iwγi
=
∑
ijwαiw
⋆
αj
∑
i
(
Miw
⋆
βi∓M⋆i wβi
)
, (not summed for α and β).
(7.10)
To solve (7.9) and (7.10), we make the following bold assumptions:∑
γ
(
kβγ∓l⋆βγ
)∑
i xiw
⋆
γi=
∑
iMiw
⋆
βi,
∑
γ
(
lβγ∓k⋆βγ
)∑
i xiw
⋆
γi=∓
∑
iM
⋆
i wβi,
(not summed for β),
(7.11)
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∑
i′j′
{(
1
2/z2
/z2−3
/z2−1−
1
2
+|vj′|2
)
x⋆i′xj′−
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
=
∑
i′j′
{(
1
2/z2
/z2−3
/z2−1−
1
2
+|vi′|2
)
x⋆i′xj′−
1
2
(u⋆i′vi′+ui′v
⋆
i′) x¯
⋆
i′xj′
}
wαi′w
⋆
αj′
=−∑ijwαiw⋆αj , (not summed for α),
(7.12)
in which the second assumption (7.12) is proved to hold if the Hartree state is a real eigen
state. We, however, use this assumption even if the Hartree state is a complex eigen state.
Substituting (7.11) and (7.12) into (7.9), we reach the following equation:
2
3/z4−2/z2−1
/z2−1 ·
{(
kβα∓l⋆βα
)∑
i xiw
⋆
αi+
(
lβα∓k⋆βα
)∑
i x
⋆
iwαi
}
=
∑
ij
{
2+
1
4/z2
/z2−3
/z2−1x
⋆
ixj
}
wαiw
⋆
αj
∑
i
(
Miw
⋆
βi∓M⋆i wβi
)
, (not summed for α and β).
(7.13)
Equating each term in the l.h.s. and the r.h.s. of (7.13), respectively, then we have
2
3/z4−2/z2−1
/z2−1 ·
(
kβα∓l⋆βα
)∑
i xiw
⋆
αi=
∑
ij
{
2+
1
4/z2
/z2−3
/z2−1x
⋆
ixj
}
wαiw
⋆
αj
∑
iMiw
⋆
βi,
(not summed for α and β),
(7.14)
in which making summation with respect to α and using (7.11), (7.14) can be converted to
2
3/z4−2/z2−1
/z2−1 =
∑
ij
{
2+
1
4/z2
/z2−3
/z2−1x
⋆
ixj
}
δij ,
(
/z≡
√
1+z
2
)
, (7.15)
from which we can obtain the relation between the original variable z and the number of
single-particle state N as
z=
1
7
{
2N+1−(2N+1)
√
1− 28N−35
(2N+1)2
}
≈ 1−7
2
1
2N+1
, (7.16)
fortunately, which is a little bit smaller than 1 for large N . Further we study another case.
Contrasting to the above case, subtraction and addition of complex conjugation of (7.8)
from (7.8) and to (7.8), lead to a very simple equation
2
3/z4−2/z2−1
/z2−1 ·
{(
kβα∓l⋆βα
)∑
i xiw
⋆
αi+
(
lβα∓k⋆βα
)∑
i x
⋆
iwαi
}
− 1
2/z2
/z2−3
/z2−1
∑
i′j′x
⋆
i′xj′wαi′w
⋆
αj′
{∑
γ
(
kβγ∓l⋆βγ
)∑
ixiw
⋆
γi+
∑
γ
(
lβγ∓k⋆βγ
)∑
ix
⋆
iwγi
}
=2
∑
ijwαiw
⋆
αj
∑
i
(
Miw
⋆
βi∓M⋆i wβi
)
, (not summed for α and β).
(7.17)
In which we have used the trivial relation derived from (7.12). Substituting (7.11) and (7.12)
into (7.17), we obtain
2
3/z4−2/z2−1
/z2−1 ·
{(
kβα∓l⋆βα
)∑
i xiw
⋆
αi+
(
lβα∓k⋆βα
)∑
i x
⋆
iwαi
}
− 1
2/z2
/z2−3
/z2−1
∑
i′j′x
⋆
i′xj′wαi′w
⋆
αj′
∑
i
(
Miw
⋆
βi∓M⋆i wβi
)
=2
∑
ijwαiw
⋆
αj
∑
i
(
Miw
⋆
βi∓M⋆i wβi
)
, (not summed for α and β),
(7.18)
which is just identical with (7.13).
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Next we treat the region very near /z2= 12 . Subtracting and adding complex conjugation
of (7.7) and (7.6) from (7.7) and (7.6) and to (7.7) and (7.6), respectively, we have
2
6/z4−3/z2+1
2/z2−1 ·
{(
kβα∓l⋆βα
)∑
i xiw
⋆
αi+
(
lβα∓k⋆βα
)∑
i x
⋆
iwαi
}
+
∑
i′j′
{(
3
8/z2
2/z2−3
2/z2−1−1+|vi′|
2+|vj′|2
)
x⋆i′xj′−
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′−
1
2
(u⋆i′vi′+ui′v
⋆
i′)x¯
⋆
i′xj′
}
wαi′w
⋆
αj′
×
{∑
γ
(
kβγ∓l⋆βγ
)∑
i xiw
⋆
γi+
∑
γ
(
lβγ∓k⋆βγ
)∑
i x
⋆
iwγi
}
= 0, (not summed for α and β),
(7.19)
∑
i′j′
{(
1
8/z2
2/z2−3
2/z2−1+
1
2
−|vj′|2
)
x⋆i′xj′+
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
∑
γ
(
kβγ∓l⋆βγ
)∑
i xiw
⋆
γi
+
∑
i′j′
{(
1
8/z2
2/z2−3
2/z2−1+
1
2
−|vi′|2
)
x⋆i′xj′+
1
2
(u⋆i′vi′+ui′v
⋆
i′)x¯
⋆
i′xj′
}
wαi′w
⋆
αj′
∑
γ
(
lβγ∓k⋆βγ
)∑
i x
⋆
iwγi
=
∑
ijwαiw
⋆
αj
∑
i
(
Miw
⋆
βi∓M⋆i wβi
)
, (not summed for α and β).
(7.20)
Instead of the second assumption (7.12), we here make the third assumption∑
i′j′
{(
1
8/z2
2/z2−3
2/z2−1−
1
2
+|vj′|2
)
x⋆i′xj′−
1
2
(
u⋆j′vj′+uj′v
⋆
j′
)
x⋆i′ x¯j′
}
wαi′w
⋆
αj′
=
∑
i′j′
{(
1
8/z2
2/z2−3
2/z2−1−
1
2
+|vi′|2
)
x⋆i′xj′−
1
2
(u⋆i′vi′+ui′v
⋆
i′) x¯
⋆
i′xj′
}
wαi′w
⋆
αj′
=−∑ijwαiw⋆αj , (not summed for α).
(7.21)
Substituting (7.11) into (7.19), we obtain
2
6/z4−3/z2+1
2/z2−1 ·
{(
kβα∓l⋆βα
)∑
i xiw
⋆
αi+
(
lβα∓k⋆βα
)∑
i x
⋆
iwαi
}
=
∑
ij
{
2− 1
8/z2
2/z2−3
2/z2−1x
⋆
ixj
}
wαiw
⋆
αj
∑
i
(
Miw
⋆
βi∓M⋆i wβi
)
, (not summed for α and β).
(7.22)
Equating each term in the l.h.s. and the r.h.s. of (7.22), respectively, then we have
2
6/z4−3/z2+1
2/z2−1 ·
(
kβα∓l⋆βα
)∑
i xiw
⋆
αi=
∑
ij
{
2− 1
8/z2
2/z2−3
2/z2−1x
⋆
ixj
}
wαiw
⋆
αj
∑
iMiw
⋆
βi,
(not summed for α and β),
(7.23)
in which making summation with respect to α and using (7.11), (7.23) can be converted to
2
6/z4−3/z2+1
2/z2−1 =
∑
ij
{
2− 1
8/z2
2/z2−3
2/z2−1x
⋆
ixj
}
δij , (7.24)
from which we acquire the relation similar to (7.16) as
z=
1
22
{
8N−15−(8N−15)
√
1− 264
(8N−15)2
}
≈ 6
8N−15 , (7.25)
whose value is very near zero for large N . We study another case. Subtraction and addition
of complex conjugation of (7.8) from (7.8) and to (7.8), lead to a very simple equation
2
6/z4−3/z2+1
2/z2−1 ·
{(
kβα∓l⋆βα
)∑
i xiw
⋆
αi+
(
lβα∓k⋆βα
)∑
i x
⋆
iwαi
}
+
1
8/z2
2/z2−3
2/z2−1
∑
i′j′x
⋆
i′xj′wαi′w
⋆
αj′
{∑
γ
(
kβγ∓l⋆βγ
)∑
ixiw
⋆
γi+
∑
γ
(
lβγ∓k⋆βγ
)∑
ix
⋆
iwγi
}
=2
∑
ijwαiw
⋆
αj
∑
i
(
Miw
⋆
βi∓M⋆i wβi
)
, (not summed for α and β).
(7.26)
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In which we have used the trivial relation which is also derived from (7.21). Substituting
(7.11) into (7.17), we obtain the equation equivalent to (7.22). This situation is quitely the
same as the one of the previous case. Using (7.13) and (7.22), the Lagrange multipliers kαβ
and lαβ are determined in the following forms in which the indices α and β are not summed:
kαβ∓l⋆βα=c1
∑
ij(2+c2x
⋆
ixj)wβiw
⋆
βj
∑
iMiw
⋆
αi∑
i xiw
⋆
βi
, kβα∓l⋆βα=c1
∑
ij(2+c2x
⋆
ixj)wαiw
⋆
αj
∑
iMiw
⋆
βi∑
i xiw
⋆
αi
, (7.27)
first of which is brought by exchange of the indices α and β of the second which corresponds
to (7.13) and (7.22). The complex conjugation and exchange of the indices of (7.27) bring
kαβ∓lβα=c1
∑
ij(2+c2x
⋆
ixj)wαiw
⋆
αj
∑
iM
⋆
i wβi∑
i x
⋆
iwαi
, kβα∓lβα=c1
∑
ij(2+c2x
⋆
ixj)wβiw
⋆
βj
∑
iM
⋆
i wαi∑
i x
⋆
iwβi
.(7.28)
We have used the properties kβα=k
⋆
αβ and lβα=lαβ. The coefficients c1 and c2 are given as
c1=8−21
2
1
2N+1
, c2=
2
7
(2N+1)
1−7
8
1
2N+1−7
4
 , (/z2≈1),
c1=
8
3
8N2−21N+18
8N−15 , c2=−
1
6
(8N−15)(4N−9)
8N−9 , (/z
2≈1
2
).

(7.29)
We here should notice that by only the equations (7.27) and (7.28) the unknown parameters
kαβ and lαβ cannot been determined. Such a determination is possible if the equations (7.27)
and (7.28) are subtracted or added with each other. Really, subtraction the second from the
first in (7.27) and (7.28) leads to
kαβ−kβα=c1
∑
ij(2+c2x
⋆
ixj)wβiw
⋆
βj
∑
iMiw
⋆
αi∑
i xiw
⋆
βi
−c1
∑
ij(2+c2x
⋆
ixj)wαiw
⋆
αj
∑
iMiw
⋆
βi∑
i xiw
⋆
αi
, (7.30)
kαβ−kβα=c1
∑
ij(2+c2x
⋆
ixj)wαiw
⋆
αj
∑
iM
⋆
i wβi∑
i x
⋆
iwαi
−c1
∑
ij(2+c2x
⋆
ixj)wβiw
⋆
βj
∑
iM
⋆
i wαi∑
i x
⋆
iwβi
, (7.31)
respectively. From these relations, we can determine the unknown parameter kαβ as
kαβ=−1
2
c1
∑
ij(2+c2x
⋆
ixj)wαiw
⋆
αj
∑
iMiw
⋆
βi∑
i xiw
⋆
αi
−1
2
c1
∑
ij(2+c2x
⋆
ixj)wβiw
⋆
βj
∑
iM
⋆
i wαi∑
i x
⋆
iwβi
=k⋆βα. (7.32)
On the other hand, adding the second to the first in (7.28) yields
kαβ+kβα∓2lβα=c1
∑
ij(2+c2x
⋆
ixj)wαiw
⋆
αj
∑
iM
⋆
i wβi∑
i x
⋆
iwαi
+c1
∑
ij(2+c2x
⋆
ixj)wβiw
⋆
βj
∑
iM
⋆
i wαi∑
i x
⋆
iwβi
, (7.33)
from which we are able to determine the unknown parameter lαβ as
∓lβα=3
4
c1
∑
ij(2+c2x
⋆
ixj)wαiw
⋆
αj
∑
iM
⋆
i wβi∑
i x
⋆
iwαi
+
3
4
c1
∑
ij(2+c2x
⋆
ixj)wβiw
⋆
βj
∑
iM
⋆
i wαi∑
i x
⋆
iwβi
+
1
4
c1
∑
ij(2+c2x
⋆
ixj)wαiw
⋆
αj
∑
iMiw
⋆
βi∑
i xiw
⋆
αi
+
1
4
c1
∑
ij(2+c2x
⋆
ixj)wβiw
⋆
βj
∑
iMiw
⋆
αi∑
i xiw
⋆
βi
=∓lαβ .
(7.34)
To verify the validity of kαβ (7.32), we make the explicit form of kβα from kαβ by exchanging
the indices. We calculate kαβ−kβα and to the result of which further substitute (7.27) and
(7.28). Then we can get kαβ−kβα again. This means that the expression for kαβ is exactly
valid and does not cause any inconsistency. By the direct input of the explict expressions
(7.32) and (7.34) into the SCF parameter Mα difined by (3.11), we could reach our ultimate
goal to determine self-cosistently the unknown Lagrange parameters kαβ and lαβ .
Finally summarizing shortly, in the present manner we could reach considerably good
solutions for all unknown parameters k and l at both the regions very near /z2=1 and /z2=12 .
We will apply the present approximation method to concrte problems which should be solved.
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8 Concluding remarks and further perspectives
In the present new description, the extended HB (EHB) theory for a fermion system with
N single-particle states has been derived from the extended TDHB (ETDHB) theory. The
EHB and ETDHB theories have been constructed from a group theoretical deduction start-
ing with the fact that the fermion annihilation-creation and pair operators form a Lie algebra
of the SO(2N+1) group. The induced representations of the SO(2N+1) group was found by
means of a group extension of the SO(2N) Bogoliubov transformation for the fermions to
the SO(2N+1) tranformation group. Embedding the SO(2N+1) group into the SO(2N+2)
group and using the boson images of the SO(2N+2) Lie operators, we have obtained the
ETDHB equation from the Heisenberg equation of motion for the boson operators. We have
expressed its final form through the variables as the representatives of the paired modes and
the unpaired modes. From the ETDHB theory we have derived the static EHB theory in
which the paired modes and the unpaired modes are treated in an equal manner. The EHB
theory applicable to both even and odd fermion systems is also the SCF theory with the
same capacity to provide a mean field approximation as the usual HB theory for the even
fermion systems. We have obtained a new solution with unpaired-mode effects. However,
it includes the unknown parameters which originate from the Lagrange multipliers involved
in the image of the Hamiltonian in order to select out the physical spinor subspace. They
cannot be determined in the classical limit only, and a complete determination of them re-
quires that the quantum mechanical fluctuations are taken into account. We have, instead,
determined the parameters with the aid of the quasi-anticommutation relation approxima-
tion for the differential form of the fermion operators. Both the EHB eigenvalue equation
and quasi-anticommutation relation approximation provide a group theoretically transpar-
ent kinematical frame, which is able to describe both the paired and unpaired modes in
many fermion dynamics. They work well in both even and odd fermion systems with strong
collective correlations in which the effect of the unpaired modes is remarkable. They play
important and crucial roles for a unified SCF description of the Bose-Fermi type collective
excitations in several fermion systems, e.g., quantum dots [33]. We stress again that it is a
very exciting problem to consider an approximate SO(2N+1) wave function very near z=0.
We have never experienced such a physical situation in which the largest contributions from
the unpaired-mode amplitudes occur owing to the constraint x⋆αxα+z
2=1 and consequently
most physical contributions arise from the unpaired-mode effects. This situation is in strik-
ing contrast to the situation in which we have no effects due to the unpaired modes very near
z=1. A study of such a problem can be expected to open quite a new field for exploration of
an exotic fermion dynamics accompanying the stronger unpaired-mode effects. Particularly,
in a forthcoming paper, we will investigate a concrete problem for such an object using the
present superconducting toy-model. Then we will give detailed processes to the EHB eigen-
value equation under the quas-anticommutation relation approximation very near z=0 and
make analysess of solutions obtained by calculations.
Hitherto we have no effective method to describe such Bose-Fermi type collective motions
except the previous theory proposed by Fukutome and one of the present authors (S.N.) Ref.
[34] in which the SO(2N+1) density matrix plays a crucial role. To study the interrelation
between the previous theory and the present theory will become a very interesting project.
Finally we will develop a group theoretical approach to the formation of the Lax pair of
the SO(2N+2) top according to the ideas of Olshanetsky and Perelomov and Reyman and
Shansky [20]-[22] in the near future.
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Appendix
A Differential SO(2N+2) Lie operators on coset space
and operation of differential annihilation-creation
operators on SO(2N+1) wave function U(G)| 0>
Owing to <0 |U(G)| 0>=<0 |U(G)| 0>, we have |G>=U(G)| 0>= | G>(G∈SO(2N+2)).
Following Refs. [23] and [24], expressions for cα and c
†
α are given in terms of the variables
qαβ and rα:
cα=
∂
∂r⋆α
+r⋆ξ
∂
∂q⋆αξ
+(rαrξ−qαξ) ∂
∂rξ
−qαξrη ∂
∂qξη
+irα
∂
∂τ
, c†α=−c⋆α. (A.1)
Using (A.1) we prove the identities (6.2) as follows:
cαU(G)| 0>=cαU(G)| 0>=cα
{
Φ⋆00(G)(1+rβc
†
β)e
1
2
qγδc
†
γc
†
δ | 0>
}
=−rαU(G)| 0>+Φ⋆00(G)
{
(rαrξ−qαξ)c†ξe
1
2
qγδc
†
γc
†
δ | 0>−(1+rβc†β)qαξrη
∂
∂qξη
e
1
2
qγδc
†
γc
†
δ | 0>
}
=−rαU(G)| 0>+
{
rαrξc
†
ξ(1+rηc
†
η−rηc†η)−qαξc†ξ(1+rηc†η−rηc†η)
}
Φ⋆00(G)e
1
2
qγδc
†
γc
†
δ | 0>
− qαξrηc†ξc†ηΦ⋆00(G)e
1
2
qγδc
†
γc
†
δ | 0>
=−rαU(G)| 0>+rαrξc†ξU(G)| 0>−qαξc†ξU(G)| 0>
=
(
−rα+rαrξc†ξ−qαξc†ξ
)
·U(G)| 0>,

(A.2)
where we have used rξc
†
ξrηc
†
η = 0. Thus we have given the proof of the first identity of (6.2).
Further using rβc
†
βrξc
†
ξ=0, the second identity is also derived as follows:
c†αU(G)| 0>=−c⋆α
{
Φ⋆00(G)(1+rβc
†
β)e
1
2
qγδc
†
γc
†
δ | 0>
}
=−Φ⋆00(G)
{
∂
∂rα
(1+rβc
†
β)e
1
2
qγδc
†
γc
†
δ | 0>+(1+rβc†β)rξ
∂
∂qαξ
e
1
2
qγδc
†
γc
†
δ | 0>
}
=−c†αΦ⋆00(G)
(
1+rξc
†
ξ−rβrξc†βc†ξ
)
e
1
2
qγδc
†
γc
†
δ | 0>=−c†α · U(G)| 0>.

(A.3)
By successive use of (6.2) and (6.1), we get the formulas below
c†αcβU(G)| 0>=
(
δαβ−rβc†α+rβrξc†αc†ξ−qβξc†αc†ξ
)
·U(G)| 0>,
cβc
†
αU(G)| 0>=
(
rβc
†
α−rβrξc†αc†ξ+qβξc†αc†ξ
)
·U(G)| 0>, c†αc†βU(G)| 0>=−c†αc†β ·U(G)| 0>,
cαcβU(G)| 0>=
{
qαβ−qαξqβηc†ξc†η−(qαξrβ−rαqβξ)c†ξ+(qαξrβ−rαqβξ)rηc†ξc†η
}
·U(G)| 0>.
 (A.4)
The first and last equations of (A.4) are proved as follows:
c†αcβU(G)| 0>=
{
c†α
(
−rβ+rβrξc†ξ−qβξc†ξ
)
+
(
−rβ+rβrξc†ξ−qβξc†ξ
)(−c†α)}·U(G)| 0>
=
{
∂rβ
∂rα
− ∂rβ
∂rα
rξc
†
ξ−rβ
∂rξ
∂rα
c†ξ+rη
∂qβξ
∂qαη
c†ξ+rβc
†
α+rβc
†
αrξc
†
ξ−qβξc†ξc†α
}
·U(G)| 0>
=
(
δαβ−rβc†α+rβrξc†αc†ξ−qβξc†αc†ξ
)
·U(G)| 0>,
cαcβU(G)| 0>=
{[
(rαrξ−qαξ) ∂
∂rξ
−qαξrη ∂
∂qξη
](
−rβ+rβrξc†ξ−qβξc†ξ
)
+
(
−rβ+rβrξc†ξ−qβξc†ξ
)(
−rα+rαrξc†ξ−qαξc†ξ
). }
·U(G)| 0>
=
{
qαβ−qαξqβηc†ξc†η−(qαξrβ−rαqβξ) c†ξ+(qαξrβ−rαqβξ) rηc†ξc†η
}
·U(G)| 0>.

(A.5)
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Using another form of /z, i.e., /z=(1+r†χr)−
1
2 (χ=(1+qq†)−1), we give useful formulas to
evaluate expectation values of the anticommutators of the operators cα and c
†
α in differential
forms by an approximate U˜(G)| 0> of the SO(2N+1) WF U(G)| 0>, i.e., (6.5):
cα/z=−1
2
/z
{
rT(1+q†q)−1+r†q(1+q†q)−1
}
α
≡{rT⊕r†}
α
=−x
T
α
4/z
,
c†α/z=
1
2
/z
{
r†(1 + qq†)−1−rTq†(1+qq†)−1}
α
≡{r†⊖rT}
α
=
x†α
4/z
,
/z≡
√
1+z
2
.
 (A.6)
The proof of the first equation in (A.6) is given as follows:
∂
∂r⋆α
/z=−1
2
1
1+r†χr
√
1
1+r†χr
∂
∂r⋆α
(
1+r⋆βχβγrγ
)
=−1
2
/z3 (χr)α ,
r⋆ξ
∂
∂q⋆αξ
/z=−1
2
/z3r⋆ξr
⋆
β
∂
∂q⋆αξ
{
(1+qq†)−1
}
βγ
rγ
=
1
2
/z3
{
r†χqr⋆ ·(χr)−r†χr·(r⋆χq)}
α
=−1
2
/z3r†χr·(r†χq)α,
(rαrξ−qαξ) ∂
∂rξ
/z=−1
2
/z3(rαrξ−qαξ) ∂
∂rξ
(
1+r⋆βχβγrγ
)
=−1
2
/z3
{
r†χr·r−(qχ⋆r⋆)}
α
,
−qαξrη ∂
∂qξη
/z=
1
2
/z3qαξrηr
⋆
β
∂
∂(1+qq†)δǫ
{
(1+qq†)−1
}
βγ
∂(1+qq†)δǫ
∂qξη
rγ
=−1
2
/z3
{
rTq†χqr·(qr⋆χ)−r†χr·(qq†χr)}
α
=
1
2
/z3r†χr·(r−χr)α.

(A.7)
Gathering these results, the first equation is obtained. Using the relation c†α=−c⋆α, the last
equation of (A.1), the second equation is also proved. With the use of the same simbols as the
ones introduced in (A.6), we also give the following useful formulas first presented in Ref. [9]:
cα
{
rT⊕r†}
β
=
xαx
T
β
4/z2
, c†α
{
rT⊕r†}
β
= −2
(
1− 1
2/z2
)
·δαβ −
x⋆αx
T
β
4/z2
,
cβ
{
r†⊖rT}
α
= 2
(
1− 1
2/z2
)
·δαβ +
x⋆αx
T
β
4/z2
.
 (A.8)
The first and second equations of (A.8) are proved as follows:
∂
∂r⋆α
{
rT⊕r†}
β
=
{
q(1+q†q)−1
}
αβ
,
(rαrξ−qαξ) ∂
∂rξ
{
rT⊕r†}
β
= rα
{
rT(1+q†q)−1
}
β
−{q(1+q†q)−1}
αβ
,
r⋆ξ
∂
∂q⋆αξ
{
rT⊕r†}
β
= r⋆ξr
T
ǫ
∂
∂(1+q†q)γγ′
{
(1+q†q)−1
}
ǫβ
∂(1+q†q)γγ′
∂q⋆αξ
+r⋆ξr
†
ǫqǫδ
∂
∂(1+q†q)γγ′
{
(1+q†q)−1
}
δβ
∂(1+q†q)γγ′
∂q⋆αξ
= −r†(1+qq†)r{q(1+q†q)−1}
αβ
+
{
rT(1+q†q)−1+r†q(1+q†q)−1
}
α
{
r†q(1+q†q)−1
}
β
,
−qαξrη ∂
∂qξη
{
rT⊕r†}
β
=−qαξrηrTǫ
∂
∂(1+q†q)γγ′
{
(1+q†q)−1
}
ǫβ
∂(1+q†q)γγ′
∂qξη
−qαξrηrTǫ
∂qǫδ
∂qξη
{
(1+q†q)−1
}
δβ
−qαξrηr⋆ξr†ǫqǫδ
∂
∂(1+q†q)γγ′
{
(1+q†q)−1
}
δβ
∂(1+q†q)γγ′
∂qξη
= −rα
{
rT(1+q†q)−1
}
β
+r†(1+qq†)r
{
q(1+q†q)−1
}
αβ
+
{
rT(1+q†q)−1+r†q(1+q†q)−1
}
α
{
rT(1+q†q)−1
}
β
.

(A.9)
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On the other hand, we have
− ∂
∂rα
{
rT⊕r†}
β
=−{(1+q†q)−1}
αβ
,
−(r⋆αr⋆ξ−q⋆αξ)
∂
∂r⋆ξ
{
rT⊕r†}
β
=−r⋆α
{
r†(1+q†q)−1
}
β
−δαβ+
{
(1+q†q)−1
}
αβ
,
−rξ ∂
∂qαξ
{
rT⊕r†}
β
=−rξrTǫ
∂
∂(1+q†q)γγ′
{
(1+q†q)−1
}
ǫβ
∂(1+q†q)γγ′
∂qαξ
−rξr†ǫ
∂qǫδ
∂qαξ
{
(1+q†q)−1
}
δβ
−rξr†ǫqǫδ
∂
∂(1+q†q)γγ′
{
(1+q†q)−1
}
δβ
∂(1+q†q)γγ′
∂qαξ
= r†(1+qq†)r
{
(1+q†q)−1
}
αβ
−{r†(1+qq†)−1−rTq†(1+qq†)−1}
α
{
rT(1+q†q)−1
}
β
,
q⋆αξr
⋆
η
∂
∂q⋆ξη
{
rT⊕r†}
β
=q⋆αξr
⋆
ηr
T
ǫ
∂
∂(1+q†q)γγ′
{
(1+q†q)−1
}
ǫβ
∂(1+q†q)γγ′
∂q⋆ξη
+ q⋆αξr
⋆
ηr
⋆
ξr
†
ǫqǫδ
∂
∂(1+q†q)γγ′
{
(1+q†q)−1
}
δβ
∂(1+q†q)γγ′
∂q⋆ξη
= r†(1+qq†)r·δαβ−r†(1+qq†)r
{
q(1+q†q)−1
}
αβ
+r†α
{
r†q(1+q†q)−1
}
β
+
{
rT(1+q†q)−1q†−r†(1+q†q)−1}
α
{
r†q(1+q†q)−1
}
β
.

(A.10)
Gathering results (A.9) and (A.10), the first and second equations of (A.8) are obtained. By
using the relation c†α=−c⋆α and the second equations of (A.8), the last equation of (A.8) is
also proved. Using the identities (6.2) and the two important relations <cξ>G
⋆ rξ = 0 and
qαξ<cξ>G
⋆ =−1
2
(x+qx⋆)α+<cα>G
⋆ , the following expectation values of the annihilation and
creation operators, cα and c
†
α, are derived:
<0 |U˜ †(G)cαU(G)| 0>=−1
2
(
/z+
1
/z
){
<cα>G+
1−/z2
2/z2
(x+qx⋆)α
}
≈−1
2
(
/z+
1
/z
)
<cα>G,
<0 |U˜ †(G)c†αU(G)| 0>=−
1
2
(
/z+
1
/z
)
<cα>G
⋆ , (0≪/z2≈1),
(A.11)
which have been used to compute the expectation values of the anticommutators between
cα and c
†
α by U˜(G)| 0> (6.27).
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