Abstract: We analyze an equation that arises out of the bifurcation analysis of an improvement of the nonperturbative equations for the electron mass function in quenched quantum electrodynamics. In quasilinear approximation, the integral equation is solved by Mellin transformation, followed by the calculation of the Muskhelishvili index of the resultant singular integral operator.
In recent years several improvements of the ladder approximation in gauge theories have been suggested. The most ambitious one is perhaps that of Bashir and Pennington 1], in which a criticism by Dong, Munczek and Roberts 2] of earlier work 3] had been constructively incorporated into a new fermion | gauge boson vertex Ansatz. A general conclusion that may be drawn is that the above Ans atze display a satisfactory insensitivity to the gauge parameter 4]: indeed the Bashir-Pennington form is constructed to yield a strictly gauge-independent critical coupling for chiral symmetry breakdown. The fact that gauge covariance seems to be well in hand suggests that one may as well use the Landau gauge for actual calculations, in which considerable simpli cation takes place. This had indeed earlier often been done, in the framework of the ladder approximation, although with less justi cation, since there the gauge dependence is very troublesome. In fact, in the Landau gauge, the linearized forms of both the Curtis-Pennington and the more recent BashirPennington equations for the electron propagator in quantum electrodynamics are the same. In order to examine the onset of chiral symmetry breaking, one considers the bifurcation equation 5, 6] , which amounts to a linearization of the Dyson-Schwinger equations with respect to the mass function. (1) where is the ne-structure coupling constant, and where to rst order in the mass function, M, the kernel has the form J(y; x) = There are two roots in 0; 1] for s, and the condition for a bifurcation is their equality, which occurs when = c 0: 933667 4] . The above analysis is adequate precisely at the critical coupling, i.e. at the bifurcation point of the original nonlinear Dyson-Schwinger equation. More generally, in order to avoid infra-red divergence di culties, it is customary to employ the so-called quasilinear equation, which has the form M(x) = we are interested primarily in this paper in the mathematical properties of the integral equation (4) , rather than in the phenomenon of supercritical chiral symmetry breaking. In the absence of an ultra-violet cut-o , the integral equation has a solution for any value of .
The expected power behaviour of M(x) at large x strongly suggests that this equation can be studied by using a Mellin transformation. The Mellin transformation and its inverse are de ned by the equations
where the contour L goes from ?i1 to i1. This contour must be chosen appropriately in order to obtain a solution. As we see from Eq.(6), the asymptotic behaviour of M(x) as x ! 1 is determined by the singularity of g(s) with the smallest Re s to the right of L, while the behaviour as x ! 0 is determined by the singularity with the largest Re s to the left of L.
From Eq. (4)- (6) 
where the kernel k(s; s 0 ) is not singular at s = s 0 . Thus we arrive at the following singular integral equation:
where the symbol P denotes a principal value integral, and
A method for solving singular integral equations of this kind has been extensively discussed in the books by Muskhelishvili and Gakhov 7] . We shall sketch the method, as it applies to Eq.(14). We rst introduce the function 
These relations permit us to reduce our integral equation (14) to an algebraic one: 
this would e ect a solution of the discontinuity equation (23) (29) The graph of ' is depicted in Fig. 1 : we are of course only interested in the strip 0 < s < 1. In Table 1 we give the positions of the two poles of G(s) that lie in the interval (0; 1). We rst consider the subcritical domain, < c . For larger values of , the pole positions are complex conjugates of one another. In Table 2 we list some results for supercritical . , where we take the points a; b to lie on the real axis and to satisfy a < Re s = < b (the concrete choice of a; b does not matter, since nothing depends on it). Introducing the function G 1 (s) = (s)G(s) we can show that 
The nal problem consists in nding a function with a discontinuity given on the contour L. We introduce the analytic function
From (38) From the solution of the Riemann problem, we saw that in the case that 0, we have to put P ?1 0, and we obtain only the trivial solution, g(s) = 0. Thus in order to obtain a nontrivial solution, we must choose our contour L in such a way that > 0. Among the three contours L ?1 ; L 0 ; L 1 shown in Fig. 2 , only L 1 satis es this condition, as we will show at the end of this paper. The analytic structure in the complex s-plane of the solution g(s), as given in Eq. (46) 
It is convenient to use two forms for writing 0 (s) in the regions S + and S ? . Since 0 (s) depends on one arbitrary constant C, the solution g(s) depends on one arbitrary constant too (that is clear, since the original equation (4) 
There is in fact another way to reveal the analytic structure of g(s (51) Thus g(s) will have poles at the poles of function G(s), i.e. at the points s = s n . By construction we know that g 0 (s) has poles at s = n, too, but here G(s) has zeros that cancel these singularities. The asymptotic behaviour of M(x) will be dominated by the smallest s min n in the S ? region, i.e.
M(x) x ?s min n ; x ! 1: 
It is clear that the transition from non-oscillatory to oscillatory behaviour of f( 2 ), then we have to follow the change of ( ; t) along the contour L. In fact, we know the value ( ; t = +1) = arctan 2? , apart from the part connected with a possible winding around the point G = 0 in the complex G-plane, which is equal to 2 n (n being an integer). The integer n (or, connected with it, ) can be calculated numerically by simply plotting the graph of G (see Fig. 3 ). Having the plot of G, the winding number can be determined visually for di erent contours L. According to general theory, the index is de ned by the formula = 2 ], where is determined from Eq.(27). In Fig. 3a , corresponding to contour L 1 of Fig. 2 , one sees that, since the curve is traversed in a counter-clockwise | i.e. a positive | sense, as t goes from ?1 to 1, one has 2 < < 4 , which implies = 1. Hence in this case we have a solution of the RiemannHilbert problem, as we claimed above. Fig. 3b corresponds to the contour L 0 , which again gives a positive , but one less than 2 , so here = 0. Finally, in Fig. 3c we show the situation with the contour L ?1 , where the curve is described in the negative sense, but does not make a complete rotation around the origin. In this case, ?2 < < 0, so = ?1. In the last two cases one has in general not generated a solution of the problem. Table 1 Re Table 2 Figure Captions
