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Abstract
We study the optimal placement problem of a stock trader who wishes to clear his/her
inventory by a predetermined time horizon t, by using a limit order or a market order. For
a diffusive market, we characterize the optimal limit order placement policy and analyze its
behavior under different market conditions. In particular, we show that, in the presence of a
negative drift, there exists a critical time t0 > 0 such that, for any time horizon t > t0, there
exists an optimal placement, which, contrary to earlier work, is different from one that is placed
“infinitesimally” close to the best ask, such as the best bid and second best bid. We also propose
a simple method to approximate the critical time t0 and the optimal order placement.
Keywords and phrases: Optimal Order Placement, Diffusive Limit Order Book, High-Frequency
Trading
1 Introduction
In today’s stock market, most stock exchanges have adopted electronic trading systems, where
buyers and sellers can trade securities, foreign exchange or financial derivatives electronically.
This has led to the development of algorithmic trading, which relies on trading strategies based
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on pre-programmed trading instructions. More generally, high frequency trading (HFT) is a
recent trend with a focus on short time scales. Estimates of HFT exceeds 50% of the U.S.-listed
equities trading volume 1.
Typically, one of the first problems of stock traders is to split a large order into smaller
orders to reduce market impact, that is, the adverse effect that an order may have against
the security’s price, as buying (respectively, selling) an asset tends to move the price upward
(respectively, downward). Secondly, they need to place those small orders into multiple time
intervals. When placing the orders, they also need to decide whether to use a market or a limit
order, and, in the second case, which price level to put the order. Limit order is an order to
trade an asset at a specified price. The buyer/seller can specify the price but the execution of
the limit order is not guaranteed. By contrast, a market order is an order to buy or sell the
asset at the best available price. The execution of the market order occurs immediately. The
different methods used to solve these problems are broadly called optimal execution/placement
strategies.
A limit order book (LOB) collects all the limit orders, including the quantities and the price.
The LOB is updated as market orders are executed, or more limit orders are submitted, or
existing limit orders are cancelled. In a traditional optimal execution problem, we are interested
in deciding whether (and when) to place a market order or a limit order, but only at the best
bid or ask price (see [11], [3], [2], [9], [13], [6]). However, a more recent stream of literature have
also considered the problem of deciding whether placing the limit order deeper in the book could
be preferable. This question of determining the optimal price level is often called the optimal
placement problem of a limit order.
In [10], an optimal placement problem is studied under a discrete-time model for the level I
prices of a LOB. Specifically, Guo et. al. [10] investigates the optimal placement problem when the
investor wants to buy one share of the asset by a certain specified time horizon t, assuming that
the best ask price follows a symmetric correlated random walk (CRW) (see [14] for the definition
of CRW). Guo et. al. [10] assumes a “static” trading strategy where the investor’s limit order
cannot be cancelled before t, and a limit order not executed by time t is automatically cancelled
and changed to a market order at time t. It is also assumed therein that there is a positive
constant probability that the investor’s order would be executed each time the order’s price
becomes the best bid price of the LOB. A key conclusion in [10] is that the optimal strategy
1https://www.sec.gov/marketstructure/research/hft lit review march 2014.pdf
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that minimizes the investor’s expected cost is one of three possibilities: (i) placement at the
best bid; (ii) placement at the second best bid; or (iii) initial market buy order. Furthermore,
the answer changes according to the respective values of the rebate, the market fee, and the
transition probability.
We refer to strategy of placing the order at the best or second best bid level (as in (i) or (ii)
above) as the “Level I-II” or “trivial” solution throughout the current work. Such terminology
is on account of two reasons. First, placing the order at the best or second best bid does not
incorporate any information about the state of the book at time 0, which is typically available
and should ideally be taken into account when placing a limit order. Second, by construction, a
symmetric random walk as what is assumed in [10] lacks “drift,” even though for mid range time
horizons, actual price processes sometimes exhibit moderate drift (see [3]). Our investigation in
this paper addresses both these issues directly. Specifically, we characterize the nature of the
optimal placement when the price dynamics deviates from a symmetric correlated random walk,
while also incorporating information about the initial state of the LOB.
In this paper, we discuss the optimal strategy when the price dynamics follow a diffusive
model such as a Brownian motion (BM) or a Geometric Brownian motion (GBM). A BM model,
often called the Bachelier model, can be seen as a reasonable approximation of asset price
dynamics at intermediate intraday time horizons (see, e.g., [5] and [4]). Also, bridging with the
work of [10], a BM with 0 drift (respectively, nonzero drift) appears as the limit of a symmetric
(respectively, asymmetric) correlated random walk when the time step between price changes
and the tick size goes to 0 in a certain way (cf. [14, Section 3], [8]). However, GBM (also known
as the Black-Scholes model) is generally believed to better fit asset price dynamics for longer
time periods, in line with more traditional macro asset price models.
It is expected that, under the presence of negative drift, there exists an optimal placement
policy different from the Level I-II solution of [10]. Intuitively, if the drift of the stock is µ < 0,
so that on average the best ask price is at the level S0 +µt at the time horizon t, we expect that
placing the order around such a level would be better than placing it at a level close to the best
ask S0. Such intuition is rigorously justifiable and we demonstrate the existence of a critical time
t0 > 0 such that a nontrivial optimal solution exists for any horizon t > t0. Furthermore, we find
that such a time horizon t0 admits the parsimonious closed-form approximation ρ(0
+)(r+f)/2|µ|
for the BM model, and ρ(0+)(r+f)/2S0|µ| for the GBM model. Here, r and f are respectively the
investor’s rebate and fee per executed limit and market order, respectively, and ρ(0+) measures
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the probability that an order placed at the initial best bid would be executed before the best ask
queue gets depleted. In general, the optimal solution will depend on the time horizon t, the drift
µ, the volatility σ, and a function ρ : (0,∞)× (0,∞)→ (0, 1], such that ρ(x, t) is the probability
that an order placed at level S0−x is executed during the first time period that this level becomes
the best bid price and before the investment’s time horizon t. We can incorporate information
about the initial state of the LOB through ρ(x, t): the larger the initial queue size at level x is,
the smaller ρ(x, t) would be. We also analyze the behavior of the non-trivial optimal solution
in different market regimes. Thus, for instance, under a long horizon or small volatility regime,
the optimal placement solution takes the form −µtθ, where θ > 1 is explicitly characterized.
The paper is organized as follows. In section 2, we introduce the optimal placement problem,
together with the investor’s expected cost function that we aim to minimize. In section 3, we
study the problem under the BM model and show the existence of the critical horizon time t0,
together with the asymptotic behaviour of the optimal placement strategy when t ↘ t0 and
when t ↗ ∞. In Section 4, we carry on the same plan for a GBM model and, in addition,
we also consider the behavior of the optimal placement strategy in a small volatility regime
σ ↘ 0. Section 5 investigates the behavior of the probability ρ(x, t) defined above and assess the
plausibility of the assumptions used in the paper, both theoretically and empirically. Section 6
gives some conclusions . The proofs of our main results and some further details are given in
Appendices.
General Notation. The partial derivatives of a function f(x, t) are denoted by ∂xf , ∂tf , ∂t∂xf ,
∂2xf , etc. The pdf, cdf, and survival or tail distribution of a standard normal r.v. Z are denoted
by φ(z) = e−z2/2/
√
2pi, N(z) =
∫ z
−∞ φ(x)dx, and N
c(z) = N¯(z) = 1−N(z), respectively.
2 Toward The Optimal Placement Problem In Continuous Time
An investor wishes to buy one share of the stock by some predetermined time horizon t > 0.
Obviously he wishes to buy at the lowest possible price, for which he places a limit buy order at
the price level S¯0 − x, where x > 0. Hereafter, S¯u := S¯(δ,ε)u denotes the best ask price per share
at time u ≥ 0 when the average time span between price changes is governed by a parameter
δ > 0 and the tick size, which is assumed to coincide with the price increment at each price
change, is ε > 0. In particular, we are also assuming that the spread between the best bid
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and ask is always one-tick ε apart (see [5] for some empirical evidence strongly supporting this
assumption). Hence, the investor’s order can only be executed when the best ask price is at level
S¯0 − x + ε or, equivalently, when the best bid price is at level S¯0 − x. We also denote τ0 := 0
and 0 < τ1 < τ2 < . . . the consecutive times of changes in the best ask price. In particular, we
are assuming that δ = E(τi+1 − τi), for all i ≥ 0. Let us remark here that, in a more general
setting, δ could be set to be a different model parameter such as one that increases the speed of
the price changes as δ ↘ 0.
We adopt the following trading strategy and resulting investor’s cost:
1. If S¯u > S¯0 − x+ ε, for all 0 ≤ u ≤ t (in particular, x > ε), the investor’s limit order won’t
be fulfilled and he will cancel the order at time t and buy the share at the market price S¯t.
In that case, the investor’s cost/gain can be set to be S¯t − S¯0 + f , where f ≥ 0 is the fee
that the market imposes per executed market order.
2. Otherwise, suppose that the first time that the ask price is at the level S¯0−x+ε, hereafter
denoted τ , happens before time t. Set j := min{i ≥ 0 : τi = τ}. Then, there are three
possibilities:
(i) The investor’s order is executed at a time s ≤ t ∧ τj+1. In that case, the investor’s
cost/gain is set to be −x− r, where r ≥ 0 is the rebate per executed limited order.
(ii) On the contrary, if the order is not executed before t and τj+1 ≤ t (so that necessarily
S¯τj+1 = S¯0−x+2ε), the investor will cancel the order and buy the share at the market
price S¯0 − x+ 2ε. In that case, his cost/gain will be −x+ f + 2ε.
(iii) If, again, the order is not executed before t and τj+1 > t, so that the next price change
happens after the time horizon t, then the investor will cancel the order at time t and
buy the share at the market price S¯t = S¯0 − x+ ε. In that case, his cost/gain will be
S¯t − S¯0 + f , which is the same as the case 1 above.
We aim to minimize the investor’s expected cost, as introduced in the points 1-2 above. Let
us first derive an explicit formula for it, for which we need to define the event Et that the best
bid price reaches the level S¯0 − x by time t and that, during the first time period that this
happens, the order is executed before time t. In terms of this event Et, the running minimum
Y¯t := Y¯
(δ,ε)
t := inf
0≤u≤t
S¯
(δ,ε)
u , and j := min{i ≥ 0 : Sτi = S¯0 − x + ε}, the cost function can then
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be written as follows for x > 0 (see Appendix C for its derivation):
C¯δ,ε(x, t) = E
[
S¯t − S¯0
∣∣ Y¯t > S¯0 − x+ ε]P (Y¯t > S¯0 − x+ ε)
+ P (Y¯t ≤ S¯0 − x+ ε) [−x− ρ(x, t)(r + f) + 2ε(1− ρ(x, t))] + f (1)
+ P (Y¯t ≤ S¯0 − x+ ε, τj+1 > t,Ect )ε,
where ρ(x, t) := ρ(δ,ε)(x, t) = P (Et|Y¯t ≤ S0 − x+ ). The cost function (1) is inspired by that of
[10], but there is a significant difference in the treatment of the situation 2-(ii) described above
since early cancellation is not allowed in [10].
Remark 2.1. As stated above, ρ(x, t) is the probability that a bid limit order placed at level
S¯0 − x at time 0 is executed before time t and during the first time period when the best bid
price is at level S¯0 − x, given that the latter event happened. One can numerically compute
ρ(x, t) based on the initial bid queue size Qbx(0) at level S¯0 − x and some specific assumptions
about how the order flow takes place and the size of the best ask queue after a price change in
a stationary state. Intuitively, we expect ρ(x, t) to move in opposite direction with the initial
queue size Qbx(0): the larger Q
b
x(0) is, the smaller the probability ρ(x, t) would be. For instance,
slightly modifying the framework in [5], suppose that, after a depletion of the best bid queue,
which momentarily widens the spread, a flow of sell limit orders quickly fills the gap, and the
spread reduces again to one tick2. We assume that the resulting size of the best ask queue after
the gap is filled is drawn at random from a stationary distribution fa : Z+ → [0, 1]. Then, ρ(x, t)
could be modeled as follows, for x > ε,
ρ(x, t) :=
∞∑
i=1
Qbx(0)∑
j=0
fa(i)
∫ t
0
fτ (s|0 < τ < t)P (N b,xs = j)αt−s(i, Qbx(0)− j + 1)ds, (2)
where τ is the first time that the best bid price hits the level S¯0 − x, fτ (s|0 < τ < t) is the
density of τ conditioning on 0 < τ < t, N b,xs represents the number orders cancelled by time s
out of the initial Qbx(0) orders outstanding at level S¯0 − x, and αu(i, `) is the probability that
the best bid of a LOB gets depleted before the best ask and before time u when there are i
orders at the best ask and ` orders at the best bid at time 0. We assume α only depends on the
2This typically happens in just a few milliseconds according to [5]. If, instead, a flow of buy limit orders fill the
gap, we don’t consider this time as a change of the ask price and move on to analyze the next time that the best bid
price changes again.
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state of the LOB through i and `. For x = ε, ρ(ε, t) = αt(Q
a
ε(0), Q
b
ε(0) + 1), where now Q
a
ε(0)
represents the outstanding orders at the best ask price at time 0. The function ρ(x, t) could
be numerically computed, after imposing some reasonable assumptions on the LOB order flow
and the dynamics of the best ask price (which determines fτ ), and after estimating f
a from real
LOB data. Some details regarding the computation of ρ(x, t) are provided in Section 5.
Now, we are ready to move to the optimal placement problem in continuous time. We assume
that the (average) time-step between price changes δ and the tick-size ε are small-enough and
related to each other in such a way that S¯(δ,ε) can be approximated well by a suitable continuous-
time process S := {Su}u≥0 and ρ(δ,ε)(x, t) → ρ(x, t) for a smooth function ρ(x, t). Then, in the
limit (δ, ε→ 0), the analogous continuous time problem to (1) can be written as
C(x, t) = E [St − S0|Yt > S0 − x]P (Yt > S0 − x)
+ P (Yt ≤ S0 − x) (−x− ρ(x, t)(r + f)) + f, x > 0. (3)
In particular, the optimal placement x∗(t), which minimizes C(x, t) over all x > 0, only depends
on r and f through r + f , which can be considered as the “penalty” for a non-executed limit
order. In what follows we study the existence and behavior of the optimal placement x∗(t) for
arguably the two most important continuous models in finance: The Bachelier and the Black-
Scholes Models.
3 Optimal Order Placement Under The Bachelier Model
In this section, we investigate the behavior of the optimal placement problem when the price
process {St}t≥0 follows a Brownian motion (BM) with drift, often called the Bachelier model.
All the proofs of this section are deferred to Appendix A.
A Brownian motion with drift is a reasonable approximation for intermediate intraday time
horizons (such as a few minutes) as shown by some recent works (see, e.g., [5] and [4]). Also,
we can see this model as the continuous-time counterpart of a correlated random walk (CRW).
Concretely, by making the time step between price changes and tick size decay to 0 in a certain
way, a symmetric CRW converges to a drift-less Brownian Motion (cf. [14, Section 3]), while
certain asymmetric CRW converges to a Brownian Motion with nonzero drift (cf. [8]).
Let us start by giving a closed-form representation for the cost function.
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Lemma 3.1. Let dSt = µdt + σdWt, where W = {Wt}t≥0 is a standard Brownian motion and
µ ∈ R and σ > 0 are the drift and the volatility of the price process S, respectively. Then, the
cost function introduced in Eq. (3) admits the following representation:
C(x, t) =
{
N
(−x− µt
σ
√
t
)
+ e
−2xµ
σ2 N
(−x+ µt
σ
√
t
)}
(−x− ρ(x, t)(r + f))
+ µtN
(
x+ µt
σ
√
t
)
+ e
−2xµ
σ2 (2x− µt)N
(−x+ µt
σ
√
t
)
+ f, x > 0.
When µ = 0,
C(x, t) = −2N
( −x
σ
√
t
)
ρ(x, t)(r + f) + f, x > 0,
which is strictly increasing on x ∈ (0,∞) if, for instance, x→ ρ(x, t) is nonincreasing3. Also,
note that, for any µ ∈ (−∞,∞),
C(0+, t) := lim
x→0+
C(x, t) = −ρ(0+, t)(r + f) + f < f,
and, therefore, it is never optimal to immediately buy at the market order at time 0. Therefore,
for a zero drift BM with nonincreasing x→ ρ(x, t), C(0+, t) < C(x, t), for all x > 0. In that case,
we say that x = 0+ is the optimal placement solution and call it the “trivial” optimal placement
solution. Intuitively, the value 0+ represents an “infinitesimal” number and, in practice, this can
be interpreted as the strategy of putting the limit buy order at the best or second best bid price.
The just mentioned optimal order placement for a driftless BM is consistent with the conclusion
of [10] for a symmetric correlated random walk, which is expected, since, as mentioned above,
the Brownian motion with zero drift is the diffusion limit of a symmetric correlated random walk
used in [10].
It should be expected that when the drift is positive, the optimal placement policy is still
x = 0+ for nonincreasing functions x → ρ(x, t). However, for negative drifts, there should
exist a non trivial optimal placement solution. As shown in Figure 1, this is not necessarily the
case if the time horizon is small. The following result explores conditions for the existence of a
nontrivial optimal placement solution.
Theorem 3.2. Let C(x, t) and {St}t≥0 be as in Lemma 3.1 and suppose that r + f > 0 and
ρ(x, t) is C2 on (0,∞)× (0,∞). Then, the following assertions hold:
3Per Remark 2.1, this is expected to happen if the initial state of the book Qbx(0) is nondecreasing and, thus, the
conclusion make sense.
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Figure 1: C(x, t) against x with t = 0.0184 (magenta), t = 0.0234 (blue), t = 0.0334 (green), and
t = 0.0384 (red) when t0 = 0.0284, (r + f)ρ(0
+) = 0.006, σ = 0.2.
(i) If µ > 0 and x → ρ(x, t) is nonincreasing for each t > 0, then C(0+, t) < C(x, t), for all
x > 0.
(ii) Suppose that µ < 0 and that the following conditions hold for a given time horizon t > 0:
ρ(0+, t) <
2|µ|t
r + f
,
∂ρ(0+, t)
∂x
≥ 0. (4)
Then, there exists x∗(t) ∈ (0,∞] such that
C(x∗(t), t) ≤ C(x, t), for all x > 0.
Furthermore, x∗(t) <∞, if the following additional conditions hold:
lim sup
x→∞
∂ρ(x, t)
∂x
≤ 0, lim inf
x→∞ ρ(x, t)x
2 >
2|µ|σ2t2
r + f
, (5)
Remark 3.3. Per our discussion in Section 2, one can interpret ρ(0+, t) as ρ(ε, t), the probability
that a limit order put on the best bid queue at time 0 is executed before (or at) the next price
change and before time t. The condition ∂xρ(0
+, t) > 0 essentially says that the ρ(2ε, t) > ρ(ε, t)
and, as argued in Section 5, is typically met in practice when there is some LOB imbalance (e.g.,
0 < Qbε(0) − Qaε(0) ≤ Qb2ε(0) −
∑
i if
a(i), where we used the same notation as in (2)). The
conditions in (4) are needed to rule out that x = 0+ may be optimal, while the conditions in
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(5) are needed to rule out that x = +∞ may be optimal. In Section 5, we prove that, for a
large class of models, the first condition in (5) holds, while, the quantity lim infx→∞ ρ(x, t)x2
appearing in the second condition therein can be lower bounded by an explicit quantity and,
thus, precise constrains on the model’s parameters can be imposed for this condition to be
satisfied (see Proposition 5.2 and Remark 5.3 below).
The two conditions in (4) are needed to guarantee that ∂xC(0
+, t) < 0 (and, hence, to rule
out that x∗(t) = 0). It is natural to consider the smallest time horizon t0 such that a nontrivial
optimal placement policy would exist for any t > t0. Concretely, let
t0 := inf
{
u ≥ 0 : ∂C
∂x
(0+, s) < 0, for all s > u
}
. (6)
This threshold t0 is important because if the investor’s preferred time horizon were bigger than
t0, then there would be a nonzero optimal placement for the limit order available to him/her.
As a corollary of the proof of Theorem 3.2, we deduce the following upper bound for t0, which
remarkably is the same for any value of σ.
Corollary 3.4. Suppose that µ < 0 and that the second condition in (4) is satisfied for all t. Let
t0 be defined as in (6). Then, we have that t0 ≤ t¯0, where t¯0 is such that ρ(0+, t) < 2|µ|t/(r+ f)
for all t > t¯0. In particular, t0 ≤ (r + f)/2|µ|.
It is easy to see that ρ(0+, t) is nondecreasing with t and, as argued in Section 5, it typically
converges to its maximum value in just a few seconds under reasonable market conditions (see
Figure 6 therein). For these reasons, hereafter we assume that ρ(0+, t) is constant in t and use
ρ(0+) for the rest of this Section 3.
Corollary 3.4 implies that t0 is upper bounded by (r+f)/2|µ| and, thus, it gets smaller when
the drift gets negatively larger or when the sum of the rebate and fee gets smaller. While having
µ large may be too much to ask in practice, we do have that r + f is quite small in practice.
Hence, it is natural to ask about the asymptotic behavior of t0 as (r + f) → 0. The following
result provides further information about t0.
Theorem 3.5. Let the second condition in (4) and the two conditions in (5) be satisfied for all
t > 0. Let also assume that ρ(0+, t) ≡ ρ(0+) ∈ (0, 1], for all t, and lim supt→0 ∂xρ(0, t) < ∞.
Then, the critical time t0 defined in (6) is positive and, hence, is such that ∂xC(0
+, t0) = 0.
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Figure 2: Left Panel: Relative error, (t0 − t¯0)/t0 for different values of |µ| when (r + f)ρ(0+) =
0.006, σ = 0.1, and t¯0 = ρ(0
+)(r + f)/2/|µ|. Right Panel: Performance of the first- and second-
order approximation derived from (7) when (r + f)ρ(0+) = 0.006, σ = 0.2, µ = −0.25: x∗(t)(black),
κ1(t0)(t− t0)(blue), κ1(t¯0)(t− t¯0)(red), κ1(t0)(t− t0)+κ2(t− t0)2(green), and κ1(t¯0)(t− t¯0)+κ2(t¯0)(t−
t¯0)
2(magenta) against t(days).
Furthermore, we have
lim
(r+f)→0
t0
(r + f)
=
ρ(0+)
2|µ| .
If, in addition, ∂t∂xρ(0, t) ≥ 0, for all t, then t0 is the only solution of the equation ∂xC(0+, t) = 0.
From a practical point of view, the approximation provided by the previous result is quite
important since in most markets r+ f is negligible. For instance, for any US exchange, there is
a fee and rebate cap of $0.003 per share4, which makes r + f ≤ $0.006. Broadly, if the investor
can wait longer than (r + f)ρ(0+)/2|µ|, he/she can use an optimal placement strategy that is
better than the placement at the best bid or a market order. In the left panel of Figure 2, we
show the relative error of t¯0 := (r + f)ρ(0
+)/2|µ| against |µ| when (r + f)ρ(0+) = 0.006 and
σ = 0.1.
We now analyze the behavior of optimal placement, where the investor should put a limit
order to minimize the expected cost.
Theorem 3.6. Suppose that the conditions of Theorem 3.5 are satisfied and also that ∂2xρ(0
+, t) <
4See Code of Federal Regulations, Title 17, 242.610(c)(1) and Securities Exchange Act Release No. 51808 (Jun. 9,
2005), 70 FR 37496, 37545 (Jun. 29, 2005) (File No. S7-10-04)
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0 and ∂t∂xρ(0
+, t) ≥ 0, for all t > 0. Also, let t0 > 0 and x∗(t), for t > t0, be as described in
Theorems 3.2 and 3.5. Then, as t↘ t0,
x∗(t) = κ1(t− t0) + κ2(t− t0)2 + o((t− t0)2), (7)
where
κ1 := −
∂2C
∂t∂x (0, t0)
∂2C
∂x2
(0, t0)
> 0, κ2 := −
1
2
∂3C
∂x3
(0, t0)κ
2
1 +
∂3C
∂t∂x2
(0, t0)κ1 +
1
2
∂3C
∂x∂t2
(0, t0)
∂2C
∂x2
(0, t0)
.
Let us remark that all the partial derivatives involved in κ1 and κ2 can be evaluated in closed
form in terms of N(µ
√
t0/σ) (e.g., see (27) and (28) below for the derivatives involved in κ1).
The above result gives us the first and second order approximation of the optimal placement
solution when t↘ t0. These approximations require the value of t0, which, in light of Corollary
3.5, can be approximated well when r+f → 0. Therefore, the combination of Theorems 3.5 and
3.6 gives us a simple approximation of the optimal placement solution x∗(t), when t → t0 and
(r+f) is small, which is a reasonable assumption in most markets. In the right panel of Figure 2,
we graph the explicit optimal place solution, the first- and second- order approximations using t0
and also replacing t0 with its approximation t¯0 = ρ(0
+)(r + f)/2|µ|. As displayed in the figure,
the performance of approximations using t¯0 is slightly less than the approximations using t0.
In the rest of this section, we analyze the behavior of the optimal placement solution x∗(t)
for large time horizons t. For simplicity, we assume that ρ = ρ(x, t) is constant in x and t. Our
first result in this direction gives upper and lower estimates.
Theorem 3.7. Let µ < 0, θ0 :=
√
1− 2σ2/(µρ(r + f)), and let x∗(t), for t > t0, be as in
Theorem 3.2. Then,
−σ√t− µtθ0 ≤ x∗(t) ≤ − µθ0t,
where the first and second inequalities above hold for any t > max
(
ρ(r+f)
−µ ,
σ2
µ2(θ0−1)2
)
and t > t0,
respectively.
As a corollary of Theorem 3.7, we can deduce the first order approximation of x∗(t) as |µ|θ0t,
when the investor’s time horizon t is large. The following theorem provides the second order
approximation.
Theorem 3.8. Let µ < 0 and x∗(t) be the optimal position as defined in Theorem 3.2 and θ0
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be as in Theorem 3.7. Then,
lim
t→∞ t
(
x∗(t)2
t2
− µ2θ20
)
= θ1, (8)
where θ1 :=
σ4
2ρ(r+f)|µ|θ0
[
−6 (θ0−1)
(θ0+1)2
+
(
1 + 2µρ(r+f)
σ2
)
(θ0−1)
θ0+1
− (θ0+1)2
(θ0−1)2
]
.
4 Optimal Order Placement Under The Black-Scholes Model
While a Brownian motion with drift is able to broadly capture the price movement in short time
(say, just a few minutes), geometric Brownian motion (GBM), also known as the Black-Scholes
model, is generally believed to provide a better fit for longer time periods. Therefore, it is
both natural and important to study the behavior of the optimal placement problem under this
paradigm. All the proofs in this section are deferred to Appendix B.
The following lemma provides a closed form representation of the expected cost function
introduced in Eq. (3), when the price process S follows a geometric Brownian motion with
volatility σ and drift µ.
Lemma 4.1. Let St := S0 exp
(
(µ − σ2/2)t + σWt
)
, t ≥ 0, where {Wt}t≥0 is the standard
Brownian motion, and let C˜(y, t) be the expected cost if one puts a limit order at the price level
S0e
−y (y > 0); i.e., C˜(y, t) := C(S0 − S0e−y, t), with C(x, y) defined as in Eq. (3). Similarly,
fix ρ˜(y, t) := ρ(S0 − S0e−y, t). Then, C˜(y, t) can be written as
C˜(y, t) = (S0e
−y − (r + f)ρ˜(y, t))
[
N
(−y − µt+ σ2t2
σ
√
t
)
+ e−
2yµ
σ2
+yN
(−y + µt− σ2t2
σ
√
t
)]
+ S0
[
eµtN
(
y + µt+ σ
2t
2
σ
√
t
)
− e− 2yµσ2 +µt−yN
(−y + µt+ σ2t2
σ
√
t
)]
+ f − S0.
With certain abuse of notation, in what follows, we simply write C(y, t) and ρ(y, t) for C˜(y, t)
and ρ˜(y, t), respectively. As with the BM with drift, we have
C(0+, t) := lim
y→0
C(y, t) = f − (r + f)ρ(0+, t) < f,
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and, thus, it is again never optimal to immediately place a market order. Similarly, when µ = 0,
C(y, t) = −(r + f)ρ(y, t)
[
N
(
−y + σ22 t
σ
√
t
)
+ eyN
(
−y − σ22 t
σ
√
t
)]
+ f − S0, (9)
which is an increasing function on y ∈ (0,∞) when y → ρ(y, t) is nonincreasing5. We can again
say that y = 0+ is the optimal placement solution, which can be interpreted as the strategy
where the investor place his limit order at the best or second best bid price. As before, we
call this the “trivial” limit order placement. Now, the following theorem shows that there is a
non-trivial optimal placement solution when the drift is negative and the time horizon is long
enough.
Theorem 4.2. Let C(y, t) := C˜(y, t) be as in Lemma 4.1 and suppose that µ < 0 and that the
following conditions hold:
ρ(0+, t) <
aS0|µ|t
r + f
,
∂ρ(0+, t)
∂y
≥ 0, (10)
where a = 2 if µ > −σ2/2 and a = 1 if µ ≤ − σ2/2. Then, there exists a y∗(t) ∈ (0,∞] such
that
C(y∗(t), t) ≤ C(y, t), for all y > 0.
Furthermore, y∗(t) <∞ if the following additional conditions hold:
lim sup
y→∞
∂ρ(y, t)
∂y
≤ 0, lim inf
y→∞ e
yy2ρ(y, t) >
2S0σ
2t2|µ|
r + f
. (11)
Remark 4.3. In Section 5, we shall verify the plausibility of the conditions in Theorem 4.2. In
particular, we prove that the first condition in (11) is satisfied for a large class of models, while
the second condition in (11) is always satisfied under mild conditions. Based on empirically
reasonable parameters, the second condition in (10) is also typically satisfied.
As in the Bachelier model, the two conditions in (10) guarantee that ∂yC(0
+, t) < 0 and,
hence, that the optimal placement problem admits a nontrivial solution. It is then natural to
define
t∗0 := inf
{
u ≥ 0 : ∂C
∂y
(0+, s) < 0, for all s > u
}
. (12)
5This is because the function inside the square brackets in (9) is the probability that a limit order placed at
S0 − S0e−y is executed, which decreases as y increases.
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The critical value t∗0 is such that a nontrivial optimal placement policy would exist for any
investment horizon t > t∗0. As in the Bachelier model, in order to specify further the critical
time t∗0 and provide an estimate when r+ f → 0, we need further assumptions. This is provided
in the following result.
Theorem 4.4. Let the second condition in (10) and the two conditions in (11) be satisfied for
all t > 0. Let t∗0 be defined as in (12). In addition, we assume that ρ(0+, t) ≡ ρ(0+) ∈ (0, 1], for
all t, and lim supt→0 |∂yρ(0, t)| <∞. Then, t∗0 is positive and, thus, is such that ∂yC(0+, t∗0) = 0.
Furthermore, when (r + f)/S0 → 0, we have
t∗0 ∼
ρ(0+)(r + f)
2|µ|S0 . (13)
If, in addition, ∂t∂yρ(0, t) ≥ 0, for all t, then t∗0 is the only solution of the equation ∂yC(0+, t) = 0.
In the left panel of Figure 3, we graph t∗0 and t¯0 := (r + f)ρ(0+)/(2|µ|S0) from Theorem 4.4
against S0. As shown therein, tˆ0 converges to t
∗
0 at a significantly fast rate, so that tˆ0 is a
reasonably accurate approximation of t∗0. Per our discussion after Theorem 4.2 and (13), we
know that t¯0 := (r+ f)ρ(0
+)/(2|µ|S0) is a tight upper bound for t∗0 when µ > −σ2/2. However,
for µ ≤ − σ2/2, it is not known whether or not t¯0 is still an upper bound for t∗0. However,
t˜ := (r + f)ρ(0+)/(|µ|S0) is an upper bound (in both cases).
We now proceed to discuss the behavior of the optimal placement solution when the investor
has a time horizon t close to t∗0. The following result is the analogous of Theorem 3.6.
Theorem 4.5. Suppose that the conditions of Theorem 4.4 are satisfied and also that ∂2yρ(0, t) <
0 and ∂t∂yρ(0, t) > 0, for all t. Then, as t↘ t∗0,
y∗(t) = ρ1(t− t∗0) + ρ2(t− t∗0)2 + o((t− t∗0)2),
where
ρ1 := −
∂2C
∂t∂y (0, t
∗
0)
∂2C
∂y2
(0, t∗0)
, ρ2 := −
1
2
∂3C
∂y3
(0, t∗0)ρ21 +
∂3C
∂t∂y2
(0, t∗0)ρ1 +
1
2
∂3C
∂y∂t2
(0, t∗0)
∂2C
∂y2
(0, t∗0)
.
Let us remark that all the partial derivatives involved in ρ1 and ρ2 can be evaluated in closed
form in terms of N(
√
t∗0(µ±σ2/2)/σ) (see (40) and (41) below for the derivatives involved in ρ1).
To use the approximation, an investor would need an approximation of t∗0, which can be obtained
from Theorem 4.4 in a small fee/rebate regime. Therefore, the combination of Theorems 4.4
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Figure 3: Left Panel: t∗0(black) and t¯0 = (r + f)ρ(0
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and 4.5 gives us a simple, yet accurate, approximation of the optimal placement solution. In
right panel of Figure 3, we show the optimal placement S0e
−y∗(t) and its first- and second-order
approximations with t0 and t
∗
0 as given in Theorem 4.4. It is evident that the second-order
approximation shows comparably better performance than the first-order approximation when
t is close to t∗0, while the result is opposite when t is large.
In addition to the upper bounds we had mentioned, our next result also provides lower
bounds for t∗0.
Proposition 4.6. Suppose that the conditions of Theorem 4.4 are satisfied and let t¯ := ρ(0+)(r+
f)/(2|µ|S0) and t˜ := ρ(0+)(r + f)/(|µ|S0). Also, let t(z) be defined as
t(z) = ρ2(0+)(r + f)2
−(µ− σ22 )−
√
(µ− σ22 )2 − 32σ
2φ(0)S0z
ρ(0+)(r+f)
8σS0z
2 .
Then, t(µφ(0)) < t∗0 < t˜, if µ < −σ2/2, while t(µφ(0)− β
√−µ/2e−0.5) < t∗0 < t¯, if µ > −σ2/2.
The upper and lowers bound obtained in the previous result depend on the sign of β :=
µ− σ2/2. Broadly, the case β > 0 represents a large σ or small µ regime. In Figure 4, we show
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Figure 4: Left: t∗0 (solid black), t¯ (dotted red), and the lower bound t (dashed blue) when β > 0.
Right: t∗0 (solid black), t¯ (dotted red), and the lower bound t (dashed blue) when β < 0. In both
graphs, r + f = 0.006, σ = 0.2, and S0 = 50.
the lower bound t as well as t¯ when β > 0 (left panel) and β < 0 (right panel). As seeing therein,
the lower bound t is rather rough in the case β > 0, but performs extremely well when β < 0.
For the chosen parameter setting, t¯ also provides a good approximation and turns out to upper
bound t∗0 in both cases, though we only have proof of this when β > 0.
Now, we proceed to analyze the behavior of the optimal solution when investor’s time horizon,
t, is large. As in the Bachelier model, we assume that ρ = ρ(y, t) is constant in y and t, which
for large t is a reasonable assumption as argued in Section 5.
Theorem 4.7. Suppose that ρ = ρ(y, t) is constant in y and t. Let µ < 0 and y∗(t) be the
optimal position as defined in Theorem 4.2. Then, we have
lim
t→∞
y∗(t)
t − (−µ+ 32σ2) + σ
√
−2µ+ 2σ2
ln t/t
=
σ
2
√
−2µ+ 2σ2 ,
and, in particular, y∗(t)/t→ −µ+ 32σ2 − σ
√
−2µ+ 2σ2, as t→∞.
When the investor can wait for a long period of time, the previous result provides a suitable
approximation for the optimal placement of a limit order. However, there is a shortcoming in
this analysis because we are not considering time value of money.
For the final asymptotic regime, we consider the behavior of the optimal placement problem in
a low volatility case, i.e., σ → 0. This theorem gives us the first and second order approximation
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of optimal placement solution when the volatility is small. If the the investor choose to participate
in a market, which has the relatively low price volatility, this approximation can be useful. For
simplicity, we again assume that ρ = ρ(x, t) is constant in x and t.
Theorem 4.8. Suppose that ρ = ρ(y, t) is constant in y and t and let µ < 0. Let us denote the
expected cost function as C(y, σ), i.e., a function of y and σ. Then, there exists a σ0 > 0 such
that for each 0 < σ < σ0, there exists y
∗(σ) in (0,−µt) such that C(y∗(σ), σ) ≤ C(y, σ), for all
y > 0. Furthermore, we have that:
y∗(σ) = −µt−
√
2σ2t ln(1/σ) +
a
2 ln(1/σ)
√
2σ2t ln(1/σ) + o
(
σ√
ln(1/σ)
)
,
where a := lnS0 + µt+
1
2 ln t− ln(ρ(r + f)) + 12 ln 2pi.
5 Computation and Behavior of ρ(x, t)
In Sections 3 and 4, we made several assumptions regarding ρ(x, t), which we recall was defined
as the probability that a bid limit order placed at level S0 − x at time 0 is executed before time
t during the first time period when the best bid price is at the level S0−x, given that the latter
event happens. The purpose of this section is to investigate the behaviour of ρ(x, t), and verify
the plausibility of our assumptions, both theoretically and empirically.
As stated in Remark 2.1, a reasonable model for ρ(x, t) is given in Eq. (2). This depends
on the presumed order flow of cancellations at each level (which determines P (N b,xs = j)),
the presumed order flow of orders at the best bid and ask (which determines αt(i, j)), the
distribution fa (which can be estimated from real LOB data; see Figure 9 below), and the
distribution fτ (s|0 < τ < t), where τ is the first time that the best ask price hits the level
S0 − x. In the spirit of the present work, in what follows, we assume that the best ask price
follows either the Brownian motion (BM) or the geometric Brownian motion (GBM). In that
case, fτ (s|0 < τ < t) can be explicitly computed (see the details in Appendix D).
The following result shows that the first condition in (5) (respectively, (11)) is satisfied in
our BM (respectively, GBM) setting.
Proposition 5.1. Let ρ(x, t) be defined as in Eq. (2) (respectively, ρ˜(y, t) := ρ(S0 − S0e−y, t)),
and let the best ask price follows a BM (respectively, a GBM). Suppose that Qbx(0) = 0 for large
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enough x. Then,
lim sup
x→∞
∂ρ(x, t)
∂x
≤ 0, lim sup
y→∞
∂ρ˜(y, t)
∂y
≤ 0. (14)
The following result shows that, under relatively mild assumptions, the lim inf in the second
conditions of Eqs. (5) and (11) remains positive and gives explicit lower bounds.
Proposition 5.2. Let the best ask price follows a BM or a GBM. Also, let σia and σ
`
b be the
time until the best ask and bid queues are depleted when the initial sizes of the best bid and ask
queues are i and `, respectively. Suppose that Qbx(0) = 0 for large enough x. Then, when σ
i
a and
σ`b are independent of each other and the density g
1
b (s) of σ
1
b is bounded and C1 in [0, t], we have
that
lim inf
x→∞ ρ(x, t)x
2 ≥ 2g1b (0)σ2t2, lim infy→∞ y
2ρ˜(y, t) ≥ 2g1b (0)σ2t2. (15)
Remark 5.3. From the result of Proposition 5.2, the second condition in (5) is met when the
density g1b is bounded and g
1
b (0) > (−µ)/(r + f). In the Appendix D, we show that, under a
Poissonian order flow, g1b (0) = µb + θb, the net depletion rate of the best bid queue (see the
details in Appendix D). The second condition in (11) is met whenever g1b (0) > 0.
We now turn to the plausibility of the conditions in (4) and (10), which is done numerically.
For simplicity, we only present the analyses for the GBM, though the same conclusions hold for
the BM. For the order flow, we assume one of the simplest (and yet relevant) settings, in which
the arrival, cancellation, and execution of limit orders follow independent Poisson processes with
respective intensity rates λ`, θ`,k, and µ`, where ` is either a or b, depending on whether the
order is in the ask or bid side, and k is the number of ticks away from the best bid or ask price
(we refer to Appendix D for the details). The arrival rates λ`, θ`,1, and µ` are given in Table
1 below, while the initial LOB profile k → Qbkε(0) is taken as shown in the left panel of Figure
5, which is consistent with the average depth profile of [1] and [7]. The chosen values for θ`,k
(k = 2, 3, . . . ) are borrowed from [7]. Based on the just stated assumptions, we compute ρ(x, t)
with parameter values estimated from real LOB data. The details of the computation of ρ(x, t)
are given in the Appendix D.
The graphs of i → ρ(εi, t) (i represents number of ticks and ε = 0.01) for t = 30, 60, and
90 sec. are shown in the right panel of Figure 5. As shown therein, ρ(ε, t) < ρ(2ε, t) and, even,
ρ(2ε, t) < ρ(3ε, t), which justifies our assumption ∂yρ˜(0
+, t) > 0. The conditions in (14), which
are already proved in Proposition 5.1, are also evident from Figure 5. Regarding the conditions
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Figure 5: Left Panel: Initial LOB profile i → Qbiε(0); Right Panel: Graphs of i → ρ(εi, t) with
ε = 0.01 and t = 30 sec (black line), t = 60 sec (red dashed line), and t = 90 sec (blue dotted line).
in (15), the left panel of Figure 6 suggests that y → eyy2ρ˜(y, t) drifts toward ∞ and, thus, the
second condition in (15) is reasonable. Let us remark that, as t gets larger, ρ(x, t) get flatter,
which justifies to take ρ(x, t) approximately constant in x for large values of t as we did in our
large horizon asymptotics of Sections 3 and 4.
The next major assumption we made in Sections 3 and 4 is that t 7→ ρ(0+, t) converges to
its limiting value ρ(0+) := ρ(0+,∞), as t→∞, fast enough so that we can use ρ(0+) instead of
ρ(0+, t) for the estimation of t0 and t
∗
0. To show that this assumption is indeed plausible when
µ < 0, in the right panel of Figure 6, we show the graphs of t → ρ(ε, t) (a proxy for ρ(0+, t))
for different initial values of the best bid and ask queues. Here, Qa1(0) = 6 =
∑
i f
a(i)i (i.e., the
average size of the best ask queue after a price drop) and Qb1(0) = 38 is the average size of the
best bid after a price drop obtained from real LOB data (see Appendix D for details). As can
be seen in the right panel of Figure 6, the convergence of ρ(0+, t) to its limit ρ(0+) happens near
instantaneously, in a matter of just a few seconds, thus validating our assumption ρ(0+, t) ≡
ρ(0+), for reasonable investment horizons t. As it turns out, under the Poisson order flow setting,
the limiting value limt→∞ ρ(0+, t) can be computed explicitly (see Eq. (68) below). In the right
panel of Figure 6, we also show the approximation t¯0 of t
∗
0 such that 2|µ|S0t/(r + f) > ρ(0+, t),
for any t > t¯0. Since ρ(0
+, t) is constant after few seconds, t∗0 ≈ ρ(0+)(r + f)/2|µ|S0, which take
the values of 64, 90, and 96 seconds when Qbε(0) = 38, 6, and 1, respectively.
Now, we discuss the validity of the assumption ∂t∂xρ(0
+, t) > 0, which is used in Theorems
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Figure 6: Left Panel: Graph of y → eyρ˜(y, t)y2 with t = 30 sec (black line), t = 60 sec (red dashed
line), t = 90 sec (blue dotted line). Right Panel: ρ(0+, t) = ρ˜(0+, t) with Qaε(0) = 6 and Q
b
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(solid black), Qbε(0) = 6 (dashed red), and Q
b
ε(0) = 38 (dotted blue). The (dot-dashed) green line has
a slope of 2S0|µ|/(r+f) so that t∗0 ≈ 64, 90, and 96 seconds when Qbε(0) = 38, 6, and 1, respectively.
4.4 and 4.5 to guarantee that t∗0 is the only critical value of ∂yC(0+, t) and for the approximation
of y∗(t) as t ↘ t∗0 to hold. We can take D(t) := ρ(2ε, t) − ρ(ε, t) as a proxy for ε∂xρ(0+, t). In
Figure 7, we plot D(t) as a function of t for different values of Qaε(0), Q
b
ε(0), and Q
b
2ε(0). As
shown there, D(t) is increasing in t and positive after just a few seconds.
Finally, let us discuss the approximation of ρ(x, t). While the computation of ρ(x, t) is some-
what complicated, Figure 8 demonstrates that ρ(x, t) can be well approximated with ρ(x,∞),
which we conjecture is given by ρ(x,∞) = ∑i fa(i)α∞(i, 1). In Figure 8, we show the numer-
ical computation of ρ(x, t) in a Bachelier model (left) and a Black-Scholes model (right) with
x = 0.1 and Qbx(0) = 0, 1, 10, 38, 50 or 100 batches. As shown in Figure 8, ρ(x, t) is approximately
constant with respect to t after a short time period.
6 Conclusions and Future Work
The question of whether to place a market order or a limit order and, in the latter case, the
position in the LOB at which to place the limit order has gained much recent attention. In this
paper, we pose this question as an optimal order placement problem with asset prices following
certain diffusive dynamics. The effects of the LOB queue are captured through a certain time-
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Figure 8: t → ρ(0.1, t) under the Bachelier model (left) and the Black-Scholes Model (right) for
Qbx(0) = 0 (black), Q
b
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∑
i fa(i)α∞(i, 1) = 0.87.
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dependent execution probability. Our model and the ensuing analysis lead to a number of
important insights: (i) the existence of a threshold-horizon length beyond which the presence of
a non-trivial optimal placement is guaranteed; (ii) the characterization of the threshold-horizon
length under a certain asymptotic regime involving the rebate and the trading fee; (iii) the
characterization and approximation of the optimal placement of the limit order as the horizon
length approaches the threshold-horizon length, and (iv) the behaviour of the optimal placement
under different asymptotic regimes involving the horizon length and the volatility. Importantly,
these insights on optimal placement rely on assumptions that seem to hold widely in real markets,
as seen through data and numerical justification.
Numerous other important contexts in the LOB context, and closely related to what we
consider in this paper, seem largely under-studied. For instance, the nature of time-dependent
optimal order placement, the effect of multiple correlated assets, the consideration of large limit
orders, and the presence of diffusive models whose parameters are not known (but can be esti-
mated), are all interesting LOB contexts needing further development. The models considered
in this paper and the nature of our analyses could inform such development.
A Proofs: Brownian motion
For future reference, we introduce the following notation:
αt(x) :=
x+ µt
σ
√
t
, βt(x) :=
−x+ µt
σ
√
t
, at :=
µ
√
t
σ
, c := r + f. (16)
When there is no confusion, we will often omit the dependence on t and/or x in α, β, ρ, and a.
Let us also remark that
∂C
∂x
= 2φ (αt)
cρ+ µt
σ
√
t
+
2N (βt)
σ2
e
−2xµ
σ2
[
−µ(x− µt) + µcρ+ σ
2
2
]
+N(αt)− 1 (17)
− c∂xρ(x, t)
(
N(−αt) + e−
2xµ
σ2 N(βt)
)
(18)
∂2C
∂x2
= −φ (αt)
σ3t
√
t
[2cρx+ 4µt(cρ+ µt)] +
4µN (βt)
σ4
e
−2xµ
σ2
[
µ(x− µt)− µcρ− σ2]
− c ∂2xρ(x, t)
(
N(−αt) + e−
2xµ
σ2 N(βt)
)
+
4c ∂xρ(x, t)
σ2
√
t
(
σφ(αt) + µ
√
te−
2xµ
σ2 N(βt)
)
.
For ease of notation, we will plug in x = 0 instead of x = 0+ when evaluating the limit of the
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functions C(x, t) and ρ(x, t) and their derivatives as x ↘ 0. Finally, the following well-known
inequalities are often used in the proofs:
φ(z)
(
1
z
− 1
z3
)
≤ φ(z) z
z2 + 1
≤ N(−z) ≤ φ(z)1
z
, z ≥ 0. (19)
Proof of Lemma 3.1. Without loss of generality we assume that S0 = 0. The result then
follows from the formula for the joint distribution of Yt and St (cf. [12, Section 3.2]):
P (St > z, Yt > −x) = N
(−z + µt
σ
√
t
)
− e−2xµσ2 N
(−z − 2x+ µt
σ
√
t
)
, x > 0, z ≥ − x. (20)
Indeed, from the previous formula, we directly have that
P (Yt ≤ −x) = N
(−x− µt
σ
√
t
)
+ e
−2xµ
σ2 N
(−x+ µt
σ
√
t
)
P (St ∈ dz, Yt > −x) = 1
σ
√
t
φ
(−z + µt
σ
√
t
)
− 1
σ
√
t
e
−2xµ
σ2 φ
(−z − 2x+ µt
σ
√
t
)
,
which can be used to find E[St|Yt > −x]P (Yt > −x) =
∫∞
−x zP (St ∈ dz, Yt > −x)dz.
Proof of Theorem 3.2. It is clear that the term in (18) is nonnegative and, thus, for x →
C(x, t) to be increasing, we only need to show that the expression in (17), that we denote D(x, t),
is always positive. The derivative of this expression is given by
∂D
∂x
= −φ (αt)
σ3t
√
t
[2cρx+ 4µt(cρ+ µt)] +
4µN (βt)
σ4
e
−2xµ
σ2
[
µ(x− µt)− µcρ− σ2] (21)
+
2c ∂xρ(x, t)
σ2
√
t
(
σφ(α) + µ
√
te−
2xµ
σ2 N(β)
)
. (22)
When x→ ρ(x, t) is nonincreasing, the term in (22) is nonpositive because of the third inequality
of (19). Now, when x ∈ [0, µt], all terms in (21) are negative, while, for x > µt, we can apply
the last inequality of (19) to the term associated with µ(x− µt) in (21) to get
∂D
∂x
≤ φ (αt)
σ
√
t
[
−2cρx
σ2t
− 4µcρ
σ2
]
+N (βt) e
−2xµ
σ2
[
−4µ
2cρ
σ4
− 4µ
σ2
]
< 0.
We then deduce that x → D(x, t) is decreasing. But, also, D(0+, t) > 0 and D(x, t) → 0, as
x → ∞. These facts imply that, for each t > 0, D(x, t) is strictly positive for x > 0 and, thus,
finally C(x, t) is increasing in x for each t.
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To prove the second assertion, assume that x > −µt and apply the appropriate inequality of
(19) to each N(·) term in (17) to get
∂C
∂x
≥ φ (αt)
(
2(cρ+ µt)
σ
√
t
− 2µcρ
βtσ2
− 1
αt
− (−2µx+ 2µ
2t+ σ2)
σ2
(
1
β
− 1
β3
))
(23)
− ∂xρ(x, t)c
(
N(−α) + e− 2xµσ2 N(β)
)
. (24)
Because of the second condition in (4), the expression in (24) is positive for large enough x.
After some simplifications, it is not hard to see that the expression inside the parentheses in
(23) is of the form 2cρ(x, t)/σ
√
t+ 4µσt
√
t/x2 +O(1/x3) and, thus, it becomes positive for large
enough x in light of the last condition in (4). Therefore, ∂xC(x, t) is positive for large enough x
and, hence, it is not possible that C(∞, t) ≤ C(x, t), for all x. To conclude, note that
∂C
∂x
(0, t) = (φ (at) +N (at) at)
2
σ
(
cρ(0, t)√
t
+ µ
√
t
)
+ 2N (at)− 1− ∂xρ(0, t)c (25)
< 2φ (at)
cρ(0, t) + 2µt
σ
√
t
+ 2µN(at)
cρ(0, t) + µt
σ2
− ∂xρ(0, t)c, (26)
where the inequality in (26) follows from the inequality 2N(at) − 1 < 2φ(at)at. Now, we claim
that ∂xC(0, t) < 0 if cρ(0, t) + 2µt < 0. Indeed, if cρ(0, t) + µt ≤ 0, this follows directly from
the expression in (25), while if cρ(0, t) + µt > 0, this is a consequence of the inequality in (26).
Finally, since clearly cρ(0, t) + 2µt < 0 holds for t large enough, we conclude that there exists
t0 ≥ 0 such that for all t > t0, ∂xC(0, t) < 0. The latter condition implies that it is impossible
to have C(0, t) < C(x, t) for all x > 0 and, thus, the existence of x∗(t) as stated in the statement
of theorem holds.
Proof of Theorem 3.5. Recall from the proof of Theorem 3.2 that ∂xC(0, t) < 0, for t large
enough. So, for the first assertion of the theorem, we only need to show that ∂xC(0, t) > 0,
for t small enough. But this is clear from (25) since ρ(0, t)/
√
t → +∞, as t → 0, under our
assumptions that ρ(0, t) ≡ ρ(0) ∈ (0, 1], for all t. We then conclude that t0 can be chosen so
that ∂xC(0, t0) = 0. For the second assertion, let us start by noting that t0 → 0, as (r+ f)→ 0
because of the upper bound of Corollary 3.4. Next, expanding φ (at) and N (at) as powers of
√
t
and some simplifications, we have
∂C
∂x
(0, t) = c
(
2ρ(0+)φ(0)
σ
1√
t
+
ρ(0+)µ
σ2
− ∂xρ(0+, t) + φ(0)ρ(0
+)µ2
σ2
√
t
)
+
4µφ(0)
σ
√
t+ E(t)
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where
E(t) = µ
2
σ2
t− ρ(0
+)µ4φ(0)c
12σ5
t1.5 +O(t2)
Now, plugging t = t0, recalling that ∂xC(0, t0) = 0, we have
0 = 1 +
2µ
ρ(0+)
t0
c
+
(
ρ(0+)µ/σ − ∂xρ(0+, t0)σ
2ρ(0+)φ(0)
)√
t0 +
µ2
2σ
t0 +
E(t0)σ
√
t0
2ρ(0+)φ(0)c
Since, by Corollary 3.4, t0 → 0, as c→ 0, and t0/c ≤ 2/|µ|, the we have that the last three terms
on the right hand side of the previous equation converge to 0 and, hence, we must have that
1 +
2µ
ρ(0+)
t0
c
→ 0,
which implies the second assertion. For the last assertion, note that
∂2C
∂t∂x
(0, t) = −φ (at) cρ(0, t)
σt
√
t
+
2µ
σ
√
t
(φ (at) + atN (at))− c∂t∂xρ(0, t), (27)
which is negative because of our assumption ∂t∂xρ(0, t) ≥ 0 and the last inequality in (19).
Proof of Theorem 3.6. We will use the mean value theorem to show the behavior of the
optimal placement solution, x∗(t), when t is close to t0. To this end, the following conditions
are necessary: ∂2xC needs to be positive at (0, t0), x
∗(t) → 0 as t → t0, and C should be C2
in a neighborhood of (0, t0). First, let us recall from the proof of Theorem 3.5 that t0 satisfies
∂xC(0
+, t0) = 0. Then, using (25), we can find an expression for φ (at0) +N (at0) at0 , which can
be substituted into
∂2C
∂x2
(0, t) = − (φ (at) +N (at) at)
(
4µ(cρ(0, t) + µt)
σ3
√
t
− 4c∂xρ(0, t)
σ
√
t
)
−N (at) 4µ
σ2
− c∂2xρ(0, t)
to get
∂2C
∂x2
(0, t0) =
2|µ|
σ2
(1 + ∂xρ(0, t0)c) + 2c∂xρ(0, t0)
1− 2N(at) + ∂xρ(0, t0)
cρ(0, t0) + µt0
− c∂2xρ(0, t0). (28)
The last expression is positive since ∂xρ(0, t0) > 0, ∂
2
xρ(0, t0) < 0, and t0 < cρ(0
+)/2|µ| as a
consequence of Corollary 3.4. Next, let us recall that x∗(t) satisfies ∂xC(x∗(t), t) = 0 and, thus,
by the Implicit Function Theorem, there exist an open set U containing x = 0, an open set V
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containing t = t0, and a unique continuously differentiable function x
∗(t) such that
{(x∗(t), t)|t ∈ V } =
{
(x, t) ∈ U × V | ∂C
∂x
(x, t) = 0
}
.
In particular, x∗(t) → 0 as t → t0. Furthermore, since t0 > 0 by Theorem 3.5, it is clear that
∂xC(x, t) is differentiable in a neighborhood of (x, t) = (0, t0), and, thus, we can apply the mean
value theorem to show that there exists β ∈ (0, 1) such that
0 =
∂C
∂x
(x∗(t), t) =
∂2C
∂x2
(βx∗(t), t0 + β(t− t0))x∗(t) + ∂
2C
∂t∂x
(βx∗(t), t0 + β(t− t0))(t− t0).
Since ∂2C/∂x2, ∂2C/∂x∂t are both continuous when t > 0, and there is an open set containing
(0, t0) such that ∂
2C/∂x2 is strictly positive and, furthermore,
x∗(t)
t− t0 = −
∂2C
∂t∂x(βx
∗(t), t0 + β(t− t0))
∂2C
∂x2
(βx∗(t), t0 + β(t− t0))
−−−→
t→t0
−
∂2C
∂t∂x(0, t0)
∂2C
∂x2
(0, t0)
:= κ1.
Note that κ1 > 0 because, as seeing from (27), ∂t∂xC(0, t) > 0. For the second order ap-
proximation, we apply a second-order Taylor’s expansion of 0 = ∂xC(x
∗(t), t) around (0, t0) to
get:
0 =
∂2C
∂x2
(0, t0)x
∗(t) +
∂2C
∂t∂x
(0, t0)(t− t0) + 1
2
∂3C
∂x3
(βx∗(t), t0 + β(t− t0))x∗(t)3
+
∂3C
∂t∂x2
(βx∗(t), t0 + β(t− t0))x∗(t)(t− t0) + 1
2
∂3C
∂t3
(βx∗(t), t0 + β(t− t0))(t− t0)2.
and follow similar steps as above.
Proof of Theorem 3.7. To find the upper bound, we need the following inequality
e
−2µx
σ2 N (βt)−N (−αt) + φ (αt) (1/αt + 1/βt) > 0, (29)
which is valid for µ < 0 and x > −µt. Next, applying (19) and (29) to the RHS of (17), we can
get the following expression:
∂C
∂x
φ (αt)
>
2(cρ+ µt)
σ
√
t
+
(
1
−βt +
1
β3t
)
2µ2t− 2µx
σ2
+
2µcρ
σ2(−βt) −
1
αt
− 1
βt
=
2xcρ
σ
√
t(x− µt)2(x+ µt)
(
x2 − µ2t2
(
1− 2σ
2
µcρ
))
:= f(x, t).
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It is then clear that x¯∗(t) := −µtθ0 is such that f(x¯∗(t), t) = 0 and f(x, t) > 0, for all x > x¯∗(t).
Therefore, x∗(t) ≤ x¯∗(t). For the lower bound, let us again apply the appropriate inequality in
(19) to the different terms of (17) to get the upper bound:
∂C
∂x
φ (αt)
<
2xcρ(x2 − µ2t2θ20)
σ
√
t(x− µt)2(x+ µt) + σt
√
t
( −2µ
(x− µt)2 −
2µcρ
(x− µt)3 +
σ2
(x+ µt)3
)
. (30)
Note that when t > cρ/(−µ), x > −µt, the following inequality is true:
2xcρ(−σ2t− 2µtσ√tθ0)
σ
√
t(x− µt)2(x+ µt) + σt
√
t
( −2µ
(x− µt)2 −
2µcρ
(x− µt)3 +
σ2
(x+ µt)3
)
> 0. (31)
Then, by adding up the RHS of (30) and the LHS of (31),
∂C
∂x
<
2xcρφ (αt)
σ
√
t(x− µt)2(x+ µt)
(
x2 − µ2t2θ20 − σ2t− 2µtσ
√
tθ0
)
=: g(x, t)
Since x∗(t) := −σ√t−µtθ0 is such that g(t, x∗(t)) = 0 and g(t, x) < 0, for all x ∈ (−µt, x∗(t)), we
conclude that x∗(t) ≤ x∗(t), provided that x∗(t) > −µt. For the latter, we need the additional
condition t > σ2/(µ2(θ0 − 1)2).
Proof of Theorem 3.8. Let
H(z) =
N cρ(z)
φ(z)
, E1(z) = H(z)− 1
z
, E2(z) = H(z)− 1
z
+
1
z3
. (32)
Then, we can write (17) as
∂C
∂x
φ (αt)
=
2(cρ+ µt)
σ
√
t
+
2µ(µt− x)
σ2
{
1
|βt| −
1
|βt|3
}
+
σ2 + 2µcρ
σ2|β| −
1
αt
+
(
2µ(µt− x)
σ2
)
E2 (|βt|) +
(
σ2 + 2µcρ
σ2
)
E1 (|βt|)− E1 (αt)
After some simplification, the optimal x = x∗(t) is such that
x2
t2
= µ2θ20 +
2µσ
2σ2cρ
√
t(x− tµ)3(x+ tµ)
t2x
E2 (|βt|)
−
√
t(x− tµ)2(x+ tµ)
2cρσxt2
(
σ2 + 2µcρ
) E1 (|βt|) + σ√t(x− tµ)2(x+ tµ)
2cρxt2
E1 (αt) .
Since the error terms Ei converge to 0 at the order of O(t−1), we conclude that x∗(t) ∼ |µ|θ0t, as
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t→∞. In particular, as t→∞, we also have that (x∗(t)−µt) ∼ |µ|t(θ0 + 1) and (x∗(t) +µt) ∼
|µ|t(θ0 − 1), which in turn implies that Ei(|βt|) = O(t−(2i+1)/2) and E1(αt) = O(t−3/2). We then
obtain that:
x∗(t)2
t2
− µ2θ20 =
2µσ
2σ2cρ
|µ|3(θ0 + 1)3|µ|(θ0 − 1)
|µ|θ0
3σ5
|µ|5(θ0 + 1)5 t
−1
− σ|µ|
2(θ0 + 1)
2|µ|(θ0 − 1)
2(cρ|µ|θ0
(
σ2 + 2µcρ
σ2
) −σ3
|µ|3(θ0 + 1)3 t
−1
+
σ|µ|2(θ0 + 1)2|µ|(θ0 − 1)
2cρ|µ|θ0
−σ3
|µ|3(θ0 − 1)3 t
−1 + o(t−1),
and, after some simplifications, we conclude (8).
B Proofs: Geometric Brownian motion
For the easiness of notation, we write C instead of C˜ for the expected cost, and write y = 0
instead of y = 0+ when evaluating the functions C and ρ and their derivatives. We also frequently
use the the notation
α± := µ± σ2/2, c := r + f, α := µ− σ
2/2
σ
, β :=
µ+ σ2/2
σ
. (33)
For future reference let us also note that:
∂C
∂y
= −S0e−y
(
2µ
σ2
)
e−
2yµ
σ2
[
eyN
(−y + α−t
σ
√
t
)
− eµtN
(−y + α+t
σ
√
t
)]
(34)
+ S0e
−y
[
eµte−
2µ
σ2
yN
(−y + α+t
σ
√
t
)
−N
(−y − α−t
σ
√
t
)]
(35)
+ cρ(y, t)e−
2yµ
σ2
+y
[
2
σ
√
t
φ
(−y + α−t
σ
√
t
)
− (−2µ
σ2
+ 1)N
(−y + α−t
σ
√
t
)]
(36)
− c∂yρ(y, t)
[
N
(−y − α−t
σ
√
t
)
+ e−
2yµ
σ2
+yN
(−y + α−t
σ
√
t
)]
, (37)
and, thus,
∂C
∂y
(0, t) =
2cρ(0, t)
σ
√
t
[
φ
(
α
√
t
)
+ α
√
tN
(
α
√
t
)]
(38)
− S0
[
1 +
2α
σ
N
(
α
√
t
)
− 2β
σ
eµtN
(
β
√
t
)]
− c∂yρ(0, t). (39)
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Proof of Lemma 4.1. Let Xt := ln(St/S0) = (µ − σ22 )t + σWt, x = S0 − S0e−y, and Y˜t :=
inf
u≤t
Xu. Then, it is easy to see that
C˜(y, t) = (S0e
−y − (r + f)ρ˜(y))P (Y˜t ≤ −y) + S0E[eXt |Y˜t > −y]P (Y˜t > −y) + f − S0.
We can then use (20) to calculate the cost function using similar steps as those used in Lemma
3.1.
Proof of Theorem 4.2. We first show that the two conditions in (10) rule out that y∗(t) = 0,
for which we will show that ∂yC(0
+, t) < 0. Let us start by noting that, in light of (38) and
(50),
∂C
∂y
(0, t) <
2cρ(0, t)
σ
√
t
φ
(
α
√
t
)
− S0φ(α
√
t)
2a|µ|
σ
√
t− c∂yρ(0, t)
=
2φ
(
α
√
t
)
σ
√
t
(cρ(0, t)− aS0|µ|t)− c∂yρ(0, t).
The last expression is then negative due to our two assumptions in (10). This implies that the
optimum is such that y∗(t) ∈ (0,∞]. To rule out that y∗(t) = ∞, we now show that the first
derivative of the expected cost is positive when y is big enough under the two condition in (11).
Let D(y, t) be the terms of ∂yC in lines (34)-(36). Next, applying the first or last inequality in
(19) (depending on the sign) to every N(·) term of D(x, t), we get that, for y > max{−α−t, α+t}:
D(y, t)
φ
(
−y−α−t
σ
√
t
) > S0e−y[(−2µ
σ2
)(
σ
√
t
y − α−t −
(σ
√
t)3
(y − α−t)3 −
σ
√
t
y − α+t
)
+
σ
√
t
y − α+t −
(σ
√
t)3
(y − α+t)3 −
σ
√
t
y + α−t
]
+ cρ(y, t)
2y
σ
√
t(y − α−t)
.
It is easy to see that, as y →∞, the first term is asymptotically equivalent to 4S0e−yt
√
tσ|µ|/y2,
while the second terms is asymptotically equivalent to 2cρ(y, t)/σ
√
t. Thus, for large enough
y, the function D(y, t) is positive in light of the last condition in (11). Since the expression in
(37) is eventually nonnegative in light of the second condition in (11), we conclude that the first
derivative of C with respect to y is positive for large enough y and, thus, y∗(t) <∞.
Proof of Theorem 4.4. Indeed, from (38)-(39) and the additional assumptions that ρ(0+, t) ≡
30
ρ(0+) ∈ (0, 1] and lim supt→0 |∂yρ(0, t)| <∞, we obviously have that
lim
t→0
∂C
∂y
(0, t) = +∞,
which implies that t∗0 > 0 and is such that
∂C
∂y (0, t
∗
0) = 0. Furthermore, t
∗
0 is only root of
∂C
∂y (0, t)
because, under the additional assumption, ∂C∂y (0, t) is strictly decreasing in t. Indeed, first note
that
∂2C
∂t∂y
(0, t) = S0
2µ
σ
√
t
φ
(
α
√
t
)
+
2S0β
σ
µeµtN
(
β
√
t
)
− cρ(0, t)
σt
√
t
φ
(
α
√
t
)
− c ∂
2ρ
∂t∂y
(0, t). (40)
The last term is nonpositive in light of our additional assumption ∂t∂yρ(0, t) ≥ 0. To check that
the first two terms are negative we consider two cases. If β > 0, it is clear that (40) is negative,
while if β < 0, we can apply the last inequality in (19) to the N(·) term to get
∂2C
∂t∂y
(0, t) < −cρ(0)
σt
√
t
φ
(
α
√
t
)
− cρ(0, t)
σt
√
t
φ
(
α
√
t
)
− c ∂
2ρ
∂t∂y
(0, t) < 0.
Therefore, regardless the sign of β, ∂yC(0, t) is strictly decreasing and we conclude the last
assertion of the theorem.
Finally, we check the second assertion. For the convenience of notation, let us use t0 instead
of t∗0. We first show that t0 → 0 as (r + f)/S0 → 0. Otherwise, suppose that there exist
sequences cn = rn + fn and Sn0 such that cn/Sn0 → 0 and limn→∞ tn0 =: t0 ∈ (0,∞), where tn0
is a solution of ∂yC(0, tn0) = 0 corresponding to cn and Sn0. In that case,
lim
n→∞
1
Sn0
∂C(0, tn)
∂y
= −1− 2α
σ
N(α
√
t0) +
2β
σ
eµt0N(β
√
t0)− c∂yρ(0, t0),
which is actually strictly negative because of (50) and the second condition in (10). Now, let us
prove the asymptotic behavior of t0. Expanding φ
(
α
√
t
)
, N
(
α
√
t
)
, and N
(
β
√
t
)
as powers of
√
t and making some simplifications, we have
∂C
∂y
(0, t) =
2
σ
(
cρ(0)φ(0)√
t
+ cρ(0)
α
2
+
√
t
(
cρ(0)
α2
2
φ(0) + S0φ(0)2µ
)
+ E(t)
)
− c∂yρ(0),
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where
E(t) = S0βµN(0)t− ρ(0)cφ(0)α
4
24
t
√
t+ S0
α4
6
φ(0)t
√
t+ (S0 + c)O(t2),
and the term O(t2) does not depend on neither S0 nor c. Now, plugging t = t0, recalling that
∂yC(0, t0) = 0, and setting γ := cρ(0)/(2µS0), we have:
0 = 1 +
α
2φ(0)
√
t0 +
t0
γ
+
α2
2
t0 +
E(t0)
√
t0
2γS0µφ(0)
− σ∂yρ(0)
√
t0
2ρ(0)φ(0)
.
Therefore, since t0 → 0 as c/S0 → 0, we have
t0
γ
(
1 +
E(t0)
2S0
√
t0µφ(0)
)
= −1− α
2φ(0)
√
t0 − α
2
2
t0 − σ∂yρ(0)
√
t0
2ρ(0)φ(0)
→ −1,
which completes the proof of the second assertion since clearly
E(t0)
2S0
√
t0µφ(0)
=
β
2φ(0)
N(0)
√
t0 − ρ(0)cα
4
48µS0
t0 +
α4
12µ
t0 + (1 +
c
S0
)O(t2)→ 0,
as c/S0 → 0.
Proof of Theorem 4.5. For the easiness of notation, let us use t0 instead of t
∗
0. We basically
need to show that ∂2yC(0, t0) > 0 and the rest of the proof follows along the same line as that of
Theorem 3.6. To check that ∂2yC(0, t0) > 0, let us start by noting that
∂2C
∂y2
(0, t) = S0
(
2µ
σ2
)2
N
(
α
√
t
)
− 4S0β
2
σ2
eµtN
(
β
√
t
)
+ S0N
(
−α√t
)
(41)
− 4α
σ2
√
t
ρ(0)c
[
φ
(
α
√
t
)
+ α
√
tN
(
α
√
t
)]
(42)
+
8cρ′(0)
σ
√
t
[
φ
(
α
√
t
)
+ α
√
tN
(
α
√
t
)]
− cρ′′(0). (43)
The terms in (43) are positive since, by assumption, ρ′′(0) < 0, ρ′(0) > 0, and α < 0 so that
φ
(
α
√
t
)
+ α
√
tN
(
α
√
t
)
> 0. Let us then analyze the terms in (41)-(42) that we denote D(t).
To this end, we recall that ∂yC(0, t0) = 0 and, from the expression in (38)-(39), we get that
ρ(0)c
S0
[
φ
(
α
√
t0
)
+ α
√
t0N
(
α
√
t0
)]
= 1 +
2α
σ
N
(
α
√
t0
)− 2β
σ
eµt0N
(
β
√
t0
)
.
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We can then substitute into (42) to get:
D(t0) = S0N
(−α√t0)− eµt0N (β√t0)− 4µ
σ2
(
1
2
−N (α√t0)+ eµtN (β√t0))
+N
(
β
√
t0
) (
1− eµt0)
Finally, when µ < 0, all the terms above are positive and, therefore, ∂2yC(0, t0) > 0.
Proof of Proposition 4.6. Recall from Theorem 4.4 that ∂yC(0, t
∗
0) = 0 and ∂yC(0, t) is a
strictly decreasing function of t. Therefore, to find a lower bound (respectively, upper bound)
of t0 := t
∗
0, we will find the root of a function that is a lower (respectively, upper) bound of
∂yC(0, t). The upper bounds and subsequent roots were obtained in both cases in the proof
of Theorem 4.2. Let us define A(t) be the first two terms of (38)-(39). Then we can rewrite
A(t) = 2σ−1ρ(0)ct−1/2f(
√
t) + S0g(
√
t), where
f(x) = φ(αx) + αxN(αx), g(x) = −1− 2
σ
αN(αx) +
2
σ
βeµx
2
N(βx).
Note that f ′(x) = αN(αx), f ′′(x) = α2φ(αx), and g′(x) = 4σ
(
µφ(αx) + βµxeµx
2
N(βx)
)
. Then,
for some θ ∈ (0,√t), we have
f(
√
t) = φ(0) +
α
2
√
t+
1
2
f ′′(θ)t = φ(0) +
α
2
√
t+
α2
2
φ(αθ)t ≥ φ(0) + α
2
√
t.
Similarly, for β < 0, g′(x) ≥ 4σµφ(αx) ≥ 4σµφ(0) and, thus, for some θ′ ∈ (0,
√
t), g(
√
t) =
g′(θ′)
√
t ≥ 4σµφ(0)
√
t. Putting together the two previous inequalities,
A(t) ≥ 1
σ
√
t
(
2ρ(0)cφ(0) + αρ(0)c
√
t+ 4S0µφ(0)t
)
.
The root of the last expression is precisely t(µφ(0)). For β ≥ 0, we instead use that, for some
θ′ ∈ (0,√t),
g(
√
t) = g′(θ′)
√
t ≥
(
4µ
σ
φ(0)− 4β
σ
√
−µ/2e−0.5
)√
t,
which follows from the inequality µx exp(µx2) > −√−µ/2e−0.5. Putting together the inequality
above with the lower bound of f(
√
t), we get that
A(t) ≥ 1
σ
√
t
(
2ρ(0)cφ(0) + αρ(0)c
√
t+ 4S0
(
µφ(0)− β
√
−µ/2e−0.5
)
t
)
.
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It is easy to check that t(µφ(0)− β√−µ/2e−0.5) is the positive root of the last expression.
Proof of Theorem 4.7. Recall that we are assuming that ρ = ρ(y, t) is constant in y and
t. Under this assumption, ∂C/∂y reduces to the expression in (34)-(36). Let us also use the
following notation through the proof:
dt :=
−y∗(t)− µt+ σ2t2
σ
√
t
, et :=
−y∗(t) + µt+ σ22 t
σ
√
t
, ft :=
−y∗(t) + µt− σ22 t
σ
√
t
. (44)
We will first show that dt → ∞ as t → ∞. For easiness of notation, in what follows we simply
write y(t) = y∗(t) and often omit t in dt and y(t). To begin with, note that (−y+α−t)/
√
t→ −∞,
as t→∞, regardless of the value of y, which suggests to approximate the first and second terms
of (34) and (36), respectively, with φ(z)/z. Now, let us first assume that dt → d¯ ∈ (−∞,∞), as
t goes to ∞ along a subsequence tn → ∞. This implies that et = dt + 2µt/(σ
√
t) → −∞ as t
goes to ∞ along tn, and, thus, we can approximate the second and first terms of (34) and (35),
respectively, by φ(z)/z. Concretely, recalling the error functions E1 and E2 from (32), we write
(34)-(36) as
∂C
∂y
= −S0e−yN(dt) + φ (dt) 2S0e
−y
σ2
{
µ
dt
+
α+
et
}
+ φ (dt)
2ρc
σ
√
t
{
1− α
√
t
ft
}
(45)
+ φ (dt)
2S0e
−y
σ2
{|µ|E1(−ft) + α+E1(−et)}+ φ (dt) 2ρcα−
σ2
E1(−ft), (46)
where we have used the notation in (33) and (44). Note that the first two terms on the right-
hand side of (45) times
√
t goes to 0 since dt → d¯. In a similar way, the terms of (46) times
√
t
all converge to 0, while the third term on the right-hand side of (45) times
√
t can be rewritten
as
φ(dt)2ρc
y
y − µt+ σ2t2
= φ(dt)2ρc
−dtσ
√
t− µt+ σ2t2
−dtσ
√
t+ 2(−µt+ σ2t2 )
→ φ(d¯)ρ(0)c
as t → ∞ along tn. We conclude that
√
tn∂yC(y(tn), tn) → φ(d¯)ρd, which is contradiction,
since ∂yC(y(tn), tn) = 0. Secondly, let us assume that dt → −∞, as t → ∞, and note that,
in that case, we can apply the approximation N(−z) ≈ φ(z)/z to all terms and, after some
34
simplifications, we obtain:
0 =
S0e
−yσ
√
t2µt2y
(y − µt+ σ2t2 )(y − µt− σ
2t
2 )(y + µt− σ
2t
2 )
+
2ρcy
σ
√
t(y − µt+ σ2t2 )
− 2µS0e
−y
σ2
E1(−ft) + α+S0e
−y
σ2
E1(−et)− S0e−yE1(−dt) + 2ρcα−
σ2
E1(−ft).
From here, we conclude that √
t(y − µt+ σ22 t)
yφ(dt)
∂C
∂y
→ 2ρc
σ
,
which again leads to a contradiction. We can then conclude that dt → ∞, as t → ∞. We are
now ready to show the first and second approximation for y∗(t). We consider two cases:
Case 1: µ+ σ
2
2 < 0. Let us apply the approximation φ(z)/z to the appropriate terms in (34)-(36)
and divide by 2φ (dt) ρcy/
(
σ
√
t(y − µt+ σ2t/2)). Then, we have the following equation:
0 =
−S0e−y
φ (dt) ρc
2
σ
√
t
y
y−µt+σ2t
2
+ 1
+
S0e
−yσ
√
t
2ρc
(
σ
√
t(y + µt+ σ
2t
2 )
y(y − µt− σ2t2 )
+
y − µt+ σ2t2
ydt
)
− S0e−y y
2ρc
(2|µ|
σ2
) 1
ft
E1(−ft)− S0e−y y
ρc
α+
σ2
1
ft
E1(−et)
− S0e−y σ
2t
2ρc
E1 (dt) ft
y
− yα−
σ2
1
ft
E1(−ft).
Therefore, as t→∞, we have S0e−y ∼ φ(dt)ρc 2σ2t yft . Let us take the logarithm to the both sides
to get
(y − ty+0 )(y − ty−0 )
2σ2t
+
1
2
ln t+ ln
(
y − µt+ σ2t/2
y
)
+ ln
(
S0σ
√
2pi
2ρc
)
→ 0, (47)
where y±0 := −µ + 32σ2 ± σ
√
−2µ+ 2σ2. Let us divide both sides by t and, since y/t 9 0 (as
proved in Lemma C.3), ln((y − µt+ σ2t/2)/y) is bounded, which implies that (y/t− y+0 )(y/t−
y−0 )→ 0. To decide whether y/t→ y+0 or y/t→ y−0 , note that, since dt →∞, y/t < −µ+ σ2/2,
for large enough t and, thus, y/t−y+0 < −σ2−σ
√
−2µ+ 2σ2 < 0. Therefore, we must have that
y/t − y−0 → 0, and, we conclude the first order approximation. For the second approximation,
let us divide both sides of (47) by ln(t) and rewrite the resulting first term to conclude that(y
t − y+0
) (y
t − y−0
)
2σ2 1t ln t
→ −1
2
,
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and, since y/t − y+0 → y−0 − y+0 = −2σ
√
−2µ+ 2σ2, we finally conclude the second-order
approximation for y∗(t).
Case 2: µ + σ
2
2 ≥ 0. We consider the case of et → e¯ ∈ (−∞,∞], when t goes to ∞ along a
sequence tn →∞ (the case et → −∞ is similar). Then, by approximating the first term in (34)
and the second terms in (36) by φ(z)/z and making some simplifications, we can write (34)-(36)
as:
0 =
−S0e−y + S0e−y−
2yµ
σ2
+µt
(
2µ
σ2
+ 1
)
N(dt)
φ(dt)ρc
2
σ
√
t
y
y−µt+σ2t
2
+ 1 + S0e
−y
(
(−µ)t
ρcy
+
y − µt+ σ2t2
ydt
)
+ S0e
−y 1
2ρc
{
2µ
σ2
y2
ft
E1(−ft)− σ2tftE1 (dt)
}
− yα−
σ2
1
ft
E1(−ft).
This in turn implies that
S0
√
2pi exp
(
−y + (−y−µt+σ2t/2)2
2σ2t
) [
1−
(
2µ
σ2
+ 1
)
N(dt) exp
(
2µ
σ dt
√
t− 2µ2
σ2
t
)]
(r + f) 2
σ
√
t
y
y−µt+σ2t
2
→ 1.
Now, let us take logarithm to the both sides of the previous equation to get
− y + (−y − µt+
σ2t
2 )
2
2σ2t
+
ln t
2
+ ln
(y − µt+ σ2t/2)
y
+ ln
(
S0σ
√
2pi
2ρc
)
+ ln
[
1−
(
2µ
σ2
+ 1
)
N(dt) exp
(
2µ
σ
dt
√
t− 2µ
2
σ2
t
)]
→ 0. (48)
Note that we are under the assumption that dt → d¯ ∈ (−∞,∞], which implies the last term in
(48) converges to 0. It is then clear that,
− y + (−y − µt+
σ2t
2 )
2
2σ2t
+
ln t
2
+ ln
(y − µt+ σ2t/2)
y
+ ln
(
S0σ
√
2pi
2ρc
)
→ 0,
which can then produce the exact same expression as (47) and we proceed as therein to get the
second order approximation.
Proof of Theorem 4.8. In Lemmas C.4 and C.5 below, we show that y(σ)∗ ∈ [0,−µt] and
δ(σ) := y∗(σ) + µt↗ 0, as σ → 0. Then, replacing y = y∗(σ) with −µt+ δ(σ) in (34)-(36) and
36
using that δ(σ)→ 0, we get
φ
(
−δ(σ) + σ2t2
σ
√
t
)
ρ(r + f)
σ
√
t
→ S0eµt.
Taking logarithms to both sides, dividing by ln(1/σ), and denoting a = lnS0 + µt +
1
2 ln t −
ln(r + f) + 12 ln 2pi, we get
1− δ
2(σ)
2σ2t ln(1/σ)
+
σ2tδ(σ)
2σ2t ln(1/σ)
− σ
4t2/4
2σ2t ln(1/σ)
− a
ln(1/σ)
→ 0 (49)
As σ → 0 and δ → 0, the third term and the fourth term of this expression converges to 0, which
implies δ(σ) ∼ −√2σ2t ln(1/σ), as σ → 0. To prove the second approximation, rewrite (49) as
1 + δ(σ)√
2σ2t ln(1/σ)
c/ ln(1/σ)
+
δ(σ)
4c
− σ
2t
26c
− 1(
1− δ(σ)√
2σ2t ln(1/σ)
) → 0.
Since δ(σ) → 0 and σ → 0, and from the first-order approximation for δ(σ), the second and
third terms above converge to 0, while the fourth term converge to −1/2. Therefore,
δ(σ)√
2σ2t ln(1/σ)
+ 1 ∼ a
2 ln(1/σ)
,
and this implies the second-order approximation.
C Supporting Lemmas
Lemma C.1. Under the setting and assumptions of Section 2, the cost function can be written
as in Eq. (1).
37
Proof. Using the notation introduced above Eq. (1), we have:
C¯δ,ε(x, t) = E
[
Cost× 1{Y¯t > S0 − x+ }
]
+ E
[
Cost× 1{Y¯t ≤ S0 − x+ }
]
= E
[
S¯t + f − S¯0
∣∣ Y¯t > S¯0 − x+ ε]P (Y¯t > S¯0 − x+ ε)
+ E
[
Cost× 1{Y¯t ≤ S0 − x+ , Et}
]
+ E
[
Cost× 1{Y¯t ≤ S0 − x+ , Ect , τj+1 > t}
]
+ E
[
Cost× 1{Y¯t ≤ S0 − x+ , Ect , τj+1 ≤ t}
]
= E
[
S¯t + f − S¯0
∣∣ Y¯t > S¯0 − x+ ε]P (Y¯t > S¯0 − x+ ε)
+ (−x− r)P (Y¯t ≤ S¯0 − x+ ε, Et)
+ (−x+ f + ε)P (Y¯t ≤ S0 − x+ , Ect , τj+1 > t)
+ (−x+ f + 2ε)P (Y¯t ≤ S0 − x+ , Ect , τj+1 ≤ t)
= E
[
S¯t + f − S¯0
∣∣ Y¯t > S¯0 − x+ ε]P (Y¯t > S¯0 − x+ ε)
+ [(−x− r)ρ(x, t) + (−x+ f + 2ε)(1− ρ(x, t))]P (Y¯t ≤ S¯0 − x+ ε)
− εP (Y¯t ≤ S¯0 − x+ ε, τj+1 > t,Ect ),
where we recall that ρ(x, t) = P (Et|Y¯t ≤ S0− x+ ). After a rearrangement of the terms above,
we get Eq. (1).
Lemma C.2. Let α := (µ− σ2/2)/σ and β := (µ+ σ2/2)/σ, and suppose that µ < 0. Then,
1 +
2α
σ
N
(
α
√
t
)
− 2β
σ
eµtN
(
β
√
t
)
> φ(α
√
t)
2a|µ|
σ
√
t, (50)
where a = 1 if µ ≤ − σ2/2 and a = 2 if µ > −σ2/2.
Proof. Let A denote the left-hand side of the inequality in (50) and note that
A = N
(
−α√t
)
− eµtN
(
β
√
t
)
+
−2µ
σ2
(
eµtN
(
β
√
t
)
−N
(
α
√
t
))
> N
(
−α√t
)
− eµtN
(
β
√
t
)
,
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since
eµtN(β
√
t)−N(α√t) =
∫ β√t
−∞
eµtφ(z)dz −
∫ α√t
−∞
φ(z)dz
=
∫ 0
−∞
1
σ
√
t
(
eµtφ
(
v + βt
σ
√
t
)
− φ
(
v + αt
σ
√
t
))
dv
=
∫ 0
−∞
φ
(
w + α
√
t
)(
e−σ
√
tw − 1
)
dw > 0.
The inequality for the case µ ≤ − σ2/2 then follows because
N(−α√t)− eµtN(β√t) > N(−α√t)−N(β√t)
≥ min{φ(α√t), φ(β√t)}(−α− β)√t
= φ(α
√
t)
2|µ|
σ
√
t.
where we used that −α > β and |α| > |β|. For the other case µ > − σ2/2, let
g(x) = −1− 2
σ
αN(αx) +
2
σ
βeµx
2
N(βx)
and note that, since β > 0 when µ > − σ2/2,
g′(x) =
4
σ
(
µφ(αx) + βµxeµx
2
N(βx)
)
≤ 4µφ(αx).
Thus, for some θ ∈ (0,√t), g(√t) = g′(θ)√t ≤ 4σµφ(αθ)
√
t ≤ 4σµφ(α
√
t)
√
t, which is the same
inequality as in (50) when µ > − σ2/2.
Lemma C.3. Let µ < 0 and suppose that ρ = ρ(y, t) is constant in y and t. Let y∗(t) be as in
Theorem 4.2. Then, y∗(t)/t9 0, as t→∞.
Proof. Let us recall E1(z) from (32), the notation in (33), and the notation dt, et, ft introduced
in (44). First, let us consider the case when µ+ σ
2
2 < 0. Note that when µ+
σ2
2 < 0, (y − µt±
σ2t/2)/
√
t → ∞, as t → ∞, regardless of the value of y ≥ 0. Next, we rewrite (34)-(36) using
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the approximation φ(z)/z and error functions as follows:
∂C
∂y
φ(dt)
= −S0e−yN(dt)/φ (dt) (51)
+ S0e
−y
{
− 2|µ|
σ2
1
ft
− 2α+
σ2
1
et
}
− 2ρcy
σ2t
1
ft
(52)
+ S0e
−y
{
2|µ|
σ2
E1(−ft) + 2α+
σ2
E1(−et)
}
+
2ρcα−
σ2
E1(−ft). (53)
Note that the error terms in (53) converges to 0, regardless of the value of y > 0. For easiness
of notation, in what follows we simply write y = y(t) = y∗(t). Let us assume that y(t)/t → 0,
as t→∞. Then, it is easy to see that the terms in (52) converge to 0, since
σ
√
t
y − µt± σ2t2
=
1√
t
σ
y
t − µ± σ
2
2
→ 0, 1√
t
y
y − µt± σ2t2
=
1√
t
y
t
y
t − µ± σ
2
2
→ 0.
For the RHS of (51), let us write it as
−S0
√
2pi exp
(
t
(
−y
t
+
(−yt − µ+ σ
2
2 )
2
2σ2
))
N
(
t
(
−y
t
+
(−yt − µ+ σ
2
2 )
2
2σ2
))
.
It is then clear that, when y/t→ 0, the RHS of (51) would converge to −∞. This is a contradic-
tion since LHS of (51) is always 0. Therefore, y(t)/t does not converge to 0 as t→∞. Now, let
us consider the other case, when µ+ σ
2
2 ≥ 0. In that case, we now rewrite (34)-(36) as follows:
∂C
∂y
φ(dt)
= −S0e−yN(dt)
φ(dt)
+ S0e
−y− 2yµ
σ2
+µt
(
2µ
σ2
+ 1
)
N(et)
φ(dt)
(54)
+ S0e
−y
{(−2µ
σ2
)
σ
√
t
y − µt+ σ2t2
}
+ ρc
{
2
σ
√
t
y
y − µt+ σ2t2
}
(55)
+ S0e
−y
{(−2µ
σ2
)E1(−ft)}− ρc(−2µ
σ2
+ 1
)
E1(−ft). (56)
Let us again assume that yt → 0, as t→∞. Then, (55) and (56) converge to 0, while the RHS
of (54) converges to −∞ if y/t→ 0 and we again have a contradiction.
Lemma C.4. Suppose that ρ = ρ(y, t) is constant in y and t and let µ < 0. Then, there exists
σ0 such that, for all, 0 < σ < σ0,
∂C
∂y > 0 for all y > −µt.
Proof. Let us recall the first derivative in (34)-(36) and the notation dt, et, ft introduced in (44).
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Note that when y > −µt, we can use (19) to have the following inequality:
∂C
∂y
> S0e
−yφ (dt)
[
1
−et −
1
−e3t
+
(−2µ
σ2
)(
1
−ft −
1
−f3t
− 1−et
)]
(57)
+ ρ(r + f)φ (dt)
2y
σ
√
t(y − µt+ σ22 t)
− S0e−yN (dt) . (58)
To prove this lemma, we will first show that when y > −µt, there exists σ1 such that for σ < σ1,
the expression in (58) is positive, and there exists σ2 such that for σ < σ2, the expression in
(57) is also positive. Then, when σ < min{σ1, σ2}, ∂yC > 0 for all y > −µt. Let’s assume that
σ <
√−2µ. After some simplification, the inequality (58)> 0 can be rewritten as the following:
1
σ
√
t
>
S0e
−y
ρ(r + f)
N (dt)
φ (dt)
y − µt+ σ2t2
y
,
which is true when y > −µt, σ2t2 < −µt, and σ < ρ(r + f)e−µtφ
(√−µt/2) /3S0N (√−µt/2).
Therefore, the inequality (58)> 0 is true for all σ < σ1, where
σ1 = min
(√
−2µ, ρ(r + f)e
−µt
3S0
φ
(√|µ|t/2)
N
(√|µ|t/2)
)
.
Now, there exists σ2 such that for σ < σ2 ⇒ (57)> 0. Note that (57)> 0 can be rewritten as
the following:
S0e
−y
∣∣∣∣[ 1−et − 1−e3t +
(−2µ
σ2
)(
1
−ft −
1
−f3t
− 1−et
)]∣∣∣∣ < (r + f) yσ√t(y − µt+ σ22 t) ,
which is true for every σ < σ2 where
σ2 = min
(√
−2µ, ρ(r + f)e
−µt
3S0
µ2t2
(−µ− µt+ 9/4)√−2µt
)
.
Let σ0 = min(σ1, σ2). Then for σ < σ0,
∂C
∂y > 0 for all y > −µt.
Lemma C.5. Under the conditions of Theorem 4.8, y∗(σ)↗ −µt as σ → 0.
Proof. Let us recall the expression of ∂yC given in (34)-(36), the notation in (33), and the
notation dt, et, ft introduced in (44), and E1(z) = N(−z)/φ(z) − 1/z. Note that the two terms
in (34), the first term in (35), and the last term in (36) can be approximated by φ(z)/z when
σ → 0, regardless of the value of y. The second term in (35) can be approximated well by such
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an expression provided that y > −µt. However, from Lemma C.4, we know that under small σ,
∂yC > 0 when y > −µt, which implies that y∗(σ) ≤ −µt. So, for now we analyze only those
terms that can be approximated well by φ(z)/z. In that case, we can write:
∂C
∂y
= −S0e−yN (dt) + φ (dt)S0e−y
{
2µ
σ2
1
ft
− 2α+
σ2
1
et
}
+ φ (dt)
2ρc
σ
√
t
{
1− α
√
t
ft
}
+ φ (dt)S0e
−y
{(−2µ
σ2
)E1 (−ft) + (2µ
σ2
+ 1
)E1 (−et)} (59)
− φ (dt) ρ(r + f)
(−2µ
σ2
+ 1
)
E1 (−ft) (60)
Now, we show that the terms involving E1 converge to 0. To this end, recall that E1(z) ∼ −1/z3.
Also, σ → 0, without loss of generality we can assume that σ2t2 < (−µt)/2. Since y > 0,
y − µt − σ2t/2 > −µt/2. Then, all the terms in (59)-(60) converge to 0 at the order of O(σ).
Therefore, when σ → 0,
∂C
∂y
→− S0e−yN (dt) + σ
√
tφ (dt)S0e
−y y + µt+
σ2t
2
(y − µt− σ2t2 )(y − µt+ σ
2t
2 )
(61)
+ φ (dt) (r + f)
2
σ
√
t
y
y − µt+ σ2t2
. (62)
If we substitute y with −µt to the RHS of (61)-(62), it converges to∞ as σ → 0, because (62)→
∞. This shows that there exists a local minimum in (0,−µt), since limσ→0 ∂yC(0, t) = −S0. Let
us write this minimum as y∗(σ).
Suppose that y∗(σ) + µt → δ ∈ (µt, 0), as σ → 0. Then, for constant δ, the first term
of (61) converges to −S0e−δ+µt, while the second term in (61) and (62) converges to 0 at the
order of O(exp(−1/σ2)/σ). Thus, if δ is fixed constant, ∂C∂y (y∗(σ)) → −S0e−δ+µt, which is a
contradiction as it should converge to 0.
D Details on the computation of ρ(x, t) and Proofs of Section 5
D.1 Computation of ρ(x, t) and Estimation of Parameters
Let us recall that ρ(x, t) is the probability that a bid limit order placed at level S0−x at time 0
is executed before time t during the first time period at which the best bid price is at the level
S0 − x, conditioning on the latter event to happen. As mentioned in Remark 2.1 (find notation
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therein), a reasonable formula for ρ(x, t) is given by
ρ(x, t) :=
∞∑
i=1
Qbx(0)∑
j=0
fa(i)
∫ t
0
fτ (s|0 < τ < t)P (N b,xs = j)αt−s(i, Qbx(0)− j + 1)ds. (63)
Our goal in this subsection is to specify all the elements for the computation of ρ(x, t). Whenever
possible, we also estimate the underlying parameters using real data, which, in this work, consists
of level I LOB data for MSFT from April 17th to April 28th 2015 (8 days).
For the density fτ (s|0 < τ < t) in (63), we consider the Bachelier and the Black-Scholes
Model. To distinguished both models, we denote τBM (respectively, τGBM ) the hitting time of
the level S0 − x for a BM (respectively, GBM) starting at S0. Then, from (20), we can deduce
that
fτ
BM
(s|0 < τBM < t) =
1
σ
√
s3
xφ (αt(x)s)(
N (−αt(x)) + e
−2xµ
σ2 N (βt(x))
) , (64)
fτ
GBM
(s|0 < τGBM < t) =
y
σs
√
s
φ
(
y+α−s
σ
√
s
)
(
N
(−y−α−t
σ
√
t
)
+ e−
2yµ
σ2
+yN
(−y+α−t
σ
√
t
)) , (65)
where we used the notations given in Eqs. (16) and (33).
Recall that fa(i) is the distribution of the best ask queue after the best bid price drops and
a new best ask queue fills the gap, shrinking the spread to 1 tick. In Figure 9, we show the
sample distribution of fa(i) from the MSFT data.
To determine αt(i, j) and P (N
b,x
s = j) in (63), we need to specify the future flow of order, for
which, we assume that the arrival, execution, and cancellation of limit orders at any level follow
independent Poisson processes with respective intensity rates λ`, µ`, and θ`,k. Here, ` is either
a or b, depending on whether the order is in ask or bid side, and k = 1, 2, . . . are the number
of ticks away from the best bid or ask of the opposite side (so, θa,1 and θb,1 are the cancellation
rates at the best ask and bid). For simplicity, we assume that θa,k = θb,k =: θk, for k = 2, 3, . . . .
The arrival rates λa, λb, θa,1 + µa, and θb,1 + µb are estimated using the MSFT data and are
given in Table 1. The chosen values for θ`,k (k = 2, 3, . . . ) are borrowed from [7].
From the assumptions in the previous paragraph, we have that
P (N b,kεs = j) =
e−θks(θks)j
j!
, for 0 ≤ j < Qbkε(0), P (N b,kεs = Qbkε(0)) =
∞∑
j=Qkε(0)
e−θks(θks)j
j!
,
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Figure 9: Distribution of best ask queue volume from MSFT data from April 17th to April 28th (8
days). The unit of queue size is a batch (100 stocks).
where Qbkε(0) is the number of outstanding bid limit orders at the level S0−kε at time 0. Finally,
we turn to the computation of αu(i, `), the probability that the best bid of a LOB gets depleted
before the best ask and before time u when there are i and ` orders at the best ask and bid bid
price, respectively. Note that if σia and σ
`
b are respectively the times until the best ask and bid
queues get depleted when there are i and ` shares in the queues at time 0, then
αu(i, `) = P (σ
`
b < σ
i
a, σ
`
b < u) =
∫ u
0
P (σ`b < s)P (σ
i
a ∈ ds) + P (σ`b < u)P (σia > u). (66)
Under our Poissonian setting, the distributions of σia (already computed in [5]) and σ
`
b are as
following:
gia(s) := P (σ
i
a ∈ ds) =
i
s
(
µa + θa
λa
) i
2
Ii
(
2
√
λa(θa + µa)s
)
e−s(λa+θa+µa)ds,
g`b(s) := P (σ
`
b ∈ ds) =
s`−1e−s(µb+θb)(µb + θb)`
Γ(`)
ds. (67)
So, we can easily compute (66) by numerical integration. Note that αu(i, `) is the same as ρ(ε, u),
which is a proxy of ρ(0+, t). Also, ρ(0+), which was defined as the limiting value of αu(i, `) as
u→∞, can be computed as
ρ(0+) := lim
u→∞αu(i, `) =
∫ ∞
0
P (σ`b < s)P (σ
i
a ∈ ds). (68)
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µa + θa,1 Depletion rate of best ask queue 19.32
λa Addition rate of best ask queue 21.78
µb + θb,1 Depletion rate of best bid queue 18.68
λb Addition rate of best bid queue 21.98
Table 1: Parameters for the addition and depletion rate of best ask and best bid queues from MSFT
data. Unit of the rate is in batches, and the time unit is one second.
From (67), we also have that
g1b (s) = e
−s(µb+θb)(µb + θb), g1b (0) = µb + θb.
D.2 Proofs of Section 5
Proof of Proposition 5.1. We show the proof of the result for the Bachelier model. The
proof for the Black-Scholes framework can be done similarly. Let us start by noting that, since
we are assuming that Qbx(0) = 0 for large enough x, ρ(x, t) takes the form:
ρ(x, t) =
∞∑
i=1
fa(i)
∫ t
0
fτ (s|0 < τ < t)αt−s(i, 1)ds. (69)
By the continuity of ∂xfτ (s|0 < τ < t), we can use the Leibniz’s rule for differentiation under
the integral sign to get
∂xρ(x, t) =
∞∑
i=1
fa(i)
∫ t
0
∂xfτ (s|0 < τ < t)αt−s(i, 1)ds
=
∞∑
i=1
fa(i)
∫ t
0
1
σ
√
s3
φ
(
x+µs
σ
√
s
)
φ
(
x+µt
σ
√
t
)
2x
σ2
√
t
(
1− ts
)
P (τx < t)2
αt−s(i, 1)ds,
where we used the expression in (64) and the notation in (16). Since the integrand above is
negative, we conclude that ∂xρ(x, t) ≤ 0.
Proof of Proposition 5.2 . As in the proof of Proposition 5.1, ρ(x, t) takes the form (69) for
large enough x. Next, using the notation and formula in (66), ∂uαu(i, `) = P (σ
`
b < u)g
i
a(u) +
g`b(u)P (σ
i
a > u) − P (σ`b < u)gia(u) and ∂uαu(i, 1)|u=0 = g1b (0). Therfore, for any ε > 0, there
exists δ > 0 such that, for s ∈ (t−δ, t), ∣∣∂uαu(i, 1)|u=s − g1b (0)∣∣ < ε. By the fact that α0(i, 1) = 0,
45
there exists some θ ∈ [0, t] such that αt−s(i, 1) = (∂uαu(i, 1)|u=θ) (t− s). Then, I :=
∫ t
0 fτ (s|0 <
τ < t)αt−s(i, 1)ds is such that
I =
∫ t
0
fτ (s|0 < τ < t) (∂uαu(i, 1)|u=θ) (t− s)ds,
≥ (g1b (0)− ε)
∫ t
0
fτ (s|0 < τ < t)(t− s)ds (70)
+
∫ t−δ
0
fτ (s|0 < τ < t)
(
∂uαu(i, 1)|u=θ − g1b (0)
)
(t− s)ds. (71)
Note that by (64), the final integral in (71) converges to 0 at the order of O(x2e−x2δ/2σ2t(t−δ)).
Therefore, it is sufficient to show the order of lim infx→∞ x2
∫ t
0 fτ (s|0 < τ < t)(t − s)ds to
complete the proof. By (19), J(x, t) =
∫ t
0 fτ (s|0 < τ < t)(t− s)ds is such that
x2J(x, t) = x2t−
x3
(
N (−αt)− e
−2µx
σ2 N (βt)
)
(−µ)
(
N (−αt) + e
−2xµ
σ2 N (βt)
)
=
x2φ (αt)
(
t
β3t
− t
α3t
+ x
(−µ)β3t +
x
(−µ)α3t + E(x)
)
(
N (−αt) + e
−2xµ
σ2 N (βt)
) , (72)
where E(x) converges to 0 at the order of O(1/x4), and the denominator in (72) converges to
2φ(αt)x/(x+ µt)(x− µt). Therefore,
lim
x→∞x
2J(x, t) = lim
x→∞
x2φ (αt)σ
3t
√
t
(
4(−µt)x3
(x+µt)3(x−µt)3
)
2φ(αt)x/(x+ µt)(x− µt) = 2σ
2t2,
and, finally get that lim infx→∞ x2ρ(x, t) ≥ g1b (0)2σ2t2. In the geometric Brownian motion
model, the only difference between ρ(x, t) and ρ˜(y, t) is that y is used instead of x and µ−σ2/2 is
used instead of µ. Following same steps, we will get the same lower bound for lim infy→∞ y2ρ˜(y, t).
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