Abstract-This paper describes a statistical method that helps to find good parameter settings for evolutionary algorithms. The method builds a functional relationship between the algorithm's performance and its parameter values. This relationship-a statistical model-can be identified thanks to simulation data. Estimation and test procedures are used to evaluate the effect of parameter variation. In addition, good parameter settings can be investigated with a reduced number of experiments. Problem labeling can also be considered as a model variable and the method enables identifying classes of problems for which the algorithm behaves similarly. Defining such classes increases the quality of estimations without increasing the computational cost.
I. INTRODUCTION

E
VOLUTIONARY algorithms (EAs) are defined by the user's choice of representations and operators such as selection, mutation, and recombination. These operators have many associated parameters, such as the mutation rate, the crossover rate, the mutation step size, etc., and there are other parameters of an EA that include the population size, the tournament size if applicable, and so forth. Different values of these parameters yield different performance, even on the same problems.
Determining parameter settings that yield efficient performance on a specific problem is a challenging issue. There are many ways to measure performance, but ultimately, the choice of which parameters to use depends largely on the practitioner's experience and trial-and-error experimentation. A straightforward means for comparing different parameter settings is to conduct numerous experiments with each setting and compare the resulting outcomes. Many users base their choice of parameters on such "hands on" experimentation. Unfortunately, such efforts are computationally intensive, particularly because to be truly effective, they must involve the simultaneous adjustment of multiple parameters.
An even more difficult challenge lies in attempting to extrapolate appropriate parameter settings for a new problem based on those obtained in other problems. As proved in the no free lunch theorem [41] , any attempt to design a generally optimal set of parameters is useless. This result underscores the need for investigating and even first defining classes of problems for which EAs behave similarly. Some practitioners attempt to use parameter settings that have proved successful in other problems that appear similar. Such similarity, as perceived by the practitioner, may be unreliable because it is highly subjective. Two fundamental questions arise when creating useful classes of problems: 1) by what criterion are the classes defined? and 2) by what method can we evaluate a problem to determine which class it belongs to? The answers involve a notion of similarity between problems or, more precisely, between the behavior that an EA exhibits on those problems. Furthermore, any answer must be statistical in nature because the behavior of an EA is stochastic.
This paper investigates statistical models of the performance of EAs and uses these models to create classes of problems. Similarity is defined as a statistical notion that is related to the level at which two models differ significantly. Furthermore, confidence intervals around optimal parameter settings can be given. The number of experiments required to find optimal parameter settings may be reduced drastically depending on whether statistical methods are used to process the random data generated by the EAs.
Our method involves two stages. A problem-level model is constructed at the first stage. This model describes a functional relationship between the performance of the EA and its parameters on a specific problem. A global or group-level model is constructed at the second stage to describe the behavior of the EA on a set of test problems. The ultimate goal is to assign reference labels to classes of test problems for the EA, where the EA exhibits similar within-class performance.
The paper is organized as follows. Section II provides background and describes the steps of the method. Section III describes the context of the application and introduces test problems and the EA. Section IV details models and argues for specific statistical hypotheses. Section V presents the results obtained on the test problems. An Appendix reviews generalized linear models and the associated statistical techniques that comprise of the main tool of this paper.
II. METHOD
A. Previous Works
Characterizing classes of problems for which an EA behaves similarly is a crucial issue in the evolutionary computation field. The relevance of this issue has been indicated recently by the no free lunch theorem [41] : two EAs that are evaluated on all classes of problems have equal expected performances.
Evaluating the (posteriori) relevance of a set of problems as a test suite is a closely related issue [9] , [10] , [40] . EAs are expected to behave differently on each problem of the test suite. As a consequence, the optimal parameter settings obtained for a specific problem should not be reused for other problems without care.
In view of assessing EA performance, many indicators have been introduced when two instances of parameters are compared or when the EA is tested on two different problems. These indicators-epistatis variance [7] , correlation length, fitness distributions [16] , and fitness distance correlation [22] -attempt to relate the performances of an EA with some a priori statistical measures computed over the search space and the fitness landscape. However, the predictions made with some of these statistical indicators are not always so reliable [28] .
Parameter design has been set up theoretically for some EAs, considering severe simplifications of algorithms or problems. Rechenberg's one-fifth rule [31] or Bäck's results [4] are famous examples. However, many counterexamples show that these rules led to algorithms that are neither convergent nor efficient in general [35] .
There have been many experimental comparisons of EA operators or EA performances with different parameter settings, where elementary statistical tools have been used to interpret the results (see, e.g., [4] , [8] , [10] , or [13] ). Syswerda [38] compared uniform and one-point crossover in genetic algorithms. Genetic algorithms and evolution strategies have been compared on well-studied test problems [15] , [36] . Other comparisons have been made concerning genetic algorithms and simulated annealing [20] , [30] or point-based optimization and population-based optimization [29] .
Fogel [13] stresses the need for well-constructed experimental designs, which are necessary for assessing the believability of null hypotheses. However, it is also frequently acknowledged that numerous experiments should be made to reduce the variability of the EA's final measures. This common belief has the following consequence: few instances of EA's parameter are usually compared, as each instance receives too much attention.
Using sophisticated statistical methods to assess or predict the performance of EAs is not a new idea. Statistical experimental design techniques have been considered many times. Reeves and Wright [32] , [33] used linear models to treat epistasis in genetic algorithms. They viewed the genes as variables from which predictions can be drawn. Lis and Lis [26] used the Latin square experimental design to choose parameters for genetic algorithms. This has been done so that the best combination of values could be determined using the fewest number of experiments. Bergeret and Besse [5] compared genetic algorithms and simulated annealing using the standard analysis of variance technique on a problem related to quality control. Jian et al. [21] used a similar method to compare selection procedures in a niching context. However, all these methods have the drawback of assuming Gaussian statistical distributions for the EA performance results. Such an assumption has been rejected many times in our experiments (see Section IV-B), outlining the need for other models.
This paper revisits the trial and error method, using statistical models to build a functional relationship between the expected final result of an EA and the parameter values. Attention is paid to the statistical hypotheses under which meaningful conclusions can be drawn. These hypotheses are strongly context dependent and may change whether different EAs or problems are considered.
In our work, the Gamma distribution seems more realistic than the Gaussian distribution with respect to experimental results. In this context, the methodology of standard statistical design (see e.g., [25] ) can be reused, within a generalized linear model framework [27] . Such an approach provides a new way of investigating the relationship between the parameters of an EA and its performance.
B. Method Description
In defining a problem-solving framework, specifying a representation and an objective (fitness) function is a first step. Then, the user chooses the EA's operators and attempts to tune the parameters. Parameter tuning based on trial and error is time consuming. To reduce the computational cost, one parameter is usually tuned at a time.
This section describes a method to treat experimental results obtained for a number of test problems when all parameters are adjusted simultaneously. Therefore, each parameter setting corresponds to a cell in which a number of simulations are run according to some predefined experimental design ( symbolizes the parameters). The method involves two stages:
1) a problem level in which each problem receives separate attention; 2) a group level in which a set of problems is considered in a global way. 1) Problem-Level Model: At the problem level, a functional relationship between the expected performance of the EA and its parameter values can be considered (1) where performance measure; parameter setting; link function, whose choice is related closely to the distribution [and the variance ] of the measures; intercept coefficient; parametric predictor. The performance measure may be the fitness value at the end of the run (after a given number of fitness evaluations). In this case, the measure is usually a continuous value. However, the measure may also be an integer value, such as the number of fitness evaluations needed to reach a fitness level.
Equation (1) is called a statistical model. Many standard options are available to define such a model. For example (see [27] ): 1) is the identity function and . This corresponds to the classical linear model (observations are assumed to be distributed according to Gaussian distributions);
2) is the exponential function and ( is an integer value). This is a log-linear model corresponding to the Poisson distribution; 3) is the exponential function and . This is a generalized linear model associated with the Gamma distribution and the link is logarithmic. Usually, is taken as a (multidimensional) polynomial and may include complex interactions between the parameters. The way the coefficients of this polynomial can be estimated depends on which family of distributions are the most relevant to the measures (Gaussian, Poisson, Gamma, or others). Deciding which family should be taken is therefore a critical step in building a model.
After the family has been fixed, preliminary models can be fitted. Going further, these models can usually be improved thanks to classical testing procedures. Starting with overfitting polynomials and pruning is a frequently used technique. In such a procedure, coefficients that correspond to small -values can be removed, yielding a nested model. The significance of these coefficients is actually assessed thanks to the difference of residual deviance between the biggest model and the nested submodel (see the Appendix). At the end of the procedure, all predictor coefficients are significant. In addition, model accuracy can be computed thanks to the ratio
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Once the model has been determined, optimal parameter values can be estimated easily as well as confidence intervals around these values. Estimating optimal parameters should be done with the fewest number of experiments. Deciding whether the experimental design contains redundant data is a similar issue. This issue can be addressed by studying the robustness of estimations using reduced data sets. These designs can be created by removing a fraction of the data from the original data set. If the estimations obtained from reduced data sets are similar to those obtained from original data sets, then models can be considered as robust. Also, this provides a way of deciding which designs should be used in further experiments of the same nature.
2) Global Models: At a second level, global models should be considered. These models will correspond to measures recorded for several test problems. In this context, new relationships should be built, with problem labeling as a new variable (2) In the statistical jargon, the problem label corresponds to a factor. The coefficient measures the influence of label on the EA performance and is a parametric functional that models the interactions between and the parameters. Parameter settings may be optimal for two problems with different overall performances. In this case, the difference will be recorded into . Up to this factor effect, defining a "class" of problems for which the EA behaves similarly can be achieved by testing the null hypothesis Consider now a different perspective: the EA has been experimented on a number of test problems and a reference class has been identified successfully together with a reference model. A new problem is now under consideration. To test for the membership of the new problem to the reference class, a (small) number of reference problems (e.g., ) can be picked up randomly from the identified class and a statistical model is fitted using the reference problems plus the new problem data sets. Therefore, this new model can be compared to the reference model. The membership is rejected if the new model differs from the reference model significantly. As far as possible, the smallest number of data should be used during the procedure.
Following this method, classes are identified through the repeated use of statistical tests. Choosing confidence levels associated with the tests is a key problem. In the forthcoming experimental analysis, significance levels will be kept very low, typically ranging from 0.01-0.001. 1 To identify classes, only rough features of EA's behavior should be captured. Low significance levels allow selecting the most statistically significant model coefficients. In contrast, high significance levels would be useful to detect fine behaviors, which may be specific to each problem.
III. EXPERIMENTAL CONTEXT
As this paper illustrates a method to deal with experimental results, specific sets of problems and algorithms will be focused on. Our statistical analysis will, therefore, be contextual and none of the results obtained thereafter could be applied to different problems or algorithms without experimenting anew.
Two sets of test problems and a test EA will be described. The first set of problems is drawn from a classical test suite. The second set consists of least square approximation problems using feedforward neural networks. The EA has two static parameters: the mutation step size (radius) and the fraction of offspring of mutation.
As underlined by Eiben et al. [11] , parameter control may be a more efficient way to obtain good solutions for continuous minimization problems. However, parameter control schedules may themselves depend on internal parameters and some tuning may also be necessary for these parameters. A static EA has been chosen so that the discussion is more clear and the results easier to interpret, but the method can be useful for dynamic parameters as well.
A. Test Problems 1) Standard Test Problems:
The first test set consists of four frequently studied minimization problems, arbitrarily picked up from a classical long list [10] , [13] , [37] . These four problems (see Table I ) depend on a multidimensional variable with component range in . Problem corresponds to a quadratic function: the sphere function. Especially in low dimensions, the sphere problem is widely recognized as being easy for EAs. Three types of perturbation of the sphere function are also studied. Problem is a piecewise constant version of this problem. A random noise perturbation is considered in problem whereas the perturbation is deterministic in problem . As a test suite should emphasize different aspects of behavior, an EA is expected to produce various types of responses on this series. In Section V, the experimental analysis will actually show that the behavior of the EA looks significantly different for each of these problems.
2) Approximation with Neural Networks: The second test set used to illustrate the method consists of least square approximation problems: one-dimensional (1-D) curves are approximated by artificial neural networks (ANNs). ANNs have well-known features. Local minima and plateaus make the local numerical methods (back-propagation and variants) converge slowly. EAs have often been applied as alternative methods to solve the least square fitting of ANNs [24] , [42] . Nevertheless, the rules used for adjusting EA parameters are seldom mentioned. The output of the ANN is defined as follows. For all input in , one has where is the logistic function and the s are unknown weights that take their values in a fixed interval . Given a sample of size , the least square error is defined as
The approximation problem consists of finding the s that minimize . Four curves , , are considered. Their plots are displayed in Fig. 1 . Here, the minimization problems are in 13 dimensions. In what follows, approximation errors will be labeled , . These equations define a three-layered perceptron with four hidden units, a single input, and a single linear output. A threelayered perceptron can implement a universal approximating function (see [34] ). However, since the s are of bounded range and the number of hidden units is fixed, the previous claim may be false. Hence, the difficulty of evaluating EA performance is increased by the fact that the best approximators are unknown.
Least square approximation of 1-D curves is, however, intuitive. Fig. 1 suggests that the approximations of (especially with a model of fixed size and structure) are nearly of the same complexity. Any optimization algorithm is, therefore, expected to behave similarly for each approximation problem. Problems are thus likely to constitute a reference "class" for further approximation problems of the same nature. The statistical analysis will confirm the intuition and yield unique optimal parameter settings for all problems.
B. Algorithms
The studied EA is a mutation/selection algorithm called MOSES [17] - [19] based on a two-component parameter
The two components are called the radius (mutation step size) and the mutation probability. The population consists of solutions (
). The algorithm works as follows. The population at generation is represented by the matrix , where denotes the th coordinate of the th solution , , . The population is initialized randomly. To construct the population at generation , a random number is drawn according to the binomial distribution . Then, the first rows of are transformed by adding random variable to a random coordinate of
The variable is uniformly distributed over the interval , where is the mutation radius and the new solution is conditioned to stay in the definition subset. The remaining rows (or individuals) are replaced by the best solution obtained at generation . This procedure is iterated until depletion of the computing resource (a fixed number of fitness evaluations).
This version of the algorithm is actually elitist. Among the individuals, only are likely to undergo a mutation. The last individual is a witness of the best solution found so far. For sake of clarity, the population size will be kept fixed (
). This can be motivated by the following arguments.
1) The mean number of mutations at each generation would be easier to interpret than the parameter and should have been considered instead of as a variable. Nevertheless, this variable equals . Fixing and varying is a convenient way of measuring its impact. 2) Parameters and strongly interact and the way they do so is clear. Keeping the population size fixed will make model choice easier, as and are more likely to be independent parameters. Furthermore, it has been checked that increasing by a factor of three has no significant effect on the performance (for the eight problems considered in this paper).
IV. MODELS
A. Basic Experimental Design
In order to identify models, the following experimental designs have been used. The EA was stopped after 2000 fitness evaluations for the first family of test problems, and after 5000 evaluations for the second one. The parameter was discretized as (i.e., ranged between 0.2-4.0). The second parameter was discretized as (i.e., ranged between 0.01-0.46) for the first family of problems, and for approximation problems. These experimental designs consist of 200 cells, arranged on a regular lattice. For the first set of problems, each cell has been given 10 repetitions and the full data set contains 2000 data. For approximation problems, each cell has been given five repetitions and the full data set contains 1000 data. Obtaining these data sets required a few minutes of computation (IBM workstation) for the classical test problems and two or three hours for approximation problems.
In all experiments, final fitness values have been taken as performance measures for the EA. 
B. Modeling Assumptions
In building statistical models such as (1) or (2), choosing the link function and the predictor are the critical steps. Such choices and the way the predictor can be fitted depend on which family of distributions is the most relevant to the data.
Statistical data analysis often relies upon the assumption that distributions are Gaussian [25] . In what follows, Gamma distributions are compared to Gaussian distributions and appear to be better suited. To validate the comparison, 1000 simulations were done with parameters for problems 1, 2, and 3, and for problem 4. A rapid investigation showed that these parameter settings were typical for running the EA. Although improvable, good results were obtained in short simulation time.
In contrast with Gaussian distributions, Gamma distributions are asymmetrical and have long tails. Except for problem , the mean and standard deviation of the data are nearly of the same magnitude (Table II) . The histograms (Fig. 2) show asymmetrical empirical distributions. Moreover, empirical distributions are actually "heavy-tailed": large deviations from mean values can be observed.
A graphical method has been used to compare the Gaussian and the Gamma hypotheses for all data sets. The method plots the quantiles of the performance sample against those of the reference distribution (Gaussian and Gamma), the fit being highest as the plots are aligned (Fig. 3) . Gamma distributions have been validated for problems (confirmed by the Kolmogorov-Smirnoff test).
For problem , two radii have been experimented. When , the histogram has a peaked aspect (Fig. 4) and the average performance is poor. Better performances have been obtained when . The empirical distribution is then consistent with the others. The first parameter setting ( ) is obviously suboptimal: the performance is strongly correlated to the initialization of the EA, as the population gets trapped in the minimum closest to the initial population. Nevertheless, the convex hull of the histogram seems consistent with the other problems and conditionally to each peak, the shape of the empirical distribution is similar to those obtained in the former experiments. For , the Gamma distribution seems more suited to the measures than the Gaussian distribution (Fig. 5) . Turn now to the choice of a predictor. Because and are likely to have independent effect on the performance, additive functionals are the natural assumption with and taken as 1-D polynomials (of unknown order) and To validate the independence hypothesis, graphical techniques have also been utilized. These techniques merely consist of plotting the average performance as a function of for fixed . In doing so, the experimental design described in Section IV-A has been used. The results are displayed in Fig. 6 . The ten performance curves do not intersect, giving evidence that interactions between and are weak. Similar plots have been obtained for all problems.
In summary, the Gamma distribution appears to be a relevant choice in modeling the performance measure for problems . The Gamma hypothesis has also been assessed for approximation problems leading to similar results (Fig. 7) . Denoting as the measure corresponding to , the model attempts a relationship between the mean performance of the EA and the predictor through a logarithmic link (see Section II-B1) ( 3)
The logarithmic link warrants that the mean is nonnegative (all test problems take nonnegative values). Moreover, estimation procedures have to work with small and large values at the same time. The logarithmic link ensures a better numerical behavior of these numerical procedures (see the Appendix).
As concern group level models, the new predictor can be given by (4) Recall that measures the influence of the problem label on the expected score and can be taken as a sum of independent 1-D polynomials.
V. RESULTS
In dealing with statistical models, a specific syntax is used. This syntax is shared by many statistical softwares and also by users of ANOVA [25] . The symbol corresponds to independent additive effects and the symbol corresponds to interactions. Moreover, is denoted by ( degrees of freedom), corresponds to , and corresponds to . For estimation and test procedures, the software S-Plus has been used [6] , [39] . This software gives the null and residual deviance, the fitted coefficients , and their -values (see the Appendix). Graphical outputs and confidence intervals are also displayed by S-Plus.
A. Classical Test Problems
In this section, problem-level models are investigated for the first family of problems. The steps leading to the estimation of optimal parameters are detailed for problem . A reduced experimental design is also described, which will be validated for all problems in the test suite.
1) Test Problem :
First, the order of the predictors and must be determined. The method starts with an overfitting model 
001). Consider now
The analysis-of-deviance table (Table III) gives the -value equal to 0.0228 and is again rejected. Model is, therefore, selected. It has a good accuracy: 87% of the null deviance can be explained.
Coefficient estimation is the next step. Estimations (value) are given in Table IV with their standard errors (Std. Error) and -values. The dispersion parameter for the Gamma family can be estimated by . All coefficients are significant (at level 0.001). Decreasing the order of model would, therefore, be irrelevant.
The predictors and are plotted in Fig. 8 with their confidence intervals. These plots allow computing numerical values for the optimal parameters. For problem , these values are Confidence intervals around the predictors are tight. This indicates that the number of data per cell may be reduced. To assess the value of this claim, estimation and testing procedures have been performed again, keeping a single data in each cell. Henceforth, the data set contains 200 data. In order to obtain reliable conclusions, the procedure has been restarted from five reduced subsets. In each case, the resulting model is compared to the overfitting model (Table V) . The resulting models actually differ from the model built with all data. However, Figs. 8 and 9 exhibit similar predictor curves and that optimal parameter settings are unchanged. . To identify all classes, all pairs must be inspected.
2) Problems
To fix ideas, consider the pair . According to Section V-A1 and Section V-A2, and seem to exhibit similar features, such as similar performance plots or optimal parameters. To decide whether these problems are indeed in the same class, new models must be identified using a paired data set (4000 data). For doing so, a two-level factor can be introduced. At the end of the selection procedure, and are of respective order ten and four. Table VII displays the residual deviances for four different models. The three first models include at least one interaction between and . The last model (model 4) contains no interaction. Model 1 is the complete model. The -statistic (model 2 versus model 1) equals 46.73. However, the probability that a -statistic with ten degrees of freedom exceeds 46.73 is equal to 1.06e-006. Interactions between and are, thus, significant (at level 0.001). For the other models (models 3, 4), the values of the test statistics are even worse and the null hypothesis is again rejected. The "class" hypothesis can therefore be rejected.
The same steps have been carried out for all pairs . Each time, two nested models have been considered ( ). Model writes (3984 degrees of freedom). Model is defined as (3970 degrees of freedom). Table VIII allows building the test for interactions. The smallest difference of deviance is equal to 57 and corresponds to the pair , which has been already rejected as a class.
B. Approximation Problems
The last section failed in identifying reference classes among problems due to significant differences in EA's behavior for these four problems. With regard to approximation problems, the situation is intuitively different since EAs are expected to behave similarly. This section will demonstrate that can be indeed identified as a reference class. Also, individual models will not be described in this Section. This step is useless as far as global models can be directly introduced.
First, problems and will be considered simultaneously. Then, problems , , and will be grouped. For these problems, the effect of the problem level will be significant, but no interaction between and the parameters will be detected. Finally, the significance of as a class will be discussed and the membership of new problems will be tested for. 
1) Problems
and : This paragraph studies the set as a possible class. To do so, a two-level factor can be introduced. The process starts from which includes all interactions between and the parameters. When interactions are removed, the nested model writes ). As a consequence, the algorithm behaves identically for both problems.
2) Problems : In this paragraph, the set is studied. The size of the corresponding data set is equal to 3000. A two-level factor can be used again. Problems and are regrouped at the first level and the second level corresponds to . The selected model is . Its residual deviance is equal to 775.6885 (2990 degrees of freedom). Table X shows that the test for interactions is nonsignificant. This indicates that problem belongs to the class . Nevertheless, the factor has a significant effect on the performance measure.
3) Group Model for : The full set is now studied. Here, a three-level factor can be introduced. Table XI shows that interactions between and are nonsignificant. When interactions between and are removed, small -values are reported (Table XII) . The null hypothesis is nevertheless acceptable ( ). A set of problems for which the algorithm behaves similarly has been thus identified. To reach this conclusion, a low significance level (0.001) must be used. (To compare, the significance level below which and can be regrouped is 1.0e-006.) For the reference class , the model writes . The residual deviance is equal to 1099.394 with 3990 degrees of freedom and model accuracy equals . 4) Smaller Designs: As in Section V-A1, smaller experimental design can be created in order to investigate the robustness of the class . With a single datum per cell, models built from distinct data sets can differ significantly. On the other hand, when two data are used, conclusions become robust. Tables XIII and XIV display test and estimation results for model (data set of size ). The predictor plots are displayed in Fig. 15 , which shows that parameter is between 0.1 and 0.4 and that parameter is between 1.3 and 2.2. Confidence intervals around these values are actually tighter than those obtained from separate models.
5) Test for Membership:
The test has been applied to each problem . After the experiment using a reduced experimental design, 400 new data can be added to the previous data set ( data in all). A factor (class) with two levels can then be introduced. The first level is associated to the class . The second level is associated to the new data. A fourth level is added to the factor . A problem belongs to the class if all interactions between and are nonsignificant. To build the test, models and can be used. 
VI. DISCUSSION
The method introduced in this paper has two merits. First, it provides useful knowledge about EA's behavior. Second, it allows reducing the computational efforts needed to study further problems, reusing and validating the knowledge obtained for a set of problems in a statistical way. In what follows, each of these two points is discussed in turn.
The two families of problems discussed in this paper emphasize two different lines of EA's behavior. In the first test set, all problems are built upon the same structure: a quadratic shape with perturbations. In problem , the local minima are regularly distributed, and the attraction basins are approximately of the same volume. The experimental analysis shows that the best performances are obtained with very small mutation probabilities (around 0.01). On the other hand, local minima are not regularly located in the search space of approximation problems. In this case, the optimal mutation probabilities are not so small (about 0.2-0.3). As often happens with static parameters, a user is faced with a tradeoff between speed and accuracy. Large mutation steps allow rapid scanning of the search space, but may lead to inaccurate solutions. On the other hand, small steps can lead to accurate solutions, but the computational cost may be prohibitive. This view corresponds to a single individual who improves through large steps to avoid local minima and small steps to gain in accuracy. For MOSES, this situation corresponds to small mutation probabilities, so that the EA resembles the ( ) evolution strategy [3] if otherwise for all . Reaching the best performances with very small mutation probabilities indicates that using a population-based search may be useless. On the other hand, increasing the value of is actually an efficient way for MOSES to exit from local minima. In such a case, many individuals must be involved in the dynamics, as the number of offspring by mutation can be greater than one. Large optimal mutation probabilities indicate that MOSES may optimally escape from minima through a series of individual mutations and not through a single optimal jump. Reducing the computational effort needed when parameter settings are experimented by hand is the second merit of the method. In general, correct assessment of EA performance can be achieved with reduced experimental designs, which are worth being investigated systematically. Compared to trial and error, the method is more reliable, as the uncertainty on optimal parameters can be assessed precisely by using confidence intervals associated to predictors.
In practical situations, all computational effort is, however, put into finding a single solution. In this paper, efficient parameter settings have been determined by using short runs. Extrapolating the optimal parameter settings to longer runs is generally difficult. Nevertheless, a useful set of rules can be drawn from this work.
1) The fact that MOSES may explore local minima on a single space scale and misses interesting parts of the landscape requiring smaller or larger scales is a danger related to short simulation times. This phenomenon may happen when mutation probabilities are too small. (Indeed, small mutation probabilities indicate that the search space is explored repeatedly from the current best solution.) Keeping small mutation probabilities seems a worth strategy for unimodal problems or when local minima are regularly distributed. In general, it may be beneficial to overestimate the mutation probability so that different scales can also be explored. 2) As a classical paradigm for static EAs, optimal step sizes obtained in short simulation times are obviously suboptimal in longer runs: The optimal radius necessarily shifts toward zero in longer runs. Nevertheless, this study indicates that the performance curve has a typical shape. There is a sharp increase for small values and the curve is rather flat elsewhere. This outlines the danger in underestimating the optimal radius. On the other hand, performances remain stable above the optimal value (to a large extent). Consequently, the greatest care should be taken in decreasing the radius: keeping optimal values obtained in short runs seems a reasonable strategy. To validate the previous claims, MOSES has been run on approximation problems with two different parameter settings. The first configuration is In this case, the number of fitness evaluations has been taken equal to 80 000. The second configuration is and the number of evaluations has been fixed to 50 000. In all cases, simulations show that the best performance is given by the second setting which corresponds to optimal values obtained in short runs (Fig. 16) . With a suboptimal configuration, the approximation is coarser although the number of evaluations is higher. In this example, extrapolating estimated values to longer runs seems correct.
VII. CONCLUSION
In this paper, a statistical methodology has been introduced to help a user of EAs to choose efficient parameter settings. Statistical tools allow managing the simulation data recorded during the phase of readjustment. This work shows how to manage a reduced number of simulations for each parameter setting. In addition, the accuracy of estimations can be improved thanks to the identification of problem classes.
The statistical model used in this work is a black box model, which does not take into account any geometrical properties of the minimization problem. In the real world, analytical properties are usually unavailable and black box models must be considered. This work is nevertheless contextual: neither immediate rules of thumb nor useful tricks nor directly replicable conclusions can be given. However, the method seems to be dedicated to specific application contexts where problem type does not vary too much (from a problem to the others). In our opinion, approximation or classification tasks reflect this context accurately.
APPENDIX GENERALIZED LINEAR MODELS
This section is devoted to mathematical definitions. Three hypotheses characterize generalized linear models (GLMs): 1) the distribution of the variable to explain; 2) the linear predictor; and 3) the function that links the predictor to the mean of the variable (link function).
Denote by the -dimensional vector of observations. It corresponds to samples of a variable . The components ( ) of are assumed to be independent and distributed according to a distribution taken from the exponential family [27] . More precisely, the probability density function of is where is a canonical parameter and a dispersion parameter. Functions and are specific to each distribution. The exponential family includes numerous classical laws: Binomial, Poisson, Gaussian, Gamma, etc. In particular, the Gamma distribution is defined as . Its expectation is equal to and its variance equals . The parameters , , and , are given by
Like in linear models, a linear predictor can be defined from the explanatory variables as where is a -dimensional vector of unknown parameters and a matrix, fixed by the experimental design. The relationship between and is described through the link function Coefficients can be estimated thanks to the maximum likelihood method. The implementation of this method is described hereafter. According to the independence of coordinates, the log likelihood is given by
The function can be differentiated with respect to each . Denote For all , , the partial derivatives with respect to are equal to Thus, by introducing the diagonal matrix the maximum likelihood equations write as (5) where
The iterative procedure used to solve these equations is the Fisher's scores procedure. It proceeds with the following steps ( )
The deviance is defined as where is the value of the loglikelihood obtained by plugging the estimated parameter in . The residual deviance is defined as
The deviance is asymptotically distributed according to the distribution with degrees of freedom and the parameter can be estimated by with . Such a property allows for building a test for comparing the fit of two models. To test model against model with , denote by , and , the residual deviances and degrees of freedom associated with and . Under smooth assumptions, the test at level is defined by the critical region with and is the -quantile of a distribution with degrees of freedom. Model is rejected if . For more details on the estimation procedures for GLMs, the reader is referred to [27] .
