ABSTRACT. We present a closed formula and a simple algorithmic procedure to compute the projective dimension of square-free monomial ideals associated to string or cycle hypergraphs. As an application, among these ideals we characterize all the Cohen-Macaulay ones.
INTRODUCTION
Let R = k[A] be a polynomial ring over a field k with indeterminate set A. In the present paper, we are interested in computing the projective dimension pd(R/I) of a monomial ideal I. Since it is well-known that a polarization P (I) has the same Betti numbers as I, we can restrict our attention to square-free monomial ideals I. To determine pd(R/I), we study the hypergraph associated to I via a construction introduced by Kimura et. al [9] . The construction is defined as follows: each minimal generator of I corresponds to a vertex of the hypergraph, whereas the faces are defined by the relationships between the minimal generators of I (see Definition 2.1). The hypergraph H obtained in this way is the dual hypergraph (cf. [1] ) of the hypergraph whose edge ideal is I.
This association of hypergraphs has been employed to prove the equality of arithmetical rank and projective dimension of classes of square-free monomial ideals [9] , [10] , [8] , study the normality of toric rings of square-free monomial ideals [5] , combinatorially classify almost complete intersection square-free monomial ideals, Cohen-Macaulay square-free monomial ideals of deviation at most two, and square-free monomial for which pd(R/I) ≥ µ(I) − 1 [9] , [10] , [11] , compute the regularity of square-free monomial ideals [12] , and classify the square-free monomial ideals generated in degree two or having deviation at most two that are licci [11] .
Another reason for adopting this construction is the following: it is well-know that the minimal free resolution of the ideal I is built from the syzygy relations of the minimal generators of I, see, for instance, [4] . The hypergraph associated to I provides a clear pictorial view of the relations between the minimal generators of I, hence it seems well-suited to compute projective dimensions. Moreover, since two ideals associated to the same hypergraph have the same projective dimension (Corollary 2.4), one can study the different classes of hypergraphs to understand the projective dimension of square-free monomial ideals.
In the present paper, we focus on determining the projective dimension of ideals I whose associated hypergraph H is a string or a cycle (see Definitions 2.13 and 4.1).
In Section 2 we prove several lemmas determining a procedure to compute recursively the projective dimension of any ideal associated to a string hypergraph (see Remark 2.16).
We devote Section 3 to prove our first main result, Theorem 3.4, providing the following closed formula for the projective dimension pd(H) of any monomial ideal associated to a string H:
pd(H) = µ(H) − b(H) + M (H).
Here, µ(H) is the number of vertices of H, b(H) depends on the number and distribution of open vertices in H, and M (H) is an invariant dubbed the modularity of H -see Sections 2 and 3, and Definition 3.1. All these numbers can be easily computed. Hence, the above formula provides a fast way to compute projective dimensions via simple combinatorial counting (see, for instance, Examples 3.5, 3.7, and Corollary 3.8).
In Section 4 we turn our attention to the projective dimension of ideals associated to cycles. Remarkably, the formula we obtain in this case is the same formula found for strings (Theorem 4.3) although the proof of this second main result is more involved. We then classify all Cohen-Macaulay ideals associated to string or cycle hypergraphs (Theorem 4.18). Note that our main results are not covered by previous work of Dao-Schweig [2] (see Examples 3.5 and 4.15) or Kimura-TeraiYoshida [9] , [10] , which highlight different focuses or approaches.
In Section 5 we write the algorithmic procedures to compute the projective dimension of ideals associated to strings and cycles and provide several examples. The reason for writing these algorithmic processes is that the computation of the modularity of H is time-consuming, whereas Algorithms 5.1 and 5.6 are much faster procedures.
As a final remark, the main results of this paper yield that pd(R/I) is independent of the characteristic of the base field k for all square-free monomial ideals I associated to strings or cycles.
We would like to thank K. Kimura for relevant suggestions that lead to improvements of the paper, H. T. Hà for helpful observations, and J. McCullough for discussions regarding early material of this manuscript.
FIRST RESULTS
The notion of hypergraph employed in this paper was introduced by Kimura, Terai and Yoshida [9] . Let [µ] denote the subset {1, . . . , µ} of N.
be a square-free monomial ideal, where A is an alphabet set. Following [9] , we associate to I a (unique) separated hypergraph in the following way. Let {m 1 , . . . , m µ } be a minimal monomial generating set of I, set V = [µ], one defines the hypergraph H(I) as follows: F is a face of H(I) if and only if there is an a ∈ A such that for all j ∈ V , m j is divisible by a if and only if j ∈ F . The hypergraph H(I) is separated because of the minimality of the generating set m 1 , . . . , m µ . It is worth noting that H(I) is the dual hypergaph (see [1] ) of the hypergraph whose edge ideal is I.
Conversely, to any separated hypergraph H one can associate a square-free monomial ideal which, by separability of H, is minimally generated by the vertices of the hypergraph. The ideal obtained in this way is far from being unique. For instance, the two ideals I = (ab, bc) and J = (abcde, def ) correspond to the same separated hypergraph H on the vertex set V = {1, 2} whose faces are {1}, {2}, {1, 2}.
In [12] , labelled hypergraphs were introduced to make the correspondence between square-free monomial ideals and labelled separated hypergraphs become one to one. The authors investigated the regularity of square-free monomial ideals, for which the labelling is, in fact, essential. In this paper, however, we are interested in the projective dimension of square-free monomial ideals, and Corollary 2.4 shows that, for this purpose, the labelling is not needed. In fact, more generally, we show that all the total Betti numbers are independent of the labelling. Recall that β l (R/J) = dim k Tor R l (R/J, k) denote the l-th total Betti number of R/J. Proposition 2.2. If I 1 and I 2 are square-free monomial ideals associated to the same separated hypergraph H, then β l (I 1 ) = β l (I 2 ) for every l.
Proof. After possibly enlarging the polynomial ring, we may assume I 1 and I 2 lie in the same polynomial ring R. It suffices to show β l (R/I 1 ) = β l (R/I 2 ) for every l. 
Claim. If
We prove the claim. For each face F i of the hypergraph associated to I, there exists a maximal monomial g i such that g i |m j if and only if j ∈ F i . For every i, let a i be a variable dividing g i . The natural inclusion S = k[{g i }] ⊆ R makes R a free module over S, because the g i are square-free and for every variable b of R, either b does not divide any of the g i or b appears in the monomial support of exactly one of the g i . We then have β l (S/I) = β l (R/I) for every l.
Next, since the g i form a regular sequence of dim R ′ elements, the homomorphism of k-algebras
, we then have β l (S/I) = β l (R ′ /I ′ ) for every l. Combining these equalities with the above, we obtain β l (R/I) = β l (S/I) = β l (R ′ /I ′ ). Moreover, since R ′ ⊆ R is faithfully flat, we obtain β l (R ′ /I ′ ) = β l (R/I ′ ) for every l, which yields β l (R/I) = β l (R/I ′ ). Finally, by construction, for each face F i , there exists a unique variable a i such that a i |m ′ j if and only if j ∈ F i . This concludes the proof of the claim. Now, by the Claim, we can assume I 1 = (m 1 , · · · , m µ ) ⊆ R and I 2 = (n 1 , · · · , n µ ) ⊆ R have the following property: for each face F i of H, there exist unique variables a i and b i of R such that a i |m j if and only if j ∈ F i and b i |n j if and only if j ∈ F i . Let R 1 = k{[a i }] and R 2 = k[{b i }], and note that for every j = 1, 2, we have I j ⊆ R j , β l (R/I j ) = β l (R j /I j ) for every l, and every variable of R j divides at least one minimal generator of I j . It then suffices to show β l (R 1 /I 1 ) = β l (R 2 /I 2 ). This holds because the homomorphism of k-algebras Φ : R 1 → R 2 defined by Φ(a i ) = b i for every i is actually an isomorphism and, by definition of Φ, one has Φ(I 1 )R 2 = I 2 .
Remark 2.3. The Claim in the proof of Proposition 2.2 could be rephrased using the terminology of [8] . Indeed, it proves the existence of a minimal generic set G (see [8, Definition 5.1] ) with respect to the property B of having fixed total Betti numbers {β i } i∈N , and satisfying the additional property that the ideals of G are generated in minimal degrees. We now set a few pieces of notation that will be employed throughout this paper. Since nonseparated hypergraphs correspond to non-minimal generating sets of square-free monomial ideals, we may harmlessly assume all hypergraphs are separated, and then by 'hypergraph' we always mean 'separated hypergraph'. The statement follows if we show that the mapping cone of the following short exact sequence of modules (with multigraded degree 0 maps) gives a minimal free resolution of R/I(H)
To see this, let F • and G • be minimal graded free resolutions of R/J 1 and R/I 1 , respectively. Let 1) ] has bi-grading ( * , 1), whereas all twists in F • have bi-grading ( * , 0). Hence, for every i, every non-zero entry of a matrix corresponding to the map
Hence, α is minimal, and then the mapping cone gives a minimal free resolution of R/I(H).
We recall that a hypergraph H is saturated if {i} ∈ H for all i = 1, . . . , µ, that is, if all the vertices of H are closed. The next result is well-known, see, for instance, [3] . 
By construction, the ideal I = (m 1 , . . . , m µ ) is associated to the hypergraph H, and I ′ = (m ′ 1 , . . . , m ′ µ ) is associated to H ′ , hence, by Corollary 2.4 we have pd(H ′ ) = pd(R ′ /I ′ ) = pd(R/I ′ ) and pd(H) = pd(R/I).
, where the second equality follows because M ′ is the unique homogeneous maximal ideal of R ′ .
We record the following special case of Lemma 2.8 for future use.
Corollary 2.9. Let H be any hypergraph and assume {i} / ∈ H for some i. If one sets H = H ∪ {i},
To prove the next statement, we need to recall Taylor's resolution. The Taylor's resolution T. of a square-free monomial ideal I minimally generated by monomials m 1 , . . . , m µ is defined as follows. T 1 is a free R-module of rank µ with basis e 1 , . . . , e µ , for all i we set T i = i T 1 . Hence, the set
gives a (possibly non-minimal) graded free resolution of R/I. We thank K. Kimura for suggesting us the following statement.
Proof. If G ∈ H ′ , then H ′ = H and the statement is trivial. We may then assume G / ∈ H ′ , which, by assumption, implies r ≥ 2.
, where for each l we define
is associated to H. Then, by Corollary 2.4, we have pd(H) = pd(R/I) and pd(H ′ ) = pd(R ′ /I ′ ). Set p = pd(H), by Lemma 2.8, we only need to show p ≤ pd(H ′ ). Let M ′ be the unique homogeneous maximal ideal of R ′ and let M = M ′ R + bR be the homogeneous maximal ideal of R and let T. and T. ′ be the Taylor's complexes of I and I ′ respectively.
By definition of p, there exists a subset
Hence, we may assume
where the j k / ∈ G, then, for any k, we have
and does not divide any other minimal generator
The next lemma allows us to control the projective dimension when we remove from H a closed vertex whose neighbors are closed. We thank K. Kimura for suggesting us the following proof (which allowed us to remove an addition assumption on H in our original statement).
Lemma 2.11. Let H be a hypergraph. If {1} ∈ H and all its neighbors are closed vertices, then
Proof. By Lemma 2.6 we have pd(H) = max{pd(H 1 ), pd(Q 1 ) + 1}, hence it suffices to show that pd(Q 1 ) = pd(H 1 ). Since Q 1 ⊆ H 1 and all the neighbors of 1 are closed, then the vertices of the faces of H 1 that are not in Q 1 are all closed. Thus, by iterated use of Proposition 2.10, one has pd(Q 1 ) = pd(H 1 ).
The next example, shown in Figure 1 , illustrates the use of Lemma 2.11. Example 2.12. Let H = {{1}, {1, 2}, {2}, {2, 3}, {3, 4}, {4, 5}, {5}, {5, 6}, {6, 7}, {7}} and H 1 = {{2}, {2, 3}, {3, 4}, {4, 5}, {5}, {5, 6}, {6, 7}, {7}}, then pd(H) = pd(H 1 ) + 1.
H :
We now introduce the first class of hypergraphs studied in this paper. From the definition of separated hypergraph it follows that the endpoints of a string hypergraph are closed vertices, i.e. {1} ∈ H and {µ} ∈ H. A hypergraph H is called a string of opens if H is a string hypergraph with at least three vertices such that the only closed vertices of H are its endpoints. For instance, the two hypergraphs H ′ = {{1}, {1, 2}, {2, 3}, {3}}, and H ′′ = {{1}, {1, 2}, {2, 3}, {3, 4}, {4, 5}, {5, 6}, {6, 7}, {7}} are strings of opens, whereas the hypergraphs H and H ′ of Example 2.12 are string hypergraphs that are not string of opens (because they contain four and three closed vertices, respectively). Note that there is a bijective correspondence between strings of opens and string edge ideals.
For the reader's convenience, the vertex 1 of a string will always denote one of the endpoints of H. Similarly, if µ ≥ 2, then the vertex 2 of H is the only neighbor of 1, if µ ≥ 3, then the vertex 3 is the other neighbor of 2, etc. If H is a string with µ ≥ 2 vertices, then, following Notation 2.5, H 1 is the string obtained by "removing" the endpoint 1 from H; the vertex 2 is then an endpoint of H 1 . Lemma 2.14. Let H be any string hypergraph. Then, one has the inequalities
Proof. (i) If {2} ∈ H, then, by Lemma 2.11, we have pd(H) = pd(H 1 ) + 1 and the statement follows trivially. We may then assume {2} / ∈ H. Now, the inequality pd(H Assertion (ii) follows by applying assertion (i) twice:
We now prove that, if the neighbor of an endpoint is open, "removing" the last 3 vertices from that end of the string makes the projective dimension drop exactly by 2 units.
Proposition 2.15. Let H be a string with
Proof. Recall that the vertex 2 is the neighbor of the endpoint 1 of H, and 3 is the other neighbor of 2. By Lemma 2.6 we have pd(H) = max{pd(
it is easily seen that Q 1 = H 3 ∪ {v} is the disjoint union of H 3 and a vertex v, hence pd(Q 1 ) = pd(H 3 ) + 1. Then we have
where the last equality follows because pd(H 1 ) ≤ pd(H 3 ) + 2 by Lemma 2.14.
(ii).
Combining together Lemma 2.11 and Proposition 2.15 we obtain a recursive way of computing projective dimensions, see also Algorithm 5.1. 
3. PROJECTIVE DIMENSION OF STRINGS Lemma 2.11 and Proposition 2.15 provide a simple recursive procedure to compute the projective dimension of any square-free monomial ideal associated to any string hypergraph H. However, it is desirable to have a closed formula for pd(H) in terms of few combinatorial data of H. This is achieved in the main result of this section, Theorem 3.4. In fact, we show that the projective dimension of I(H) is uniquely determined by (1) the total number of vertices in the string, (2) an invariant b(H) depending on the strings of open vertices of H (see discussion after Remark 3.2), and (3) a combinatorial invariant of the hypergraph, the modularity of H, which we now introduce.
To define the modularity, we first need to isolate a special class of strings. Let H be a string hypergraph containing exactly s ≥ 2 strings of opens. We number the strings of opens from one endpoint to the other one and we let n i be the number of open vertices in the i-th string of opens. We say H is a 2-special configuration if
• H does not contain two adjacent closed vertices, and • n 1 ≡ n s ≡ 1 mod (3), and n i ≡ 2 mod (3) for every 1 < i < s.
In Figure 3 we provide a few examples of 2-special configurations. The hypergraph H has n 1 = n 2 = 1; the hypergraph H ′ has n 1 = 4, n 2 = 5, n 3 = 1; the hypergraph H ′′ has n 1 = 1, n 2 = 5, n 3 = 2 and n 4 = 1.
H :
H ′′ : 
has modularity M (H) = 2 because the two 2-special configurations {{1}, {1, 2}, {2, 3}, {3}, {3, 4}, {4, 5}, {5}} and {{5}, {5, 6}, {6, 7}, {7}, {7, 8}, {8, 9}} only share the closed vertex 5. On the other hand, the string H ′ = {{1}, {1, 2}, {2, 3}, {3}, {3, 4}, {4, 5}, {5}, {5, 6}, {6, 7}, {7}} has modularity M (H ′ ) = 1. Indeed, H ′ does not contain two disjoint 2-special configurations, because {{1}, {1, 2}, {2, 3}, {3}, {3, 4}, {4, 5}, {5}} and {{3}, {3, 4}, {4, 5}, {5}, {5, 6}, {6, 7}, {7}} are the only 2-special configurations contained in H ′ , and they share the open vertex 4.
The following remark follows immediately from the definition. Let H be a string hypergraph. We set:
The above invariants can be easily computed, as the following example illustrates.
Example 3.3 is shown in Figure 4 .
We are now ready to state the main result of this section.
Theorem 3.4. If H is a string hypergraph, then pd(H) = µ(H) − b(H) + M (H).
As an example, if H is the hypergraph of Example 3.3, then pd(H) = 11 − 4 + 1 = 8. The proof of Theorem 3.4 is postponed to the end of this section. Here, we wish to make a few observations. The first one is that the class of ideals of Theorem 3.4 is not covered by previous results of SchweigDao. Indeed, the next simple example shows that there are string hypergraphs whose corresponding clutters are not edgewise dominant (cf. [2] ) and for which the formula pd(C) = V (C) − i(C) provided in [2] does not hold. The second observation is that Theorem 3.4 also allows one to compute the projective dimension of I(H) when H is the disjoint union of a finite number of string hypergraphs.
H :
C :
The next remark is that, in general, permuting the strings of opens of H has an impact on pd(H). In fact, the particular order of the strings of opens does not affect b(H), but it may modify the modularity, which, in turn, impacts the projective dimension of I(H). For instance, set H ′ = {{1}, {1, 2}, {2, 3}, {3}, {3, 4}, {4, 5}, {5, 6}, {6, 7}, {7}, {7, 8}, {8, 9}, {9}} and H ′′ = {{1}, {1, 2}, {2, 3}, {3}, {3, 4}, {4, 5}, {5}, {5, 6}, {6, 7}, {7, 8}, {8, 9}, {9}}, and note that H ′′ can be obtained by permuting the strings of opens of H ′ . The hypergraphs H ′ and H ′′ are shown in Figure. 6. Note that pd(H ′ ) = 6, whereas pd(H ′′ ) = 7; this difference depends on the fact that, by Remark 3.2, H ′ has modularity 0, whereas M (H ′′ ) = 1.
H ′′ :
In contrast to the above examples, the next result shows that, in some cases, permutations of the strings of opens can be performed without modifying the projective dimension. We provide an example illustrating Corollary 3.6. H :
We now apply Theorem 3.4 to explicitly compute the projective dimension of two simple classes of examples. Note the impact of the modularity in the second class of examples. We conclude this section with the proof of Theorem 3.4. We first need a couple of lemmas to compare the combinatorial invariants of H and H 3 . A 1-1 configuration is a 2-special configuration consisting of s = 2 strings of opens and for which n 1 = 1. From the definition it follows that the second string of opens of a 1-1 configuration has a number n 2 of open vertices that satisfies n 2 ≡ 1 modulo 3. An example is given by the hypergraph H in Figure 3 . 
from which the statement follows. If n 1 ≤ 3, the statement follows from Table 1 below.
We are now ready to prove Theorem 3.4.
Proof of Theorem 3.4 Recall that b(H)
. Let Exp(H) = µ(H) − b(H) + M (H) be the expected formula for the projective dimension of H. We prove the equality pd(H) = Exp(H) by induction on the number of vertices µ = µ(H). If µ ≤ 2, then H is saturated, hence the statement follows by Proposition 2.7. We may then assume µ ≥ 3 and the statement is proved for any hypergraph having at most µ − 1 vertices. If the vertex 2, which is the neighbor of the endpoint 1, is closed, then Exp(H) = Exp(H 1 ) + 1 and, by Lemma
or n 1 = 1 and n 2 ≡ 1 mod 3,
or n 1 = 1 and {3} ∈ H and {4} ∈ H if n 1 = 1, n 2 ≡ 1 mod 3 and n 2 > 1 s(H) − 1 
This follows by Lemmas 3.9 and 3.10.
PROJECTIVE DIMENSION OF CYCLES
In this section we prove an analogous formula for the projective dimension of cycles. A cycle is obtained by identifying the two endpoints of a string. When the number of vertices is not relevant, we omit it and just say that H is a cycle. Examples of cycles are H ′ = {{1, 2}, {2, 3}, {3, 4}, {4, 1}}, and H ′′ = {{1}, {1, 2}, {2, 3}, {3}, {3, 4}, {4, 1}}. In contrast with the string case, a cycle may have only open vertices, for instance H ′ above, or exactly one closed vertex. We will then need to isolate these two situations when defining a 'string of opens' inside a cycle. Write µ = µ(H).
• If H contains at least two closed vertices, we set s = s(H) to be the number of strings of opens in H and n 1 (H), . . . , n s (H) to be the number of opens in each string of open;
• if H contains at most one closed vertex, we set s = s(H) = 1 and n 1 (H) = µ − 1;
, in analogy with the string case.
Finally, the definition of a 2-special configuration S in H is the same as the definition of a 2-special configuration in a string, with the exception that one allows the two extremal vertices of S to coincide (if this happens then the entire cycle is itself a 2-special configuration, the smallest example of which is H = {{1}, {1, 2}, {2, 3}, {3}, {3, 4}, {4, 1}}). Two 2-special configurations in a cycle H are disjoint if they do not share any open vertex. The modularity M (H) of a cycle H is the maximal number of pairwise disjoint 2-special configurations in H. Figure 8 shows the hypergraph H.
We now state the main result of this section, providing a closed formula for the projective dimension of any cycle. Remarkably, it is the same formula found for strings (see Theorem 3.4).
Theorem 4.3. If H is a cycle hypergraph, then pd(H) = µ(H) − b(H) + M (H).
For instance, the cycle H of Example 4.2 has pd(H) = 16 − 6 + 2 = 12. For a cycle H we denote the expected formula for the projective dimension by
Hence, to prove Theorem 4.3, we need to show that pd(H) = Exp(H) for every cycle.
In [7] it was proved that, if a cycle H only contains open vertices, then pd(
, we obtain the following.
Proposition 4.4. If H is a cycle having only open vertices, then pd(H) = Exp(H).
Next, we prove the formula for small cycles.
Lemma 4.5. If H is a µ-cycle hypergraph with µ ≤ 4, then pd(H) = Exp(H).
Proof. If H is saturated, then Exp(H) = µ and, by Proposition 2.7, also pd(H) = µ.
We may then assume H is not saturated. Let H 0 be the µ-cycle hypergraph whose vertices are all open, and let H be the µ-cycle hypergraph whose vertices are all closed. By Proposition 4.4 we have pd(H 0 ) = µ − 1, and by iterated use of Corollary 2.9 we haves pd(H 0 ) ≤ pd(H). Finally, Proposition 2.7 gives pd(H) < µ = pd(H), yielding
Then we have pd(H) = µ − 1, and it is easily checked that also Exp(H) = µ − 1.
By Proposition 4.4 and Lemma 4.5 we only need to prove Theorem 4.3 for cycles containing at least 5 vertices, at least one of which is closed.
Next, we prove the formula when H contains at least two adjacent closed vertices.
Lemma 4.6. Let H be a cycle. If H contains two adjacent closed vertices, then pd(H) = Exp(H).
Proof. Let i and i + 1 be two adjacent closed vertices of H, and let E i = {i, i + 1} be the face of H containing both of them. Then H ′ = H \ E i is a string, and clearly µ(H ′ ) = µ(H). Moreover, since we removed from H an edge connecting two closed vertices, we have b(H) = b(H ′ ) and M (H) = M (H ′ ). These equalities, together with Theorem 3.4, give
Finally, by Proposition 2.10, we have pd(H) = pd(H ′ ), which concludes the proof.
The following result essentially reduces the remaining portion of the problem to the string case. For any collection of vertices V ′ = {v 1 , . . . , v r } of the hypergraph H, let H V ′ be the hypergraph whose faces are obtained from the faces of H as follows: for any face F of H, if F does not contain any vertex of V ′ , then F is also a face of H V ′ ; if F contains the vertices v j 1 , . . . , v js of V ′ , then the face Figure 9 .
The hypergraphs of Example 4.8 are shown in
In contrast, the following Lemma -that will be used in the proof of Proposition 4.10 -shows that if a closed vertex delimits a string of precisely 3 opens, then pd(H) = pd(S 5 ) + 3. In the former case, the cycle H is isomorphic to H = {{1}, {1, 2}, {2, 3}, {3, 4}, {4, 5}, {5}, {5, 6}, {6, 1}}, whereas, in the former case, H is isomorphic to H = {{1}, {1, 2}, {2, 3}, {3, 4}, {4, 5}, {5, 6}, {6, 1}}. In either case, Lemma 4.7 gives pd(H) = 4, and the statement follows because, by Lemma 4.5, one has pd(H ′ ) = 2. The case where µ(H ′ ) = 4 can be proved similarly.
We may then assume µ( Hence, it suffices to show that, in this setting, pd(H) = pd(S 5 ) + 3. This was proved in Lemma 4.9.
Proposition 4.10 allows us to reduce the size of the cycle hypergraph to compute its projective dimension. We illustrate this in Example 4.11, which is shown in Figure 10 . The following remark follows immediately from the fact that every special configuration begins and ends with a string of opens having a number of open vertices that is congruent to 1 modulo 3. Proof. Since the proofs in the two cases are similar, we only prove the statement for a cycle H. Let t = ⌊ We can now finish the proof of Theorem 4.3.
Proof of Theorem 4.3. It suffices to show pd(H) = Exp(H). By Lemma 4.6 we may assume H does not contain two adjacent closed vertices. Also, by Proposition 4.10 and Remark 4.12, we may assume every string of open in H contains at most two open vertices, and, by Proposition 4.4, we may assume there is at least one closed vertex in H. In this setting, if H contains only one closed vertex, then H has at most (hence, exactly) 3 vertices, and the statement follows by Lemma 4.5. We may then assume there are at least two adjacent strings of opens, say S 1 and S 2 having n 1 ≥ 1 and n 2 ≥ 1 open vertices, respectively. Note that 2 ≤ n 1 + n 2 ≤ 4, and we can choose the strings of opens so that n 1 + n 2 is maximal. Let v 1 be the closed vertex separating S 1 and S 2 , by Lemma 4.7 we have pd(H) = max{pd(S 1 ), pd(S 5 ) + 3}.
If n 1 = n 2 = 2, we have µ(S 1 ) = µ(H) − 1, s(S 1 ) = s(H) and, by Lemma 4.14, M (S 1 ) = M (H) + 1, giving pd(S 1 ) = µ(H) − s(H) + M (H) = Exp(H). Analogously, we have µ(S 5 ) = µ(H)−5, s(S 5 ) = s(H)−2 and M (S 5 ) = M (H), showing that pd(S 5 )+3 = Exp(H) = pd(S 1 ), which implies pd(H) = Exp(H).
We may then assume n 1 = 1 and n 2 ≤ 2. Note that if n 2 = 2 and H has exactly two strings of open, then H is a pentagon with exactly two closed vertices, which are non adjacent. Lemma 4. Similarly to the string case, there is a number of cycles whose corresponding clutter is not edgewise dominant (see [2] ), hence Theorem 4.3 is not covered by the main result of [2] . See the following simple example. 
H :
We now provide an example showing the easiness of applying the formula proved in Theorem 4.3 even to hypergraphs with a fairly high number of generators. We illustrate Remark 5.9. Let H be as in Example 5.7, then by Proposition 4.10 we have pd(H) = pd(H ′ ) + 2, where H ′ is isomorphic to H ′′ = {{1}, {1, 2}, {2, 3}, {3}, {3, 1}}. By Lemma 4.5 we have pd(H ′′ ) = 2, proving that pd(H) = 2 + 2 = 4. We can now revisit Example 5.8 avoiding the computation of the projective dimension of the two strings S 1 and S 5 . 
