We investigate, by numerically calculating the charge stiffness, the effects of random diagonal disorder and electron-electron interaction on the nature of the ground state in the 2D Hubbard model through the finite size exact diagonalization technique. By comparing with the corresponding 1D Hubbard model results and by using heuristic arguments we conclude that it is unlikely that there is a 2D metal-insulator quantum phase transition although the effect of interaction in some range of parameters is to substantially enhance the non-interacting charge stiffness.
localized for weak disorder) insulator, and (2) the interacting clean 2D system (without any disorder) is a Fermi liquid metal at high electron densities (and a Wigner crystal at low electron densities). Little is known about the disordered interacting system when both disorder and interaction are strong and of comparable magnitudes so that neither may be treated as a perturbation. A notable attempt was made [1] by Finkelstein to analytically explore the nature of the disordered interacting electron system using the renormalization group (RG) technique, but the result remains inconclusive and difficult to interpret as the relevant RG equations flow toward strong coupling, and the weak coupling RG treatment becomes invalid. Recently renewed interest has developed [2] in this subject with much of the current motivation arising from a set of experimental measurements on the low temperature transport properties of low density 2D electron (or hole) systems confined in Si MOSFETs and GaAs heterostructures. These transport measurements (carried out as a function of carrier density) have been interpreted [2] by many (but not all) as exhibiting compelling evidence for a 2D metal-insulator quantum phase transition (M-I-T) with the system being a metal at high density n(> n c ) and an insulator at low density (n < n c ) with n c as the critical density separating the two phases. If true this would be a striking example of an interaction driven quantum phase transition since changing density (n) is equivalent to tuning the effective ratio of the interaction energy to the non-interacting kinetic energy of the system.
Much interest has naturally focused on this possible 2D M-I-T quantum phase transition, particularly because the corresponding non-interacting (or weakly interacting) disordered 2D electron system is thought on rather firm grounds [3] to be always localized (Anderson localization) and therefore strictly an insulator at T=0 in the thermodynamic limit. (Much of the debate in interpreting the experimental data relating to the 2D M-I-T phenomenon arises from the fact that the experiments are necessarily done at finite temperatures and in finite systems, whereas the theoretical quantum phase transition is a T=0 infinite system phenomenon.)
In this letter we address the nature of the ground state of a disordered interacting 2D electron system numerically by exactly diagonalizing the few particle 2D interacting Hamiltonian and doing a disorder averaging. We use the extensively studied 2D Hubbard model [4] and its natural extensions for our exact diagonalization calculations. We study the effects of both on-site (as in the standard Hubbard model) and longer range interactions whereas the disorder in our model is a random on-site disorder of strength W (with W denoting the width of the square distribution from which the on-site disorder energy is randomly chosen). Without the interaction term, our model is the 2D Anderson model, which has a localized insulating ground state, whereas without disorder our model is the Mott-Hubbard model which has an extended metallic ground state away from half filling. We restrict to low "metallic" filling factors (typically less than quarter filling) because our central interest is in understanding the continuum systems, and also because we want to stay below half filling where the 2D Hubbard model has an interaction driven Mott transition.
Our typical exact diagonalization study uses the Lanczos technique for N = 6 electrons (with spin) on a 4 × 4 2D lattice, corresponding to a filling of ν = 6/32 = 3/16. This involves the diagonalization of matrices of 313600 2 size. We typically average over 10 disorder realizations. Following standard notations [4] three parameters t (the hopping amplitude), U (the on-site interaction strength), and W (disorder strength) parametrize our minimal Anderson-Hubbard model. We carry out our exact diagonalization in the subspace of the total number of electrons N and the total spin component S z = [−(N −M)/2+M/2] with M being the number of spin up electrons. We note that the Hilbert space grows exponentially with the system size, and the results presented in this work are the essential current limit on what can be achieved via the exact diagonalization technique for this problem. We carry 3 out a ground state minimization over S z to find the stable ground state for a given N.
To characterize the nature of the ground state, i.e. its localization properties, we use the technique [5] suggested by Kohn a long time ago and calculate the charge stiffness D c , sometimes also referred to as the Drude weight, of the finite system. D c can be calculated exactly [5] for the finite size system by taking an appropriate second derivative of the ground state energy with respect to an external (fictitious) uniform flux (with the derivative being evaluated at zero flux). We calculate charge stiffness for each individual disorder realization exactly through our finite size diagonalization, and then obtain the root mean square average by averaging over a number of (typically 10 in our numerical work -we ensure convergence and smoothness in our averaged D c by changing this number) disorder realizations. The charge stiffness D c , which is simply related to the persistent current [6], is the zero frequency weight of the long wavelength conductance (i.e. the Drude weight) in the system. As such, it is finite for a metal or a conductor and is zero for an insulator or a localized system in the thermodynamic limit [5] . Thus D c is an eminently reasonable "order parameter" for studying metal-insulator or localization transitions, although the fact that in finite systems D c must necessarily be finite introduces complications in interpreting numerical results (as we will see below).
In Fig. 1 we show our calculated disorder-averaged charge stiffness for the 4 × 4 2D Hubbard cluster (with 6 electrons) as a function of the on-site repulsion U for various values of the disorder strength W . (We use the hopping amplitude t = 1 in all our calculations without any loss of generality since the Anderson-Hubbard model has only two independent parameters U/t and W/t.) In the absence of any disorder (W = 0), the clean 2D Hubbard model away from half filling is expected to be a metal with a finite value of D c , whereas the corresponding 2D Anderson model (U = 0, W = 0) is expected to be a weakly localized insulator for small W (crossing over to an exponentially strongly localized insulator for large W ). The numerical results for these limiting cases (W = 0, U = 0 and W = 0, U = 0) are also shown in Fig. 1 for the sake of comparison and completeness.
The most important generic feature of the results shown in Fig. 1 is the peak in the 4 charge stiffness at an intermediate value of U ≡ U c ∼ W where the calculated charge stiffness for the finite 2D cluster has a maximum for a given disorder strength W . The charge stiffness D c appears to decrease from this peak value (for a given W ) for both U ≷ U c . Note that D c increases sharply from U = 0 to U = U c , and then decreases slowly for U > U c . This peak or the maximum in D c is rather manifest in Fig. 1 for W/t = 5 and 3 (i.e. for strong disorder)
whereas for weak disorder (e.g. W/t = 0.5 in Fig. 1 ) the peak occurs at somewhat larger values of U/W 2 and is not so obvious from Fig. 1 (we have explicitly verified that the peak exists for W/t = 0.5 also). The actual value of U c /t clearly depends on the disorder The direct interpretation of our exact finite size results shown in Fig. 1 is that the conductance of a finite disordered 2D system increases when the interaction is turned on (at a fixed disorder), reaching a maximum for U = U c ∼ W , and then it decreases slowly with still increasing U. The issue of applying these numerical results based on 4 ×4 2D clusters to address the fundamental question of 2D M-I-T is, however, extremely tricky. For example, one popular recent line of thinking, based mostly on numerical work involving spinless electrons in finite 2D systems [7] , has been to interpret equivalent results on interactionenhanced conductance as evidence in favor of a 2D M-I-T, with the peak in D c at U ∼ U c being interpreted as an intermediate metallic phase. We disagree with this interpretation for reasons to be discussed below. We emphasize that any conclusion about the existence of a true quantum phase transition, based entirely on small system numerical results of the type shown in Fig. 1 , is fundamentally problematic since all finite systems (whether they are conductors or insulators in the thermodynamic limit) have finite D c in finite size systems.
In principle, a finite size scaling analysis of the numerical results is capable of determining the existence of a quantum phase transition (i.e. the 2D M-I-T), but in practice, of course, one does not have anywhere near the number of data points (for various 2D system sizes)
minimally required to carry out a meaningful finite size scaling analysis in this problem.
Our conclusion that the charge stiffness results depicted in Fig. 1 the 2D (Fig. 1 ) results and the fact that both systems have strictly localized or insulating ground states in the disordered, W = 0, non-interacting, U = 0, system) we therefore conclude that the 2D results of Fig.1 do not We conclude with a critical discussion of the recent low temperature experimental results in low density, high mobility 2D systems which have motivated the current resurgence in the issue of 2D M-I-T in disordered and interacting electron systems. Experimentally one finds [2] that the high density regime (n > n c ) is "metallic" in the sense of having a positive temperature coefficient ( dρ dT > 0) of the resistivity ρ and the low density (n < n c ) is insulating with dρ dT < 0. This has been interpreted by many [2], including most (but not all [10]) of the experimentalists themselves, as clear evidence of an interaction-driven M-I-T occurring at a critical density n c since the electron density defines the dimensionless interaction parameter r s ∝ n −1/2 (in a 2D system) in an electron gas. The observed n c corresponds [2] to a critical r s (r c ) of around r c ∼ 10 − 20 (depending on the system) indicating a strongly interacting system (since r s is the ratio of the interaction energy to the non-interacting kinetic energy).
The standard interpretation of these experimental observations as a 2D M-I-T is, however, problematic because the high density phase (i.e. the less interacting phase) is the nominal "metallic" phase according to this interpretation. This makes little sense since the noninteracting or the weakly interacting very-high density phase (r s → 0) must be a weakly localized 2D insulator based on the scaling theory [3]. Thus, very similar to the conclusion we reached for our exact diagonalization numerical results, the experimental situation must correspond to either a double quantum phase transition (the very high density r s → 0 phase is a weakly localized insulator, with the intermediate regime, corresponding to our peak in D c around U ∼ U c , being a novel interaction-induced "metallic" phase) or just a sharp crossover from a high density weakly localized insulator to a low density strongly localized insulator occurring around r s ∼ r c (i.e. n ∼ n c ). Logically, there can be either two quantum phase transitions (insulator→metal→insulator) or none, based on our knowledge that the asymptotic high (r s ≪ 1) and low (r s ≫ 1) density phases are both insulating phases with the high density phase being the standard weak localized phase and the low density phase being a strongly localized phase (which may be a Wigner glass, but its precise nature is not of much importance in our discussion). Experimentally, there is essentially no evidence for two quantum phase transitions (note that there must be two quantum phase transitions or none; it cannot be one quantum phase transition and one crossover).
Therefore we believe, based on arguments similar to what we use to interpret our theoretical results presented in this paper, that the experimental observations are indicating a very sharp crossover (around n ∼ n c ) from a weakly to a strongly localized 2D insulator as n decreases, and the high density regime (n > n c ) is only an effective "metal" because the effective system size (the phase breaking length at finite T ) is smaller than the localization length which may have been substantially enhanced by interaction effects as we show in this paper. There is some very recent experimental support [10] for this scenario. Finally, we point out that changing the electron density n in the 2D systems of current interest has several effects on the system parameters -tuning the interaction parameter r s being only one such effect. Decreasing n also weakens screening [11] in the system because both the Fermi wavevector k F and the Fermi temperature T F decrease as n decreases. Thus decreasing n considerably enhances the strength of random disorder in the system (along with enhancing electron-electron interaction) since the predominant random disorder in these 2D systems arises from a random distribution of charged impurity centers in the device. We believe that the sharp crossover at n ∼ n c in these systems arises mainly from the low density suppression of screening, leading to the sudden appearance of very strong disorder making the system cross over from a weakly localized "effective metal" to a strongly localized insulator in a narrow range of density around n ∼ n c . There is, however, one logical possibility for a phase transition in this problem which is consistent with our numerical results and the existing experimental data (including those in Ref. [10] ). There could in principle be a phase transition from a weakly localized insulator at high density (low r s ) to a strongly localized insulator (Wigner glass) at high r s driven by the electron-electron interaction. This is the disordered analog of the first order phase transition which occurs in a 2D electron liquid when r s is increased, and the system makes a transition to a Wigner crystal at low enough r s . Such a first order quantum phase transition may get converted to 10 a continuous quantum phase transition in the presence of disorder via the Imry-Ma-Wortis mechanism. While our numerical results and the experimental data are consistent with such an insulator-to-insulator (I-I-T) quantum phase transition much more work is needed before one can definitely establish the existentce of such a 2D I-I-T.
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