Abstract. In this paper we first consider a linear time invariant systems with almost periodic forcing term. We propose a new deterministic quadratic control problem, motivated by Da-Prato. With the help of associated degenerate Riccati equation we study the existence and uniqueness of an almost automorphic solutions.
Introduction
The study of periodic systems, periodic optimization problems and the existence of almost periodic solutions to quadratic control problems have been quite interesting topic to work for many Mathematicians for e.g. [1, 4, 5, 8, 11] and [14] . In [5] , Da-Prato has considered the quadratic control problem for the periodic systems in infinite dimension and showed that optimal control is given by feedback control which involves periodic solution of Riccati equation.
In [1] , Da-Prato and Ichikawa considered the following system
where u ∈ L 2 ap (U ), U and Y are real separable Hilbert spaces, B ∈ L(U, Y ) and f ∈ L 2 ap (Y ). Under the assumptions that the pair (A, B) is stabilizable and (M, A) is detectable, they studied the existence of almost periodic solutions for (1.1) and minimized the cost functional:
over the set of all controls u such that (1.1) has an almost periodic mild solution.
In this paper we study the same problem as considered in [1] , by weakening their hypothesis. The conditions (A, B) stabilizable (M, A) detectable is somehow more demanding, whereas similar results as in [1] can be obtained with the assumption on only one pair that the pair (−A, B) is exactly controllable. We generalize their results [1] for the case of almost automorphic solutions that is we wish to minimize the cost functional considered over the set of all controls such that equation (1.1), with almost automorphic forcing term has an almost automorphic solution.
Almost automorphy is the generalization of almost periodicity. The notion of almost automorphic functions were introduced by S. Bochner [2] in relation to some aspects of differential geometry.
Let Y and U be Hilbert spaces. We consider the following differential equation:
where A is the infinitesimal generator of semigroup (
is the completion of AA(Y ) with respect to the inner product
defined on AA(Y ), which is discussed in detail in Section 3.
We can not always expect J(u) to be finite. We wish to minimize the average cost functional defined by
where M ∈ L(Y ). We write (1.3) as
aa . The optimization problem (1.2) with cost functional (1.3) is more general than the following optimal control problem.
The linear regulator problem is to minimize J(u) where (y, u) satisfy (1.4).
Finite Cost Condition: For every y 0 ∈ Y, u ∈ L 2 (0, ∞; U ) such that J(u) defined in (1.5) is finite. and y satisfy (1.4). Then we know by [15] that there exists a bounded linear operator P = P * ≥ 0 which satisfies the following operator algebraic Riccati equation:
In this paper we are interested in making use of degenerate algebraic Riccati equation. That is there exists P = P * ≥ 0 in L(Y ) such that
Preliminaries
In this Section we recall some basic definitions, Lemmas and results going to be used in the sequel. Let (Y, · ) be a Hilbert space. Definition 2.2. see [13] , We say that a function f is Bohr almost periodic, if for every ǫ > 0, the set T f,ǫ given by
is relatively dense for all t ∈ R.
We denote by AP (X), the set of all almost periodic functions defined on X. The space (AP (X), · AP (X) ) is a Banach space with the supremum norm given by, 
We denote by AA(Y ) the set of all almost automorphic functions, defined on Y . 
Definition 2.6. See [7] . A linear operator A :
not necessarily densely defined) is said to be sectorial if the following hold: there exist constants
Remark 2.7. See [7] . If the operator A is sectorial, then it generates an analytic semigroup (T (t)) t≥0 , which maps (0, ∞) into L(Y ) and such that there exists constants M 0 , M 1 > 0 such that
Definition 2.8. See [7] . A semigroup (T (t)) t≥0 is said to be hyperbolic if there exist projection Π s and constants M, δ > 0 such that T (t) commutes with Π s , ker Π s is invariant with respect to
is invertible and
where Π u := I − Π s and for t ≤ 0, T (t) := (T (−t)) −1 .
Remark 2.9. The existence of a hyperbolic semigroup on a Banach space X gives us a nice algebraic information about this vectorial space. In fact let (T (t)) t≥0 be a hyperbolic semigroup on X. Then there are (T (t)) t≥0 invariant closed subspaces X s and X u such that X = X s ⊕ X u . Furthermore the restricted semigroups (T s (t)) t≥0 on X s and (T u (t)) t≥0 on X u have the following properties:
We recall that analytic semigroup (T (t)) t≥0 associated with the linear operator A is hyperbolic if and only if σ(A) ∩ iR = φ. Definition 2.10. See [7] .
with the norm
and the abstract Holder spaces
Lemma 2.11. See [7] . For a hyperbolic analytic semigroup (T (t)) t≥0 there exists constants C(α) > 0, δ > 0, M (α) > 0 and γ > 0 such that
Quadratic Control Problem
In this section we consider linear systems described by a strongly continuous semigroup and solve quadratic control problems.
Let Y be a real separable Hilbert space with inner product , and norm | · |. Let f (t) be a continuous function in Y and f is said to be almost automorphic if for every sequence (s ′ n ) n∈N of real numbers there exists a subsequence (s n ) n∈N such that f (t) = lim n→∞ f (t + s n − s m ). Almost automorphic functions are the generalization of almost periodic functions. An almost periodic function is almost automorphic but the converse is not true. Now we consider the differential equation:
where A is the infinitesimal generator of strongly continuous semigroup e tA on Y and f ∈ AA(Y ). If Y = R n and A ∈ R n×n then e tA is the usual matrix exponential function. If A is stable that is e tA is exponentially stable, then
is well defined and is almost automorphic. In fact let (a n ) be an arbitrary sequence then
In general y(t) given by (3.2) does not satisfy (3.1) but we can find a subsequence f n ∈ AA(Y ) such that f n → f uniformly in AA(Y ) and y n (t) = t −∞ e (t−s)A f n (s)ds is the solution of (3.1) with f = f n , uniformly converging to y in AA(Y ). A continuous function y on R is called mild solution of (3.1) if
for any t ≥ s. Then y(t) given by (3.2) is unique mild solution of (3.1) in AA(Y ). In fact if z is another solution, then
Letting s → −∞ and using the fact that z and y are bounded, we obtain that z(t) − y(t) = 0 for any t. Letting s → −∞ and noting that z, y are bounded, we obtain z(t) − y(t) = 0 for any t.
Moreover if e tA satisfies exponential dichotomy that is there exists a projection operator π such that (i) Y 1 := ΠY ⊂ D(A) and A 1 := AΠ is a bounded operator on Y 1 with 
is a unique mild solution of (3.1) in AA(Y ).
Almost automorphic solutions
We consider the following system:
It is not clear that there exists any admissible control u for problem (1.2) which minimizes (1.5) over U ad . Due to presence of f , it is reasonable to assume the existence of some F ∈ L(Y, U ) such that A − BF is stable and the feedback law is given by
aa (U ) is admissible and in fact y(t) = We have the following result due to Kesavan [3] . (
ii) There exists P ∈ L(Z) which is a solution of the degenerate Riccati equation (4.2)
which has the following properties. 
and
where P and r are unique solutions of (4.2) and (4.4) respectively.
Proof. A proof for this Theorem is similar to that of [1, Theorem 2.1] But for reader's convenience we give it here once again. It follows by Theorem 4.1 that A − BB * P is exponentially stable, so r(·) given by equation (4.3) is the unique mild solution of (4.4), henceū(·) is admissible. Let u be an arbitrary admissible control and y its response. We differentiate P y(t), y(t) + 2 r(t), y(t) formally and remove the terms involving A using (4.2). Then we integrate from 0 to T , we obtain
Dividing by T and letting T tending to infinity. We obtain
where we have used the boundedness of y(T ) and r(T ). This formal position can be justified by introducing approximating systems of (3.1) and (4.4) with strict solutions [12] and then passing to the limit. See [3] , [9] for arguments based on Yosida approximations of A. Now the optimality ofū and (4.6) follows easily from (4.7). Since A − BB * P is stable, the uniqueness ofū follows. 
Let us denote by
Letting s → (t − s) in the right hand side; we get
Evaluating using Cauchy-Schwarz inequality
This implies that r ∈ AA(Y ) is an almost automorphic function.
Rewriting equation (1.2) as:
Equation (1.2) can be written as: (1.2) given by
for all t ∈ R, where Π s and Π u are the projections associated to the operator L. Furthermore, this mild solution belongs to AA(Y α ).
Proof.
Using transformations s → −s + t + s n − s m in 1 st and 3 rd terms and s → −s + t in 2 nd and 4 th terms in right hand side;
We have that B = B * := K (lets say), for some constant K > 0, follows from [10, Proposition 7. With the help of Lemma 4.5 we have
Which shows that y lies in the space AA(Y α ); and hence we have the desired result.
Here we consider a simple example which is similar as considered in [1] . The solution of (4.2) which is nonnegative is P = Here f is periodic, but we may add sin √ 2t then it becomes an almost periodic function and we may also calculateū and J(ū) similarly by choosing f an almost automorphic function given by: f (t) = sin 1 2 + cos t + cos √ 2t .
