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Izvlecˇek
Pri izdelavi animacij, ki se uporabljajo predvsem pri izdelavi animiranih filmov,
pogosto prihaja do problemov, ko je scena predstavljena s skupino premikajocˇih
se objektov. Animiranje vsakega objekta oz. cˇlana skupine je namrecˇ cˇasovno
potratno, zato se v praksi uporabljajo simulacije, ki izracˇunajo gibanje skupine.
Pri animiranju skupin, kjer se cˇlani zavedajo sosedov v skupini in okolice, se
za simulacijo lahko uporabi model kolektivnega gibanja. Simulacije prihranijo
veliko cˇasa pri delu, a z njihovo uporabo ni natancˇnega nadzora nad gibanjem
posameznih cˇlanov. Simulacijo, ki uporablja model kolektivnega gibanja, lahko
parametriziramo do te mere, da se animacija skupine izvede po naših željah.
V tej nalogi so uporabljeni genetski algoritmi za izbiro optimalnih parametrov
modela kolektivnega gibanja. Cˇe poteka gibanje skupine brez trkov med cˇlani
ali z okolico, je videti takšno vedenje cˇlanov skupine bolj avtenticˇno. Genetski
algoritmi so bili uporabljeni tudi zato, da se je zmanjšal cˇas racˇunanja simula-
cije. Implementiran je bil program za izvajanje takšnih simulacij, preverjen pa je
bil na enostavnem scenariju, kjer se je skupina pojavila na dolocˇenem zacˇetnem
obmocˇju in se je morala mimo ovir premakniti do cilja. Z izdelanim programom
so se izvajale simulacije z razlicˇnimi nastavitvami, za katere so se beležili trki in
meril cˇas racˇunanja posamezne slicˇice. Iz rezultatov je razvidno, da se lahko s
tem programom izberejo optimalne nastavitve simulacije kolektivnega gibanja
za uporabljen scenarij. S programom se lahko preprecˇi trke v simulacijah skupin
z velikostjo do 340 cˇlanov. Zaradi uporabe genetskih algoritmov se je zmanjšal
tudi cˇas racˇunanja posamezne slicˇice simulacije.
Kljucˇne besede: kolektivno gibanje, genetski algoritmi, simulacija, optimizacija,
animacija
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Abstract
In the production of animated films, problems frequently arise in scenes with
groups of moving objects. Animating each object or member of the group in-
dividually can be very time consuming, which is why simulations that calculate
all the movements are normally used in practice. If group members need to be
aware of other members and their surroundings, the most appropriate model
for simulating the movement is a model of flocking behaviour. Such simulati-
ons save a lot of time at the expense of precise control over individual group
members. To achieve the desired movement of the group, flocking simulation
settings are iteratively changed until a satisfactory result is achieved. This the-
sis tests and evaluates the use of genetic algorithms for selecting the optimal
parameters of simulated flocking. The aim was to simulate group movement
without collisions between group members or with the surroundings to get an
authentic animation of group members’ behaviour. A programme for flocking
simulations was implemented and tested on a short scenario. A group of objects
scattered across a designated starting area had to pass an obstacle course to re-
ach a final destination. The programme was run at different settings, and col-
lisions and frame calculation times were recorded. The results show that the
programme was able to set optimal parameters for flocking simulations in the
scenario. Measurements show that groups of up to 340 members can be simu-
lated without collisions using the programme. Additionally, the use of a genetic
algorithm reduced the time needed to calculate the simulation.
Keywords: flocking, collective behaviour, genetic algorithms, simulation, optimi-
zation, animation
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Povzetek
V svetu animacije se pogosto soocˇimo s problemom in zahtevnostjo animira-
nja skupin elementov. Pri klasicˇni animaciji bi morali animirati vsakega cˇlana
skupine posebej, kar je cˇasovno potratno. Za skupine, kjer gre za elemente s po-
dobnim vzorcem vedenja, lahko uporabimo simulacijo gibanja namesto rocˇne
animacije. Simulacije se redno uporabljajo za animiranje množic neživih objek-
tov, kot so iskre pri brušenju, pa tudi za bolj kompleksno gibanje skupin živih
bitij, kot je cˇreda konjev.
Gibanje osebkov, ki se zavedajo svoje okolice, se v simulacijah pogosto ra-
cˇuna po modelu kolektivnega gibanja. Pri tem gre za enostavna pravila gibanja,
ki jih morajo upoštevati cˇlani skupine. Vsakemu cˇlanu skupine se izracˇuna pre-
mik glede na ostale cˇlane in okolico. Tako je stanje vsake slicˇice simulacije od-
visno od prejšnjega. Rezultat simulacije je animacija gibanja skupine, pri kateri
vecˇino dela opravi racˇunalnik. Ker se premikanje cˇlanov skupine izracˇuna avto-
matsko, nimamo tako natancˇnega nadzora nad potekom simulacije, rezultat pa
je odvisen od pravil gibanja in izbranih nastavitev.
Za izbiro pravih nastavitev se lahko zapravi veliko cˇasa, saj moramo pri vsaki
izvedbi simulacije pocˇakati na izracˇun gibanja, ker imajo simulacije veliko pa-
rametrov. V tem magistrskem delu smo uporabili genetski algoritem za optimi-
zacijo parametrov simulacij kolektivnega gibanja. Prek algoritma bi se avtomat-
sko izbrale optimalne vrednosti parametrov in rezultat bi bila dobro izvedena
simulacija. Dobro izvedena simulacija je tista, ki je videti cˇim bolj avtenticˇno. V
našem primeru to pomeni, da se trki med dvema elementoma ne smejo zgoditi,
ker v naravi do njih ne prihaja. Simulacija brez trkov torej predstavlja pogoj za
uspešno izvedbo simulacije.
Genetski algoritmi spadajo med evolucijske optimizacijske algoritme, saj iz-
korišcˇajo princip evolucije za iskanje najboljše rešitve problema. Genetski al-
goritem se inicializira s populacijo, kjer vsakega posameznika definira njegov
nakljucˇno generiran genski zapis. Ta genski zapis predstavlja spremenljivke v
zastavljenem problemu, v našem primeru so to parametri kolektivnega gibanja.
Od kombinacije genov posameznika je odvisna njegova kakovost. Po iniciali-
zaciji se vsakega posameznika oceni na podlagi rešitve problema in se razvrsti
populacijo glede na ocene. Nato se izvede selekcijo posameznikov za naslednjo
generacijo populacije. Vecˇjo možnost za prenos svojega genskega zapisa imajo
bolj uspešni posamezniki. Preden se nova generacija napolni, se nekaterim iz-
branim posameznikom križajo geni, s cˇimer se dvigne raznolikost v genskem
bazenu populacije. Raznolikost se uvede v populacijo tudi z mutacijo, s katero
želimo spremeniti vrednosti nekaterim genom. S tem se poskrbi, da bo pre-
verjen vecˇji spekter možnih rešitev. Ovrednotenje populacije in selekcija nove
generacije se ponavljata, dokler ne dobimo dovolj dobre rešitve oz. se gene-
racije ne nehajo izboljševati. Koncˇni rezultat algoritma so geni posameznika z
najboljšo rešitvijo problema.
Program smo napisali v programskem jeziku Python, saj omogocˇa hitro pro-
gramiranje in enostavno testiranje. Pomagali smo si tudi z zunanjimi program-
skimi knjižnicami, ki so nam omogocˇile vizualni prikaz simulacij in zapisovanje
meritev v preglednico. Za testiranje izvedbe simulacij smo izdelali kratek sce-
iii
narij, na podlagi katerega so se ocenili geni posameznika. Po dolocˇenem zacˇe-
tnem obmocˇju se je nakljucˇno razporedilo cˇlane skupine, ki so se morali mimo
ovir premakniti do cilja. Idealno bi se simulacija zgodila brez trkov in na koncu
bi bila cela skupina v ciljnem obmocˇju.
Z izdelanim programom smo izvajali simulacije z razlicˇnimi nastavitvami
števila posameznikov genetskega algoritma in števila cˇlanov skupin kolektiv-
nega gibanja. Za vse simulacije smo beležili trke in cˇas racˇunanja posamezne
slicˇice. Pri nizkem številu cˇlanov skupine smo opazili hitro izboljšanje. Pri naj-
boljših simulacijah že po nekaj generacijah genetskega algoritma nismo zabele-
žili nobenega trka. Preverili smo, do kakšne velikosti skupin lahko preprecˇimo
trke v našem scenariju. Simulacije brez trkov smo lahko izvedli za skupine z ve-
likostjo do 340 cˇlanov. Pri vecˇjih skupinah zaradi prostorske omejitve našega
scenarija postanejo trki neizogibni.
Z uporabo genetskih algoritmov smo optimizirali tudi cˇas racˇunanja posa-
mezne slicˇice simulacije, kar smo dosegli z izpušcˇanjem dolocˇenih racˇunov. Pri
kolektivnem gibanju ima lahko vsak cˇlan skupine seznam drugih bližnjih cˇlanov
in svoj položaj v naslednji slicˇici racˇuna le glede na njih. Tudi samo racˇunanje
tega seznama ni racˇunsko ugodno, saj mora program preveriti oddaljenost do
vseh drugih cˇlanov. Seznama pa ni treba posodabljati za vsako slicˇico, saj se
cˇlani med seboj ne mešajo hitro. Z uporabo seznama torej prihranimo cˇas racˇu-
nanja, vendar morata biti velikost seznama in interval posodobitve nastavljena
tako, da se simulacija ne popacˇi.
Slika P1: Graf povprecˇnega cˇasa izracˇuna slicˇice na generacijo algoritma.
Omenjena parametra smo v naši izvedbi genetskega algoritma dodali posa-
meznikom kot dodatna gena. Pri izvajanju izdelanega programa so se jima skozi
generacije izbrale optimalne vrednosti glede na ostale nastavitve kolektivnega
gibanja. Tako smo uspeli zmanjšati povprecˇni cˇas racˇunanja posamezne slicˇice
za cˇetrtino, kot vidimo na sliki P1.
Z uporabo genetskega algoritma smo uspeli avtomatsko izbrati parametre
kolektivnemu gibanju tako, da ni prišlo do trkov v simulaciji. Poleg tega smo
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kolektivnemu gibanju implementirali seznam sosedov, posodobljen na dolocˇe-
nem intervalu, s cˇimer smo zmanjšali cˇas racˇunanja simulacije. Izdelani pro-
gram bi se lahko uporabil za izracˇun optimalnih prednastavitev za izvajanje si-
mulacij v 3D graficˇnih programih.
v
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Poglavje 1
Uvod
V tem poglavju se bomo seznanili s temo in problemom magistrskega dela. Ker
je magistrsko delo sestavljeno iz dveh delov, optimizacijskih genetskih algorit-
mov in principa avtonomnega gibanja, bomo oba na hitro predstavili in ju po-
vezali v raziskovalnem problemu. Poleg tega bomo na kratko predstavili tehno-
logijo, ki jo bomo uporabili pri reševanju problema.
1.1 Uvod in izhodišcˇa
Pri izdelavi filmov in animacij se lahko srecˇamo s problemom, ko želimo v sceno
vkljucˇiti vecˇjo skupino podobnih entitet, saj že sama izdelava animacije enega
osebka predstavlja dolgotrajen proces. Cˇas dela se namrecˇ pri animiranju ce-
lotne skupine linearno povecˇa, saj je potrebno vsem cˇlanom skupine dolocˇiti
položaje.
Pri izdelavi animacij se to rešuje tako, da se cˇlane skupine s podobnim ob-
našanjem animira z uporabo simulacije gibanja. To v praksi pomeni, da se za
dolocˇanje položaja in postavitve vsakega cˇlana skupine uporabi algoritem, ki
simulira gibanje celotne skupine.
Simulacija gibanja se lahko uporabi povsod, kjer se pojavi vzorec gibanja v
skupini podobnih predmetov ali osebkov. To je lahko prikaz listja v vetru, cˇrede
ovac, krdela volkov, jate ptic, roja cˇebel ali pa množice ljudi.
1.1.1 Simulacija gibanja skupin
Avtomatsko simulacijo gibanja, pri kateri se uporablja algoritme, izvedemo tako,
da vsem cˇlanom skupine dolocˇimo pravila, po katerih naj spreminjajo svoj po-
ložaj in držo glede na ostale udeležence in okolje simulacije.
Avtonomno gibanje skupin delimo na sisteme delcev, kolektivno gibanje in
avtonomno obnašanje, glede na stopnjo zavedanja/inteligentnosti posameznika
[1]. Pri sistemih delcev je vsak element animacije le tocˇka, ki jo nadzoruje in pre-
mika krovni program v skladu z nastavljenimi silami in okoljem. Za kolektivno
gibanje je znacˇilno, da ima vsak cˇlan skupine nek cilj in vsaj nekaj informacij o
okolici, zato lahko delno predvidi situacijo in temu primerno prilagodi svoje gi-
banje glede na cilj. Pri avtonomnem obnašanju se osebek zaveda okolice, lastno
notranje stanje in kompleksnejši mehanizmi pa mu omogocˇajo odlocˇitve glede
gibanja po prostoru.
1
1.2. Raziskovalni problem
Z uporabo enega od avtonomnih gibanj skupin prihranimo veliko rocˇnega
dela, a izgubimo fini nadzor nad izvedbo animacije. Pri vsaki taki avtomatizaciji
je rezultat zelo odvisen od nastavljenih pravil in parametrov simulacije, zato je
pomembno, da pravila in parametre dobro nastavimo glede na želeni rezultat.
Pri nekaterih programih za simulacijo skupin imamo na voljo veliko razlicˇnih
parametrov, kar pa posledicˇno pomeni, da bi za izbiro prave kombinacije lahko
zapravili veliko cˇasa. Namesto tega lahko uporabimo algoritem za samodejno
izbiro parametrov oz. optimizacijo simulacije.
1.1.2 Optimizacijski algoritmi
Optimizacijski algoritmi so postopki, ki nas pripeljejo do ene izmed najboljših
rešitev problema, kot je na primer problem izbire parametrov za simulacijo sku-
pin. Uporabljajo se tudi pri problemih, kjer ni mogocˇe dobiti najboljše rešitve
na ucˇinkovit nacˇin. V takšnih primerih se obicˇajno uporabijo optimizacijski al-
goritmi na podlagi hevristicˇnih metod, saj nas privedejo do skorajšnje rešitve v
krajšem cˇasu oz. z manj truda. Primer takšnih algoritmov so evolucijski algo-
ritmi, ki delujejo po nacˇelu evolucije, kot jo poznamo iz narave. Zacˇnemo s po-
pulacijo, kjer vsak posameznik predstavlja nakljucˇno izbrano možno rešitev. Al-
goritem v vsakem koraku, ki predstavlja generacijo populacije, oceni korektnost
posameznih rešitev in izvede selekcijo posameznikov. Na ta nacˇin scˇasoma pri-
demo do najustreznejše rešitve, selekcije v vsakem koraku pa pomagajo, da se
algoritem ne ustali na lokalnih optimumih.
Z genetskimi algoritmi, ki predstavljajo podmnožico evolucijskih algoritmov,
posameznika predstavimo z genotipom∗, ki je obicˇajno predstavljen kot zapo-
redje vrednosti. Genetski algoritem nato v vsakem koraku izracˇuna uspešnost
posameznikov, izmed katerih odstrani najslabše, najboljši posamezniki pa si iz-
menjajo del genov. Na ta nacˇin pridobimo nove posameznike z enako številcˇno
populacijo. Sam postopek se zakljucˇi po dolocˇenem številu korakov ali pa ko
se uspešnost najboljših posameznikov bistveno ne izboljšuje. Za dober rezultat
algoritma je pomembno, da znamo vsakega posameznika ovrednotiti s funkcijo
uspešnosti, kar je kljucˇno za konvergenco rešitve. Genetski algoritmi niso kom-
pleksni, z njimi pa lahko na ucˇinkovit nacˇin dobimo dobre rešitve kompleksnih
problemov.
1.2 Raziskovalni problem
Iskanje pravih parametrov za simuliranje skupin je lahko zelo zamudno, kar
smo že izpostavili na koncu poglavja 1.1.1. Ker poznamo rešitev, ki je koncˇno
gibanje skupine, lahko izkoristimo uporabo evolucijskih algoritmov za izbiro
pravih parametrov. V tej magistrski nalogi bomo s pomocˇjo genetskih algorit-
mov izbrali parametre za kolektivno gibanje skupin. Za vsak korak algoritma
oz. za vsako novo populacijo, bomo izvedli simulacijo kolektivnega gibanja, po-
sameznikov genski zapis pa bo predstavljal zaporedje parametrov simulacije.
Na za nacˇin se bo pomerilo vecˇ generacij z razlicˇnimi parametri, med njimi pa
∗Nekatere publikacije uporabljajo izraz kromosom, vcˇasih tudi kot sopomenko izrazu posa-
meznik. V tem delu se bomo posebej nanašali na posameznika in na njegove gene.
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bomo iskali tisto, pri kateri se simulacija najboljše izvede. Dolocˇiti bo potrebno
tudi funkcijo uspešnosti, ki predstavlja mero za dobro izvedbo simulacije. To
pomeni, da išcˇemo takšno funkcijo oz. gibanje skupine, ki upošteva naslednja
pravila: posamezniki morajo biti vecˇino cˇasa obrnjeni v podobno smer, pri tem
se ne smejo zaletavati v druge posameznike ali ovire, posamezniki se morajo
gibati proti vnaprej dolocˇenemu cilju in simulacija ne sme biti predolga. Cˇe za-
dostimo tem pravilom, bo simulacija dobro oponašala kolektivno gibanje živali
ali ljudi v skupini in bo za gledalca prepricˇljiva.
Kompleksnost simulacije gibanja se povecˇuje z vecˇanjem skupine, saj se mora
uskladiti gibanje vsakega posameznika z vsakim drugim posameznikom, kar je
predstavljeno s cˇasovno zahtevnostjo O(n2). Simulacijo lahko pospešimo tako,
da upoštevamo le bližnje sosede posameznika ali pa kdaj izpustimo racˇunanje
razdalj med njimi. Tudi vrednost obeh parametrov – razdaljo med sosedi in po-
gostost izpušcˇanja – lahko izboljšamo z uporabo genetskega algoritma. Tako bo
naša funkcija uspešnosti socˇasno poskrbela, da sta vrednosti obeh parametrov
primerni in da z njima ne izgubimo prepricˇljivosti simulacije.
Kot vodilo za našo raziskavo smo postavili naslednji delovni hipotezi:
1. Z genetskim algoritmom lahko preprecˇimo neželene trke med delci simu-
lacije kolektivnega gibanja.
2. Z genetskim algoritmom lahko pospešimo izvajanje simulacije kolektiv-
nega gibanja.
1.3 Doprinos k znanosti
V literaturi lahko najdemo uporabo genetskih algoritmov za avtomatsko nasta-
vljanje parametrov simulacije kolektivnega gibanja [2, 3, 4, 5], vendar se po nam
razpoložljivih podatkih še nihcˇe ni ukvarjal s socˇasno uporabo istega genet-
skega algoritma za izboljšanje ucˇinkovitosti izvajanja simulacije. Zatorej bo naš
edinstven znanstveni prispevek pomenil pospešitev simulacije z istim genet-
skim algoritmom, s katerim išcˇemo parametre simulacije kolektivnega gibanja.
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Poglavje 2
Pregled podrocˇja
V tem poglavju bomo predstavili zgodovino in stanje raziskav na podrocˇju si-
mulacij gibanja skupin in evolucijskih algoritmov. Izpostavili bomo raziskave,
ki ti dve podrocˇji že povezujejo, in jih primerjali z našim delom. Evolucijski al-
goritmi so robustni in uporabni za razlicˇne vrste problemov, zato so primerni in
prakticˇni za optimizacijo nastavitev simulacije gibanja skupin.
2.1 Model kolektivnega gibanja
Kolektivno gibanje je pojav, ko se skupina posameznikov podobno vede in spre-
minja svoje gibanje glede na svoje sosede in okolje. Vsak posameznik se zaveda
samega sebe in zazna le dele skupine, po katerih se ravna. Tudi cˇe vedenje ni
nacˇrtovano ali centralno kontrolirano, pride do skupnega navidezno komple-
ksnega gibanja. V naravi pride do tega v jatah ptic in rib, cˇredah ovac in krav,
rojih mušic, skupinah ljudi ipd. Razlicˇne živali imajo lahko razlicˇne razloge za
oblikovanje skupin, od iskanja hrane, zmanjševanja zracˇnega ali vodnega upora
do povecˇanja varnosti pred plenilci. Za proucˇevanje in opis tega pojava so se
razvili razlicˇni modeli. V tem delu se bomo posvetili najbolj znanemu modelu
– modelu Boids, ki ga je leta 1987 vzpostavil Craig Reynolds [6], in je bil kasneje
tudi nadgrajen [7].
2.1.1 Pregled modela Boids
Reynolds je želel lepote kolektivnega gibanja iz narave preslikati v digitalno ob-
liko, zato je zacˇel raziskovati, po kakšnih nacˇelih delujejo jate ptic. Ugotovil je,
da lahko opišemo vedenje ptic tako, da vsaki izmed njih pripišemo tri nagone:
izogibanje trkom, ujemanje hitrosti s sosedi in ostajanje v skupini [6]. Posa-
mezno ptico, ki jo je prikazal v digitalni obliki, je ljubkovalno poimenoval Boid,
kar je sestavljanka iz besedne zveze bird object (objekt ptice) in hkrati zapis po-
govorne oblike angleške besede pticˇ. Tako se je modela kolektivnega gibanja
prijelo ime Boids, ki je množinska oblika besede Boid.
Model Boids se je kasneje nadgrajeval in spreminjal glede na razlicˇne po-
trebe, tako da animacije niso vecˇ edino podrocˇje, na katerem se ta model upo-
rablja [8]. Dodali so se razlicˇni nagoni, kot so ujemanje smeri, iskanje hrane,
selitev proti cilju, izogibanje plenilcem in nakljucˇnost [5, 9]. Huth in Wissel sta v
svojem cˇlanku [10] bolj podrobno raziskala proces interakcije pri modelu kolek-
tivnega gibanja Boids. Testirala sta gibanja, kjer posamezniki upoštevajo samo
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najbližjega soseda ali povprecˇje najbližjih sosedov. Ugotovila sta, da povprecˇe-
nje najbližjih sosedov pomaga pri ohranjanju skupine in realnega gibanja, izbira
samo najbližjega soseda pa vodi v razpad skupine [8]. Torej se za boljše rezul-
tate omeji doseg vsakega posameznika skupine na razdaljo ali pa število sosedov
[5, 7]. Couzin in sod. so v svojem cˇlanku [7] pokazali, da imajo že majhne spre-
membe v vedenju posameznika dramaticˇne posledice za obliko skupine. Poleg
tega so raziskovali tudi lastnosti prehodov v obliki skupine, ki so verjetno po-
vezane z lastnostmi skupin živali. Oblikovali so sistem za kvantifikacijo koncˇne
oblike skupine, po ustalitvi pa so izracˇunali polarizacijo in vrtilno kolicˇino sku-
pine [8].
Model kolektivnega gibanja lahko prilagodimo glede na naše potrebe ter me-
rimo in upoštevamo samo tiste nagone in dosege nagonov, ki bodo vplivali na
rezultat gibanja skupine.
2.2 Evolucijski algoritmi
Evolucijski algoritmi so optimizacijski algoritmi, ki pri svojem delovanju posne-
majo evolucijo. Pri evoluciji gre za postopno izboljšavo in prilagajanje okolju,
kar se zgodi preko vecˇ generacij. To se zgodi tako, da preživi podmladek naju-
spešnejših posameznikov, ki lahko z mutacijami dobi tudi ugodne lastnosti. Tak
princip evolucije lahko prevedemo v racˇunalniški program, kjer se generacije
lahko menjajo hitreje in dokaj hitro pridemo do želenega rezultata. Postopek
evolucije lahko uporabimo delno ali pa ga celo nadgradimo. Tako poznamo vecˇ
podrocˇij evolucijskih algoritmov, med katerimi so najbolj znani evolucijsko pro-
gramiranje, evolucijske strategije in genetski algoritmi.
2.2.1 Zgodovina evolucijskega programiranja
Zacˇetki raziskovanja uporabe evolucijskih procesov v racˇunalništvu segajo v leto
1958, ko je Friedberg objavil cˇlanek [11], v katerem je uporabil evolucijski algori-
tem za avtomatizacijo programiranja. V naslednjih letih je Bremermann upora-
bil simulirano evolucijo za numericˇno optimizacijo problemov, svoje ugotovitve
pa je objavil leta 1962 [12]. Takšne ideje na zacˇetku niso bile splošno sprejete,
vendar so jih postopoma zacˇeli raziskovati in sredi šestdesetih let se je pojem
evolucijskih algoritmov že razdelil na tri podrocˇja: evolucijsko programiranje,
evolucijske strategije in genetski algoritmi.
Lawrence Fogel je zacˇetnik evolucijskega programiranja, s katerim je želel
posnemati inteligenco [13]. Takšen pristop ni tradicionalen, saj se v podrocˇju
umetne inteligence uporablja hevristicˇno programiranje ali nevronske mreže.
Inteligenci je pripisal lastnost prilagajanja vedenja za dosego cilja v razlicˇnih
okoljih. Postavil je vecˇ eksperimentov, med njimi tudi evolucijo koncˇnih avto-
matov (angl. Finite-State Machine) za predvidevanje neznane informacije. To
je naredil tako, da je nakljucˇno generiral populacijo koncˇnih avtomatov, njihova
naloga pa je bila predvideti naslednje simbole glede na znano zaporedje. Vpe-
ljal je funkcijo, ki je ocenila, kako dobro so simbol predvideli avtomati in obdr-
žal polovico najboljših kandidatov. Te je kopiral in nakljucˇno spremenil njihovo
notranjo logiko. Na ta nacˇin je dobil enako veliko populacijo z boljšim pred-
videvanjem. Fogel je ta eksperiment razširil na vecˇ variacij in delal na prakticˇni
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uporabi za prepoznavanje in predvidevanje stanja. Tudi drugi so posnemali nje-
gov pristop ter ga uporabili za predvidevanje zaporedij, prepoznavanje vzorcev
in rešitev iger [14, 15].
Sredi osemdesetih let prejšnjega stoletja se je zacˇelo evolucijsko programira-
nje aplicirati tudi na probleme nacˇrtovanja poti, optimalne izbire podmnožic,
treniranje nevronskih mrež in primerjave z drugimi metodami simulacij evolu-
cije. V zacˇetku devetdesetih let se je za postopek simulacije evolucije razvila še
vzporedna evolucija variiranja mutacij. S primerno stopnjo mutacij za vsako ge-
neracijo v simulaciji pridobimo na ucˇinkovitosti. Ta proces imenujemo samore-
gulacija. Leta 1992 je potekala prva konferenca o evolucijskem programiranju,
kjer so med drugim govorili o uporabi evolucijskega programiranja v robotiki,
nacˇrtovanju poti ter nacˇrtovanju in treniranju nevronskih mrež [16]. Od takrat
naprej se uporaba evolucijskega programiranja širi na nova podrocˇja – npr. v
medicini za procesiranje slik, za industrijsko oblikovanje in nacˇrtovanje logicˇ-
nih vezij [17, 18, 19].
2.2.2 Zgodovina evolucijskih strategij
Zacˇetniki optimizacijskega postopka evolucijske strategije so leta 1964 po na-
kljucˇju postali trije študentje Tehnicˇne univerze v Berlinu. Bienert, Schwefel in
Rechenberg so se spoznali med študijem aerotehnologije in vesoljske tehnolo-
gije na Institutu za mehaniko tekocˇin. Želeli so zgraditi robota, ki bi izvajal ek-
sperimente na ozkih telesih v vetrnem tunelu in poskušal zmanjšati zracˇni upor.
Za avtomatsko optimizacijo so uporabili dva klasicˇna numericˇna postopka: spre-
minjanje ene spremenljivke naenkrat in tehniko diskretnega gradienta. Obe
strategiji so najprej preizkusili rocˇno, a z njima niso uspeli, saj jih nista pripe-
ljali od optimuma. Problem so zastavili v dveh dimenzijah, saj so tam poznali
rešitev problema. Rechenberg je leto kasneje prišel do ideje, da se za nakljucˇne
odlocˇitve v postopku uporabi kocko [20].
Tako je prišlo do prve vrste evolucijskih strategij, imenovane (1 + 1) ES,
pri kateri se rešitev razvija z enim staršem in enim otrokom prek diskretnih bi-
nomsko porazdeljenih mutacij. To tehniko so najprej preizkusili racˇunsko, nato
pa na istem dvodimenzionalnem problemu. Rezultat je konvergiral proti znani
rešitvi. Kasneje so robota za avtomatske akcije in odlocˇitve tudi izdelali [21].
Istega leta je drug študent, Lichtfuss, uporabil isto strategijo pri svojem hid-
rodinamicˇnemu problemu oblike zvite cevi. Želel je izboljšati pretok in s tem
algoritmom dobil nenavadno, a do takrat najboljšo rešitev [22].
Leta 1970 se je evolucijska strategija ponovno uporabila v iskanju energetsko
ucˇinkovite industrijske šobe za vrocˇo vodo. Pri tem eksperimentu se je pri upo-
rabi evolucijskih algoritmov prvicˇ pojavilo dupliciranje in brisanje genov, ker
niso vnaprej poznali dolžine šobe. Kot pri eksperimentu s cevjo je bila rešitev
problema nenavadna, ampak veliko boljša kot katerakoli od obstojecˇih rešitev
[23, 24].
Rechenberg je kasneje razvil teorijo o konvergiranju za evolucijsko strategijo
(1 + 1)ES in izdelal pravilo uspešnosti 1/5 za standardno deviacijo mutacij [25].
Za še boljši postopek so strategiji pri posnemanju biološke evolucije dodali ve-
cˇjo populacijo in rekombinacijo. Razvila se je evolucijska strategija (µ + 1) ES,
ki pa ni bila uspešna pri avtomatskem prilagajanju mutacij in se je zaradi tega ni
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uporabljalo. Razvilo se je še vecˇ bolj uspešnih verzij evolucijskih strategij z raz-
licˇnimi kombinacijami števila staršev in otrok v vsaki generaciji. Njihov razvoj
pa se je zakasnil zaradi nedorasle racˇunalniške mocˇi tistega cˇasa in nezmožnosti
vzporednega racˇunanja. Od takrat se je razvilo veliko nestandardnih vrst evolu-
cijskih strategij, vsaka od njih pa je namenjena za razlicˇne specifike problemov
in prostore rešitev. Sredi devetdesetih let prejšnjega stoletja je izšlo vecˇ knjig o
evolucijskih strategijah s teorijo in uporabo za dolocˇene primere [16].
2.2.3 Zgodovina genetskih algoritmov
Osnovno idejo o genetskih algoritmih je prvi predstavil John Henry Holland v
svojih objavah na zacˇetku šestdesetih let dvajsetega stoletja [26]. Raziskoval
je nacˇela adaptivnih sistemov, ki sami sebe spreminjajo glede na interakcije z
okoljem, v katerem obstajajo. Na ta nacˇin naj bi se približali razumevanju ži-
vljenjskih oblik v naravnem okolju in bi lahko to znanje izkoristili za izdelavo
dobrih prilagodljivih umetnih sistemov. Holland je menil, da je uspešna upo-
raba konkurence in inovacije kljucˇna za dinamicˇno prilagajanje na nepricˇako-
vane dogodke in spreminjajocˇe se okolje. Te ideje o enostavnem modelu biolo-
ške evolucije lahko enostavno izrazimo z mehanizmom preživetja najmocˇnej-
šega in proizvajanjem novih, vedno uspešnejših potomcev.
Sredi šestdesetih let je skupaj s svojimi doktorskimi študenti svoje ideje pre-
nesel v racˇunalniško obliko. Ti sistemi so še posebej spominjali na genetiko, saj
so bili v simulirani evoluciji posamezniki interno shranjeni kot genomi. Meha-
nizmi reprodukcije in dedovanja so bili implementirani kot enostavni postopki
mutacij in genetskega križanja.
Bangley je leta 1967 v svoji doktorski disertaciji [27] predstavil prvo eksperi-
mentalno delo s posnemanjem genoma, kot je diploidni kromosom, vlogo gen-
ske inverzije in mehanizmom selekcije. Rosenberg je istega leta v svoji diserta-
ciji [28] opisal simulacijo evolucije enostavnega biokemijskega sistema, kjer so
enocelicˇni organizmi proizvajali encime s ciljem izdelave prave kemijske kon-
centracije. Pri svojem delu je Rosenberg prvi uporabil tudi prilagajanje pri po-
stopku križanja genov. Cavicchio je leta 1970 v svojem doktorskem delu [29]
to metodo uporabil kot obliko prilagodljivega iskanja na težjih problemih, kot
so izbira primernega zaporedja funkcij in prepoznava vzorcev. V njegovih ek-
sperimentih je videti uporabo selekcije najboljših posameznikov, ki gredo ne-
spremenjeni v naslednjo generacijo – elitisticˇna izbira. Prav tako je uporabil
prilagajanje stopnje genskega križanja in mutacije.
Hollstien je leto kasneje v svoji doktorski disertaciji [30] raziskoval izmenju-
jocˇo selekcijo in postopek genskega križanja. Eksperimentiral je z razlicˇnimi
strategijami izbire parov za križanje, pri cˇemer je preizkušal tudi tehnike, ki jih
uporabljajo za vzrejanje živali. Za zapis genoma je uporabil binarno kodiranje
nizov in opazil, da bolje deluje Grayevo kodiranje nizov zaradi manjših spre-
memb pri spremembi enega bita.
Holland je nadaljeval svoje teoreticˇno delo na enotni teoriji prilagodljivih
sistemov in razvil teoreticˇno analizo enostavnih genetskih algoritmov. Vse te
ideje je strnil v knjigo [31], objavljeno leta 1975, v kateri je predstavil genetske
algoritme kot abstrakcijo biološke evolucije in dodal teoretski okvir za proces
prilagajanja pri teh algoritmih. To je bila prva knjiga, ki je predlagala teoreticˇne
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temelje za racˇunalniško evolucijo in je bila kar nekaj cˇasa osnova za teoretsko
delo z genetskimi algoritmi. Dobro je bila sprejeta predvsem zaradi matematicˇ-
nega opisa evolucije [32].
Zanimivo je, da veliko naštetih pozitivnih lastnosti teh algoritmov iz knjige
ni bilo mogocˇe prikazati eksperimentalno. Razlog za to je bila takratna majhna
procesorska zmogljivost racˇunalniških sistemov. Vecˇina zgodnejših eksperimen-
talnih študij se je izvajala z majhnim številom generacij in majhno populacijo –
pogosto je bilo posameznikov manj kot 20. Razlike v pricˇakovanih in dobljenih
rezultatih je bilo mogocˇe povezati z znanimi pojavi populacijske genetike iz na-
rave: genetski zdrs, manjšanje genetske raznolikosti zaradi naravne selekcije in
križanja genov v majhnih populacijah.
V sedemdesetih letih prejšnjega stoletja je naraslo zanimanje za boljše ra-
zumevanje obnašanja genetskih algoritmov in njihove uporabe. Izbira velikosti
populacije, število generacij, stopnja križanja genov, mutacij in izbira nove ge-
neracije so zelo vplivale na izid in cˇas ter zahtevnost racˇunanja. V svoji diser-
taciji [33] je Frantz leta 1972 raziskoval vpliv križanja genov in inverzije s popu-
lacijami s stotimi posamezniki. Tukaj se prvicˇ pojavi tudi eksperimentiranje s
križanjem genov na vecˇ tocˇkah. De Jong je v svojem doktorskem delu [34] leta
1975 prav tako analiziral vpliv izbire spremenljivk na ucˇinkovitost optimiziranja
dolocˇenega testnega niza funkcij. Analize se je lotil teoreticˇno in prakticˇno, zato
je imelo njegovo delo toliko vecˇ teže. Po njegovi študiji je bilo jasno, da je mo-
gocˇe tudi z enostavnimi genetskimi algoritmi reševati zapletene optimizacijske
probleme.
V tistih letih se je raziskovanje genetskih algoritmov razširilo na vecˇ ameri-
ških univerz in raziskovalnih laboratorijev. To se je zgodilo pocˇasi, saj je sku-
pnost raziskovanja umetne inteligence to podrocˇje vzela z rezervo, predvsem
zaradi pretiranega hvaljenja, ki ni vodilo do rezultatov. Leta 1976 je potekala
delavnica prilagodljivih sistemov, katere se je udeležilo 20 ljudi. Delavnica se je
ponavljala vecˇ let in njen obseg je rasel. V tistih letih se je razvilo kar nekaj raz-
iskovalnih skupin na tem podrocˇju, vodilne so bile na univerzah v Pittsburghu,
Alberti in Michiganu [16].
Zaradi narašcˇajocˇega interesa je leta 1985 potekala prva mednarodna kon-
ferenca o genetskih algoritmih [35], na kateri je svoje teoreticˇno in prakticˇno
delo predstavljalo 75 udeležencev. Zaradi uspeha in rasti podrocˇja so konfe-
renco ponavljali dvakrat letno. V tistem cˇasu je izšlo veliko publikacij, še pose-
bej pomembna pa je Goldenbergova knjiga Genetski algoritmi pri iskanju, op-
timizaciji in strojnem ucˇenju [36], ki je izšla leta 1989. Predstavila je teorijo in
aplikacijo genetskih algoritmov na natancˇen in enostaven nacˇin ter približala to
podrocˇje tudi ostalim znanstvenikom in inženirjem.
Število raziskav, publikacij in dogodkov je raslo, zato je bila ustanovljena
Mednarodna skupnost za genetske algoritme, ki je bdela nad aktivnostmi sku-
pnosti, organizirala konference in skrbela za pridobivanje sredstev. Leta 1990 se
je odvila prva konferenca vzporednega reševanja problemov iz narave (PPSN),
katere se je udeležila tudi skupnost podrocˇja evolucijskih strategij. Naslednje
leto so se odlocˇili, da bodo zacˇeli z objavljanjem znanstvenih revij. Za širok
spekter in celovitost so morali vkljucˇiti vse vrste evolucijskih algoritmov. Tako
so k reviji prispevali iz skupnosti genetskih algoritmov, evolucijskih strategij in
evolucijskega programiranja. Prva izdaja revije, ki se je imenovala Evolutionary
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Computation, je izšla spomladi leta 1993.
Od takrat se podrocˇje samo še širi, kar se vidi v aktivnosti skupnosti in razno-
likosti rešitev. Pojavili sta se tudi novi paradigmi, neurejeni genetski algoritmi in
genetsko programiranje. [16, 32]
2.3 Genetski algoritmi v simulacijah
kolektivnega gibanja
Kot predmet raziskovanja smo si v tem delu izbrali avtomatsko nastavljanje pa-
rametrov za simulacijo gibanja. S podobno vsebino obstaja že nekaj raziskav na
podrocˇju prakticˇnih rešitev in teoreticˇnega razvoja.
V cˇlanku iz leta 1998 [37] sta Macgill in Openshaw uspešno uporabila kolek-
tivno gibanje za analiziranje geografskih podatkov, natancˇneje lokaliziranega
prostorskega združevanja. Iskanje pravih parametrov za kolektivno gibanje je
bilo zamudno, zato so tudi drugi avtorji želeli ta postopek analize nadgraditi, kar
so pokazali v cˇlanku [2]. Za avtomatsko izbiro nastavitev so uporabili genetske
algoritme in prišli do dobrih rezultatov, vendar izvedba ni bila kratka. Njihova
rešitev še ni pripravljena za koncˇnega uporabnika, bi se pa lahko uporabila za
klasifikacijo razlicˇnih geografskih podatkov. Dolocˇil bi se niz prednastavitev, ki
bi se avtomatsko izbral glede na nabor podatkov.
Iskanje parametrov za kolektivno gibanje rib je prikazano v cˇlanku [3]. Poleg
gibanja v skupini so dodali iskanje hrane, izogibanje oviram in drugim skupi-
nam. Vsako izmed teh dodatnih pravil je dodalo nov vektor želenega gibanja, ki
vpliva na izvedbo gibanja, in povecˇalo kompleksnost simulacije. To predstavlja
dodatne parametre, saj se mora upoštevanje obstojecˇih in novih pravil dobro
utežiti za prepricˇljiv prikaz skupnega gibanja. Za optimizacijo izbire parame-
trov so uporabili genetski algoritem, kar je vodilo do bolj realisticˇnega prikaza
jate rib.
Za izbiro parametrov se lahko uporabi tudi druge hevristicˇne algoritme. V
cˇlanku [4] so avtorji za simulacijo kolektivnega gibanja izbrali parametre z ge-
netskim algoritmom in primerljivo optimizacijo z rojem delcev ter primerjali
rezultate. Pokazali so, da ima ta algoritem v tem primeru hitrejšo konvergenco,
kar je zelo ugodno. Izpostavili pa so tudi, da je z uporabo optimizacije rojev
delcev vecˇja možnost, da se ostane na ravni lokalnega optimuma.
Za študijo plenilskega vedenja so v cˇlanku [38] izvedli evolucijo parametrov
posameznega plenilca, katerega plen je skupina s kolektivnim gibanjem. Avtorji
so v [5] izvedli raziskavo iz druge smeri – kako se z evolucijo razvijajo parametri
kolektivnega gibanja za kar najboljše izogibanje plenilcu. Spreminjala so se ob-
mocˇja zaznave sosedov v skupini in uteži motivacij za premikanje. Kot rezultat
so dobili optimalno gibanje skupine za uspešno izogibanje plenilcu.
Obstaja še veliko prostora za nadaljnje raziskovanje. V našem delu bomo po-
leg iskanja prepricˇljivega gibanja z istim genetskim algoritmom poskusili zmanj-
šati cˇas racˇunanja z izpušcˇanjem racˇunskih korakov in pocˇasnejšo menjavo se-
znama sosedov. Ker bo naša funkcija uspešnosti merila prepricˇljivost gibanja,
bodo tudi ti dodatni parametri dobro izbrani.
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Model kolektivnega gibanja
V tem poglavju se bomo posvetili modelu kolektivnega gibanja Boids. Najprej
bomo na splošno predstavili simulacije skupin, razdeljene po kompleksnosti
posameznikov, nato bomo opisali implementirani model gibanja Boids. Pred-
stavili bomo, kako v modelu posameznik zaznava okolico, notranje nagone/sile
in vpliv teh dejavnikov na posameznikovo gibanje. Na koncu bomo predstavili
racˇunske izzive pri implementiranem modelu.
3.1 Simulacije gibanja skupin
Simulacije skupin (angl. crowd simulation) se v animaciji uporabljajo kot na-
domestek oz. za avtomatizacijo premikanja posameznikov. V praksi to storimo
tako, da v graficˇnem programu nastavimo želeno vedenje posameznika v sku-
pini, program pa vrne izracˇunano gibanje posameznika. Cˇe z izracˇunanim giba-
njem nismo zadovoljni, lahko simulacijo ponovimo, saj nakljucˇnost programa
izracˇuna podobno gibanje posameznika. Za bolj korenite spremembe gibanja
posameznika pa je potrebno prilagoditi nastavitve.
Poleg simulacije skupin obstajajo tudi simulacije sistemov delcev (angl. par-
ticle system), kjer za razliko od simulacije skupin posamezni delec nima avto-
nomije oz. inteligence. Za simulacijo sistema delcev v celoti skrbi sistem. Ta-
kšen sistem lahko uporabimo za simulacijo dima pri gorenju, isker pri brušenju,
pretakanje vode, rušenje zidu ipd.; torej za fizikalne simulacije ali simulacijo
posebnih ucˇinkov. Za takšne sisteme je znacˇilno zelo veliko število delcev, kar
pripomore k vecˇji verodostojnosti fizikalnih simulacij.
V primeru, da se posamezniki v skupini zavedajo okolice, na podlagi cˇesar
sprejemajo odlocˇitve glede gibanja, gre za kolektivno gibanje (angl. swarming/
flocking ). Vsak posameznik se pri kolektivnem gibanju ravna po enostavnih
pravilih, kar pripelje do bolj zapletene animacije, kjer se skupina giblje kot ce-
lota. Na tak nacˇin le posnemamo gibanje posameznikov v jatah ptic, rojih cˇebel,
cˇredah bivolov itd. Pri takem gibanju želijo živali ostati skupaj in se gibati v isto
smer, pri tem pa se izogibajo trkom. V takšni simulaciji je od dalecˇ videti, kot da
se vsak posameznik popolnoma zaveda svojega vedenja, zato bi lahko na tak na-
cˇin animirali množico ljudi v mestu ali na bojnem polju. Od blizu pa so premiki
videti bolj nerodni in se opazi neskladje z resnicˇnim svetom.
Za bolj podrobne in realisticˇne upodobitve gibanja skupin je potrebno posa-
mezniku dati vecˇjo stopnjo inteligence in vecˇ pravil, kako naj se odziva na oko-
lico. Takšnemu kontroliranemu sistemu recˇemo avtonomno obnašanje (angl.
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autonomous behaviour). Vzorci oz. pravila vedenja so za posameznike natancˇ-
neje dolocˇeni glede na razlicˇne situacije, teren in položaje drugih cˇlanov sku-
pine. V simulaciji se lahko izvedejo vnaprej pripravljene animacije v primeru,
ko sta sosednja posameznika zelo blizu, ko se posameznik sesede, spotakne in
tako postane dodatna ovira za ostale posameznike. Takšni sistemi so prirejeni
za bolj specificˇne primere uporabe in zahtevajo vecˇ priprave. Zaradi enostav-
nega sistema pravil smo v nadaljevanju magistrskega dela uporabili mehanizem
kolektivnega gibanja.
3.2 Kolektivno gibanje
Kolektivno gibanje opisuje vsak sistem, v katerem ima posameznik informacijo
o okolici, na podlagi katere se odlocˇi za svoje gibanje. Odlocˇitve o gibanju posa-
meznika ne dolocˇa sistem, temvecˇ vsak posameznik po svoje vpliva na premik
skupine. Kljub enostavnim pravilom, na podlagi katerih se posamezniki od-
locˇajo, se na tak nacˇin uspešno posnema gibanje skupin v naravi. Pravila, ki
opisujejo gibanje, imenujemo model kolektivnega gibanja.
3.2.1 Model kolektivnega gibanja Boids
Craig Reynolds je predstavil model kolektivnega gibanja Boids, pri katerem se
vsak posameznik giblje na osnovi treh pravil oz. nagonov glede na položaj in
smer svojih sosedov v skupini [6]. Kljub enostavnosti sistema lahko dobimo pre-
cej dober rezultat, kjer se skupina enotno giblje kot v jati. Z dodatnimi nagoni
lahko model še izboljšamo in ga naredimo bolj robustnega, gibanje pa postane
bolj nadzorovano. V primeru, da posameznikom dodamo nagon za sledenje ci-
lju in izogibanje oviram, lahko takšno skupino posameznikov postavimo v defi-
nirano okolje in opazujemo, kako se skupina izogiba preprekam, medtem ko se
približuje cilju. Tako postane gibanje bolj predvidljivo in uporabno za vkljucˇitev
v animacijo kot del zgodbe.
3.2.2 Inicializacija
Preden zaženemo simulacijo je potrebna inicializacija posameznikov. To nare-
dimo tako, da posameznike postavimo v okolju v neko formacijo. Ker ne vemo,
kakšno obliko bo skupina imela glede na dolocˇena pravila, posameznike obi-
cˇajno razporedimo nakljucˇno znotraj kvadrata oz. kvadra. Pri tem upoštevamo,
da bo razporeditev skupine v zacˇetku nenaravna. Zato prvih nekaj slicˇic simu-
lacije ne analiziramo, saj se kolektivno gibanje še ni vzpostavilo. S tem se izo-
gnemo tudi upoštevanju trkov in nakljucˇnih usmeritev, ki smo jih z inicializacijo
posameznikov povzrocˇili sami.
Število, oblika, velikost in najvecˇja hitrost posameznika pa so odvisni od naše
uporabe simulacije. Za imitacijo majhne cˇrede zadostuje samo nekaj posame-
znikov, pri imitaciji velikih jat rib in ptic pa jih lahko uporabimo nekaj tisocˇ. Za
naš model bomo uporabili razlicˇno velike skupine in za vsako konfiguracijo pre-
verili cˇas racˇunanja in koncˇno rešitev izbire parametrov. Bolj kot oblika skupine
pa je pomembna velikost, saj obicˇajno za posameznika upoštevamo le, kako
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velik krog zavzame, torej mu je dolocˇen radij. Na tak nacˇin prihranimo na ra-
cˇunski mocˇi, kar pa lahko še bolj optimiziramo, cˇe meje posameznika predsta-
vlja osmerokotnik ali kvadrat. Hitrost posameznika pa je odvisna od tega, kako
dinamicˇno gibanje želimo v skupini. S tem je povezano tudi, koliko slicˇic na
sekundo želimo izracˇunati v simulaciji.
3.2.3 Percepcija in nagoni
V naravi posamezna žival znotraj skupine ne vidi cele cˇrede, temvecˇ ima le infor-
macijo o položajih svojih bližnjih sosedov. Podobno je v simulaciji. Obicˇajno so
ocˇi živali obrnjene naprej, v smeri gibanja skupine, kar v simulaciji imenujemo,
da ima posameznik dolocˇen kot pogleda, usmerjen v smeri gibanja. Percepcija
se prikazuje kot krožni izsek, dolocˇen z radijem in kotom. Gibanje v naslednjem
koraku je odvisno od položaja in usmerjenosti sosedov znotraj polja percepcije.
Slika 1: Prikaz nagonov, ki vplivajo na posameznika, po Reynoldsu [39]. Levo izogi-
banje trkom, sredina prilagajanje hitrosti in desno ohranjanje bližine.
Reynolds je pri modelu Boids upošteval tri nagone, ki vplivajo na gibanje:
izogibanje trkom, prilaganje hitrosti sosedom in ohranjanje bližine centru sku-
pine, kot kaže slika 1 [6]. V našem delu smo izbrali nadgrajen model, kateremu
sta dodana nagona za izogibanje oviram v okolju in približevanje dolocˇenemu
cilju. Pri tem bomo za razlicˇne nagone uporabili razlicˇna zaznavna polja, kot
je opisano v cˇlanku [7]. Za dolocˇitev hitrosti in usmeritev gibanja se upošteva
tudi bolj oddaljene sosede, za izogibanje trkom pa se upošteva le najbližje so-
sede, kot vidimo na sliki 2. Vsak posamezni nagon je predstavljen kot vektor, ki
prikazuje idealno gibanje ob upoštevanju izkljucˇno tega nagona.
3.2.4 Združevanje sil
Kot smo že omenili, je osnovni model Boids upošteval tri nagone, ki jih je Re-
ynolds razvrstil po pomembnosti (kot so našteti v prejšnjem odstavku). Tako
so se upoštevali tudi pri racˇunanju. Cˇe kažejo nagoni posameznika v razlicˇne
smeri, je bolj naravno, da se skušajo izogniti trku kot pa ohranjati bližino sku-
pine. Temu recˇemo, da imajo nagoni razdeljene uteži, ki povedo, kako mocˇno
vsak posamezni nagon vpliva na koncˇno gibanje. Utež vsakega nagona in razda-
lja, do katere se nagon upošteva, predstavljata dodatna parametra, ki ju nasta-
vimo simulaciji. Pri združevanju sil gre za seštevanje vektorjev nagonov glede
na dolocˇene uteži. Tako dobimo vektor, kam se bo vsak posameznik premaknil
v naslednji slicˇici simulacije.
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Slika 2: Prikaz percepcije posameznika za vsak nagon posebej. Vidni kot dolocˇa izsek
kroga, v katerem posameznik zazna sosede [7].
3.3 Racˇunska zahtevnost
Racˇunska zahtevnost algoritma se poda za najslabši primer. V našem primeru
je to O(n2), pri cˇemer n predstavlja število posameznikov, za katere je potrebno
izracˇunati gibanje v naslednjem koraku. Cˇasovna zahtevnost je kvadratno odvi-
sna od števila posameznikov, saj moramo za vsak korak gibanja preveriti, kako
vpliva vsak posameznik na kateregakoli izmed ostalih posameznikov. To po-
meni, da se ob podvojitvi števila posameznikov v skupini cˇasovna zahtevnost
oz. število izracˇunov pocˇetveri.
Kot smo že omenili, bomo izvedli izracˇune sil le med najbližjimi sosedi v
skupini. Za izracˇun gibanja torej upoštevamo le tiste sosede, ki bi lahko vplivali
na posameznika. Teoreticˇno ostaja racˇunska zahtevnost enaka, ampak na tak
nacˇin lahko število izracˇunov v vsakem koraku zmanjšamo.
Tako postane tudi izracˇun sil precej ucˇinkovit, z manjšanjem seznama vpliv-
nih sosedov pa se pospeši tudi racˇunanje. Vendar pa je pri tem potrebna pre-
vidnost, saj je lahko manjši seznam bolj ranljiv na kratkotrajne spremembe, ker
se prepozno upošteva približujocˇega se posameznika in lahko pride do trka. Iz-
racˇun optimalnega razmerja se torej prepusti genetskemu algoritmu, ki genu
doda spremenljivko velikosti in uteženo vrednost upoštevanja sosedov posa-
meznika.
Izbrani model kolektivnega gibanja je torej enostaven, a intenziven za izra-
cˇun. Opisane lastnosti modela gibanja in možnosti izboljšanja smo prevedli v
številke in obravnavali kot vrednosti, ki jih bomo poskušali optimizirati z genet-
skim algoritmom, katerega postopek je opisan v naslednjem poglavju.
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Poglavje 4
Genetski algoritmi
V tem poglavju bomo opisali algoritme, s katerimi bi radi izboljšali model kolek-
tivnega gibanja. Nato se bomo bolj podrobno posvetili genetskim algoritmom,
ki smo jih uporabili v raziskovalnem delu, in podrobneje razložili njihovo delo-
vanje.
4.1 Algoritmi za optimizacijo
Algoritem je postopek, ki z zaporedjem korakov vrne rezultat. Pri optimizacij-
skih algoritmih obicˇajno išcˇemo najugodnejše vrednosti oziroma najboljši ele-
ment glede na ostale možnosti. To pomeni, da optimizacijski algoritem vrne
rešitev za zastavljeni problem oz. najboljšo rešitev (to je rešitev, ki je najprimer-
nejša za naše potrebe) iz množice možnih rešitev.
Zavedati se moramo, da ne obstaja univerzalen algoritem, ki bi rešil vse pro-
bleme, temvecˇ moramo za vsak problem izbrati njemu primeren algoritem. Zgo-
di se lahko tudi, da pri nekaterih problemih ne poznamo algoritma ali pa je ra-
cˇunanje rešitve problema potratno oz. predolgo. Do slednjega lahko pride pri
kompleksnih problemih ali pri problemih, kjer je množica rešitev velika.
4.1.1 Hevristika
Hevristicˇne metode iskanja rešitev in odlocˇitev so algoritmi, ki izhajajo iz prak-
ticˇnega pristopa k problemu na podlagi izkušenj. Ne zagotavljajo najboljše re-
šitve, vendar pa izracˇunajo dobre rezultate z manj porabljenega cˇasa in ener-
gije. To pride v poštev pri problemih, kjer tocˇnost rezultata ni pomembna ozi-
roma je konvencionalna pot, ki privede do tocˇnega rezultata, prevecˇ potratna.
V vsakdanjem življenju si veliko pomagamo s hevristiko pri hitrih odlocˇitvah
in za ucˇinkovite rešitve problemov. Pri racˇunalništvu pa z uporabo hevristicˇ-
nih metod prihranimo na procesorski mocˇi. Med take vrste algoritmov štejemo
inteligenco rojev, tabu iskanje, simulirano kaljenje, umetne nevronske mreže,
metodo podpornih vektorjev in evolucijske algoritme [40, 41, 42].
4.1.2 Evolucijski algoritmi
Ljudje se za navdih pri prakticˇnem reševanju problemov pogosto obracˇamo k
naravi. Inteligenca rojev, simulirano kaljenje, umetne nevronske mreže in evo-
lucijski algoritmi se gotovo zgledujejo po procesih, ki se dogajajo v naravi.
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Evolucija je vzvod, ki ga narava uspešno izkorišcˇa za izboljševanje organiz-
mov že od samega zacˇetka življenja. Ni nenavadno, da se evolucijo poskupa
posnemati in simulirati za iskanje optimalnih rešitev. Tako so se razvili evolu-
cijski algoritmi, pri katerih gre za vzpostavitev populacije z dolocˇenimi geni, ki
se z vsako novo generacijo izboljšujejo, dokler ne dosežejo ciljne rešitve ali do-
kler se algoritem ne prekine. Poslužujemo se jih kot alternativo optimizacijskim
algoritmom, ker razišcˇejo polje rešitev precej bolj ucˇinkovito in se težko usta-
vijo na lokalnih optimumih. Najbolj razvita podrocˇja evolucijskih algoritmov
so evolucijsko programiranje, evolucijske strategije in genetski algoritmi. V na-
daljevanju se bomo omejili na genetske algoritme, ki smo jih tudi uporabili v
raziskovalnem delu.
4.2 Genetski algoritmi
Genetski algoritmi se razlikujejo od ostalih evolucijskih algoritmov po tem, da
je dodan korak križanja kromosomov, s katerim se deli genov pri vsaki novi ge-
neraciji izmenjujejo. Tako v celoti posnemamo evolucijo, kjer so otrokovi geni
mešanica genov obeh staršev. Iz takšnega nacˇina izmenjave genov izhaja tudi
poimenovanje te vrste algoritmov. Na sliki 3 je prikazan potek algoritma, v na-
daljevanju pa bomo opisali vsak korak.
Slika 3: Diagram poteka genetskega algoritma od zacˇetne populacije do izbranega
najboljšega posameznika.
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4.2.1 Inicializacija algoritma
Vhodni parameter genetskega algoritma je populacija. Pri populaciji izberemo
njeno velikost – vecˇja populacija ima vecˇ možnosti za boljšo rešitev, a je racˇun-
sko bolj potratna; manjša populacija pa je racˇunsko manj zahtevna, a obstaja
možnost, da se zaradi majhne raznolikosti genskega bazena populacije algori-
tem ujame v lokalnem optimumu. V praksi se uporabljajo populacije z veliko-
stjo vsaj 30 posameznikov, pri vecˇjih populacijah (vecˇ kot 100 posameznikov) se
hitrost konvergence ne povecˇuje bistveno [43, 44].
Poleg velikosti populacije je potrebno dolocˇiti zacˇetne gene posameznikov.
Ti se dolocˇijo nakljucˇno, saj tako razpršimo populacijo na vecˇjo površino po-
lja rešitev. V primeru, da poznamo približne prave vrednosti nekaterih genov,
jih lahko uporabimo in s tem prihranimo cˇas. Pomembno je, da je populacija
raznolika, saj se tako izognemo konvergenci proti lokalnemu optimumu. Pri
uporabi binarnih genov je nakljucˇna izbira preprosta, cˇe pa uporabljamo realna
števila, moramo dolocˇiti interval izbire.
4.2.2 Funkcija uspešnosti
Ko je zacˇetna populacija izbrana in so posameznikovi geni populacije iniciali-
zirani, zacˇnemo z izvajanjem genetskega algoritma. Izvajanje genetskega algo-
ritma se ponavlja, v vsaki ponovitvi pa dobimo novo generacijo. Pri vsaki na
novo pridobljeni generaciji za vsakega posameznika s pomocˇjo funkcije uspe-
šnosti izracˇunamo, kako dobro reši dani problem. Na rešitev problema vplivajo
posameznikovi geni. Boljši kot so (kar pomeni, da privedejo do boljše rešitve),
vecˇja je verjetnost, da se prenesejo na naslednje generacije. Namesto funkcije
uspešnosti se lahko uporablja tudi stroškovna funkcija, ki deluje enako, le da je
uspešnost predstavljena kot potratnost posameznika – manj je bolje.
Glede na uspešnost se nato preko selekcije in križanja dolocˇi, ali posameznik
ostane v naslednji generaciji in ali bodo njegovi geni uporabljeni pri ustvarjanju
novih posameznikov. Funkcija uspešnosti je nadvse pomembna, saj je od nje
odvisna konvergenca k pravi rešitvi. Cˇe se kakovost posameznika slabo oceni,
lahko zacˇnejo v populaciji kljub dobri izracˇunani uspešnosti prevladovati slabe
rešitve.
Izbira funkcije uspešnosti je zahtevna, saj z njo ocenjujemo podobnost pravi
rešitvi, cˇeprav je vnaprej ne poznamo. Potrebno je dolocˇiti, kaj šteje kot dober
oziroma slab rezultat, in ta postopek kvantificirati. Funkcija uspešnosti ne sme
biti kompleksna, saj se mora izracˇunati za vsakega posameznika za vsako gene-
racijo in tako zlahka postane ozko grlo algoritma.
4.2.3 Selekcija
Kot recˇeno, pri vsaki novi generaciji dolocˇimo uspešnost posameznika. Višja
uspešnost pomeni vecˇjo verjetnost, da se posameznikovi geni uvrstijo v nasle-
dnjo generacijo, kar pomeni, da je potrebno narediti selekcijo posameznikov.
Selekcija poteka tako, da se iz populacije izbira pare posameznikov, katerih geni
se bodo križali in bodo uporabljeni pri novem posamezniku v naslednji gene-
raciji. Posameznik lahko pride na vrsto vecˇkrat ali nikoli, odvisno od njegove
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uspešnosti in nakljucˇij. Nova generacija ne bo nujno sestavljena le iz novih po-
sameznikov, saj lahko tiste z najboljšo stopnjo uspešnosti prenesemo naprej.
Temu pravimo elitizem, ki preprecˇuje, da bi izbrisali oz. pokvarili gene posame-
znikov, ki so na dobri poti proti pravi rešitvi.
Na zacˇetku razvoja genetskih algoritmov se je najbolj uporabljala selekcija z
ruleto (angl. roulette wheel selection), pri kateri ima vsak posameznik možnost
izbire, ki je sorazmerna z izracˇunano uspešnostjo. Pri taki izbiri obstaja možnost
prezgodnje konvergence, saj lahko velike razlike v uspešnosti usmerijo celotno
populacijo v lokalni optimum.
Prezgodnji konvergenci se izognemo s selekcijo po uvrstitvi (angl. rank se-
lection), kjer se možnosti nekoliko izenacˇijo. Posameznike se razporedi po nji-
hovi uspešnosti od najslabšega do najboljšega in se jih oštevilcˇi z 1, 2, ..., n, kjer
n predstavlja velikost populacije. Posamezniki imajo možnost izbire, ki je soraz-
merna z njihovo uvrstitvijo na tej lestvici. Cˇe želimo hitrejšo konvergenco, lahko
uvrstitev dvigujemo eksponentno.
V primeru, da smo pri racˇunanju zelo omejeni s cˇasom, je najbolj primerna
uporaba tekmovalne selekcije (angl. tournament selection), pri kateri se izo-
gnemo potratnemu sortiranju populacije. Deluje tako, da nakljucˇno dolocˇimo
dva ali vecˇ posameznikov, jih primerjamo med seboj in izberemo tistega z naj-
višjo uspešnostjo. To pocˇnemo tako dolgo, dokler ne zapolnimo nove popula-
cije.
Nezapletena za implementacijo je selekcija s klestenjem (angl. truncation
selection), ki se uporablja pri vecˇjih populacijah. Deluje tako, da populacijo raz-
vrstimo po uspešnosti in izberemo dolocˇen delež najboljših, obicˇajno 10–50 %,
ostale posameznike pa zavržemo. Iz te skupine nato izbiramo nove posame-
znike, dokler se nova populacija ne zapolni.
Po izbiri dveh posameznikov izmenjamo dolocˇene dele njunih genov, cˇemur
pravimo križanje. Izmenjane dele se uporabi na enakem mestu v kromosomu,
ker predstavljajo enake parametre. Poznamo vecˇ nacˇinov izbire delov za izme-
njavo. Glavne bomo predstavili v naslednjem podpoglavju.
4.2.4 Križanje in mutacije
Najenostavnejša vrsta izmenjave je enomestno križanje (angl. single-point cros-
sover). Na seznamu genov se izbere nakljucˇno mesto, od katerega naprej se geni
zamenjajo. Tako dobimo dva nova posameznika, pri novi populaciji lahko upo-
rabimo enega ali oba. Pri vecˇmestnem križanju (angl. multi-point crossover) se
dolocˇi vecˇ nakljucˇnih mest in izmenja vmesne dele.
Pri prej omenjenih nacˇinih izbor ni raznolik, saj vecˇina sosednjih genov os-
tane skupaj, le na nekaj mestih se vrednosti spremenijo. Za bolj razgibano izme-
njavo se pri vsakem genu odlocˇimo, od katerega starša bo. Temu recˇemo uni-
formno križanje (angl. uniform crossover). V osnovi imata starša vsak 50 % mo-
žnosti, da bo izbran njun gen na posameznem mestu kromosoma. Za hitrejšo
konvergenco algoritma lahko dolocˇimo vecˇjo možnost staršu z višjo uspešno-
stjo.
Za aritmeticˇno križanje (angl. arithmetic crossover) velja, da novo vrednost
gena dobimo z matematicˇno operacijo, izvedeno z vrednostmi genov staršev.
Pri binarnih genskih zapisih gre lahko za logicˇne operacije, pri realnih številih
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pa povprecˇenje ali povprecˇenje, uteženo glede na uspešnost. V nekaterih pri-
merih dolocˇeni geni niso dovoljeni, kar moramo upoštevati pri mehanizmu kri-
žanja. Pri problemu trgovskega potnika gre na primer za iskanje pravega zapo-
redja obiskanih tocˇk, ki se ne smejo ponavljati, zato bi uporaba neprilagojenega
križanja vodila do nedovoljenih genov.
Z izmenjavo genov sicer skrbimo za raznolikost, vendar pa to ni dovolj za
raziskovanje celotnega prostora rešitev. Preden nove posameznike vkljucˇimo v
novo populacijo, nakljucˇno izvedemo mutacijo genov. V naravi mutacije pogo-
sto zavirajo uspešnost posameznika, cˇe pa prek mutacije posameznik dobi pozi-
tivno lastnost, ima veliko vecˇje možnosti za preživetje in posledicˇno prenos svo-
jega genskega materiala na naslednje generacije. Isti mehanizem uporabimo v
algoritmu, pri cˇemer je zelo pomembna pogostost mutacij. Cˇe geni mutirajo
prepogosto, populacija ne konvergira, cˇe pa preredko, lahko konvergira proti
lokalnemu optimumu. Stopnjo mutacije se lahko nadzira glede na raznolikost
genov v populaciji, s cˇimer poskrbimo za raznolikost novih generacij.
Mutacijo lahko vnesemo v posameznikov kromosom na vecˇ nacˇinov, odvi-
sno od vrste zapisa. Pri binarnem zapisu lahko invertiramo enega ali vecˇ na-
kljucˇnih bitov v kromosomu, pri realnih številih pa imamo vecˇ možnosti. Vre-
dnost lahko nakljucˇno izberemo v vnaprej dolocˇenem obsegu, lahko ji prište-
jemo nakljucˇno število ali jo množimo z nakljucˇnim faktorjem.
Po izracˇunu funkcije uspešnosti posameznika, selekciji elite in staršev, križa-
nju in nekaj mutacijah imamo izbrano populacijo z vecˇinoma novi geni. Novim
in spremenjenim posameznikom izracˇunamo uspešnost, da jih je mogocˇe pri-
merjati. Ta postopek ponavljamo, dokler ne pridemo do dovolj dobre rešitve. Po
pravilu evolucije bi se morala populacija bližati pravi rešitvi zastavljenega pro-
blema. Dolocˇiti je potrebno pogoje, kdaj se lahko genetski algoritem zakljucˇi in
poda trenutno najuspešnejšega posameznika, katerega geni predstavljajo dober
približek optimalne rešitve.
4.2.5 Zakljucˇek algoritma
Pogoji zakljucˇka genetskega algoritma morajo biti prilagojeni problemu, ki ga
rešujemo, saj si ne želimo ustaviti algoritma prezgodaj ali po nepotrebnem is-
kati novih rešitev brez izboljšav. Ponavadi izberemo vecˇ pogojev, zaradi katerih
se algoritem zakljucˇi. Obicˇajno eden od pogojev predstavlja vnaprej dolocˇeno
število ponovitev ali cˇas izvajanja, saj se lahko algoritem ujame v cikel. Naj-
boljši pokazatelj, kako blizu smo dobri rešitvi, je uspešnost populacije. Tudi
ta lahko predstavlja pogoj zakljucˇitve, kar pomeni, da mora vnaprej dolocˇen
prag uspešnosti presecˇi eden ali vecˇ posameznikov. Navadno je vrednost do-
bre uspešnosti neznana, zato uporabimo stopnjo konvergence uspešnosti kot
znak za zakljucˇek. To pomeni, da algoritem prekinemo, ko vecˇ generacij zapo-
red uspešnost najboljšega posameznika ni višja od prejšnje in so razlike med
uspešnostmi skozi vecˇ generacij majhne. Na podoben nacˇin lahko opazujemo
povprecˇje uspešnosti celotne populacije ali pa njeno elito. Tudi konvergenca
genov predstavlja dober indikator za prekinitev algoritma.
Kot rešitev zastavljenega problema vzamemo posameznika z najvecˇjo uspe-
šnostjo. Njegovi geni namrecˇ predstavljajo optimizirane vrednosti. Pri tem lahko
vrednosti rešitve zaupamo, ali pa znova uporabimo genetski algoritem z dru-
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gimi nastavitvami.
V tem poglavju smo opisali delovanje genetskih algoritmov, s katerimi že-
limo izboljšati model kolektivnega gibanja Boids. V naslednjem poglavju bomo
predstavili našo izvedbo genetskega algoritma. Predstavili bomo, kakšno popu-
lacijo smo izbrali, kako smo algoritem implementirali in kaj smo ugotovili.
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Poglavje 5
Implementacija programa
V tem poglavju bomo predstavili implementacijo genetskega algoritma na mo-
delu kolektivnega gibanja Boids. Najprej bomo opisali uporabljeno programsko
opremo in naš nacˇrt programa. Utemeljili bomo izbiro parametrov in upora-
bljenih metod ter predstavili algoritme s psevdokodo.
5.1 Uporabljena programska oprema
Program smo razvili v programskem jeziku Python†. Python je tolmacˇen visoko-
nivojski jezik, kar pomeni, da lahko z njim hitro pišemo in testiramo programe.
Program lahko napišemo v kateremkoli urejevalniku besedil in ga shranimo s
koncˇnico .py. Za zagon je potreben interpreter oz. tolmacˇ, to je racˇunalniški
program, ki zna izvršiti Pythonovo kodo. Ob vsakem zagonu programa Python
se program prevede in izvrši kodo ukaz za ukazom. Slabost sprotnega tolma-
cˇenja je, da se program izvaja relativno pocˇasi. Kljub temu pa je prav zaradi
možnosti hitrega programiranja in široke možnosti uporabe programski jezik
Python zelo popularen.
Program smo implementirali s pomocˇjo programskega okolja PyCharm pod-
jetja JetBrains. To je orodje, ki je posebej narejeno za pomocˇ pri kodiranju jezika
Python. Med drugim ponuja možnost analize kode, razhrošcˇevalnik, testiranje,
preverjanje verzij ter organizacijo projektov in programov. Mogocˇe ga je upora-
bljati na operacijskih sistemih Windows, macOS in Linux. Osnovna verzija oko-
lja PyCharm je brezplacˇna in odprtokodna. Za raziskavo smo uporabili okolje
PyCharm 2018.3.3 (Community Edition), namešcˇeno na operacijskem sistemu
Windows 10.
Pri delu smo si pomagali tudi s programskimi knjižnicami. To so že napi-
sani programi in funkcije, ki jih program naloži na zacˇetku izvajanja. Uporaba
knjižnic prihrani cˇas programiranja in vcˇasih tudi izvedbo programa cˇasovno iz-
boljša. Zaradi velikega števila uporabnikov jezika Python je na voljo obilo knji-
žnic za razlicˇne potrebe. Nekatere knjižnice za Python so napisane v drugih
programskih jezikih in tako omogocˇajo nove funkcionalnosti ali pa pospešijo
izvajanje programa.
Ena od uporabljenih knjižnic je knjižnica numpy, ki smo jo uporabili za lažje
delo z vektorji, saj med drugim vkljucˇuje funkcije za seštevanje, odštevanje,
†Programski jezik Python je poimenovan po britanski komicˇni skupini Monty Python oz.
njihovi komicˇni seriji Monty Python’s Flying Circus.
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množenje in skalarni produkt matrik. Simulacije smo vizualno prikazali s knji-
žnico graphics.py, ki omogocˇa izrisovanje cˇrt, pik in likov na zaslon. Že tekom
izdelave programa smo tako lahko videli potek simulacij, opazovali obnašanje
skupine in odkrivali napake. Podatke o vsaki generaciji genetskega algoritma
smo zapisovali v excelovo preglednico z uporabo knjižnice xlsxwriter. Iz vnese-
nih podatkov smo z isto knjižnico avtomatsko izdelali in oblikovali grafe.
5.2 Implementacija modela Boids
Za testiranje modela kolektivnega gibanja smo izdelali kratek scenarij poteka
simulacije. Simulacija mora biti cˇim krajša, saj se mora izvesti za vsakega po-
sameznika v vsaki generaciji genetskega algoritma, obenem pa mora biti dovolj
dolga, da verodostojno preverimo njeno uspešnost. Skupina naj se inicializira v
dolocˇenem obmocˇju in ima cilj na oddaljenem mestu, na poti pa so ovire. Pro-
gram za izvedbo simulacije Boids v skladu s tem scenarijem je predstavljen s
psevdokodo 1.
Na sliki 4 je predstavljeno zacˇetno stanje simulacije. Simulacija se izrisuje s
pticˇje perspektive, globina pa je prikazana s svetlenjem cˇlanov skupine in ovir.
Cˇlana skupine prestavlja krog, cˇrta iz njegovega središcˇa pa kaže smer in hitrost
gibanja. Velikost skupine smo spreminjali od 10 cˇlanov, kjer se že vzpostavi vzo-
rec gibanja, do 100 cˇlanov, kjer se na takem scenariju že težko preprecˇi trke. Med
zacˇetnim obmocˇjem in ciljem se na mreži 3 ∗ 3 ∗ 3 nakljucˇno pojavijo razlicˇno
velike okrogle ovire, predstavljene s krogom. Za posameznega cˇlana skupine bo
cilj dosežen, ko pride v bližino cilja.
Slika 4: Prikaz scenarija. Modri okvir oznacˇuje zacˇetno obmocˇje, rumeni okvir ozna-
cˇuje obmocˇje ovir, rdecˇa cˇrta predstavlja mejo doseženega cilja, zeleni kvadrat pa
oznacˇuje položaj cilja.
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Simulacija gibanja se racˇuna po diskretnih korakih oz. slicˇicah. Glede na tre-
nutno stanje skupine se izracˇuna naslednje. Na vsakega cˇlana skupine v našem
primeru deluje pet sil: izogibanje trkom s sosedi, prilagajanje hitrosti ostalim
cˇlanom skupine, ohranjanje bližine, izogibanje oviram in usmerjenost proti ci-
lju. Glede na uteženo vsoto teh sil se cˇlanu skupine izracˇuna stanje v naslednji
slicˇici. Te sile so predstavljene kot vektorji, ki imajo izhodišcˇe v težišcˇu cˇlana in
se seštejejo v koncˇni vektor, ki predstavlja smer gibanja.
Psevdokoda 1: Kolektivno gibanje skupine Boids
inicializiraj skupino Boids
nakljucˇno razporedi cˇlane skupine Boids
nakljucˇno razporedi ovire na poti do cilja
dokler vsi cˇlani skupine ne precˇkajo ciljne cˇrte ali cˇas ni presežen ponavljaj
za vsakega cˇlana skupine Boids ponovi
naredi seznam bližnjih cˇlanov skupine (sosedov)
izracˇunaj oddaljenosti in vektorje do sosedov
izracˇunaj povprecˇje teh vektorjev v nasprotno smer (bližji sosedi imajo vecˇ
teže)
izracˇunaj vektor povprecˇne hitrosti sosedov
izracˇunaj vektor proti povprecˇnemu položaju sosedov
izracˇunaj vekor proti cilju
izracˇunaj oddaljenosti do ovir in izracˇunaj vektor v nasprotno smer
uteži izracˇunane vektorje in jih seštej v vektor pospeška
koncˇaj
posodobi hitrost cˇlanov glede na izracˇunani vektor pospeška
posodobi položaj cˇlanov glede na njihovo hitrost
izriši ovire in skupino Boids
koncˇaj
Vsak cˇlan skupine ima shranjen seznam drugih bližnjih cˇlanov, glede na ka-
tere se izracˇuna prve tri sile. Ta seznam se lahko posodobi vsako slicˇico simu-
lacije ali pa na dolocˇen interval. Na seznam pridejo le sosedje, ki so v vidnem
polju, dolocˇenem z razdaljo in vidnim kotom. Kot smo omenili v poglavju 3.2.3,
se za vsako izmed sil uporablja drugo zaznavno polje. Dolocˇena je razlicˇna raz-
dalja, na kateri sosedje še vplivajo na katero izmed teh treh sil.
Sila izogibanja trkom s sosedi se izracˇuna kot seštevek vektorjev, ki kažejo od
položajev sosedov proti trenutnemu položaju cˇlana skupine, kot je prikazano
na sliki 1 levo. Manjša razdalja povzrocˇi vecˇjo silo. Sila prilagajanja ostalim
se izracˇuna kot seštevek vektorjev hitrosti sosedov, prikazanih na sredini slike
1. Silo ohranjanja bližine predstavlja vektor, izracˇunan iz trenutnega položaja
cˇlana proti povprecˇju položajev sosedov.
Ko se cˇlan približa katerikoli oviri se pojavi sila, ki ga potiska stran. Sila kaže
iz središcˇa ovire pravokotno na njegovo trenutno hitrost in se povecˇuje z zmanj-
ševanjem razdalje. Cˇe je cˇlan blizu ovire, ampak obrnjen v nasprotno stran, se
sila ne racˇuna. Med trkom sila kaže od središcˇa ovire v smer položaja cˇlana, ve-
likost sile pa je na zgornji meji. Silo proti cilju predstavlja vektor, ki kaže proti
tocˇki cilja.
Nekateri našteti parametri in nastavitve simulacije so se optimizirali s po-
mocˇjo genetskih algoritmov. Kot geni so bili predstavljeni naslednji parametri:
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velikost in interval posodobitve seznama sosedov, utežitev naštetih sil in razda-
lje, na katerih se racˇunajo, maksimalna hitrost in maksimalna skupna sila. V
nadaljevanju bomo opisali, kako smo implementirali optimizacijo teh parame-
trov glede na znacˇilnosti našega problema.
5.3 Implementacija genetskega algoritma
Za optimizacijo modela kolektivnega gibanja Boids smo pripravili prilagojen ge-
netski algoritem. V algoritmu so geni vsakega posameznika predstavljali vre-
dnosti parametrov modela kolektivnega gibanja Boids. Ob inicializaciji posa-
meznika se je torej izvršila simulacija kolektivnega gibanja, na podlagi izvedbe
pa se je izracˇunala uspešnost. Vsaka simulacija kolektivnega gibanja se je izve-
dla po scenariju, opisanem v poglavju 5.2. Program genetskega algoritma smo
zapisali v psevdokodi 2.
Psevdokoda 2: Genetski algoritem
inicializiraj populacijo
ovrednoti populacijo s stroškovno funkcijo
dokler konvergenca ni dosežena ali cˇas ni presežen ponavljaj
razvrsti populacijo glede na ocenjeni strošek
dodaj najboljše posameznike v novo generacijo
dokler nova generacija ni dopolnjena ponavljaj
prek tekmovalne selekcije izberi dva posameznika
uniformno križaj njune gene
mutiraj pridobljene gene
dodaj posameznika s temi geni v novo generacijo
koncˇaj
ovrednoti populacijo s stroškovno funkcijo
koncˇaj
vrni najboljšega posameznika
Velikost zacˇetne populacije smo spreminjali od 10, kjer že pride do konver-
gence, do 60 cˇlanov, kjer se celotni genetski algoritem še izvede v sprejemljivem
cˇasu. Simulacija se izvede za vsakega posameznika in za vsako generacijo, torej
se s povecˇevanjem populacije podaljšuje celotna izvedba programa. Na pod-
lagi izkušenj smo dolocˇili interval dovoljenih vrednosti za vsak gen. Našteti so
v preglednici 1. Pri inicializaciji zacˇetne generacije so se geni izbrali nakljucˇno,
znotraj intervalov dovoljenih vrednosti.
Za ocenitev posameznika smo uporabili stroškovno funkcijo, s katero se je
izracˇunal strošek‡ glede na zajete podatke o trkih in gibanju skupine v simula-
ciji. Trki med cˇlani skupine in trki z ovirami so veliko prispevali k strošku in s
tem posledicˇno zmanjšali uspešnost posameznika. Za vsakega cˇlana skupine,
ki v simulaciji ni dosegel bližine cilja, smo ravno tako povecˇali strošek. Strošku
se je dodal tudi povprecˇni cˇas racˇunanja slicˇice. Tako smo genetski algoritem
‡Beseda strošek se uporablja kot protipomenka uspešnosti. Nižji strošek posameznika po-
meni vecˇjo uspešnost.
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spodbudili, da išcˇe konfiguracijo genov, ki ima manjši cˇas racˇunanja simulacije.
K strošku so v manjši meri prispevale tudi velike razlike med smerjo in položa-
jem vseh cˇlanov skupine. Tako smo motivirali usklajeno gibanje ter preprecˇili
razpršeno in nenadno gibanje. Posameznike z bolj uravnovešenimi vrednostmi
uteži sil nismo kaznovali s stroškom, saj smo tako preprecˇili prevlado dolocˇene
sile.
Preglednica 1: Interval dovoljenih vrednosti genov
Funkcija
gena
Minimalna
vrednost
Maksimalna
vrednost
Interval posodobitve seznama 1 20
Velikost seznama 4 10
Najvecˇja hitrost (px) 2 15
Najvecˇji pospešek (px) 0,1 2
Utež odboja sosedov 0,1 20
Utež poravnave 0,1 20
Utež privlacˇnosti 0,1 20
Utež cilja 0,1 15
Utež odboja ovir 0,1 30
Doseg odboja sosedov (px) 12 105
Doseg poravnave (px) 15 135
Doseg privlacˇnosti (px) 15 165
Doseg odboja ovir (px) 90 225
Celotno generacijo smo nato razvrstili glede na strošek, da je bil pri selekciji
vecˇkrat izbran genski material, ki povzrocˇi manj stroškov. Desetino posame-
znikov smo neposredno shranili za novo generacijo v skladu z metodo elitizma.
Za izbiro parov staršev smo uporabili tekmovalno selekcijo, opisano v poglavju
4.2.3. To metodo smo uporabili, ker je enostavna in ne spodbuja prehitre kon-
vergence. Starša smo križali z metodo uniformnega križanja, opisano v poglavju
4.2.4, da se isti vzorci v genih niso prevecˇ ponavljali. V genski bazen smo vne-
sli novosti s funkcijo mutiranja. Vsak gen je imel majhno verjetnost, da se bo
ponastavil na nakljucˇno vrednost znotraj intervala dovoljenih vrednosti.
Za novonastalega posameznika se je izracˇunal strošek, nato se ga je dodalo
v novo generacijo. To se je ponavljalo, dokler ni bila populacija enake veliko-
sti kot prejšnja. Zaradi stohasticˇne narave modela kolektivnega gibanja Boids
se je strošek ponovno izracˇunal tudi posameznikom, izbranim prek metode eli-
tizma. Tako smo se prepricˇali, da ti posamezniki niso imeli nizkega stroška po
nakljucˇju.
Novo generacijo smo razvrstili glede na strošek tako kot prvo generacijo in
tako se je programska zanka ponavljala vecˇ generacij. Genetski algoritem se je
zakljucˇil, ko je bil strošek dovolj nizek ali se vecˇ generacij ni izboljšal. Algoritem
se je avtomatsko prekinil po 300 generacijah, saj bi v temu cˇasu že moralo priti
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do konvergence. Algoritem smo lahko prekinili tudi rocˇno in izpisali trenutno
razvrstitev generacije. Med izvajanjem programa so se nam prikazovali podatki
o posameznikih, s cˇimer smo lahko ocenili, ali je prišlo do konvergence.
5.4 Izzivi pri razvoju programa
Pri programiranju našega programa smo naleteli na kar nekaj težav in izzivov.
Nekaj je k temu doprinesla neizkušenost, nekaj pa sam raziskovalni problem.
Zaradi vrednotenja izvedb simulacij je bila izvršitev genetskega algoritma dol-
gotrajna. Tako smo za testiranje in razhrošcˇevanje porabili veliko cˇasa. Sprotno
prikazovanje simulacij je podaljševalo cˇas racˇunanja simulacije zaradi izrisova-
nja objektov vsako slicˇico. Simulacije smo prikazovali le za preverjanje izvedbe,
med meritvami se je algoritem le racˇunal.
Evolucija je sposobna razviti nenavadne metode za dosego cilja in nicˇ dru-
gacˇe ni pri digitalni imitaciji evolucije, kamor spada tudi naša implementacija
[45]. Na zacˇetku je naša stroškovna funkcija upoštevala zgolj število trkov in do-
seg ciljnega obmocˇja, a so bile simulacije videti zelo nenavadno. Dogajalo se
je namrecˇ, da so se vrednosti genov, ki dolocˇajo najvišjo možno hitrost gibanja,
skozi generacije toliko povecˇali, da so posamezniki lahko v eni slicˇici simulacije
preskocˇili oviro. Taka simulacija se je izvedla zelo hitro in zaradi nizkega števila
trkov je tak posameznik prejel ugodno stroškovno oceno. Problem smo rešili z
uporabo intervala za omejitev vrednosti in dodatnimi mehanizmi v stroškovni
funkciji. Iz izkušenj prejšnjih izvedb smo lahko nastavili realne intervale dovo-
ljenih vrednosti.
Izdelani program bi lahko razvili na veliko nacˇinov, možno bi bilo izdelati
tudi mnogo hitrejše implementacije. Naš program raziskuje zastavljeni problem
relativno od izvedbe do izvedbe, zato absolutna hitrost in ucˇinkovitost nista po-
membni. Naša koda je zgrajena modularno, na objektni programski paradigmi,
zato je bilo spreminjanje in dodajanje funkcionalnosti enostavnejše, vendar na
racˇun ucˇinkovitosti izvedbe programa.
Pri delu s kolektivnim gibanjem za potrebe filmske industrije je idealno, cˇe
lahko nadzorujemo gibanje skupine kot celote. Za približanje taki uporabi si-
mulacije smo v naši raziskavi v scenarij vkljucˇili cilj. V naravi skupine živali sko-
raj nikoli nimajo tocˇno dolocˇenega skupnega cilja, pogosto samo skupaj brez
specificˇnega cilja išcˇejo zavetje in hrano ali pa imajo vsaka svoj cilj, na primer
svoj prostor za pristanek na žici daljnovoda. Zaradi vnosa skupnega cilja zato
simulacija malo bolj odstopa od realnega obnašanja skupin.
S tem poglavjem smo predstavili implementacijo programa, ki je zgrajena
iz dveh glavnih komponent: genetskega algoritma in simulacij kolektivnega gi-
banja. V nadaljevanju bomo predstavili izvedene eksperimente in pridobljene
rezultate.
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Rezultati in diskusija
V tem poglavju bomo predstavili in ovrednotili zajete podatke izvedenih ekspe-
rimentov. Programu smo podali vhodne podatke (nastavitve), med izvajanjem
smo prek konzole spremljali trenutne glavne podatke, na koncu pa je program
podal vse podatke v excelovi preglednici.
Pri izvajanju eksperimentov smo spreminjali zacˇetne parametre: velikost po-
pulacije genetskega algoritma in velikost simulirane skupine. Pri preverjanju
optimizacije racˇunanja smo za primerjavo spremenili tudi mehanizem shranje-
vanja seznama sosedov.
6.1 Pogoj za zakljucˇek genetskega algoritma
Simulacija kolektivnega gibanja Boids je odvisna od zacˇetne postavitve cˇlanov
skupine. Po nakljucˇju je lahko na enem delu zacˇetnega obmocˇja vecˇja koncen-
tracija cˇlanov in se zato simulacija odvije cˇisto drugacˇe, kot bi se z drugacˇnim
zacˇetnim stanjem. Nakljucˇje lahko v veliki meri vpliva tudi na koncˇno oceno
stroška, zato je med izvajanjem genetskega algoritma prihajalo do nihanj pri re-
zultatih. Iz grafa na sliki 5 je razvidno, da se strošek na zacˇetku hitro niža, potem
pa dokaj hitro konvergira.
Algoritem želimo prekiniti v tisti generaciji, ko dobimo dober rezultat, kar
pomeni, da bi ga želeli prekiniti, ko je strošek dovolj nizek. Ker pa je iz slike
5 razvidno, da proti koncu algoritma dobimo le majhna izboljšanja in nihanja
Slika 5: Graf ocenjenega stroška najboljše uvršcˇenega posameznika, po generacijah
genetskega algoritma.
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stroška, lahko upoštevamo najmanjši strošek doslej in algoritem prekinemo po
nekaj generacijah, ko strošek ni bil nižji.
Pri razlicˇnih nastavitvah smo preverili navedeni pogoj za zakljucˇek algoritma.
Program smo zagnali z 10, 30 in 60 posamezniki genetskega algoritma in 10, 30
in 60 cˇlani skupine kolektivnega gibanja. Zabeležili smo, pri kateri generaciji in
s kakšnim stroškom bi se program zakljucˇil, cˇe bi se to zgodilo po 10 generaci-
jah brez izboljšanja. Program smo za primerjavo nadaljevali do 250. generacije.
Rezultati so predstavljeni v preglednici 2 in na sliki 6.
Preglednica 2: Rezultati evolucije pri razlicˇnih velikostih populacije genetskega al-
goritma in velikostih skupin gibanja
Velikost populacije
algoritma
Velikost skupine
gibanja
Število generacij
do pogoja zakljucˇka
Najmanjši strošek
pri pogoju zakljucˇka
Najmanjši strošek
po 250 generacijah
10 10 21 0,95 0,72
30 26 1,60 0,81
60 31 1,43 0,83
30 10 19 0,86 0,60
30 46 0,80 0,67
60 68 0,80 0,72
60 10 32 0,71 0,59
30 61 0,71 0,63
60 34 0,82 0,72
Iz preglednice je razvidno, da bi se pri 10 posameznikih genetski algoritem
zakljucˇil prezgodaj, saj vidimo veliko izboljšanje po 250 generacijah. Iz slike pa
vidimo, da graf skoraj nakljucˇno niha, torej je vzorec z 10 posamezniki premaj-
hen za kakovostno izvajanje genetskega algoritma. Izvedbe s 30 in 60 posame-
zniki v genetskem algoritmu so pokazale opazno izboljšanje pri vsaki velikosti
skupine. Pri takšnih nastavitvah tudi ni velike razlike v vrednosti stroška med
zakljucˇkom algoritma ali izvajanju algoritma do 250 generacij. S tem eksperi-
mentom smo pokazali, da je pogoj za zakljucˇek na podlagi stagnacije ocenje-
nega stroška primeren za uporabo pri vecˇjih populacijah genetskega algoritma.
Pojav nihanja bi lahko do neke mere rešili z vecˇkratnim izvajanjem simula-
cije pred izracˇunom stroška. Do neke mere bi se iznicˇil vpliv nakljucˇne zacˇetne
postavitve in razvrstitev bi bila bolj pristna. Taka rešitev bi bila sicer boljša, a
racˇunsko in cˇasovno potratna.
6.2 Preprecˇevanje trkov
Pri prejšnjem eksperimentu ob zakljucˇku genetskega algoritma pri najboljših
posameznikih ni bilo zaznanih nicˇ trkov. Pri vecˇji populaciji genetskega algo-
ritma in majhni skupini kolektivnega gibanja se že pri prvi generaciji pogosto
zgodi, da najboljši posameznik ni zabeležil trkov. Do tega pride zaradi nakljucˇne
izbire zacˇetnih genov, tako obstaja verjetnost, da ima nekaj posameznikov do-
bro nastavljene parametre. V naslednjem eksperimentu smo preverili, kakšna je
velikost skupine, pri kateri lahko preprecˇimo trke z uporabo našega programa
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in naših nastavitev. Eksperiment smo izvedli za razlicˇne velikosti skupine ko-
lektivnega gibanja pri 30 posameznikih genetskega algoritma. V preglednici 3
so zabeleženi podatki o posamezniku z najnižjo oceno stroška in številom trkov.
Slika 6: Grafi ocenjenega stroška za genetski algoritem z 10 posamezniki (zgoraj), s
30 posamezniki (na sredini) in s 60 posamezniki (spodaj).
Preglednica 3: Število trkov in ocena stroška pri razlicˇnih velikostih skupin kolektiv-
nega gibanja
Velikost
skupine
Število trkov
znotraj skupine
Število trkov
z ovirami
Ocena
stroška
330 0 0 4,11
340 0 0 5,06
350 3 0 8,64
360 1 5 11,75
370 12 0 16,15
380 23 11 35,65
390 54 7 65,67
400 70 10 84,81
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Iz preglednice lahko sklepamo, da je naš program zmožen optimizacije ko-
lektivnega gibanja skupin z velikostjo do 340 cˇlanov. Rezultati kažejo, da so po
tej meji trki neizogibni. Eden izmed vzrokov za to je gotovo omejitev našega
scenarija. Skupina se namrecˇ pojavi na zelo majhnem obmocˇju, ovire pa so po-
stavljene dokaj blizu, zato se mora skupina razpršiti za prehod med ovirami do
cilja. Na ta nacˇin smo preverili robne primere našega programa, pri katerih ne
dobimo vecˇ želenih rezultatov. Kljub temu pa program pri dolocˇenih velikostih
skupin deluje, kot smo si zaželeli.
6.3 Racˇunska optimizacija simulacij
Simulacije kolektivnega gibanja Boids porabijo veliko procesorske mocˇi za izra-
cˇun položaja vsakega cˇlana skupine za vsako slicˇico. Z namenom zmanjšanja
racˇunske zahtevnosti simulacije smo vnesli v program možnost izpušcˇanja do-
locˇenih potratnih izracˇunov. Ena izmed optimizacij, ki smo jih implementirali,
je seznam sosedov. S pomocˇjo tega seznama programu ni potrebno racˇunati
sil posameznika z vsemi ostalimi cˇlani skupine, ampak samo za nekaj cˇlanov v
bližini, oz. njegovih sosedov. Druga izboljšava, ki smo jo uvedli, je, da seznama
sosedov ne posodabljamo za vsako slicˇico. To pomeni, da program ne ponavlja
izracˇuna za vsakega posameznika z ostalimi cˇlani skupine vsako slicˇico, tako pa
prihrani na procesorski mocˇi in cˇasu.
Eksperimentalno smo preverili cˇas izvajanja brez obeh izboljšav: s sezna-
mom sosedov in z omejitvijo posodabljanja seznama sosedov. Ta eksperiment
smo izvedli za razlicˇne velikosti skupin kolektivnega gibanja. Izbiro velikosti se-
znama in interval posodobitve smo prepustili genetskemu algoritmu. Rezultat
eksperimenta je prikazan na sliki 7.
Slika 7: Graf povprecˇnega cˇasa izracˇuna slicˇice za razlicˇne velikosti skupin.
Iz grafa je razviden trend strmega narašcˇanja cˇasa racˇunanja slicˇice s pove-
cˇevanjem skupine. Teoreticˇna cˇasovna zahtevnost problema jeO(n2). Prakticˇno
smo uspeli omejiti sunkovito narašcˇanje cˇasa racˇunanja, ki se obcˇutno zmanjša
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z uporabo ene ali obeh metod, razlike v koncˇni oceni stroška pa so minimalne.
Pri naši implementaciji programa so vkljucˇene tudi programske zanke, ki med
drugim preverjajo odstopanja, trke sosedov in trke z ovirami vsako slicˇico. Te
zanke so potratne, a so potrebne za meritve v tem poglavju. Brez njih bi se pro-
gram izvajal hitreje, vendar za naš primer to ni bilo smiselno, saj še nismo imeli
dolocˇenih idealnih nastavitev simulacije kolektivnega gibanja.
Slika 8: Graf povprecˇnega cˇasa izracˇuna slicˇice na generacijo algoritma.
Pokazali smo, da z uporabo seznama sosedov, ki so posodobljeni na dolo-
cˇen interval, zmanjšamo cˇas racˇunanja slicˇice. Poleg tega smo tudi preverili, cˇe
izbira velikosti seznama in intervala posodobitve s pomocˇjo genetskega algo-
ritma racˇunanje še bolj optimizira. Obe vrednosti bi tako prilagodili ostalim pa-
rametrov, saj bi manjši povprecˇni cˇas racˇunanja slicˇice pomenil manj dodatka k
oceni stroška. Eksperimentalno smo to preverili tako, da smo program zagnali
s 30 posamezniki genetskega algoritma in 30 cˇlani skupine z razlicˇnimi meto-
dami racˇunanja, kot v prejšnjem eksperimentu. Rezultati so prikazani na sliki
8.
Iz grafa lahko razberemo, da povprecˇni cˇas racˇunanja slicˇice niha, a se v splo-
šnem ne spreminja veliko. Pri uporabi seznama sosedov, posodobljenega na do-
locˇen interval, se cˇas skozi generacije rahlo znižuje. To pomeni, da cˇas racˇuna-
nja konvergira in se v 45 generacijah zmanjša za cˇetrtino. Pri dolgih simulacijah
ali simulacijah v živo se tudi takšne majhne razlike lahko poznajo. Pri optimiza-
ciji racˇunanja izrazito pomaga, da seznama ne posodobimo vsako slicˇico, izbira
parametrov s pomocˇjo genetskega algoritma pa to še nadgradi.
V tem poglavju smo predstavili rezultate eksperimentov in razložili, kaj po-
menijo za naš raziskovalni problem. V nadaljevanju bomo povzeli glavna do-
gnanja in ovrednotili našo raziskavo.
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Zakljucˇki
V tem poglavju bomo povzeli ugotovitve naše raziskave in preverili veljavnost
delovnih hipotez ter predstavili prakticˇno uporabo našega programa in možno-
sti za nadaljnje delo.
7.1 Dosežki raziskave
Po izvedbi eksperimentov smo iz rezultatov ugotovili, da smo z izdelanim pro-
gramom rešili raziskovalni problem: z uporabo genetskega algoritma so se av-
tomatsko izbrali parametri za kolektivno gibanje Boids tako, da je koncˇna simu-
lacija dobro posnemala gibanje skupine živali. Razviti program deluje dobro za
razlicˇne velikosti skupin in pripelje do dobre rešitve tudi pri manj iteracijah ge-
netskega algoritma. Cˇeprav smo sami dolocˇili pogoj, pod katerim se zakljucˇi iz-
vajanje algoritma, smo vseeno dobili dobre vrednosti parametrov za kolektivno
gibanje.
Prva delovna hipoteza navaja, da nam bo z izdelanim programom uspelo
preprecˇiti vse trke v simulaciji. Eksperimentalno smo ugotovili, da v našem sce-
nariju simulacije ta hipoteza velja za skupine do 340 cˇlanov. Pri vecˇjih skupinah
se je trkom težko izogniti na tako zastavljenem scenariju.
Pri drugi delovni hipotezi smo predvidevali, da bo možno z uporabo ge-
netskega algoritma pospešiti izvajanje izdelanega programa. Z eksperimentom
smo pokazali, da se lahko cˇas racˇunanja vsake slicˇice zmanjša že z uporabo se-
znama bližnjih cˇlanov skupine. Z drugim eksperimentom pa smo ugotovili, da
se je med izvajanjem našega programa skrajšal cˇas za izracˇun posamezne sli-
cˇice. Zaradi uporabe genetskega algoritma so se samodejno nastavile dobre
vrednosti za velikost seznama sosedov in interval posodobitve.
7.2 Uporaba in nadaljnje raziskave
Izdelani program ni primeren ali mišljen za neposredno uporabo pri koncˇnih si-
mulacijah. Zaradi dolgotrajnega izvajanja ne bi bil primeren za normalno delo,
kot se simulacije kolektivnega gibanja uporabljajo v 3D graficˇnih programih.
Vendar pa je naš program uporaben za iskanje dobrih nastavitev oz. parametrov
za razlicˇne velikosti skupin in razlicˇne scenarije simulacij. Z našim programom
je možno izracˇunati prednastavitve v 3D graficˇnih programih za širok spekter
razlicˇnih specificˇnih simulacij. Koncˇni uporabnik bi lahko torej izbral predna-
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stavitev za želeno situacijo in potek simulacije kolektivnega gibanja, s katero bi
bili parametri že optimalno izbrani.
Izdelani program bi lahko nadgradili za bolj raznolik nabor situacij. Izdelali
bi lahko nove scenarije, kot so: scenarij, pri katerem bi bila pot do cilja daljša,
scenarij, ki bi vseboval vecˇ ovir ali pa bi bile ovire razlicˇnih oblik, scenarij, v ka-
terem bi imeli plenilca na cˇlane skupine, scenarij s silo vetra ali premicˇnimi ovi-
rami. Skupini bi lahko dodali vecˇ variacije in tako posnemali heterogenost na-
rave. Z uporabo drugega programskega jezika in implementacijo vzporednega
racˇunanja bi lahko razvili bolj ucˇinkovit program. Možnosti izboljšav so tudi
pri genetskem algoritmu, kjer bi lahko z drugacˇe nastavljeno stroškovno funk-
cijo in z drugacˇnim nacˇinom selekcije in mutacije populacijo prej pripeljali do
dobrega rezultata.
Obstaja torej še veliko izzivov in priložnosti za nadaljnje raziskovanje. V na-
šem delu smo se omejili na enostavno implementacijo programa in pokazali
možnost optimiziranja simulacije kolektivnega gibanja z uporabo genetskega
algoritma. V simulaciji se je preprecˇilo trke in zmanjšalo cˇas racˇunanja posa-
mezne slicˇice.
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