Density of states calculations are presented l:ased on band structur~s computed using the Empirical Pseudopotential Method. Data from recent XPS (x-ray photoemission spectra) and UPS (ultraviolet photoemission spectra) are used to obtain the theoretical parameters. It was necessary to include a nonlocal pseudopotential to obtain consistency with experiment. Results for the density of states including critical point assignments and band structures are given for . Si, Ge, GaAs, InSb, GaP, ZnSe and CdTe.
..
I. Introduction
With the advent of high resolution photoemission spectroscopy, i .. e. . ..
x-ray photoemission spectroscopy (XPS) and ultraviolet photoemission s pec:tro_sco py (UPS), detailed information is now available 1 ' 2 ' 3 about the . . lc7,-es: lying valence bands in semiconductors. . In this paper we identify the · _ · .
s::-'..::tu.re in those spectra and associate it with structure in the valence · b=..::.·:i ce-~sity of states. To do this we have calculated the band structures .
and deDSity of states for Si, Ge, GaAs, ·GaP, InSb, ZnSe, and CdTe using · · the Rmpirical Pseudopotenuai·Method (EPM)~
' 5
The EPM uses experimentat' data to fix the form factors of the ~rys..:
talline potential. In the past, reflectivity data was the main source of experimental input. It was found that a completely local potential was sufficient
to expla!n most of the reflectivity data. On purely theoretical grounds the pseudopotential should be non-local and energy: dependent, but local approxi-· between the top va~ence and bottom conduction bands. ·When we extend the . into the valence bands, · early calculations to lower energies/comparisons_ with XPS and UPS data '-.. ' ....
. "'! shmv discre.pancies.
In addition, reflectivity assignments fit directtransi-: -. ,.
• c • '
::c!J.s. Wnen XPS or UPS data is used, it is possible to 'fix indirect splittings. ;:~-=:e~y removes the discrepancies above. In this paper we take the sim~ ples: =.;;preach to get the lowest order corrections by allowing the electron
:.i i.
')
4,¢,~ mass to vary, i.e. m ._.. m*. A more traditional (and theoretically pleasing) approach 4 would be to include a specific non-local potential (e.g. for d-waves), but the results are similar. We, therefore, have chosen the former scheme because it is simple.
We begin by calculating the density of states with a local potential and then fit the non-local parameter, i .. e. m* and the form factors of the potential by comparing the density of states with XPS and UPS data. One of the most striking features of the XPS and UPS spectra is that they both mimic the valence band density of states. In addition, the agreement between the two (XPS and UPS) is excellent. Considering that the bulk penetration of electrons is different in the two cases this adds supp:>rt to the idea. that both XPS and UPS measure bulk properties.
After the density of states fits are obtained (reflectivity data is also used as a constraint), a. critical point (cp) analysis is done. The sharp structure is identified with the M 0 , M 1 , M 2 , M 3 c p' s 4 in the energy band structure. The band structure itself .is given for each crystal studied.
The overall agreement is good and the major discrepancies between experiment and the local EPM calculations have been removed especially for the highest bands. The lowest band is the least reliable; this stems partially from the approximate manner in which we have included non-local effects.
In the text comparison is made between the present calculation using the non-local potential, experimental results and the original calculations using the EPM by Cohen The EPM involves adjusting pseudopotential form factors to achieve
. .
good agreement with the experime~tal results. These form factors are_ then:·."; used to calculate the electronic energy bands on a fine mesh of points· throughout the Brillouin zone. 4 In applying the EPM to obtain the electronic band structures, we have used the pseudo potential Hamiltonian.·
where m* is an effective mass and V{£) is a weak pseudopotential which . . . is taken to be a superposition of spherical atomic pseudopotentials.
The potential V(r) is then expanded in reciprocal lattice vectors, ,..,
and for convenience expressed in terms of a syffimetric and aritisym~etric · . As a starting point for these calculations the CB form factors were . 5 used. Adjustments were then made in these form factors to obtain a good fit to the experimentally determined density of states. The principal optical transitions at r, X, L and I: were constrained to remain near their original values.
One modification of the usual procedure used in EPM calculations was made. As is well-known, the pseudopotential appearing in (1) is nonlocal. However, the ''local" approach can be simply modified to take this fact into account in an approximate way. It has· been noted, 2 ' 4 that the lowest order correction to this inherent non-local behavior is to replace the free electron mass in the Hamiltonian by an effective mass, m*. Such a procedure has been used before in EPM calculations especially when fits to orthogonalized plane wave results 6 are needed.
This approach is required here because the valence bands of interest span an energy range 1\J 15 eV over which it was found that the pseudopotential could not be treated by purely local methods. Local approximations to the potential were sufficient for reflectivity fits since the trans~tions involved . ' . ·.
one obtains the experimentally known splittings, while the non-metallic para-------meter is constrained to a fixed ratio between the two parameters. This ratio is equal to that of the ratio of the spin-orbit interaction for the free atoms as -' _calculated by Herman and Skillman. 11 The resulting values for the metallic spin-orbit parameters for ZnSe, InSb and CdTe are 0. 0006, 0. 0019, and 0. 0013 respectively.
Once the band struCture has been obtained, the density of states, N(E), may be calculated from
where N is the number of primitive cells, N . is the number of atoms· in the a ----primitive cell, and N(E) is normalized to the number of states per atom. ' . .
~q. (3) was evaluated by using the Gilat-Raubenheimer technique. 12 -.The energy derivatives required by this technique were obtained by using K· P --
... 
-~
The resulting form factors, effective mass parameters, and lattice constants used in the calculations are listed in Table I .
III. Results
In Figs When comparing the calculated density of states using a local pseudopotential ( CB) with XPS and UPS data it was found that several bands were in top valence and bottom conduction bands were used in the ·fitting procedure.
As a result they did not publish the valu.es or band structure curyes for these lower bands. We have computed these bands using the form factors given in the early papers, and we have extended the energy range in this way. ' '.·• ·-. -states in the core should work better, but it is a bit more complex. The effective mass approach does, however, remove all the · min major discrepancies for the higher bands. In particular, the L: 1 . feat lire · (which is sharp in UPS data) has been improved· considerably. ·
The resulting densities of states are discussed below compound by compound, and crit'ical point identifications. are noted in parentheses where unambiguous determination is possible.
Silicon (Fig. 1, Table II )
In the case of Si (only) the original CB form factors were used, without an effective mass, to calculate the density of states. This was done -because the resulting density of states agreed quite satisfactorily with the experimental results of both XPS and UPS (see Table II ).
The threshold of the valence band contributions to the de~sity of states
for Si is -12.6 eV below the top of the valence band, and occurs at r 1 (M 0 ). · The peak at-3. 0 eV is due to X 4 (1VI 2 ). Finally the shouider at -1. 2 eV comes
From Table III , one notes that the comparison with both UPS and XPS experimental results is quite satisfactory. A considerable improvement has been made from the CB results. Further the discrepancy men-.. Gallium Phosphide (Fig. 4 , Table V) The calculated density of states for GaP is nearly identical to that of Ga.As. The threshold occurs at -J 3. smaller. This is probably due to the fact that GaP is an indirect semiconductor and the indirect levels were fit roughly to the correct values by Cohen and Bergstresser when they considered the existing optical data.
. ~, .
-12 -Zinc Sele.nide (Fig. 5 , Table VI) ' '~ GaP and GaAs the bands are labeled using non-spin-orbit notation . The agreement as indicated in Table VI is satisfactory except for the lo:.,vest band. Again there is marked improvement, over·the CB results.
Indium .Antimonide (Fig. 6 , The comparisons with experimental results found in Table VII The comparison with experiment is listed in Table VIII . The overall agreement is satisfactory, although the lowest band is in poor agreement with experiment.
IV. Dis-cussion of the Results .. One can observe some interesting trends by examining the isoelec- . .
tric series of Ge, GaAs, and ZnSe. The most obvious change from_ Ge to GaAs is that a gap appears between the first two valence bands. .As previously noted 2 this is due to the localization of electrons in -the first band around the strong As ion, 15 and can be related to th~ a~isymmetri~. form factors 0(G). This 'antisymmetric gap" may also he related to the ionicity . 17 One notes that the gap nearly doubles in size from the 4. 5 eV value in GaAs to · 8. 2 eV in ZnSe which is more ionic.
Another trend observed in the calculated density of states is that the widths of the various peaks decrease as the· compound becomes more ionic. For example, the width of the lowest band. is 4. 1 eV in Ge, 2. 4 eV in GaAs, and. 1. 7 eV in ZnSe. The width of the top three bands also decreases.
In Ge the width is 9.1 eV, in GaAs 6. 8 eV and in ZnSe 6. 0 eV.
The trends in going from InSb to CdTe follow the trends in going from GaAs to ZnSe. Namely, the 'antisymmetric gap" for InSb is 3. 3 eV, while the gap is 6. 0 eV for CdTe. Finally, the width of the lowest band for InSb and Cdre is 1. 9 eV and 1.2 eV respectively, and the top three bands also contract: 6. 0 eV for InSb, and. 4. 6 eV for CdTe.
In summary, it has been demonstrated that the EPM, with the addition of an effective mass, can adequately reproduce the experimentally determined density of states for at least the top three valence bands. In addition, complete critical point analysis has been given, and the experimental structure identified.
Figure Captions X-ray photoemission spectra, density of states and band structure See Fig. ] .
X-ray photoemission spectra, density of states and band structure of CdTe. See Fig. 1 .
-19 -a o Table Captions   Table I . Form factors (in Ry), effective mass parameter, and lattice con-0 stants (in A). Table II .
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