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Общая характеристика работы
Актуальность
Жёсткие системы обыкновенных дифференциальных уравнений (ОДУ)
неизбежно возникают при математическом моделировании задач со многими
диссипативными процессами, характерные скорости которых сильно различа-
ются. Примером таких задач являются: моделирование работы двигателей внут-
реннего сгорания и ракетных двигателей, расчёт широкодиапазонной радиоап-
паратуры, моделирование процессов в химических и нейтронных реакторах, а
так же многие задачи микроэлектроники.
В практической части данной работы смоделирован процесс образования
периодических наноструктур на поверхности оксида алюминия. Подбирать ре-
жимы формирования пор экспериментальным путём - длительное и дорогосто-
ящее занятие. Моделирование процесса на компьютере позволяет это сделать
быстрее и гораздо дешевле.
Процесс образования нанопор описывается уравнением Курамото - Сива-
шинского. Одномерное уравнение Курамото - Сивашинского в классической
монографии Хайера-Ваннера отмечено как один из самых сложных тестов для
численных методов. В данной диссертации рассмотрен ещё более сложный -
двумерный случай.
Жёсткие системы ОДУ требуют применения специальных численных ме-
тодов, обладающих повышенной устойчивостью. Разработка численных мето-
дов, сочетающих требования высокой точности аппроксимации, устойчивости и
экономичности, которой посвящена данная диссертация, по сей день является
актуальной задачей.
Цель работы
Целью данной работы является построение семейства двухстадийных схем
Розенброка с комплексными коэффициентами для численного решения жёстких
систем ОДУ. Данная задача включает:
1. Разработку алгоритма автоматического построения системы уравнений -
условий порядка для двухстадийных схем Розенброка с комплексными
коэффициентами;
2. Решение полученной системы уравнений и нахождение коэффициентов
схем;
3. Исследование свойств построенных схем.
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Практической целью работы является разработка программного комплекса
для моделирования процесса образования периодических наноструктур на по-
верхности оксида алюминия - одной из актуальных задач современной микро-
электроники.
Научная новизна
До последнего времени автоматическое построение условий порядка приме-
нялось только для схем типа Рунге-Кутта. В данной работе впервые разработан
и применён алгоритм автоматического построения системы уравнений-условий
порядка для двухстадийных схем Розенброка.
Получено семейство двухстадийных схем Розенброка, 4 из которых впервые
получены в данной работе, реализующих четвёртый порядок точности. Ранее
четвёртый порядок точности в схемах Розенброка мог быть получен при числе
стадий не менее четырёх∗.
Впервые доказана теорема о максимальном порядке точности схем данного
класса.
Положения, выносимые на защиту
• Алгоритм автоматического построения условий порядка двухстадийных
схем типа Розенброка с комплексными коэффициентами, позволяющий
получать условия аппроксимации до любого заданного порядка точности.
• Теорема о сходимости и теорема о максимально возможном порядке точ-
ности для двухстадийных методов Розенброка с комплексными коэффи-
циентами.
• Семейство построенных двухстадийных схем Розенброка с комплексными
коэффициентами, удовлетворяющих условиям аппроксимации 4-го по-
рядка на произвольных задачах и сочетающих требования устойчивости
и повышенной степени аппроксимации на линейных задачах.
• Сравнительне тестирование полученных схем для ряда задач с различной
жёсткостью, в которых показано преимущество построенных в данной
работе схем перед существующими численными методами.
• Комплекс программ для моделирования образования периодических на-
ноструктур на поверхности оксида алюминия.
∗Здесь имеется в виду известный пакет ROS4, реализующий четырёхстадийный метод Розенброка с
действительными коэффициентами
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Достоверность полученных результатов
Сходимость предложенных методов доказана теоретически. Кроме того, ре-
зультаты подтверждены тестированием на нескольких задачах различной жёст-
кости с апостериорной оценкой погрешности.
Результаты математического моделирования процесса образования перио-
дических наноструктур согласуются с результатами физических экспериментов.
Теоретическая и практическая значимость
В данной работе исследован класс двухстадийных методов Розенброка с
комплексными коэффициентами. Доказана теорема о сходимости и определен
теоретический барьер точности для методов данного класса.
По результатам тестирования, полученные в данной работе схемы обеспе-
чивают точность в 10-1000 раз лучше чем известные схемы входящие в пакет
ROS4 при одинаковом числе узлов сетки. Более того, чем больше жёсткость
задачи, тем больше преимущество построенных схем. Это существенно сокра-
щает трудоёмкость вычислений и позволяет рекомендовать их к практическому
применению для жёстких и сверхжёстких задач.
Построенные схемы позволили численно решить задачу моделирования
образования пористых оксидных плёнок при анодном окислении алюминия.
Малые размеры пор требуют большой точности вычислений, в то время как
уравнение Курамото-Сивашинского, лежащее в основе математической модели,
является сверхжёстким и требует повышенной устойчивости численных мето-
дов.
В результате применения новой экономичной схемы расчёт, обладающий
большой практической значимостью, может быть выполнен на обычном персо-
нальном компьютере за сравнительно небольшое время и не требует применения
высокопроизводительных кластеров ЭВМ.
Публикации
Основные результаты диссертации отражены в работах [1-10]. Работы [1-
5] опубликованы в журналах, входящих в перечень ВАК. В совместных публи-
кациях [1-4] Е.А. Альшиной и А.Б. Альшину принадлежат постановки задач,
общие методики исследований и идеи доказательств основных утверждений, а
диссертанту - доказательства основных утверждений, реализация численных
методов, разработка программных средств и проведение численных экспери-
ментов.
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Апробация работы
Результаты работы были представлены на конференции ICNAAM 2008,
посвященной 75-ти летию Д.Бутчера в г.Кос, Греция [6], на международной
конференции NASCom’08 в Ростове-на-Дону [7], дважды на конкурсе моло-
дых ученых в области наноэлектроники в рамках международного форума по
нанотехнологиям РОСНАНО ’08 [8] и РОСНАНО’09 [9], на конференцииМик-
роэлектроника и наноинженерия-2008 в Московском институте электронной
техники [10].
В 2008-2010 годах сделаны доклады на семинаре Института вычисли-
тельного моделирования Сибирского отделения РАН, на семинаре члена-
корреспондента РАН Н.Н. Калиткина в Институте математического моделиро-
вания РАН, на семинаре кафедры ВМ1 Московского государственного инсти-
тута электронной техники и на семинаре кафедры Вычислительной математики
Уральского государственного университета им. А.М. Горького.
Структура диссертации
Диссертация состоит из введения, четырёх глав и одного приложения, посвя-
щённых изложению оригинальных результатов автора. Главы пронумерованы
арабскими цифрами. Каждая глава разбита на разделы. В номере раздела
первая цифра обозначает номер главы, а вторая цифра, отделённая точкой,
номер раздела внутри главы. Диссертация состоит из 92-х страниц, содержит
в общей сложности 19 таблиц и 22 рисунка. Список цитируемой литературы
включает 33 наименования.
Благодарности
Благодарю научного руководителя, д.ф.-м.н. А.Н. Красовского за помощь и
поддержку на протяжении долгого времени.
Особенную благодарность выражаю к.ф.-м.н. Е.А. Альшиной и к.ф.-
м.н. А.Б. Альшину за ценные советы, без которых данная работы бы не состоя-
лась.
Благодарю сотрудников кафедры материаловедения и физической химии
МИЭТ: д.т.н. С.А. Гаврилова и к.т.н. А.Н. Белова за предоставление результатов
физических экспериментов.
Также благодарю свою семью за поддержку оказанную на протяжении всего
периода работы над диссертацией.
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Содержание работы
Во введении обоснована актуальность данной работы. Сформулированы
требования, предъявляемые к численным методам решения жёстких ОДУ.
Этими требованиями традиционно являются условия A-устойчивости и L-
устойчивости. В данной работе также рассматривается более детальная класси-
фикация, предложенная Н.Н. Калиткиным— так называемая Lp-устойчивость.
Также во введении выполнен краткий обзор существующих методов чис-
ленного решения задачи Коши и показано место, которое занимает данная
диссертация в этом ряду.
Первая глава посвящена алгоритму символьных вычислений для построе-
ния системы уравнений-условий порядка для двустадийных схем Розенброка с
комплексными коэффициентами. Схема Розенброка позволяет построить чис-
ленное решение задачи Коши:
y′(t) =f(y(t));
y(t0) =y0.
(1)
Здесь y - искомая вектор-функция, а f(y(t)) - заданная вектор-функция той же
размерности.
Двухстадийная схема Розенброка имеет вид:
yn+1 = yn +Re(b1k1 + b2k2), (2)
где k1 и k2 находятся из соответствующих систем линейных уравнений:
[E − τα1fy(yn)]k1 = τf(yn),
[E − τα2fy(yn + τRe(ak1))]k2 = τf(yn + τRe(ck1)).
Здесь y{n} - численное решение задачи (1), τ - шаг по времени, E - единичная
матрица, fy - матрица Якоби системы (1), а α1, α2, b1, b2, a и c - комплексные
параметры, определяющие свойства схемы.
Для построения условий порядка схемы сравнивают разложение точного и
численного решения в ряд Тэйлора по степеням шага сетки, и приравнивают
коэффициенты при одинаковых членах в разложении. Таким образом, получают
систему уравнений для параметров схемы.
Задача построения системы уравнений-условий порядка является достаточ-
но трудоёмкой, и многие исследователи прибегали к некоторым упрощающим
соображениям для построения условий порядка. В данной работе все выкладки
выполняются с помощью специально разработанной программы, позволяющей
производить символьные вычисления. Работа программы основана на пред-
ставлении элементарных дифференциалов в разложении точного и численного
решения в виде деревьев.
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В разделе 1.1 определён метод преобразования символьной записи эле-
ментарных дифференциалов задачи (1) в запись в виде графов (деревьев).
Для автоматического определения коммутирующих тензоров, введено понятие
топологической эквивалентности деревьев, соответствующих коммутируемым
тензорам в разложении точного и численного решения. Построен алгоритм
нахождения топологически эквивалентных деревьев с помощью вычисления
функции стоимости вершин.
Раздел 1.2 описывает процесс построения разложения точного решения с
использованием представления элементарных дифференциалов в виде деревьев.
Выведено правило дифференцирования в терминах деревьев и представлено
разложение точного решения.
Разложение точного решения не зависит от выбора численного метода и
может быть получено несколькими разными способами, включая методы комби-
наторики. В данной работе используемый метод дифференцирования деревьев,
приведённый в раздел 1.2 обобщён для построения разложения численного
решения.
Раздел 1.3 посвящён разложению численного решения. Численное решение,
задаваемое схемой Розенброка (2), на новом временном слое представляется
через приращения первой и второй стадии. В подразделах 1.3.1 и 1.3.2 рассмат-
риваются разложения первой и второй стадии отдельно.
Для построения разложения численного решения вводятся несколько про-
межуточных типов вершин, соответствующие им правила дифференцирования
а так же правила преобразования для получения деревьев, используемых в
разложении точного решения.
В части 1.4 объединяются ранее полученные разложения точного и числен-
ного решения и строятся условия порядка для двухстадийного метода Розенбро-
ка (2). Полученные условия порядка приведены в таблице 1.
Порядок Деревья Условия порядка
1 1 = Re (b1 + b2)
2
1
2
= Re (b1α1 + b2α2) +Re(c)Re (b2)
3
1
6
=Re(cα1)Re(b2) +Re(c)Re (b2α2) +
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2
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2
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1
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Таблица 1: Условия 5-го порядка для двухстадийной схемы Розенброка
Ранее условия 4-го порядка для схемы (2) были получены П.Д.Ширковым в
1992 году.
Автором данной диссертационной работы написана программа, которая
позволяет получать условия любого порядка. В приложении к диссертации
приведены условия до восьмого порядка точности включительно.
В разделе 1.5 доказана теорема о сходимости численного метода (2) при
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условии выполнения уравнения-условий порядка.
Теорема 1. Пусть правая часть уравнения (1) четырежды
непрерывно дифференцируема, а комплексные числа α1, α2, b1,
b2, a и cтаковы, что выполнены первые 8 уравнений из табли-
цы 1, тогда двухстадийный метод Розенброка (2) сходится
с четвёртым порядком, то есть ‖yn − y (tn)‖c = O
(
τ 4
)
для
tn = nτ ≤ T .
Условия 5-го порядка содержат 17 уравнений, а схема (2) имеет всего 6
комплексных (12 действительных) параметров. Таким образом, без введения до-
полнительных параметров в схему (2), эту систему решить нельзя. В разделе 1.6
рассматривается естественное обобщение двухстадийного метода Розенброка с
введением дополнительных параметров, которое позволит в будущем построить
схемы более высокого порядка всего на двух стадиях:
yˆ =y + Re b1k1 + Re k2,
[E − τα1fy] k1 =τf,
[E − τα2fy (y + τ Re (ak1))] k2 =τ
J∑
s=1
b2sf (y + τ Re (csk1)).
(3)
Схема (2) является частным случаем схемы (3) приJ = 1. Условия порядка
для схемы (3) получаются из условий порядка для схемы (2) путем замены
b2 и c на соответствующие суммы
J∑
s=1
b2s и
J∑
s=1
cs. В разделе 1.6 основного
текста работы приводятся уравнения-условия порядка для обобщённого метода
Розенброка.
Детальный анализ условий порядка показал, что принципиально некомпен-
сируемые разностной схемой (3) слагаемые в разложении получаются только
начиная с условий 7-го порядка. В разделе 1.7 доказывается теорема о барьере
точности для двустадийных методов Розенброка с комплексными коэффициен-
тами.
Теорема 2. Невозможно построить двухстадийную схему Ро-
зенброка (3), имеющую точность выше, чем O(τ 6).
Вторая глава посвящена решению системы уравнений-условий порядка
до 4-го порядка включительно, полученной в Главе 1, и нахождению коэффи-
циентов схемы (2). Эти уравнения связывают 6 комплексных (или 12 действи-
тельных) параметров. Таким образом, получившаяся система 8-ми уравнений
недоопределена. Систему можно дополнить уравнениями обеспечивающими
затухание функции устойчивости порядка 0 ≤ p ≤ 4 и обеспечивающими
повышенный порядок точности 4 ≤ m ≤ 8 на линейных задачах. При этом
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порядок p затухания функции устойчивости на бесконечности и максимальный
порядок точностиm на линейных задачах связаны соотношением (p+m) = 8.
В следующей таблице 2 приведены все возможные сочетания этих свойств и
обозначения соответствующих схем, которые будут использоваться далее.
Обозначение p m
CROS2_4 4 4
CROS2_3 3 5
CROS2_2 2 6
CROS2_1 1 7
CROS2_0 0 8
Таблица 2: Обозначения построенных схем и их свойства: порядок затухания
функции устойчивости p и порядок точности на линейных задачахm.
Для двухстадийной схемы (2) функция устойчивости имеет вид:
R (ξ) = 1 + Re
(
b1ξ
1− α1ξ
)
+ Re
b2ξ
(
1 + cξ1−α1ξ
)
1− α2ξ
 .
С учетом условий порядка, можно выразить функцию устойчивости через 2
комплексных параметра α1 и α2:
R (ξ) =
1 + Aξ + Bξ2 + Cξ3 + Dξ4
(1− 2ξRe (α1) + ξ2 |α21|) (1− 2ξRe (α2) + ξ2 |α22|)
, (4)
гдеA,B,C иD так же выражаются через коэффициенты α1 и α2.
Для получение нужного порядка затухания функции устойчивости, коэф-
фициенты при степенях ξ в числителе функции устойчивости(4) необходимо
приравнять к нулю. Тогда, при A = B = C = D = 0 получим схему с
порядком затухания p = 4, при B = C = D = 0 – с порядком p = 3, при
C = D = 0 – с порядком p = 2, и приD = 0 – с порядком p = 1.
Полученные коэффициенты схем и графики функций устойчивости приведе-
ны ниже.
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Схема CROS2_4
α1 =0.4573733434972976 + i · 0.2351004879985425,
α2 =0.04262665650270241 + i · 0.3946329531721134,
b1 =0.7893434641361923 + i · 0.9821367946107931,
b2 =0.2106565358638077− i · 0.5705215732509971,
c =0.6444138212147357− i · 1.143956305335963,
a =0.5250462591428808 + i · 1.453646467184172.
(5)
Схема CROS2_3
α1 =0.3074021043872249 + i · 0.1292532396046484,
α2 =0.09259789561277514 + i · 0.2576121583025594,
b1 =0.8644582665498726 + i · 0.9366952975243449,
b2 =0.1355417334501275− i · 1.154171181438793,
c =0.3353594637740966− i · 0.4983420242149068,
a =0.5132472378039463 + i · 0.2267734198731172.
(6)
Схема CROS2_2
α1 =0.2334763488700170 + i · 0.08527040833242157,
α2 =0.09985698446331641 + i · 0.1870544254177949,
b1 =0.9248875101862942 + i · 0.7077449395923038,
b2 =0.07511248981370576− i · 1.698741848884691,
c =0.2549862725007512− i · 0.3381738431416763,
a =0.5049068514817424− i · 0.4325579331793709.
(7)
Схема CROS2_1
α1 =0.09705048233513194 + i · 0.1441824711215367,
α2 =0.1886638033791538 + i · 0.06177441689689114,
b1 =0.04833419895509594− i · 0.3205959705202483,
b2 =0.9516658010449041− i · 1.696774337833587,
c =0.1730887968652113− i · 0.1694095699539014,
a =0.5359744564304916− i · 0.9665922748484184.
(8)
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Схема CROS2_0
α1 =0.09156624026571748 + i · 0.1156626130131271
α2 =0.1584337597342825 + i · 0.04744101257110980
b1 =0.2803648780046792− i · 0.1985114563571360
b2 =0.7196351219953208− i · 2.479090148032283
c =0.3053528612690534− i · 0.2319031769536116
a =0.5747096314647993− i · 1.092069699677101
(9)
График сравнения степени затухания функций устойчивости для схем
CROS2_4, CROS2_3, CROS2_2, CROS2_1 и CROS2_0 приведён на
рисунке 1.
0
0
1 p=0
p=1
p=2p=3p=4
 
 |R( )|
Im( )
Рис. 1: Сравнение затухания функций устойчивости с различной степенью p
Из графика, приведённого на рисунке 1, видно, что модуль функции устой-
чивости схем CROS2_4 и CROS2_3 превышает 1. Таким образом, для этих
схем в небольшой области нарушается условие A-устойчивости. И наоборот,
для схем CROS2_2, CROS2_1 и CROS2_0 модуль функции устойчивости
на мнимой оси (а в силу принципа максимума и на всей левой полуплоскости)
не превышает 1. Следовательно, схемы CROS2_2, CROS2_1 и CROS2_0
являютсяL2,L1 иA-устойчивыми схемами соответственно.
В третьей главе производится оценка погрешности для полученных
ранее схем и выполняются тестовые расчёты трёх задачах с апостериорной
оценкой погрешности.
В разделе 3.1 сравниваются невязки в системе уравнений-условий 5-го
порядка. В условиях 5-го порядка наибольший модуль невязок имеет схема
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CROS2_4, а наименьшийCROS2_0. Тем самым, в общем случае на нежёст-
ком участке точность схемыCROS2_0 будет выше всех остальных схем.
В разделе 3.2 рассматривается метод апостериорной оценки погрешности
Эйткена. Для такой оценки погрешности выполняется серия расчётов на сгу-
щающихся равномерных сетках с шагом 2τ и 4τ . В совпадающих узлах t
локальная погрешность по методу Эйткена выражается следующей формулой:
∆1 = u
(2τ)(t)− u(τ)(t);
∆2 = u
(4τ)(t)− u(2τ)(t);
ε ≈ ∆2
∆1
∆2
− 1.
(10)
Здесь u(τ)(t), u(2τ)(t) и u(4τ)(t) - решение на текущем слое с шагом τ , 2τ
и 4τ соответственно, а ε - локальная погрешность. Оценка погрешности ε
асимптотически точна при τ → 0.
Для проверки эффективного порядка точности полученных схем в подразде-
ле 3.2.1 проводится расчёт следующей задачи:
y′1 =− µsin(y2), y1 (0) = 10;
y′2 =sin(y1), y2 (0) = 0;
µ =20, 0 ≤ t ≤ 3.
(11)
Функции в правой части задачи (11) выбраны таким образом, что ни один член
степенного разложения решения не обратится в ноль.
Для задачи (11) был выполнен расчёт на десяти сгущающихся сетках с
увеличением шага в два раза. На графике 2 в двойном логарифмическом мас-
штабе изображена зависимость максимума модуля локальной погрешности ε,
вычисленной по формуле Эйткена (10), от шага сетки τ для схемCROS2_4 -
CROS2_0.
Начиная с достаточно большого шага по времени τ < 0.5 все точки
графиков хорошо ложатся на прямые с углом наклона φ, где tg(φ) = 4. Это
является экспериментальным подтверждением того, что все полученные схемы
реализуют теоретический четвёртый порядок точности.
В подразделе 3.2.2 рассматривается стандартная задача Протеро-Робин-
сона, которая в монографии Хайер-Ваннера включена в список двенадцати
жёстких задач-тестов для разностных схем:
y′1 = −µ(y1 − cos(y2)),
y′2 = 1,
y1 (0) = 0, y2 (0) = 0.
(12)
Здесь µ - коэффициент жесткости.
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Рис. 2: Погрешность численного решения задачи (11)
На рисунке 3 приведены графики зависимости максимального модуля ло-
кальной погрешности от размера шага τ . Погрешность оценена по методу
Эйткена (10).
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Рис. 3: Погрешность численного решения задачи Протеро-Робинсона: а) µ =
20, б) µ = 200.
Для сравнения на рисунке 3 приведены результаты четырёхстадийной схемы
Розенброка с действительными коэффициентами, входящей в пакет ROS4.
Среди всех схем этого пакеты была выбрана схема с оптимальными параметра-
ми, предложенная Д.С. Гужевым и Н.Н. Калиткиным. Только схемаCROS2_4
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уступает по точности лучшей схеме пакета ROS4. Остальные схемы, постро-
енные в данной работе, на данной тестовой задаче обеспечивают в 10-1000 раз
лучшую точность.
Для демонстрации преимущества Lp-устойчивых методов с большими p
была проведена серия расчётов задачи (12) с постоянным шагом τ = 0.075,
но с увеличением жесткости µ. Зависимость максимального модуля локальной
погрешности от увеличения жёсткости µ приведена на рисунке 4.
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Рис. 4: Погрешность численного решения задачи Протеро-Робинсона при по-
стоянном шаге и увеличении жёсткости µ.
При маленьких значениях µ точность схемы CROS2_0 выше, поскольку
эта схема имеет меньшие невязки в условиях аппроксимации 5-го порядка и,
следовательно, меньшую погрешность. Но с ростом жёсткости µ погрешность
схемы CROS2_0 быстро растёт. Для L1-устойчивой схемы CROS2_1 по-
грешность нарастает гораздо медленнее, а для схем с p ≥ 2 погрешность во-
обще практически не увеличивается. При µ > 3000 видно, что, например, L2-
устойчивая схема дает погрешность на порядок лучше L1-устойчивой схемы,
а решению A-устойчивой при таком же значении µ и шаге τ вообще не стоит
доверять.
Этот вычислительный эксперимент показал, что на мягких участках важна
точность аппроксимации схемы, а на жёстких бо´льшее значение имеет устойчи-
вость.
В подразделе 3.2.3 рассматривается осциллятор Ван-дер-Поля:
y′1 =y2, y1 (0) = 0;
y′2 =µ
(
1− y21
)
y2 − y1, y2 (0) = 2. (13)
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Фазовая траектория уравнения (13) при µ = −100 изображена на рисунке 5.
Участки с плавным изменением фазовых координат сменяются резкими поворо-
тами, что является проявлением жёсткости.
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Рис. 5: Фазовая траектория задачи Ван-дер-Поля при µ = −100
Для получения приемлемой точности, расчёт этой задачи на равномерной
сетке требует очень длительного времени. Поэтому предпочтительно использо-
вать автоматику выбора шага.
В качестве механизма для автоматического выбора шага был использован
следующий алгоритм. На каждомшаге производится оценка локальной погреш-
ности по формуле Эйткена (10). Для этого выполнялся один шаг с заданным τ ,
2 шага с шагом τ/2 и 4 шага с шагом τ/4.
Задав желаемую точность расчёта tol, на каждом шаге будем сравнивать
априорно оценённую глобальную погрешность со значением tol. Если оценка
глобальной погрешности сильно отличается от желаемой точности tol будем
проводить корректировку шага τ .
Приведённый выше метод автоматического выбора шага позволил суще-
ственно сократить трудоёмкость численного решения. Например точность 10−4
в расчёте с автоматикой выбора шага требует в 100 раз меньшего числа узлов
сетки. Заданное значение tol использовалось для априорной оценки глобальной
погрешности. Глобальную погрешность можно оценить, проведя серию расчетов
на сгущающихся сетках по методу Эйткена, и такая оценка, как известно,
является асимптотически точной. Сравним априорную и апостериорную оценки
глобальной погрешности.
На рисунке 6а по оси абсцисс отложено заданное значение tol, а по оси
ординат – апостериорная оценка глобальной погрешности. Хорошо видно, что
эти величины отличаются на 2-3 порядка. Априорная оценка может и должна
быть использована в стратегии выбора шага, хотя она и не является надёжной.
Также была оценена погрешность от числа шагов метода выполненных при
заданном tol. Эта зависимость показана на рисунке 6б. Угол наклона графика
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Рис. 6: Апостериорная оценка глобальной погрешности численного решения
задачи Ван-Дер-Поля при µ = 100 и времени расчёта T = 200. а) Зависимость
погрешности от заданного значения tol. б) Зависимость погрешности от числа
шагов N.
зависимости погрешности от числа шагов в двойном логарифмическом масшта-
бе эксперементально подтверждает четвёртый порядок точности построенного
метода, использующего автоматику выбора шага.
В заключении главы 3 делается вывод о том, что на тестовых задачах
лучшие результаты показали схемы CROS2_1 и CROS2_2. И именно они
рекомендуются к практическому применению.
Четвертая глава посвящена практическому приложению построенных в
данной работе схем. В качестве актуального приложения выбрана задача моде-
лирования процесса образования периодических наноструктур на поверхности
оксида алюминия.
В разделе 4.1 описана математическая модель процесса. Она построена по
аналогии с работами C. Sample и A.A. Golovin, однако содержит некоторые
уточнения, позволяющие получить количественное совпадение результата чис-
ленного моделирования с физическим экспериментом.
Схема процесса анодного окисления алюминия изображена на рисунке 7.
В приближении слабых нелинейных возмущений эволюция толщины поверх-
ности u(X,T ) = ξ
(1)
2 − ξ(2)2 описывается начально-краевой задачей для
уравнения Курамото-Сивашинского:
δ1u + a1O2u + a2O4u− vs
2
(Ou)2 = 0. (14)
u (x + dx, y, t) =u (x, y, t) ,
u (x, y + dy, t) =u (x, y, t) ,
u(x, y, t) =f0(x, y).
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Рис. 7: Схема процесса анодного окисления.
Здесь f0(x, y) - начальный профиль поверхности. Также выбраны периодиче-
ские граничные условия по пространству.
Коэффициенты уравнения a1, a2 и vs зависят от параметров среды, напря-
жения на аноде V , кислотности pH и температуры T . Точный вид зависимости
громоздкий и здесь не приводится.
В разделе 4.2 описан численный метод решения задачи (14). Данная задача
для уравнения в частных производных решалась методом прямых.
Как известно из эксперимента, поры имеют гексагональную структуру. Гек-
сагональная симметрия ячеек возможна, если стороны прямоугольной области
имеют размеры dx = d, dy = d
√
3.
Была введена пространственная сетка:
xn =hxn, hx =
d
N
, (1 ≤ n ≤ N),
ym =hym,hy =
d
√
3
m
, (1 ≤ m ≤M).
Число узлов сетки по x и по y выбрано таким образом, чтобы hx ≈ hy ≈ h. В
практических расчётах были использованы сетки размеровN = 10 · 2l,M =
17 · 2l, где l - целое число.
Пространственные производные в (14) были заменены разделёнными раз-
ностями, используя специально построенную для данной работы аппроксима-
цию точности O(h4). Таким образом, уравнение в частных производных было
сведено к системе ОДУ для неизвестной толщины поверхности в узлах сетки
u (xn, ym) ≡ unm.
Эта система ОДУ решалась с помощью схемы CROS2_2, построенной в
данной работе и показавшей лучшие результаты при тестировании.
Выражения для коэффициентов a1 и vs были ранее получены в работах
C. Sample и A.A. Golovin. Однако приведённая в этих работах формула для
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коэффициента a2 даже по размерности не совпадает с
nm4
s , как должно быть
для соразмерности величин в уравнении (14).
В данной работе была проведена калибровка модели по результатам вы-
числительного эксперимента и установлена зависимость коэффициента a2 от
напряжения на аноде V .
В статьях O. Jessensky, F. Muller и U. Gosele, а так же F.Y.Li, L.Zhang и
R.M.Metzger описаны несколько данных физических экспериментов, где для
заданных напряжения V , кислотности pH и температуры T приведены снимки
наноструктур на поверхности оксида алюминия, сделанные при помощи элек-
тронного микроскопа.
При тех же значениях напряжения V , кислотности pH и температуры T
были проведены серии расчётов с разными значениями параметра a2. Целью
данного вычислительного эксперимента являлось достижение максимального
количественного совпадения размера и формы периодических наноструктур,
полученных математическим моделированием, с данными реальных экспери-
ментов.
В результате этих экспериментов была получена следующая зависимость
параметра a2 от напряжения V :
a2 = 1, 28395 + 0, 87346 · V + 0, 07272 · V 2.
В разделе 4.3 приведены результаты моделирования процесса образования
периодических наноструктур в сравнении с физическим экспериментом.
а) б)
Рис. 8: Наноструктуры, образовавшиеся при U = 25V, pH = 0.52, T =
10◦C. а) Микроснимок поверхности оксида алюминия, б) Результат численного
моделирования.
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а) б)
Рис. 9: Наноструктуры, образовавшиеся при U = 40V, pH = 0.52, T =
1◦C. а) Микроснимок поверхности оксида алюминия, б) Результат численного
моделирования.
а) б)
Рис. 10: Наноструктуры, образовавшиеся при U = 160V, pH = 0.52, T =
3◦. а) Микроснимок поверхности оксида алюминия, б) Результат численного
моделирования.
Благодаря проведённой калибровке модели удалось добиться хорошего ко-
личественного совпадения результатов моделирования с результатами экспери-
мента. Так на рисунках 8, 9 и 10 период получившихся наноструктур равен
60nm, 95nm и 420nm соответственно.
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Основные результаты работы
1. Разработан алгоритм и написана программа, позволяющая получать
систему уравнений-условий порядка для двухстадийных схем Розенброка с
комплексными коэффициентами, обеспечивающих аппроксимацию до любого
заданного порядка точности. Доказана теорема о сходимости.
2. Исследован максимально возможный порядок точности схем данного
типа. Доказана теорема о барьере точности, аналогичная барьеру Бутчера для
схем Рунге-Кутта.
3. Построено семейство из 5-ти схем (4 из них новые) для решения жёстких
систем ОДУ. Исследована их устойчивость и проведены серии сравнительных
тестов, которые позволяют рекомендовать две из построенных схем к практиче-
скому применению.
4. На базе разработанных методов построен комплекс программ для моде-
лирования процесса образования нанопор на поверхности оксида алюминия.
Выполнена калибровка математической модели.
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