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Résumé
Parmi tous les jeux de société joués par les humains au cours de l’histoire, le jeu
de go était considéré comme l’un des plus difficiles à maîtriser par un programme
informatique [Van Den Herik et al., 2002]; Jusqu’à ce que ce ne soit plus le cas [Silver
et al., 2016]. Cette percée révolutionnaire [Müller, 2002, Van Den Herik et al., 2002]
fût le fruit d’une combinaison sophistiquée de Recherche arborescente Monte-Carlo
et de techniques d’apprentissage automatique pour évaluer les positions du jeu,
mettant en lumière le grand potentiel de l’apprentissage automatique pour résoudre
des jeux.
L’apprentissage antagoniste, un cas particulier de l’optimisation multiobjective,
est un outil de plus en plus utile dans l’apprentissage automatique. Par exemple, les
jeux à deux joueurs et à somme nulle sont importants dans le domain des réseaux
génératifs antagonistes [Goodfellow et al., 2014] et pour maîtriser des jeux comme
le Go ou le Poker en s’entraînant contre lui-même [Silver et al., 2017, Brown and
Sandholm, 2017]. Un résultat classique de la théorie des jeux indique que les jeux
convexes-concaves ont toujours un équilibre [Neumann, 1928]. Étonnamment, les
praticiens en apprentissage automatique entrainent avec succès une seule paire de
réseaux de neurones dont l’objectif est un problème de minimax non convexe et
non concave alors que pour une telle fonction de gain, l’existence d’un équilibre de
Nash n’est pas garantie en général. Ce travail est une tentative d’établir une solide
base théorique pour l’apprentissage dans les jeux.
La première contribution explore le théorème minimax pour une classe partic-
ulière de jeux nonconvexes-nonconcaves qui englobe les réseaux génératifs antago-
nistes. Cette classe correspond à un ensemble de jeux à deux joueurs et a somme
nulle joués avec des réseaux de neurones.
Les deuxième et troisième contributions étudient l’optimisation des problèmes
minimax, et plus généralement, les inégalités variationnelles dans le cadre de
l’apprentissage automatique. Bien que la méthode standard de descente de gradient
ne parvienne pas à converger vers l’équilibre de Nash de jeux convexes-concaves sim-
ples, il existe des moyens simples d’utiliser des gradients pour obtenir des méthodes
qui convergent. Nous étudierons plusieurs techniques telles que l’extrapolation, la
moyenne et la quantité de mouvement à paramètre négatif.
La quatrième contribution fournit une étude empirique du comportement pra-
tique des réseaux génératifs antagonistes. Dans les deuxième et troisième contribu-
tions, nous diagnostiquons que la méthode du gradient échoue lorsque le champ de
vecteur du jeu est fortement rotatif. Cependant, une telle situation peut décrire un
iv
pire des cas qui ne se produit pas dans la pratique. Nous fournissons de nouveaux
outils de visualisation afin d’évaluer si nous pouvons détecter des rotations dans
comportement pratique des réseaux génératifs antagonistes.
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Abstract
Among all the historical board games played by humans, the game of go was con-
sidered one of the most difficult to master by a computer program [Van Den Herik
et al., 2002]; Until it was not [Silver et al., 2016]. This odds-breaking break-
through [Müller, 2002, Van Den Herik et al., 2002] came from a sophisticated
combination of Monte Carlo tree search and machine learning techniques to evalu-
ate positions, shedding light upon the high potential of machine learning to solve
games.
Adversarial training, a special case of multiobjective optimization, is an increas-
ingly useful tool in machine learning. For example, two-player zero-sum games are
important for generative modeling (GANs) [Goodfellow et al., 2014] and mastering
games like Go or Poker via self-play [Silver et al., 2017, Brown and Sandholm,
2017]. A classic result in Game Theory states that convex-concave games always
have an equilibrium [Neumann, 1928]. Surprisingly, machine learning practitioners
successfully train a single pair of neural networks whose objective is a nonconvex-
nonconcave minimax problem while for such a payoff function, the existence of a
Nash equilibrium is not guaranteed in general. This work is an attempt to put
learning in games on a firm theoretical foundation.
The first contribution explores minimax theorems for a particular class of
nonconvex-nonconcave games that encompasses generative adversarial networks.
The proposed result is an approximate minimax theorem for two-player zero-sum
games played with neural networks, including WGAN, StarCrat II, and Blotto
game. Our findings rely on the fact that despite being nonconcave-nonconvex with
respect to the neural networks parameters, the payoff of these games are concave-
convex with respect to the actual functions (or distributions) parametrized by these
neural networks.
The second and third contributions study the optimization of minimax prob-
lems, and more generally, variational inequalities in the context of machine learn-
ing. While the standard gradient descent-ascent method fails to converge to the
Nash equilibrium of simple convex-concave games, there exist ways to use gradi-
ents to obtain methods that converge. We investigate several techniques such as
extrapolation, averaging and negative momentum. We explore these technique ex-
perimentally by proposing a state-of-the-art (at the time of publication) optimizer
for GANs called ExtraAdam. We also prove new convergence results for Extrapo-
lation from the past, originally proposed by Popov [1980], as well as for gradient
method with negative momentum.
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The fourth contribution provides an empirical study of the practical landscape
of GANs. In the second and third contributions, we diagnose that the gradient
method breaks when the game’s vector field is highly rotational. However, such a
situation may describe a worst-case that does not occur in practice. We provide new
visualization tools in order to exhibit rotations in practical GAN landscapes. In this
contribution, we show empirically that the training of GANs exhibits significant
rotations around Local Stable Stationary Points (LSSP), and we provide empirical
evidence that GAN training converges to a stable stationary point which, is a




machine learning, game theory, adversarial training, minimax, Nash equilib-
rium, optimization, multi-player games, variational inequality, generative adver-
sarial networks, extragradient, generative modeling, landscape visualization, mo-
mentum.
apprentissage statistique, théorie des jeux, apprentissage antagoniste, mini-
max, equilibre de Nash, optimisation, jeux a somme nulle, inégalités variationelles,
réseaux génératifs antagonistes, extragradient, model génératifs, visualisation de
champ de vecteurs, méthode du moment.
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1 Introduction
«On a pas les mêmes règles pourtant c’est le même jeu»
[We do not have the same rules yet it’s the same game]– Lomepal [2019]
What is the game mentioned by Lomepal [2019]? For some, it could be the
game of life [Gardner, 1970], while for others, it remains a mystery. However, what
is certain is that we live in a world full of games. From the simplest ones, such
as rock-paper-scissor, to the most challenging ones such as chess, go, or StarCraft
II, games are so complex and interesting that there exist a professional league of
players and dense theoretical literature for each of them [Simon and Chase, 1988,
Bozulich, 1992, Vinyals et al., 2017].
That is why a long-standing goal in artificial intelligence [Samuel, 1959, Tesauro,
1995, Schaeffer, 2000] has been to achieve superhuman performance—with a com-
puter program—at such games of skills.
Among all the historical board games played by humans, the game of go was con-
sidered one of the most difficult to master by a computer program [Van Den Herik
et al., 2002]; Until it was not [Silver et al., 2016]. This odds-breaking break-
through [Müller, 2002, Van Den Herik et al., 2002] came from a sophisticated
combination of Monte Carlo tree search and machine learning techniques to evalu-
ate positions, shedding light upon the high potential of machine learning to solve
games.
Machine learning, the science of learning mathematical models from data,
has expanded significantly in the last two decades. It has had a noticeable
impact in diverse areas such as computer vision [Krizhevsky et al., 2012], speech
recognition [Hinton et al., 2012], natural language processing [Sutskever et al.,
2014], computational biology [Libbrecht and Noble, 2015], and medicine [Esteva
et al., 2017].
Interestingly, while regarding such different domains, these success stories have
a common ground: they all correspond to the estimation of a prediction function
based on empirical data [Vapnik, 2006]. This learning paradigm, based on empirical
risk minimization (ERM), is known as supervised learning. At a high level, esti-
mating the correct dependence through ERM requires three main ingredients: 1) a
sufficient amount of data, 2) a hypothesis class on the actual dependence function,
3) a sufficient amount of computing to find an approximate solution to the corre-
sponding minimization problem. These three steps are subject to interdependent
tradeoffs [Bottou and Bousquet, 2008]—for instance, for a given computational
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budget, more data would improve our ability to generalize but would make the
optimization procedure harder—are at the heart of the challenges of supervised
learning.
The notable success of the applications of supervised learning mentioned above
can be attributed to many factors. Among them, one can arguably say that the
building of high-quality datasets [Russakovsky et al., 2015], the improved access
to computational resources, and the design of scalable training methods for large
models [LeCun et al., 1998] played a significant role.
However, yet powerful, supervised learning is a restrictive setting where a single
learner is in a fixed environment, i.e., it has access to a large number of input-output
pairs at training time that come from an independent and identically distributed
process. This assumption does not consider that some other agents, i.e., computer
programs or humans, maybe part of the environment and thus impact the task.
Real-world games such as Go, poker, or chess are composed of multiple players,
thus not fitting into the i.i.d. ERM framework that is composed of a single learner in
a fixed environment. From the players’ viewpoint, the environment that conditions
the way they should play depends on their opponent and thus is not fixed. From
a machine learning perspective, the task in those games is to learn how to play to
beat any opponent.
Recently, machine learning techniques have led to significant progress on in-
creasingly complex domains such as classical board games (e.g., chess [Silver et al.,
2018] or go [Silver et al., 2017]), card games (e.g., poker [Brown and Sandholm,
2017, 2019] or Hanabi [Foerster et al., 2019]), as well as video games (e.g., Star-
Craft II [Vinyals et al., 2019] or Dota 2 [Berner et al., 2019]). However, chess, go,
and more generally, all the zero-sum games of skills mentioned in this introduction
are just “a Drosophilia of reasoning” [Kasparov, 2018]. We are just scratching the
surface, the combination of multi-player games and machine learning can offer.
1 Multiplayer games and Machine Learning
Adversarial formulations, or more generally multi-player games, are frameworks
that aim at casting tasks into which several agents (a.k.a players) compete (or col-
laborate) to solve a problem. At a high level, each agent is given a set of parameters
and a loss that they try to minimize. The key difference between standard super-
vised learning and multi-player games is that each agent’s loss depends on all the
players’ parameters, thus entangling the minimization problem of each player.
Such frameworks include real-world games such as Backgammon, poker, or
Starcraft II, but also market mechanisms [Nisan et al., 2007], auctions [Vickrey,
1961], as well as games specifically designed for a machine learning purpose such as
Generative Adversarial Networks (GANs) [Goodfellow et al., 2014] that enabled a
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significant breakthrough in generative modeling, the domain of representing data
distributions.
1.1 Motivation: defining ’good’ task losses through games
Designing computer programs that learn from games’ first principles has been
a well-established challenge of artificial intelligence [Samuel, 1959, Tesauro, 1995].
Until recently, state-of-the-art performances were only achieved by injecting
domain-specific human knowledge [Campbell et al., 2002, Genesereth et al., 2005,
Silver et al., 2016] such as specific heuristics or openings discovered by humans or
data of games played by professional players.
A recent breakthrough [Silver et al., 2018] permitted to master chess, shogi,
and go by using a general algorithm that learns by playing against itself without
having access to any data or knowledge of other players.
It demonstrates the powerful potential of game formulation long-ago noticed by
the community [Genesereth et al., 2005]: the goal of “winning” the game is simple
yet challenging to achieve. The complexity arises from the competition between
the two players that usually start from a quite even state, and try to eventually
take the lead by taking advantage of the subtlety of some rules. To win, the best-
performing players must learn to incorporate knowledge representation, reasoning,
and rational decision-making.
The framework of GANs defines a game between two neural networks, a gener-
ator that aims at creating realistic images and a discriminator that tries to distin-
guish real images from the generated ones. The discriminator implicitly defines a
divergence between two distributions through the classification task: the data dis-
tribution and the generated one. Huang et al. [2017] argue that such divergences,
implicitly defined by a class of discriminators, are “good” task losses for generative
modeling: they are differentiable, have a better sample efficiency than standard
divergences, are easier to learn from, and can encode high-level concepts such as
“paying attention to the texture in the image.”
The impact of such new differentiable game formulations for learning is com-
pelling and promising, but they currently lack theoretical foundations.
1.2 Foundations of Games for Machine Learning
Compared to supervised learning, a loss minimization problem, multi-player
games are a multi-objective minimization (or maximization) problem. For exam-
ple, in a Texas hold’em poker game, each player tries to maximize its own gains.
However, since the game is zero-sum, the maximization of each player’ gain conflict
with each other and thus cannot be considered individually. Thus, in a game, the
optimization of each player must be considered jointly.
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In that case, the standard notion of optimality is called Nash equilibrium [Nash
et al., 1950]. A Nash equilibrium is achieved when no player can decrease its loss
by unilaterally changing its strategy.
In general, the existence of an equilibrium is not guaranteed [Neumann and
Morgenstern, 1944]. This fact is problematic since the Nash equilibrium is a natu-
ral and intuitive notion of target for the players of a game. Ensuring that we have
a well-defined notion of equilibrium is a necessary first step to eventually build-up
an understanding of multi-player games. The minimax theorem [Neumann, 1928]
was among the first existence results of equilibria in games and is considered to be
at the heart of game theory.
“As far as I can see, there could be no theory of games
[without] the Minimax Theorem.”– Neumann [1953]
While this quote may appear slightly dismissive at first, it has to be put in context.
Neumann [1953] and Fréchet [1953] is an exchange between Maurice Fréchet and
John von Neumann regarding the relative contribution of Borel [1921] and Neu-
mann [1928] in the foundation of the field that is now called game theory. Beyond
the controversy, the quote mentioned above underlines that when building a new
field, it is fundamental to show that the object of interest—in that case, a Nash
equilibrium—exists to eventually build a theory on top of it. For instance, the
question of the computational complexity of a Nash equilibrium is closely entan-
gled with such an existence result: since a Nash always exists its computational
complexity cannot belong to the class of NP problems [Papadimitriou, 2007].
In the context of machine learning, the considerations regarding games are dif-
ferent. Each player’s payoff functions correspond to the performance of the machine
learning models that represent that player. Often their models are parametrized
by finite-dimensional variables. Consequently, the payoffs are (potentially non-
convex) functions of these parameters, raising the question of the existence of an
equilibrium for such a game played with machine learning models.
Overall, this thesis revolves around two main questions regarding machine learn-
ing in games: what is the target, and how can it be reached in a reasonable amount
of time?
2 Overview of the Thesis Structure
Besides the introduction and conclusion, this thesis includes a background sec-
tion followed by four contributions that correspond to four research papers that
the author of this thesis wrote during his Ph.D.
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The story of the contribution develops as follows: the first contribution ex-
plores the notion of equilibrium in the context of a game played by deep machine
learning models by proving a minimax theorem for a particular class of nonconvex-
nonconcave zero-sum two-player game where the players are neural networks. We
then get interested in game optimization in the second and third contributions,
and we finally provide an empirical study of some practical games’ optimization
landscape.
Before jumping into the background section, we provide a more detailed sum-
mary of each section.
2.1 Defining a target for learning in games
In his seminal work, Neumann [1928] considered zero-sum two-player games.
In that case, both players are competing for the same payoff function, but while
one tries to maximize it, the other aims at minimizing it. The minimax theorem
ensures that under mild assumptions, such a game has a value and an equilibrium:
there exists an optimal strategy for each player that induces a given value for the
payoff function.
Such games are convenient to build up intuition because the notion of winning,
losing, and tying can be related to the value of the payoff function, i.e., if the payoff
of the first player is above (resp. below, equal) the value of the game it means that
the first player is currently winning (resp. losing, tying) the game.
In that setting, a general minimax theorem has been proved by Sion et al. [1958]
under the assumption that each player’s strategy set is convex and that the payoff
function is a convex-concave function.
In the context of machine learning, the payoff function often depends on the
parameters of each player. For instance, in chess, the reinforcement learning policy
that would pick each move may be parametrized by a neural network, and in GANs,
the discriminator and the generator are usually neural networks.
Because of this neural network parameterization, one cannot expect the payoff
function to be convex-concave in general (the same way one cannot expect the loss
of a regression problem to be convex in supervised learning with a deep neural
network) [Choromanska et al., 2015].
In our first contribution, we propose an approximate minimax theorem cer-
tain class of problems, including Wasserstein GAN formulations wherein both the
generator and the discriminator are one hidden layer RELU network. Our re-
sult relies on the fact that for many practical games, e.g., GANs or Starcraft II,
the nonconvex-nonconcavity of the payoff function comes from the neural network
parametrization.
Roughly, we show that a pair of larger-width one-hidden-layer ReLU networks
attain the min-max value of the game attainable by distributions over smaller-
width one-hidden-layer RELU networks. The underlying intuition is as follows:
5
neural nets have a particular structure that interleaves matrix multiplications and
simple non-linearities (often based on the max operator like ReLU). The matrix
multiplications in one layer of a neural net compute linear combinations of functions
encoded by the other layers. In other words, neural nets are (non-)linear mixtures
of their sub-networks.
2.2 Building our theoretical understanding of game opti-
mization
The learning dynamics of differentiable games ,such as GANs, may exhibit a
cyclic behavior. For instance, consider a game such as rock-paper-scissors. Intu-
itively, it makes sense that each of the agents, trying to beat their opponent using
gradient information, will slowly change their strategies to the best response that
currently beats their opponent, continuously switching from rock to paper and then
scissors. One can show that this intuition is accurate: naively implementing the
gradient method to train the agents will lead to cycles where the players will alter-
natively play each different actions without even converging to a Nash equilibrium
of the game.
In the second contribution, we show the failure of standard gradient methods to
find an equilibrium of such simple examples inspired by rock-paper-scissors. Such
a failure of the gradient method on simple games leads to an immediate question:
are there principled methods that address this cycling problem? We answered this
question affirmatively and proposed to tap into the variational inequality literature
to leverage the concept of averaging and extrapolation to design new optimization
methods that address the cycling problem and tackle the current constraints of
modern machine learning, such as stochastic optimization in high dimension. Our
main theoretical contributions are two-fold: we first consider the convergence of
averaging and extrapolation for the optimization of bilinear examples. Our sec-
ond theoretical contribution is the study a variant of extragradient that we call
extrapolation from the past originally introduced by Popov [1980] and prove novel
convergence rates in the context VIP with Lipschitz and strongly monotone oper-
ators, and stochastic VIP with Lipschitz operator. We prove its convergence for
strongly monotone operators and in the stochastic VIP setting. Our empirical con-
tribution is the introduction of a novel algorithm leveraging extrapolation, that we
called ExtraAdam for the training of GANs. Our experiments show substantial
improvements over Adam and OptimisticAdam [Daskalakis et al., 2018] leading to
state-of-the-art performance for GANs at the time of publication.
In the third contribution, we investigate the impact of Polyak’s momen-
tum [Polyak, 1964] in the optimization dynamics of such games. Momentum is
known to have a detrimental role in deep learning [Sutskever et al., 2013], but
its effect in games was an unexplored topic. We prove that a negative value for
the momentum hyper-parameter may improve the gradient method’s convergence
6
properties for a large class of adversarial games. Notably, for games similar to
the rock-paper-scissor example described above, negative momentum is a way to
fix the gradient method where each player update alternatively their state (as
opposed to simultaneously). This fact is quite surprising since, in standard min-
imization, the momentum’s optimal value is positive. It is an excellent example
of counter-intuitive phenomena occurring in games with differentiable payoffs. We
also propose to build new intuition on the game dynamics by using a notion of
rotation. In standard minimization, the iterates are ’attracted’ to the solution and
thus adding momentum will use the past gradient to enhance this attraction to the
solution, and thus converge faster. In games, rotations around the optimum may
occur. To picture a simple dynamic, one can think of a planet orbiting around the
sun. Adding positive momentum will push the planet away from the sun (the equi-
librium point), while negative momentum will use past information to correct the
trajectory toward the sun. This balance between accelerating the attraction and
correcting the rotation explains why in games, unlike in minimization, the optimal
value for the momentum can be negative.
2.3 Studying the practical vector field of games
In the second and third contribution, we theoretically study the vector field of
games, i.e., the concatenation of each player’s payoff gradient, and build simple
examples where the gradient method fails to converge. However, going beyond
simple counter-examples, one question remains: does this cycling behavior that
breaks standard gradient methods happen in practice? Such a phenomenon is due
to the phenomenon of rotation that only occurs in differentiable games (compared
to standard minimization): due to their potential adversarial component.
Our fourth and final contribution is an empirical study aiming to bridge the
gap between the simple theoretical examples previously proposed and the practice.
We formalize the notions of rotation and attraction in games by relating it to the
imaginary part in the eigenvalues of the Jacobian of the game’s vector field. We
eventually develop a technique to visualize these rotations in differentiable games
and apply it to GANs. We show empirical evidence of significant rotations on
several GAN formulations and datasets. Moreover, we also study the nature of
the gradient method’s potential equilibrium and provide empirical evidence that
standard training methods for GANs converge to an equilibrium point that is not
a Nash equilibrium of the game.
3 Excluded research
In order to keep this manuscript consistent and succinct, the author has decided
to exclude a significant part of the publication produced during his Ph.D. Some of
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the excluded research constitute relevant related follow-ups to the work discussed
in thesis [Huang et al., 2017, Chavdarova et al., 2019, Azizian et al., 2020a,b, Bailey
et al., 2020, Ibrahim et al., 2020]. The author of this Ph.D. thesis also worked on:
• Line-search for non-convex minimization [Vaswani et al., 2019].
• Dynamics of Recurrent Neural Networks [Kerg et al., 2019].
• Implicit regularization for linear neural networks [Gidel et al., 2019a].
• Adaptive Three Operator Splitting [Pedregosa and Gidel, 2018].
• Variants of the Frank-Wolfe algorithm [Gidel et al., 2017, 2018].
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2 Background
In this chapter we present the frameworks considered in our four contributions.
First we will introduce the standard single-objective minimization, then we will
talk about multi-objective minimization and Nash equilibrium and finally we will
present a generalization of the these frameworks based on the necessary first order
stationary conditions.
1 Single Objective Optimization
Despite the contributions of this thesis regarding the optimization of multi-
player games, it seemed essential to the author to give an overview of the current
knowledge on single objective optimization to contrast it with the numerous open
questions remaining in multi-player games optimization.
1.1 Convex Optimization
Recent advances in machine learning are largely driven by the success of
gradient-based optimization methods for the training process.
A common learning paradigm is empirical risk minimization, where a (poten-
tially non-convex) objective, that depends on the data, is minimized. In this section
we introduce the standard notions present in single-objective minimization.
Let f a function and X a convex set. A set X is said to be convex if,
x,y ∈ X ⇒ γx+ (1− γ)y ∈ X , ∀γ ∈ [0, 1] . (1.1)
For simplicity, we will assume that X is a subset of Rd, but most of the results
provided in this work can be generalized to infinite-dimensional spaces.
Single-objective minimization is the problem of finding a solution to the follow-
ing minimization problem:
find x∗ such that x∗ ∈ X ∗ := arg min
x∈X
f(x) . (MIN)
The way to estimate the quality of an approximate minimizer x is to use a
merit function. Formally, a function g : X → R is called a merit function if g is
non-negative such that g(x) = 0 ⇔ x ∈ X ∗ [Larsson and Patriksson, 1994]. For
9
minimization, a natural merit function is the suboptimality: f(x) − f ∗ where f ∗
is the minimum of f . We will see in Section 2 that there exists different way to
extend the notion of suboptimality to zero-sum two-player games. Some of these
extensions are not a merit function.
A standard assumption on the function f is convexity. Such assumption is
standard because it is a sufficient condition for the local minimal to also be global
minima. It is also a convenient assumption to obtain global convergence rates. Such
an assumption can be weakened using for instance the Polyak-Lojasiewicz condition
or the quadratic growth condition (see [Karimi et al., 2016] for an extensive study
of the relations between these conditions).
A function f is said to be convex if its value at a convex combination of point
is smaller than the convex combination of its values:
f(γx+ (1− γ)y) ≤ γf(x) + (1− γ)f(y) , ∀x,y ∈ X , ∀γ ∈ [0, 1] . (1.2)
From this property, it follows that the function f is sub-differentiable, i.e.,
there exist a linear lower-bound for f at any point. Moreover, the set of the
sub-differential ∂f(x) at point x is defined as,
∂f(x) := {d ∈ Rd : f(y) ≥ f(x) + (y − x)>d , ∀y ∈ Rd} . (1.3)
If f is convex then this set is convex and non-empty for any x ∈ X .
In this work we are mostly interested in first-order optimization and we will
assume that the function f is differentiable. A stronger assumption on the regu-
larity of f is the smoothness assumption. A function f is said to be L-smooth if
its gradient is L-Lipschitz, i.e.,
‖∇f(x)−∇f(y)‖2 ≤ L‖x− y‖2 , ∀x, y ∈ X . (1.4)
This assumption is very common but may be weakened with the Hölder conti-
nuity condition:
‖∇f(x)−∇f(y)‖2 ≤ Lν‖x− y‖ν2 , ∀x, y ∈ X , (1.5)
where Lν is a constant defined for any ν ∈ (0, 1]. Note that Lν may be infinite
for some ν and that Hölder continuity implies that,
f(y) ≤ f(x) +∇f(x)>(y − x) + Lν1 + ν ‖y − x‖
1+ν
2 , ∀x, y ∈ X . (1.6)
One last common assumption that can be made on f is strong convexity. A
function f is said to be µ-strongly convex if f−µ‖·‖22 is convex, which is equivalent
to say that,
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f(γx+(1−γ)y) ≤ γf(x)+(1−γ)f(y)−µγ(1−γ)‖x−y‖22 , ∀x,y ∈ X , ∀γ ∈ [0, 1] .
(1.7)
Note that being convex is equivalent to being 0-strongly convex.
Unconstrained Minimization Methods
If the constraint set X is equal to Rd then (MIN) is an unconstrained minimiza-
tion problem. In that case the necessary stationary condition for differentiable
functions is,
x∗ ∈ X ∗ ⇒ ∇f(x∗) = 0 (1.8)
When the function f is convex this condition is a sufficient condition for opti-
mality.
When the function f is differentiable, a standard method to solve (MIN) is the
gradient descent method (GD) which dates back to Cauchy [1847]. At time t ≥ 0,
this method requires the computation of the gradient at the current iterate xt to
get the next iterate xt+1 with the following update rule,
Gradient Descent: xt+1 = xt − ηt∇f(xt) , (1.9)
where ηt > 0 is called the step-size.1 This method is called a descent method
because at point xt the direction ∇f(xt) is a descent direction,2 meaning that for
ηt small enough f(xt+1) ≤ f(xt). Moreover if the function f is smooth, gradient
descent benefits from the following descent lemma:






2 , ∀xt ∈ Rd . (1.10)
This property is key in the convergence proof of gradient descent. Note this
property does not require the convexity of f , actually this lemma is also heavily
used in order to show properties on the iterates when the objective function f is
non-convex (see §1.2)
Constrained Optimization
When the constrained set X is a strict subset of Rd, then (MIN) is a constrained
optimization problem and X is called the constraint set. In that case the standard
1In machine learning this quantity is also known as learning-rate.
2Actually, it can be shown that any direction d such that d>∇f(x) > 0 is a descent direction
from x.
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gradient descent method cannot be longer used because the direction given by the
gradient may not be feasible, i.e., ∃x ∈ X s.t. x − η∇f(x) /∈ X ∀η > 0. In that
case, the standard method to solve such problem is the projected gradient method.
This method requires an additional projection step in order to get a feasible iterate
Projected Gradient Descent: xt+1 = PX [xt − ηt∇f(xt)] , (1.11)
where PX [·] is the projection onto the set X defined as PX [x] = arg miny∈X ‖x−y‖22.
If the set X is convex, the projection is a quadratic minimization problem
that has a unique solution. Otherwise, this projection sub-problem might be very
challenging to solve. However, considering non-convex constraint sets goes way
beyond the scope of this work. That is why, in the following we will always assume
that the constraint set X is convex.
1.2 Non-Convex Single-objective Optimization
When the function f is non-convex, gradient descent may converge to a sta-
tionary point that is not the global minimum of the function. For simplicity of the
discussion, in this section, we only consider the unconstrained setting. In that case,
a stationary point is a point where the gradient is equal to zero. Since the gradient
at a stationary point is by definition always null, we have that if xt is a stationary
point, then the following iterate xt+1 computed by gradient descent (1.11) is equal
to xt. There are three kinds of stationary points: local minima, local maxima and
saddle points. Let x ∈ Rd,
1. A stationary point such that there exists a neighbourhood U of x such that
f(y) ≤ f(x) , ∀y ∈ U , is a local maximum.
2. A stationary point such that there exists a neighbourhood U of x such that
f(y) ≥ f(x) , ∀y ∈ U , is a local minimum.
3. A stationary point such that for any neighbourhood U of x, there exist
y,y′ ∈ U such that f(y) ≤ f(x) ≤ f(y′), is a saddle point.
It can be shown that with random initialization gradient descent almost surely
converges to a local minimizer [Lee et al., 2016]. From an optimization perspective,
this property is appealing since we aim to converge to the global minimizer of f .
However, standard gradient descent can take an exponential time (exponential in
the dimension d) to escape saddle [Du et al., 2017]. Fortunately, adding noise at
some key moments can get rid of this exponential constant [Jin et al., 2017].
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2 Multi-objective Optimization
As argued previously, single-objective minimization plays a major role in current
machine learning. However, some recently introduced models require the joint
minimization of several objectives.
For example, actor-critic methods can be written as a bi-level optimization prob-
lem [Pfau and Vinyals, 2016] and generative adversarial networks (GANs) [Good-
fellow et al., 2014] use a two-player game formulation.
In that case, the goal of the learning procedure is to find an equilibrium of this
multi-objective optimization problem (a.k.a. multi-player game). The notion of
equilibrium points date back to Cournot [1838]. It was later formalized by Nash
et al. [1950] who pioneered the field of game theory.
2.1 Minimax Problems and Two-player Games
The two-player game problem [Neumann and Morgenstern, 1944, Nash et al.,
1950] consists in finding the following Nash equilibrium:
θ∗ ∈ arg min
θ∈Θ
L1(θ,ϕ∗) and ϕ∗ ∈ arg min
ϕ∈Φ
L2(θ∗,ϕ) . (2.1)
One important point to notice is that the two optimization problems (with
respect to θ and ϕ) in (2.1) are coupled and have to be considered jointly from an
optimization point of view. In game theory Li is also known as the payoff of the
ith player.
When L1 = −L2 := L, the two-player game is called a zero-sum game and (2.1)
can be formulated as a saddle point problem [Hiriart-Urruty and Lemaréchal, 1993,
VII.4]:
find (θ∗,ϕ∗) s.t. L(θ∗,ϕ) ≤ L(θ∗,ϕ∗) ≤ L(θ,ϕ∗) , ∀(θ,ϕ) ∈ Θ× Φ . (2.2)









L(θ,ϕ) = L(θ∗,ϕ∗) (2.3)










2.2 Extension to n-player Games
We can extend the two-player game framework to a game with an arbitrary
number of players. A n-player game is a set of n players and their respective losses
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L(i) : Rd → R, 1 ≤ i ≤ n. Player i controls the parameter θi ∈ Θi ⊂ Rdi where∑n
i=1 di = d. The n-player game problem consists in finding the Nash equilibrium:
θ∗i ∈ arg min
θi∈Θi
L(i)(θ∗1, . . . ,θ∗i−1,θi,θ∗i+1, . . . ,θ∗n) , 1 ≤ i ≤ n . (2.5)
Note that any non-zero-sum n-player game can be written as a (n + 1)-player
zero-sum game adding a (n+ 1)-th loss equal to minus the sum of the other losses.
2.3 Existence of Equilibria
In the case of a zero-sum game, standard results [Sion et al., 1958, Fan,
1953, Hiriart-Urruty and Lemaréchal, 1993] show that under convexity assump-
tions there exists a saddle point of L. We present the result from [Hiriart-Urruty
and Lemaréchal, 1993] that requires the following assumptions,
(H1) the objective function L is convex-concave, i.e., L(·,ϕ) is convex for all ϕ ∈ Φ
and L(θ, ·) is concave for all θ ∈ Θ.
(H2) The sets Θ and Φ are nonempty closed convex sets.
(H3) Either Θ is bounded or there exists ϕ̄ ∈ Φ such that L(θ, ϕ̄) → ∞ when
‖θ‖ → ∞ .
(H4) Either Φ is bounded or there exists θ̄ ∈ Θ such that L(θ̄,ϕ) → ∞ when
‖ϕ‖ → ∞ .
Theorem 1. [Hiriart-Urruty and Lemaréchal, 1993, Theorem 4.3.1] Under the
assumptions (H1)-(H4) the payoff function L has a nonempty compact set of saddle
points.
In the first contribution of this thesis, we prove a minimax theorem where the
payoff function L is not convex-concave. Such result is motivated by the machine
learning applications where neural networks parametrizations induce nonconvex-
nonconcave payoff functions.
Beyond the zero-sum two-player game setting, results on the existence of equi-
libria in multi-player games,first developed by Nash et al. [1950], is a rich liter-
ature [Nash, 1951, Glicksberg, 1952, Nikaidô et al., 1955, Dasgupta and Maskin,
1986] that is outside of the scope of this thesis.
2.4 Merit functions for games
When dealing with optimization of games, the first question to ask is the ques-
tion of which merit function to use. For simplicity, we focus on zero-sum two-player
games.
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Some previous work [Yadav et al., 2018] considered the sum of the “minimiza-
tion suboptimality” L(θ,ϕ∗) − L(θ∗,ϕ∗) with the “maximization suboptimality”
L(θ∗,ϕ∗)− L(θ∗,ϕ):
g(θ,ϕ) := L(θ,ϕ∗)− L(θ∗,ϕ) (2.6)
Unfortunately, as explained in [Gidel et al., 2017] this function is not a merit
function for the problem 2.2 in general. For example, with L(θ,ϕ) = θ · ϕ and
Θ = Φ = [−1, 1], then θ∗ = ϕ∗ = 0, implying that g(θ,ϕ) = 0 for any (θ,ϕ).
However, when L is strongly convex-concave one can lower-bound g by the distance
to the optimum times a constant.









If, the domains are not bounded this function may be infinite except at the
optimum (take for instance L(θ,ϕ) = θ·ϕ and Θ = Φ = R). In order to contravene
this issue Nesterov [2007] considered the intersections ΘR := Θ ∪ B(θ̄, R) and
ΦR := Φ∪B(ϕ̄, R) where B(a,R) is a ball of radius R and center a. If there exists






is a merit function.
2.5 Other multi-objective formulation
There exist other multi-objective optimization formulations that are not multi-
player games. Such formulations are outside of the scope of this thesis.
However, we provide a quick overview of the main alternatives.
Bilevel Optimization
Conversely to games, where all the players have a symmetric role, bilevel op-
timization is a multi-objective optimization framework introducing an asymmetry
between the objectives. It considers an upper-level objective f and a lower-level
objective g. The lower-level objective is used to induce a constraint on some pa-








Note that this formulation can be more general with more objective or with
a stochastic formulation, see for instance Colson et al. [2007], Bard [2013] for an
overview of the field and Pedregosa [2016], Gould et al. [2016], Shaban et al. [2019]
for applications in a machine learning context.
Stackelberg Games
Such notion of hierarchy between the objective is related to the notion of Stack-
elberg games Stackelberg [1934], Conitzer and Sandholm [2006], Fiez et al. [2020]
that exhibit a notion of hierarchy between the players. In its simplest form (two-
player), a Stackelberg game opposes a follower and a leader. The latter can choose
its strategy with the knowledge of the strategy of the follower. Thus, this problem
can be formulated as a bilevel optimization problem where the follower corresponds
to the lower-level objective and the leader corresponds to the upper-level objective.
2.6 Solving games with optimization
The question of algorithms to find Nash equilibrium is related to the notion of
complexity of Nash equilibrium [Papadimitriou, 2007]. In general, Nash equilib-
ria are hard to compute. For instance, simple statements such as ‘are there two
Nashes?’ or ‘is there a Nash that contains the strategy s?’ are NP-hard problems
for two-player games [Gilboa and Zemel, 1989].
However, computing a Nash equilibrium cannot be a NP-hard problem because
a Nash equilibrium always exists [Papadimitriou, 2007]. The complexity of Nash
equilibria computation belongs to a class of problems called PPAD [Daskalakis
et al., 2009].
Consequently, it seems hopeless in general to design algorithms to solve games
(even approximately [Papadimitriou, 2007]). However, there are some points to
argue why this line of research is not futile. First, the Nash computation of zero-
sum two-player games can be reformulated as a linear program. Thus, in that case,
the computational challenge comes from the potentially large (or even infinite)
number of strategies. For instance, in a machine learning context, the strategy
spaces we may consider are finite-dimensional parameter spaces, motivating the use
of gradient-based methods. Secondly, the practical instance we want to solve may
not be hard. For instance, the mathematical programming literature developed a
plethora of algorithms to try to find approximate solutions to NP-hard problems
such as the travelling salesman problem [Bellmore and Nemhauser, 1968]. Another
example is the deep learning community that successfully minimizes non-convex
objectives [Zhang et al., 2017] while it is NP-hard even to check if a point is a local
minimizer of the objective function [Murty and Kabadi, 1985, Nesterov, 2000].
In the particular of minimax optimization, there exists a very rich literature






f(θ) + θ>Aϕ− g(ϕ) . (2.10)
When f and g are convex, such formulation is the primal-dual formulation of a
convex problem (see for instance [Rockafellar, 1970] for more details about convex
duality). Many primal-dual algorithms have been designed to solve such partic-
ular minimax problem such as the Arrow-Hurwicz algorithm [Arrow et al., 1958,
Zhu and Chan, 2008], the Chambolle-Pock Primal-Dual algorithm [Chambolle and
Pock, 2011, 2016], the Accelerated Primal-Dual algorithm [Ouyang et al., 2015].
However, these algorithms heavily exploit the bilinear structure of (2.10) and thus
cannot be straightforwardly extended to general minimax games.
In this thesis, we focus on methods to solve games with differentiable payoffs.
While recently, due to the motivations coming from the practical applications in
the context of machine learning, there is a revival of specific gradient-based method
optimization for games (see discussion in Chapter 11, there the mathematical pro-
gramming literature dealt with such (differentiable) game optimization problems
by casting them as variational inequalities.
In the following section, we present the variational inequality framework and
eventually present the standard methods such problems.
3 Variational Inequality Problem
Let Ω ⊂ Rd, and F : Ω→ Rd be a continuous mapping. In this section ‖ · ‖ is
a norm of Rd.
The variational inequality problem [Harker and Pang, 1990] is:
find ω∗ ∈ Ω such that F (ω∗)>(ω − ω∗) ≥ 0 , ∀ω ∈ Ω . (VIP)
We call optimal set the set Ω∗ of ω ∈ Ω verifying (VIP).
A standard assumption on F is monotonicity:
(F (ω)− F (ω′))>(ω − ω′) ≥ 0 ∀ω,ω′ ∈ Ω . (3.1)
If F (ω) = ∇f(ω), it is equivalent to f being convex. If F can be written
as (2.5), it implies that the cost functions are convex.3
When the operator F is monotone, we have that
F (ω∗)>(ω − ω∗) ≤ F (ω)>(ω − ω∗) , ∀ω,ω∗ . (3.2)
Hence, in this case,
3The convexity of the cost functions in (2.3) is a necessary condition (not sufficient) for the
operator to be monotone.
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(VIP) implies a stronger formulation sometimes called Minty variational in-
equality [Crespi et al., 2005]:
find ω∗ ∈ Ω such that F (ω)>(ω − ω∗) ≥ 0 , ∀ω ∈ Ω . (MVI)
This formulation is stronger in the sense that, under mild assumptions, if (MVI)
holds for some ω∗ ∈ Ω, then (VIP) holds too [Minty, 1967]. A stronger assumption
than monotonicity is µ-strong monotonicity,
(F (ω)− F (ω′))>(ω − ω′) ≥ µ‖ω − ω′‖2 ∀ω,ω′ ∈ Ω . (3.3)
Note that 0-strong monotonicity is equivalent to monotonicity.
3.1 Merit Functions for variational inequality problems
A merit function useful for our analysis can be derived from this formulation.
Roughly, a merit function is a convergence measure.
A way to derive a merit function from (MVI) would be to use
g(ω∗) = supω∈X F (ω)>(ω∗ − ω) which is zero if and only if (MVI) holds
for ω∗. To deal with unbounded constraint sets (leading to a potentially in-




F (ω)>(ωt − ω) . (3.4)
This function acts as merit function for (VIP) on the interior of the open ball
of radius R around ω0, as shown in Lemma 1 of Nesterov [2007]. That is, let
ΩR := Ω ∩ {ω : ‖ω − ω0‖ < R}. Then for any point ω̂ ∈ ΩR, we have
ErrR(ω̂) = 0⇔ ω̂ ∈ Ω∗ ∩ ΩR. (3.5)
The reference point ω0 is arbitrary, but in practice it is usually the initialization
point of the algorithm. R has to be big enough to ensure that ΩR contains a
solution. ErrR measures how much (MVI) is violated on the restriction ΩR.
Such merit function is standard in the variational inequality literature. A sim-
ilar one is used in [Nemirovski, 2004, Juditsky et al., 2011].
3.2 Standard algorithms to Solve Variational Inequality
Problems
One very important piece in the VIP optimization is the projection PΩ onto the
set Ω:
PΩ[ω] ∈ arg min
ω′∈Ω
‖ω − ω′‖2 . (3.6)
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In the following we will assume that we can compute such a projection quite
efficiently. Note that one can extend this projection framework to other geometries
using Bregman divergences [Bregman, 1967]. For simplicity and clarity, we work
with projections with respect to a norm ‖ · ‖.
Among the first algorithms to solve VIP is the standard projection method [Si-
bony, 1970],
Projection Method: xt+1 = PΩ[xt − ηtF (xt)] . (3.7)
This algorithm converges linearly for Lipschitz and strongly monotone opera-
tors. However, this method does not converge, in general, for monotone opera-
tors [Korpelevich, 1976]. One way to contravene this issue is to solve a sequentially
less regularized problem using the projection method this technique is known as
the proximal-point method (PPM) [Martinet, 1970, Rockafellar, 1976]
PPM: xt+1 = Solution of VIP with the operator Fk(ω) := ckF (ω) + (ω − ωk) .
(3.8)
This method converges linearly (in terms of projection calls) when F is strongly
monotone and sublinearly when F is monotone. However, the inner-outer loop
structure as well as the supplementary regularization hyperparameter of this
method make it less practical than the projection method.
A middle ground was achieved by Korpelevich [1976] with a method, called
extragradient, that does not have inner loops and converges when F is monotone,
Extragadient Method:
{
yt = PΩ[xt − ηtF (xt)]
xt+1 = PΩ[xt − ηtF (yt)] .
(3.9)
Such a method is based on the idea of extrapolation, where the vector field
used to update xt is not computed at xt but at an extrapolated point yt. The
idea behind the computation of yt is that yt roughly approximate the solution the
iterates of the proximal point method. This idea of comparing yt to the solution of
the proximal point method is actually at the heart of the analysis of the method
provided by Nemirovski [2004].
Note that, the idea of using an extrapolation step was to give “stability” to the
gradient is prior to Korpelevich [1976]’s work (see for instance Polyak [1963, Chap.
II]).
4 Neural Networks Training
In this section, we introduce the definition of (artificial) feed-forward neural
networks. A feed-forward neural network is a composition of affine transformations
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Wi · +bi : Rdi → Rdi+1 and non-linearities σi : Rdi+1 → Rdi+1 for 1 ≤ i ≤ r. The
integer r is called the depth of the neural network and maxi di is called the width
of the neural network. Formally, a neural network is a function f : X → Y where
X is called the input space and Y is called the output space where the function f
is defined as,
f = f1 ◦ . . . fr where fi(hi) = hi+1 = σi(Wihi + bi) , 1 ≤ i ≤ r . (4.1)
The vectors hi ∈ Rdi , 2 ≤ i ≤ r − 1 are called the hidden states. Note that
h1 = x is the input and hr = y is the output. Two-layer feed-forward neural
networks are known to be universal approximators, with a width going to infin-
ity [Hornik et al., 1989].
Empirical Risk Minimization for Supervised Learning
Consider the following setting, general enough to be applied to many supervised
learning problems. We have a finite set of data (xi, yi)1≤i≤n ∈ (X × Y)n indepen-
dently sampled from a distribution P . Given a loss function ` : Y × Y → R and a




E(x,y)∼P `(f(x), y) (4.2)
Since, in practice, one has often only access to a finite number of samples, the








Here, we are not developing two issues: if f is the 0 − 1 loss this problem
is NP-hard [Feldman et al., 2012, Ben-David et al., 2003] and that in practice
one consider surrogates losses and in order to get a solution of (4.3) with good
generalization properties (i.e., being close to the minimizer of (4.2)) one usually
adds a regularization to (4.3). These problems are standard issues of supervised
learning and are not the direction of research of this work. That is why, in the
following, we will focus on the optimization of (4.3) where ` is a differentiable
function.
Since in modern machine learning the dimension d and the number of samples
n are large, second-order method (because of large d) and batch methods (because
of large n) are prohibitively expensive. That is why machine learning engendered
the revival of stochastic first order methods. One of the most popular algorithms




Let Fθ be a parametrized family of function. The stochastic gradient descent
is method similar as (1.11) but using an unbiased estimate of the gradient instead
of the gradient itself. Let assume that we want to solve
min
θ
E(x,y)∼Q `(fθ(x), y) . (4.4)
For instance, if Q is the empirical distribution associated with the data
(xi, yi)1≤i≤n, this problem is just a rewriting of (4.3) with an expectation. The
principle of SGD is to sample (x, y) ∼ Q and then to compute ∇θ`(fθ(x), y) to
update θ with this estimate of the gradient,
Stochastic Gradient Descent:
{
Sample: (x, y) ∼ Q
Compute: θt+1 = θt − ηt∇θ`(fθt(x), y) ,
(4.5)
Note that this method is not a descent method and thus should be called
stochastic gradient method but the acronym SGD has become standard. Under
some reasonable assumption, such as the Lipschitzness of the expected gradient
θ 7→ EP∇fθ(x, y) and the finite variance of the estimator one can show that this




Variants of SGD that scale coordinates of the gradient by some sort of averaging
of the previous gradient coordinates observed during the optimization procedure
have known a large success for neural networks optimization particularly because
these methods provide a sort of learning rate adaptivity for each individual feature.
Seminal works in this line of research proposed an algorithm called AdaGrad [Duchi
et al., 2011] proving significantly better convergence guarantees than SGD when
the gradients are sparse or small,
AdaGrad:

Sample: (x, y) ∼ Q
Set: gt := ∇θ`(fθt(x), y) and Vt :=
diag(∑ts=1 g2s)
t





If the gradient is not sparse or small (for instance in non-convex optimization,
gradients may vary a lot between early and late in learning) the learning rates
suffer from a too rapid decay and performances of Adagrad deteriorate. In order
to fix that issue, the non-convex optimization literature considers several variants
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of Adagrad. The most popular variant of Adagrad for deep learning is arguably
Adam [Kingma and Ba, 2015]:
Adam:

Sample: (x, y) ∼ Q
Compute: mt = β1mt−1 + (1− β1)gt , Vt := β2Vt−1 + (1− β2)g2t
Set: gt := ∇θ`(fθt(x), y)





Note that, in practice, for all the methods presented in this section, in order to
avoid singularities, a small ε is added to the denominator. Even if Adam has been
widely adopted in practice, this method suffers from a fundamental theoretical
issue (mainly due to the fact that the step-size may not decrease) and may not
converge [Reddi et al., 2019].
5 Generative Adversarial Networks
The purpose of generative modeling is to generate samples from a distribution
qθ that matches best the true distribution p of the data. The generative adversarial
network training strategy can be understood as a game between two players called
generator and discriminator. The former produces a sample that the latter has to
classify between real or fake data. The final goal is to build a generator able to
produce sufficiently realistic samples to fool the discriminator.
From a game theory point of view, GAN training is a differentiable two-player
game (2.1): the discriminator Dϕ aims at minimizing its cost function LD and the
generator Gθ aims at minimizing its own cost function LG.
5.1 Standard GANs
In the original GAN paper [Goodfellow et al., 2014], the GAN objective is
formulated as a zero-sum game where the cost function of the discriminator Dϕ is
given by the negative log-likelihood of the binary classification task between real





L(θ,ϕ) where L(θ,ϕ) := −E
x∼p[logDϕ(x)]− Ex′∼qθ[log(1−Dϕ(x
′))] . (5.1)
However Goodfellow et al. [2014] recommend to use in practice a second formu-
lation, called non-saturating GAN. This formulation is a non-zero-sum game where
the aim is to jointly minimize
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LG(θ,ϕ) := − E
x′∼qθ
logDϕ(x′) and LD(θ,ϕ) := −Ex∼p logDϕ(x)− Ex′∼qθlog(1−Dϕ(x
′)) .
(5.2)
This formulation has the same stationary points as the zero-sum one (5.1) but
are claimed to provide “much stronger gradients early in learning” [Goodfellow
et al., 2014].
The distribution qθ is sampled by sampling z according to a prior distribution
π (often a multivariate Gaussian distribution) and then transforming z with the
generator function,
x ∼ pθ ⇔ x = Gθ(z) , z ∼ π . (5.3)
5.2 Divergence minimization and Wasserstein GANs
An interesting point of view on GANs is that the GANs objective formu-
lated as minimax are a divergence between the distribution p of the real data
and the one qθ of fake data. In practice, the divergence they are minimiz-
ing are parametric adversarial divergences [Huang et al., 2017] of the form
supϕ∈Φ E(x,x′)∼p⊗qθ [`(fϕ(x), fϕ(x′))]. In other words, the loss of a GAN between
the distribution p of the real data and the one qθ of fake data is a parametric
divergence.
One popular example is the 1-Wasserstein distance [Villani, 2009]:
W1(p, q) := inf
γ∈Γ(p,q)
E(x,y)∼γ[‖x− y‖1] (5.4)
where Γ(p, q) := {γ : γ|p = p, γ|q = q} is the collection of all measures in the
product space with marginals p and q. The dual formulation of the 1-Wasserstein
distance is a maximum over 1-Lipschitz functions,
W1(p, q) := sup
f , 1−Lip
Ep[f(x)]− Eq[f(x)] . (5.5)
By choosing ∆(fϕ(x), fϕ(x′)) = fϕ(x) − fϕ(x′) and constraining fϕ to the
class of 1-Lipschitz functions, we get the (parametric) Wasserstein GAN (WGAN)





Ex∼p[fϕ(x)]− Ex′∼qθ [fϕ(x′)]. (5.6)
23
3 Prologue to FirstContribution
1 Article Details
Minimax Theorems for Nonconcave-Nonconvex Games Played with
Neural Networks. Gauthier Gidel, David Balduzzi, Wojciech Marian Czarnecki,
Marta Garnelo and Yoram Bachrach. This paper was submitted at NeurIPS 2020.
2 Contributions of the authors
Gauthier Gidel contributed to the original idea and the writing of the paper, the
experiments and the theorems. David Balduzzi, Wojciech Marian Czarnecki, Marta
Garnelo and Yoram Bachrach provided valuable feedback and helped in the genesis
of the idea of the paper. David Balduzzi and Yoram Bachrach supervised and





Games Played with Neural
Networks
Abstract
Adversarial training, a special case of multi-objective optimization, is an in-
creasingly prevalent machine learning technique: some of its most notable appli-
cations include GAN-based generative modeling and self-play techniques in re-
inforcement learning which have been applied to complex games such as Go or
Poker. In practice, a single pair of networks is typically trained in order to find an
approximate equilibrium of a highly nonconcave-nonconvex adversarial problem.
However, while a classic result in game theory states such an equilibrium exists in
concave-convex games, there is no analogous guarantee if the payoff is nonconcave-
nonconvex. Our main contribution is to provide an approximate minimax theorem
for a large class of games where the players are ReLU neural networks including
WGAN, StarCraft II and Blotto Game. Our findings rely on the fact that despite
being nonconcave-nonconvex with respect to the neural networks parameters, these
games are concave-convex with respect to the actual functions (or distributions)
parametrized by these neural networks.
1 Introduction
Real-world games have been used as benchmarks in artificial intelligence for
decades [Samuel, 1959, Tesauro, 1995], with recent progress on increasingly complex
domains such as poker [Brown and Sandholm, 2017, 2019], chess, Go [Silver et al.,
2017], and StarCraft II [Vinyals et al., 2019]. Simultaneously, remarkable advances
in generative modeling of images [Wu et al., 2019] and speech synthesis [Bińkowski
et al., 2020] have resulted from zero-sum games explicitly designed to facilitate
via carefully constructed arms races [Goodfellow et al., 2014]. Zero-sum games
also play a fundamental role in building classifiers that are robust to adversarial
attacks [Madry et al., 2018].
The goal of the paper is to put learning—by neural nets—in two-player zero-
sum games on a firm theoretical foundation to answer the question: What does it
mean to solve a game with neural nets?
In single-objective optimization, performance is well-defined via a fixed objec-
tive. However, it is not obvious what counts as “optimal" in a two-player zero-sum
25
nonconcave-nonconvex setting. Since each player’s goal is to maximize its payoff,
it is natural to ask whether a player can maximize its utility independently of how
the other player behaves. Neumann and Morgenstern [1944] laid the foundation
of game theory with the Minimax theorem, which provides a meaningful notion of
optimal behavior against an unknown adversary. For a two-player zero-sum game,
such a solution concept incorporates two notions: (i) a value V, (ii) a strategy for
each player such that their average gain is at least V (resp. -V) no matter what the
other does. The existence of such a value and optimal strategies in concave-convex
games is guaranteed in Sion et al. [1958], an extension of von Neumann’s result.
From a game-theoretic perspective, minimax may not exist in nonconcave-
nonconvex games. Nevertheless, machine learning practitioners typically train a





ϕ(w, θ) where (w, θ) 7→ ϕ(w, θ) is nonconcave-nonconvex . (1.1)
Previous work [Arora et al., 2017, Hsieh et al., 2019, Domingo-Enrich et al., 2020]
coped with this nonconcave-nonconvexity issue by transforming Eq. 1.1 into a bi-






〈µ,Aν〉 where 〈µ,Aν〉 := Eθ∼µ,w∼ν [ϕ(w, θ)] (1.2)
However, working on the space of distributions (a.k.a, mixed strategies) over the
weights of a neural network is not practical and does not exactly correspond to the
initial problem (1.1). That is why we do not consider (1.2) and put our focus on
proving a minimax theorem for (1.1).
Our main contribution is Theorem 1, an approximate minimax theorem for
nonconcave-nonconvex games for which Assumption 1 holds. This result contrasts
with the negative result of Jin et al. [2019] who construct a nonconvex-nonconcave
game where pure global minimax does not exist. The insights provided by our
main theorem are three-fold; first, it provides a principled explanation of why
practitioners have successfully trained a single pair of neural nets in games like
GANs. Secondly, the equilibrium achieved in the theorem has a meaningful inter-
pretation as the solution of a game where the players have limited-capacity. Finally,
we show how latent parametrized policies used to solve matrix games such as Blotto
Game or multi-agent RL problem such as Starcraft II fit the assumptions of our
minimax results and, as an illustration, apply this method to solve differentiable
Blotto, a game with an infinite strategy space. All the proofs of the propositions
and theorems can be found in the appendix.
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2 Related work
Minimax theorems in GANs. Many papers have adopted a game-theoretic
perspective on GANs, motivating the computation of distributions of networks (in
practice, finite collections) [Arora et al., 2017, Oliehoek et al., 2018, Hsieh et al.,
2019, Grnarova et al., 2018, Domingo-Enrich et al., 2020]. However, these papers
fail to explain why, in practice, it suffices to train only a single generator and
discriminator (instead of collections) to achieve state-of-the-art performance [Brock
et al., 2019]. Overall, even if we share motivations with the related work mentioned
above (providing principled results), our results and conclusion are fundamentally
different: we provide explain why using a single generator and discriminator—not
a distribution over them—makes sense. We do so by proving that one can achieve a
notion of nonconcave-nonconvex minimax equilibrium in GANs parametrized with
neural networks.
Stackelberg games and local optimality. The literature has considered
other notions of equilibrium. Recently, Fiez et al. [2020] proved results on games
where the goal is to find a (local) Stackelberg equilibrium. Using that perspec-
tive, Zhang et al. [2020] and Jin et al. [2019] studied local-optimality in the context
of nonconcave-nonconvex games. Our work provides a complementary perspec-
tive by providing a global minimax optimality theorem in a restricted—though
realistic—nonconcave-nonconvex setting. Stackelberg equilibria may be meaning-
ful in some contexts, such as adversarial training, but we argue in §1 that the
minimax theorem is fundamental for defining a valid notion of solution for a large
class of machine learning applications.
Parametrized strategies in games. The notion of latent matrix games men-
tioned in this paper is similar to the pushforward technique proposed by Dou et al.
[2019]. It can also be related to the latent policies used in some multi-agent rein-
forcement learning (RL) applications. For instance the agent trained by Vinyals
et al. [2019] to play the game of StarCraft II had policies of form π(a|s, z) where z
belongs to structured space that corresponds to a particular way to start the game
or to actions it should complete during the game (e.g., the first 20 constructed units
and buildings). Moreover, using parameterized function approximator to estimate
strategies in games has been at the heart of multi-agent RL [Baxter et al., 2000,
François-Lavet et al., 2018, Mnih et al., 2015]. Our contribution regarding latent
matrix games (and more broadly latent RL policies), is the theoretical framework
to study equilibrium in such parametrized nonconvex-nonconcave games and the
associated approximate minimax theorem we provide (Thm. 1).
Bounded rationality. In his seminal work, Simon [1969] introduced the prin-
cipled of bounded rationality. Generally speaking, it aims to capture the idea that
rational agents are actually incapable of dealing with the full complexity of a re-
alistic environment, and thus by these limitations, achieve a sub-optimal solution.
Neyman [1985], Papadimitriou and Yannakakis [1994], Rubinstein and Dalgaard
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[1998] modeled these limitations by constraining the computational resources of
the players. Similarly, Quantal response equilibrium (QRE) [McKelvey and Pal-
frey, 1995] is a way to model bounded rationality: the players do not choose the
best action, but assign higher probabilities to actions with higher reward. Over-
all, QRE, bounded rationality/computation have a similar goal as latent games:
to model players that are limited by computation/memory/reasoning, however,
the way the limits are modeled differs since in this work we consider equilibrium
achieved with functions that have a limited representative power.
Finding a Nash equilibrium of Colonel Blotto. After its introduction
by Borel [1921], finding a Nash equilibrium of the Colonel Blotto game has been
an open question for 85 years. Roberson [2006] found an equilibrium solution
for the continuous version of the game, later extended to the discrete symmetric
case by Hart [2008]. The equilibrium computation in the general case remains
open. Recently, Blotto has been used as a challenging use-case for equilibrium
computation [Ahmadinejad et al., 2019]. Similarly, we consider a variant of Blotto
to validate that we can find approximate equilibrium in games with a single pair
of neural nets.
3 Motivation: Two-player Games in Machine
Learning
A two-player zero-sum game is a payoff function ϕ : Ω×Θ→ R, that evaluates
pairs of strategies (w, θ). The goal of the game is to find an equilibrium, i.e., a pair
of strategies (ω∗, θ∗) such that,
ϕ(w, θ∗) ≤ ϕ(w∗, θ∗) ≤ ϕ(w∗, θ) , ∀w ∈ Ω, θ ∈ Θ . (3.1)
The existence of such an equilibrium ensures that the order in which the play-










ϕ(w, θ) = ϕ(w∗, θ∗). (3.2)
If the function ϕ is concave-convex and if the sets Θ and Ω are convex and com-
pact then Sion’s Minimax Theorem [Sion et al., 1958] insures that such a Nash
equilibrium does exist.
Previous theoretical work in the context of machine learning [Arora et al., 2017,
Oliehoek et al., 2018, Grnarova et al., 2018, Hsieh et al., 2019] considered the model
parameters w and θ as the strategies of the game. Arguably, the most well-know
example of such a game is GANs.
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Example 1. [Goodfellow et al., 2014] A GAN is a game where the first player, the
discriminator Dw, is a binary classifier parametrized by w ∈ Rp1 and the second
player, the generator Gθ, is a parametrized mapping from a latent space to an
output space. The payoff ϕ is then the ability of the first player to discriminate a
real data distribution pdata from the generated distribution,











Unfortunately, Example 1 does not satisfy Sion Minimax theorem’s assump-
tions for the following reasons: (i) The parameter sets are not compact. (ii) The
function ϕ is not concave-convex because of the non-convexity induced by the neu-
ral networks parametrization. While one can easily cope with the first issue—by
for instance restricting ourself to bounded weights or by leveraging Fan’s Theo-
rem [Fan, 1953]—the second issue (ii) is an intrinsic part of learning by neural
networks.
On the one hand, one cannot expect (3.2) to be valid for general nonconcave-
nonconvex games [Jin et al., 2019]. On the other hand, many games in the context
of machine learning have a particular structure since, as we will see in the next sec-
tion, their nonconcave-nonconvexity comes from the neural network parametriza-
tion.
Two complementary perspectives on a game. Example 1 can be interpreted
as a game between two players, one player, the generator, proposes a sample that
the other player, the discriminator tries to distinguish from a real data distribution
pdata. In that game, the parameters w and θ of the payoff function (3.3), do
not explicitly correspond to any meaningful strategy – i.e., generating a sample
or distinguishing data from generated samples. They respectively parametrize a
discriminator and a distribution one can consider as players that have an intuitive
interpretation in the GAN game.

















A compelling aspect of this dual perspective is that even though, one cannot expect
ϕ, the payoff function of the parameters w and θ, to be concave-convex, the payoff
of the players ϕ̃ is concave-convex. Formally, for any w,w′ ∈ Ω, θ, θ′ ∈ Θ and and
λ ∈ [0, 1] we have,
ϕ̃(λDw + (1− λ)Dw′ , pθ) ≥ λϕ̃(Dw, pθ) + (1− λ)ϕ̃(Dw′ , pθ) (by concavity of log)
ϕ̃(Dw, λpθ + (1− λ)pθ′) = λϕ̃(Dw, pθ) + (1− λ)ϕ̃(Dw, pθ′) (by linearity of p 7→ Ep.)
Note that the notion of convex combination for the players is quite subtle
here: λDw + (1 − λ)Dw′ corresponds to a convex combination of functions
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while λpθ + (1 − λ)pθ′ corresponds to a convex combination (a.k.a mixture) of
distributions.
Even if the payoff (3.4) is concave-convex with respect to (D, p), one cannot ap-
ply (yet) any standard minimax theorem for the following reason: given w1, w2 ∈ Ω
and λ ∈ [0, 1] we may have
@w ∈ Ω , s.t. λDw1 + (1− λ)Dw2 = Dω , (3.5)
meaning that the set of functions FΩ := {Dw |w ∈ Ω} may not be convex in
general. However, for the particular case of functions parametrized by ReLU neural
networks we will show that the set F is “almost convex” (see Prop. 2 and 3). It is
one of the core results used in the proof of Thm. 1.
4 An assumption for nonconcave-nonconvex
games
The games arising in machine learning are not classical normal- or extensive-
form games. Rather, they often use neural nets to approximate complex functions
and high dimensional distributions [Brock et al., 2019, Razavi et al., 2019]. That
is why they are often considered general nonconcave-nonconvex games (1.1). How-
ever, as illustrated in (3.4), in the machine learning context, many games have a
particular structure where the players’ payoff is concave-convex.
Assumption 1. The nonconcave-nonconvex game (1.1) is assumed to have
a concave-convex players’ payoff, i.e., the parameters w and θ respectively
parametrize fw and gθ such that,
ϕ( w, θ︸︷︷︸
params
) = ϕ̃(fw, gθ︸ ︷︷ ︸
players
) where (f, p) 7→ ϕ̃(f, p) is concave-convex . (4.1)
We call fw and gθ the players of the game, they can either be a parametrized function
or distribution.
One example of such a game has been developed in (3.4) where the first player,
Dw is a function and the second one, pθ is a distribution over images. Another
example is the Wasserstein GAN (WGAN).
Example 2. [Arjovsky et al., 2017] The WGAN formulation is a minimax game
with a payoff ϕ s. t.,
ϕ(w, θ) = ϕ̃(Dw, pθ) := Ex∼pdataDw(x)− Ex′∼pθDw(x′) , (4.2)
where the discriminator Dw has to be 1-Lipschitz, i.e., ‖Dw‖L ≤ 1. By bilinearity
of the function (D, p) 7→ Ep[D(x)] we have that ϕ̃ is bilinear and thus satisfies
Assumption 1.
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Finally, we present a way to any cast matrix game with a very large (or even
infinite) number of strategies into a game that follows Assumption 1.
Using function approximation to solve matrix games. In the case of
matrix games, the payoff function ϕ : A × B → R has no concave-convex struc-
ture, and the sets A and B are often even discrete. Neumann and Morgenstern
[1944] introduced mixed strategies p ∈ ∆(A), where ∆(A) is the set of probabil-
ity distributions over A, in order to guarantee the existence of an equilibrium. In
game-theory, a well-known example of a challenging matrix game is the Colonel
Blotto game.
Example 3 (Colonel Blotto Game). Consider two players who control armies of S1
and S2 soldiers respectively. Each colonel allocates their soldiers on K battlefields.
A strategy for player-i is an allocation ai ∈ Ai and the payoff of the first player is
the number of battlefields won
ϕ(a1, a2) := 1K
∑K
k=1 1{[a1]k > [a2]k} (4.3)
where Ai :=
{
a ∈ NK : ∑Kk=1[a]k ≤ Si , 1 ≤ k ≤ K}.
In Example 3, the number of strategies grows exponentially fast as K grows.
Consequently, one cannot afford to work with an explicit distribution over the
strategies. A tractable way to compute an equilibrium of the Colonel Blotto Game
has been an open question for decades. The GANs examples (Eq.3.4 & 4.2) suggest
to consider distributions implicitly defined with a generator. Given a latent space
Z, a latent distribution π on Z and a mapping gθ : Z → A, we can define the
distribution pθ ∈ ∆(A) as
a ∼ pθ : a = gθ(z) , z ∼ π . (4.4)
Definition 1 (Latent Matrix Game). A latent matrix game (ϕ,F ,G) is a two-
player zero-sum game where the players pick fw ∈ F and gθ ∈ G and, given π and
π′ two fixed distributions, obtain payoffs







The reformulation of any matrix game as a latent game satisfies Assumption 1.
Example 3 (Latent Blotto). Consider the functions fw : Rp → A1 and
gθ : Rp → A2. The payoff is








where Z1, Z2 ∼ N (0, Ip) are independent Gaussians and Ai is defined in (4.3).
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Latent matrix games encompasses multi-agent RL games played with RL poli-
cies such as the setting used by Vinyals et al. [2019] to play StarCraft II.1 The
agent, called AlphaStar, has a latent-conditioned policy π(a|s, z) where z belongs
to a structured space that represents information about how to start constructing
units and buildings, and that is sampled from an expert human player distribution:
z ∼ phuman(z). Given two agents π1(a|s, z) and π2(a|s, z), the payoff in the latent
game is ϕ(π1, π2) = P(π1 beats π2) . The classes F and G correspond to the neural
architectures used to parametrize the policies; the priors π and π′ are the human
expert distribution phuman.
In that example, and more generally in multi-agent RL zero-sum games played
with policies parametrized by neural networks, the payoff ϕ(w, θ) = P(πw beats πθ)
is a potentially nonconcave-nonconvex function of the parameters but satisfies As-
sumption 1.
5 Minimax Theorems
We want to prove a minimax theorem for some nonconcave-nonconvex
games (1.1) that satisfy Assumption 1. We start with an informal statement of
our result.
Theorem 1. [Informal] Let ϕ be a nonconcave-nonconvex payoff that satisfies As-
sumption 1 with ϕ̃ bilinear and where the players fw and gθ are one hidden layer
ReLU networks of width p. For any ε > 0 there exists a pair (w, θ) that achieves a
notion of approximate equilibrium.
When played with ReLU networks Example 2 and 3 satisfy the hypothesis of this
theorem. The proof of this Theorem is split into 3 main steps: (i) in §5.1 by using
the fact that ϕ(w, θ) = ϕ̃(fw, gθ) we provide the existence of a limited-capacity
equilibrium in the convex hull of the space of players (see Assum. 1 for the definition
of players). Note that, since we are working in a larger space (the convex hull),
one cannot expect to achieve this equilibrium with a single pair of parameters
(w, θ). (ii) in §5.2 we show that approximate equilibrium can be achieved with a
relatively small convex combination. (iii) in §5.3 we show that when using ReLU
networks, such small convex combination of players can be achieved by a single
larger ReLU network. A formal definition of convex combination of players is
provided in §5.1.
1Note that here we do not claim the novelty of parametrizing policies/strategies such idea has
been used in may games and RL applications (see related work section).
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5.1 Limited Capacity Equilibrium in the Space of Players
Recall that by Assumption 1, the nonconcave-nonconvex payoff ϕ can be written
as,
ϕ(w, θ) = ϕ̃(fw, pθ) where (f, p) 7→ ϕ̃(f, p) is concave-convex . (5.1)
The players fw and pθ are either functions or distributions respectively parametrized
by w and θ. For instance, in the context of WGAN (Example 2), fw would be the
discriminator and pθ would be the generated probability distribution. In that
example, notice that ϕ̃(fw, ·) is not convex with respect to the generator function
but only with respect to the generated distribution. Similarly, if we computed
convex combinations generator’s parameters, the payoff ϕ would not be convex.
Moreover, the Lipchitz constraint in Example 2 is natural in the function space,
but it is challenging to translate it into a constraint in the parameter space.2






where FΩ and GΘ are function or distribution spaces (depending on the applica-
tion) incorporating the limited capacity constraints of the problem, e.g., Lipschitz
constraint. In the following, for simplicity of the discussion, we discuss what the
formal definitions of a convex combination are when FΩ is a function space and
GΘ is a distribution space when we have no additional constraint aside from the
parametrization, i.e., FΩ := {fw | w ∈ Ω} and GΘ := {pθ | θ ∈ Θ}. However, these
notions and our results extend if we consider that both players are distributions
(e.g., in Example 3), or if we add any convex constraint on the functions or the
distributions, see Example 2.
Convex combination of functions. Let us consider w1 and w2 ∈ Ω, the
convex combination of the players fw1 and fw2 is their point-wise averaging. The
convex hull of FΩ can be defined as,
hull(FΩ) := {Averages from FΩ} =
{ K∑
i=1
λifwi |wi ∈ Ω,
K∑
i=1




Convex combination of distributions. Consider latent mappings θ1 and
θ2 ∈ Θ that parametrize probability distribution pθ1 and pθ2 over a set X . The
convex combination pλ of pθ1 and pθ2 with λ ∈ [0, 1] is the mixture of these two
probability distributions, pλ := λpθ1 + (1− λ)pθ2 .
To sample from pλ, flip a biased coin with P(heads) = λ. If the result is heads
then sample a strategy from pθ1 and if the result is tails then sample from pθ2 . The
convex hull of GΘ is,
2In practice, parameters are clipped [Arjovsky et al., 2017] or the Lipchitz constant of the
network is approximated [Miyato et al., 2018]. These approximations can be arbitrarily far from
the original constraint.
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hull(GΘ) := {Mixtures from GΘ} =
{ K∑
i=1
λipθi | θi ∈ Θ,
K∑
i=1




The set hull(GΘ) is a subset of P(X ), the set of probability distributions on X . This
set is different from the set of distributions supported on GΘ considered by Arora
et al. [2017], Hsieh et al. [2019]. It contains ‘smaller’ mixtures because there may
be many distributions supported on GΘ that correspond to the same p ∈ hull(GΘ).
Moreover these works did not take advantage of the convexity with respect to the
discriminator function (see Example 1 and 2) by considering (5.3).
Existence of an equilibrium by playing in the convex hulls. Our first
result is that there exists an equilibrium by allowing functions or distributions to
be picked from their convex hulls.
Proposition 1. Let ϕ be a game that follows Assumption 1. If GΘ and FΩ are









ϕ̃(f, p) , (5.5)
where hull(GΘ) and hull(FΩ) are either defined in (5.3) or in (5.4), depending on
the type player.
After showing that the closure of hull(GΘ) and hull(FΩ) are compact, this propo-
sition is a corollary of Sion et al. [1958]’s minimax theorem (see §3). Note that
Ω and Θ are arbitrary and that this equilibrium differs from the infinite-capacity
equilibrium of the game (5.2) where we would allow f and g to be any function
or distribution (i.e. with no parametrization restriction). Because we consider
the convex hull of FΩ and GΘ, this equilibrium is achieved with convex combina-
tions (5.3) resp. (5.4)) of pθi , i ≥ 0 (resp. fwi) and thus there is no reason to expect
to achieve this equilibrium with a single pair of weights (w, θ) in general. However
in §5.2, we show that one can approximate such an equilibrium with relatively
small convex combinations.
5.2 Approximate minimax equilibrium
Approximate equilibria for (5.5) are the pairs of players ε-close to achieving the
value of the game.




ϕ̃(f ∗ε , p) ≥ V(Ω,Θ)− ε and max
f∈hull(FΩ)
ϕ̃(f, p∗ε) ≤ V(Ω,Θ) + ε .
Note that f ∗ε does not depend on p∗ε and vice-versa. We will show that such
approximate equilibria are achieved with finite convex combinations. Considering
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fk ∈ FΩ and g′k ∈ GΘ (that can either be functions or distributions) we aim at
finding the smallest convex combination that is an ε-equilibrium.






kgk) is an ε-equilibrium.
Our goal is to provide a bound that depends on ε and on some properties of the
classes FΩ and GΘ.
Theorem 2. Let ϕ a game that satisfies Assumption 1. If ϕ̃ is bilinear,













where Dw := maxw,w′,θ ϕ(w, θ)− ϕ(w′, θ) and Dθ := maxw,θ,θ′ ϕ(w, θ)− ϕ(w, θ′).
Roughly, the number KΘε expresses to what extent the set of distributions in-
duced by the mappings in GΘ has to be ‘convexifed’ to achieve an approximate
equilibrium. Note that in practice we expect this quantity to be small. For in-
stance, in the context of GANs, if the class of discriminators FΩ contains the
constant function D(·) = .5 then KΩε = 1 since ϕ(D,G) = 0 , ∀G ∈ G.
5.3 Achieving a Mixture or an Average with a Single Neu-
ral Net
We showed above that under the assumption of Theorem 2, approximate equi-
libria can be achieved with finite convex combinations. In this section, we investi-
gate how it is possible to achieve such approximate equilibria with a single ReLU
network. Formally, such a function g : Rdin → Rd can be written as,
gθ(x) =
∑p
i=1 ai ReLU(c>i x+ di) + bi where ai, bi ∈ Rd, ci ∈ Rdin , di ∈ R . (5.7)
We note θ = (a, b, c, d) ∈ Rp(din+1+2d) and ReLU(x) = max(x, 0). We present two
results on the representative power of neural networks. The first one concerns
mixtures of distributions represented by latent ReLU nets, and the second one
concerns convex combinations of ReLU nets as functions.
Neural Nets Represent Mixtures of Smaller Nets. First, we get interested
in the probability distributions pθ induced by gθ, defined as
a ∼ pθ : a = gθ(z) where z ∼ U([0, 1]) and θ ∈ Rp . (5.8)
One of the motivation of this work is to represent distribution over images usually
represented by a high dimensional vector in [0, 1]d. That is why we will assume
that our generator function take its value in [0, 1]d.
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Proposition 2. If din = 1 and if for all θ ∈ Θ, z ∈ [0, 1], gθ(z) ∈ [0, 1]d and gθ
is constant outside of [0, 1], then for any θk, , ‖θk‖ ≤ R , k = 1 . . . K, there exists
θ ∈ [−KR,KR]K(p+6) such that dTV ( 1n
∑K
k=1 pθk , pθ) ≤ 1/R where dTV is the total
variation distance.
Fig. A.1b (in §3) illustrates how gθ is constructed. Unlike the universal ap-
proximation theorem, Prop. 2 shows that a single neural network can represent
mixtures. On the one hand, when one wants to approximate an arbitrary contin-
uous function, the number of required hidden units may be prohibitively large [Lu
et al., 2017] as the error ε vanishes. On the other hand, the dimension of θ3 in
Prop. 2 does not depend on any vanishing quantity. The high-level insight is that a
large enough ReLU net can represent mixtures of distributions induced by smaller
ReLU nets, with a width that grows linearly with the size of the mixture.
Neural Nets represent an average of smaller Nets. If we consider averages
of functions as described in (5.3), we can show that point-wise averages of functions
gθ , θ ∈ Rp defined in (5.7) can be represented by a wider neural network.




k=1 fwk = fw.
Figure A.1a shows how fw is constructed. Similarly as the Prop. 2, Prop. 3 is a
representation theorem that shows that the space {fw |w ∈ Rp} is ‘almost’ convex.
5.4 Minimax Theorem for Nonconcave-noncavex Games
Played with Neural Networks
Prop. 2 and 3 give insights about the representative power of ReLU neural nets:
as their width grows, ReLU nets can express larger mixtures/averages of sub-nets.
Combining these properties with Thm. 2, we show that approximate equilibria can
be achieved for such nonconcave-nonconvex payoff.
Theorem 1. Let ϕ be a nonconcave-nonconvex game such that ϕ(w, θ) = ϕ̃(fw, pθ)
where pθ is the distribution induced by gθ defined in (5.8), and fw and gθ are one
layer ReLU networks (5.7). If ϕ̃ is bilinear and L̃-Lipschitz, and if ϕ is L-Lipschitz,










ϕ(w, θ∗ε ) , (5.9)
where pε ≥ Cε
√
p
log(R√p/ε) and Rε ≥ R pεp .
An explicit formula for C is provided in Appendix .3 §A as well as variants
of this theorem when w parametrizes a distribution or when θ parametrizes a
function. Theorem 1 shows the existence of a notion of weaker-capacity-equilibrium
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0 iterations 400 iterations 800 iterations
(a) 5000 samples using the latent mapping f and g
after 0, 400, and 800 training steps. Their respective
suboptimality along training has a value of 1.5, 1.2,
and .5.





























(b) Performance and conver-
gence of the agents.
Figure 4.1: Training of latent agents to play differentiable Blotto with K = 3.
Right: The suboptimality corresponds to the payoff of the agent against a best
response. We averaged our results over 40 random seeds.
for a nonconcave-nonconvex game where the players use a standard fully connected
architecture. The notion of weaker-capacity is encompassed within the fact that
wε and θε are of dimension pε ≤ p and are bounded in norm by Rε ≤ R. This
result differs from Arora et al. [2017, Theorem 4.3] who, only in the context of
GANs, design a specific architecture to achieve a different notion of approximate
equilibrium.
On the one hand, if ε√p < 1, then the lower-bound in (5.9) is vacuous (since pε
corresponds the number of non-zero parameter of the lower-capacity networks). On
the other, the number of parameters of the higher-capacity networks p only needs
to (roughly) grow quadratically with ε to achieve a non-vacuous bound. Hence, a
consequence of Theorem 1 is that, for the nonconcave-nonconvex games of interest,
highly over parametrized networks can provably achieve a notion of equilibrium.
6 Application: Solving Colonel Blotto Game
We apply our latent game approach (Def. 2) to solve a differentiable version
of Example 3. We consider a continuous relaxation of the strategy space where
S1 = S2. After renormalization we have that A1 = A2 = ∆K , where ∆K is the
K-dimensional simplex. It is important to notice that in that case an allocation
corresponds to a point on the simplex and a mixture of allocation corresponds to
a distribution over the simplex. We replace the payoff (4.5) of Latent Blotto by





k=1 σ([fw(z) − gθ(z′)]k)
]
where σ is
a sigmoid minus 1/2 and fw, gθ : Rp → ∆K . This game has been theoretically
by Ferdowsi et al. [2018] when S1 > S2.
For the latent mappings, fw anf gθ we considered dense ReLU networks with
4 hidden layers, 16 hidden units per layer, and a K-dimensional softmax output.
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We use a 16-dimensional Gaussian prior for the latent variable. We trained our
agents using gradient descent ascent on the parameters of f and g with the Adam
optimizer [Kingma and Ba, 2015] with β1 = .5 and β2 = .99.
In Fig. 4.1b, we present the performance of the agents against a best response.
To compute it, we sampled 5000 strategies and computed the best response against
this mixed strategy using gradient ascent on the simplex. We also computed the
norm of the (stochastic) gradient used to update f . In Fig. 4.1a, we plotted sam-
ples from f at different training times. As we get closer to convergence to a
non-exploitable strategy, we can see that this distribution avoids the center of the
simplex (putting troops evenly on the battlefields) and the corners (focusing on a
single battlefield) that are strategies easily exploitable by focusing on two battle-
fields, this correlates with the decrease of the gradient and of the suboptimality
indicating that the agents learned how to play Blotto.
7 Discussion
Nonconcave-nonconvex games radically differ from minimization problems since
equilibria may not exist in general. How, then, can neural nets regularly find
meaningful solutions to games like GANs?
In this work, we partially answer this question by leveraging the structure of
GANs to show that a single pair of ReLU nets can achieve a notion of limited-
capacity-equilibrium. The intuition underlying our theorems is as follows: neural
nets have a particular structure that interleaves matrix multiplications and simple
non-linearities (often based on the max operator like ReLU). The matrix multi-
plications in one layer of a neural net compute linear combinations of functions
encoded by the other layers. In other words, neural nets are (non-)linear mixtures
of their sub-networks.
Finally, it is instructive to discuss the relative merits of the limited-capacity
aspect that occurs in Theorem 1 due to the parametrization. On the one hand, if
one had access to any function/distribution an infinite-capacity equilibrium would
exist (because the whole function/distribution space is convex). However, this
quantity may not be realistic, e.g., in GANs, the optimal infinite-capacity generator
must represent the distribution of ‘real-world’ images. If such a concept is not
tractable, it seems unrealistic to expect limited capacity agents, such as humans
or computers, to find it [Papadimitriou, 2007]. On the other hand, our work shows
that one can efficiently approximate some equilibria when working with neural
networks. These equilibria capture the notion that agents–and humans–that play
complex games have a limited capacity that seems more reasonable to play complex
games such as Poker of StarCraft II that are multi-step with imperfect information.
Thus in the vein of games with bounded rationality, limited-capacity equilibria seem
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to be an interesting solution concept that is more realistic than infinite-capacity
equilibria.
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5 Prologue to the SecondContribution
1 Article Details
A Variational Inequality Perspective on Generative Adversarial Net-
works. Gauthier Gidel, Hugo Berard, Gaëtan Vignoud, Pascal Vincent and Simon
Lacoste-Julien. This paper was published at ICLR 2019 [Gidel et al., 2019b].
2 Contributions of the authors
Gauthier Gidel contributed to the general writing of the paper, the results on
the simple bilinear example and the proof of all the theorems of the paper. Gauthier
Gidel also brought his knowledge about optimization and variational inequalities.
Hugo Berard did the experiments and wrote the experimental section. He also
brought his knowledge about GANs and more generally generative modeling. Gaë-
tan Vignoud came up with the idea of extrapolation from the past and reviewed
the proofs of the paper. Simon Lacoste-Julien and Pascal Vincent supervised this
project. The original idea of using extragradient and adopting a variational in-
equality perspective on GAN came from Simon Lacoste-Julien.
3 Modifications with respect to the published
paper
We added a missing related work regarding extrapolation from the past [Popov,
1980]. We consequently modified the discussion regarding the novelty of extrapo-







Generative adversarial networks (GANs) form a generative modeling approach
known for producing appealing samples, but they are notably difficult to train.
One common way to tackle this issue has been to propose new formulations of the
GAN objective. Yet, surprisingly few studies have looked at optimization methods
designed for this adversarial training. In this work, we cast GAN optimization
problems in the general variational inequality framework. Tapping into the math-
ematical programming literature, we counter some common misconceptions about
the difficulties of saddle point optimization and propose to extend techniques de-
signed for variational inequalities to the training of GANs. We apply averaging,
extrapolation and a computationally cheaper variant that we call extrapolation from
the past to the stochastic gradient method (SGD) and Adam.
1 Introduction
Generative adversarial networks (GANs) [Goodfellow et al., 2014] form a gen-
erative modeling approach known for producing realistic natural images [Karras
et al., 2018] as well as high quality super-resolution [Ledig et al., 2017] and style
transfer [Zhu et al., 2017]. Nevertheless, GANs are also known to be difficult to
train, often displaying an unstable behavior [Goodfellow, 2016]. Much recent work
has tried to tackle these training difficulties, usually by proposing new formula-
tions of the GAN objective [Nowozin et al., 2016, Arjovsky et al., 2017]. Each of
these formulations can be understood as a two-player game, in the sense of game
theory [Neumann and Morgenstern, 1944], and can be addressed as a variational
inequality problem (VIP) [Harker and Pang, 1990], a framework that encompasses
traditional saddle point optimization algorithms [Korpelevich, 1976].
Solving such GAN games is traditionally approached by running variants of
stochastic gradient descent (SGD) initially developed for optimizing supervised
neural network objectives. Yet it is known that for some games [Goodfellow, 2016,
§8.2] SGD exhibits oscillatory behavior and fails to converge. This oscillatory be-
havior, which does not arise from stochasticity, highlights a fundamental problem:
while a direct application of basic gradient descent is an appropriate method for
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regular minimization problems, it is not a sound optimization algorithm for the
kind of two-player games of GANs. This constitutes a fundamental issue for GAN
training, and calls for the use of more principled methods with more reassuring
convergence guarantees.
Contributions. We point out that multi-player games can be cast as varia-
tional inequality problems (VIPs) and consequently the same applies to any GAN
formulation posed as a minimax or non-zero-sum game. We present two techniques
from this literature, namely averaging and extrapolation, widely used to solve VIPs
but which have not been explored in the context of GANs before.1
We extend standard GAN training methods such as SGD or Adam into vari-
ants that incorporate these techniques (Alg. 4 is new). We also explain that the
oscillations of basic SGD for GAN training previously noticed [Goodfellow, 2016]
can be explained by standard variational inequality optimization results and we
illustrate how averaging and extrapolation can fix this issue.
We study a variant of extragradient that we call extrapolation from the past
originally introduced by Popov [1980]. It only requires one gradient computation
per update compared to extrapolation, which needs to compute the gradient twice.
We prove its convergence for strongly monotone operators and in the stochastic
VIP setting.
Finally, we test these techniques in the context of GAN training. We observe a
4-6% improvement over Miyato et al. [2018] on the inception score and the Fréchet
inception distance on the CIFAR-10 dataset using a WGAN-GP [Gulrajani et al.,
2017] and a ResNet generator.2
Outline. §2 presents the background on GAN and optimization, and shows
how to cast this optimization as a VIP. §3 presents standard techniques and ex-
trapolation from the past to optimize variational inequalities in a batch setting.
§4 considers these methods in the stochastic setting, yielding three corresponding
variants of SGD, and provides their respective convergence rates. §5 develops how
to combine these techniques with already existing algorithms. §6 discusses the
related work and §7 presents experimental results.
1The preprints for [Mertikopoulos et al., 2019] and [Yazıcı et al., 2019], which respectively
explored extrapolation and averaging for GANs, appeared after our initial preprint. See also the
related work section §6.
2Code available at https://gauthiergidel.github.io/projects/vip-gan.html.
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2 GAN optimization as a variational inequality
problem
2.1 GAN formulations
The purpose of generative modeling is to generate samples from a distribution
qθ that matches best the true distribution p of the data. The generative adversarial
network training strategy can be understood as a game between two players called
generator and discriminator. The former produces a sample that the latter has to
classify between real or fake data. The final goal is to build a generator able to
produce sufficiently realistic samples to fool the discriminator.
In the original GAN paper [Goodfellow et al., 2014], the GAN objective is
formulated as a zero-sum game where the cost function of the discriminator Dϕ is
given by the negative log-likelihood of the binary classification task between real





L(θ,ϕ) where L(θ,ϕ) := −E
x∼p[logDϕ(x)]− Ex′∼qθ[log(1−Dϕ(x
′))] . (2.1)
However Goodfellow et al. [2014] recommends to use in practice a second formula-
tion, called non-saturating GAN. This formulation is a non-zero-sum game where
the aim is to jointly minimize:
LG(θ,ϕ) := − Ex′∼qθlogDϕ(x
′) and LD(θ,ϕ) := −Ex∼p logDϕ(x)− Ex′∼qθlog(1−Dϕ(x
′)) .
(2.2)
The dynamics of this formulation has the same stationary points as the zero-
sum one (2.1) but is claimed to provide “much stronger gradients early in learn-
ing” [Goodfellow et al., 2014] .
2.2 Equilibrium
The minimax formulation (2.1) is theoretically convenient because a large lit-
erature on games studies this problem and provides guarantees on the existence of
equilibria. Nevertheless, practical considerations lead the GAN literature to con-
sider a different objective for each player as formulated in (2.2). In that case, the
two-player game problem [Neumann and Morgenstern, 1944] consists in finding the
following Nash equilibrium:
θ∗ ∈ arg min
θ∈Θ
LG(θ,ϕ∗) and ϕ∗ ∈ arg min
ϕ∈Φ
LD(θ∗,ϕ) . (2.3)
Only when LG = −LD is the game called a zero-sum game and (2.3) can be
formulated as a minimax problem. One important point to notice is that the two
optimization problems in (2.3) are coupled and have to be considered jointly from
an optimization point of view.
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Standard GAN objectives are non-convex (i.e. each cost function is non-convex),
and thus such (pure) equilibria may not exist. As far as we know, not much is
known about the existence of these equilibria for non-convex losses (see Heusel
et al. [2017] and references therein for some results). In our theoretical analysis
in §4, our assumptions (monotonicity (4.1) of the operator and convexity of the
constraint set) imply the existence of an equilibrium.
In this paper, we focus on ways to optimize these games, assuming that an
equilibrium exists. As is often standard in non-convex optimization, we also focus
on finding points satisfying the necessary stationary conditions. As we mentioned
previously, one difficulty that emerges in the optimization of such games is that the
two different cost functions of (2.3) have to be minimized jointly in θ and ϕ. Fortu-
nately, the optimization literature has for a long time studied so-called variational
inequality problems, which generalize the stationary conditions for two-player game
problems.
2.3 Variational inequality problem formulation
We first consider the local necessary conditions that characterize the solution of
the smooth two-player game (2.3), defining stationary points, which will motivate
the definition of a variational inequality. In the unconstrained setting, a stationary
point is a couple (θ∗,ϕ∗) with zero gradient:
‖∇θLG(θ∗,ϕ∗)‖ = ‖∇ϕLD(θ∗,ϕ∗)‖ = 0 . (2.4)
When constraints are present,3 a stationary point (θ∗,ϕ∗) is such that the direc-
tional derivative of each cost function is non-negative in any feasible direction (i.e.
there is no feasible descent direction):
∇θLG(θ∗,ϕ∗)>(θ−θ∗) ≥ 0 and ∇ϕLD(θ∗,ϕ∗)>(ϕ−ϕ∗) ≥ 0 , ∀ (θ,ϕ) ∈ Θ×Φ.
(2.5)
Defining ω := (θ,ϕ), ω∗ := (θ∗,ϕ∗), Ω := Θ × Φ, Eq. (2.5) can be compactly
formulated as:






These stationary conditions can be generalized to any continuous vector field: let
Ω ⊂ Rd and F : Ω → Rd be a continuous mapping. The variational inequality
problem [Harker and Pang, 1990] (depending on F and Ω) is:
find ω∗ ∈ Ω such that F (ω∗)>(ω − ω∗) ≥ 0 , ∀ω ∈ Ω . (VIP)
3An example of constraint for GANs is to clip the parameters of the discriminator [Arjovsky
et al., 2017].
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We call optimal set the set Ω∗ of ω ∈ Ω verifying (VIP). The intuition behind it
is that any ω∗ ∈ Ω∗ is a fixed point of the constrained dynamic of F (constrained
to Ω).
We have thus showed that both saddle point optimization and non-zero sum
game optimization, which encompass the large majority of GAN variants proposed
in the literature, can be cast as VIPs. In the next section, we turn to suitable
optimization techniques for such problems.
3 Optimization of Variational Inequalities
(batch setting)
Let us begin by looking at techniques that were developed in the optimization
literature to solve VIPs. We present the intuitions behind them as well as their
performance on a simple bilinear problem (see Fig. 6.1). Our goal is to provide
mathematical insights on averaging (§3.1) and extrapolation (§3.2) and propose
a novel variant of the extrapolation technique that we called extrapolation from
the past (§3.3). We consider the batch setting, i.e., the operator F (ω) defined in
Eq. 2.6 yields an exact full gradient. We present extensions of these techniques to
the stochastic setting later in §4.
The two standard methods studied in the VIP literature are the gradient
method [Bruck, 1977] and the extragradient method [Korpelevich, 1976]. The it-
erates of the basic gradient method are given by ωt+1 = PΩ[ωt − ηF (ωt)] where
PΩ[·] is the projection onto the constraint set (if constraints are present) associated
to (VIP). These iterates are known to converge linearly under an additional as-
sumption on the operator4 [Chen and Rockafellar, 1997], but oscillate for a bilinear
operator as shown in Fig. 6.1. On the other hand, the uniform average of these
iterates converge for any bounded monotone operator with a O(1/
√
t) rate [Nedić
and Ozdaglar, 2009], motivating the presentation of averaging in §3.1. By contrast,
the extragradient method (extrapolated gradient) does not require any averaging
to converge for monotone operators (in the batch setting), and can even converge
at the faster O(1/t) rate [Nesterov, 2007]. The idea of this method is to compute a
lookahead step (see intuition on extrapolation in §3.2) in order to compute a more
stable direction to follow.
3.1 Averaging
More generally, we consider a weighted averaging scheme with weights ρt ≥ 0.
This weighted averaging scheme have been proposed for the first time for (batch)
4Strong monotonicity, a generalization of strong convexity. See §1.
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Averaging schemes can be efficiently implemented in an online fashion noticing
that,
ω̄T = (1− ρ̃T )ω̄T−1 + ρ̃TωT where 0 ≤ ρ̃T ≤ 1 . (3.2)
For instance, setting ρ̃T = 1T yields uniform averaging (ρt = 1) and ρ̃t = 1− β < 1
yields geometric averaging, also known as exponential moving averaging
(ρt = βT−t, 1 ≤ t ≤ T ). Averaging is experimentally compared with the
other techniques presented in this section in Fig. 6.1.
In order to illustrate how averaging tackles the oscillatory behavior in game
optimization, we consider a toy example where the discriminator and the generator
are linear: Dϕ(x) = ϕTx and Gθ(z) = θz (implicitly defining qθ). By substituting






A similar task was presented by Nagarajan and Kolter [2017] where they consider
a quadratic discriminator instead of a linear one, and show that gradient descent is
not necessarily asymptotically stable. The bilinear objective has been extensively
used [Goodfellow, 2016, Mescheder et al., 2018, Yadav et al., 2018, Daskalakis et al.,
2018] to highlight the difficulties of gradient descent for saddle point optimization.
Yet, ways to cope with this issue have been proposed decades ago in the context
of mathematical programming. For illustrating the properties of the methods of
interest, we will study their behavior in the rest of §3 on a simple unconstrained
unidimensional version of Eq. 3.3 (this behavior can be generalized to general mul-





θ · φ and (θ∗, φ∗) = (0, 0) . (3.4)
The operator associated with this minimax game is F (θ, φ) = (φ,−θ). There are
several ways to compute the discrete updates of this dynamics. The two most
common ones are the simultaneous and the alternating gradient update rules,
Sim. update:
{
θt+1 = θt − ηφt
φt+1 = φt + ηθt
, Alt. update:
{
θt+1 = θt − ηφt
φt+1 = φt + ηθt+1
. (3.5)
Interestingly, these two choices give rise to completely different behaviors. The
norm of the simultaneous updates diverges geometrically, whereas the alternating
5Wasserstein GAN (WGAN) proposed by Arjovsky et al. [2017] boils down to the following
minimax formulation: minθ∈Θ maxϕ∈Φ,||Dϕ||L≤1 Ex∼p[Dϕ(x)]− Ex′∼qθ [Dϕ(x′)].
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iterates are bounded but do not converge to the equilibrium. As a consequence,
their respective uniform average have a different behavior, as highlighted in the
following proposition (proof in Appendix B §2.1 and generalization in Appendix B,
§2.3):
Proposition 1. The simultaneous iterates diverge geometrically and the alternat-
ing iterates defined in (3.5) are bounded but do not converge to 0 as
Simultaneous: θ2t+1 +φ2t+1 = (1+η2)(θ2t +φ2t ) , Alternating: θ2t +φ2t = Θ(θ20 +φ20)
(3.6)
where ut = Θ(vt)⇔ ∃α, β, t0 > 0 such that ∀t ≥ t0, αvt ≤ ut ≤ βvt.
The uniform average (θ̄t, φ̄t) := 1t
∑t−1
s=0(θs, φs) of the simultaneous updates
(resp. the alternating updates) diverges (resp. converges to 0) as,












This sublinear convergence result, proved in Appendix B §2, underlines the
benefits of averaging when the sequence of iterates is bounded (i.e. for alternating
update rule). When the sequence of iterates is not bounded (i.e. for simultaneous
updates) averaging fails to ensure convergence. This theorem also shows how alter-
nating updates may have better convergence properties than simultaneous updates.
3.2 Extrapolation
Another technique used in the variational inequality literature to prevent oscil-
lations is extrapolation. This concept is anterior to the extragradient method since
Korpelevich [1976] mentions that the idea of extrapolated “prices” to give “stabil-
ity” had been already formulated by Polyak [1963, Chap. II]. The idea behind this
technique is to compute the gradient at an (extrapolated) point different from the
current point from which the update is performed, stabilizing the dynamics:
Compute extrapolated point: ωt+1/2 = PΩ[ωt − ηF (ωt)] , (3.8)
Perform update step: ωt+1 = PΩ[ωt − ηF (ωt+1/2)] . (3.9)
Note that, even in the unconstrained case, this method is intrinsically different from
Nesterov’s momentum6 [Nesterov, 2004, Eq. 2.2.9] because of this lookahead step
for the gradient computation:
Nesterov’s method: ωt+1/2 = ωt − ηF (ωt) ,
ωt+1 = ωt+1/2 + β(ωt+1/2 − ωt) .
6Sutskever [2013, §7.2] showed the equivalence between “standard momentum” and Nesterov’s
formulation.
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Nesterov’s method does not converge when trying to optimize (3.4). One intuition
of why extrapolation has better convergence properties than the standard gradient
method comes from Euler’s integration framework. Indeed, to first order, we have
ωt+1/2 ≈ ωt+1 + o(η) and consequently, the update step (3.9) can be interpreted as
a first order approximation to an implicit method step:
Implicit step: ωt+1 = ωt − ηF (ωt+1) . (3.10)
Implicit methods are known to be more stable and to benefit from better con-
vergence properties [Atkinson, 2003] than explicit methods, e.g., in §2.2 we show
that (3.10) on (3.4) converges for any η. Though, they are usually not practical
since they require to solve a potentially non-linear system at each step. Going back




θt+1 = θt − ηφt+1
φt+1 = φt + ηθt+1
, Extrapolation:
{
θt+1 = θt − η(φt + ηθt)
φt+1 = φt + η(θt − ηφt)
. (3.11)
In the following proposition, we see that for η < 1, the respective convergence
rates of the implicit method and extrapolation are highly similar. Keeping in mind
that the latter has the major advantage of being more practical, this proposition
clearly underlines the benefits of extrapolation. Note that Prop. 1 and 2 generalize
to general unconstrained bilinear game (more details and proof in §2.3),
Proposition 2. The squared norm of the iterates N2t := θ2t +φ2t , where the update





N2t , Extrapolation: N2t+1 = (1−η2 +η4)N2t .
(3.12)
3.3 Extrapolation from the past
One issue with extrapolation is that the algorithm “wastes” a gradient (3.8).
Indeed we need to compute the gradient at two different positions for every single
update of the parameters. [Popov, 1980] proposed a similar technique that only
requires a single gradient computation per update. The idea is to store and re-use
the extrapolated gradient for the extrapolation:
Extrapolation from the past: ωt+1/2 = PΩ[ωt − ηF (ωt−1/2)] (3.13)
Perform update step: ωt+1 = PΩ[ωt − ηF (ωt+1/2)] (3.14)
and store: F (ωt+1/2) .
A similar update scheme was proposed by Chiang et al. [2012, Alg. 1] in the
context of online convex optimization and generalized by Rakhlin and Sridharan
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Adam with γ = 0.01
Gradient method γ = 0.1
Averaging γ = 2.0
Extrapolation from the past γ = 0.5
Extrapolation γ = 0.6
Figure 6.1: Comparison of the basic gradient method (as well as Adam) with
the techniques presented in §3 on the optimization of (3.3). Only the algorithms
advocated in this paper (Averaging, Extrapolation and Extrapolation from the
past) converge quickly to the solution. Each marker represents 20 iterations. We
compare these algorithms on a non-convex objective in §7.1.
[2013] for general online learning. Without projection, (3.13) and (3.14) reduce to
the optimistic mirror descent described by Daskalakis et al. [2018]:
Optimistic mirror descent (OMD): ωt+1/2 = ωt−1/2 − 2ηF (ωt−1/2) + ηF (ωt−3/2)
(3.15)
OMD was proposed with similar motivation as ours, namely tackling oscillations
due to the game formulation in GAN training, but with an online learning per-
spective. Using the VIP point of view, we are able to prove a linear convergence
rate for extrapolation from the past (see details and proof of Theorem 1 in §2.4).
We also provide results on the averaged iterate for a stochastic version in §4. In
comparison to the convergence results from Daskalakis et al. [2018] that hold for
a bilinear objective, we provide a faster convergence rate (linear vs sublinear) on
the last iterate for a general (strongly monotone) operator F and any projection
on a convex Ω. One thing to notice is that the operator of a bilinear objective is
not strongly monotone, but in that case one can use the standard extrapolation
method (3.8) which converges linearly for an unconstrained bilinear game [Tseng,
1995, Cor. 3.3].
Theorem 1 (Linear convergence of extrapolation from the past). If F is µ-strongly
monotone (see Appendix B §1 for the definition of strong monotonicity) and L-
Lipschitz, then the updates (3.13) and (3.14) with η = 14L provide linearly converging
iterates,




‖ω0 − ω∗‖22 , ∀t ≥ 0 . (3.16)
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Algorithm 1 AvgSGD
Let ω0 ∈ Ω
for t = 0 . . . T − 1 do
ξt ∼ P (mini-batch)













dt ← F (ωt, ξt)
ω′t ← PΩ[ωt − ηtdt]
d′t ← F (ω′t, ξ′t)










Let ω0 ∈ Ω
for t = 0 . . . T − 1 do
ξt ∼ P (mini-batch)
ω′t ← PΩ[ωt − ηtdt−1]
dt ← F (ω′t, ξt)








Figure 6.2: Three variants of SGD computing T updates, using the techniques introduced
in §3.
4 Optimization of VIP with stochastic gradients
In this section, we consider extensions of the techniques presented in §3 to
the context of a stochastic operator, i.e., we no longer have access to the exact
gradient F (ω) but to an unbiased stochastic estimate of it, F (ω, ξ), where ξ ∼ P
and F (ω) := Eξ∼P [F (ω, ξ)]. It is motivated by GAN training where we only have
access to a finite sample estimate of the expected gradient, computed on a mini-
batch. For GANs, ξ is a mini-batch of points coming from the true data distribution
p and the generator distribution qθ.
For our analysis, we require at least one of the two following assumptions on
the stochastic operator:
Assumption 2. Bounded variance by σ2: Eξ[‖F (ω)−F (ω, ξ)‖2] ≤ σ2 , ∀ω ∈ Ω .
Assumption 3. Bounded expected squared norm: Eξ[‖F (ω, ξ)‖2] ≤ M2, ∀ω ∈ Ω.
Assump. 2 is standard in stochastic variational analysis, while Assump. 3 is a
stronger assumption sometimes made in stochastic convex optimization. To illus-
trate how strong Assump. 3 is, note that it does not hold for an unconstrained
bilinear objective like in our example (3.4) in §3. It is thus mainly reasonable for
bounded constraint sets. Note that in practice we have σ M .
We now present and analyze three algorithms that are variants of SGD that
are appropriate to solve (VIP). The first one Alg. 1 (AvgSGD) is the stochastic
extension of the gradient method for solving (VIP); Alg. 2 (AvgExtraSGD) uses
extrapolation and Alg. 3 (AvgPastExtraSGD) uses extrapolation from the past. A
fourth variant that re-use the mini-batch for the extrapolation step (ReExtraSGD,
Alg. 5) is described in §4. These four algorithms return an average of the iterates
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(typical in stochastic setting). The proofs of the theorems presented in this section
are in Appendix B §6.
To handle constraints such as parameter clipping [Arjovsky et al., 2017], we
gave a projected version of these algorithms, where PΩ[ω′] denotes the projection
of ω′ onto Ω (see Appendix B §1). Note that when Ω = Rd, the projection is the
identity mapping (unconstrained setting). In order to prove the convergence of
these four algorithms, we will assume that F is monotone:
(F (ω)− F (ω′))>(ω − ω′) ≥ 0 ∀ω,ω′ ∈ Ω . (4.1)
If F can be written as (2.6), it implies that the cost functions are convex.7
Note however that general GANs parametrized with neural networks lead to non-
monotone VIPs.
Assumption 4. F is monotone and Ω is a compact convex set, such that
maxω,ω′∈Ω ‖ω − ω′‖2 ≤ R2.
In that setting the quantity g(ω∗) := maxω∈Ω F (ω)>(ω∗ − ω) is well de-
fined and is equal to 0 if and only if ω∗ is a solution of (VIP). Moreover,
if we are optimizing a zero-sum game, we have ω = (θ,ϕ), Ω = Θ × Φ
and F (θ,ϕ) = [∇θL(θ,ϕ) − ∇ϕL(θ,ϕ)]>. Hence, the quantity
h(θ∗,ϕ∗) := maxϕ∈Φ L(θ∗,ϕ) − minθ∈Θ L(θ,ϕ∗) is well defined and equal
to 0 if and only if (θ∗,ϕ∗) is a Nash equilibrium of the game. The two functions g
and h are called merit functions (more details on the concept of merit functions





L(θ,ϕ′)− L(θ′,ϕ) if F (θ,ϕ) = [∇θL(θ,ϕ) −∇ϕL(θ,ϕ)]>
max
ω′∈Ω
F (ω′)>(ω − ω′) otherwise.
(4.2)
Averaging. Alg. 1 (AvgSGD) presents the stochastic gradient method with
averaging, which reduces to the standard (simultaneous) SGD updates for the two-
player games used in the GAN literature, but returning an average of the iterates.











ωt , ∀T ≥ 1 . (4.3)
Thm. 2 uses a similar proof as [Nemirovski et al., 2009]. The constant term
η(M2 + σ2)/2 in (4.3) is called the variance term. This type of bound is standard
7The convexity of the cost functions in (2.3) is a necessary condition (not sufficient) for the
operator to be monotone. In the context of a zero-sum game, the convexity of the cost functions
is a sufficient condition.
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in stochastic optimization. We also provide in Appendix B §6 a similar Õ(1/
√
t)
rate with an extra log factor when ηt = η√t . We show that this variance term is
smaller than the one of SGD with prediction method [Yadav et al., 2018] in §5.
Extrapolations. Alg. 2 (AvgExtraSGD) adds an extrapolation step compared
to Alg. 1 in order to reduce the oscillations due to the game between the two
players. A theoretical consequence is that it has a smaller variance term than (4.3).
As discussed previously, Assump. 3 made in Thm. 2 for the convergence of Alg. 1
is very strong in the unbounded setting. One advantage of SGD with extrapolation
is that Thm. 3 does not require this assumption.
Theorem 3. [Juditsky et al., 2011, Thm. 1] Under Assump. 2 and 4, if Eξ[F ] is
L-Lipschitz, then SGD with extrapolation and averaging (Alg. 2) using a constant










ω′t , ∀T ≥ 1 . (4.4)
Since in practice σ  M , the variance term in (4.4) is significantly smaller
than the one in (4.3). To summarize, SGD with extrapolation provides better
convergence guarantees but requires two gradient computations and samples per
iteration. This motivates our new method, Alg. 3 (AvgPastExtraSGD) which uses
extrapolation from the past and achieves the best of both worlds (in theory).
Theorem 4. Under Assump. 2 and 4, if Eξ[F ] is L-Lipschitz then SGD with ex-
trapolation from the past using a constant step-size η ≤ 12√3L , gives that the aver-










ω′t ∀T ≥ 1 . (4.5)
The bound is similar to the one provided in Thm. 3 but each iteration of Alg. 3
is computationally half the cost of an iteration of Alg. 2.
5 Combining the techniques with established
algorithms
In the previous sections, we presented several techniques that converge for
stochastic monotone operators. These techniques can be combined in practice with
existing algorithms. We propose to combine them to two standard algorithms used
for training deep neural networks: the Adam optimizer [Kingma and Ba, 2015] and
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the SGD optimizer [Robbins and Monro, 1951]. For the Adam optimizer, there
are several possible choices on how to update the moments. This choice can lead
to different algorithms in practice: for example, even in the unconstrained case,
our proposed Adam with extrapolation from the past (Alg. 4) is different from
Optimistic Adam [Daskalakis et al., 2018] (the moments are updated differently).
Note that in the case of a two-player game (2.3), the previous convergence results
can be generalized to gradient updates with a different step-size for each player
by simply rescaling the objectives LG and LD by a different scaling factor. A
detailed pseudo-code for Adam with extrapolation step (Extra-Adam) is given in
Algorithm 4. Note that our interest regarding this algorithm is practical and that
we do not provide any convergence proof.
Algorithm 4 Extra-Adam: proposed Adam with extrapolation step.
input: step-size η, decay rates for moment estimates β1, β2, access to the stochas-
tic gradients ∇`t(·) and to the projection PΩ[·] onto the constraint set Ω, initial
parameter ω0, averaging scheme (ρt)t≥1
for t = 0 . . . T − 1 do
Option 1: Standard extrapolation.
Sample new mini-batch and compute stochastic gradient: gt ← ∇`t(ωt)
Option 2: Extrapolation from the past
Load previously saved stochastic gradient: gt = ∇`t−1/2(ωt−1/2)
Update estimate of first moment for extrapolation: mt−1/2 ← β1mt−1 + (1− β1)gt
Update estimate of second moment for extrapolation: vt−1/2 ← β2vt−1 + (1−β2)g2t
Correct the bias for the moments: m̂t−1/2 ← mt−1/2/(1 − β2t−11 ),
v̂t−1/2 ← vt−1/2/(1− β2t−12 )
Perform extrapolation step from iterate at time t: ωt−1/2 ← PΩ[ωt − η m̂t−1/2√v̂t−1/2+ε ]
Sample new mini-batch and compute stochastic gradient: gt+1/2 ← ∇`t+1/2(ωt+1/2)
Update estimate of first moment: mt ← β1mt−1/2 + (1− β1)gt+1/2
Update estimate of second moment: vt ← β2vt−1/2 + (1− β2)g2t+1/2
Compute bias corrected for first and second moment: m̂t ← mt/(1 − β2t1 ),
v̂t ← vt/(1− β2t2 )
Perform update step from the iterate at time t: ωt+1 ← PΩ[ωt − η m̂t√v̂t+ε ]
end for








The extragradient method is a standard algorithm to optimize variational in-
equalities. This algorithm has been originally introduced by Korpelevich [1976]
and extended by Nesterov [2007] and Nemirovski [2004]. Stochastic versions of
the extragradient have been recently analyzed [Juditsky et al., 2011, Yousefian
et al., 2014, Iusem et al., 2017] for stochastic variational inequalities with bounded
constraints. A linearly convergent variance reduced version of the stochastic gra-
dient method has been proposed by Palaniappan and Bach [2016] for strongly
monotone variational inequalities. Extrapolation can also be related to optimistic
methods [Chiang et al., 2012, Rakhlin and Sridharan, 2013] proposed in the online
learning literature (see more details in §3.3). Interesting non-convex results were
proved, for a new notion of regret minimization, by Hazan et al. [2017] and in the
context of online learning for GANs by Grnarova et al. [2018].
Several methods to stabilize GANs consist in transforming a zero-sum formu-
lation into a more general game that can no longer be cast as a saddle point prob-
lem. This is the case of the non-saturating formulation of GANs [Goodfellow et al.,
2014, Fedus et al., 2018], the DCGANs [Radford et al., 2016], the gradient penalty8
for WGANs [Gulrajani et al., 2017]. Yadav et al. [2018] propose an optimization
method for GANs based on AltSGD using an additional momentum-based step
on the generator. Daskalakis et al. [2018] proposed a method inspired from game
theory. Li et al. [2017] suggest to dualize the GAN objective to reformulate it as
a maximization problem and Mescheder et al. [2017] propose to add the norm of
the gradient in the objective to get a better signal. Gidel et al. [2019c] analyzed a
generalization of the bilinear example (3.3) with a focus put on the effect of mo-
mentum on this problem. They do not consider extrapolation (see §2.3 for more
details). Unrolling steps [Metz et al., 2017] can be confused with extrapolation
but is fundamentally different: the perspective is to try to approximate the “true
generator objective function" unrolling for K steps the updates of the discriminator
and then updating the generator.
Regarding the averaging technique, some recent work appear to have already
successfully used geometric averaging (3.1) for GANs in practice, but only briefly
mention it [Karras et al., 2018, Mescheder et al., 2018]. By contrast, the present
work formally motivates and justifies the use of averaging for GANs by relating
them to the VIP perspective, and sheds light on its underlying intuitions in §3.1.
Subsequent to our first preprint, Yazıcı et al. [2019] explored averaging empirically
in more depth, while Mertikopoulos et al. [2019] also investigated extrapolation,
providing asymptotic convergence results (i.e. without any rate of convergence) in
the context of coherent saddle point. The coherence assumption is slightly weaker
than monotonicity.
8The gradient penalty is only added to the discriminator cost function. Since this gradient
penalty depends also on the generator, WGAN-GP is a non-zero sum game.
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7 Experiments
Our goal in this experimental section is not to provide new state-of-the art
results with architectural improvements or a new GAN formulation, but to show
that using the techniques (with theoretical guarantees in the monotone case) that
we introduced earlier allows us to optimize standard GANs in a better way. These
techniques, which are orthogonal to the design of new formulations of GAN opti-
mization objectives, and to architectural choices, can potentially be used for the
training of any type of GAN. We will compare the following optimization algo-
rithms: baselines are SGD and Adam using either simultaneous updates on the
generator and on the discriminator (denoted SimAdam and SimSGD) or k up-
dates on the discriminator alternating with 1 update on the generator (denoted
AltSGD{k} and AltAdam{k}).9 Variants that use extrapolation are denoted
ExtraSGD (Alg. 2) and ExtraAdam (Alg. 4). Variants using extrapolation from
the past are PastExtraSGD (Alg. 3) and PastExtraAdam (Alg. 4). We also
present results using as output the averaged iterates, adding Avg as a prefix of the
algorithm name when we use (uniform) averaging.
7.1 Bilinear saddle point (stochastic)
0 20 40 60 80 100



























Figure 6.3: Performance of the considered stochastic optimization algorithms on
the bilinear problem (7.1). Each method uses its respective optimal step-size found
by grid-search.
We first test the various stochastic algorithms on a simple (n = 103, d = 103)
9In the original WGAN paper [Arjovsky et al., 2017], the authors use k = 5.
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θ>M (i)ϕ+ θ>a(i) +ϕ>b(i)
)
(7.1)
solved by (θ∗,ϕ∗) s.t.
{
M̄ϕ∗ = −ā
M̄Tθ∗ = −b̄ ,



















k ; 1 ≤ i ≤ n, 1 ≤ j, k ≤ d were randomly generated, but ensuring
that (θ∗,ϕ∗) belongs to [−1, 1]d. Results are shown in Fig. 6.3. We can see that
AvgAltSGD1 and AvgPastExtraSGD perform the best on this task.
7.2 WGAN and WGAN-GP on CIFAR10
We evaluate the proposed techniques in the context of GAN training, which is
a challenging stochastic optimization problem where the objectives of both play-
ers are non-convex. We propose to evaluate the Adam variants of the different
optimization algorithms (see Alg. 4 for Adam with extrapolation) by training two
different architectures on the CIFAR10 dataset [Krizhevsky and Hinton, 2009].
First, we consider a constrained zero-sum game by training the DCGAN archi-
tecture [Radford et al., 2016] with the WGAN objective and weight clipping as
proposed by Arjovsky et al. [2017]. Then, we compare the different methods on
a state-of-the-art architecture by training a ResNet with the WGAN-GP objec-
tive similar to Gulrajani et al. [2017]. Models are evaluated using the inception
score (IS) [Salimans et al., 2016] computed on 50,000 samples. We also provide the
FID [Heusel et al., 2017] and the details on the ResNet architecture in §7.3.
For each algorithm, we did an extensive search over the hyperparameters of
Adam. We fixed β1 = 0.5 and β2 = 0.9 for all methods as they seemed to perform
well. We note that as proposed by Heusel et al. [2017], it is quite important to set
different learning rates for the generator and discriminator. Experiments were run
with 5 random seeds for 500,000 updates of the generator.
Tab. 6.1 reports the best IS achieved on these problems by each considered
method. We see that the techniques of extrapolation and averaging consistently
enable improvements over the baselines (see Appendix B §7.5 for more experi-
ments on averaging). Fig. 6.4 shows training curves for each method (for their best
performing learning rate), as well as samples from a ResNet generator trained with
ExtraAdam on a WGAN-GP objective. For both tasks, using an extrapolation step
and averaging with Adam (ExtraAdam) outperformed all other methods. Com-
bining ExtraAdam with averaging yields results that improve significantly over the
previous state-of-the-art IS (8.2) and FID (21.7) on CIFAR10 as reported by Miy-
ato et al. [2018] (see Tab. B.4 for FID). We also observed that methods based on
extrapolation are less sensitive to learning rate tuning and can be used with higher
learning rates with less degradation; see §7.4 for more details.
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Model WGAN (DCGAN) WGAN-GP (ResNet)
Method no avg uniform avg EMA no avg uniform avg EMA
SimAdam 6 .05 ± .12 5.85± .16 6.08± .10 7 .51 ± .17 7.68± .43 7.60± .17
AltAdam5 5 .45 ± .08 5.72± .06 5.49± .05 7 .57 ± .02 8.01± .05 7.66± .03
ExtraAdam 6.38± .09 6.38± .20 6.37± .08 7.90± .11 8.47± .10 8.13± .07
PastExtraAdam 5.98± .15 6.07± .19 6.01± .11 7.84± .06 8.01± .09 7.99± .03
OptimAdam 5 .74 ± .10 5.80± .08 5.78± .05 7 .98 ± .08 8.18± .09 8.10± .06
Table 6.1: Best inception scores (averaged over 5 runs) achieved on CIFAR10 for ev-
ery considered Adam variant. OptimAdam is the related Optimistic Adam [Daskalakis
et al., 2018] algorithm. EMA denotes exponential moving average (with β = 0.9999, see
Eq. 3.2). We see that the techniques of extrapolation and averaging consistently enable
improvements over the baselines (in italic).
8 Conclusion
We newly addressed GAN objectives in the framework of variational inequality.
We tapped into the optimization literature to provide more principled techniques
to optimize such games. We leveraged these techniques to develop practical opti-
mization algorithms suitable for a wide range of GAN training objectives (including
non-zero sum games and projections onto constraints). We experimentally verified
that this could yield better trained models, improving the previous state of the
art. The presented techniques address a fundamental problem in GAN training
in a principled way, and are orthogonal to the design of new GAN architectures
and objectives. They are thus likely to be widely applicable, and benefit future
development of GANs.
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Figure 6.4: Left: Mean and standard deviation of the inception score com-
puted over 5 runs for each method on WGAN trained on CIFAR10. To keep the
graph readable we show only SimAdam but AltAdam performs similarly. Mid-
dle: Samples from a ResNet generator trained with the WGAN-GP objective using
AvgExtraAdam. Right: WGAN-GP trained on CIFAR10: mean and standard
deviation of the inception score computed over 5 runs for each method using the
best performing learning rates; all experiments were run on a NVIDIA Quadro
GP100 GPU. We see that ExtraAdam converges faster than the Adam baselines.
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7 Prologue to the ThirdContribution
1 Article Details
Negative Momentum for Improved Game Dynamics. Gauthier Gidel∗,
Reyhane Askari Hemmat∗, Mohammad Pezeshki, Rémi Le Priol, Gabriel Huang,
Simon Lacoste-Julien and Ioannis Mitliagkas. This paper was published at AIS-
TATS 2019 [Gidel et al., 2019c].
∗Equal contribution.
2 Contributions of the authors
Gauthier Gidel contributed to the general writing of the paper, the idea of all
the theorems in the paper and their respective proofs and the idea of Figure 4.2
and 4.3. Reyhane Askari lead the project on the experimental part and realized
the experiments with Mohammad Pezeshki. They both originally pioneered this
project as a Ioannis Mitliagkas’s class project. The original idea of using negative
momentum comes from Ioannis Mitliagkas. Rémi Lepriol made the Right figure in
4.1 and helped on the smoothing of the paper. He also worked on improving the
story and the clarity of the paper and proof-checked the appendix. Gabriel Huang
made Figure 4.3 helped on the smoothing of the paper, worked on improving the
story and the clarity of the paper, and proof-checked the appendix. Simon Lacoste-
Julien and Ioannis Miltiagkas supervised this project.
3 Modifications with respect to the published
paper
We corrected a typo in Thm. 6 (squared condition number instead of condition
number; and small change in constant) and the dependence in β (the momentum
parameter) in Theorem 5 for the formal statement. However, these modifications
do not change our conclusions.
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8 Negative Momentum forImproved Game Dynamics
Abstract
Games generalize the single-objective optimization paradigm by introducing dif-
ferent objective functions for different players. Differentiable games often proceed
by simultaneous or alternating gradient updates. In machine learning, games are
gaining new importance through formulations like generative adversarial networks
(GANs) and actor-critic systems. However, compared to single-objective optimiza-
tion, game dynamics is more complex and less understood. In this paper, we
analyze gradient-based methods with momentum on simple games. We prove that
alternating updates are more stable than simultaneous updates. Next, we show
both theoretically and empirically that alternating gradient updates with a nega-
tive momentum term achieves convergence in a difficult toy adversarial problem,
but also on the notoriously difficult to train saturating GANs.
1 Introduction
Recent advances in machine learning are largely driven by the success of
gradient-based optimization methods for the training process. A common learning
paradigm is empirical risk minimization, where a (potentially non-convex) objec-
tive, that depends on the data, is minimized. However, some recently introduced
approaches require the joint minimization of several objectives. For example, actor-
critic methods can be written as a bi-level optimization problem [Pfau and Vinyals,
2016] and generative adversarial networks (GANs) [Goodfellow et al., 2014] use a
two-player game formulation.
Games generalize the standard optimization framework by introducing different
objective functions for different optimizing agents, known as players. We are com-
monly interested in finding a local Nash equilibrium: a set of parameters from which
no player can (locally and unilaterally) improve its objective function. Games with
differentiable objectives often proceed by simultaneous or alternating gradient steps
on the players’ objectives. Even though the dynamics of gradient based methods
is well understood for minimization problems, new issues appear in multi-player
games. For instance, some stable stationary points of the dynamics may not be
(local) Nash equilibria [Adolphs et al., 2018, Daskalakis and Panageas, 2018].
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Motivated by a decreasing trend of momentum values in GAN literature (see
Fig. 8.1), we study the effect of two particular algorithmic choices: (i) the choice
between simultaneous and alternating updates, and (ii) the choice of step-size and
momentum value. The idea behind our approach is that a momentum term com-
bined with the alternating gradient method can be used to manipulate the natural
oscillatory behavior of adversarial games. We summarize our main contributions
as follows:
• We prove in §5 that the alternating gradient method with negative momen-
tum is the only setting within our study parameters (Fig. 8.2) that converges
on a bilinear smooth game. Using a zero or positive momentum value, or
doing simultaneous updates in such games fails to converge.
• We show in §4 that, for general dynamics, when the eigenvalues of the Jaco-
bian have a large imaginary part, negative momentum can improve the local
convergence properties of the gradient method.
• We confirm the benefits of negative momentum for training GANs with the
notoriously ill-behaved saturating loss on both toy settings, and real datasets.
Outline. §2 describes the fundamentals of the analytic setup that we use. §3
provides a formulation for the optimal step-size, and discusses the constraints and
intuition behind it. §4 presents our theoretical results and guarantees on negative
momentum. §5 studies the properties of alternating and simultaneous methods
with negative momentum on a bilinear smooth game. §6 contains experimental
results on toy and real datasets. Finally, in §7, we review some of the existing work
on smooth game optimization as well as GAN stability and convergence.
2 Background
Notation. In this paper, scalars are lower-case letters (e.g., λ), vectors
are lower-case bold letters (e.g., θ), matrices are upper-case bold letters
(e.g., A) and operators are upper-case letters (e.g., F ). The spectrum of a
squared matrix A is denoted by Sp(A), and its spectral radius is defined as
ρ(A) := max{|λ| for λ ∈ Sp(A)}. We respectively note σmin(A) and σmax(A) the
smallest and the largest positive singular values ofA. The identity matrix of Rm×m
is written Im. We use < and = to respectively denote the real and imaginary part
of a complex number. O, Ω and Θ stand for the standard asymptotic notations.
Finally, all the omitted proofs can be found in Appendix C §4.
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Figure 8.1: Left: Decreasing trend in the value of momentum used for training GANs
across time. Right: Graphical intuition of the role of momentum in two steps of simulta-
neous updates (tan) or alternated updates (olive). Positive momentum (red) drives the
iterates outwards whereas negative momentum (blue) pulls the iterates back towards the
center, but it is only strong enough for alternated updates.
Method β Bounded Converges Bound on ∆t
Simult.
Thm. 5
>0 7 7 Ω ((1 + η2σ2max(A))t)
0 7 7 Ω ((1 + η2σ2max(A))t)
<0 7 7 Ω ((1 + η2σ2max(A)/17)t)
Altern.
Thm. 6
>0 7 7 Conjecture: Ω ((1 + β2)t)
0 3 7 Θ (∆0)
<0 3 3 O (∆0(1− η2σ2min(A)/16)t)
Figure 8.2: Effect of gradient methods on an unconstrained bilinear example:
minθ maxϕ θ>Aϕ . The quantity ∆t is the distance to the optimum (see formal definition
in §5) and β is the momentum value.
Generative adversarial networks consist of a discriminator Dϕ and a generator
Gθ. In this game, the discriminator’s objective is to tell real from generated exam-
ples. The generator’s goal is to produce examples that are sufficiently close to real
examples to confuse the discriminator.
From a game theory point of view, GAN training is a differentiable two-player
game: the discriminator Dϕ aims at minimizing its cost function LD and the gener-
ator Gθ aims at minimizing its own cost function LG. Using the same formulation
as the one in Mescheder et al. [2017] and Gidel et al. [2019b], the GAN objective
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has the following form, 
θ∗ ∈ arg min
θ∈Θ
LG(θ,ϕ∗)




Given such a game setup, GAN training consists of finding a local Nash Equilib-
rium, which is a state (ϕ∗,θ∗) in which neither the discriminator nor the generator
can improve their respective cost by a small change in their parameters. In order
to analyze the dynamics of gradient-based methods near a Nash Equilibrium, we











Games in which LG = −LD are called zero-sum games and (2.1) can be refor-
mulated as a min-max problem. This is the case for the original min-max GAN
formulation, but not the case for the non-saturating loss [Goodfellow et al., 2014]
which is commonly used in practice.
For a zero-sum game, we note LG = −LD = L. When the matrices ∇2ϕL(ϕ,θ)
and ∇2θL(ϕ,θ) are zero, the Jacobian is anti-symmetric and has pure imaginary
eigenvalues. We call games with pure imaginary eigenvalues purely adversarial
games. This is the case in a simple bilinear game L(ϕ,θ) := ϕ>Aθ. This game can
be formulated as a GAN where the true distribution is a Dirac on 0, the generator
is a Dirac on θ and the discriminator is linear. This setup was extensively studied
in 2D by Gidel et al. [2019b].
Conversely, when ∇ϕ∇θL(ϕ,θ) is zero and the matrices ∇2ϕL(ϕ,θ) and
−∇2θL(ϕ,θ) are symmetric and definite positive, the Jacobian is symmetric and
has real positive eigenvalues. We call games with real positive eigenvalues purely
cooperative games. This is the case, for example, when the objective function L is
separable such as L(ϕ,θ) = f(ϕ)− g(θ) where f and g are two convex functions.
Thus, the optimization can be reformulated as two separated minimization of f
and g with respect to their respective parameters.
These notions of adversarial and cooperative games can be related to the notions
of potential games [Monderer and Shapley, 1996] and Hamiltonian games recently
introduced by Balduzzi et al. [2018]: a game is a potential game (resp. Hamiltonian
game) if its Jacobian is symmetric (resp. asymmetric). Our definition of cooper-
ative game is a bit more general than the definition of potential game since some
non-symmetric matrices may have positive eigenvalues. Similarly, the notion of ad-
versarial game generalizes the Hamiltonian games since some non-antisymmetric
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In this work, we are interested in games in between purely adversarial games
and purely cooperative ones, i.e., games which have eigenvalues with non-negative
real part (cooperative component) and non-zero imaginary part (adversarial com-





α‖θ‖22 + (1− α)θ>Aϕ− α‖ϕ‖22 , (2.4)
Simultaneous Gradient Method. Let us consider the dynamics of the simul-




]>− η v(ϕ,θ) , (ϕ,θ) ∈ Rm , (2.5)
where η is the learning rate. Now, for brevity we write the joint parameters
ω := (ϕ,θ) ∈ Rm. For t ∈ N, let ωt = (ϕt,θt) be the tth point of the sequence
computed by the gradient method,
ωt = Fη ◦ . . . ◦ Fη︸ ︷︷ ︸
t
(ω0) = F (t)η (ω0) . (2.6)
Then, if the gradient method converges, and its limit point ω∗ = (ϕ∗,θ∗) is a fixed
point of Fη such that ∇v(ω∗) is positive-definite, then ω∗ is a local Nash equilib-
rium. Interestingly, some of the stable stationary points of gradient dynamics may
not be Nash equilibrium [Adolphs et al., 2018]. In this work, we focus on the local
convergence properties near the stationary points of gradient . To the best of our
knowledge, there is no first order method alleviating this issue. In the following, ω∗
is a stationary point of the gradient dynamics (i.e. a point such that v(ω∗) = 0).
3 Tuning the Step-size
Under certain conditions on a fixed point operator, linear convergence is guar-
anteed in a neighborhood around a fixed point.
Theorem 1 (Prop. 4.4.1 Bertsekas [1999]). If the spectral radius
ρmax := ρ(∇Fη(ω∗)) < 1, then, for ω0 in a neighborhood of ω∗, the distance of ωt




, ∀ε > 0.
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From the definition in (2.5), we have:
∇Fη(ω∗) = Im − η∇v(ω∗) , (3.1)
and Sp(∇Fη(ω∗)) = {1− ηλ|λ ∈ Sp(∇v(ω∗))} .
If the eigenvalues of ∇v(ω∗) all have a positive real-part, then for small enough
η, the eigenvalues of ∇Fη(ω∗) are inside a convergence circle of radius ρmax < 1,
as illustrated in Fig. 8.3. Thm. 1 guarantees the existence of an optimal step-size
ηbest which yields a non-trivial convergence rate ρmax < 1. Thm. 2 gives analytic
bounds on the optimal step-size ηbest, and lower-bounds the best convergence rate
ρmax(ηbest) we can expect.
Theorem 2. If the eigenvalues of ∇v(ω∗) all have a positive real-part, then, the
best step-size ηbest, which minimizes the spectral radius ρmax(η) of ∇Fη(ϕ∗,θ∗), is
the solution of a (convex) quadratic by parts problem, and satisfies,
max
1≤k≤m
sin(ψk)2 ≤ ρmax(ηbest)2 ≤ 1−<(1/λ1)δ , (3.2)
with δ := min
1≤k≤m
|λk|2(2<(1/λk)−<(1/λ1)) (3.3)
and <(1/λ1) ≤ ηbest ≤ 2<(1/λ1) (3.4)
where (λk = rkeiψk)1≤k≤m = Sp(∇v(ϕ∗,θ∗)) are sorted such that
0 < <(1/λ1) ≤ · · · ≤ <(1/λm). Particularly, when ηbest = <(1/λ1) we are
in the case of the top plot of Fig.8.3 and ρmax(ηbest)2 = sin(ψ1)2 .
When ∇v is positive-definite, the best ηbest is attained either because of one or
several limiting eigenvalues. We illustrate and interpret these two cases in Fig. 8.3.
In multivariate convex optimization, the optimal step-size depends on the extreme
eigenvalues and their ratio, the condition number. Unfortunately, the notion of the
condition number does not trivially extend to games, but Thm. 2 seems to indicate
that the real part of the inverse of the eigenvalues play an important role in the
dynamics of smooth games. We think that a notion of condition number might
be meaningful for such games and we propose an illustrative example to discuss
this point in §2. Note that when the eigenvalues are pure positive real numbers
belonging to [µ, L], (3.2) provides the standard bound ρmax ≤ 1 − µ/L obtained
with a step-size η = 1/L (see §4.2 for details).
Note that, in (3.3), we have δ > 0 because (λk) are sorted such that,
<(1/λk) ≥ <(1/λ1) , ∀1 ≤ k ≤ m. In (3.2), we can see that if the Jacobian of v
has an almost purely imaginary eigenvalue rjeψj then sin(ψj) is close to 1 and thus,
the convergence rate of the gradient method may be arbitrarily close to 1. Zhang
and Mitliagkas [2019] provide an analysis of the momentum method for quadrat-
ics, showing that momentum can actually help to better condition the model. One
interesting point from their work is that the best conditioning is achieved when
the added momentum makes the Jacobian eigenvalues turn from positive reals into
complex conjugate pairs. Our goal is to use momentum to wrangle game dynamics






















Figure 8.3: Eigenvalues λi of the Jacobian ∇v(φ∗,θ∗), their trajectories 1− ηλi
for growing step-sizes, and the optimal step-size. The unit circle is drawn in black,
and the red dashed circle has radius equal to the largest eigenvalue µmax, which is
directly related to the convergence rate. Therefore, smaller red circles mean better
convergence rates. Top: The red circle is limited by the tangent trajectory line
1− ηλ1, which means the best convergence rate is limited only by the eigenvalue
which will pass furthest from the origin as η grows, i.e., λi = arg min<(1/λi).
Bottom: The red circle is cut (not tangent) by the trajectories at points 1− ηλ1
and 1− ηλ3. The η is optimal because any increase in η will push the eigenvalue
λ1 out of the red circle, while any decrease in step-size will retract the eigenvalue
λ3 out of the red circle, which will lower the convergence rate in any case. Figure
inspired by Mescheder et al. [2017].
4 Negative Momentum
As shown in (3.2), the presence of eigenvalues with large imaginary parts can
restrict us to small step-sizes and lead to slow convergence rates. In order to
improve convergence, we add a negative momentum term into the update rule.
Informally, one can think of negative momentum as friction that can damp os-
cillations. The new momentum term leads to a modification of the parameter
update operator Fη(ω) of (2.5). We use a similar state augmentation as Zhang
and Mitliagkas [2019] and Daskalakis and Panageas [2018] to form a compound
state (ωt,ωt−1) := (ϕt,θt,ϕt−1,θt−1) ∈ R2m. The update rule (2.5) turns into the
following,
Fη,β(ωt,ωt−1) = (ωt+1,ωt) (4.1)
where ωt+1 := ωt − ηv(ωt) + β(ωt − ωt−1) , (4.2)
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in which β ∈ R is the momentum parameter. Therefore, the Jacobian of Fη,β has















Note that for β = 0, we recover the gradient method.
Re
Im
Figure 8.4: Transformation of the eigenvalues by the negative momentum method
for a game introduced in (2.4) with d = p = 1, A = 1, α = 0.4, η = 1.55, β = −0.25.
Convergence circles for gradient method are in red, negative momentum in green,
and unit circle in black. Solid convergence circles are optimized over all step-sizes,
while dashed circles are at a given step-size η. For a fixed η, original eigenvalues
are in red and negative momentum eigenvalues are in blue. Their trajectories as
η sweeps in [0, 2] are in light colors. Negative momentum helps as the new conver-
gence circle (green) is smaller, due to shifting the original eigenvalues (red dots)
towards the origin (right blue dots), while the eigenvalues due to state augmenta-
tion (left blue dots) have smaller magnitude and do not influence the convergence
rate. Negative momentum allows faster convergence (green circle is inside the solid
red circle) for a much broader range of step-sizes.
In some situations, if β < 0 is adjusted properly, negative momentum can
improve the convergence rate to a local stationary point by pushing the eigenvalues
of its Jacobian towards the origin. In the following theorem, we provide an explicit
equation for the eigenvalues of the Jacobian of Fη,β.
Theorem 3. The eigenvalues of ∇Fη,β(ω∗) are
µ±(β, η, λ) := (1− ηλ+ β)
1±∆ 12
2 , (4.4)
where ∆ := 1− 4β(1−ηλ+β)2 , λ ∈ Sp(∇v(ω∗)) and ∆
1
2 is the complex square root of
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∆ with positive real part1. Moreover we have the following Taylor approximation,








When β is small enough, ∆ is a complex number close to 1. Consequently,
µ+ is close to the original eigenvalue for gradient dynamics 1 − ηλ, and µ−, the
eigenvalue introduced by the state augmentation, is close to 0. We formalize this
intuition by providing the first order approximation of both eigenvalues.
In Fig. 8.4, we illustrate the effects of negative momentum on a game described
in (2.4). Negative momentum shifts the original eigenvalues (trajectories in light
red) by pushing them to the left towards the origin (trajectories in light blue).
Since our goal is to minimize the largest magnitude of the eigenvalues of Fη,β
which are computed in Thm. 3, we want to understand the effect of β on these
eigenvalues with potential large magnitude. Let λ ∈ Sp(∇v(ω∗)), we define the
(squared) magnitude ρλ,η(β) that we want to optimize,
ρλ,η(β) := max
{
|µ+(β, η, λ)|2, |µ−(β, η, λ)|2
}
. (4.7)
We study the local behavior of ρλ,η for small β. The following theorem shows that
a well suited β decreases ρλ,η, which corresponds to faster convergence.
Theorem 4. For any λ ∈ Sp(∇v(ω∗)) s.t. <(λ) > 0,







Particularly, we have ρ′λ,<(1/λ)(0) = 2<(λ)<(1/λ) > 0 and if |Arg(λ)| ≥ π4 then,
(<(1/λ), 2<(1/λ)) ⊂ I(λ).
As we have seen previously in Fig. 8.3 and Thm. 2, there are only few eigenvalues
which slow down the convergence. Thm. 4 is a local result showing that a small
negative momentum can improve the magnitude of the limiting eigenvalues in the
following cases: when there is only one limiting eigenvalue λ1 (since in that case
the optimal step-size is ηbest = <(1/λ1) ∈ I(λ1)) or when there are several limiting
eigenvalues λ1, . . . , λk and the intersection I(λ1) ∩ . . . ∩ I(λk) is not empty. We
point out that we do not provide any guarantees on whether this intersection is
empty or not but note that if the absolute value of the argument of λ1 is larger than
π/4 then by (3.4), our theorem provides that the optimal step-size ηbest belongs to
I(λ1).
Since our result is local, it does not provide any guarantees on large negative
values of β. Nevertheless, we numerically optimized (4.7) with respect to β and η




and found that for any non-imaginary fixed eigenvalue λ, the optimal momentum
is negative and the associated optimal step-size is larger than η̂(λ). Another inter-
esting aspect of negative momentum is that it admits larger step-sizes (see Fig. 8.4
and 8.5).
For a game with purely imaginary eigenvalues, when |ηλ|  1, Thm. 3 shows
that µ+(β, η, λ) ≈ 1 − (1 + β)ηλ. Therefore, at the first order, β only has an
impact on the imaginary part of µ+. Consequently µ+ cannot be pushed into
the unit circle, and the convergence guarantees of Thm. 1 do not apply. In other
words, the analysis above provides convergence rates for games without any pure
imaginary eigenvalues. It excludes the purely adversarial bilinear example (α = 0
in Eq. 2.4) that is discussed in the next section.
5 Bilinear Smooth Games






θ>Aϕ+ θ>b+ c>ϕ, A ∈ Rd×p . (5.1)
The first order stationary condition for this game characterizes the solutions
(θ∗,ϕ∗) as
Aϕ∗ = b and A>θ∗ = c . (5.2)
If b (resp. c) does not belong to the column space of A (resp. A>), the game (5.1)
admits no equilibrium. In the following, we assume that an equilibrium does exist
for this game. Consequently, there exist b′ and c′ such that b = Ab′ and c = A>c′.
Using the translations θ → θ − c′ and ϕ→ ϕ− b′, we can assume without loss of
generality, that p ≥ d, b = 0 and c = 0. We provide upper and lower bounds on
the squared distance from the known equilibrium,
∆t = ‖θt − θ∗‖22 + ‖ϕt −ϕ∗‖22 (5.3)
where (θ∗,ϕ∗) is the projection of (θt,ϕt) onto the solution space. We show in §3,
Lem. 12 that, for our methods of interest, this projection has a simple formulation
that only depends on the initialization (θ0,ϕ0).
We aim to understand the difference between the dynamics of simultaneous
steps and alternating steps. Practitioners have been widely using the latter instead
of the former when optimizing GANs despite the rich optimization literature on
simultaneous methods.
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5.1 Simultaneous gradient descent
We define this class of methods with momentum using the following formulas,
F simη,β (θt,ϕt,θt−1,ϕt−1) := (θt+1,ϕt+1,θt,ϕt) (5.4)
where
θt+1 = θt − η1Aϕt + β1(θt − θt−1)ϕt+1 = ϕt + η2A>θt + β2(ϕt −ϕt−1) .
In our simple setting, the operator F simη,β is linear. One way to study the asymptotic
properties of the sequence (θt,ϕt) is to compute the eigenvalues of ∇F simη,β . The
following proposition characterizes these eigenvalues.
Proposition 1. The eigenvalues of ∇F simη,β are the roots of the 4th order polynomi-
als:
(x− 1)2(x− β1)(x− β2) + η1η2λx2, λ ∈ Sp(A>A) (5.5)
Interestingly, these roots only depend on the product η1η2 meaning that any
re-scaling η1 → γη1 , η2 → 1γη2 does not change the eigenvalues of ∇F simη,β and con-
sequently the asymptotic dynamics of the iterates (θt,ϕt). The magnitude of the
eigenvalues described in (5.5), characterizes the asymptotic properties for the iter-
ates of the simultaneous method (5.4). We report the maximum magnitude of these
roots for a given λ and for a grid of step-sizes and momentum values in Fig C.1. We
observe that they are always larger than 1, which transcribes a diverging behavior.
The following theorem provides an analytical rate of divergence.
Theorem 5. For any η1, η2 ≥ 0 and β1 = β2 = β, the iterates of the simultaneous















if − 116 ≤ β < 0 .
This theorem states that the iterates of the simultaneous method (5.4) diverge
geometrically for β ≥ − 116 . Interestingly, this geometric divergence implies that
even a uniform averaging of the iterates (standard in game optimization to ensure
convergence [Freund et al., 1999]) cannot alleviate this divergence.
5.2 Alternating gradient descent
Alternating gradient methods take advantage of the fact that the iterates θt+1
and ϕt+1 are computed sequentially, to plug the value of θt+1 (instead of θt for
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0.6
<latexit sha1_base64="QuR294J/5S+K22bOX9ZsAdXe5dM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE1GPBi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ68NyrfrXmud4cZJX4BalBgUa/+tUbJCyLURomqNZd30tNkFNlOBM4rfQyjSllYzrErqWSxqiDfH7qlJxZZUCiRNmShszV3xM5jbWexKHtjKkZ6WVvJv7ndTMT3QQ5l2lmULLFoigTxCRk9jcZcIXMiIkllClubyVsRBVlxqZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb45wXpx352PRWnKKmWP4A+fzB1bajR4=</latexit><latexit sha1_base64="QuR294J/5S+K22bOX9ZsAdXe5dM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE1GPBi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ68NyrfrXmud4cZJX4BalBgUa/+tUbJCyLURomqNZd30tNkFNlOBM4rfQyjSllYzrErqWSxqiDfH7qlJxZZUCiRNmShszV3xM5jbWexKHtjKkZ6WVvJv7ndTMT3QQ5l2lmULLFoigTxCRk9jcZcIXMiIkllClubyVsRBVlxqZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb45wXpx352PRWnKKmWP4A+fzB1bajR4=</latexit><latexit sha1_base64="QuR294J/5S+K22bOX9ZsAdXe5dM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE1GPBi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ68NyrfrXmud4cZJX4BalBgUa/+tUbJCyLURomqNZd30tNkFNlOBM4rfQyjSllYzrErqWSxqiDfH7qlJxZZUCiRNmShszV3xM5jbWexKHtjKkZ6WVvJv7ndTMT3QQ5l2lmULLFoigTxCRk9jcZcIXMiIkllClubyVsRBVlxqZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb45wXpx352PRWnKKmWP4A+fzB1bajR4=</latexit><latexit sha1_base64="QuR294J/5S+K22bOX9ZsAdXe5dM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE1GPBi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ68NyrfrXmud4cZJX4BalBgUa/+tUbJCyLURomqNZd30tNkFNlOBM4rfQyjSllYzrErqWSxqiDfH7qlJxZZUCiRNmShszV3xM5jbWexKHtjKkZ6WVvJv7ndTMT3QQ5l2lmULLFoigTxCRk9jcZcIXMiIkllClubyVsRBVlxqZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb45wXpx352PRWnKKmWP4A+fzB1bajR4=</latexit>
0.8
<latexit sha1_base64="KMQvh4oDX7slZeLINYwEVbsSXQ4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB8+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1nijSA=</latexit><latexit sha1_base64="KMQvh4oDX7slZeLINYwEVbsSXQ4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB8+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1nijSA=</latexit><latexit sha1_base64="KMQvh4oDX7slZeLINYwEVbsSXQ4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB8+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1nijSA=</latexit><latexit sha1_base64="KMQvh4oDX7slZeLINYwEVbsSXQ4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB8+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1nijSA=</latexit>
1.0
<latexit sha1_base64="NJmePTq9E4B4xCZdbe+e2GPvH2s=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0ikoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv6/XGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE9IjRk=</latexit><latexit sha1_base64="NJmePTq9E4B4xCZdbe+e2GPvH2s=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0ikoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv6/XGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE9IjRk=</latexit><latexit sha1_base64="NJmePTq9E4B4xCZdbe+e2GPvH2s=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0ikoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv6/XGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE9IjRk=</latexit><latexit sha1_base64="NJmePTq9E4B4xCZdbe+e2GPvH2s=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0ikoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv6/XGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE9IjRk=</latexit>
1.2
<latexit sha1_base64="vuMOyg5zOhqd5fSiDSYGTYQati0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOd9O6WNza3tnfJuZW//4PCoenzSMUmmGW+zRCb6MaSGS6F4GwVK/phqTuNQ8m44uZn73SeujUjUA05THsR0pEQkGEUr3ftufVCtea63AFknfkFqUKA1qH71hwnLYq6QSWpMz/dSDHKqUTDJZ5V+ZnhK2YSOeM9SRWNugnxx6oxcWGVIokTbUkgW6u+JnMbGTOPQdsYUx2bVm4v/eb0Mo+sgFyrNkCu2XBRlkmBC5n+TodCcoZxaQpkW9lbCxlRThjadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb450Xpx352PZWnKKmVP4A+fzB1JQjRs=</latexit><latexit sha1_base64="vuMOyg5zOhqd5fSiDSYGTYQati0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOd9O6WNza3tnfJuZW//4PCoenzSMUmmGW+zRCb6MaSGS6F4GwVK/phqTuNQ8m44uZn73SeujUjUA05THsR0pEQkGEUr3ftufVCtea63AFknfkFqUKA1qH71hwnLYq6QSWpMz/dSDHKqUTDJZ5V+ZnhK2YSOeM9SRWNugnxx6oxcWGVIokTbUkgW6u+JnMbGTOPQdsYUx2bVm4v/eb0Mo+sgFyrNkCu2XBRlkmBC5n+TodCcoZxaQpkW9lbCxlRThjadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb450Xpx352PZWnKKmVP4A+fzB1JQjRs=</latexit><latexit sha1_base64="vuMOyg5zOhqd5fSiDSYGTYQati0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOd9O6WNza3tnfJuZW//4PCoenzSMUmmGW+zRCb6MaSGS6F4GwVK/phqTuNQ8m44uZn73SeujUjUA05THsR0pEQkGEUr3ftufVCtea63AFknfkFqUKA1qH71hwnLYq6QSWpMz/dSDHKqUTDJZ5V+ZnhK2YSOeM9SRWNugnxx6oxcWGVIokTbUkgW6u+JnMbGTOPQdsYUx2bVm4v/eb0Mo+sgFyrNkCu2XBRlkmBC5n+TodCcoZxaQpkW9lbCxlRThjadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb450Xpx352PZWnKKmVP4A+fzB1JQjRs=</latexit><latexit sha1_base64="vuMOyg5zOhqd5fSiDSYGTYQati0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOd9O6WNza3tnfJuZW//4PCoenzSMUmmGW+zRCb6MaSGS6F4GwVK/phqTuNQ8m44uZn73SeujUjUA05THsR0pEQkGEUr3ftufVCtea63AFknfkFqUKA1qH71hwnLYq6QSWpMz/dSDHKqUTDJZ5V+ZnhK2YSOeM9SRWNugnxx6oxcWGVIokTbUkgW6u+JnMbGTOPQdsYUx2bVm4v/eb0Mo+sgFyrNkCu2XBRlkmBC5n+TodCcoZxaQpkW9lbCxlRThjadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb450Xpx352PZWnKKmVP4A+fzB1JQjRs=</latexit>
1.4
<latexit sha1_base64="cdGxkVkR0ETw1o0JPI6QerZpCW0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0ikoMeCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O6WNza3tnfJuZW//4PCoenzS1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO+Hkdu53nlBpnshHM00xiOlI8ogzaqz04Lv1QbXmud4CZJ34BalBgeag+tUfJiyLURomqNY930tNkFNlOBM4q/QzjSllEzrCnqWSxqiDfHHqjFxYZUiiRNmShizU3xM5jbWexqHtjKkZ61VvLv7n9TIT3QQ5l2lmULLloigTxCRk/jcZcoXMiKkllClubyVsTBVlxqZTsSH4qy+vk/aV63uuf1+vNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOcF+fd+Vi2lpxi5hT+wPn8AVVYjR0=</latexit><latexit sha1_base64="cdGxkVkR0ETw1o0JPI6QerZpCW0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0ikoMeCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O6WNza3tnfJuZW//4PCoenzS1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO+Hkdu53nlBpnshHM00xiOlI8ogzaqz04Lv1QbXmud4CZJ34BalBgeag+tUfJiyLURomqNY930tNkFNlOBM4q/QzjSllEzrCnqWSxqiDfHHqjFxYZUiiRNmShizU3xM5jbWexqHtjKkZ61VvLv7n9TIT3QQ5l2lmULLloigTxCRk/jcZcoXMiKkllClubyVsTBVlxqZTsSH4qy+vk/aV63uuf1+vNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOcF+fd+Vi2lpxi5hT+wPn8AVVYjR0=</latexit><latexit sha1_base64="cdGxkVkR0ETw1o0JPI6QerZpCW0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0ikoMeCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O6WNza3tnfJuZW//4PCoenzS1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO+Hkdu53nlBpnshHM00xiOlI8ogzaqz04Lv1QbXmud4CZJ34BalBgeag+tUfJiyLURomqNY930tNkFNlOBM4q/QzjSllEzrCnqWSxqiDfHHqjFxYZUiiRNmShizU3xM5jbWexqHtjKkZ61VvLv7n9TIT3QQ5l2lmULLloigTxCRk/jcZcoXMiKkllClubyVsTBVlxqZTsSH4qy+vk/aV63uuf1+vNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOcF+fd+Vi2lpxi5hT+wPn8AVVYjR0=</latexit><latexit sha1_base64="cdGxkVkR0ETw1o0JPI6QerZpCW0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0ikoMeCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemAqujed9O6WNza3tnfJuZW//4PCoenzS1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO+Hkdu53nlBpnshHM00xiOlI8ogzaqz04Lv1QbXmud4CZJ34BalBgeag+tUfJiyLURomqNY930tNkFNlOBM4q/QzjSllEzrCnqWSxqiDfHHqjFxYZUiiRNmShizU3xM5jbWexqHtjKkZ61VvLv7n9TIT3QQ5l2lmULLloigTxCRk/jcZcoXMiKkllClubyVsTBVlxqZTsSH4qy+vk/aV63uuf1+vNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOcF+fd+Vi2lpxi5hT+wPn8AVVYjR0=</latexit>
1.6
<latexit sha1_base64="7hM0HXazM+wTo9TQLXrVhy6dats=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE1GPBi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLaiEQ94iTlQUyHSkSCUbTSg+9e9as1z/XmIKvEL0gNCjT61a/eIGFZzBUySY3p+l6KQU41Cib5tNLLDE8pG9Mh71qqaMxNkM9PnZIzqwxIlGhbCslc/T2R09iYSRzazpjiyCx7M/E/r5thdBPkQqUZcsUWi6JMEkzI7G8yEJozlBNLKNPC3krYiGrK0KZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb450Xpx352PRWnKKmWP4A+fzB1hgjR8=</latexit><latexit sha1_base64="7hM0HXazM+wTo9TQLXrVhy6dats=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE1GPBi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLaiEQ94iTlQUyHSkSCUbTSg+9e9as1z/XmIKvEL0gNCjT61a/eIGFZzBUySY3p+l6KQU41Cib5tNLLDE8pG9Mh71qqaMxNkM9PnZIzqwxIlGhbCslc/T2R09iYSRzazpjiyCx7M/E/r5thdBPkQqUZcsUWi6JMEkzI7G8yEJozlBNLKNPC3krYiGrK0KZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb450Xpx352PRWnKKmWP4A+fzB1hgjR8=</latexit><latexit sha1_base64="7hM0HXazM+wTo9TQLXrVhy6dats=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE1GPBi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLaiEQ94iTlQUyHSkSCUbTSg+9e9as1z/XmIKvEL0gNCjT61a/eIGFZzBUySY3p+l6KQU41Cib5tNLLDE8pG9Mh71qqaMxNkM9PnZIzqwxIlGhbCslc/T2R09iYSRzazpjiyCx7M/E/r5thdBPkQqUZcsUWi6JMEkzI7G8yEJozlBNLKNPC3krYiGrK0KZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb450Xpx352PRWnKKmWP4A+fzB1hgjR8=</latexit><latexit sha1_base64="7hM0HXazM+wTo9TQLXrVhy6dats=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE1GPBi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLaiEQ94iTlQUyHSkSCUbTSg+9e9as1z/XmIKvEL0gNCjT61a/eIGFZzBUySY3p+l6KQU41Cib5tNLLDE8pG9Mh71qqaMxNkM9PnZIzqwxIlGhbCslc/T2R09iYSRzazpjiyCx7M/E/r5thdBPkQqUZcsUWi6JMEkzI7G8yEJozlBNLKNPC3krYiGrK0KZTsSH4yy+vktaF63uuf39Zq18WcZThBE7hHHy4hjrcQQOawGAIz/AKb450Xpx352PRWnKKmWP4A+fzB1hgjR8=</latexit>
1.8
<latexit sha1_base64="n3C0oHJt2Q+n8QZ0153skVUPgIY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1tojSE=</latexit><latexit sha1_base64="n3C0oHJt2Q+n8QZ0153skVUPgIY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1tojSE=</latexit><latexit sha1_base64="n3C0oHJt2Q+n8QZ0153skVUPgIY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1tojSE=</latexit><latexit sha1_base64="n3C0oHJt2Q+n8QZ0153skVUPgIY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhVA9yodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSfvK9T3Xv7+uNa6LOMpwBudwCT7cQAPuoAktYDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A1tojSE=</latexit>
2.0
<latexit sha1_base64="Al2q1eMd+2vsqxTPLMqDf8ukxbw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQUxHkkecUWOl+7rrDao1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/JkCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1DOjRo=</latexit><latexit sha1_base64="Al2q1eMd+2vsqxTPLMqDf8ukxbw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQUxHkkecUWOl+7rrDao1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/JkCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1DOjRo=</latexit><latexit sha1_base64="Al2q1eMd+2vsqxTPLMqDf8ukxbw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQUxHkkecUWOl+7rrDao1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/JkCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1DOjRo=</latexit><latexit sha1_base64="Al2q1eMd+2vsqxTPLMqDf8ukxbw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQUxHkkecUWOl+7rrDao1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/JkCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1mwUcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1DOjRo=</latexit>
 1.0
<latexit sha1_base64="f/I6ajHiKDejZdUTjKhq4qpfOJs=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09UaRbLRzNPaCDwRLKIEWxy6cp3vVG94bleAbRO/JI0oER7VP8ajmOSCioN4Vjrge8lJsiwMoxwuqgNU00TTGZ4QgeWSiyoDrLi1gW6sMoYRbGyJQ0q1N8TGRZaz0VoOwU2U73q5eJ/3iA10W2QMZmkhkqyXBSlHJkY5Y+jMVOUGD63BBPF7K2ITLHCxNh4ajYEf/XlddJtur7n+g/XjVazjKMKZ3AOl+DDDbTgHtrQAQJTeIZXeHOE8+K8Ox/L1opTzpzCHzifP7hRjU4=</latexit><latexit sha1_base64="f/I6ajHiKDejZdUTjKhq4qpfOJs=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09UaRbLRzNPaCDwRLKIEWxy6cp3vVG94bleAbRO/JI0oER7VP8ajmOSCioN4Vjrge8lJsiwMoxwuqgNU00TTGZ4QgeWSiyoDrLi1gW6sMoYRbGyJQ0q1N8TGRZaz0VoOwU2U73q5eJ/3iA10W2QMZmkhkqyXBSlHJkY5Y+jMVOUGD63BBPF7K2ITLHCxNh4ajYEf/XlddJtur7n+g/XjVazjKMKZ3AOl+DDDbTgHtrQAQJTeIZXeHOE8+K8Ox/L1opTzpzCHzifP7hRjU4=</latexit><latexit sha1_base64="f/I6ajHiKDejZdUTjKhq4qpfOJs=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09UaRbLRzNPaCDwRLKIEWxy6cp3vVG94bleAbRO/JI0oER7VP8ajmOSCioN4Vjrge8lJsiwMoxwuqgNU00TTGZ4QgeWSiyoDrLi1gW6sMoYRbGyJQ0q1N8TGRZaz0VoOwU2U73q5eJ/3iA10W2QMZmkhkqyXBSlHJkY5Y+jMVOUGD63BBPF7K2ITLHCxNh4ajYEf/XlddJtur7n+g/XjVazjKMKZ3AOl+DDDbTgHtrQAQJTeIZXeHOE8+K8Ox/L1opTzpzCHzifP7hRjU4=</latexit><latexit sha1_base64="f/I6ajHiKDejZdUTjKhq4qpfOJs=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09UaRbLRzNPaCDwRLKIEWxy6cp3vVG94bleAbRO/JI0oER7VP8ajmOSCioN4Vjrge8lJsiwMoxwuqgNU00TTGZ4QgeWSiyoDrLi1gW6sMoYRbGyJQ0q1N8TGRZaz0VoOwU2U73q5eJ/3iA10W2QMZmkhkqyXBSlHJkY5Y+jMVOUGD63BBPF7K2ITLHCxNh4ajYEf/XlddJtur7n+g/XjVazjKMKZ3AOl+DDDbTgHtrQAQJTeIZXeHOE8+K8Ox/L1opTzpzCHzifP7hRjU4=</latexit>
 0.8
<latexit sha1_base64="KU3THjnyQfJCs4+/kVpCQrxQMD4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpBXssePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7vc7z1RpVksH808oYHAE8kiRrDJpRvPbY6qNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nzdITdQMMiaT1FBJVouilCMTo/xxNGaKEsPnlmCimL0VkSlWmBgbT8WG4K+/vEm6ddf3XP+hUWvVizjKcAGXcA0+3EIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QPC641V</latexit><latexit sha1_base64="KU3THjnyQfJCs4+/kVpCQrxQMD4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpBXssePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7vc7z1RpVksH808oYHAE8kiRrDJpRvPbY6qNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nzdITdQMMiaT1FBJVouilCMTo/xxNGaKEsPnlmCimL0VkSlWmBgbT8WG4K+/vEm6ddf3XP+hUWvVizjKcAGXcA0+3EIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QPC641V</latexit><latexit sha1_base64="KU3THjnyQfJCs4+/kVpCQrxQMD4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpBXssePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7vc7z1RpVksH808oYHAE8kiRrDJpRvPbY6qNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nzdITdQMMiaT1FBJVouilCMTo/xxNGaKEsPnlmCimL0VkSlWmBgbT8WG4K+/vEm6ddf3XP+hUWvVizjKcAGXcA0+3EIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QPC641V</latexit><latexit sha1_base64="KU3THjnyQfJCs4+/kVpCQrxQMD4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpBXssePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7vc7z1RpVksH808oYHAE8kiRrDJpRvPbY6qNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nzdITdQMMiaT1FBJVouilCMTo/xxNGaKEsPnlmCimL0VkSlWmBgbT8WG4K+/vEm6ddf3XP+hUWvVizjKcAGXcA0+3EIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QPC641V</latexit>
 0.6
<latexit sha1_base64="PwTmB1tzBd0FPgvQvbY/n24Uvig=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpRT0WvHisYD+gDWWz3bRLdzdhdyOU0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2njet1Pa2Nza3invVvb2Dw6PqscnHR2nitA2iXmseiHWlDNJ24YZTnuJoliEnHbD6V3ud5+o0iyWj2aW0EDgsWQRI9jk0pXnXg+rNc/1FkDrxC9IDQq0htWvwSgmqaDSEI617vteYoIMK8MIp/PKINU0wWSKx7RvqcSC6iBb3DpHF1YZoShWtqRBC/X3RIaF1jMR2k6BzUSvern4n9dPTXQbZEwmqaGSLBdFKUcmRvnjaMQUJYbPLMFEMXsrIhOsMDE2nooNwV99eZ106q7vuf5Do9asF3GU4QzO4RJ8uIEm3EML2kBgAs/wCm+OcF6cd+dj2VpyiplT+APn8we/441T</latexit><latexit sha1_base64="PwTmB1tzBd0FPgvQvbY/n24Uvig=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpRT0WvHisYD+gDWWz3bRLdzdhdyOU0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2njet1Pa2Nza3invVvb2Dw6PqscnHR2nitA2iXmseiHWlDNJ24YZTnuJoliEnHbD6V3ud5+o0iyWj2aW0EDgsWQRI9jk0pXnXg+rNc/1FkDrxC9IDQq0htWvwSgmqaDSEI617vteYoIMK8MIp/PKINU0wWSKx7RvqcSC6iBb3DpHF1YZoShWtqRBC/X3RIaF1jMR2k6BzUSvern4n9dPTXQbZEwmqaGSLBdFKUcmRvnjaMQUJYbPLMFEMXsrIhOsMDE2nooNwV99eZ106q7vuf5Do9asF3GU4QzO4RJ8uIEm3EML2kBgAs/wCm+OcF6cd+dj2VpyiplT+APn8we/441T</latexit><latexit sha1_base64="PwTmB1tzBd0FPgvQvbY/n24Uvig=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpRT0WvHisYD+gDWWz3bRLdzdhdyOU0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2njet1Pa2Nza3invVvb2Dw6PqscnHR2nitA2iXmseiHWlDNJ24YZTnuJoliEnHbD6V3ud5+o0iyWj2aW0EDgsWQRI9jk0pXnXg+rNc/1FkDrxC9IDQq0htWvwSgmqaDSEI617vteYoIMK8MIp/PKINU0wWSKx7RvqcSC6iBb3DpHF1YZoShWtqRBC/X3RIaF1jMR2k6BzUSvern4n9dPTXQbZEwmqaGSLBdFKUcmRvnjaMQUJYbPLMFEMXsrIhOsMDE2nooNwV99eZ106q7vuf5Do9asF3GU4QzO4RJ8uIEm3EML2kBgAs/wCm+OcF6cd+dj2VpyiplT+APn8we/441T</latexit><latexit sha1_base64="PwTmB1tzBd0FPgvQvbY/n24Uvig=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpRT0WvHisYD+gDWWz3bRLdzdhdyOU0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2njet1Pa2Nza3invVvb2Dw6PqscnHR2nitA2iXmseiHWlDNJ24YZTnuJoliEnHbD6V3ud5+o0iyWj2aW0EDgsWQRI9jk0pXnXg+rNc/1FkDrxC9IDQq0htWvwSgmqaDSEI617vteYoIMK8MIp/PKINU0wWSKx7RvqcSC6iBb3DpHF1YZoShWtqRBC/X3RIaF1jMR2k6BzUSvern4n9dPTXQbZEwmqaGSLBdFKUcmRvnjaMQUJYbPLMFEMXsrIhOsMDE2nooNwV99eZ106q7vuf5Do9asF3GU4QzO4RJ8uIEm3EML2kBgAs/wCm+OcF6cd+dj2VpyiplT+APn8we/441T</latexit>
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<latexit sha1_base64="MYczPyb9BUQFIdsmL5L92EfRa+Q=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEphXosePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7vc7z1RpVksH808oYHAE8kiRrDJpRvPbYyqNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nzdITXQbZEwmqaGSrBZFKUcmRvnjaMwUJYbPLcFEMXsrIlOsMDE2nooNwV9/eZN0667vuf5Do9aqF3GU4QIu4Rp8aEIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QO8241R</latexit><latexit sha1_base64="MYczPyb9BUQFIdsmL5L92EfRa+Q=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEphXosePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7vc7z1RpVksH808oYHAE8kiRrDJpRvPbYyqNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nzdITXQbZEwmqaGSrBZFKUcmRvnjaMwUJYbPLcFEMXsrIlOsMDE2nooNwV9/eZN0667vuf5Do9aqF3GU4QIu4Rp8aEIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QO8241R</latexit><latexit sha1_base64="MYczPyb9BUQFIdsmL5L92EfRa+Q=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEphXosePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7vc7z1RpVksH808oYHAE8kiRrDJpRvPbYyqNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nzdITXQbZEwmqaGSrBZFKUcmRvnjaMwUJYbPLcFEMXsrIlOsMDE2nooNwV9/eZN0667vuf5Do9aqF3GU4QIu4Rp8aEIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QO8241R</latexit><latexit sha1_base64="MYczPyb9BUQFIdsmL5L92EfRa+Q=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEphXosePFYwX5AG8pmu2mX7m7C7kYooX/BiwdFvPqHvPlv3LQ5aOuDgcd7M8zMCxPOtPG8b6e0tb2zu1ferxwcHh2fVE/PujpOFaEdEvNY9UOsKWeSdgwznPYTRbEIOe2Fs7vc7z1RpVksH808oYHAE8kiRrDJpRvPbYyqNc/1lkCbxC9IDQq0R9Wv4TgmqaDSEI61HvheYoIMK8MIp4vKMNU0wWSGJ3RgqcSC6iBb3rpAV1YZoyhWtqRBS/X3RIaF1nMR2k6BzVSve7n4nzdITXQbZEwmqaGSrBZFKUcmRvnjaMwUJYbPLcFEMXsrIlOsMDE2nooNwV9/eZN0667vuf5Do9aqF3GU4QIu4Rp8aEIL7qENHSAwhWd4hTdHOC/Ou/Oxai05xcw5/IHz+QO8241R</latexit>
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<latexit sha1_base64="tPOb6H5MNGFoWlAwPFrnHe2pOtY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09UaRbLRzNPaCDwRLKIEWxy6cpzm6N6w3O9Amid+CVpQIn2qP41HMckFVQawrHWA99LTJBhZRjhdFEbppommMzwhA4slVhQHWTFrQt0YZUximJlSxpUqL8nMiy0novQdgpspnrVy8X/vEFqotsgYzJJDZVkuShKOTIxyh9HY6YoMXxuCSaK2VsRmWKFibHx1GwI/urL66TbdH3P9R+uG61mGUcVzuAcLsGHG2jBPbShAwSm8Ayv8OYI58V5dz6WrRWnnDmFP3A+fwC5041P</latexit><latexit sha1_base64="tPOb6H5MNGFoWlAwPFrnHe2pOtY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09UaRbLRzNPaCDwRLKIEWxy6cpzm6N6w3O9Amid+CVpQIn2qP41HMckFVQawrHWA99LTJBhZRjhdFEbppommMzwhA4slVhQHWTFrQt0YZUximJlSxpUqL8nMiy0novQdgpspnrVy8X/vEFqotsgYzJJDZVkuShKOTIxyh9HY6YoMXxuCSaK2VsRmWKFibHx1GwI/urL66TbdH3P9R+uG61mGUcVzuAcLsGHG2jBPbShAwSm8Ayv8OYI58V5dz6WrRWnnDmFP3A+fwC5041P</latexit><latexit sha1_base64="tPOb6H5MNGFoWlAwPFrnHe2pOtY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09UaRbLRzNPaCDwRLKIEWxy6cpzm6N6w3O9Amid+CVpQIn2qP41HMckFVQawrHWA99LTJBhZRjhdFEbppommMzwhA4slVhQHWTFrQt0YZUximJlSxpUqL8nMiy0novQdgpspnrVy8X/vEFqotsgYzJJDZVkuShKOTIxyh9HY6YoMXxuCSaK2VsRmWKFibHx1GwI/urL66TbdH3P9R+uG61mGUcVzuAcLsGHG2jBPbShAwSm8Ayv8OYI58V5dz6WrRWnnDmFP3A+fwC5041P</latexit><latexit sha1_base64="tPOb6H5MNGFoWlAwPFrnHe2pOtY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyEpgh4LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzwoQzbTzv26lsbG5t71R3a3v7B4dH9eOTro5TRWiHxDxW/RBrypmkHcMMp/1EUSxCTnvh7C73e09UaRbLRzNPaCDwRLKIEWxy6cpzm6N6w3O9Amid+CVpQIn2qP41HMckFVQawrHWA99LTJBhZRjhdFEbppommMzwhA4slVhQHWTFrQt0YZUximJlSxpUqL8nMiy0novQdgpspnrVy8X/vEFqotsgYzJJDZVkuShKOTIxyh9HY6YoMXxuCSaK2VsRmWKFibHx1GwI/urL66TbdH3P9R+uG61mGUcVzuAcLsGHG2jBPbShAwSm8Ayv8OYI58V5dz6WrRWnnDmFP3A+fwC5041P</latexit>
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<latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNObud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latexit><latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNObud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latexit><latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNObud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latexit><latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNObud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latexit>
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<latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit><latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit><latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit><latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit>
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<latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNObud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latexit><latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNObud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latexit><latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNObud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latexit><latexit sha1_base64="G16SRfFh9F9QIUvu5MV8Zfbtzd4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj7Y5fHeDDPzwlQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJ2ySZZtxniUx0N6SGS6G4jwIl76aa0ziUvBNObud+54lrIxL1iNOUBzEdKREJRtFKD27dHVRr9l+ArBOvIDUo0BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z6miMTdBvlh1Ri6sMiRRou1TSBbq746cxsZM49BWxhTHZtWbi/95vQyjmyAXKs2QK7YcFGWSYELmd5Oh0JyhnFpCmRZ2V8LGVFOGNp2KDcFbPXmdtBt1z61791e1ZqOIowxncA6X4ME1NOEOWuADgxE8wyu8OdJ5cd6dj2VpySl6TuEPnM8fTSiNFg==</latexit>
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<latexit sha1_base64="a6e9nPLkW7TjkEdFSc/kZ6RJWCg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB8+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhdBPkQqUZcsWWi6JMEkzI/G8yFJozlFNLKNPC3krYmGrK0KZTsSH4qy+vk3bd9T3Xv7+qNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOdF+fd+Vi2lpxi5hT+wPn8AVAwjRg=</latexit><latexit sha1_base64="a6e9nPLkW7TjkEdFSc/kZ6RJWCg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB8+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhdBPkQqUZcsWWi6JMEkzI/G8yFJozlFNLKNPC3krYmGrK0KZTsSH4qy+vk3bd9T3Xv7+qNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOdF+fd+Vi2lpxi5hT+wPn8AVAwjRg=</latexit><latexit sha1_base64="a6e9nPLkW7TjkEdFSc/kZ6RJWCg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB8+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhdBPkQqUZcsWWi6JMEkzI/G8yFJozlFNLKNPC3krYmGrK0KZTsSH4qy+vk3bd9T3Xv7+qNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOdF+fd+Vi2lpxi5hT+wPn8AVAwjRg=</latexit><latexit sha1_base64="a6e9nPLkW7TjkEdFSc/kZ6RJWCg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB8+tD6o1z/UWIOvEL0gNCjQH1a/+MGFZzBUySY3p+V6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhdBPkQqUZcsWWi6JMEkzI/G8yFJozlFNLKNPC3krYmGrK0KZTsSH4qy+vk3bd9T3Xv7+qNepFHGU4g3O4BB+uoQF30IQWMBjBM7zCmyOdF+fd+Vi2lpxi5hT+wPn8AVAwjRg=</latexit>
0.4
<latexit sha1_base64="qPOp5PYE2UsBQAPE83jRa1GuzV4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQUxHkkecUWOle89tDKo1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/JkCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1qwXcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1M4jRo=</latexit><latexit sha1_base64="qPOp5PYE2UsBQAPE83jRa1GuzV4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQUxHkkecUWOle89tDKo1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/JkCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1qwXcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1M4jRo=</latexit><latexit sha1_base64="qPOp5PYE2UsBQAPE83jRa1GuzV4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQUxHkkecUWOle89tDKo1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/JkCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1qwXcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1M4jRo=</latexit><latexit sha1_base64="qPOp5PYE2UsBQAPE83jRa1GuzV4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hKQY8FLx4r2lZoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MBVcG8/7dkobm1vbO+Xdyt7+weFR9fiko5NMMWyzRCTqMaQaBZfYNtwIfEwV0jgU2A0nN3O/+4RK80Q+mGmKQUxHkkecUWOle89tDKo1z/UWIOvEL0gNCrQG1a/+MGFZjNIwQbXu+V5qgpwqw5nAWaWfaUwpm9AR9iyVNEYd5ItTZ+TCKkMSJcqWNGSh/p7Iaaz1NA5tZ0zNWK96c/E/r5eZ6DrIuUwzg5ItF0WZICYh87/JkCtkRkwtoUxxeythY6ooMzadig3BX315nXTqru+5/l2j1qwXcZThDM7hEny4gibcQgvawGAEz/AKb45wXpx352PZWnKKmVP4A+fzB1M4jRo=</latexit>
0.6
<latexit sha1_base64="cmvQ32qO2eUlDRDri8doIs3Cdhs=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4CkkR9Vjw4rGi/YA2lM120i7dbMLuRiihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLU8G18bxvZ219Y3Nru7RT3t3bPzisHB23dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9eO5Vv1L1XG8Oskr8glShQKNf+eoNEpbFKA0TVOuu76UmyKkynAmclnuZxpSyMR1i11JJY9RBPj91Ss6tMiBRomxJQ+bq74mcxlpP4tB2xtSM9LI3E//zupmJboKcyzQzKNliUZQJYhIy+5sMuEJmxMQSyhS3txI2oooyY9Mp2xD85ZdXSavm+p7r319W67UijhKcwhlcgA/XUIc7aEATGAzhGV7hzRHOi/PufCxa15xi5gT+wPn8AVZAjRw=</latexit><latexit sha1_base64="cmvQ32qO2eUlDRDri8doIs3Cdhs=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4CkkR9Vjw4rGi/YA2lM120i7dbMLuRiihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLU8G18bxvZ219Y3Nru7RT3t3bPzisHB23dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9eO5Vv1L1XG8Oskr8glShQKNf+eoNEpbFKA0TVOuu76UmyKkynAmclnuZxpSyMR1i11JJY9RBPj91Ss6tMiBRomxJQ+bq74mcxlpP4tB2xtSM9LI3E//zupmJboKcyzQzKNliUZQJYhIy+5sMuEJmxMQSyhS3txI2oooyY9Mp2xD85ZdXSavm+p7r319W67UijhKcwhlcgA/XUIc7aEATGAzhGV7hzRHOi/PufCxa15xi5gT+wPn8AVZAjRw=</latexit><latexit sha1_base64="cmvQ32qO2eUlDRDri8doIs3Cdhs=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4CkkR9Vjw4rGi/YA2lM120i7dbMLuRiihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLU8G18bxvZ219Y3Nru7RT3t3bPzisHB23dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9eO5Vv1L1XG8Oskr8glShQKNf+eoNEpbFKA0TVOuu76UmyKkynAmclnuZxpSyMR1i11JJY9RBPj91Ss6tMiBRomxJQ+bq74mcxlpP4tB2xtSM9LI3E//zupmJboKcyzQzKNliUZQJYhIy+5sMuEJmxMQSyhS3txI2oooyY9Mp2xD85ZdXSavm+p7r319W67UijhKcwhlcgA/XUIc7aEATGAzhGV7hzRHOi/PufCxa15xi5gT+wPn8AVZAjRw=</latexit><latexit sha1_base64="cmvQ32qO2eUlDRDri8doIs3Cdhs=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4CkkR9Vjw4rGi/YA2lM120i7dbMLuRiihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLU8G18bxvZ219Y3Nru7RT3t3bPzisHB23dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9eO5Vv1L1XG8Oskr8glShQKNf+eoNEpbFKA0TVOuu76UmyKkynAmclnuZxpSyMR1i11JJY9RBPj91Ss6tMiBRomxJQ+bq74mcxlpP4tB2xtSM9LI3E//zupmJboKcyzQzKNliUZQJYhIy+5sMuEJmxMQSyhS3txI2oooyY9Mp2xD85ZdXSavm+p7r319W67UijhKcwhlcgA/XUIc7aEATGAzhGV7hzRHOi/PufCxa15xi5gT+wPn8AVZAjRw=</latexit>
0.8
<latexit sha1_base64="USLh+RtRDBlvY9U580aNeLLNE2o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4CkkR7LHgxWNF+wFtKJvtpl262YTdiVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXplIY9LxvZ2Nza3tnt7RX3j84PDqunJy2TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74ST27nfeeLaiEQ94jTlQUxHSkSCUbTSg+fWB5Wq53oLkHXiF6QKBZqDyld/mLAs5gqZpMb0fC/FIKcaBZN8Vu5nhqeUTeiI9yxVNOYmyBenzsilVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swqge5UGmGXLHloiiTBBMy/5sMheYM5dQSyrSwtxI2ppoytOmUbQj+6svrpF1zfc/176+rjVoRRwnO4QKuwIcbaMAdNKEFDEbwDK/w5kjnxXl3PpatG04xcwZ/4Hz+AFlIjR4=</latexit><latexit sha1_base64="USLh+RtRDBlvY9U580aNeLLNE2o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4CkkR7LHgxWNF+wFtKJvtpl262YTdiVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXplIY9LxvZ2Nza3tnt7RX3j84PDqunJy2TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74ST27nfeeLaiEQ94jTlQUxHSkSCUbTSg+fWB5Wq53oLkHXiF6QKBZqDyld/mLAs5gqZpMb0fC/FIKcaBZN8Vu5nhqeUTeiI9yxVNOYmyBenzsilVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swqge5UGmGXLHloiiTBBMy/5sMheYM5dQSyrSwtxI2ppoytOmUbQj+6svrpF1zfc/176+rjVoRRwnO4QKuwIcbaMAdNKEFDEbwDK/w5kjnxXl3PpatG04xcwZ/4Hz+AFlIjR4=</latexit><latexit sha1_base64="USLh+RtRDBlvY9U580aNeLLNE2o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4CkkR7LHgxWNF+wFtKJvtpl262YTdiVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXplIY9LxvZ2Nza3tnt7RX3j84PDqunJy2TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74ST27nfeeLaiEQ94jTlQUxHSkSCUbTSg+fWB5Wq53oLkHXiF6QKBZqDyld/mLAs5gqZpMb0fC/FIKcaBZN8Vu5nhqeUTeiI9yxVNOYmyBenzsilVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swqge5UGmGXLHloiiTBBMy/5sMheYM5dQSyrSwtxI2ppoytOmUbQj+6svrpF1zfc/176+rjVoRRwnO4QKuwIcbaMAdNKEFDEbwDK/w5kjnxXl3PpatG04xcwZ/4Hz+AFlIjR4=</latexit><latexit sha1_base64="USLh+RtRDBlvY9U580aNeLLNE2o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4CkkR7LHgxWNF+wFtKJvtpl262YTdiVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXplIY9LxvZ2Nza3tnt7RX3j84PDqunJy2TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74ST27nfeeLaiEQ94jTlQUxHSkSCUbTSg+fWB5Wq53oLkHXiF6QKBZqDyld/mLAs5gqZpMb0fC/FIKcaBZN8Vu5nhqeUTeiI9yxVNOYmyBenzsilVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swqge5UGmGXLHloiiTBBMy/5sMheYM5dQSyrSwtxI2ppoytOmUbQj+6svrpF1zfc/176+rjVoRRwnO4QKuwIcbaMAdNKEFDEbwDK/w5kjnxXl3PpatG04xcwZ/4Hz+AFlIjR4=</latexit>
 
<latexit sha1_base64="pdLMZ4nGfTodGi13eHwVmqplcjE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHgxWMF0xbaUDbbSbt0swm7E6GU/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvyqQw5HnfTmljc2t7p7xb2ds/ODyqHp+0TJprjgFPZao7ETMohcKABEnsZBpZEklsR+O7ud9+Qm1Eqh5pkmGYsKESseCMrBT0IiTWr9a8ureAu078gtSgQLNf/eoNUp4nqIhLZkzX9zIKp0yT4BJnlV5uMGN8zIbYtVSxBE04XRw7cy+sMnDjVNtS5C7U3xNTlhgzSSLbmTAamVVvLv7ndXOKb8OpUFlOqPhyUZxLl1J3/rk7EBo5yYkljGthb3X5iGnGyeZTsSH4qy+vk9ZV3ffq/sN1rXFdxFGGMziHS/DhBhpwD00IgIOAZ3iFN0c5L86787FsLTnFzCn8gfP5A7+gjpY=</latexit><latexit sha1_base64="pdLMZ4nGfTodGi13eHwVmqplcjE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHgxWMF0xbaUDbbSbt0swm7E6GU/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvyqQw5HnfTmljc2t7p7xb2ds/ODyqHp+0TJprjgFPZao7ETMohcKABEnsZBpZEklsR+O7ud9+Qm1Eqh5pkmGYsKESseCMrBT0IiTWr9a8ureAu078gtSgQLNf/eoNUp4nqIhLZkzX9zIKp0yT4BJnlV5uMGN8zIbYtVSxBE04XRw7cy+sMnDjVNtS5C7U3xNTlhgzSSLbmTAamVVvLv7ndXOKb8OpUFlOqPhyUZxLl1J3/rk7EBo5yYkljGthb3X5iGnGyeZTsSH4qy+vk9ZV3ffq/sN1rXFdxFGGMziHS/DhBhpwD00IgIOAZ3iFN0c5L86787FsLTnFzCn8gfP5A7+gjpY=</latexit><latexit sha1_base64="pdLMZ4nGfTodGi13eHwVmqplcjE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHgxWMF0xbaUDbbSbt0swm7E6GU/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvyqQw5HnfTmljc2t7p7xb2ds/ODyqHp+0TJprjgFPZao7ETMohcKABEnsZBpZEklsR+O7ud9+Qm1Eqh5pkmGYsKESseCMrBT0IiTWr9a8ureAu078gtSgQLNf/eoNUp4nqIhLZkzX9zIKp0yT4BJnlV5uMGN8zIbYtVSxBE04XRw7cy+sMnDjVNtS5C7U3xNTlhgzSSLbmTAamVVvLv7ndXOKb8OpUFlOqPhyUZxLl1J3/rk7EBo5yYkljGthb3X5iGnGyeZTsSH4qy+vk9ZV3ffq/sN1rXFdxFGGMziHS/DhBhpwD00IgIOAZ3iFN0c5L86787FsLTnFzCn8gfP5A7+gjpY=</latexit><latexit sha1_base64="pdLMZ4nGfTodGi13eHwVmqplcjE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHgxWMF0xbaUDbbSbt0swm7E6GU/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvyqQw5HnfTmljc2t7p7xb2ds/ODyqHp+0TJprjgFPZao7ETMohcKABEnsZBpZEklsR+O7ud9+Qm1Eqh5pkmGYsKESseCMrBT0IiTWr9a8ureAu078gtSgQLNf/eoNUp4nqIhLZkzX9zIKp0yT4BJnlV5uMGN8zIbYtVSxBE04XRw7cy+sMnDjVNtS5C7U3xNTlhgzSSLbmTAamVVvLv7ndXOKb8OpUFlOqPhyUZxLl1J3/rk7EBo5yYkljGthb3X5iGnGyeZTsSH4qy+vk9ZV3ffq/sN1rXFdxFGGMziHS/DhBhpwD00IgIOAZ3iFN0c5L86787FsLTnFzCn8gfP5A7+gjpY=</latexit>
log ⌘
<latexit sha1_base64="2eoznvfIJJotKLEeiSDwyclKpKQ=">AAAB8HicbVDLSgNBEJyNrxhfUY9eBoPgKexKQI8BLx4jmIdklzA7mU2GzGOZ6RXCkq/w4kERr36ON//GSbIHTSxoKKq66e6KU8Et+P63V9rY3NreKe9W9vYPDo+qxycdqzNDWZtqoU0vJpYJrlgbOAjWSw0jMhasG09u5373iRnLtXqAacoiSUaKJ5wScNJjKPQIhwzIoFrz6/4CeJ0EBamhAq1B9SscappJpoAKYm0/8FOIcmKAU8FmlTCzLCV0Qkas76giktkoXxw8wxdOGeJEG1cK8EL9PZETae1Uxq5TEhjbVW8u/uf1M0huopyrNAOm6HJRkgkMGs+/x0NuGAUxdYRQw92tmI6JIRRcRhUXQrD68jrpXNUDvx7cN2rNRhFHGZ2hc3SJAnSNmugOtVAbUSTRM3pFb57xXrx372PZWvKKmVP0B97nD2xokBo=</latexit><latexit sha1_base64="2eoznvfIJJotKLEeiSDwyclKpKQ=">AAAB8HicbVDLSgNBEJyNrxhfUY9eBoPgKexKQI8BLx4jmIdklzA7mU2GzGOZ6RXCkq/w4kERr36ON//GSbIHTSxoKKq66e6KU8Et+P63V9rY3NreKe9W9vYPDo+qxycdqzNDWZtqoU0vJpYJrlgbOAjWSw0jMhasG09u5373iRnLtXqAacoiSUaKJ5wScNJjKPQIhwzIoFrz6/4CeJ0EBamhAq1B9SscappJpoAKYm0/8FOIcmKAU8FmlTCzLCV0Qkas76giktkoXxw8wxdOGeJEG1cK8EL9PZETae1Uxq5TEhjbVW8u/uf1M0huopyrNAOm6HJRkgkMGs+/x0NuGAUxdYRQw92tmI6JIRRcRhUXQrD68jrpXNUDvx7cN2rNRhFHGZ2hc3SJAnSNmugOtVAbUSTRM3pFb57xXrx372PZWvKKmVP0B97nD2xokBo=</latexit><latexit sha1_base64="2eoznvfIJJotKLEeiSDwyclKpKQ=">AAAB8HicbVDLSgNBEJyNrxhfUY9eBoPgKexKQI8BLx4jmIdklzA7mU2GzGOZ6RXCkq/w4kERr36ON//GSbIHTSxoKKq66e6KU8Et+P63V9rY3NreKe9W9vYPDo+qxycdqzNDWZtqoU0vJpYJrlgbOAjWSw0jMhasG09u5373iRnLtXqAacoiSUaKJ5wScNJjKPQIhwzIoFrz6/4CeJ0EBamhAq1B9SscappJpoAKYm0/8FOIcmKAU8FmlTCzLCV0Qkas76giktkoXxw8wxdOGeJEG1cK8EL9PZETae1Uxq5TEhjbVW8u/uf1M0huopyrNAOm6HJRkgkMGs+/x0NuGAUxdYRQw92tmI6JIRRcRhUXQrD68jrpXNUDvx7cN2rNRhFHGZ2hc3SJAnSNmugOtVAbUSTRM3pFb57xXrx372PZWvKKmVP0B97nD2xokBo=</latexit><latexit sha1_base64="2eoznvfIJJotKLEeiSDwyclKpKQ=">AAAB8HicbVDLSgNBEJyNrxhfUY9eBoPgKexKQI8BLx4jmIdklzA7mU2GzGOZ6RXCkq/w4kERr36ON//GSbIHTSxoKKq66e6KU8Et+P63V9rY3NreKe9W9vYPDo+qxycdqzNDWZtqoU0vJpYJrlgbOAjWSw0jMhasG09u5373iRnLtXqAacoiSUaKJ5wScNJjKPQIhwzIoFrz6/4CeJ0EBamhAq1B9SscappJpoAKYm0/8FOIcmKAU8FmlTCzLCV0Qkas76giktkoXxw8wxdOGeJEG1cK8EL9PZETae1Uxq5TEhjbVW8u/uf1M0huopyrNAOm6HJRkgkMGs+/x0NuGAUxdYRQw92tmI6JIRRcRhUXQrD68jrpXNUDvx7cN2rNRhFHGZ2hc3SJAnSNmugOtVAbUSTRM3pFb57xXrx372PZWvKKmVP0B97nD2xokBo=</latexit>
1.0
<latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit><latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit><latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit><latexit sha1_base64="heyVxCNmDkkaC6EhPyMquVoSQuI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknt3O/88S1EYl6xGnKg5iOlIgEo2ilB9/1BtWa53oLkHXiF6QGBZqD6ld/mLAs5gqZpMb0fC/FIKcaBZN8VulnhqeUTeiI9yxVNOYmyBenzsiFVYYkSrQthWSh/p7IaWzMNA5tZ0xxbFa9ufif18swuglyodIMuWLLRVEmCSZk/jcZCs0ZyqkllGlhbyVsTDVlaNOp2BD81ZfXSbvu+p7r31/VGvUijjKcwTlcgg/X0IA7aEILGIzgGV7hzZHOi/PufCxbS04xcwp/4Hz+AE6ujRc=</latexit>
+1
<latexit sha1_base64="IT8S2o8hY2NWHEridFV00W+f6jk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoiBT0WvHisYD+gDWWz3bRLN5uwOxFC6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvZv73SeujYjVI2YJ9yM6ViIUjKKVulcDoULMhtWaW3cXIOvEK0gNCrSG1a/BKGZpxBUySY3pe26Cfk41Cib5rDJIDU8om9Ix71uqaMSNny/OnZELq4xIGGtbCslC/T2R08iYLApsZ0RxYla9ufif108xvPVzoZIUuWLLRWEqCcZk/jsZCc0ZyswSyrSwtxI2oZoytAlVbAje6svrpHNd99y699CoNRtFHGU4g3O4BA9uoAn30II2MJjCM7zCm5M4L86787FsLTnFzCn8gfP5AyUkj2M=</latexit><latexit sha1_base64="IT8S2o8hY2NWHEridFV00W+f6jk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoiBT0WvHisYD+gDWWz3bRLN5uwOxFC6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvZv73SeujYjVI2YJ9yM6ViIUjKKVulcDoULMhtWaW3cXIOvEK0gNCrSG1a/BKGZpxBUySY3pe26Cfk41Cib5rDJIDU8om9Ix71uqaMSNny/OnZELq4xIGGtbCslC/T2R08iYLApsZ0RxYla9ufif108xvPVzoZIUuWLLRWEqCcZk/jsZCc0ZyswSyrSwtxI2oZoytAlVbAje6svrpHNd99y699CoNRtFHGU4g3O4BA9uoAn30II2MJjCM7zCm5M4L86787FsLTnFzCn8gfP5AyUkj2M=</latexit><latexit sha1_base64="IT8S2o8hY2NWHEridFV00W+f6jk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoiBT0WvHisYD+gDWWz3bRLN5uwOxFC6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvZv73SeujYjVI2YJ9yM6ViIUjKKVulcDoULMhtWaW3cXIOvEK0gNCrSG1a/BKGZpxBUySY3pe26Cfk41Cib5rDJIDU8om9Ix71uqaMSNny/OnZELq4xIGGtbCslC/T2R08iYLApsZ0RxYla9ufif108xvPVzoZIUuWLLRWEqCcZk/jsZCc0ZyswSyrSwtxI2oZoytAlVbAje6svrpHNd99y699CoNRtFHGU4g3O4BA9uoAn30II2MJjCM7zCm5M4L86787FsLTnFzCn8gfP5AyUkj2M=</latexit><latexit sha1_base64="IT8S2o8hY2NWHEridFV00W+f6jk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoiBT0WvHisYD+gDWWz3bRLN5uwOxFC6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvZv73SeujYjVI2YJ9yM6ViIUjKKVulcDoULMhtWaW3cXIOvEK0gNCrSG1a/BKGZpxBUySY3pe26Cfk41Cib5rDJIDU8om9Ix71uqaMSNny/OnZELq4xIGGtbCslC/T2R08iYLApsZ0RxYla9ufif108xvPVzoZIUuWLLRWEqCcZk/jsZCc0ZyswSyrSwtxI2oZoytAlVbAje6svrpHNd99y699CoNRtFHGU4g3O4BA9uoAn30II2MJjCM7zCm5M4L86787FsLTnFzCn8gfP5AyUkj2M=</latexit>(d)
<latexit sha1_base64="CL773TsG/WWQomqqIuHvnVc/6Ck=">AAAB83icbVDJSgNBEK1xjXGLy81LYxDiJcyIoMeAF48RzAKZIfZ0epImPT1Dd40YhvyGFw+KePVnvPk3dpaDJj4oeLxXRVW9MJXCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaZJMM95giUx0O6SGS6F4AwVK3k41p3EoeSsc3kz81iPXRiTqHkcpD2LaVyISjKKVfB/5E4ZRXumdj7ulslt1pyDLxJuTcu04ih4AoN4tffm9hGUxV8gkNabjuSkGOdUomOTjop8ZnlI2pH3esVTRmJsgn948JmdW6ZEo0bYUkqn6eyKnsTGjOLSdMcWBWfQm4n9eJ8PoOsiFSjPkis0WRZkkmJBJAKQnNGcoR5ZQpoW9lbAB1ZShjaloQ/AWX14mzYuq51a9O5vGJcxQgBM4hQp4cAU1uIU6NIBBCs/wCm9O5rw4787HrHXFmc8cwR84nz/WDZL2</latexit><latexit sha1_base64="64XOh5swNBtRC+XovmZDcMmK/yA=">AAAB83icbVBNS8NAEJ3Ur1q/6sfNS7AI9VISEfRY8OKxgv2AJpTNZtMu3WzC7kQsoX/DiwdFvPpnvPlv3KY9aOuDgcd7M8zMC1LBNTrOt1VaW9/Y3CpvV3Z29/YPqodHHZ1kirI2TUSiegHRTHDJ2shRsF6qGIkDwbrB+Hbmdx+Z0jyRDzhJmR+ToeQRpwSN5HnInjCI8np4MR1Ua07DKWCvEndBas2TqEBrUP3ywoRmMZNIBdG67zop+jlRyKlg04qXaZYSOiZD1jdUkphpPy9untrnRgntKFGmJNqF+nsiJ7HWkzgwnTHBkV72ZuJ/Xj/D6MbPuUwzZJLOF0WZsDGxZwHYIVeMopgYQqji5labjogiFE1MFROCu/zyKulcNlyn4d6bNK5gjjKcwhnUwYVraMIdtKANFFJ4hld4szLrxXq3PuatJWsxcwx/YH3+AHcHlC4=</latexit><latexit sha1_base64="64XOh5swNBtRC+XovmZDcMmK/yA=">AAAB83icbVBNS8NAEJ3Ur1q/6sfNS7AI9VISEfRY8OKxgv2AJpTNZtMu3WzC7kQsoX/DiwdFvPpnvPlv3KY9aOuDgcd7M8zMC1LBNTrOt1VaW9/Y3CpvV3Z29/YPqodHHZ1kirI2TUSiegHRTHDJ2shRsF6qGIkDwbrB+Hbmdx+Z0jyRDzhJmR+ToeQRpwSN5HnInjCI8np4MR1Ua07DKWCvEndBas2TqEBrUP3ywoRmMZNIBdG67zop+jlRyKlg04qXaZYSOiZD1jdUkphpPy9untrnRgntKFGmJNqF+nsiJ7HWkzgwnTHBkV72ZuJ/Xj/D6MbPuUwzZJLOF0WZsDGxZwHYIVeMopgYQqji5labjogiFE1MFROCu/zyKulcNlyn4d6bNK5gjjKcwhnUwYVraMIdtKANFFJ4hld4szLrxXq3PuatJWsxcwx/YH3+AHcHlC4=</latexit><latexit sha1_base64="uPjddmZhLZ6Wzlrue1a9Jf7Lv7U=">AAAB83icbVBNS8NAEJ34WetX1aOXxSLUS0lE0GPBi8cK9gOaUDbbTbt0swm7E7GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6Lrfztr6xubWdmmnvLu3f3BYOTpumyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gnHtzO/88i1EYl6wEnKg5gOlYgEo2gl30f+hGGU1wYX036l6tbdOcgq8QpShQLNfuXLHyQsi7lCJqkxPc9NMcipRsEkn5b9zPCUsjEd8p6lisbcBPn85ik5t8qARIm2pZDM1d8TOY2NmcSh7YwpjsyyNxP/83oZRjdBLlSaIVdssSjKJMGEzAIgA6E5QzmxhDIt7K2EjaimDG1MZRuCt/zyKmlf1j237t271cZVEUcJTuEMauDBNTTgDprQAgYpPMMrvDmZ8+K8Ox+L1jWnmDmBP3A+fwDPgZF2</latexit>
(a)
<latexit sha1_base64="cE36nbKW5FYiWC10dcbTm/1Tep4=">AAAB83icbVDJSgNBEK1xjXGLy81LYxDiJcyIoMeAF48RzAKZIfZ0epImPT1Dd40YhvyGFw+KePVnvPk3dpaDJj4oeLxXRVW9MJXCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaZJMM95giUx0O6SGS6F4AwVK3k41p3EoeSsc3kz81iPXRiTqHkcpD2LaVyISjKKVfB/5E4ZRXqHn426p7FbdKcgy8eakXDuOogcAqHdLX34vYVnMFTJJjel4bopBTjUKJvm46GeGp5QNaZ93LFU05ibIpzePyZlVeiRKtC2FZKr+nshpbMwoDm1nTHFgFr2J+J/XyTC6DnKh0gy5YrNFUSYJJmQSAOkJzRnKkSWUaWFvJWxANWVoYyraELzFl5dJ86LquVXvzqZxCTMU4AROoQIeXEENbqEODWCQwjO8wpuTOS/Ou/Mxa11x5jNH8AfO5w/Re5Lz</latexit><latexit sha1_base64="/VSurNQHTRpPlL8IV44gm/xoJi8=">AAAB83icbVDJSgNBEO2JW4xbXG5eGoMQL2FGBD0GvHiMYBbIDKGnU5M06ekZumvEMOQ3vHhQxKs/482/sbMcNPFBweO9KqrqhakUBl332ymsrW9sbhW3Szu7e/sH5cOjlkkyzaHJE5noTsgMSKGgiQIldFINLA4ltMPR7dRvP4I2IlEPOE4hiNlAiUhwhlbyfYQnDKO8yi4mvXLFrbkz0FXiLUilfhLN0OiVv/x+wrMYFHLJjOl6bopBzjQKLmFS8jMDKeMjNoCupYrFYIJ8dvOEnlulT6NE21JIZ+rviZzFxozj0HbGDIdm2ZuK/3ndDKObIBcqzRAUny+KMkkxodMAaF9o4CjHljCuhb2V8iHTjKONqWRD8JZfXiWty5rn1rx7m8YVmaNITskZqRKPXJM6uSMN0iScpOSZvJI3J3NenHfnY95acBYzx+QPnM8fcnWUKw==</latexit><latexit sha1_base64="/VSurNQHTRpPlL8IV44gm/xoJi8=">AAAB83icbVDJSgNBEO2JW4xbXG5eGoMQL2FGBD0GvHiMYBbIDKGnU5M06ekZumvEMOQ3vHhQxKs/482/sbMcNPFBweO9KqrqhakUBl332ymsrW9sbhW3Szu7e/sH5cOjlkkyzaHJE5noTsgMSKGgiQIldFINLA4ltMPR7dRvP4I2IlEPOE4hiNlAiUhwhlbyfYQnDKO8yi4mvXLFrbkz0FXiLUilfhLN0OiVv/x+wrMYFHLJjOl6bopBzjQKLmFS8jMDKeMjNoCupYrFYIJ8dvOEnlulT6NE21JIZ+rviZzFxozj0HbGDIdm2ZuK/3ndDKObIBcqzRAUny+KMkkxodMAaF9o4CjHljCuhb2V8iHTjKONqWRD8JZfXiWty5rn1rx7m8YVmaNITskZqRKPXJM6uSMN0iScpOSZvJI3J3NenHfnY95acBYzx+QPnM8fcnWUKw==</latexit><latexit sha1_base64="KlOLg+nwKR8X1DxNyZloZfIamzs=">AAAB83icbVBNS8NAEJ34WetX1aOXxSLUS0lE0GPBi8cK9gOaUDbbTbt0swm7E7GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6Lrfztr6xubWdmmnvLu3f3BYOTpumyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gnHtzO/88i1EYl6wEnKg5gOlYgEo2gl30f+hGGU1+jFtF+punV3DrJKvIJUoUCzX/nyBwnLYq6QSWpMz3NTDHKqUTDJp2U/MzylbEyHvGepojE3QT6/eUrOrTIgUaJtKSRz9fdETmNjJnFoO2OKI7PszcT/vF6G0U2QC5VmyBVbLIoySTAhswDIQGjOUE4soUwLeythI6opQxtT2YbgLb+8StqXdc+te/dutXFVxFGCUziDGnhwDQ24gya0gEEKz/AKb07mvDjvzseidc0pZk7gD5zPH8rvkXM=</latexit>
(b)
<latexit sha1_base64="U4ZbLNAAvhuQ0RmEv/uSDVsIf/8=">AAAB83icbVDJSgNBEK1xjXGLy81LYxDiJcyIoMeAF48RzAKZIfZ0epImPT1Dd40YhvyGFw+KePVnvPk3dpaDJj4oeLxXRVW9MJXCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaZJMM95giUx0O6SGS6F4AwVK3k41p3EoeSsc3kz81iPXRiTqHkcpD2LaVyISjKKVfB/5E4ZRXgnPx91S2a26U5Bl4s1JuXYcRQ8AUO+WvvxewrKYK2SSGtPx3BSDnGoUTPJx0c8MTykb0j7vWKpozE2QT28ekzOr9EiUaFsKyVT9PZHT2JhRHNrOmOLALHoT8T+vk2F0HeRCpRlyxWaLokwSTMgkANITmjOUI0so08LeStiAasrQxlS0IXiLLy+T5kXVc6venU3jEmYowAmcQgU8uIIa3EIdGsAghWd4hTcnc16cd+dj1rrizGeO4A+czx/TAZL0</latexit><latexit sha1_base64="2CQzYBd3mJpxi4CHAoKZMkGIVJQ=">AAAB83icbVDJSgNBEO2JW4xbXG5eGoMQL2FGBD0GvHiMYBbIDKGnU5M06ekZumvEMOQ3vHhQxKs/482/sbMcNPFBweO9KqrqhakUBl332ymsrW9sbhW3Szu7e/sH5cOjlkkyzaHJE5noTsgMSKGgiQIldFINLA4ltMPR7dRvP4I2IlEPOE4hiNlAiUhwhlbyfYQnDKO8Gl5MeuWKW3NnoKvEW5BK/SSaodErf/n9hGcxKOSSGdP13BSDnGkUXMKk5GcGUsZHbABdSxWLwQT57OYJPbdKn0aJtqWQztTfEzmLjRnHoe2MGQ7NsjcV//O6GUY3QS5UmiEoPl8UZZJiQqcB0L7QwFGOLWFcC3sr5UOmGUcbU8mG4C2/vEpalzXPrXn3No0rMkeRnJIzUiUeuSZ1ckcapEk4SckzeSVvTua8OO/Ox7y14CxmjskfOJ8/c/uULA==</latexit><latexit sha1_base64="2CQzYBd3mJpxi4CHAoKZMkGIVJQ=">AAAB83icbVDJSgNBEO2JW4xbXG5eGoMQL2FGBD0GvHiMYBbIDKGnU5M06ekZumvEMOQ3vHhQxKs/482/sbMcNPFBweO9KqrqhakUBl332ymsrW9sbhW3Szu7e/sH5cOjlkkyzaHJE5noTsgMSKGgiQIldFINLA4ltMPR7dRvP4I2IlEPOE4hiNlAiUhwhlbyfYQnDKO8Gl5MeuWKW3NnoKvEW5BK/SSaodErf/n9hGcxKOSSGdP13BSDnGkUXMKk5GcGUsZHbABdSxWLwQT57OYJPbdKn0aJtqWQztTfEzmLjRnHoe2MGQ7NsjcV//O6GUY3QS5UmiEoPl8UZZJiQqcB0L7QwFGOLWFcC3sr5UOmGUcbU8mG4C2/vEpalzXPrXn3No0rMkeRnJIzUiUeuSZ1ckcapEk4SckzeSVvTua8OO/Ox7y14CxmjskfOJ8/c/uULA==</latexit><latexit sha1_base64="tdIj2IfMjHo2wq2jNartHSTq0Ac=">AAAB83icbVBNS8NAEN34WetX1aOXxSLUS0lE0GPBi8cK9gOaUDbbSbt0swm7E7GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6Lrfztr6xubWdmmnvLu3f3BYOTpumyTTHFo8kYnuhsyAFApaKFBCN9XA4lBCJxzfzvzOI2gjEvWAkxSCmA2ViARnaCXfR3jCMMpr4cW0X6m6dXcOukq8glRJgWa/8uUPEp7FoJBLZkzPc1MMcqZRcAnTsp8ZSBkfsyH0LFUsBhPk85un9NwqAxol2pZCOld/T+QsNmYSh7YzZjgyy95M/M/rZRjdBLlQaYag+GJRlEmKCZ0FQAdCA0c5sYRxLeytlI+YZhxtTGUbgrf88ippX9Y9t+7du9XGVRFHiZySM1IjHrkmDXJHmqRFOEnJM3klb07mvDjvzseidc0pZk7IHzifP8x1kXQ=</latexit>
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Figure 8.5: The effect of momentum in a simple min-max bilinear game where the
equilibrium is at (0, 0). (left-a) Simultaneous GD with no momentum (left-b)
Alternating GD with no momentum. (left-c) Alternating GD with a momentum
of +0.1. (left-d) Alternating GD with a momentum of −0.1. (right) A grid of
experiments for alternating GD with different values of momentum (β) and step-
sizes (η): While any positive momentum leads to divergence, small enough value
of negative momentum allows for convergence with large step-sizes. The color in
each cell indicates the normalized distance to the equilibrium after 500k iteration,
such that 1.0 corresponds to the initial condition and values larger (smaller) than
1.0 correspond to divergence (convergence).
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simultaneous update rule) into the update of ϕt+1,
F altη,β(θt,ϕt,θt−1,ϕt−1) := (θt+1,ϕt+1,θt,ϕt) (5.6)
where
 θt+1 = θt − η1Aϕt + β1(θt − θt−1)ϕt+1 = ϕt + η2A>θt+1 + β2(ϕt −ϕt−1) .
This slight change between (5.4) and (5.6) significantly shifts the eigenvalues of the
Jacobian. We first characterize them with the following proposition.
Proposition 2. The eigenvalues of ∇F altη,β are the roots of the 4th order polynomials:
(x− 1)2(x− β1)(x− β2) + η1η2λx3 , λ ∈ Sp(A>A) (5.7)
The same way as in (5.5), these roots only depend on the product η1η2. The
only difference is that the monomial with coefficient η1η2λ is of degree 2 in (5.5) and
of degree 3 in (5.7). This difference is major since, for well chosen values of negative
momentum, the eigenvalues described in Prop. 2 lie in the unit disk (see Fig. C.1).
As a consequence, the iterates of the alternating method with no momentum are
bounded and do converge if we add some well chosen negative momentum:
Theorem 6. If we set η ≤ 1
σmax(A) , β1 = −
1








If we set β1 = 0 and β2 = 0, then there exists M > 1 such that for any η1, η2 ≥ 0,
∆t = Θ(∆0).
Our results from this section, namely Thm. 5 and Thm. 6, are summarized
in Fig. 8.2, and demonstrate how alternating steps can improve the convergence
properties of the gradient method for bilinear smooth games. Moreover, combin-
ing them with negative momentum can surprisingly lead to a linearly convergent
method. The conjecture provided in Fig. 8.2 (divergence of the alternating method
with positive momentum) is backed-up by the results provided in Fig. 8.5 and §1.1.
6 Experiments and Discussion
Min-Max Bilinear Game. [Fig. 8.5] In our first experiments, we showcase the
effect of negative momentum in a bilinear min-max optimization setup (2.4) where
φ,θ ∈ R and A = 1. We compare the effect of positive and negative momentum
in both cases of alternating and simultaneous gradient steps.
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Fashion MNIST and CIFAR 10. [Fig. 8.6] In our third set of experiments,
we use negative momentum in a GAN setup on CIFAR-10 [Krizhevsky and Hinton,
2009] and Fashion-MNIST [Xiao et al., 2017] with saturating loss and alternating
steps. We use residual networks for both the generator and the discriminator
with no batch-normalization. Following the same architecture as Gulrajani et al.
[2017], each residual block is made of two 3 × 3 convolution layers with ReLU
activation function. Up-sampling and down-sampling layers are respectively used in
the generator and discriminator. We experiment with different values of momentum
on the discriminator and a constant value of 0.5 for the momentum of the generator.
We observe that using a negative value can generally result in samples with higher
quality and inception scores. Intuitively, using negative momentum only on the
discriminator slows down the learning process of the discriminator and allows for
better flow of the gradient to the generator. Note that we provide an additional
























Figure 6: Left: A grid search over discriminator’s momentum and learning rate for a DCGAN trained on
Fashion MNIST (Xiao et al., 2017) where every cell is a single generated sample of a specific configuration.
The sample with the best quality has been marked with red. Right: More generated samples from the best
configuration on the left.
7 Conclusion
In this paper, we study the effect of using negative values of momentum in a GAN setup. We show
for a class of adversarial games, using negative momentum can improve the convergence rate of
gradient-based methods by shifting the eigenvalues of the Jacobian appropriately into a smaller
convergence disk. We found that in simple yet intuitive examples, using negative momentum makes
convergence to the Nash Equilibrium easier. We noted that our intuitions on negative momentum
can generalize to saturating GANs on the mixture of Gaussian task along with other datasets such as
CIFAR-10 and fashion MNIST. Our experiments highly support the use of negative momentum with
saturating loss. Altogether, fully stabilizing learning in GANs requires a deep understanding of the
underlying highly non-linear dynamics. We believe our work is a step towards a better understanding
of these dynamics. We encourage deep learning researchers and practitioners to include negative
values of momentum in their hyper-parameter search.
We believe that our results explain a decreasing trend in momentum values reported in GAN literature
in the past few years. Some of the most successful papers use zero momentum Arjovsky et al. (2017);
Gulrajani et al. (2017) for architectures that would otherwise call for high momentum values in a
non-adversarial setting.
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Figure 8.6: Comparison between negative and positive momentum on GANs with
saturating loss on CIFAR-10 (left) and on Fashion MNIST (right) using a residual
network. For each dataset, a grid of different values of momentum (β) and step-
sizes (η) is provided which describes the discriminator’s settings while a constant
momentum of 0.5 and step-size of 10−4 is used for the generator. Each cell in
CIFAR-10 (or Fashion MNIST) grid c ntains single co figuratio in which its
color (or its content) indicates the inc ption score (or a ingle sampl ) of the model.
For CIFAR-10 experiments, yellow is higher wh le blue is the lower incep ion score.
Along each row, the best config ati n is chosen and mor samples f om that




From an optimization point of view, a lot of work has been done in the con-
text of understanding momentum and its variants [Polyak, 1964, Qian, 1999, Nes-
terov, 2004, Sutskever et al., 2013]. Some recent studies have emphasized the
importance of momentum tuning in deep learning such as Sutskever et al. [2013],
Kingma and Ba [2015], and Zhang and Mitliagkas [2019], however, none of them
consider using negative momentum. Among recent work, using robust control the-
ory, Lessard et al. [2016] study optimization procedures and cover a variety of
algorithms including momentum methods. Their analysis is global and they es-
tablish worst-case bounds for smooth and strongly-convex functions. Mitliagkas
et al. [2016] considered negative momentum in the context of asynchronous single-
objective minimization. They show that asynchronous-parallel dynamics ‘bleed’
into optimization updates introducing momentum-like behavior into SGD. They
argue that algorithmic momentum and asynchrony-induced momentum add up to
create an effective ‘total momentum’ value. They conclude that to attain the opti-
mal (positive) effective momentum in an asynchronous system, one would have to
reduce algorithmic momentum to small or sometimes negative values. This differs
from our work where we show that for games the optimal effective momentum may
be negative. Ghadimi et al. [2015] analyze momentum and provide global conver-
gence properties for functions with Lipschitz-continuous gradients. However, all
the results mentioned above are restricted to minimization problems. The purpose
of our work is to try to understand how momentum influences game dynamics
which is intrinsically different from minimization dynamics.
Finally, similar proof techniques based on the study of the eigenvalues of a
state-augmented operator have been recently used by Daskalakis and Panageas
[2018] for the study of the optimistic gradient method (OGDA). However, even
though OGDA and Polyak’s momentum can be seen as a variant of the gradient
method with an additional term, these additional terms are different. In OGDA
it is a difference between the two previous gradients, while in Polyak’s method it
is a difference between the two past iterates.
GANs as games. A lot of recent work has attempted to make GAN training
easier with new optimization methods. Daskalakis et al. [2018] extrapolate the
next value of the gradient using previous history and Gidel et al. [2019b] explore
averaging and introduce a variant of the extra-gradient algorithm.
Balduzzi et al. [2018] develop new methods to understand the dynamics of
general games: they decompose second-order dynamics into two components using
Helmholtz decomposition and use the fact that the optimization of Hamiltonian
games is well understood. It differs from our work since we do not consider any
decomposition of the Jacobian but focus on the manipulation of its eigenvalues.
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Recently, Liang and Stokes [2019] provide a unifying theory for smooth two-player
games for non-asymptotic local convergence. They also provide theory for choosing
the right step-size required for convergence.
From another perspective, Odena et al. [2018] show that in a GAN setup, the
average conditioning of the Jacobian of the generator becomes ill-conditioned dur-
ing training. They propose Jacobian clamping to improve the inception score and
Frechet Inception Distance. Mescheder et al. [2017] provide discussion on how the
eigenvalues of the Jacobian govern the local convergence properties of GANs. They
argue that the presence of eigenvalues with zero real-part and large imaginary-part
results in oscillatory behavior but do not provide results on the optimal step-size
and on the impact of momentum. Nagarajan and Kolter [2017] also analyze the
local stability of GANs as an approximated continuous dynamical system. They
show that during training of a GAN, the eigenvalues of the Jacobian of the corre-
sponding vector field are pushed away from one along the real axis.
8 Conclusion
In this paper, we show analytically and empirically that alternating updates
with negative momentum is the only method within our study parameters (Fig.8.2)
that converges in bilinear smooth games. We study the effects of using negative
values of momentum in a GAN setup both theoretically and experimentally. We
show that, for a large class of adversarial games, negative momentum may improve
the convergence rate of gradient-based methods by shifting the eigenvalues of the
Jacobian appropriately into a smaller convergence disk. We found that, in simple
yet intuitive examples, using negative momentum makes convergence to the Nash
Equilibrium easier. Our experiments support the use of negative momentum for
saturating losses on mixtures of Gaussians, as well as on other tasks using CIFAR-
10 and fashion MNIST. Altogether, fully stabilizing learning in GANs requires a
deep understanding of the underlying highly non-linear dynamics. We believe our
work is a step towards a better understanding of these dynamics. We encourage
deep learning researchers and practitioners to include negative values of momentum
in their hyper-parameter search.
We believe that our results explain a decreasing trend in momentum values
used for training GANs in the past few years reported in Fig. 8.4. Some of the
most successful papers use zero momentum [Arjovsky et al., 2017, Gulrajani et al.,
2017] for architectures that would otherwise call for high momentum values in a
non-adversarial setting.
75
9 Prologue to the FourthContribution
1 Article Details
A Closer Look at the Optimization Landscapes of Generative Ad-
versarial Networks. Hugo Berard∗, Gauthier Gidel∗, Amjad Almahairi, Pascal
Vincent and Simon Lacoste-Julien. This paper was published at ICLR 2020 [Berard
et al., 2020].
∗Equal contribution.
2 Contributions of the authors
Gauthier Gidel contributed to the general writing of the paper, the idea of the
paper (jointly with Hugo Berard) as well as the proof of all the theorems of the pa-
per. Gauthier Gidel also brought his knowledge about optimization. Hugo Berard
co-lead the project, wrote the code, did the experiments, and wrote the experi-
mental section. He also brought his knowledge about GANs and more generally
generative modeling. Amjad Almahairi supervised Gauthier Gidel during his in-
ternship at ElementAI, worked on the writing of the paper, and on the experiments.
Simon Lacoste-Julien and Pascal Vincent supervised this project.
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Generative adversarial networks have been very successful in generative mod-
eling, however they remain relatively challenging to train compared to standard
deep neural networks. In this paper, we propose new visualization techniques for
the optimization landscapes of GANs that enable us to study the game vector
field resulting from the concatenation of the gradient of both players. Using these
visualization techniques we try to bridge the gap between theory and practice by
showing empirically that the training of GANs exhibits significant rotations around
Local Stable Stationary Points (LSSP), similar to the one predicted by theory on
toy examples.
Moreover, we provide empirical evidence that GAN training converge to a stable
stationary point which is a saddle point for the generator loss, not a minimum, while
still achieving excellent performance.
1 Introduction
Deep neural networks have exhibited remarkable success in many applications
[Krizhevsky et al., 2012]. This success has motivated many studies of their non-
convex loss landscape [Choromanska et al., 2015, Kawaguchi, 2016, Li et al., 2018],
which, in turn, has led to many improvements, such as better initialization and
optimization methods [Glorot and Bengio, 2010, Kingma and Ba, 2015].
While most of the work on studying non-convex loss landscapes has focused on
single objective minimization, some recent class of models require the joint mini-
mization of several objectives, making their optimization landscape intrinsically dif-
ferent. Among these models is the generative adversarial network (GAN) [Goodfel-
low et al., 2014] which is based on a two-player game formulation and has achieved
state-of-the-art performance on some generative modeling tasks such as image gen-
eration [Brock et al., 2019].
On the theoretical side, many papers studying multi-player games have argued
that one main optimization issue that arises in this case is the rotation due to the
adversarial component of the game [Mescheder et al., 2018, Balduzzi et al., 2018,
Gidel et al., 2019c]. This has been extensively studied on toy examples, in particular
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on the so-called bilinear example [Goodfellow, 2016] (a.k.a Dirac GAN [Mescheder
et al., 2018]). However, those toy examples are very far from the standard realistic
setting of image generation involving deep networks and challenging datasets. To
our knowledge it remains an open question if this rotation phenomenon actually
occurs when training GANs in more practical settings.
In this paper, we aim at closing this gap between theory and practice. Fol-
lowing Mescheder et al. [2017] and Balduzzi et al. [2018], we argue that instead of
studying the loss surface, we should study the game vector field (i.e., the concate-
nation of each player’s gradient), which can provide better insights to the problem.
To this end, we propose a new visualization technique that we call Path-angle which
helps us observe the nature of the game vector field close to a stationary point for
high dimensional models, and carry on an empirical investigation of the properties
of the optimization landscape of GANs. The core questions we want to address
may be summarized as the following:
Is rotation a phenomenon that occurs when training GANs on real world
datasets, and do existing training methods find local Nash equilibria?
To answer this question we conducted extensive experiments by training different
GAN formulations (NSGAN and WGAN-GP) with different optimizers (Adam
and ExtraAdam) on three datasets (MoG, MNIST and CIFAR10). Based on our
experiments and using our visualization techniques we observe that the landscape of
GANs is fundamentally different from the standard loss surfaces of deep networks.
Furthermore, we provide evidence that existing GAN training methods do not
converge to a local Nash equilibrium.
Contributions. More precisely, our contributions are the following: (i) We
propose studying empirically the game vector field (as opposed to studying the
loss surfaces of each player) to understand training dynamics in GANs using a
novel visualization tool, which we call Path-angle and that captures the rotational
and attractive behaviors near local stationary points (ref. §4.2). (ii) We observe
experimentally on both a mixture of Gaussians, MNIST and CIFAR10 datasets that
a variety of GAN formulations have a significant rotational behavior around their
locally stable stationary points (ref. §5.1). (iii) We provide empirical evidence that
existing training procedures find stable stationary points that are saddle points,
not minima, for the loss function of the generator (ref. § 5.2).
2 Related work
Improving the training of GANs has been an active research area in the past
few years. Most efforts in stabilizing GAN training have focused on formulating
new objectives [Arjovsky et al., 2017], or adding regularization terms [Gulrajani
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et al., 2017, Mescheder et al., 2017, 2018]. In this work, we try to characterize
the difference in the landscapes induced by different GAN formulations and how it
relates to improving the training of GANs.
Recently, Nagarajan and Kolter [2017], Mescheder et al. [2018] show that a local
analysis of the eigenvalues of the Jacobian of the game can provide guarantees on
local stability properties. However, their theoretical analysis is based on some
unrealistic assumptions such as the generator’s ability to fully capture the real
distribution. In this work, we assess experimentally to what extent these theoretical
stability results apply in practice.
Rotations in differentiable games has been mentioned and interpreted by
[Mescheder et al., 2018, Balduzzi et al., 2018] and Gidel et al. [2019c]. While
these papers address rotations in games from a theoretical perspective, it was never
shown that GANs, which are games with highly non-convex losses, suffered from
these rotations in practice. To our knowledge, trying to quantify that GANs ac-
tually suffer from this rotational component in practice for real world dataset is
novel.
The stable points of the gradient dynamics in general games have been studied
independently by Mazumdar et al. [2020], Daskalakis and Panageas [2018], Adolphs
et al. [2018]. They notice that the locally stable stationary point of some games
are not local Nash equilibria. In order to reach a local Nash equilibrium, Adolphs
et al. [2018], Mazumdar et al. [2019] develop techniques based on second order
information. In this work, we argue that reaching local Nash equilibria may not
be as important as one may expect and that we do achieve good performance at a
locally stable stationary point.
Several works have studied the loss landscape of deep neural networks. Good-
fellow et al. [2015] proposed to look at the linear path between two points in
parameter space and show that neural networks behave similarly to a convex loss
function along this path. Draxler et al. [2018] proposed an extension where they
look at nonlinear paths between two points and show that local minima are con-
nected in deep neural networks. Another extension was proposed by [Li et al.,
2018] where they use contour plots to look at the 2D loss surface defined by two
directions chosen appropriately. In this paper, we use a similar approach of follow-
ing the linear path between two points to gain insight about GAN optimization
landscapes. However, in this context, looking at the loss of both players along that
path may be uninformative. We propose instead to look, along a linear path from
initialization to best solution, at the game vector field, particularly at its angle
w.r.t. the linear path, the Path-angle.
Another way to gain insight into the landscape of deep neural networks is by
looking at the Hessian of the loss; this was done in the context of single objective
minimization by [Dauphin et al., 2014, Sagun et al., 2016, 2017, Alain et al., 2019].
Compared to linear path visualizations which can give global information (but only
along one direction), the Hessian provides information about the loss landscape
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in several directions but only locally. The full Hessian is expensive to compute
and one often has to resort to approximations such has computing only the top-k
eigenvalues. While, the Hessian is symmetric and thus has real eigenvalues, the
Jacobian of a game vector field is significantly different since it is in general not
symmetric, which means that the eigenvalues belong to the complex plane. In the
context of GANs, Mescheder et al. [2017] introduced a gradient penalty and use the
eigenvalues of the Jacobian of the game vector field to show its benefits in terms
of stability. In our work, we compute these eigenvalues to assess that, on different
GAN formulations and datasets, existing training procedures find a locally stable
stationary point that is a saddle point for the loss function of the generator.
3 Formulations for GAN optimization and their
practical implications
3.1 The standard game theory formulation
From a game theory point of view, GAN training may be seen as a game be-
tween two players: the discriminator Dϕ and the generator Gθ, each of which is
trying to minimize its loss LD and LG, respectively. Using the same formulation
as Mescheder et al. [2017], the GAN objective takes the following form (for sim-
plicity of presentation, we focus on the unconstrained formulation):
θ∗ ∈ arg min
θ∈Rp
LG(θ,ϕ∗) and ϕ∗ ∈ arg min
ϕ∈Rd
LD(θ∗,ϕ) . (3.1)
The solution (θ∗,ϕ∗) is called a Nash equilibrium (NE). In practice, the considered
objectives are non-convex and we typically cannot expect better than a local Nash
equilibrium (LNE), i.e. a point at which (3.1) is only locally true (see e.g. [Adolphs
et al., 2018] for a formal definition). Ratliff et al. [2016] derived some derivative-
based necessary and sufficient conditions for being a LNE. They show that, for
being a local NE it is sufficient to be a differential Nash equilibrium:
Definition 1 (Differential NE). A point (θ∗,ϕ∗) is a differential Nash equilibrium
(DNE) iff
‖∇θLG(θ∗,ϕ∗)‖ = ‖∇ϕLD(θ∗,ϕ∗)‖ = 0 , ∇2θLG(θ∗,ϕ∗)  0 and ∇2ϕLD(θ∗,ϕ∗)  0
(3.2)
where S  0 if and only if S is positive definite.
Being a DNE is not necessary for being a LNE because a local Nash equilibrium
may have Hessians that are only semi-definite. NE are commonly used in GANs
to describe the goal of the learning procedure [Goodfellow et al., 2014]: in this
definition, θ∗ (resp. ϕ∗) is seen as a local minimizer of LG(·,ϕ∗) (resp. LD(θ∗, ·)).
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Under this view, however, the interaction between the two networks is not taken
into account. This is an important aspect of the game stability that is missed in
the definition of DNE (and Nash equilibrum in general). We illustrate this point in
the following section, where we develop an example of a game for which gradient
methods converge to a point which is a saddle point for the generator’s loss and
thus not a DNE for the game.
3.2 An alternative formulation based on the game vector
field
In practice, GANs are trained using first order methods that compute the gra-
dients of the losses of each player. Following Gidel et al. [2019b], an alternative
point of view on optimizing GANs is to jointly consider the players’ parameters θ
and ϕ as a joint state ω := (θ,ϕ), and to study the vector field associated with





where ω := (θ,ϕ) . (3.3)
With this perspective, the notion of DNE is replaced by the notion of locally stable
stationary point (LSSP). Verhulst [1989, Theorem 7.1] defines a LSSP ω∗ using the
eigenvalues of the Jacobian of the game vector field ∇v(ω∗) at that point.
Definition 2 (LSSP). A point ω∗ is a locally stable stationary point (LSSP) iff
v(ω∗) = 0 and <(λ) > 0 , ∀λ ∈ Sp(∇v(ω∗)) . (3.4)
where < denote the real part of the eigenvalue λ belonging to the spectrum of
∇v(ω∗).
This definition is not easy to interpret but one can intuitively understand a
LSSP as a stationary point (a point ω∗ where v(ω∗) = 0) to which all neighbouring
points are attracted. We will formalize this intuition of attraction in Proposition 1.
In our two-player game setting, the Jacobian of the game vector field around the












When B = −A>, being a DNE is a sufficient condition for being of
LSSP [Daskalakis and Panageas, 2018]. However, some LSSP may not be
DNE [Adolphs et al., 2018], meaning that the optimal generator θ∗ could be a
saddle point of LG(·,ϕ∗), while the optimal joint state (θ∗,ϕ∗) may be a LSSP of
the game. We summarize these properties in Table 10.1. In order to illustrate the
1Note that, in practice, the joint vector field (3.3) is not a gradient vector field, i.e., it cannot
be rewritten as the gradient of a single function.
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Zero-sum game Non-zero-sum game
DNE ⇒ LSSP [Daskalakis and Panageas, 2018] DNE 6⇒ LSSP (Example 5, in Appendix D §1.2)
DNE 6⇐ LSSP [Adolphs et al., 2018] DNE 6⇐ LSSP (Example 4)[Daskalakis and Panageas, 2018]
Table 10.1: Summary of the implications between Differentiable Nash Equilibrium
(DNE) and a locally stable stationnary point (LSSP): in general, being a DNE is
neither necessary or sufficient for being a LSSP.
intuition behind this counter-intuitive fact, we study a simple example where the
generator is 2D and the discriminator is 1D.
Example 4. Let us consider LG as a hyperbolic paraboloid (a.k.a., saddle point
function) centered in (1, 1) where (1, ϕ) is the principal descent direction and
(−ϕ, 1) is the principal ascent direction, while LD is a simple bilinear objective.
LG(θ1, θ2, ϕ) = (θ2−ϕθ1− 1)2− 12(θ1 +ϕθ2− 1)2 , LD(θ1, θ2, ϕ) = ϕ(5θ1 + 4θ2− 9)
We plot LG in Fig. 10.1b. Note that the discriminator ϕ controls the principal
descent direction of LG.
We show (see Appendix D §1.2) that (θ∗1, θ∗2, ϕ∗) = (1, 1, 0) is a locally sta-
ble stationary point but is not a DNE: the generator loss at the optimum
(θ1, θ2) 7→ LG(θ1, θ2, ϕ∗) = θ22 − 12θ21 is not at a DNE because it has a clear de-
scent direction, (1, 0). However, if the generator follows this descent direction, the
dynamics will remain stable because the discriminator will update its parameter,
rotating the saddle and making (1, 0) an ascent direction. We call this phenomenon
dynamic stability: the loss LG(·, ϕ∗) is unstable for a fixed ϕ∗ but becomes stable
when ϕ dynamically interacts with the generator around ϕ∗.
A mechanical analogy for this dynamic stability phenomenon is a ball in a ro-
tating saddle—even though the gravity pushes the ball to escape the saddle, a
quick enough rotation of the saddle would trap the ball at the center (see [Thomp-
son et al., 2002] for more details). This analogy has been used to explain Paul’s
trap [Paul, 1990]: a counter-intuitive way to trap ions using a dynamic electric
field. In Example 4, the parameter ϕ explicitly controls the rotation of the saddle.
This example illustrates the fact that the DNE corresponds to a notion of
static stability: it is the stability of one player’s loss given the other player is fixed.
Conversely, LSSP captures a notion of dynamic stability that considers both players
jointly.
By looking at the game vector field we capture these interactions. Fig. 10.1b
only captures a snapshot of the generator’s loss surface for a fixed ϕ and indicates
static instability (the generator is at a saddle point of its loss). In Fig. 10.1a,
however, one can see that, starting from any point, we will rotate around the








(a) 2D projection of the vector field. (b) Landscape of the generator loss.
Figure 10.1: Visualizations of Example 4. Left: projection of the game vector field
on the plane θ2 = 1. Right: Generator loss. The descent direction is (1, ϕ) (in
grey). As the generator follows this descent direction, the discriminator changes
the value of ϕ, making the saddle rotate, as indicated by the circular black arrow.
The visualization of the game vector field reveals an interesting behavior that
does not occur in single objective minimization: close to a LSSP, the parameters
rotate around it. Understanding this phenomenon is key to grasp the optimization
difficulties arising in games. In the next section, we formally characterize the
notion of rotation around a LSSP and in §4 we develop tools to visualize it in high
dimensions. Note that gradient methods may converge to saddle points in single
objective minimization, but these are not stable stationary points, unlike in our
game example.
3.3 Rotation and attraction around locally stable station-
ary points in games
In this section, we formalize the notions of rotation and attraction around LSSP
in games, which we believe may explain some difficulties in GAN training. The
local stability of a LSSP is characterized by the eigenvalues of the Jacobian ∇v(ω∗)
because we can linearize v(ω) around ω∗:
v(ω) ≈ ∇v(ω∗)(ω − ω∗). (3.6)
If we assume that (3.6) is an equality, we have the following theorem.
Proposition 1. Let us assume that (3.6) is an equality and that ∇v(ω∗)
is diagonalizable, then there exists a basis P such that the coordinates
ω̃j(t) := [P (ω(t) − ω∗)]j where ω(t) is a solution of (3.6) have the follow-
ing behavior: for λj ∈ Sp∇v(ω∗) we have,
1. If λj ∈ R, we observe pure attraction: ω̃j(t) = e−λjtω̃j(0) .
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Note that we re-ordered the eigenvalues such that the complex conjugate eigenvalues
form pairs: if λj /∈ R then λj+1 = λ̄j.
Matrices in 2. and 3. are rotations matrices. They induce a rotational behavior
illustrated in Fig 10.1a.
This proposition shows that the dynamics of ω(t) can be decomposed in a
particular basis into attractions and rotations over components that do not interact
between each other. Rotation does not appear in single objective minimization
around a local minimum, because the eigenvalues of the Hessian of the objective
are always real. Mescheder et al. [2017] discussed that difficulties in training GANs
may be a result of the imaginary part of the eigenvalues of the Jacobian of the
game vector field and Gidel et al. [2019c] mentioned that games have a natural
oscillatory behavior. This cyclic behavior has been explained in [Balduzzi et al.,
2018] by a non-zero Hamiltonian component in the Helmholtz decomposition of
the Jacobian of the game vector field. All these explanations are related to the
spectral properties of this Jacobian. The goal of Proposition 1 is to provide a
formal definition to the notions of rotation and attraction we are dealing with in
this paper.
In the following section, we introduce a new tool in order to assess the magnitude
of the rotation around a LSSP compared to the attraction to this point.
4 Visualization for the vector field landscape
Neural networks are parametrized by a large number of variables and visual-
izations are only possible using low dimensional plots (1D or 2D). We first present
a standard visualization tool for deep neural network loss surfaces that we will
exploit in §4.2.
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4.1 Standard visualizations for the loss surface
One way to visualize a neural network’s loss landscape is to follow a
parametrized path ω(α) that connects two parameters ω,ω′ (often one is chosen
early in learning and another one is chosen late in learning, close to a solution). A
path is a continuous function ω(·) such that ω(0) = ω and ω(1) = ω′. Goodfellow
et al. [2015] considered a linear path ω(α) = αω+ (1−α)ω′. More complex paths
can be considered to assess whether different minima are connected [Draxler et al.,
2018].
4.2 Proposed visualization: Path-angle
We propose to study the linear path between parameters early in learning and
parameters late in learning. We illustrate the extreme cases for the game vector
field along this path in simple examples in Figure 10.2(a-c): pure attraction occurs
when the vector field perfectly points to the optimum (Fig. 10.2a) and pure rotation
when the vector field is orthogonal to the direction to the optimum (Fig. 10.2b).
In practice, we expect the vector field to be in between these two extreme cases
(Fig. 10.2c). In order to determine in which case we are, around a LSSP, in practice,
we propose the following tools.
Path-norm.. We first ensure that we are in a neighborhood of a stationary point
by computing the norm of the vector field. Note that considering independently
the norm of each player may be misleading: even though the gradient of one player
may be close to zero, it does not mean that we are at a stationary point since the
other player might still be updating its parameters. Path-angle.. Once we are
close to a final point ω′, i.e., in a neighborhood of a LSSP, we propose to look at the
angle between the vector field (3.3) and the linear path from ω to ω′. Specifically,
we monitor the cosine of this angle, a quantity we call Path-angle:
c(α) := 〈ω′−ω,vα〉‖ω′−ω‖‖vα‖ where vα := v(αω
′ + (1− α)ω) , α ∈ [a, b] . (4.1)
Usually [a, b] = [0, 1], but since we are interested in the landscape around a LSSP,
it might be more informative to also consider further extrapolated points around
ω′ with b > 1.
Eigenvalues of the Jacobian.. Another important tool to gain insights on
the behavior close to a LSSP, as discussed in §3.2, is to look at the eigenvalues of
∇v(ω∗). We propose to compute the top-k eigenvalues of this Jacobian. When all
the eigenvalues have positive real parts, we conclude that we have reached a LSSP,
and if some eigenvalues have large imaginary parts, then the game has a strong
rotational behavior (Thm. 1). Similarly, we can also compute the top-k eigenvalues
of the diagonal blocks of the Jacobian, which correspond to the Hessian of each
player. These eigenvalues can inform us on whether we have converged to a LSSP
















































(c) Rotation and attraction
Figure 10.2: Above: game vector field (in grey) for different archetypal behaviors. The
equilibrium of the game is at (0, 0). Black arrows correspond to the directions of the vector
field at different linear interpolations between two points: • and ?. Below: path-angle
c(α) for different archetypal behaviors (right y-axis, in blue). The left y-axis in orange
correspond to the norm of the gradients. Notice the "bump" in path-angle (close to α = 1),
characteristic of rotational dynamics.
An important advantage of the Path-angle relative to the computation of the
eigenvalues of ∇v(ω∗) is that it only requires computing gradients (and not second
order derivatives, which may be prohibitively computationally expensive for deep
networks). Also, it provides information along a whole path between two points
and thus, more global information than the Jacobian computed at a single point.
In the following section, we use the Path-angle to study the archetypal behaviors
presented in Thm 1.
4.3 Archetypal behaviors of the Path-angle around a LSSP
Around a LSSP, we have seen in (3.6) that the behavior of the vector field is
mainly dictated by the Jacobian matrix ∇v(ω∗). This motivates the study of the












Depending on the choice of S1,S2,A and B, we cover the following cases:
• S1,S2  0,A = B = 0: eigenvalues are real. Thm. 1 ensures that we only
have attraction. Far from ω∗, the gradient points to ω∗ (See Fig. 10.2a) and
thus c(α) = 1 for α 1 and c(α) = −1 for α 1. Since ω′ is not exactly ω∗,
we observe a quick sign switch of the Path-angle around α = 1. We plotted
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the average Path-angle over different approximate optima in Fig. 10.2a (see
appendix for details).
• S1,S2 = 0,A = −B>: eigenvalues are pure imaginary. Thm. 1 ensures that
we only have rotations. Far from the optimum the gradient is orthogonal
to the direction that points to ω (See Fig. 10.2b). Thus, c(α) vanishes for
α 1 and α 1. Because ω′ is not exactly ω∗, around α = 1, the gradient is
tangent to the circles induced by the rotational dynamics and thus c(α) = ±1.
That is why in Fig. 10.2b we observe a bump in c(α) when α is close to 1.
• General high dimensional LSSP (3.4). The dynamics display both attraction
and rotation. We observe a combination of the sign switch due to the attrac-
tion and the bump due to the rotation. The higher the bump, the closer we
are to pure rotations. Since we are performing a low dimensional visualiza-
tion, we actually project the gradient onto our direction of interest. That is
why the Path-angle is significantly smaller than 1 in Fig. 10.2c.
5 Numerical results on GANs
Losses. We focus on two common GAN loss formulations: we consider both
the original non-saturating GAN (NSGAN) formulation proposed in Goodfellow
et al. [2014] and the WGAN-GP objective described in Gulrajani et al. [2017].
Datasets. We first propose to train a GAN on a toy task composed of a
1D mixture of 2 Gaussians (MoG) with 10,000 samples. For this task both the
generator and discriminator are neural networks with 1 hidden layer and ReLU
activations. We also train a GAN on MNIST, where we use the DCGAN archi-
tecture [Radford et al., 2016] with spectral normalization(see Appendix D §3.2 for
details). Finally we also look at the optimization landscape of a state of the art
ResNet on CIFAR10 [Krizhevsky and Hinton, 2009].
Optimization methods. For the mixture of Gaussian (MoG) dataset, we
used the full-batch extragradient method [Korpelevich, 1976, Gidel et al., 2019b].
We also tried to use standard batch gradient descent, but this led to unstable
results indicating that gradient descent might indeed be unable to converge to
stable stationary points due to the rotations (see Appendix D §3.4). On MNIST
and CIFAR10, we tested both Adam [Kingma and Ba, 2015] and ExtraAdam [Gidel
et al., 2019b]. The observations made on models trained with both methods are
very similar. ExtraAdam gives slightly better performance in terms of inception
score [Salimans et al., 2016], and Adam sometimes converge to unstable points,
thus we decided to only include the observations on ExtraAdam, for more details
on the observations on Adam (see §3.5). As recommended by Heusel et al. [2017], we
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(f) CIFAR10, IS = 7.65
Figure 10.3: Path-angle for NSGAN (top row) and WGAN-GP (bottom row) trained
on the different datasets, see Appendix D §3.3 for details on how the path-angle is com-
puted. For MoG the ending point is a generator which has learned the distribution. For
MNIST and CIFAR10 we indicate the Inception score (IS) at the ending point of the in-
terpolation. Notice the “bump" in path-angle (close to α = 1.0), characteristic of games
rotational dynamics, and absent in the minimization problem (d). Details on error bars
in Appendix D §3.3.
chose different learning rates for the discriminator and the generator. All the hyper-
parameters and precise details about the experiments can be found in Appendix D
§3.1.
5.1 Evidence of rotation around locally stable stationary
points in GANs
We first look, for all the different models and datasets, at the path-angles be-
tween a random initialization (initial point) and the set of parameters during train-
ing achieving the best performance (end point) (Fig. 10.3), and at the eigenvalues
of the Jacobian of the game vector field for the same end point (Fig. 10.4). We’re
mostly interested in looking at the optimization landscape around LSSPs, so we
first check if we are actually close to one. To do so we look at the gradient norm
around the end point, this is shown by the orange curves in Fig.10.3, we can see
that the norm of the gradient is quite small for all the models meaning that we are
close to a stationary point. We also need to check that the point is stable, to do
so we look at the eigenvalues of the Game in Fig. 10.4, if all the eigenvalues have
positive real parts then the point is also stable. We observe that most of the time,
the model has reached a LSSP. However we can see that this is not always the
case, for example in Fig. 10.4d some of the eigenvalues have a negative real part.
We still include those results since although the point is unstable it gives similar
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(f) CIFAR10, IS = 7.65
Figure 10.4: Eigenvalues of the Jacobian of the game for NSGAN (top row) andWGAN-
GP (bottom row) trained on the different datasets. Large imaginary eigenvalues are
characteristic of rotational behavior. Notice that NSGAN and WGAN-GP objectives lead
to very different landscapes (see how the eigenvalues of WGAN-GP are shifted to the right
of the imaginary axis). This could explain the difference in performance between NSGAN
and WGAN-GP.
performance to a LSSP.
Our first observation is that all the GAN objectives on both datasets have a
non zero rotational component. This can be seen by looking at the Path-angle
in Fig. 10.3, where we always observe a bump, and this is also confirmed by the
large imaginary part in the eigenvalues of the Jacobian in Fig. 10.4. The rotational
component is clearly visible in Fig. 10.3d, where we see no sign switch and a clear
bump similar to Fig. 10.2b. On MNIST and CIFAR10, with NSGAN and WGAN-
GP (see Fig. 10.3), we observe a combination of a bump and a sign switch similar to
Fig. 10.2c. Also Fig. 10.4 clearly shows the existence of imaginary eigenvalues with
large magnitude. Fig. 10.4c and 10.4e. We can see that while almost all models
exhibit rotations, the distribution of the eigenvalues are very different. In particular
the complex eigenvalues for NSGAN seems to be much more concentrated on the
imaginary axis while WGAN-GP tends to spread the eigenvalues towards the right
of the imaginary axis Fig. 10.4e. This shows that different GAN objectives can
lead to very different landscapes, and has implications in terms of optimization,
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(c) CIFAR10, IS = 7.33
Figure 10.5: NSGAN. Top k-Eigenvalues of the Hessian of each player (in terms of
magnitude) in descending order. Top Eigenvalues indicate that the Generator does not
reach a local minimum but a saddle point (for CIFAR10 actually both the generator and
discriminator are at saddle points). Thus the training algorithms converge to LSSPs which
are not Nash equilibria.
5.2 The locally stable stationary points of GANs are not
local Nash equilibria
As mentioned at the beginning of §5.1, the points we are considering are most
of the times LSSP. To check if these points are also local Nash equilibria (LNE)
we compute the eigenvalues of the Hessian of each player independently. If all
the eigenvalues of each player are positive, it means that we have reached a DNE.
Since the computation of the full spectrum of the Hessians is expensive, we restrict
ourselves to the top-k eigenvalues with largest magnitude: exhibiting one significant
negative eigenvalue is enough to indicate that the point considered is not in the
neighborhood of a LNE. Results are shown in Fig. 10.5 and Fig. 10.6, from which
we make several observations. First, we see that the generator never reaches a
local minimum but instead finds a saddle point. This means that the algorithm
converges to a LSSP which is not a LNE, while achieving good results with respect
to our evaluation metrics. This raises the question whether convergence to a LNE
is actually needed or if converging to a LSSP is sufficient to reach a good solution.
We also observe a large difference in the eigenvalues of the discriminator when
using the WGAN-GP v.s. the NSGAN objective. In particular, we find that the
discriminator in NSGAN converges to a solution with very large positive eigenvalues
compared to WGAN-GP. This shows that the discriminator in NSGAN converges
to a much sharper minimum. This is consistent with the fact that the gradient
















































































(b) MNIST, IS = 9.46















(c) CIFAR10, IS = 7.65
Figure 10.6: WGAN-GP. Top k-Eigenvalues of the Hessian of each player (in terms
of magnitude) in descending order. Top Eigenvalues indicate that the Generator does
not reach a local minimum but a saddle point. Thus the training algorithms converge to
LSSPs which are not Nash equilibria.
6 Discussion
Across different GAN formulations, standard optimization methods and
datasets, we consistently observed that GANs do not converge to local Nash
equilibria. Instead the generator often ends up being at a saddle point of the
generator loss function. However, in practice, these LSSP achieve really good
generator performance metrics, which leads us to question whether we need a
Nash equilibrium to get a generator with good performance in GANs and whether
such DNE with good performance does actually exist. Moreover, we have provided
evidence that the optimization landscapes of GANs typically have rotational
components specific to games. We argue that these rotational components are
part of the reason why GANs are challenging to train, in particular that the
instabilities observed during training may come from such rotations close to LSSP.
It shows that simple low dimensional examples, such as for instance Dirac GAN,
does capture some of the arising challenges for training large scale GANs, thus,
motivating the practical use of method able to handle strong rotational compo-
nents, such as extragradient [Gidel et al., 2019b], averaging [Yazıcı et al., 2019],
optimism [Daskalakis et al., 2018] or gradient penalty based methods [Mescheder
et al., 2017, Gulrajani et al., 2017].
91
11 Conclusions, Discussions,and Perspectives
1 Summary and Conclusions
In this thesis, we have investigated several aspects of learning in multi-player
games. In the first contribution, we tackled the issue of the existence of equilib-
rium in nonconvex-nonconcave games by introducing a novel realistic assumption.
In practice, although the payoff function may be nonconvex-nonconcave with re-
spect to the model parameters, it is convex-concave as a function of the models
themselves.
The investigation of the notion of equilibria in games has recently been an active
research topic in the community. For instance, defining what is local optimality in
games is a complex question that has been examined by [Jin et al., 2019, Zhang
et al., 2020]. Alternative notions of equilibria such as Stackelberg equilibria have
been studied by Fiez et al. [2020]. To our knowledge, our theorem is a novel
existence result of equilibrium for nonconvex-nonconcave payoffs that contrast with
the counter-example proposed by Jin et al. [2019]. Our work’s main takeaway is
that games like GANs of Starcraft II have an equilibrium because they satisfy the
specific assumptions presented in the first contribution.
The rest of this thesis focus on the optimization of games. In the second contri-
bution, we proposed a principled optimization perspective for GANs based on the
variational inequality literature. In that work, we introduced a novel optimization
algorithm leveraging the idea of extrapolation, providing state-of-the-art results on
GANs at the time.
In the third contribution, we used linear algebra tools to analyze the impact
of momentum in the optimization of games. One of the conclusions drawn from
this work was relatively surprising: unlike in standard minimization for which the
optimal momentum hyperparameter is close to 1, in games, the optimal hyperpa-
rameter can be negative.
At the time of publication of the second and third publication, the theoretical
study of the optimization of games in the context of machine learning was at its
premises [Gidel et al., 2017, Palaniappan and Bach, 2016, Mescheder et al., 2017,
Daskalakis et al., 2018]. In these works we have identified that the simple bilinear
unconstrained matrix game was an interesting case study. We showed, among other
things, that the extragradient method and the alternating gradient method with
negative momentum were converging linearly on that problem.
The analysis of this simple example, also proposed by [Daskalakis et al., 2018],
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opened a rich research direction and many publications subsequently used that case
study to test and develop new optimization methods for games [Abernethy et al.,
2019, Chavdarova et al., 2019, Yazıcı et al., 2019, Mokhtari et al., 2020, Ibrahim
et al., 2020, Azizian et al., 2020a,b]. Moreover, it sheds into light the fact that,
in minimax games, some first-order methods can convergence linearly even in the
absence of strong convex-concavity.
In the final contribution, we proposed an empirical study of the landscape of the
optimization vector field of practical GANs. The study of the practical landscapes
was not new at the time [Choromanska et al., 2015, Kawaguchi, 2016, Li et al.,
2018].
The novelty of this work comes from the fact that we focused on games that are
multi-objective optimization problems. We argued that the tools developed for the
study of standard minimization landscapes were not suited to the games’ optimiza-
tion landscape. We gave strong empirical evidence that the landscape of GANs had
some rotational components that cannot occur in standard minimization. Such ob-
servation is a strong argument in favor of principled methods to tackle rotations
such as extrapolation or negative momentum. Moreover, we also provided empiri-
cal evidence that standard training methods were converging to stationary points
that are locally stable but not local Nash equilibria. The theoretical existence of
such locally stable stationary points that are not local Nash equilibria has been
previously noticed by Mazumdar et al. [2020], Adolphs et al. [2018], Daskalakis
and Panageas [2018]. However, there was no prior evidence that it could happen
in practice.
Since Nash equilibria (and their local version) is the standard notion of equi-
librium in games, this phenomenon is relatively counter-intuitive and raises the
question of whether (local) Nash equilibria are needed to achieve good performance
in GANs.
2 Discussions and Perspectives
While this thesis provides significant progress toward understanding multi-
player games in the context of machine learning, important open questions remain.
We will divide these questions into three categories: a theoretical study of games
in ML, optimization of games, and the design of new practical formulations at the
intersection of games and ML.
Theoretical study of games in ML. Many ML applications involve games
with more than two players such as Diplomacy [Kraus and Lehmann, 1988, Kraus
et al., 1989, Paquette et al., 2019, Anthony et al., 2020], DOTA [Berner et al.,
2019], Texas Hold’em poker [Brown and Sandholm, 2019] or market designs [Lay
and Barbu, 2010, Balduzzi, 2014]. Understanding what is (local) optimality in such
complex games where each player has a non-convex loss is a fascinating question.
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In the context of ML, an interesting notion to explore is the concept of coarse
correlated equilibria (CCE) [Aumann, 1974]. CCE are a compelling notion because
they can be computed in polynomial time for many compactly represented multi-
player games [Papadimitriou, 2007] and because such notion is more relevant than
Nash equilibria in cooperation games such as the prisoner dilemma [Axelrod and
Hamilton, 1981].
Optimization of games. Optimization with first-order methods is quite well
understood in the context of minimization. For strongly convex and Lipschitz
objective, the community has defined a notion of conditioning of the problem.
The condition number is a value that represents the difficulty of the problem (in
terms of optimization). A classical result [Nesterov, 2004] shows that first-order
methods cannot converge faster than a geometric rate depending on the condition
number of the problem. Method that achieves this lower bound has been proposed
by [Polyak, 1964] and Nesterov [1983]. However, in minimax games, and more
generally in multi-player games, the gap between lower and upper convergence
bound is far from being bridged [Azizian et al., 2020a, Ibrahim et al., 2020, Zhang
et al., 2019]. One key component to take into account in the conditioning of a game
is that some methods such as extragradient converge linearly even in the absence of
strong convex-concavity [Tseng, 1995, Azizian et al., 2020a]. Thus, the conditioning
of a game must incorporate a notion of interaction between the players.
Another challenging technical problem in game optimization is the notion of
merit function. Actually, as discussed in § 2.4, the standard merit function G
defined in (2.7) may be infinite almost everywhere when dealing with unbounded
constraints sets. In that case, a convergence analysis using that merit function
is not possible. Thus, one interesting research direction is to identify new gap
functions to analyze such optimization problems. One way would be to use a
perturbed gap function such as the one used by [Monteiro and Svaiter, 2011].
One important question remaining is the problem of convergence guarantees in
the context of nonconvex-nonconcave minimax optimization (and more generally in
the context of multi-player games with non-convex payoffs). Unlike in non-convex
minimization, where a notion of global guarantee can be obtained, in games, there is
currently no proof of convergence guarantees for a first-order algorithm (see §1.2 for
more details). Some negative results have been recently provided by Letcher [2020]
and Hsieh et al. [2020]. However, as argued in the first contribution, the multi-
player games encountered in practical ML applications have a particular structure,
exhibited in the first contribution, that could potentially be leveraged to prove
some positive results.
Design of new game for ML formulations. Generative adversarial net-
works [Goodfellow et al., 2014] and adversarial training [Madry et al., 2018] are
arguably the two most popular adversarial training formulation in machine learn-
ing. However, such formulations’ potential is significant and could be leveraged to
tackle challenging ML problems such as the inference of causal relationship [Ar-
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jovsky et al., 2019, Ahuja et al., 2020] or the generation of adversarial examples
with no interaction with the attacked model [Bose et al., 2020].
Another interesting direction to explore is the design of cooperation games
using ML. The machine learning community is just starting to get interested in
such challenges [Bard et al., 2020, Foerster et al., 2019], though the game theory
literature has studied the notion of cooperation in games decades ago [Axelrod
and Hamilton, 1981] and could provide many case studies and insights to design
cooperative games for ML.
Mot de la fin. The problems presented here are fascinating challenges that
can constitute rich and diverse research directions for many years but also push
forward the understanding of how humans think and learn.
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Games Played with Neural
Networks
1 Relevance of the Minimax theorem in the
Context of Machine Learning
A notorious ML application which has a minimax formulation is adversarial
training where a classifier is trained to be robust against adversarial attack. From
a game-theoretic perspective, the adversarial attack is picked after the classifier f
is set and thus it corresponds to a best response. From a learning perspective, the
goal is to learn to be robust to adversarial attacks specifically designed against the
current classifier. Such an equilibrium is called a Stackelberg Equilibrium [Conitzer
and Sandholm, 2006].
In games with imperfect information such as Colonel Blotto, Poker, or StarCraft
II the players must commit to a strategy without the knowledge of the strategy
picked by their opponent. In that case, the agents cannot design attacks specific
to their opponent, because such attacks may be exploitable strategies. It is thus
strictly equivalent to consider that the players simultaneously pick their respective
strategies and then reveal them. Thus, a meaningful notion of playing the game
must have a value and an equilibrium.
In machine learning applications, each player is trained using local informa-
tion (though gradient or RL based methods). Because the behavior of the players
changes slowly, they cannot have access to the best response against their oppo-
nent. In order to illustrate that point, let us consider the example of Generative
Adversarial Networks. The two agents (the generator and the discriminator) are
usually sequentially updated using a gradient method with similar step-sizes. Dur-
ing training, one cannot expect an agent to find a best response in a single (or few)
gradient steps. To sum-up, since local updates are performed one must expect to
reach a point (if it exists) that is locally stable. In this work, we show that there
actually exists a global approximate equilibrium for a large class of parametrized
games.
2 Interpretation of Equilibria in Latent Games
In latent games, players embed in mapping spaces in order to solve the game.
When we consider a standard normal form game ϕ that we try to solve using
113
mappings to approximate mixtures of strategies, we are actually playing a lim-
ited capacity version of the game that heavily depends on the expressivity of the
mappings in the classes F and G.
Such a limitation may be interpreted as limitations on the skills of the players.
It intuitively makes sense that such limitations would change the optimal way to
play the game: the optimal way to play StarCraft II is different for players that
can perform 10 versus 100 actions per second. Thus, if the goal is to train agents
to compete with humans, one needs to set a class G that (roughly) corresponds
to human skills. Setting “fair” constraints on the RL agents trained to play the
game of StarCraft II has been an important issue Vinyals et al. [2019] and can be
understood as setting the right class G in a latent game.
Similarly a player would not play poker the same way if they had no memory
of their opponents’ behavior in previous games.
Similarly, in the context of Generative Adversarial Networks, it has been ar-
gued that setting a restricted function class for the discriminator provides a more
meaningful loss and describes an achievable learning task for the generator Arora
et al. [2017], Huang et al. [2017]. The final task is to generate pictures that are
realistic according to the human metric. Such task is way looser – and thus easier
to achieve – than for instance minimizing the KL divergence or the Wasserstein
distance between the real data distribution and the generated distribution.
To sum-up, the equilibrium of a latent game provides a notion of limited-
capacity-equilibrium that can define a target that correspond to agents with ex-
pressive and realistic behavior. In many tasks, our goal is to train agents that
outperform human using human realistic limitations: it is important to constrain
the agent in order to prevent it to play 105 actions per minute but it is also impor-
tant to constrain its opponent because we would like opponent to try to exploit the
main agent in a semantically meaningful way and not by designing very specific
’adversarial example’ strategies –e.g., very precise positions of units that breaks
the vision system of the main agent – that a human player could not perform.
This idea of modeling the limitations of realistic players play suboptimally is
related to the notion of games with bounded rationality [Simon, 1969, Rubinstein
and Dalgaard, 1998, Papadimitriou and Yannakakis, 1994, Kalai, 1990] or bounded
computation [Halpern and Pass, 2015]. However, bounded rationality models play-
ers that do not optimize their reward function [Rubinstein and Dalgaard, 1998],
the corresponding literature aims to model a process a choice for players not al-
ways maximizing their reward. Bounded computation refers to studies of games
where players pay for the (time) complexity of the strategy they use. The notion
of limited-capacity in latent games is a limitation on the representative power of
the function (or distribution) spaces. The literature has not thoroughly considered
limitations on representational power – a gap that is critical to address, given that
neural nets are now a major workhorse in AI and ML.
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3 Proof of results from Section 5
3.1 Proof of Proposition 1
Before proving this proposition let us state Sion’s minimax theorem.
Theorem 1 (Minimax theorem [Sion et al., 1958]). If U and V are convex and










Let us now state our proposition.
Proposition 1. Let ϕ be a game that follows Assumption 1. If GΘ and FΩ are









ϕ̃(f, p) , (5.5)
where hull(GΘ) and hull(FΩ) are either defined in (5.3) or in (5.4), depending on
the type player.
Proof. For simplicity and conciseness we note, F = FΩ and G = GΘ. The sets
hull(F) and hull(G) are convex by construction. However, they are not compact in
general. However, since G is assumed to be a compact set we then have that under
mild assumptions (namely, that F and G belong to a completely metrizable locally
convex space) that the closure of hull(G) is compact [Aliprantis and Border, 2006,










Moreover there exists (wi)i≥0, (θi)i≥0, λi ≥ 0 ,
∑
i≥0 λi = 1 and
ρi ≥ 0 ,
∑
i≥0 ρi = 1 such that,









This comes from the fact that any element in closure(hull(F)) can be written as∑
i≥0 λifwi :
Lemma 1. Let U be a compact set that belongs to a completely metrizable locally
convex space. Then the closure of the convex hull of U is compact and we have that
closure(hull(U)) = {∑i≥0 λiui , λi ≥ 0 , ∑i≥0 λi = 1 , ui ∈ U}.
Proof. Let us consider a sequence (un) ∈ conv(U)N, we have un =
∑Kn
i=0 λi,nui,n
where ui,n ∈ U , ∀i, n ∈ N. Since λi,n ∈ [0, 1] and ui,n ∈ U that are compact
sets these sequences have a convergent subsequence. By Cantor diagonalization
process, (xn) has a convergent subsequence.
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Input space: x ∈ [0, 1]
Output space: y = f(x)
(a) ReLU networks of width p can represent any p-
piecewise linear function. The point-wise average f3 of
two ReLU neural networks f1 and f2 is a piecewise lin-





















(b) Latent mixture of g1 and g2: For k ∈ {1, 2, 3}
the transformation gk maps the uniform distribution on
[0, 1] into a distribution on the output space: x ∼ pgi
iff x = gi(z) , z ∼ U([0, 1]). In that case, pg1 and pg2
are respectively the uniform distribution over I1 and
I2. The function g3 represents a distribution that puts
half of its mass uniformly on I1 and the other half on
I2.
Figure A.1: Difference between pointwise averaging of function and latent mixture of
mapping.
3.2 Proof of Theorem 2
We will prove a result a bit more general that the result stated in the main
paper,
Theorem 2. Let ϕ a game that satisfies the assumptions of Proposition 1. If ϕ̃ is




ln(N (Θ, ε2L)) and KΘε ≤
4Dθ
ε2
ln(N (Ω, ε2L)) (3.4)
where N (H, ε′) is the number of ε′-balls necessary to cover the set A and the
quantities Dw and Dθ are defined as Dw := maxw,w′,θ ϕ(w, θ) − ϕ(w′, θ) and
Dθ := maxw,θ,θ′ ϕ(w, θ)− ϕ(w, θ′).
In the literature,the quantity N (H, ε′) is called covering number of the set H.
By definition of compactness, it is finite whenH is compact. It is a complexity mea-
sure of the set H that has been extensively studied in the context of generalization
bounds [Mohri et al., 2012, Shalev-Shwartz and Ben-David, 2014].
Proof. This proof is largely inspired from the proof of [Lipton and Young, 1994,
Theorem 2] and [Arora et al., 2017, Theorem B.3]. The difference with [Arora et al.,
2017, Theorem B.3] is that we make appear a notion of condition number and we
provide this proof in a context more general than [Arora et al., 2017, Theorem B.3]
who was focusing on GANs.
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One way to insure that Dw amd Dθ have bounded value is by assuming that
Θ and Ω have a finite diameter, we then have that the values of Dw and Dθ are
respectively bounded by L diam(Θ) and L diam(Ω). Note that is practice one also
may have that the payoff is bounded between −1 (losing) and 1 (winning).
By Proposition 1 we have that there exists f ∗ and p∗ such

















k=1 ρk = 1.







where wk, 1 ≤ k ≤ n are defined in (3.6) and are drawn independently from the
multinomial of weights (λk)k=1...∞.
Let assume that Θ has a finite covering number N (Θ, ε/(2L)) (in the following
we will show that if Ω is compact then, its covering number is finite and we will give
an explicit bound on it when Ω ⊂ Rp). Let us recall that covering number of Θ is the
smallest number of ε balls needed to cover Θ. Let us consider θi , 1 ≤ i ≤ N (Θ, ε2L)
the center of these balls where L is the Lipschitz constant of ϕ. Using Hoeffding’s
inequality, for any θi , 1 ≤ i ≤ N (Θ, ε2L) we have that,
P(ϕ̃(f ∗n, pθi)− ϕ̃(f ∗, pθi) < ε/2) ≤ e
−nε2
2D2w (3.8)
where Dw is a bound on the variations of ϕ defined as
Dw := max
w,w′,θ
ϕ(w, θ)− ϕ(w′, θ) . (3.9)
Note that because we assumed that ϕ̃ is bilinear, the bound on the variations of ϕ




λifwi , pθ)− ϕ̃(
∑
i
λ′ifw′i , pθ) =
∑
i




λiDw = Dw. (3.11)
Thus, using standard union bounds,
P
(
ϕ̃(f ∗n, pθi)− ϕ̃(f ∗, pθi) < ε/2 , ∀1 ≤ i ≤ N (G, ε2L̃)
)




Let us now consider
p̂n ∈ arg min
p∈closure(hull(G))
ϕ̃(f ∗n, p) = arg min
θ∈Θ
ϕ̃(f ∗n, pθ) (3.13)
Note that this minimum is achieved with q ∈ G because we assumed that the
function ϕ̃ is bilinear (and thus a minimum with respect to a convex hull is always
achieved at an atom).1 Thus there exists θ̂n ∈ Θ such that p̂n = pθ̂n .
Since ϕ is L-Lipschitz and since we have that (θi) is an ε2L -covering there exists
a θi that is ε2L -close to θ̂n and thus,
|ϕ̃(f ∗n, pθi)− min
p∈closure(hull(G))






∣∣∣∣ ≤ ε/2 . (3.14)




ϕ(f ∗n, p) ≥ ϕ̃(f ∗n, pθi)− ε/2 (3.15)
> ϕ̃(f ∗, pθi)− ε (3.16)
= V (Ω,Θ)− ε (3.17)
Thus for n > 4D2w
ε2





ϕ(f ∗n, p) > V (Ω,Θ)− ε
)
< 1 (3.18)
Since this probability is strictly smaller than one, for any ε′ > 0, among all the
possible sampled f ∗n there exist at least one such that
min
p∈closure(hull(G))





ln(Θ, ε2L) . (3.20)
A similarly we can prove a bound on KΘε .
Then, we will use a simple bound for the covering number Θ ⊂ Rd that can be
found in Shalev-Shwartz and Ben-David [2014],














1Note that we could get rid of the bilinear assumption by replacing the covering number of Θ
by the covering number of hull(G). However the asymptotic behavior of the latter (when ε→ 0)
may be challenging to bound. We thus decided to focus on bilinear examples since the covering
number for finite dimensional compact sets is a well studied quantity.
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3.3 Proof of Proposition 3




k=1 fwk = fw.
Proof. We will prove this result for an abitrary convex combination. Let us recall




ai ReLU(c>i x+ di) + bi (3.23)
where ai, bi ∈ Rdout , ci ∈ Rd and di ∈ R. Then, let us consider K such functions







λk(ai,k ReLU(c>i,kx+ di,k) + bi,k) (3.24)
where λk ≥ 0 , 1 ≤ k ≤ K and
∑K
k=1 λk = 1.




ãi,k ReLU(c>i,kx+ di,k) + b̃i,k (3.25)
which is a ReLU network with K · p parameters.
3.4 Proof of Proposition 2
Proposition 2. If din = 1 and if for all θ ∈ Θ, z ∈ [0, 1], gθ(z) ∈ [0, 1]d and gθ
is constant outside of [0, 1], then for any θk, , ‖θk‖ ≤ R , k = 1 . . . K, there exists
θ ∈ [−KR,KR]K(p+6) such that dTV ( 1n
∑K
k=1 pθk , pθ) ≤ 1/R where dTV is the total
variation distance.
Proof. We will prove the first part of this theorem for an arbitrary number K
of mappings. Let g be a two-layers ReLU network of width p, the probability
distribution πg induced by g verifies,
πg(S) = `(g−1(S)) , ∀S measurable in [0, 1]dout . (3.26)
where ` is the Lesbegues measure on [0, 1]d. The convex combination π of












Using the properties of the Lesbegues measure we have that ∀λ > 0, b ∈ R
λ`(U) = `(λU + b) , (3.27)
where λU is the dilation of the set U and U + b its translation by b. thus, we have








k (S) + bk = {λkx+ bk : x ∈ [0, 1] , gk(x) ∈ S} (3.28)
= {x : x ∈ [bk, λk + bk] , gk(x/λk + bk) ∈ S} (3.29)
Then, setting bk :=
∑k−1
i=0 λk ∈ [0, 1], we get by construction that bk+1 = bk + λk
and thus that the sets Sk := [bk, λk + bk] are a partition of [0, 1]. Finally, if we note
g̃ the function,
g̃(x) = gk(x/λk + bk) if x ∈ [bk, bk+1] (3.30)










However, the proof is not over because g̃ is not continuous and thus is not a ReLU
network. We will now construct a ReLU network that approximate the distribution
induced by g̃. Let us recall that we assumed that gk(x) = gk(0) , ∀x < 0 and
gk(x) = gk(1) , ∀x > 1. Let us introduce the approximated "step" function hk that









0 if x < 0
1 if x > δ
x/δ otherwise.
(3.32)
Thus we can introduce the ReLU net g̃k defined as
g̃k(x) := gk(x/λk + bk)− gk(0)hδ(−x+ bk)− gk(1)hδ(x+ bk+1) (3.33)
=
{
0 if x < bk or x > bk+1
gk(x/λk + bk) if bk + δ < x < bk+1 − δ
(3.34)
Finally we have that the sum of g̃k for k = 1, . . . K is a ReLU neural network with












Moreover, since gk has p parameters in [−R,R] we have that g̃k has p+6 parameters
that are in [−R/λk, R/λk]. Since we assumed that the parameters of the ReLU
network should be bounded by KR we have that we cannot pick the parameters
gk(0)/δ andgk(1)/δ larger than KR.
Thus by setting λk = 1/K, there exists a ReLU network with K(p+ 6) param-












3.5 Proof of Theorem 1
Theorem 1. Let ϕ be a L-Lipschitz nonconcave-nonconvex game with values
bounded by D that follows Assumption 1 for which the payoff ϕ̃ is bilinear and L̃ Lip-
schiz. The players are assumed to be parametrized by ReLU networks g : Rd → Rdout
with parameters smaller than R, and satisfies one of the three following cases:
• both players are functions and at least one of the function set is bounded
(for instance by clipping the parameters). For any ε > 0 there exists




ϕ(w∗ε , θ) + ε ≥ max
w∈Rpε
‖w‖≤R
ϕ(w, θ∗ε ) . (3.35)




• The first player is a distribution with din = 1 and the second player is a










ϕ(w, θ∗ε ) . (3.36)
where pε ≥ ε2D
√
p
log(4L√p/ε) − 6 and Rε ≥ R pεp
• both players are distributions with din = 1. this is for instance the setting of










ϕ(w, θ∗ε ) . (3.37)
where pε ≥ ε2D
√
p
log(4L√p/ε) − 6 and Rε ≥ R pεp
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Proof. Let ε > 0 and let us consider ReLU networks with pε parameters in [−Rε, Rε]
(we will set those quantities later). For simplicity here Ω = Θ = [−Rε, Rε]p. Theo-
rem 2 says that an ε-equilibrium can be achieved with a uniform convex combination
of Kε networks.
Let us consider the case where the first player is a function and the second
player is a distribution.
For the first player, one can apply Proposition 3 to say that such a convex
combination of Kε functions can be expressed with a larger network that has Kε ·pε
parameters in [−Rε, Rε].
For the second player, once can apply Proposition 2 to get that that such
a uniform convex combination of Kε functions can be expressed up to precision
1/KεRε with a larger network that has Kε · pε parameters in [−KεRε, KεRε].
Thus we get that a sufficient condition for ε-approximate equilibrium of the
game ϕ to be achieved by a ReLU network with p parameters in [−R,R] is that,










































Rε ≤ R . (3.41)
Finally, since in Proposition 2 we approximate such uniform convex combination up
to a TV distance 1/R and since we assumed that ϕ was L̃-Lipschitz (with respect









In this section, we recall usual definitions and lemmas from convex analysis.
We start with the definitions and lemmas regarding the projection mapping.
1.1 Projection mapping
Definition 3. The projection PΩ onto Ω is defined as,
PΩ(ω′) ∈ arg min
ω′∈Ω
‖ω − ω′‖22 . (1.1)
When Ω is a convex set, this projection is unique. This is a consequence of the
following lemma that we will use in the following sections: the non-expansiveness
of the projection onto a convex set.
Lemma 2. Let Ω a convex set, the projection mapping PΩ : Rd → Ω is nonexpan-
sive, i.e.,
‖PΩ(ω)− PΩ(ω′)‖2 ≤ ‖ω − ω′‖2 , ∀ω,ω′ ∈ Ω . (1.2)
This is standard convex analysis result which can be found for instance in [Boyd
and Vandenberghe, 2004]. The following lemma is also standard in convex analysis
and its proof uses similar arguments as the proof of Lemma 2.
Lemma 3. Let ω ∈ Ω and ω+ := PΩ(ω + u), then for all ω′ ∈ Ω we have,
‖ω+ − ω′‖22 ≤ ‖ω − ω′‖22 + 2u>(ω+ − ω′)− ‖ω+ − ω‖22 . (1.3)
Proof of Lemma 3. We start by simply developing,
‖ω+ − ω′‖22 = ‖(ω+ − ω) + (ω − ω′)‖22
= ‖ω − ω′‖22 + 2(ω+ − ω)>(ω − ω′) + ‖ω+ − ω‖22
= ‖ω − ω′‖22 + 2(ω+ − ω)>(ω+ − ω′)− ‖ω+ − ω‖22 .
Then since ω+ is the projection onto the convex set Ω of ω + u, we have that
(ω+− (ω+u))>(ω+−ω′) ≤ 0 , ∀ω′ ∈ Ω, leading to the result of the Lemma.
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1.2 Smoothness and Monotonicity of the operator
Another important property used is the Lipschitzness of an operator.
Definition 4. A mapping F : Rp → Rd is said to be L-Lipschitz if,
‖F (ω)− F (ω′)‖2 ≤ L‖ω − ω′‖2 , ∀ω,ω′ ∈ Ω . (1.4)
In this paper, we also use the notion of strong monotonicity, which is a gen-
eralization for operators of the notion of strong convexity. Let us first recall the
definition of the latter,
Definition 5. A differentiable function f : Ω→ R is said to be µ-strongly convex
if
f(ω) ≥ f(ω′) +∇f(ω′)>(ω − ω′) + µ2‖ω − ω
′‖22 ∀ω,ω′ ∈ Ω . (1.5)
Definition 6. A function (θ,ϕ) 7→ L(θ,ϕ) is said convex-concave if L(·,ϕ) is
convex for all ϕ ∈ Φ and L(θ, ·) is concave for all θ ∈ Θ. An L is said to be
µ-strongly convex-concave if (θ,ϕ) 7→ L(θ,ϕ)− µ2‖θ‖22 + µ2‖ϕ‖22 is convex-concave.
If a function f (resp. L) is strongly convex (resp. strongly convex-concave), its
gradient ∇f (resp. [∇θL −∇ϕL]>) is strongly monotone, i.e.,
Definition 7. For µ > 0, an operator F : Ω→ Rd is said to be µ-strongly monotone
if
(F (ω)− F (ω′))>(ω − ω′) ≥ µ‖ω − ω′‖22 . (1.6)
2 Gradient methods on unconstrained bilinear
games
In this section, we will prove the results provided in §3, namely Proposition 1,
Proposition 2 and Theorem 1. For Proposition 1 and 2, let us recall the context.






θ · φ (2.1)
2.1 Proof of Proposition 1
Let us first recall the proposition:
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Proposition 1. The simultaneous iterates diverge geometrically and the alternat-
ing iterates defined in (3.5) are bounded but do not converge to 0 as
Simultaneous: θ2t+1 +φ2t+1 = (1+η2)(θ2t +φ2t ) , Alternating: θ2t +φ2t = Θ(θ20 +φ20)
(2.2)
where ut = Θ(vt)⇔ ∃α, β, t0 > 0 such that ∀t ≥ t0, αvt ≤ ut ≤ βvt.
The uniform average (θ̄t, φ̄t) := 1t
∑t−1
s=0(θs, φs) of the simultaneous updates
(resp. the alternating updates) diverges (resp. converges to 0) as,












Proof. Let us start with the simultaneous update rule:{
θt+1 = θt − ηφt
φt+1 = φt + ηθt .
(2.4)
Then we have,
θ2t+1 + φ2t+1 = (θt − ηφt)2 + (φt + ηθt)2 (2.5)
= (1 + η2)(θ2t + φ2t ) . (2.6)
The update rule (2.4) also gives us,{
ηφt = θt − θt+1
ηθt = φt+1 − φt .
(2.7)
Summing (2.7) for 0 ≤ t ≤ T − 1 to get telescoping sums, we get
(η2T 2)(φ̄2T + θ̄2T ) = (θ0 − θT )2 + (φ0 − φT )2 (2.8)
= ((1 + η2)T + 1)(θ20 + φ20)− 2θ0θT − 2φ0φT (2.9)
= Θ
(
(1 + η2)T ((θ20 + φ20)
)
. (2.10)
Let us continue with the alternating update rule{
θt+1 = θt − ηφt
φt+1 = φt + ηθt+1 = φt + η(θt − ηφt)
(2.11)



















conjugate eigenvalues which are
λ± = 1− η
η ± i√4− η2
2 (2.13)
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and their squared magnitude is equal to det(M) = 1 − η2 + η2 = 1. We
can diagonalize M meaning that there exists P an invertible matrix such that
































≤ ‖P−1‖‖P‖(θ20 + φ20) (2.15)
where ‖ · ‖C is the norm in C2 and ‖P‖ := maxu∈C2 ‖Pu‖C‖u‖C is the induced matrix
norm. The same way we have,
















≤ ‖P−1‖‖P‖(θ2t + φ2t )
(2.16)
Hence, if θ20 + φ20 > 0, the sequence (θt, φt) is bounded but do not converge to 0.
Moreover the update rule gives us,
{
ηφt = θt − θt+1























φT−1 − φ0 + ηθ0
ηT
(2.17)
Consequently, since θ2t + φ2t = Θ(θ20 + φ20),√






2.2 Implicit and extrapolation method
In this section, we will prove a slightly more precise proposition than Proposi-
tion 2,
Proposition 2. The squared norm of the iterates N2t := θ2t +φ2t , where the update
rule of θt and φt is defined in (3.11), decrease geometrically for any 0 < η < 1 as,1
Implicit: N2t+1 =
N2t
1 + η2 , Extrapolation: N
2
t+1 = (1− η2 + η4)N2t , ∀t ≥ 0
(2.19)
1Note that the relationship (2.19) holds actually for any η for the implicit method, and thus
the decrease is geometric for any non-zero step size.
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Proof. Let us recall the update rule for the implicit method{
θt+1 = θt − ηφt+1
φt+1 = φt + ηθt+1
⇒
{
(1 + η2)θt+1 = θt − ηφt
(1 + η2)φt+1 = φt + ηθt
(2.20)
Then,
(1 + η2)2(θ2t+1 + φ2t+1) = (θt − ηφt)2 + (φt + ηθt)2 (2.21)
= θ2t + φ2t + +η2(θ2t + φ2t ), (2.22)
implying that
θ2t+1 + φ2t+1 =
θ2t + φ2t
1 + η2 , (2.23)
which is valid for any η.
For the extrapolation method, we have the update rule{
θt+1 = θt − η(φt + ηθt)
φt+1 = φt + η(θt − ηφt)
(2.24)
Implying that,
θ2t+1 + φ2t+1 = (θt − η(φt + ηθt))2 + (φt + η(θt − ηφt))2 (2.25)
= θ2t + φ2t − 2η2(θ2 + φ2) + η2((θt − ηφt)2 + (φt + ηθt)2) (2.26)
= (1− η2 + η4)(θ2t + φ2t ) (2.27)
2.3 Generalization to general unconstrained bilinear objec-
tive
In this section, we will show how to simply extend the study of the algorithm





θ>Aϕ− b>θ − c>ϕ (2.28)
where, A ∈ Rd×p, b ∈ Rd and c ∈ Rp. The only assumption we will make is
that this problem is feasible which is equivalent to say that there exists a solution
(θ∗,ϕ∗) to the system Aϕ
∗ = b
A>θ∗ = c .
(2.29)





(θ − θ∗)>A(ϕ−ϕ∗) + c (2.30)
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where c := −θ∗>Aϕ∗ is a constant that does not depend on θ and ϕ.
First, let us show that we can reduce the study of simultaneous, alternating,
extrapolation and implicit updates rules for (2.28) to the study of the respective
unidimensional updates (3.5) and (3.11).
This reduction has already been proposed by Gidel et al. [2019c]. For com-
pleteness, we reproduce here similar arguments. The following lemma is a bit more
general than the result provided by Gidel et al. [2019c]. It states that the study of
a wide class of unconstrained first order method on (2.28) can be reduced to the
study of the method on (2.1), with potentially rescaled step-sizes.
Before explicitly stating the lemma, we need to introduce a bit of notation to
encompass easily our several methods in a unified way. First, we let ωt := (θt,ϕt),
where the index t here is a more general index which can vary more often than
the one in §3. For example, for the extrapolation method, we could consider
ω1 = ω′0+1/2 and ω2 = ω′1, where ω′ was the sequence defined for the extragradient.
For the alternated updates, we can consider ω1 = (θ′1,ϕ′0) and ω2 = (θ′1,ϕ′1) (this
also defines θ2 = θ′1), where θ′ and ϕ′ were the sequences originally defined for
alternated updates. We are thus ready to state the lemma.
Lemma 4. Let us consider the following very general class of first order methods
on (2.28), i.e.,
θt ∈ θ0 + span(Fθ(ω0), . . . , Fθ(ωt)) , ∀t ∈ N ,
ϕt ∈ ϕ0 + span(Fϕ(ω0), . . . , Fϕ(ωt)) , ∀t ∈ N ,
(2.31)
where ωt := (θt,ϕt) and Fθ(ωt) := Aϕt − b, Fϕ(ωt) = A>θt − c. Then, we have
θt = U>(θ̃t − θ∗) and ϕt = V >(ϕ̃t −ϕ∗) , (2.32)
where A = UDV > (SVD decomposition) and the couples ([θ̃t]i, [ϕ̃]i)1≤i≤r follow
the update rule of the same method on a unidimensional problem (2.1). In particu-
lar, for our methods of interest, the couples ([θ̃t]i, [ϕ̃]i)1≤i≤r follow the same update
rule with a respective step-size σiη, where σi are the singular values on the diagonal
of D.
Proof. Our general class of first order methods can be written with the following
update rules:








>(θs − θ∗) ,
where λit, µit ∈ R , 0 ≤ i ≤ t+ 1. We allow the dependence on t for the algorithm
coefficients λ and µ (for example, the alternating rule would zero out some of the
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coefficients depending on whether we are updating θ or ϕ at the current iteration).
Notice also that if both λ(t+1)t and µ(t+1)t are non-zero, we have an implicit scheme.
Thus, using the SVD of A = UDV >, we get









>U>(θs − θ∗) ,
which is equivalent to 










where D is a rectangular matrix with zeros except on a diagonal block of size r.
Thus, each coordinate of θ̃t+1 and ϕ̃t+1 are updated independently, reducing the
initial problem to r unidimensional problems,








1 ≤ i ≤ r , (2.34)
where σ1 ≥ . . . ≥ σr > 0 are the positive diagonal coefficients of D.
Finally, for the coordinate i where the diagonal coefficient ofD is equal to 0, we
can notice that the sequence ([θ̃t]i, [ϕ̃t]i) is constant. Moreover, we have the free-
dom to chose any [θ∗]i ∈ R and [ϕ∗]i ∈ R as a coordinate of the solution of (2.28).
We thus set them respectively equal to [θ0]i and [ϕ0]i. The update rule (2.34)
corresponds to the update rule of the general first order method considered on this
proof on the unidimensional problem (2.1).
Note that the only additional restriction is that the coefficients (λst) and (σst)
(that are the same for 1 ≤ i ≤ r) are rescaled by the singular values of A. In
practice, for our methods of interest with a step-size η, it corresponds to the study
of r unidimensional problem with a respective step-size σiη , 1 ≤ i ≤ r.
From this lemma, an extension of Proposition 1 and 2 directly follows to the
general unconstrained bilinear objective (2.28). We note
N2t := dist(θt,Θ∗)2 + dist(ϕt,Φ∗)2 , (2.35)
where (Θ∗,Φ∗) is the set of solutions of (2.28). The following corollary is divided in
two points, the first point is a result from Gidel et al. [2019c] (note that the result on
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the average is a straightforward extension of the one provided in Proposition 1 and
was not provided by Gidel et al. [2019c]), the second result is new. Very similar
asymptotic upper bounds regarding extrapolation and implicit methods can be
derived by Tseng [1995] computing the exact values of the constant τ1 and τ2 (and
noticing that τ3 =∞) introduced in [Tseng, 1995, Eq. 3 & 4] for the unconstrained
bilinear case. However, since Tseng [1995] works in a very general setting, the
bound are not as tight as ours and his proof technique is a bit more technical. Our
reduction above provides here a simple proof for our simple setting.
Corollary 1. • Gidel et al. [2019c]: The simultaneous iterates diverge geo-
metrically and the alternating iterates are bounded but do not converge to 0
as,
Simultaneous: N2t+1 = (1 + (σmin(A)η)2)N2t , Alternating: N2t = Θ(N20 ) ,
(2.36)
where ut = Θ(vt) ⇔ ∃α, β, t0 > 0 such that ∀t ≥ t0, αvt ≤ ut ≤ βvt. The
uniform average (θ̄t, φ̄t) := 1t
∑t−1
s=0(θs, φs) of the simultaneous updates (resp.
the alternating updates) diverges (resp. converges to 0) as,












• Extrapolation and Implicit method: The iterates respectively generated by
the update rules (3.8) and (3.10) on a bilinear unconstrained problem (2.28)
do converge linearly for any 0 < η < 1





, ∀t ≥ 0 (2.37)
Extrapolation: N2t+1 ≤ (1− (σmin(A)η)2 + (σmin(A)η)4)N2t , ∀t ≥ 0 .
(2.38)
Particularly, for η = 12σmax(A) we get for the extrapolation method,
Extrapolation: N2t+1 ≤ (1− 18κ)tN20 , ∀t ≥ 0 . (2.39)
where κ := σmax(A)2
σmin(A)2 is the condition number of A
>A.
2.4 Extrapolation from the past for strongly convex objec-
tives
Let us recall what we call projected extrapolation form the past, where we used
the notation ω′t = ωt+1/2 for compactness,
Extrapolation from the past: ω′t = PΩ[ωt − ηF (ω′t−1)] (2.40)
Perform update step: ωt+1 = PΩ[ωt − ηF (ω′t)] and store: F (ω′t) (2.41)
2As before, the inequality (2.38) for the implicit scheme is actually valid for any step-size.
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where PΩ[·] is the projection onto the constraint set Ω. An operator F : Ω→ Rd is
said to be µ-strongly monotone if
(F (ω)− F (ω′))>(ω − ω′) ≥ µ‖ω − ω′‖22 . (2.42)
If F is strongly monotone, we can prove the following theorem:
Theorem 1. If F is µ-strongly monotone (see Appendix B §1 for the definition
of strong monotonicity) and L-Lipschitz, then the updates (3.13) and (3.14) with
η = 14L provide linearly converging iterates,




‖ω0 − ω∗‖22 , ∀t ≥ 0 . (2.43)
Proof. In order to prove this theorem, we will prove a slightly more general result,




(‖ωt −ω∗‖22 + ‖ω′t−1 −ω′t−2‖22) . (2.44)
with the convention that ω′0 = ω′−1 = ω′−2. It implies that




‖ω0 − ω∗‖22 . (2.45)
Let us first proof three technical lemmas.
Lemma 5. If F is µ-strongly monotone, we have
µ
(
‖ωt − ω∗‖22 − 2‖ω′t − ωt‖22
)
≤ 2F (ω′t)>(ω′t − ω∗) , ∀ω∗ ∈ Ω∗ . (2.46)
Proof. By strong monotonicity and optimality of ω∗,
2µ‖ω′t − ω∗‖22 ≤ 2F (ω∗)>(ω′t − ω∗) + 2µ‖ω′t − ω∗‖22 ≤ 2F (ω′t)>(ω′t − ω∗) (2.47)
and then we use the inequality 2‖ω′t−ω∗‖22 ≥ ‖ωt−ω∗‖22− 2‖ω′t−ωt‖22 to get the
result claimed.
Lemma 6. If F is L-Lipschitz, we have for any ω ∈ Ω,
2ηtF (ω′t)>(ω′t −ω) ≤ ‖ωt −ω‖22 − ‖ωt+1 −ω‖22 − ‖ω′t −ωt‖22 + η2tL2‖ω′t−1 −ω′t‖22 .
(2.48)
Proof. Applying Lemma 3 for (ω,u,ω+,ω′) = (ωt,−ηtF (ω′t),ωt+1,ω) and
(ω,u,ω+,ω′) = (ωt,−ηtF (ω′t−1),ω′t,ωt+1), we get,
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t)>(ωt+1 − ω)− ‖ωt+1 − ωt‖22 (2.49)
and
‖ω′t − ωt+1‖22 ≤ ‖ωt − ωt+1‖22 − 2ηtF (ω′t−1)>(ω′t − ωt+1)− ‖ω′t − ωt‖22 . (2.50)
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Summing (2.49) and (2.50) we get,
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t)>(ωt+1 − ω) (2.51)
− 2ηtF (ω′t−1)>(ω′t − ωt+1)− ‖ω′t − ωt‖22 − ‖ω′t − ωt+1‖22 (2.52)
= ‖ωt − ω‖22 − 2ηtF (ω′t)>(ω′t − ω)− ‖ω′t − ωt‖22 − ‖ω′t − ωt+1‖22
− 2ηt(F (ω′t−1)− F (ω′t))>(ω′t − ωt+1) . (2.53)
Then, we can use the Young’s inequality 2a>b ≤ ‖a‖22 + ‖b‖22 to get,
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t)>(ω′t − ω) + η2t ‖F (ω′t−1)− F (ω′t)‖22
+ ‖ω′t − ωt+1‖22 − ‖ω′t − ωt‖22 − ‖ω′t − ωt+1‖22 (2.54)
= ‖ωt − ω‖22 − 2ηtF (ω′t)>(ω′t − ω)
+ η2t ‖F (ω′t−1)− F (ω′t)‖22 − ‖ω′t − ωt‖22
≤ ‖ωt − ω‖22 − 2ηtF (ω′t)>(ω′t − ω) + η2tL2‖ω′t−1 − ω′t‖22 − ‖ω′t − ωt‖22 .
(2.55)
Lemma 7. For all t ≥ 0, if we set ω′−2 = ω′−1 = ω′0 we have
‖ω′t−1 − ω′t‖22 ≤ 4‖ωt − ω′t‖22 + 4η2t−1L2‖ω′t−1 − ω′t−2‖22 − ‖ω′t−1 − ω′t‖22 . (2.56)
Proof. We start with ‖a+ b‖22 ≤ 2‖a‖2 + 2‖b‖2.
‖ω′t−1 − ω′t‖22 ≤ 2‖ωt − ω′t‖22 + 2‖ωt − ω′t−1‖22 . (2.57)
Moreover, since the projection is contractive we have that
‖ωt − ω′t−1‖22 ≤ ‖ωt−1 − ηt−1F (ω′t−1)− ωt−1 − ηt−1F (ω′t−2)‖22 (2.58)
= η2t−1‖F (ω′t−1)− F (ω′t−2)‖22 (2.59)
≤ η2t−1L2‖ω′t−1 − ω′t−2‖22 . (2.60)
Combining (2.57) and (2.60) we get,
‖ω′t−1 − ω′t‖22 = 2‖ω′t−1 − ω′t‖22 − ‖ω′t−1 − ω′t‖22 (2.61)
≤ 4‖ωt − ω′t‖22 + 4‖ωt − ω′t−1‖22 − ‖ω′t−1 − ω′t‖22 (2.62)
≤ 4‖ωt − ω′t‖22 + 4η2t−1L2‖ω′t−1 − ω′t−2‖22 − ‖ω′t−1 − ω′t‖22 . (2.63)
Proof of Theorem 1. Let ω∗ ∈ Ω∗ be an optimal point of (VIP). Combining
Lemma 5 and Lemma 6 we get,
ηtµ
(
‖ωt − ω∗‖22 − 2‖ω′t − ωt‖22
)
≤ ‖ωt − ω∗‖22 − ‖ωt+1 − ω∗‖22
+ η2tL2‖ω′t−1 − ω′t‖22 − ‖ω′t − ωt‖22
132
leading to,
‖ωt+1 − ω∗‖22 ≤ (1− ηtµ) ‖ωt − ω∗‖22 + η2tL2‖ω′t−1 − ω′t‖22 − (1− 2ηtµ)‖ω′t − ωt‖22
(2.64)
Now using Lemma 7 we get,
‖ωt+1 − ω∗‖22 ≤ (1− ηtµ) ‖ωt − ω∗‖22 + η2tL2(4η2t−1L2‖ω′t−1 − ω′t−2‖22
− ‖ω′t−1 − ω′t‖22)− (1− 2ηtµ− 4η2tL2)‖ω′t − ωt‖22 (2.65)
Now with ηt = 14L ≤ 14µ we get,










t−1 − ω′t−2‖22 − ‖ω′t−1 − ω′t‖22
)
Hence, using the fact that µ4L ≤ 14 we get,








3 More on merit functions
In this section, we will present how to handle an unbounded constraint set Ω
with a more refined merit function than (4.2) used in the main paper. Let F be
the continuous operator and Ω be the constraint set associated with the VIP,
find ω∗ ∈ Ω such that F (ω∗)>(ω − ω∗) ≥ 0 , ∀ω ∈ Ω . (VIP)
When the operator F is monotone, we have that
F (ω∗)>(ω − ω∗) ≤ F (ω)>(ω − ω∗) , ∀ω,ω∗ . (3.1)
Hence, in this case (VIP) implies a stronger formulation sometimes called Minty
variational inequality [Crespi et al., 2005]:
find ω∗ ∈ Ω such that F (ω)>(ω − ω∗) ≥ 0 , ∀ω ∈ Ω . (MVI)
This formulation is stronger in the sense that if (MVI) holds for some ω∗ ∈ Ω,
then (VIP) holds too. A merit function useful for our analysis can be derived
from this formulation. Roughly, a merit function is a convergence measure. More
formally, a function g : Ω→ R is called a merit function if g is non-negative such
that g(ω) = 0⇔ ω ∈ Ω∗ [Larsson and Patriksson, 1994]. A way to derive a merit
function from (MVI) would be to use g(ω∗) = supω∈Ω F (ω)>(ω∗ − ω) which is
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zero if and only if (MVI) holds for ω∗. To deal with unbounded constraint sets
(leading to a potentially infinite valued function outside of the optimal set), we use
the restricted merit function [Nesterov, 2007]:
ErrR(ωt) := max
ω∈Ω,‖ω−ω0‖≤R
F (ω)>(ωt − ω) . (3.2)
This function acts as merit function for (VIP) on the interior of the open ball
of radius R around ω0, as shown in Lemma 1 of Nesterov [2007]. That is, let
ΩR := Ω ∩ {ω : ‖ω − ω0‖ < R}. Then for any point ω̂ ∈ ΩR, we have:
ErrR(ω̂) = 0⇔ ω̂ ∈ Ω∗ ∩ ΩR. (3.3)
The reference point ω0 is arbitrary, but in practice it is usually the initialization
point of the algorithm. R has to be big enough to ensure that ΩR contains a so-
lution. ErrR measures how much (MVI) is violated on the restriction ΩR. Such
merit function is standard in the variational inequality literature. A similar one is
used in [Nemirovski, 2004, Juditsky et al., 2011]. When F is derived from the gra-
dients (2.5) of a zero-sum game, we can define a more interpretable merit function.
One has to be careful though when extending properties from the minimization
setting to the saddle point setting (e.g. the merit function used by Yadav et al.
[2018] is vacuous for a bilinear game as explained in App 3.2).
In the appendix, we adopt a set of assumptions a little more general than the
one in the main paper:
Assumption 5. • F is monotone and Ω is convex and closed.
• R is set big enough such that R > ‖ω0−ω∗‖ and F is a monotone operator.
Contrary to Assumption 4, in Assumption 5 the constraint set in no longer
assumed to be bounded. Assumption 5 is implied by Assumption 4 by setting R
to the diameter of Ω, and is thus more general.
3.1 More general merit functions
In this appendix, we will note Err(VI)R the restricted merit function defined
in (3.2). Let us recall its definition,
Err(VI)R (ωt) := max
ω∈Ω,‖ω−ω0‖≤R
F (ω)>(ωt − ω) . (3.4)
When the objective is a saddle point problem i.e.,
F (θ,ϕ) = [∇θL(θ,ϕ) −∇ϕL(θ,ϕ)]> (3.5)
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and L is convex-concave (see Definition 6 in §1), we can use another merit function
than (3.4) on ΩR that is more interpretable and more directly related to the cost
function of the minimax formulation:
Err(SP)R (θt,ϕt) := max
ϕ∈Φ,θ∈Θ
‖(θ,ϕ)−(θ0,ϕ0)‖≤R
L(θt,ϕ)− L(θ,ϕt) . (3.6)
In particular, if the equilibrium (θ∗,ϕ∗) ∈ Ω∗ ∩ ΩR and we have that L(·,ϕ∗) and
−L(θ∗, ·) are µ-strongly convex (see §1), then the merit function for saddle points
upper bounds the distance for (θ,ϕ) ∈ ΩR to the equilibrium as:
Err(SP)R (θ,ϕ) ≥
µ
2 (‖θ − θ
∗‖22 + ‖ϕ−ϕ∗‖22) . (3.7)
In the appendix, we provide our convergence results with the merit functions (3.4)




R (ω) if F is a SP operator (2.5)
Err(VI)R (ω) otherwise.
(3.8)
3.2 On the importance of the merit function
In this section, we illustrate the fact that one has to be careful when extending
results and properties from the minimization setting to the minimax setting (and
consequently to the variational inequality setting). Another candidate as a merit
function for saddle point optimization would be to naturally extend the subopti-
mality f(ω) − f(ω∗) used in standard minimization (i.e. find ω∗ the minimizer
of f) to the gap P (θ,ϕ) = L(θ,ϕ∗) − L(θ∗,ϕ). In a previous analysis of a mod-
ification of the stochastic gradient descent (SGD) method for GANs, Yadav et al.
[2018] gave their convergence rate on P that they called the “primal-dual“ gap.
Unfortunately, if we do not assume that the function L is strongly convex-concave
(a stronger assumption defined in §1 and which fails for bilinear objective e.g.), P
may not be a merit function. It can be 0 for a non optimal point, see for instance
the discussion on the differences between (3.6) and P in [Gidel et al., 2017, Sec-
tion 3]. In particular, for the simple 2D bilinear example L(θ,ϕ) = θ ·ϕ, we have
that θ∗ = ϕ∗ = 0 and thus P (θ,ϕ) = 0 ∀θ,ϕ .
3.3 Variational inequalities for non-convex cost functions
When the cost functions defined in (2.3) are non-convex, the operator F is no
longer monotone. Nevertheless, (VIP) and (MVI) can still be defined, though a
solution to (MVI) is less likely to exist. We note that (VIP) is a local condition for F
(as only evaluating F at the points ω∗). On the other hand, an appealing property
of (MVI) is that it is a global condition. In the context of minimization of a function
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f for example (where F = ∇f), if ω∗ solves (MVI) then ω∗ is a global minimum
of f (and not just a stationary point for the solution of (MVI); see Proposition 2.2
from Crespi et al. [2005]). A less restrictive way to consider variational inequalities
in the non-monotone setting is to use a local version of (MVI). If the cost functions
are locally convex around the optimal couple (θ∗,ϕ∗) and if our iterates eventually
fall and stay into that neighborhood, then we can consider our restricted merit
function ErrR(·) with a well suited constant R and apply our convergence results
for monotone operators.
4 Another way of implementing extrapolation
to SGD
We now introduce another way to combine extrapolation and SGD. This exten-
sion is very similar to AvgExtraSGD Alg. 2, the only difference is that it re-uses
the mini-batch sample of the extrapolation step for the update of the current point.
The intuition is that it correlates the estimator of the gradient of the extrapolation
step and the one of the update step leading to a better correction of the oscillations
which are also due to the stochasticity. One emerging issue (for the analysis) of this
method is that since ω′t depend on ξt, the quantity F (ω′t, ξt) is a biased estimator
of F (ω′t).
Algorithm 5 Re-used mini-batches for stochastic extrapolation (ReExtraSGD)
1: Let ω0 ∈ Ω
2: for t = 0 . . . T − 1 do
3: Sample ξt ∼ P
4: ω′t := PΩ[ωt − ηtF (ωt, ξt)] . Extrapolation step




] . Update step with the same sample
6: end for







Theorem 3. Assume that ‖ω′t−ω0‖ ≤ R, ∀t ≥ 0 where (ω′t)t≥0 are the iterates of
Alg. 5. Under Assumption 2 and 5, for any T ≥ 1, Alg. 5 with constant step-size





2 + 4L2(4R2 + σ2)











The assumption that the sequence of the iterates provided by the algorithm is
bounded is strong, but has also been made for instance in [Yadav et al., 2018]. The
proof of this result is provided in §6.
5 Variance comparison between AvgSGD and
SGD with prediction method
To compare the variance term of AvgSGD in (4.3) with the one of the SGD with
prediction method [Yadav et al., 2018], we need to have the same convergence cer-
tificate. Fortunately, their proof can be adapted to our convergence criterion (using
Lemma 8 in §6), revealing an extra σ2/2 in the variance term from their paper.
The resulting variance can be summarized with our notation as (M2(1+L)+σ2)/2
where the L is the Lipschitz constant of the operator F . Since M  σ, their
variance term is then 1 + L time larger than the one provided by the AvgSGD
method.
6 Proof of Theorems
This section is dedicated on the proof of the theorems provided in this paper
in a slightly more general form working with the merit function defined in (3.8).
First we prove an additional lemma necessary to the proof of our theorems.
Lemma 8. Let F be a monotone operator and let (ωt), (ω′t), (zt), (∆t), (ξt) and (ζt)
be six random sequences such that, for all t ≥ 0
2ηtF (ω′t)>(ω′t − ω) ≤ Nt −Nt+1 + η2t (M1(ωt, ξt) +M2(ω′t, ζt)) + 2ηt∆>t (zt − ω) ,
where Nt = N(ωt,ω′t−1,ω′t−2) ≥ 0 and we extend (ω′t) with ω′−2 = ω′−1 = ω′0.
Let also assume that with N0 ≤ R , E[‖∆t‖22] ≤ σ2, E[∆t|zt,∆0, . . . ,∆t−1] = 0,






























We will then upper bound each sum in the right-hand side,
∆>t (zt − ω) = ∆>t (zt − ut) + ∆>t (ut − ω)
where ut+1 := PΩ(ut − ηt∆t) and u0 := ω0. Then,
‖ut+1 − ω‖22 ≤ ‖ut − ω‖22 − 2ηt∆>t (ut − ω) + η2t ‖∆t‖22
leading to
2ηt∆>t (zt − ω) ≤ 2ηt∆>t (zt − ut) + ‖ut − ω‖22 − ‖ut+1 − ω‖22 + η2t ‖∆t‖22 (6.3)








η2t ((M1(ωt, ξt) +M2(ω′t, ζt)) (6.4)
+ ‖∆t‖22) + 2ηt∆>t (zt − ut)
]
. (6.5)
If F is the operator of a convex-concave saddle point (2.5), we get, with
ω′t = (θt,ϕt)
F (ω′t)>(ω′t − ω) ≥ ∇θL(θt,ϕt)>(θt − θ)−∇ϕL(θt,ϕt)>(ϕt −ϕ)
≥ L(θt,ϕ)− L(θt,ϕt) + L(θt,ϕt)− L(θ,ϕt)
(by convexity and concavity)
= L(θt,ϕ)− L(θ,ϕt)












≥ 2̄ST (L(θ̄t,ϕ)− L(θ̄,ϕt)) (6.7)
Otherwise if the operator F is just monotone since






ηtF (ω′t)>(ω′t − ω) ≥ 2ST
T−1∑
t=0
ηtF (ω′)>(ω′t − ω) (6.9)
= 2STF (ω′)>(ω̄t − ω) (6.10)
In both cases, we can now maximize the left hand side respect to ω (since the RHS
does not depend on ω) to get,








Then taking the expectation, since E[∆t|zt,ut] = E[∆t|zt,∆0, . . . ,∆t−1] = 0,










6.1 Proof of Thm. 2
First let us state Theorem 2 in its general form,
Theorem 2. Under Assumption 2, 3 and 5, Alg. 1 with constant step-size η has











Particularly, η = R√
T (M2+σ2)





Proof of Theorem 2. Let any ω ∈ Ω such that ‖ω0 − ω‖2 ≤ R,
‖ωt+1 − ω‖22 = ‖PΩ(ωt − ηtF (ωt, ξt))− ω‖22
≤ ‖ωt − ηtF (ωt, ξt))− ω‖22
(projections are non-contractive, Lemma 2)
= ‖ωt − ω‖22 − 2ηtF (ωt, ξt)>(ωt − ω) + ‖ηtF (ωt, ξt)‖22
Then we can make appear the quantity F (ωt)>(ωt − ω) on the left-hand side,
2ηtF (ωt)>(ωt − ω) ≤ ‖ωt − ω‖22 − ‖ωt+1 − ω‖22 + η2t ‖F (ωt, ξt)‖22 (6.14)
+ 2ηt(F (ωt)− F (ωt, ξt))>(ωt − ω) (6.15)
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(‖ωt − ω‖2 − ‖ωt+1 − ω‖2) + η2t ‖F (ωt, ξt)‖22 + 2ηt∆>t (ωt − ω)
]
(6.16)
where we noted ∆t := F (ωt)− F (ωt, ξt).
By monotonicity, F (ωt)>(ωt − ω) ≥ F (ω)>(ωt − ω) we get,




(‖ωt − ω‖2 − ‖ωt+1 − ω‖2) (6.17)





t=0 ηt and ω̄T := 1ST
∑T−1
t=0 ηtωt.
We will then upper bound each sum in the right hand side,
∆>t (ωt − ω) = ∆>t (ωt − ut) + ∆>t (ut − ω)
where ut+1 := PΩ(ut − ηt∆t) and u0 = ω0. Then,
‖ut+1 − ω‖22 ≤ ‖ut − ω‖22 − 2ηt∆>t (ut − ω) + η2t ‖∆t‖22
leading to
2ηt∆>t (ωt − ω) ≤ 2ηt∆>t (ωt − ut) + ‖ut − ω‖22 − ‖ut+1 − ω‖22 + η2t ‖∆t‖22 (6.19)
Then noticing that u0 := ω0, back to (6.17) we get a telescoping sum,
2STF (ω)>(ω̄T − ω) ≤ 2‖ω0 − ω‖2 +
T−1∑
t=0








η2t (‖F (ωt, ξt)‖22 + ‖∆t‖22) + 2
T−1∑
t=0
ηt∆>t (ωt − ut)
Then the right hand side does not depends on ω, we can maximize over ω to get,
2ST ErrR(ω̄T ) ≤ 2R +
T−1∑
t=0
η2t (‖F (ωt, ξt)‖22 + ‖∆t‖22) + 2
T−1∑
t=0
ηt∆>t (ωt − ut) (6.20)
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Noticing that E[∆t|ωt,ut] = 0 (the estimates of F are unbiased), by Assumption 3





















T + 1− 1 + 2η ln(T + 1)
M2 + σ2√
T + 1− 1 (6.23)
6.2 Proof of Thm. 3
Theorem 3. Under Assumption 2 and 5, if Eξ[F ] is L-Lipschitz, then Alg. 2 with





















Proof of Thm. 3. Let any ω ∈ Ω such that ‖ω0 − ω‖2 ≤ R. Then, the up-
date rules become ωt+1 = PΩ(ωt − ηtF (ω′t, ζt)) and ω′t = PΩ(ωt − ηF (ωt, ξt)).
We start by applying Lemma 3 for (ω,u,ω′,ω+) = (ωt,−ηF (ω′t, ζt),ω,ωt+1) and
(ω,u,ω′,ω+) = (ωt,−ηtF (ωt, ξt),ωt+1,ω′t),
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ζt)>(ωt+1 − ω)− ‖ωt+1 − ωt‖22
‖ω′t − ωt+1‖22 ≤ ‖ωt − ωt+1‖22 − 2ηtF (ωt, ξt)>(ω′t − ωt+1)− ‖ω′t − ωt‖22
Then, summing them we get
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ζt)>(ωt+1 − ω)
− 2ηtF (ωt, ξt)>(ω′t − ωt+1)− ‖ωt − ω′t‖22 − ‖ωt+1 − ω′t‖22 (6.25)
leading to
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ζt)>(ω′t − ω)
+ 2ηt(F (ω′t, ζt)− F (ωt, ξt))>(ω′t − ωt+1)− ‖ωt − ω′t‖22 − ‖ωt+1 − ω′t‖22
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Then with 2a>b ≤ ‖a‖22 + ‖b‖22 we get
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ζt)>(ω′t − ω)
− ‖ωt − ω′t‖22 + η2t ‖F (ω′t, ζt)− F (ωt, ξt)‖22
Using the inequality ‖a+ b+ c‖22 ≤ 3(‖a‖22 + ‖b‖22 + ‖c‖22) we get,
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ζt)>(ω′t − ω)− ‖ωt − ω′t‖22
+ 3η2t (‖F (ωt)− F (ωt, ξt)‖22 + ‖F (ω′t)− F (ω′t, ζt)‖22
+ ‖F (ω′t)− F (ωt)‖22)
Then we can use the L-Lipschitzness of F to get,
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ζt)>(ω′t − ω)− ‖ωt − ω′t‖22
+ 3η2t (‖F (ωt)− F (ωt, ξt)‖22
+ ‖F (ω′t)− F (ω′t, ζt)‖22 + L2‖ωt − ω′t‖22)
As we restricted the step-size to ηt ≤ 1√3L we get,
2ηtF (ω′t)>(ω′t − ω) ≤ ‖ωt − ω‖22 − ‖ωt+1 − ω‖22
+ 2ηt(F (ω′t)− F (ω′t, ζt))>(ω′t − ω)
+ 3η2t ‖F (ωt)− F (ωt, ξt)‖22 + 3η2t ‖F (ω′t)− F (ω′t, ζt)‖22
We get a particular case of (8) so we can use Lemma 8 where Nt = ‖ωt − ω‖22,
M1(ωt, ξt) = 3‖F (ωt) − F (ωt, ξt)‖22, M2(ω′t, ζt) = 3‖F (ω′t) − F (ω′t, ζt)‖22,
∆t = F (ω′t) − F (ω′t, ζt) and zt = ω′t. By Assumption 2, M1 = M2 = 3σ2 and by
the fact that
E[F (ω′t)− F (ω′t, ζt) |ω′t,∆0, . . . ,∆t−1] = E[E[F (ω′t)− F (ω′t, ζt) |ω′t]|∆0, . . . ,∆t−1]
= 0










6.3 Proof of Thm. 4
Theorem 4. Under Assumption 2, if Eξ[F ] is L-Lipschitz, then AvgPastExtraSGD
(Alg. 3) with a constant step-size η ≤ 12√3L has the following convergence rate for






















First let us recall the update rule{
ωt+1 = PΩ[ωt − ηtF (ω′t, ξt)]
ω′t+1 = PΩ[ωt+1 − ηt+1F (ω′t, ξt)] .
(6.28)
Lemma 9. We have for any ω ∈ Ω,
2ηF (ω′t, ξt)>(ω′t − ω) ≤ ‖ωt − ω‖22 − ‖ωt+1 − ω‖22 − ‖ω′t − ωt‖22
+ 3η2tL2‖ω′t−1 − ω′t‖22 + 3η2t
[
‖F (ω′t−1, ξt−1)− F (ω′t−1)‖22
+ ‖F (ω′t)− F (ω′t, ξt)‖22
]
. (6.29)
Proof. Applying Lemma 3 for (ω,u,ω+,ω′) = (ωt,−ηtF (ω′t, ξt),ωt+1,ω) and
(ω,u,ω+,ω′) = (ωt,−ηtF (ω′t−1, ξt−1),ω′t,ωt+1), we get,
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ξt)>(ωt+1 − ω)− ‖ωt+1 − ωt‖22 (6.30)
and
‖ω′t−ωt+1‖22 ≤ ‖ωt−ωt+1‖22− 2ηtF (ω′t−1, ξt−1)>(ω′t−ωt+1)−‖ω′t−ωt‖22 . (6.31)
Summing (6.30) and (6.31) we get,
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ξt)>(ωt+1 − ω)
− 2ηtF (ω′t−1, ξt−1)>(ω′t − ωt+1)− ‖ω′t − ωt‖22 − ‖ω′t − ωt+1‖22
= ‖ωt − ω‖22 − 2ηtF (ω′t, ξt)>(ω′t − ω)− ‖ω′t − ωt‖22 − ‖ω′t − ωt+1‖22
− 2ηt(F (ω′t−1, ξt−1)− F (ω′t, ξt))>(ω′t − ωt+1) . (6.32)
Then, we can use the inequality of arithmetic and geometric means
2a>b ≤ ‖a‖22 + ‖b‖22 to get,
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ξt)>(ω′t − ω)
+ η2t ‖F (ω′t−1, ξt−1)− F (ω′t, ξt)‖22
+ ‖ω′t − ωt+1‖22 − ‖ω′t − ωt‖22 − ‖ω′t − ωt+1‖22 (6.33)
= ‖ωt − ω‖22 − 2ηtF (ω′t, ξt)>(ω′t − ω)
+ η2t ‖F (ω′t−1, ξt−1)− F (ω′t, ξt)‖22 − ‖ω′t − ωt‖22 . (6.34)
Using the inequality ‖a+ b+ c‖22 ≤ 3(‖a‖22 + ‖b‖22 + ‖c‖22) we get,
‖F (ω′t−1, ξt−1)− F (ω′t, ξt)‖22 ≤ 3(‖F (ω′t−1, ξt−1)− F (ω′t−1)‖22
+ ‖F (ω′t−1)− F (ω′t)‖22
+ ‖F (ω′t)− F (ω′t, ξt)‖22) (6.35)
≤ 3(‖F (ω′t−1, ξt−1)− F (ω′t−1)‖22 + L2‖ω′t−1 − ω′t‖22
+ ‖F (ω′t)− F (ω′t, ξt)‖22) , (6.36)
143
where we used the L-Lipschitzness of F for the last inequality.
Combining (6.34) with (6.36) we get,
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ξt)>(ω′t − ω)− ‖ω′t − ωt‖22
+ 3η2tL2‖ω′t−1 − ω′t‖22 + 3η2t
[
‖F (ω′t−1, ξt−1)− F (ω′t−1)‖22
+ ‖F (ω′t)− F (ω′t, ξt)‖22
]
. (6.37)
Lemma 10. For all t ≥ 0, if we set ω′−2 = ω′−1 = ω′0 we have
‖ω′t−1 − ω′t‖22 ≤ 4‖ωt − ω′t‖22 + 12η2t−1
(
‖F (ω′t−1, ξt−1)− F (ω′t−1)‖22
+ L2‖ω′t−1 − ω′t−2‖22
+ ‖F (ω′t−2)− F (ω′t−2, ξt−2)‖22)
)
− ‖ω′t−1 − ω′t‖22 . (6.38)
Proof. We start with ‖a+ b‖22 ≤ 2‖a‖2 + 2‖b‖2.
‖ω′t−1 − ω′t‖22 ≤ 2‖ωt − ω′t‖22 + 2‖ωt − ω′t−1‖22 . (6.39)
Moreover, since the projection is contractive we have that
‖ωt − ω′t−1‖22 ≤ ‖ωt−1 − ηt−1F (ω′t−1, ξt−1)− ωt−1 − ηt−1F (ω′t−2, ξt−2)‖22 (6.40)
= η2t−1‖F (ω′t−1, ξt−1)− F (ω′t−2, ξt−2)‖22 (6.41)
≤ 3η2t−1
(
‖F (ω′t−1, ξt−1)− F (ω′t−1)‖22 + L2‖ω′t−1 − ω′t−2‖22
+ ‖F (ω′t−2)− F (ω′t−2, ξt−2)‖22)
)
. (6.42)
where in the last line we used the same inequality as in (6.36). Combining (6.38)
and (6.42) we get,
‖ω′t−1 − ω′t‖22 = 2‖ω′t−1 − ω′t‖22 − ‖ω′t−1 − ω′t‖22 (6.43)
≤ 4‖ωt − ω′t‖22 + 4‖ωt − ω′t−1‖22 − ‖ω′t−1 − ω′t‖22 (6.44)
≤ 4‖ωt − ω′t‖22 + 12η2t−1
(
‖F (ω′t−1, ξt−1)− F (ω′t−1)‖22
+ L2‖ω′t−1 − ω′t−2‖22 + ‖F (ω′t−2)− F (ω′t−2, ξt−2)‖22)
)
− ‖ω′t−1 − ω′t‖22 . (6.45)
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Proof of Theorem 4. Combining Lemma 10 and Lemma 9 we get,
2ηtF (ω′t, ξt)>(ω′t − ω) ≤ ‖ωt − ω‖22 − ‖ωt+1 − ω‖22
+ 36η2t η2t−1L2
(
‖F (ω′t−1, ξt−1)− F (ω′t−1)‖22
+ L2‖ω′t−1 − ω′t−2‖22
+ ‖F (ω′t−2)− F (ω′t−2, ξt−2)‖22
)
− 3η2tL2‖ω′t−1 − ω′t‖22 + (12η2tL2 − 1)‖ω′t − ωt‖22
+ 3η2t
[
‖F (ω′t−1, ξt−1)− F (ω′t−1)‖22
+ ‖F (ω′t)− F (ω′t, ξt)‖22] . (6.46)






2ηtF (ω′t)>(ω′t − ω) ≤ ‖ωt − ω‖22 − ‖ωt+1 − ω‖22
+ 3L2(η2t−1‖ω′t−1 − ω′t−2‖22 − η2t ‖ω′t−1 − ω′t‖22)
+ 2ηt(F (ω′t)− F (ω′t, ξt))>(ω′t − ω)
+ 3η2t
[
|F (ω′t−2, ξt−2)− F (ω′t−2)‖22
+ 2‖F (ω′t−1, ξt−1)− F (ω′t−1)‖22
+ ‖F (ω′t)− F (ω′t, ξt)‖22] . (6.47)
We can then use Lemma 8 where
Nt = ‖ωt − ω‖22 + 3L3ηt−1‖ω′t−1 − ω′t−2‖22,
M1(ωt, ξt) = 0
M2(ω′t, ξt) = 3‖F (ω′t)− F (ω′t, ξt)‖22 + 6‖F (ω′t−1)− F (ω′t−1, ξt−1)‖22
+ 3‖F (ω′t−2)− F (ω′t−2, ξt−2)‖22
∆t = F (ω′t)− F (ω′t, ξt)
zt = ω′t .
By Assumption 2, M2 = 12σ2 and by the fact that
E[F (ω′t)− F (ω′t, ξt) |ω′t,∆0, . . . ,∆t−1] (6.48)
= E[E[F (ω′t)− F (ω′t, ξt) |ω′t]|∆0, . . . ,∆t−1] = 0 (6.49)











6.4 Proof of Theorem 3
Theorem 3 has been introduced in §4. This theorem is about Algorithm 5 which
consists in another way to implement extrapolation to SGD. Let us first restate
this theorem,
Theorem 3. Assume that ‖ω′t−ω0‖ ≤ R, ∀t ≥ 0 where (ω′t)t≥0 are the iterates of
Alg. 5. Under Assumption 2 and 5, for any T ≥ 1, Alg. 5 with constant step-size





2 + 4L2(4R2 + σ2)










Proof of Thm. 3. Let any ω ∈ Ω such that ‖ω0 − ω‖2 ≤ R.
Then, the update rules become ωt+1 = PΩ(ωt − ηtF (ω′t, ξt)) and
ω′t = PΩ(ωt − ηF (ωt, ξt)). We start the same way as the proof of Thm. 3
by applying Lemma 3 for (ω,u,ω′,ω∗) = (ωt,−ηF (ω′t, ξt),ω,ωt+1) and
(ω,u,ω′,ω+) = (ωt,−ηtF (ωt, ξt),ωt+1,ω′t),
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ξt)>(ωt+1 − ω)− ‖ωt+1 − ωt‖22
‖ω′t − ωt+1‖22 ≤ ‖ωt − ωt+1‖22 − 2ηtF (ωt, ξt)>(ω′t − ωt+1)− ‖ω′t − ωt‖22
Then, summing them we get
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ξt)>(ωt+1 − ω)
− 2ηtF (ωt, ξt)>(ω′t − ωt+1)− ‖ω′t − ωt‖22 − ‖ωt+1 − ω′t‖22 (6.51)
leading to
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ξt)>(ω′t − ω)
+ 2ηt(F (ω′t, ξt)− F (ωt, ξt))>(ω′t − ωt+1)− ‖ω′t − ωt‖22 − ‖ωt+1 − ω′t‖22
Then with 2a>b ≤ ‖a‖22 + ‖b‖22 we get
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ξt)>(ω′t − ω)
+η2t ‖F (ω′t, ξt)− F (ωt, ξt)‖22 − ‖ω′t − ωt‖22
Using the Lipschitz assumption we get
‖ωt+1 − ω‖22 ≤ ‖ωt − ω‖22 − 2ηtF (ω′t, ξt)>(ω′t − ω) + (η2tL2 − 1)‖ωt − ω′t‖22
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Then we add 2ηtF (ω′t)>(ω′t − ω) in both sides to get,
2ηtF (ω′t)>(ω′t − ω) ≤ ‖ωt − ω‖22 − ‖ωt+1 − ω‖22
− 2ηt(F (ω′t, ξt)− F (ω′t))>(ω′t − ω) + (η2tL2 − 1)‖ωt − ω′t‖22 (6.52)
Here, unfortunately we cannot use Lemma 8 because F (ω′t, ξt) is biased. We will
then deal with the quantity A = (F (ω′t, ξt)− F (ω′))>(ω′t − ω) . We have that,
A = (F (ω′t, ξt)− F (ωt, ξt))>(ω − ω′t) + (F (ωt)− F (ω′t))>(ω − ω′t)
+ (F (ωt, ξt)− F (ωt))>(ωt − ω′t) + (F (ωt, ξt)− F (ωt))>(ω − ωt)
≤ 2L‖ω′t − ωt‖2‖ω′t − ω‖2 + ‖F (ωt, ξt)− F (ωt)‖‖ω′t − ωt‖2
+ (F (ωt, ξt)− F (ωt))>(ω − ωt)
(Using Cauchy-Schwarz and the L-Lip of F )
Then using 2‖a‖‖b‖ ≤ δ‖a‖22 + 1δ‖b‖22, for δ = 4,




t − ωt‖2 + 8η2tL2‖ω′t − ω‖22




+ 2ηt(F (ωt, ξt)− F (ωt))>(ω − ωt)
leading to,
2ηtF (ω′t)>(ω′t − ω) ≤ ‖ωt − ω‖22 − ‖ωt+1 − ω‖22
+ 2ηt(F (ωt, ξt)− F (ωt))>(ω − ωt)
+ (η2tL2 − 14)‖ωt − ω′t‖22
+ 4η2t (2L2‖ω′t − ω‖22 + ‖F (ωt, ξt)− F (ωt)‖22)
If one assumes finally that ‖ω′t − ω0‖2 ≤ R (assumption of the theorem) and that
ηt ≤ 12L we get,
2ηtF (ω′t)>(ω′t − ω) ≤ ‖ωt − ω‖22 − ‖ωt+1 − ω‖22
+ 2ηt(F (ωt, ξt)− F (ωt))>(ω − ωt)
+ 4η2t (4L2R2 + ‖F (ωt, ξt)− F (ωt)‖22)
where we used that ‖ω′t − ω‖2 ≤ ‖ω′t − ω0‖2 + ‖ω0 − ω‖2 ≤ 2R. Once
again this equation is a particular case of Lemma 8 where Nt = ‖ωt − ω‖22,
M1(ωt, ξt) = 4(4L2R2 + ‖F (ωt, ξt) − F (ωt)‖22), M2(ω′t, ζt) = 0, zt = ωt and
∆t = F (ωt, ξt) − F (ωt). By Assumption 2 E[M1(ωt, ξt)] ≤ 16L2R2 + 4σ2 and
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7 Additional experimental results
7.1 Toy non-convex GAN (2D and deterministic)
We now consider a task similar to [Mescheder et al., 2018] where the discrimi-
nator is linear Dϕ(ω) = ϕTω, the generator is a Dirac distribution at θ, qθ = δθ
and the distribution we try to match is also a Dirac at ω∗, p = δω∗ . The minimax











1 + eϕT θ
)
(7.1)
Note that as observed by Nagarajan and Kolter [2017], this objective is concave-
concave, making it hard to optimize. We compare the methods on this objective
where we take ω∗ = −2, thus the position of the equilibrium is shifted towards the
position (θ,ϕ) = (−2, 0). The convergence and the gradient vector field are shown
in Figure B.1. We observe that depending on the initialization, some methods can
fail to converge but extrapolation (3.11) seems to perform better than the other
methods.









Gradient Vector Field and Trajectory
Start




















Simultaneous γ = 0.1
Alternated γ = 0.1
Averaging γ = 0.1
Extrapolation from the Past γ = 0.7
Extrapolation γ = 0.7
Figure B.1: Comparison of five algorithms (described in Section 3) on the non-convex
GAN objective (7.1), using the optimal step-size for each method. Left: The gradient vec-
tor field and the dynamics of the different methods. Right:The distance to the optimum
as a function of the number of iterations.
7.2 DCGAN with WGAN-GP objective
In addition to the results presented in section §7.2, we also trained the DCGAN
architecture with the WGAN-GP objective. The results are shown in Table B.2.
The best results are achieved with uniform averaging of AltAdam5. However, its
iterations require to update the discriminator 5 times for every generator update.
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Generator
Input: z ∈ R128 ∼ N (0, I)
Linear 128→ 512× 4× 4
Batch Normalization
ReLU
transposed conv. (kernel: 4×4, 512→ 256, stride: 2, pad: 1)
Batch Normalization
ReLU
transposed conv. (kernel: 4×4, 256→ 128, stride: 2, pad: 1)
Batch Normalization
ReLU
transposed conv. (kernel: 4×4, 128→ 3, stride: 2, pad: 1)
Tanh(·)
Discriminator
Input: x ∈ R3×32×32
conv. (kernel: 4×4, 1→ 64; stride: 2; pad:1)
LeakyReLU (negative slope: 0.2)
conv. (kernel: 4×4, 64→ 128; stride: 2; pad:1)
Batch Normalization
LeakyReLU (negative slope: 0.2)
conv. (kernel: 4×4, 128→ 256; stride: 2; pad:1)
Batch Normalization
LeakyReLU (negative slope: 0.2)
Linear 128× 4× 4× 4→ 1
Table B.1: DCGAN architecture used for our CIFAR-10 experiments. When using the
gradient penalty (WGAN-GP), we remove the Batch Normalization layers in the discrim-
inator.
With a small drop in best final score, ExtraAdam can train WGAN-GP significantly
faster (see Fig. B.2 right) as the discriminator and generator are updated only twice.
7.3 FID scores for ResNet architecture with WGAN-GP
objective
In addition to the inception scores, we also computed the FID scores [Heusel
et al., 2017] using 50,000 samples for the ResNet architecture with the WGAN-
GP objective; the results are presented in Table B.4. We see that the results and
conclusions are similar to the one obtained from the inception scores, adding an
extrapolation step as well as using Exponential Moving Average (EMA) consistently
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Model WGAN-GP (DCGAN)
Method no averaging uniform avg
SimAdam 6 .00 ± .07 6.01± .08
AltAdam5 6 .25 ± .05 6.51± .05
ExtraAdam 6.22± .04 6.35± .05
PastExtraAdam 6.27± 0.06 6.23± 0.13
Table B.2: Best inception scores (averaged over 5 runs) achieved on CIFAR10 for every
considered Adam variant. We see that the techniques of extrapolation and averaging
consistently enable improvements over the baselines (in italic).
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AltAdam5 γ = 1 · 10−4
AvgExtraAdam γ = 5 · 10−4
AvgPastExtraAdam γ = 1 · 10−4
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AltAdam5 γ = 1 · 10−4
AvgExtraAdam γ = 5 · 10−4
AvgPastExtraAdam γ = 1 · 10−4
Figure B.2: DCGAN architecture with WGAN-GP trained on CIFAR10: mean and
standard deviation of the inception score computed over 5 runs for each method using
the best performing learning rate plotted over number of generator updates (Left) and
wall-clock time (Right); all experiments were run on a NVIDIA Quadro GP100 GPU. We
see that ExtraAdam converges faster than the Adam baselines.
improves the FID scores. However, contrary to the results from the inception score,
we observe that uniform averaging does not necessarily improve the performance
of the methods. This could be due to the fact that the samples produced using
uniform averaging are more blurry and FID is more sensitive to blurriness; see §7.3
for more details about the effects of uniform averaging.
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Generator
Input: z ∈ R128 ∼ N (0, I)






transposed conv. (kernel: 3×3, 128→ 3, stride: 1, pad: 1)
Tanh(·)
Discriminator






Table B.3: ResNet architecture used for our CIFAR-10 experiments. When using the
gradient penalty (WGAN-GP), we remove the Batch Normalization layers in the discrim-
inator.
Model WGAN-GP (ResNet)
Method no averaging uniform avg EMA
SimAdam 23 .74 ± 2 .79 26.29± 5.56 21.89± 2.51
AltAdam5 21 .65 ± 0 .66 19.91± 0.43 20.69± 0.37
ExtraAdam 19.42± 0.15 18.13± 0.51 16.78± 0.21
PastExtraAdam 19.95± 0.38 22.45± 0.93 17.85± 0.40
OptimAdam 18 .88 ± 0 .55 21.23± 1.19 16.91± 0.32
Table B.4: Best FID scores (averaged over 5 runs) achieved on CIFAR10 for every
considered Adam variant. OptimAdam is the related Optimistic Adam [Daskalakis et al.,
2018] algorithm. We see that the techniques of extrapolation and EMA consistently enable
improvements over the baselines (in italic).
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AltAdam5 γ = 1 · 10−3
SimAdam γ = 1 · 10−3
PastExtraAdam γ = 1 · 10−3
AvgExtraAdam γ = 1 · 10−3
(a) learning rate of 10−3
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AltAdam5 γ = 1 · 10−4
SimAdam γ = 1 · 10−4
PastExtraAdam γ = 1 · 10−4
AvgExtraAdam γ = 1 · 10−4
(b) learning rate of 10−4
Figure B.3: Inception score on CIFAR10 for WGAN-GP (DCGAN) over number of
generator updates for different learning rates. We can see that AvgExtraAdam is less
sensitive to the choice of learning rate.
7.4 Comparison of the methods with the same learning rate
In this section, we compare how the methods presented in §7 perform with the
same step-size. We follow the same protocol as in the experimental section §7, we
consider the DCGAN architecture with WGAN-GP experiment described in App
§7.2. In Figure B.3 we plot the inception score provided by each training method
as a function of the number of generator updates. Note that these plots advan-
tage AltAdam5 a bit because each iteration of this algorithm is a bit more costly
(since it perform 5 discriminator updates for each generator update). Neverthe-
less, the goal of this experiment is not to show that AltAdam5 is faster but to
show that ExtraAdam is less sensitive to the choice of learning rate and can be
used with higher learning rates with less degradation. In Figure B.4, we compare
the sample quality on the DCGAN architecture with the WGAN-GP objective
of AltAdam5 and AvgExtraAdam for different step-sizes. We notice that for
AvgExtraAdam, the sample quality does not significantly change whereas the
sample quality of AltAdam5 seems to be really sensitive to step-size tunning.
We think that robustness to step-size tuning is a key property for an optimization
algorithm in order to save as much time as possible to tune other hyperparameters
of the learning procedure such as regularization.
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(a) AvgExtraAdam with η = 10−3 (b) AvgExtraAdam with η = 10−4
(c) AltAdam with η = 10−3 (d) AltAdam with η = 10−4
Figure B.4: Comparison of the samples quality on the WGAN-GP (DCGAN) experiment
for different methods and learning rate η.
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7.5 Comparison of the methods with and without uniform
averaging
In this section, we compare how uniform averaging affect the performance of
the methods presented in §7. We follow the same protocol as in the experimental
section §7, we consider the DCGAN architecture with the WGAN and weight
clipping objective as well as the WGAN-GP objective. In Figure B.5 and B.6, we
plot the inception score provided by each training method as a function of the
number of generator updates with and without uniform averaging. We notice that
uniform averaging seems to improve the inception score, nevertheless it looks like
the sample are a bit more blurry (see Figure B.7). This is confirmed by our result
(Figure B.8) on the Fréchet Inception Distance (FID) which is more sensitive to
blurriness. A similar observation about FID was made in §7.3.
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AltAdam5 γ = 1 · 10−4
SimAdam γ = 1 · 10−4
PastExtraAdam γ = 1 · 10−4
ExtraAdam γ = 1 · 10−4
(a) with averaging
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AltAdam5 γ = 1 · 10−4
SimAdam γ = 1 · 10−4
PastExtraAdam γ = 1 · 10−4
ExtraAdam γ = 1 · 10−4
(b) without averaging
Figure B.5: Inception Score on CIFAR10 for WGAN over number of generator updates
with and without averaging. We can see that averaging improve the inception score.
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AltAdam5 γ = 1 · 10−4
SimAdam γ = 1 · 10−4
PastExtraAdam γ = 1 · 10−4
ExtraAdam γ = 5 · 10−4
(a) with averaging
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AltAdam5 γ = 1 · 10−4
SimAdam γ = 1 · 10−4
PastExtraAdam γ = 1 · 10−4
ExtraAdam γ = 5 · 10−4
(b) without averaging
Figure B.6: Inception score on CIFAR10 for WGAN-GP (DCGAN) over number of
generator updates
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(a) PastExtraAdam without averaging (b) PastExtraAdam with averaging
(c) AltAdam5 without averaging (d) AltAdam5 with averaging
Figure B.7: Comparison of the samples of a WGAN trained with the different methods
with and without averaging. Although averaging improves the inception score, the samples
seem more blurry
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Figure B.8: The Fréchet Inception Distance (FID) from Heusel et al. [2017] computed
using 50,000 samples, on the WGAN experiments. ReExtraAdam refers to Alg. 5 intro-
duced in §4. We can see that averaging performs worse than when comparing with the
Inception Score. We observed that the samples generated by using averaging are a little





Batch size = 64
Number of generator update = 500, 000
Adam β1 = 0.5
Adam β2 = 0.9
Weight clipping for the discriminator = 0.01
Learning rate for generator = 5× 10−5 (for ExtraAdam)
= 2× 10−5 (for the other algorithms)
Learning rate for discriminator = 5× 10−4 (for ExtraAdam)
= 2× 10−4 (for the other algorithms)
β for EMA = 0.999
(DCGAN) WGAN-GP Hyperparameters
Batch size = 64
Number of generator update = 500, 000
Adam β1 = 0.5
Adam β2 = 0.9
Gradient penalty = 10
Learning rate for generator = 5× 10−4 (for ExtraAdam)
= 1× 10−4 (for the other algorithms)
Learning rate for discriminator = 5× 10−4 (for ExtraAdam)
= 1× 10−4 (for the other algorithms)
β for EMA = 0.999
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(ResNet) WGAN-GP Hyperparameters
Batch size = 64
Number of generator update = 500, 000
Adam β1 = 0.5
Adam β2 = 0.9
Gradient penalty = 10
Learning rate for generator = 5× 10−5 (for ExtraAdam)
= 2× 10−5 (for the other algorithms)
Learning rate for discriminator = 5× 10−4 (for ExtraAdam)
= 2× 10−4 (for the other algorithms)
β for EMA = 0.9999
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C Negative Momentum forImproved Game Dynamics
1 Additional Figures
1.1 Maximum magnitude of the eigenvalues gradient de-
scent with negative momentum on a bilinear objective
In Figure C.1 we numerically (using the formula provided in Proposition 1
and 2) computed the maximum magnitude of the eigenvalues gradient descent
with negative momentum on a bilinear objective as a function of the step size η
and the momentum β. We can notice that on one hand, for simultaneous gradient
method, no value of η and β provide a maximum magnitude smaller than 1, causing
a divergence of the algorithm. On the other hand, for alternating gradient method
there exists a sweet spot where the maximum magnitude of the eigenvalues of the
operator is smaller than 1 insuring that this method does converge linearly (since
the Jacobian of a bilinear minmax proble is constant).
step-size η
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Figure C.1: Contour plot of the maximummagnitude of the eigenvalues of the polynomial
(x−1)2(x−β)2 +η2x2 (left, simultaneous) and (x−1)2(x−β)2 +η2x3 (right, alternated)
for different values of the step-size η and the momentum β. Note that compared to (5.5)
and (5.7) we used β1 = β2 = β and we defined η :=
√
η1η2λ without loss of generality. On
the left, magnitudes are always larger than 1, and equal to 1 for β = −1. On the right,
magnitudes are smaller than 1 for η2 − 1 ≤ β ≤ 0 and greater than 1 elsewhere.
161
1.2 Mixture of Gaussian
[Fig. C.2] In this set of experiments we evaluate the effect of using negative
momentum for a GAN with saturating loss and alternating steps. The data in
this experiment comes from eight Gaussian distributions which are distributed
uniformly around the unit circle. The goal is to force the generator to generate
2-D samples that are coming from all of the 8 distributions. Although this looks
like a simple task, many GANs fail to generate diverse samples in this setup. This
experiment shows whether the algorithm prevents mode collapse or not.
Real Data Generated Data (iteration 90000)
mg = 0.0, md =  0.5 mg = 0.0, md = 0.0 mg = 0.0, md = 0.5
Figure 4: The effect of negative momentum for a mixture of 8 Gaussian distributions in a GAN setup.
Real data and the results of using SGD with zero momentum on the Generator and using negative /
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Figure 5: Comparison between negative and positive momentum with saturating loss on CIFAR-10 using a
residual network. Left: A grid for different momentums and step sizes on the discriminator. The colors depict
the value of the inception score. Lighter colors show higher value of inception score. A constant momentum of
0.5 and step size of 1e-4 is used for the generator. Right: Best samples from the model corresponding to the cell
with the highest inception score on each row of the left grid.
a simple task, many GANs fail to generate diverse samples in this setup. This experiment shows
whether the algorithm prevents mode collapse or not.
We use fully connected network with 4 hidden ReLU layers where each layer has 256 hidden units.
The latent code of the generator is a 8-dimensional multivariate Gaussian. The model is trained for
100,000 iterations with a learning rate of 0.01 for stochastic gradient descent along with values of
zero, -0.5 and 0.5 momentum. We observe that negative momentum considerably improves the results
compared to positive or zero momentum.
Fashion MNIST and CIFAR 10 [Figures 5 and 6] In our third set of experiments, we use negative
momentum in a GAN setup on CIFAR-10 (Krizhevsky and Hinton, 2009) and Fashion-MNIST
(Xiao et al., 2017) with saturating loss. We use residual networks for both the generator and the
discriminator with no batch-normalization. Following the same architecture as Gulrajani et al. (2017),
each residual block is made of two 3 ⇥ 3 convolutional layers with ReLU activation function. Up-
sampling and down-sampling layers are respectively used in the generator and discriminator. We
experiment with different values of momentum on the discriminator and a constant value of 0.5
for the momentum of the generator. We observe that using a negative value can generally result in
samples with higher quality and inception score. Intuitively, using negative momentum only on the
discriminator slows down the learning process of the discriminator and allows for better flow of the
gradient to the generator. Figure 6 also shows the results of using negative momentum on the fashion
MNIST dataset.
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Figure 4: The e fect of negative o entu for a ixture of 8 Gaussian distributions in a GAN setup.
Real data and the results of using SGD with zero o entu on the Generator and using negative /
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Figure 5: Comparison between negative and positive momentum with saturating lo s on CIFAR-10 using a
residual network. Left: A grid for di ferent momentums and step sizes on the discriminator. The colors depict
the value of the inception score. Lighter colors show higher value of inception score. A constant momentum of
0.5 and step size of 1e-4 is used for the generator. Right: Best samples from the model co responding to the ce l
with the highest inception score on each row of the left grid.
a si ple task, any GANs fail to generate diverse sa ples in this setup. This experi ent shows
whether the algorith prevents ode co lapse or not.
e use fu ly connected network with 4 hidden ReLU layers where each layer has 256 hidden units.
The latent code of the generator is a 8-di ensional ultivariate Gaussian. The odel is trained for
100,000 iterations with a learning rate of 0.01 for stochastic gradient descent along with values of
zero, -0.5 and 0.5 o entu . e observe that negative o entu considerably i proves the results
co pared to positive or zero o entu .
Fashion NIST and CIFAR 10 [Figures 5 and 6] In our third set of experi ents, we use negative
o entu in a GAN setup on CIFAR-10 (Krizhevsky and Hinton, 2009) and Fashion- NIST
(Xiao et al., 2017) with saturating loss. e use residual networks for both the generator and the
discri inator with no batch-nor alization. Fo lowing the sa e architecture as Gulrajani et al. (2017),
each residual block is ade of two 3 3 convolutional layers with ReLU activation function. Up-
sa pling and down-sa pling layers are respectively used in the generator and discri inator. e
experi ent with di ferent values of o entu on the discri inator and a constant value of 0.5
for the o entu of the generator. e observe that using a negative value can genera ly result in
sa ples with higher quality and inception score. Intuitively, using negative o entu only on the
discri inator slows down the learning process of the discri inator and a lows for be ter flow of the
gradient to the generator. Figure 6 also shows the results of using negative o entu on the fashion
NIST dataset.
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Figure 4: The effect of negative momentum for a mixture of 8 Gaussian distributions in a GAN setup.
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Figure 5: Comparison between negative and positive momentum with saturating loss on CIFAR-10 using a
residual network. Left: A grid for different momentums and step size on the discriminator. Th colors d pict
the value of the inception score. Lighter colors show higher value of inception score. A constant momentum of
0.5 and step size of 1e-4 is used for the generator. Right: Best samples from the model corresponding to the cell
with the highest inception score on each row of the left grid.
a simple task, many GANs fail to gener t iverse samples in this s tup. This experiment shows
whether the algorithm prevents mode collapse or not.
We use fully connected network with 4 hidden ReLU layers where each layer has 256 hidden units.
The latent code of the generator is a 8-dimensional multivariate Gaussian. The model is trained for
100,000 iterations with a learning rate of 0.01 for stochastic gradient descent along with values of
zero, -0.5 and 0.5 momentum. We observe that negative momentum considerably improves the results
compared to positive or zero momentum.
Fashion MNIST and CIFAR 10 [Figures 5 and 6] In our third set of experiments, we use negative
momentum in a GAN setup on CIFAR-10 (Krizhevsky and Hinton, 2009) and Fashion-MNIST
(Xiao et al., 2017) with saturating loss. We use residual networks for both the generator and the
discriminator with no batch-normalization. Following the same architecture as Gulrajani et al. (2017),
each residual block is made of two 3 ⇥ 3 convolutional layers with ReLU activation function. Up-
sampling and down-sampling layers are respectively used in the generator and discriminator. We
experiment with different values of momentum on the discriminator and a constant value of 0.5
for the momentum of the generator. We observe that using a negative value can generally result in
samples with higher quality and inception score. Intuitively, using negative momentum only on the
discriminator slows down the learning process of the discriminator and allows for better flow of the
gradient to the generator. Figure 6 also shows the results of using negative momentum on the fashion
MNIST dataset.
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Figure C.2: The effect of n gative momentum for a mixture of 8 G ussian di tributions
in a GAN setup. Real data and the results of using SGD with zero momentum on the
Generator and using negative / zero / positive momentum (β) on the Discriminator are
depicted.
We use a fully connected network with 4 hidden ReLU layers where each layer
has 256 hidden units. The latent code of the generator is an 8-dimensional multi-
variate Gaussian. The model is trained for 100,000 iterations with a learning rate
of 0.01 for stoch stic gradient descent along with values of zero, −0.5 and 0.5 mo-
mentum. We observe that negative momentum considerably improves the results
compared to positive or zero momentum.
2 Discussion on Momentum and Conditioning
In this section, we analyze the effect of the conditioning of the problem on the
optimal value of momentum. Consider the following formulation as an extension






α‖D1/2θ‖22+(1−α)θ>Aϕ−α‖D1/2ϕ‖22 , α ∈ [0, 1], A ∈ Rn×n , (2.1)
where D is a square diagonal positive-definite matrix,
D =

d1,1 0 0 . . . 0
0 d2,2 0 . . . 0
0 0 d3,3 . . . 0
0 0 0 . . . 0
0 0 0 . . . dn,n
 and ∀j ∈ {1, n−1}, dj+1,j+1 ≥ dj,j > 0, (2.2)
and its condition number is κ(D) = dn,n/d1,1. Thus, we can re-write the vector
field and the Jacobian as a function of α and D,
v(ϕ,θ,α,D) =
[
−(1− α)θ + 2αDϕ









The corresponding eigenvalues λ of the Jacobian are,
λ = 2α dj,j ± (1− α)i. (2.4)
For simplicity, in the following we will note ∇Fη,β for ∇Fη,β(ϕ,θ,α,D).
Using Thm. (3), the eigenvalues of ∇Fη,β are,
µ+(β, η, λ) = (1−ηλ+β)
1 + ∆ 12
2 and µ−(β, η, λ) = (1−ηλ+β)
1−∆ 12
2 . (2.5)
where ∆ := 1 − 4β(1−ηλ+β)2 and ∆
1
2 is the complex square root of ∆ with positive
real part.
Hence the spectral radius of ∇Fη,β can be explicitly formulated as a function
of β and η,
ρ(∇Fη,β) = max
λ∈Sp(∇Fη,β)
max {|µ+(β, η, λ)|, |µ−(β, η, λ)|} (2.6)
In Figure C.3, we numerically computed the optimal β that minimizes
ρmax(∇Fη,β) as a function of the step-size η, for n = 2, d1,1 = 1/κ and d2,2 = 1.
To balance the game between the adversarial part and the cooperative part, we
normalize the matrix D such that the sum of its diagonal elements is n. It can
be seen that there is a competition between the type of the game (adversarial
and cooperative) versus the conditioning of the matrix D. In a more cooperative
regime, increasing κ results in more positive values of momentum which is
consistent with the intuition that cooperative games are almost minimization
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Figure C.3: Plot of the optimal value of momentum by for different α’s and condition
numbers (log10κ). Blue/white/orange regions correspond to negative/zero/positive values
of the optimal momentum, respectively.





. Interestingly, even if the condition number of D is large,
when the game is adversarial enough, the optimum value for the momentum is
negative. This experimental setting seems to suggest the existence of a multidi-
mensional condition number taking into account the difficulties introduced by the
ill conditioning of D as well as the adversarial component of the game.
3 Lemmas and Definitions
Recall that the spectral radius ρ(A) of a matrix A is the maximum magnitude
of its eigenvalues.
ρ(A) := max{|λ| : λ ∈ Sp(A)} . (3.1)
For a symmetric matrix, this is equal to the spectral norm, which is the operator
norm induced by the vector 2-norm. However, we are dealing with general matrices,
so these two values may be different. The spectral radius is always smaller than

















=⇒ ‖A‖2 = 1
)
where we used the fact that the spectral norm is also the square root of the largest
singular value.
In this section we will introduce three lemmas that we will use in the proofs of
§4.
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The first lemma is about the determinant of a block matrix.
Lemma 11. Let A,B,C,D four matrices such that C and D commute. Then∣∣∣∣∣A BC D
∣∣∣∣∣ = ∣∣∣AD −BC∣∣∣ (3.2)
where
∣∣∣A∣∣∣ is the determinant of A.
Proof. See [Zhang, 2006, Section 0.3].
The second lemma is about the iterates of the simultaneous and the alternating
methods introduced in §5 for the bilinear game. It shows that we can pick a
subspace where the iterates will remain.
Lemma 12. Let (θt,ϕt) the updates computed by the simultaneous (resp. alternat-
ing) gradient method with momentum (5.4) (resp. (5.6)). There exists are couple
(θ∗,ϕ∗) solution of (5.1) only depending on (θ0,ϕ0) such that,
θt − θ∗ ∈ span(AA>) and ϕt −ϕ∗ ∈ span(A>A) , ∀t ≥ 0 . (3.3)
Proof of Lemma 12. Let us start with the simultaneous updates (5.4).
Let U>DV = A the SVD of A where U and V are orthogonal matrices and
D =
[




where r is the rank of A and σ1 ≥ · · · ≥ σr > 0 are the (positive) singular values
of A. The update rules (5.4) implies that, θt+1 = θt − η1Aϕt + β1(θt − θt−1)ϕt+1 = ϕt + η2A>θt + β2(ϕt −ϕt−1) (3.5)
⇒
Uθt+1 = Uθt − η1DV ϕt + β1U(θt − θt−1)V ϕt+1 = V ϕt + η2D>Uθt + β2V (ϕt −ϕt−1) (3.6)



























Since the solutions (θ∗,ϕ∗) of (5.1) verify the following first order conditions:
A>θ∗ = 0 and Aϕ∗ = 0 (3.8)
One can set (θ∗,ϕ∗) as in (3.7) to be a couple of solution of (5.1) such that
U(θ0 − θ∗) ∈ span(D) and V (ϕ0 −ϕ∗) ∈ span(D). By an immediate recurrence,
using (3.5) we have that for any initialization (θ0,ϕ0) there exists a couple (θ∗,ϕ∗)
such that that for any t ≥ 0,
U(θt − θ∗) ∈ span(D) and V (ϕt −ϕ∗) ∈ span(D>) (3.9)
Consequently,
θt−θ∗ ∈ span(A) = span(AA>) and ϕt−ϕ∗ ∈ span(A>) = span(A>A) , t ≥ 0
(3.10)
The proof for the alternated updates (5.6) are the same since we only use the fact
that the iterates stay on the span of interest.
Lemma 13. Let M ∈ Rm×m and (ut) a sequence such that, ut+1 = Mut, then
we have three cases of interest for the spectral radius ρ(M):
• If ρ(M) < 1, and M is diagonalizable, then ‖ut‖2 ∈ O((ρ(M ))t‖u0‖2).
• If ρ(M) > 1, then there exist u0 such that ‖ut‖2 ∈ Ω(ρ(M ))t‖u0‖2.
• If |λ| = 1 , ∀λ ∈ Sp(M), and M is diagonalizable then ‖ut‖2 ∈ Θ(‖u0‖2).
Proof. For that section we note ‖ · ‖2 the `2 norm of Cm:
• If ρ(M) < 1:
We have for t ≥ 0 and any u0 ∈ Rm ,
‖ut‖2 = ‖M tu0‖2 ≤ ‖M t‖‖u0‖2 (3.11)
Then we can diagonalize M = PDP−1 where P is invertible and D is a
diagonal matrix. Hence using ‖ ·‖2 as the norm of Cm (because P can belong
to Cm×m) we have that,
‖ut‖2‖PDtP−1‖‖u0‖2 ≤ ‖P ‖‖P−1‖‖Dt‖‖u0‖2 (3.12)
≤ ‖P ‖‖P−1‖ρ(M)t‖u0‖2 (3.13)
= O((ρ(M ))t‖u0‖2) . (3.14)
• If ρ(M) > 1: We have for t ≥ 0 and any u0 ∈ Rm ,
‖ut‖2 = ‖M tu0‖2 (3.15)
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But we know that there exist a u0 ∈ Rm that only depends on M such that
‖M tu0‖2 = ‖M t‖‖u0‖2 (explicitly u0 is the eigenvector associated with the
largest eigenvalue ofM>M ). But, using [Bertsekas, 1999, Proposition A.15]
we know that ρ(M ) ≤ ‖M‖2. Then we have that,
‖ut‖2 ≥ ρ(M )t‖u0‖2 (3.16)
• If |λ| = 1 , ∀λ ∈ Sp(M), we can diagonalize M such that M = PDP−1
where P is invertible and D is a diagonal matrix with complex values of
magnitude 1.
We have for t ≥ 0 and any u0 ∈ Rm,
‖ut‖2 = ‖M tu0‖2 (3.17)
= ‖PDtP−1u0‖2 (3.18)
≤ ‖P ‖‖Dt‖‖P−1‖‖u0‖2 = ‖P ‖‖P−1‖‖u0‖2 (3.19)
Similarly,
‖u0‖2 = ‖M−tut‖2 (3.20)
= ‖PD−tP−1ut‖2 (3.21)
≤ ‖P ‖‖Dt‖‖P−1‖‖ut‖2 = ‖P ‖‖P−1‖‖ut‖2 (3.22)
4 Proofs of the Theorems and Propositions
4.1 Proof of Thm. 1
Let us recall the Theorem proposed by Bertsekas [1999, Proposition 4.4.1]. We
also provide a convergence rate that was not previously stated in [Bertsekas, 1999].
Theorem 1. If the spectral radius ρmax := ρ(∇Fη(ω∗)) < 1, then, for ω0 in a
neighborhood of ω∗, the distance of ωt to the stationary point ω∗ converges at a




, ∀ε > 0.
Proof. For brevity let us write xt := (φt, θt) for t ≥ 0 and x∗ := (φ∗, θ∗). Let ε > 0.
By Proposition A.15 [Bertsekas, 1999] there exists a norm ‖ · ‖ such that its
induced matrix norm has the following property:




Then by definition of the sequence (xt) and since x∗ is a fixed point of Fη, we have
that,
‖xt+1 − x∗‖ = ‖Fη(xt)− Fη(x∗)‖ (4.2)
Since Fη is assumed to be continuously differentiable by the mean value theorem
we have that
Fη(xt) = Fη(x∗) +∇Fη(x̃t)(xt − x∗) , (4.3)
for some x̃t ∈ [xt, x∗]. Then,
‖xt+1 − x∗‖ ≤ ‖∇Fη(x̃t)‖‖xt − x∗‖ (4.4)
where ‖∇Fη(x̃t)‖ is the induced matrix norm of ‖ · ‖.
Since the induced norm of a square matrix is continuous on its elements and
since we assumed that ∇Fη was continuous, there exists δ > 0 such that,
‖∇Fη(x)−∇Fη(x∗)‖ ≤
ε
2 , ∀x : ‖x− x
∗‖ ≤ δ . (4.5)
Finally, we get that if ‖xt − x∗‖ ≤ δ, then,
‖xt+1 − x∗‖ ≤ ‖∇Fη(x̃t)‖‖xt − x∗‖ (4.6)









‖xt − x∗‖ (4.8)
where in the last line we used (4.1) and (4.5). Consequently, if ρ(∇Fη(x∗) < 1 and
if ‖x0 − x∗‖ ≤ δ, we have that,
‖xt − x∗‖ ≤ (ρ(∇Fη(x∗)) + ε)t ‖x0 − x∗‖ ≤ δ , ∀ε > 0 . (4.9)
4.2 Proof of Thm. 2
We are interested in the optimal step-size for the Simultaneous gradient with no
momentum. Define the step-size associated to one eigenvalue λ ∈ C by η̂(λ) := <(λ)|λ|2 .
Theorem 2. If the eigenvalues of ∇v(ω∗) all have a positive real-part, then, the
best step-size ηbest, which minimizes the spectral radius ρmax(η) of ∇Fη(ϕ∗,θ∗), is
the solution of a (convex) quadratic by parts problem, and satisfies,
max
1≤k≤m
sin(ψk)2 ≤ ρmax(ηbest)2 ≤ 1−<(1/λ1)δ , (4.10)
with δ := min
1≤k≤m
|λk|2(2<(1/λk)−<(1/λ1)) (4.11)
and <(1/λ1) ≤ ηbest ≤ 2<(1/λ1) (4.12)
where (λk = rkeiψk)1≤k≤m = Sp(∇v(ϕ∗,θ∗)) are sorted such that
0 < <(1/λ1) ≤ · · · ≤ <(1/λm). Particularly, when ηbest = <(1/λ1) we are
in the case of the top plot of Fig.8.3 and ρmax(ηbest)2 = sin(ψ1)2 .
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where {λ1, . . . , λm} is the spectrum of ∇v(ϕ∗,θ∗). we can develop the magnitude
to get,
fi(η) := |1− ηλi|2 = 1− 2η<(λi) + η2|λi|2 (4.14)
The function η 7→ max1≤i≤n fi(η) is a convex function quadratic by part. This
function goes to +∞ as η gets larger, so it reaches its minimum over [0,∞). We
can notice that each function fi reaches its minimum for ηi = <(λi)|λi|2 = <(1/λi).
Consequently, if we order the eigenvalues such that,
η1 ≤ . . . ≤ ηm (4.15)
we have that
f ′i(η1) ≤ 0 , 1 ≤ i ≤ m and f1(x) ≥ 1 , ∀x ≥ 2η1 (4.16)
As a result,
η1 ≤ ηbest ≤ 2η1 (4.17)
Moreover, it is easy to notice that,
|1− η1λ1|2 = min
η≥0





Then developing |1− η1λ1|2, we get that,
|1− η1λ1|2 = |1− <(λ1)|λ1|2 λ1|
2 = 1− <(λ1)2|λ1|2 = sin(ψ1)
2 (4.19)









= 1− η1 min1≤k≤m 2<(λk)− η1|λk|
2 = 1−<(1/λ1)δ (4.22)
This upper bound is then achieved for η = <(1/λ1). Moreover is
Sp(∇v(ϕ∗,θ∗) ⊂ [µ, L] we have that, λ1 = L and that
δ ≥ min
λ∈[µ,L]
2λ− λ2/L = 2µ− µ2/L (4.23)




provided in the convex case.
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4.3 Proof of Thm. 3
We are now interested in the eigenvalues of the Simultaneous Gradient Method
with Momentum.
Theorem 3. The eigenvalues of ∇Fη,β(ω∗) are
µ±(β, η, λ) := (1− ηλ+ β)
1±∆ 12
2 , (4.24)
where ∆ := 1− 4β(1−ηλ+β)2 , λ ∈ Sp(∇v(ω∗)) and ∆
1
2 is the complex square root of
∆ with positive real part1. Moreover we have the following Taylor approximation,








Proof. The Jacobian of Fη,β is
M :=
[




Its characteristic polynomial can be written:
χM(X) = det(XI2n −M) =
∣∣∣∣∣(X − 1− β)In + ηT βIn−In XIn
∣∣∣∣∣ (4.28)
where ∇v(ω∗) = PTP−1 and T is an upper-triangular matrix. Finally by
Lemma 11 we have that,
χM(X) =
∣∣∣X((X − 1− β)In + ηT ) + βIn∣∣∣ = n∏
i=1





λ1 ∗ . . . ∗
0 . . . . . . ...
... . . . . . . ∗
0 . . . 0 λn
 .
Let λ one of the λi we have,
X((X − 1− β) + ηλ) + β = X2 − (1− ηλ+ β)X + β (4.30)




The roots of this polynomial are
µ+(λ) =
1− ηλ+ β +
√
∆
2 and µ−(λ) =




where ∆ := (1− ηλ+ β)2 − 4β and λ ∈ Sp(∇v(ω∗)). This can be rewritten as,
µ±(β, η, λ) := (1− ηλ+ β)
1±∆ 12
2 (4.32)
where ∆ := 1− 4β(1−ηλ+β)2 , λ ∈ Sp(∇v(ϕ∗,θ∗)) and ∆
1
2 is the complex square root
of ∆ with real positive part (if ∆ is a real negative number, we set ∆ 12 := i
√
−∆).
Moreover we have the following Taylor approximation,
µ+(β, η, λ) = 1− ηλ− β
ηλ
1− ηλ +O(β





4.4 Proof of Thm. 4
We are interested in the impact of small Momentum values on the convergence
rate of Simultaneous Gradient Method.
Theorem 4. For any λ ∈ Sp(∇v(ω∗)) s.t. <(λ) > 0,







Particularly, we have ρ′λ,<(1/λ)(0) = 2<(λ)<(1/λ) > 0 and if |Arg(λ)| ≥ π4 then,
(<(1/λ), 2<(1/λ)) ⊂ I(λ).







When β is close to 0, µ− is close also to 0 whereas µ+ is close to 1 − ηλ. In
general 1 − ηλ 6= 0, so around 0, ρλ,η(β) = |µ+(β)|2 = µ+(β)µ̄+(β). The special
case where 1 − ηλ = 0 is excluded from this analysis because it means that the
eigenvalue λ is not one constraining the learning rate as seen in Thm. 2. Computing
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the derivative of ρ give us





















2η2|λ|2 − η<(λ)(1 + η2|λ|2)
|1− ηλ|2 (4.40)
The sign of ρ′λ,η(0) is determined by the sign of
2η|λ|2 −<(λ)(1 + η2|λ|2) = −<(λ)|λ|2η2 + 2|λ|2η −<(λ) (4.41)







Moreover since <(1/λ) = <(λ)|λ|2 , we have that |1− λ<(1/λ)|2 = 1− <(λ)<(1/λ)
(see Eq. 4.19) and then,
ρ′λ,<(1/λ)(0) = 2<(λ)<(1/λ). (4.42)




r cos(ψ) = <(1/λ)
1− | sin(ψ)|




1 + | sin(ψ)|
r cos(ψ) = <(1/λ)
















4.5 Proof of Thm. 5
We are now in the special case of a bilinear game. We first consider the simul-









θt − η1Aϕt + β1(θt − θt−1)





Proposition 1. The eigenvalues of ∇F simη,β are the roots of the 4th order polynomi-
als:
(x− 1)2(x− β1)(x− β2) + η1η2λx2 , λ ∈ Sp(A>A). (4.46)
Particularly, when β1 = β2 = 0 and η1 = η2 = η we have,
Pλ(x) = x2(x2 − 2x+ 1 + η2λ) , λ ∈ Sp(A>A) (4.47)
Proof. F simη,β is a linear operator belonging to Rd×p, for notational compactness let
us call m := d + p. Let us recall that Im and 0d,p are respectively the identity of






















Leading to the compressed form
∇F simη,β =

(1 + β)Id −ηA





Then the characteristic polynomial of this matrix is equal to,
χ(X) :=
∣∣∣∣∣∣∣∣
(X − 1− β1)Id ηA










(X − 1− β1)Id η1A









∣∣∣∣∣(X(X − 1− β1) + β1)Id η1XA−η2XA> (X(X − 1− β2) + β2)Ip
∣∣∣∣∣ (4.52)
=




0d,p (X − β2)(X − 1)Ip
∣∣∣∣∣
(4.53)
Where for the last equality we added to the first block column the second one
multiplied by η2A> XX(X−1−β2)+β2 . It’s now time to introduce r the rank of A. We
can diagonalize A>A = U>diag(λ1, . . . , λr, 0, . . . , 0)U to get the determinant of a
triangular matrix,
χ(X) = P1(X)P2(X) (4.54)
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where





(X − β1)(X − 1)(X − β2)(X − 1) + η1η2X2λk
]
. (4.56)
This is the characteristic polynomial we were seeking, taking into account the null
singular values of A.
In particular, when β1 = β2 = 0, we get,
χ(X) = Xm(X − 1)m−2r
r∏
k=1
((X − 1)2 + η1η2λk) (4.57)
Theorem 5. For any η1, η2 ≥ 0 and β1 = β2 = β, the iterates of the simultaneous















if − 116 ≤ β < 0 .
Proof of Thm. 5. We report the maximum magnitudes of the eigenvalues of the
polynomial from Prop. 1 in Fig. C.1. We observe that they are larger than 1. We
now prove it in several cases. Let us start with the simpler case β1 = β2 = 0. Using
Lemma 12, there exists (θ∗,ϕ∗) such that for any t ≥ 0,
θt−θ∗ ∈ span(A) = span(AA>) and ϕt−ϕ∗ ∈ span(A>) = span(A>A) , t ≥ 0
(4.58)
Then, we have,
‖θt+1 − θ∗‖2 = ‖θt − θ∗ − 2ηA(ϕt −ϕ∗)‖2 (4.59)
= ‖θt − θ∗‖2 − 2η(θt − θ∗)A(ϕt −ϕ∗) + η2‖A(ϕt −ϕ∗)‖2 (4.60)
(4.58)
≥ ‖θt − θ∗‖2 − 2η(θt − θ∗)A(ϕt −ϕ∗) + η2σ2min(A)‖ϕt −ϕ∗‖2
(4.61)
where in line 1 we used that Aϕ∗ = 0 and in line 3 we used that ϕt − ϕ∗ is
orthogonal to the null space of A, so that we lower bound the product by the
smallest non-zero singular value σmin(A). The same way, we get:
‖ϕt+1 −ϕ∗‖2 = ‖ϕ−ϕ∗‖2 + 2η(θt − θ∗)A(ϕt −ϕ∗) + 2η2‖A>(θ − θ∗)‖2
(4.62)
(4.58)
≥ ‖ϕt −ϕ∗‖2 + 2η(θt − θ∗)A(ϕt −ϕ∗) + η2σ2min(A)‖θt − θ∗‖2
(4.63)
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Summing (4.61) and (4.63), we get
∆t+1 ≥ (1 + η2σ2min(A))∆t (4.64)
where σ2min(A) is the minimal (positive) squared singular value of A.
Now we can try to handle the case where β1 = β2 = β 6= 0. To prove Thm. 5
we will prove the following Proposition
Proposition 2. Let F simη,β the operator defined in (5.4).
• For β ≥ 0 its radial spectrum is lower bounded by 1 + η1η2σ2max(A).
• For −1/16 ≤ β < 0 its radial spectrum is lower bounded by
1 + η1η2σ2max(A)/17.
Proof of Proposition 2. Let us use Proposition 1 to get that the eigenvalues of
our linear operator are the solutions of
(x− 1)2(x− β)2 + η2λx2 , λ ∈ Sp(A>A) . (4.65)
Let us fix λ > 0 belonging to Sp(A>A). For simplicity, let us note α2 = η2λ. We
can then notice that this polynomial can be factorized as
(x− 1)2(x− β)2 + (αx)2 = ((x− 1)(x− β) + iαx) ((x− 1)(x− β)− iαx) (4.66)
Then the roots of these 2 quadratic polynomials are
z1 =
1 + β + iα + ((1 + β + iα)2 − 4β)1/2
2 (4.67)
z2 =
1 + β + iα− ((1 + β + iα)2 − 4β)1/2
2 (4.68)
z3 =
1 + β − iα + ((1 + β − iα)2 − 4β)1/2
2 (4.69)
and z4 =
1 + β − iα− ((1 + β − iα)2 − 4β)1/2
2 . (4.70)
where ±z1/2 are the complex square roots of z with positive imaginary part. Our
goal is going to be to show that z1 has a magnitude larger than 1.










Let us first assume that β < 0. We have that,
<(z1/2) =
√√√√√((1− β)2 − α2)2 + 4α2(1 + β)2 + (1− β)2 − α2
2 (4.72)
=
√√√√√((1− β)2 + α2)2 + 16α2β + (1− β)2 − α2
2 (4.73)
≥
√√√√(1− β)2 + α2 + 16 α2βα2+(1−β)2 + (1− β)2 − α2
2 (4.74)
=
√√√√(1− β)2 + 8 α2β
α2 + (1− β)2 (4.75)
≥ 1− β + 8 α
2β
(1− β)(α2 + (1− β)2) (4.76)
where for the two inequalities we used
√
1 + x ≥ 1 + x , ∀x ≤ 0. With the same
ideas we can lower bound the Imaginary part of z1/2,
=(z1/2) =
√√√√√((1− β)2 − α2)2 + 4α2(1 + β)2 − (1− β)2 + α2
2 (4.77)
=
√√√√√((1− β)2 + α2)2 + 16α2β − (1− β)2 + α2
2 (4.78)
≥
√√√√(1− β)2 + α2 + 16 α2βα2+(1−β)2 − (1− β)2 + α2
2 (4.79)
=
√√√√α2 + 8 α2β
α2 + (1− β)2 (4.80)
≥ α + 8 αβ
α2 + (1− β)2 (4.81)
Consequently we can use (4.76) and (4.81) to lower bound the magnitude of z1
(defined in Eq. 4.67) as,
|z1|2 = <(z1)2 + =(z1)2 (4.82)
≥
(
1 + 4 α
2β




α + 4 αβ
α2 + (1− β)2
)2
(4.83)
≥ 1 + 8 α
2β
α2 + (1− β)2 + α
2 + 8 α
2β
α2 + (1− β)2 (4.84)
= 1 + α2 + 16α2β (4.85)
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|z1|2 ≥ 1 +
α2
17 , ∀ − 1/16 ≤ β < 0 (4.86)
Let us now consider the case β ≥ 0. By using the fact that√
a+ b ≥ √a , ∀a, b ≥ 0 we have that,
<(z1/2) =
√√√√√((1− β)2 + α2)2 + 16α2β + (1− β)2 − α2
2 ≥ 1− β (4.87)
and the same way,
=(z1/2) =
√√√√√((1− β)2 − α2)2 + 4α2(1 + β)2 − (1− β)2 + α2
2 ≥ α (4.88)
I then quickly leads to
|z1|2 ≥ 1 + α2 . (4.89)
To conclude this proof we just need to combine Proposition 2 with Lemma 13
saying that if the spectral radius is strictly larger than 1 then the iterates diverge.
4.6 Proof of Thm. 6
Proposition 2. The eigenvalues of ∇F altη,β are the roots of the 4th order polynomials:
(x− 1)2(x− β1)(x− β2) + η1η2λx3 , λ ∈ Sp(A>A) (4.90)
Particularly for β1 = β2 = 0 and η1η2 = η2 we get
Pλ(x) = x2((x− 1)2 + η2λx3 , λ ∈ Sp(A>A) (4.91)










Particularly for β1 = −12 and β2 = 0 we get
x[(x− 1)2(x+ 12) + η
2λx2] , λ ∈ Sp(A>A) (4.93)
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proof of Proposition 2. Let us recall the definition of F altη,β, (for compactness we









θt − η1Aϕt + β1(θt − θt−1)






θt − η1Aϕt + β1(θt − θt−1)





Hence, the matrix F altη,β is,
F altη,β =

(1 + β1)Id −η1A





Then the characteristic polynomial of F altη,β is equal to
χ(X) =
∣∣∣∣∣∣∣∣∣
(X − 1− β1)Id η1A β1Id 0d,p
−(1 + β1)η2A> (X − 1− β2)Ip + η1η2A>A β1η2A> β2Id
−Id 0d,p XId 0d,p




(X − 1− β1 + β1X )Id η1A β1Id 0d,p
−(1 + β1 + β1X )η2A> (X − 1− β2 + β2X )Ip + η1η2A>A β1η2A> β2Ip
0d 0d,p XId 0d,p
0d,p 0p 0p,d XIp
∣∣∣∣∣∣∣∣∣∣
(4.98)






(X − 1− β1 + β1X )Id η1A β1Id 0d,p
−Xη2A> (X − 1− β2 + β2X )Ip 0p,d β2Ip
0d 0d,p XId 0d,p
0d,p 0p 0p,d XIp
∣∣∣∣∣∣∣∣∣∣
(4.99)
where we added to the second block line the first block line by −η2A>. Then our
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determinant is triangular by squared blocks of size m×m and we can write,
χ(X) = det(XIm)
∣∣∣∣∣(X − 1− β1 + β1X )Id η1A−Xη2A> (X − 1− β2 + β2X )Ip
∣∣∣∣∣ (4.100)
=
∣∣∣∣∣(X(X − 1− β1) + β1)Id Xη1A−X2η2A> (X(X − 1− β2) + β2)Ip
∣∣∣∣∣ (4.101)
=
∣∣∣∣∣(X − 1)(X − β1)Id Xη1A−X2η2A> (X − 1)(X − β2)Ip
∣∣∣∣∣ (4.102)
=
∣∣∣∣∣(X − 1)(X − β1)Id + η1η2A>A X
3
(X−1)(X−β2) Xη1A
0p,d (X − 1)(X − β2)Ip
∣∣∣∣∣
(4.103)
Now we can diagonalize A>A to get,





(X − 1)2(X − β2)(X − β1) + η1η2X3λk
)
, (4.105)
where (λk)1≤k≤r are the positive eigenvalues of A>A of rank r. Particularly, when
β1 = β2 = 0 we have that,




(X − 1)2 + η1η2Xλk
)
(4.106)
We report the maximum magnitudes of the eigenvalues of the polynomial from
Prop. 2 in Fig. C.1. We observe that they are smaller than 1 for a large choice of
step-size and momentum values. This is a satisfying numerical result but we want
analytical convergence rates. This is what we prove in Thm. 6.
Theorem 6. If we set η ≤ 1
σmax(A) , β1 = −
1








If we set β1 = 0 and β2 = 0, then there exists M > 1 such that for any η1, η2 ≥ 0,
∆t = Θ(∆0).
Proof. In Lemma 12 we showed of the affine transformations θt → U(θt− θ∗) and
ϕt → V (ϕt − ϕ∗) allow us to work on the span of a diagonal matrix D. Then in
that case the eigenspace ofD do not interact with each other. In the sense that for
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each coordinate of [U(θt − θ∗)]i and [V (ϕt −ϕ∗)]i (1 ≤ i ≤ r) we have from (3.5)
that{
[U(θt+1 − θ∗)]i = [U(θt − θ∗)]i − η1σi[V (ϕt −ϕ∗)]i + β1[U(θt − θt−1)]i
[V (ϕt+1 −ϕ∗)]i = [V (ϕt −ϕ∗)]i + η2σi[U(θt+1 − θ∗)]i + β2[V (ϕt −ϕt−1)]i
(4.108)
Consequently we only need to study the 4 dimensional linear operators
(1 + β1) −η1σi





for σ1 ≤ · · · ≤ σr > 0 the positive singular values of A. These equations are a
particular case of (4.96). Using the proof of Proposition 2 the eigenvalues of these
matrices are the solution of
Pi(X) = (X − 1)2(X − β1)(X − β2) + η1η2X3σ2i , 1 ≤ i ≤ r . (4.110)
We will now consider two case:
• When, β1 = β2 = 0 we have that,
Pi(X) = X2((X − 1)2 + η1η2Xσ2i ) , 1 ≤ i ≤ r . (4.111)
Then the roots of Pi(X) are 0 and two complex conjugate value with a mag-
nitude equal to the constant term of (X − 1)2 + η1η2Xσ2i which is 1. Since
these two eigenvalues are different, the matrix (4.109) is diagonalizable (for
β1 = β2 = 0 we can remove the state augmentation to only work with these
two eigenvector). Consequently our linear operator is diagonalizable and has
all its eigenvalues larger than 1 in magnitude, we can then apply Lemma 13
to conclude that ∆t = Ω(∆0).
• When, β1 = −12 and β2 = 0, we have that Pi(X) = XQi(X) where
Qi(X) := (X − 1)2(X + 12) + η1η2X2σ2i , 1 ≤ i ≤ r . (4.112)
Then Pi(−1/2) = +η1η2σ
2
i
4 > 0 and Pi(−1) = −2 + η1η2σ2i . If η1η2 < 2σ2i we
have Pi(−1) < 0. Consequently, this polynomial has a negative root λ− such
that −1 < λ− < −12 < 0. Moreover the derivative of Qi(X) is
Q′i(X) = (X − 1)(2X + 1) + (X − 1)2 + 2η1η2Xσ2i = (3X − 3− η1η2σ2i )X .
(4.113)
If η1η2 < 32σ2i , then Q
′
i(x) > 0 ,∀x > 0. Since Qi(0) = 1/2 > 0 then
Qi(x) > 0 , ∀x ≥ 0 and consequently all the real roots of Qi are negative.
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Since by the root coefficient relationship the sum of the roots of Qi has to be
equal to 32 − η1η2σ2i > 0, all the roots of Qi cannot be real (because the real
roots of Qi are negative). Hence Qi has two conjugate roots λc and λ̄c and
one real negative root λr. Let us consider −1 < λr < −1/2, we have,
4(λr + 12) + αλ
2
r < (λr − 1)2(λr + 12) + αλ2r = 0 , (4.114)




















1− x , 1 > x ≥ 0. Moreover the roots coefficient
relationship are
3
2 − α = 2<(λc) + λr (4.116)
0 = |λc|2 + 2λr<(λc) (4.117)
−12 = λr|λc|
2 (4.118)
where we called α = η1η2σ2i . Plugging (4.116) into (4.117) we get
0 = |λc|2 + (32 − α− λr)λr (4.119)




≤ 14− 2α (4.120)
where we used that λr < −12 . Consequently, since in the theorem we assumed







≤ 11 + α8
≤ 1− α16 (4.121)
where for the last inequality we used
√
1 + x ≤ 1 + x2 , ∀x ∈ R and
(1 + x)−1 ≤ 1− x/2 , ∀ 0 ≤ x ≤ 1.
One last thing to say is that the four roots of Pi which are the four eigen-
values of the matrix in (4.109) are different and consequently this matrix is
diagonalizable.
We can then apply Lemma 13 in a case of a spectral radius strictly smaller
that 1 to conclude that,






∆t := ‖U(θt+1 − θ∗)‖22 + ‖U(θt − θ∗)‖22 (4.123)
+ ‖V (ϕt+1 −ϕ∗)‖22 + ‖V (ϕt −ϕ∗)‖22 (4.124)
= ‖θt+1 − θ∗‖22 + ‖θt − θ∗‖22 + ‖ϕt+1 −ϕ∗‖22 + ‖ϕt −ϕ∗‖22 (4.125)
because U and V are orthogonal.
This concludes the proof.
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1 Proof of theorems and propositions
1.1 Proof of Theorem 1
Let us recall the theorem of interest:
Proposition 1. Let us assume that (3.6) is an equality and that ∇v(ω∗) is diago-
nalizable, then there exists a basis P such that the coordinates ω̃(t) := P (ω(t)−ω∗)
have the following behavior,
1. For λj ∈ Sp∇v(ω∗), λj ∈ R, we observe pure attraction: ω̃j(t) = e−λjt[ω̃j(0) .






















The matrix Rϕ corresponds to a rotation of angle ϕ. Note that, we re-ordered the
eigenvalues such that the complex conjugate eigenvalues form pairs: if λj /∈ R then
λj+1 = λ̄j.
Proof. The ODE we consider is,
dω(t)
dt
= ∇v(ω∗)(ω(t)− ω∗) (1.1)
The solution of this ODE is
ω(t) = e−(t−t0)∇v(ω∗)(ω(t0)− ω∗) + ω∗ (1.2)
Let us now consider λ an eigenvalue of Sp(∇v(ω∗)) such that Re(λ) > 0 and
Im(λ) 6= 0. Since ∇v(ω∗) is a real matrix and Im(λ) 6= 0 we know that the
complex conjugate λ̄ of λ belongs to Sp(∇v(ω∗)). Let u0 be a complex eigenvector
of λ, then we have that,
∇v(ω∗)u0 = λu0 ⇒ ∇v(ω∗)ū0 = λ̄ū0 (1.3)
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and thus ū0 is a eigenvector of λ̄. Now if we set u1 := u0 + ū0 and iu2 := u0− ū0,
we have that
e−t∇v(ω
∗)u1 = e−tλu0 + e−tλ̄ū0 = Re(e−tλ)u1 + Im(e−tλ)u2 (1.4)
e−t∇v(ω
∗)iu2 = e−tλu0 − e−tλ̄ū0 = i(Re(e−tλ)u2 − Im(e−tλ)u1) (1.5)
Thus if we consider the basis that diagonalizes ∇v(ω∗) and modify the complex
conjugate eigenvalues in the way we described right after 1.3 we get the expected
diagonal form in a real basis. Thus there exists P such that
∇v(ω∗) = PDP−1 (1.6)
where D is the block diagonal matrix with the block described in Theorem 1.
1.2 Being a DNE is neither necessary or sufficient for being
a LSSP
Let us first recall Example 4.
Example 4. Let us consider LG as a hyperbolic paraboloid (a.k.a., saddle point
function) centered in (1, 1) where (1, ϕ) is the principal descent direction and
(−ϕ, 1) is the principal ascent direction, while LD is a simple bilinear objective.
LG(θ1, θ2, ϕ) = (θ2−ϕθ1− 1)2− 12(θ1 +ϕθ2− 1)2 , LD(θ1, θ2, ϕ) = ϕ(5θ1 + 4θ2− 9)
We want to show that (1, 1, 0) is a locally stable stationary point.
Proof. The game vector field has the following form,
v(θ1, θ2, ϕ) =
(2ϕ
2 − 1)θ1 − 3ϕθ2 + 2ϕ+ 1
(2− ϕ2)θ2 − 3ϕθ1 − 2 + ϕ
5θ1 + 4θ2 − 9
 (1.7)
Thus, (θ∗1, θ∗2, ϕ∗) := (1, 1, 0) is a stationary point (i.e., v(θ∗1, θ∗2, ϕ∗) = 0). The
Jacobian of the game vector field is
∇v(θ1, θ2, ϕ) =
2ϕ
2 − 1 −3ϕ 2− 3θ2




∇v(θ∗1, θ∗2, ϕ∗) =
−1 0 −10 2 −2
5 4 0
 . (1.9)
We can verify that the eigenvalues of this matrix have a positive real part with any
solver (the eigenvalues of a 3× 3 always have a closed form) . For completeness we
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provide a proof without using the closed form of the eigenvalues. The eigenvalues
∇v(θ∗1, θ∗2, ϕ∗) are given by the roots of its characteristic polynomial,
χ(X) :=
∣∣∣∣∣∣∣
X + 1 0 1
0 X − 2 2
−5 −4 0
∣∣∣∣∣∣∣ = X3 −X2 + 11X − 2 . (1.10)
This polynomial has a real root in (0, 1) because χ(0) = −2 < 0 < 9 = χ(1). Thus
we know that, there exists α ∈ (0, 1) such that,
X3 −X2 + 11X − 2 = (X − α)(X − λ1)(X − λ2) . (1.11)
Then we have the equalities,
αλ1λ2 = 2 (1.12)
α + λ1 + λ2 = 1 . (1.13)
Thus, since 0 < α < 1, we have that,
• If λ1 and λ2 are real, they have the same sign λ1λ2 = 2/α > 0) and thus are
positive (λ1 + λ2 = 1− α > 0).
• If λ1 is complex then λ2 = λ̄1 and thus, 2<(λ1) = λ1 + λ2 = 1− α > 0.
Example 4 showed that LSSP did not imply DNE. Let us construct an example
where a game have a DNE which is not locally stable.
Example 5. Consider the non-zero-sum game with the following respective losses
for each player,
L1(θ, φ) = 4θ2 + (12φ2 − 1) · θ and L2(θ, φ) = (4θ − 1)φ+ 16θ3 (1.14)
This game has two stationary points for θ = 0 and φ = ±1. The Jacobian of

















an eigenvalue with negative real part and so is not a LSSP.




tains only eigenvalue with positive real part and so is a LSSP.
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2 Computation of the top-k Eigenvalues of the
Jacobian
Neural networks usually have a large number of parameters, this usually makes
the storing of the full Jacobian matrix impossible. However the Jacobian vector
product can be efficiently computed by using the trick from [Pearlmutter, 1994].
Indeed it’s easy to show that ∇v(ω)u = ∇(v(ω)Tu).
To compute the eigenvalues of the Jacobian of the Game, we first compute
the gradient v(ω) over a subset of the dataset. We then define a function that
computes the Jacobian vector product using automatic differentiation. We can
then use this function to compute the top-k eigenvalues of the Jacobian using the
sparse.linalg.eigs functions of the Scipy library.
3 Experimental Details
3.1 Mixture of Gaussian Experiment
Dataset. The Mixture of Gaussian dataset is composed of 10,000 points sam-
pled independently from the following distribution pD(x) = 12N (2, 0.5)+ 12N (−2, 1)
where N (µ, σ2) is the probability density function of a 1D-Gaussian distribution
with mean µ and variance σ2. The latent variables z ∈ Rd are sampled from a stan-
dard Normal distribution N (0, Id). Because we want to use full-batch methods, we
sample 10,000 points that we re-use for each iteration during training.
Neural Networks Architecture. Both the generator and discriminator are
one hidden layer neural networks with 100 hidden units and ReLU activations.
WGAN Clipping. Because of the clipping of the discriminator parameters
some components of the gradient of the discriminator’s gradient should no be taken
into account. In order to compute the relevant path angle we apply the following
filter to the gradient:
1 {(|ϕ| = c) and (sign∇ϕLD(ω) = −signϕ)} (3.1)
where ϕ is clipped between −c and c. If this condition holds for a coordinate of the
gradient then it mean that after a gradient step followed by a clipping the value of
the coordinate will not change.
3.2 MNIST Experiment
Dataset We use the training part of MNIST dataset LeCun et al. [2010] (50K
examples) for training our models, and scale each image to the range [−1, 1].
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Hyperparameters for WGAN-GP on MoG
Batch size = 10, 000 (Full-Batch)
Number of iterations = 30, 000
Learning rate for generator = 1× 10−2
Learning rate for discriminator = 1× 10−1
Gradient Penalty coefficient = 1× 10−3
Hyperparameters for NSGAN on MoG
Batch size = 10, 000 (Full-Batch)
Number of iterations = 30, 000
Learning rate for generator = 1× 10−1
Learning rate for discriminator = 1× 10−1
Architecture We use the DCGAN architecture Radford et al. [2016] for our
generator and discriminator, with both the NSGAN and WGAN-GP objectives.
The only change we make is that we replace the Batch-norm layer in the discrim-
inator with a Spectral-norm layer Miyato et al. [2018], which we find to stabilize
training.
Training Details
Hyperparameters for NSGAN with Adam
Batch size = 100
Number of iterations = 100, 000
Learning rate for generator = 2× 10−4
Learning rate for discriminator = 5× 10−5
β1 = 0.5
Hyperparameters for NSGAN with ExtraAdam
Batch size = 100
Number of iterations = 100, 000
Learning rate for generator = 2× 10−4
Learning rate for discriminator = 5× 10−5
β1 = 0.9
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Hyperparameters for WGAN-GP with Adam
Batch size = 100
Number of iterations = 200, 000
Learning rate for generator = 8.6× 10−5
Learning rate for discriminator = 8.6× 10−5
β1 = 0.5
Gradient penalty λ = 10
Critic per Gen. iterations λ = 5
Hyperparameters for WGAN-GP with ExtraAdam
Batch size = 100
Number of iterations = 200, 000
Learning rate for generator = 8.6× 10−5
Learning rate for discriminator = 8.6× 10−5
β1 = 0.9
Gradient penalty λ = 10
Critic per Gen. iterations λ = 5
Computing Inception Score on MNIST. We compute the inception score
(IS) for our models using a LeNet classifier pretrained on MNIST. The average IS
score of real MNIST data is 9.9.
3.3 Path-Angle Plot
We use the path-angle plot to illustrate the dynamics close to a LSSP. To
compute this plot, we need to choose an initial point ω and an end point ω′. We
choose the ω to be the parameters at initialization, but ω′ can more subtle to
choose. In practice, when we use stochastic gradient methods we typically reach a
neighborhood of a LSSP where the norm of the gradient is small. However, due to
the stochastic noise, we keep moving around the LSSP. In order to be robust to the
choice of the end point ω′, we take multiple close-by points during training that
have good performance (e.g., high IS in MNIST). In all of figures, we compute the
path-angle (and path-norm) for all these end points (with the same start point),
and we plot the median path-angle (middle line) and interquartile range (shaded
area).
3.4 Instability of Gradient Descent
For the MoG dataset we tried both the extragradient method [Korpelevich,
1976, Gidel et al., 2019b] and the standard gradient descent. We observed that
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gradient descent leads to unstable results. In particular the norm of the gradient
has very large variance compared to extragradient this is shown in Fig. D.1.
0.0 0.5 1.0 1.5 2.0 2.5













Figure D.1: The norm of gradient during training for the standard GAN objective. We
observe that while extra-gradient reaches low norm which indicates that it has converged,
the gradient descent on the contrary doesn’t seem to converge.
3.5 Additional Results with Adam



































































(a) NSGAN on MNIST, IS: 8.95




















(b) WGAN-GP on MNIST, IS: 9.30
Figure D.2: Path-angle and Eigenvalues computed on MNIST with Adam.
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Figure D.3: Path-angle and Eigenvalues for NSGAN on CIFAR10 computed on
CIFAR10 with Adam. We can see that the model has eigenvalues with negative
real part, this means that we’ve actually reached an unstable point.
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