Abstract. This paper presents an adaptive method that allows mobile robots to learn cognitive maps of indoor environments incrementally and on-line. Our approach models the environment by means of a variable-resolution partitioning that discretizes the world in perceptually homogeneous regions. The resulting model incorporates both a compact geometrical representation of the environment and a topological map of the spatial relationships between its obstaclesfree areas. The e ciency of the learning process is based on the use of local memory-based techniques for partitioning and of active learning techniques for selecting the most appropriate region to be explored next. In addition, a feed-forward neural network interprets sensor readings e ciently. Finally, we present experimental results obtained with two extremely di erent mobile robots, namely a Nomad 200 and a Khepera, which con rm the validity and generality of our approach.
Introduction
The e ciency of an autonomous agent depends heavily on its knowledge of the world where it is acting. If it were possible to classify all the situations a robot might face during its missions in a given environment, we could provide the robot with a priori Part of this research has been conducted at the Institute for Systems, Informatics and Safety, Joint Research Centre of the European Commission in Ispra (Italy).
knowledge to manage each of them e ectively. However, the non-determinism of the interactions between a robot and its environment makes this approach infeasible. An alternative is to endow robots with learning capabilities. Thus they can acquire appropriate models of their environment from their actual sensory perceptions of and interactions with the real world. This paper presents a map learning method that allows a mobile robot to explore autonomously an initially unknown indoor environment in order to acquire a cognitive model incrementally and on-line.
Our method integrates the two principal approaches to map learning for indoor environments, namely the geometrical paradigm and the topological paradigm. In the former, the geometrical features of the world are modeled accurately: the environmental map represents the obstacles according to their absolute geometric relationships. One of the most popular of such methods consists of representing space by means of a bidimensional evenly-spaced grid called occupancy grid (e.g., 2, 16, 17] ). Each grid cell estimates the occupancy probability of the corresponding area of the world. Topological maps (e.g., 13, 14] ) are more qualitative representations of the world: the model consists of a graph, where nodes represent perceptually distinct regions of the world and arcs indicate spatial relations between them.
Both paradigms are characterized by complementary strengths and weaknesses 22]. Since occupancy grids explicitly reproduce the geometrical structure of the environment, they are easy to learn and maintain: the position of each observed feature is mapped into an arbitrary global absolute frame reference. As a consequence, also the robot's position and orienta-tion within the environmental model are automatically given by its position and orientation within the real world. This allows the robot to easily distinguish places of the environment that are perceptually similar. However, this approach is limited by its vulnerability to errors that a ect the metric information (i.e., robot's position and distance to obstacles). In particular, failures of the robot's auto-localization capability have devasting e ects on the map accuracy. In addition, building occupancy grids is very expensive in terms of memory and time. Indeed, to accurately model each single part of a complex environment, the resolution of the occupancy grid must be very high and thus the learner must manage a huge amount of data.
Recent research on animals' behavior suggests a more exible and qualitative representation of the world based on a compact storage of only a few relevant features of the environment 3] . Links between these landmarks are then used to achieve e cient navigation. The topological approach is inspired upon these ndings. Its major advantage is the compactness of the environmental model: the degree of detail of the learned map is directly related to the world complexity. This permits a smaller time and space complexity. Furthermore, since topological maps are qualitative representations of the world they are not necessarily vulnerable to errors in the metric information. In addition, since the world is represented by a set of regions connected by arcs, this approach allows fast planning of robot's trajectories. However, an inherent limitation of this approach comes from the di culty of place recognition. Di erent landmarks (i.e., nodes in the graph) are discriminated by means of a sensory pattern recognition process. As a consequence, spatially distinct places producing equivalent sensory patterns might not be distinguished.
Our approach combines the respective advantages of the geometrical and topological paradigms and attempts to minimize some of their weaknesses (Fig. 1) . The environmental map consists of a variable-resolution partitioning where the world is discretized in sub-areas (i.e., partitions) having di erent sizes and representing perceptually homogeneous regions of the environment. The resulting map provides a compact representation of the geometrical structure of the world, thus optimizing the use of memory and of time resources. Indeed, the use of the variableresolution directly relates model complexity to world complexity: the aim is to have a high resolution only on areas of the environment that require more complex navigation. Furthermore, the map does not model ne Figure 1 : Our approach integrates the geometrical and topological paradigms. In the former, the geometrical features of the world are modeled accurately. In the latter, spatial relations between relevant features of the world are modeled by a graph. Our approach builds a variableresolution partitioning that splits the world in perceptually homogeneous regions. A topological graph can be abstracted on-the-y for fast motion planning.
details|which are di cult and expensive to represent. This yields a more qualitative representation of the environment making the underlying metric model less dependent on errors in the perceived data. The topological aspect of this representation derives directly from the fact that this partitioning splits the environment in regions that are perceptually homogeneous. From this partitioning, it is easy to abstract on-they the graph that represents the spatial connectivity between the regions. This graph is then used for fast motion planning.
The e ciency of the proposed map learning method is based on how it addresses the following issues:
Sensor Uncertainty: since perceived data are not error-free, the robot needs to interpret its sensor readings e ciently. We follow Thrun's approach 22] of using a neural sensor interpretation. A feed-forward neural network is used to create a local occupancy grid modeling the space surrounding the robot. This grid provides the robot with a more robust local perception. Moreover, this neural sensor interpretation is platform-independent, as demonstrated by our experiments. However, our approach greatly di ers from Thrun's in the way this local grid is subsequently used. ). An \active" learner is one that uses its current knowledge to drive the training data generation in order to maximize the gain of information in the least possible time. This active behaviour is obtained by making the robot always explore the least known region of the environment (i.e., the partition with the currently least accurate local model). The remainder of this paper is organized as follows. Section 2 describes the proposed map learning method. Section 3 shows experimental results obtained both in simulation and with real robots. Section 4 reviews related work. Finally, in Section 5 we discuss the advantages and limitations of our approach.
Real-Time Map Learning
Our map learning method allows a mobile robot to model a structured indoor environment by means of a variable-resolution partitioning P. In particular, the objective of this partitioning is to represent the spatial features of the world by modeling its free space properly. Each partition p 2 P is a simple local model that codi es the robot's knowledge about the corresponding area of the world.
As mentioned previously, the aim of the map learning method is to create partitions that represent homogeneous perceptual situations. For instance, the partition shown in Fig. 2(a) does not meet such a requirement and, thus its local model is inconsistent. Our method consists in approximating the obstacle boundaries by straight lines and using them to discretize the environment in a variable-resolution partitioning P (see Fig. 2(b) ). In order to determine these straight lines a neural sensor interpretation (Section 2.1) maps sensor readings into a local occupancy grid G that yields a robust perception of the robot's surrounding. Each cell (i; j) of G contains an occupancy value P rob(occ ij ) that estimates the occupancy probability of the corresponding area of the world. This neural sensor interpretation has been originally proposed by Thrun 22] to acquire global geometrical maps. In our approach, however, the robot uses the grid G only to identify the boundary of the obstacle it is aligned with and trace a line. A boundary con-sists of those cells (i; j) with P rob(occ ij ) = 1 that are closest to the robot. The problem, then, is to nd a straight line that goes through these cells. To illustrate the method, let's consider the local grid at time t depicted in Fig. 3 . A sampling window de nes the width of the set of cells to be tted by a straight line. Each cell (i; j) in the sampling window is thought as a point (x; y) (x = 1 : : : N x , y = 1 : : : N y ). Now, consider, for each x n N x , the minimum y n for which holds occ xnyn = 1. This yields a set of N x points (x n ; y n ). Then, the problem is to nd the best straight line y(x) = y(x; a; b) = a + bx; approximating this set of points. To determine this line we use a simple version of the 2 method 18].
The combined e ect of the neural sensor interpretation and of the line tting method is such that ne details of the environment are not included in the partitioning process. The accuracy of the partitioning P depends on two factors, namely the resolution of the local grid and the accuracy of the straight lines approximating the obstacles. The partitioning accuracy of our method models the spatial structure of the world, but does not represent ne details. Fine details are not necessary for the high-level planner (Section 2.3) and they are handled by the reactive module as the robot actually moves.
Every time the robot perceives an inconsistency in a partition (e.g., Fig. 2(a) ), it tries to remove it by increasing the resolution of the partitioning P in that area of the world in order to model the unknown obstacle. The robot approaches the obstacle and aligns with one of its boundaries. Then, it follows that boundary and starts using the local grid G and the 2 method. As soon as the robot nds the straight line that approximates the boundary, it stops using the local grid G and moves along that line until the end of the boundary utilizing the raw sensor readings only. There, it uses again the grid G to identify the corner of the obstacle and, if this corner is not already known, it memorizes it by recording its position. Then, the robot rotates to align with the new boundary and repeats the process. This process stops when the robot visits a known corner (i.e., when it has travelled round the whole perimeter of the obstacle being modeled).
Once all corners of an obstacle have been memorized, it is possible to increase the resolution of the partitioning P to incorporate the new obstacle in the model: each new corner is connected to the closest perpendicular edge of one of the existing partitions (see Fig. 2(b) ). It is worth noting that this strategy always creates rectangular cells. In addition, the robot keeps a database D of negative experiences memorizing the \failed transitions" between the new partitions containing the obstacle and the adjacent partitions ( Fig. 2(b) ). This database is the robot long-term memory of the spatial relationships between the partitions.
It might happen that increasing the resolution generates a redundancy in the partitioning P. Two adjacent partitions are considered redundant if both represent either obstacle or free space and they can be merged to produce a rectangular partition. These redundant partitions are removed after updating P.
Thus the resulting model is as compact as possible and the computational cost of managing it is kept low.
It is worth noting that the resolution of P is increased only in local areas containing unknown obstacles. This meets our aim of having a higher map resolution only on critical areas of the environment.
Finally, every time the partitioning P changes, the learner modi es on-the-y the corresponding topological graph. Each partition corresponds to a node of the graph and the learned long-term memory of experiences is used to build arcs: two adjacent partitions are connected if there is no failed transition between them.
In the next subsections we provide a more detailed description of the model components, namely neural sensor interpretation, exploration and planning; we will then give an outline of the algorithm.
Neural Sensor Interpretation
The learner makes a neural sensor interpretation every time it needs to model the edge of an obstacle. The need for this special sensor interpretation arises because sensor readings are typically corrupted by noise whose distribution is generally unknown. Another concern is the robot's requirement to interpret all its sensor measurements simultaneously. To address these issues and get a proper sensor intepretation, we follow the approach proposed by Thrun 22] where a feed-forward neural network R builds a local occupancy grid G from sensor readings (Fig. 4) . The local occupancy grid, which consists of n n cells, is in fact a local view that moves and rotates with the robot. The network R produces for each cell (i; j) of G a value P rob(occ ij ) that measures the probability of this cell being occupied. The input of R consists of
the three sensor readings closest to (i; j), and the polar coordinates ij and d ij , relative to the robot, of the center of the cell (i; j) (the angle is calculated with respect to the rst of the three closest sensors).
The choice of the size of the local grid G is given by a trade-o between computational cost and reliability of edge detection. The former parameter addresses e ciency and the latter depends on the characteristics of robot sensors. where w pq is the weight of the connection between the units p and q, is the learning rate, E is the error function being minimized, and is the momentum factor. The value of is initially max and decreases linearly until it reaches a su ciently small value min . If, at this point, the error E is still higher than desired, then the value of is restored to max and the process is repeated again. This cycle is iterated until the performance of the network does not improve signi cantly. The rationale behind this technique is that when is increased, the weight con guration is perturbed so as to climb the walls of the basin of attraction it was in.
The architecture of R is built incrementally 19].
Initially, the network has just one hidden unit and, as learning proceeds, a new hidden unit is added when the current network cannot reduce the error E any further. The new unit is added either in an existent hidden layer or in a new one. By modifying the network architecture, the shape of the weight space is also changed, what might remove the local minimum where the network is trapped in. Our experimental evidence shows that when re-training with a new hidden unit the performance of the network always improves. In addition, this technique builds the \minimum-size" network to solve the task at hand, therefore maximizing its generalization capabilities. In preliminary explorations we observed that the performance of the incrementally-built network is better than the performance of a network trained from the beginning with the same nal architecture. It is worth noting that once such a network has been trained, it can be used by the robot in several di erently structured indoor environments. Another important feature is that this neural sensor interpretation strategy is platform-independent. Indeed, in Section 3 we will describe experimental results with two di erent mobile robots.
Integration over Time
Since the robot is using the network R as it follows obstacle boundaries, consecutive neural sensor interpretations can be integrated over time in order to obtain more reliable occupancy estimations for A part of the environment and the robot within it. The robot is following the horizontal wall to approximate it by a straight line. The snapshot has the same area of the local grid G. The robot sensor readings (sonars in this case) are represented by radial lines. (b) The corresponding local grid obtained by using the network R and integration over time. The darker a cell, the higher its probability of being occupied. Notice sensor correction (ray entering the wall in the upper right corner) and object \reconstruction" despite a limited sensor information (object in the lower left corner).
the local grid G. R's output for the sensor readings at time t, s t , can be interpreted as the conditional probability P rob(occ ij Fig. 6 shows an example of local grid built by using the network R to interpret the sensor readings (radial lines starting from the robot) and by using Bayes' rule to integrate over time. The darker a cell, the higher its occupancy probability. This example highlights some bene ts of this approach. For instance, it illustrates how the neural interpretation can compensate errors due to specular re ections (e.g, the white ray entering in the wall, in the upper right corner). In addition, notice the obstacle in the lower left corner of Fig. 6 : the integration over time of consecutive interpretations produces an acceptable \reconstruction" despite the limited current sensory information (just one of the sensors is currently detecting the obstacle).
Exploring the Environment
An important concern of our method is to devise an e cient exploration of an initially unknown environment in order to accelerate the map learning process. Exploration is the process by which a robot interacts with its world to acquire new knowledge. Therefore, it is important to select the next region to be explored carefully in order to obtain an accurate map with the smallest possible number of exploration steps. This selection is based on active learning techniques 5]: the learner in uences the experiences generation in order to maximize the gain of information. An \in-telligent choice" of training examples has been shown to drastically reduce the computational complexity of the learning process 23].
Exploration is based on estimating the exploration utility U explor of each existing partition and selecting the one which maximizes it. This heuristic real-valued function measures \how much a partition is worth to be explored". Di erent exploration strategies utilize di erent functions U explor . In our implementation we use a technique called counter-based exploration with decay 23]. It gives higher utilities to partitions that have been visited less often and less recently.
For each partition p 2 P, a counter c(p) keeps track of the number of occurrences (i.e., how many times that partition has been visited). In order to take into account also when a partition has been visited, the counter c(p) is multiplied by a decay factor 1. Thus whenever the explorer module is triggered to select a new target partition, it updates the exploration utilities as follows: and then selects the partition that maximizes U explor : target = argmax p2P U explor (p): It is worth mentioning that the use of a decay factor along with our variable-resolution partitioning allows the robot to deal with dynamic environments. The explorer drives the robot to partitions not recently visited, and thus the robot can detect dynamic regularities such as doors. As a consequence, it modi es the map to incorporate changes such as open (closed) doors that were previously closed (open). However, the current implementation of our approach does not model this kind of partitions as \dynamic"; i.e., it does not label them as regions whose occupancy changes regularly over time. But this information can be easily integrated into the local model describing every partition and exploited for e cient navigation. LOOP 1 Exploration: Selection of the next target; i.e., the partition with the highest U explor .
2 Planning: Computation of an e cient trajectory to the target through the current partitioning.
3 Action: The robot actually moves controlled by the reactive module. 4 The robot memorizes the corner. 5.3 Increase the resolution of the partitioning. 5.4 Update the database of negative experiences. 5.5 Remove redundant partitions. 
Planning and Action
Given the new target partition, the robot invokes the planner to compute an e cient trajectory to reach it. The planner uses the topological graph derived from the current partitioning P where: nodes correspond to partitions, and arcs are derived from the long-term memory of experiences; two adjacent partitions are connected if the transition between them is not characterized by a negative experience. Then, starting from the node corresponding to the current partition, the planner searches the graph for the shortest path to the node associated to the target. Given the low cardinality of the learned partitioning P this planning process is really fast and inexpensive. Once the optimal path has been determined, a second low-level planner computes the robot's trajectories between adjacent partitions in the path. In the current implementation the robot always follows straight trajectories parallel to the x and y axes of the environment. This simple motion strategy minimizes errors in the dead-reckoning system. If the robot has to move from the partition i to the adjacent partition j and l is the boundary between them, the robot rst moves parallel to l until it is in front of its middle point. Then, it moves perpendicular to l until it crosses the boundary. Finally, a reactive low level module controls the robot displacements by handling small inconsistencies of the map (i.e., ne details not being modeled) and possible moving obstacles (e.g., people). When modeling new partitions, this same reactive module makes the robot follow obstacle boundaries.
An outline of the whole algorithm is given in Fig. 7 .
Experimental Results
In this section we present experimental results obtained with two quite di erent mobile robots, namely a Nomad 200 (Fig. 8 ) and a Khepera (Fig. 9) , which con rm the validity and generality of our approach.
The Nomad 200 has a diameter of about 50 cm and it is about 80 cm tall. This robot is equipped with 16 ultrasonic (sonar) sensors and 16 infrared sensors providing distance information from objects and 20 tactile sensors detecting collisions. Sonars and infrareds are evenly placed around the perimeter of the turret, whereas the tactile sensors cover all the perimeter of the robot below the turret. Sonar sensors can detect objects located at a distance between 15 cm and 6.5 meters, whereas infrared sensors have a maximum range of about 40 cm. Each sensor ring ensures a 360 degrees coverage (Fig. 8(b) ). Finally, a dead-reckoning system performs the auto-localization activity by keeping track of the robot position and orientation. The Nomad 200 has three independent motors. The rst motor moves the three wheels of the robot together, the second one steers the wheels together and the third motor rotates the turret.
The Khepera platform is a miniature robot having a diameter of about 5.6 cm. In the basic conguration used here it is 3.6 cm tall. A set of 8 infrared sensors allows the robot to perceive the surrounding objects within a maximum range of about 4 cm. Six of the infrared sensors are covering the frontal 180 degrees of the robot while the remaining two sensors cover approximately 100 degrees on the back side ( Fig. 9(b) ). A dead-reckoning system is used for the auto-localization task. Finally, two motors moves the two robot wheels independently.
The many di erences between the two robots, especially their sensor capabilities and sensor con gurations, made it interesting to test our method on both of them.
Experiments with the Nomad 200
We have tested our approach with TESEO (the physical Nomad 200 robot) and with a simulated version 8]. This section reports experimental results obtained in simulation. Figure 10 This environment is initially unknown for the robot. Thus the robot begins with an empty partitioning and it starts moving along a random straight trajectory. As soon as the robot detects an (unknown) object, it attempts to model it by going around its full perimeter. Fig. 11 illustrates how the method updates the partitioning P once the robot has found an unknown obstacle. Black rectangles represent walls, door frames and shelves. Fig. 11(a) shows the partitioning after incorporating the obstacle A into the map. Now, the explorer selects the partition as the next target and the planner computes a trajectory to reach it. Once the robot is in , it detects an inconsistency which is given by the perception of the unknown obstacle B. Consequently, the robot goes around the new object B creating a new set of partitions ( Fig. 11(b) ), e ectively increasing the map resolution around the object B. Finally, the robot removes redundant partitions as shown in Fig. 11(c) . Fig. 12 shows a bidimensional representation of the environment as well as the nal map. Grey partitions represent areas of the world classi ed as obstacles by the robot. Qualitatively, the partitioning models the free space quite accurately. In addition, the learned map has a small number of variable-resolution partitions (jPj = 45), which allows fast planning and yet the planner usually generates e cient trajectories. Notice also that the map does not accurately model some small protuberances of the obstacles. However, these \inconsistencies" do not harm the robot performance since they are useless at planning time and are properly handled by the reactive module.
Since partitions are implicitly labeled as either \oc-cupied" or \free", a simple way of measuring quantitatively the accuracy of the learned map is to compute the fraction of the total area of the world which has 
Experiments with the Khepera
In this section we present results obtained with a real Khepera mobile robot. As already mentioned in Section 3, the Khepera sensor con guration does not provide a 360 degrees coverage (Fig. 9(b) ). Moreover, on-board infrared sensors can only detect objects which are very close.
In this case, the local grid G has 14 14 cells, each covering an area of 1 1 cm. The robot occupies the 6 6 central cells. Fig. 13 shows the error distribution over the local grid surface obtained by evaluating the performance of the trained network R on a test set of 5000 patterns. The darker is a cell, the higher is the corresponding mean error. As a nice result, the network can partially compensate the missing 360 de- grees sensor coverage. Performance is worse in the proximity of the four corners because of the shortrange response of the sensors. Integration over time (see Section 2.1.2) further improves the neural sensor interpretation while the robot explores the objects.
In order to improve the auto-localization capabilities of Khepera we resorted to o -line techniques for measuring and correcting systematic odometry errors. We use the experimental procedure UMBmark (University of Michigan Benchmark) 1] to calibrate the two dominant systematic error sources, namely unequal wheel diameters (E d ) and the uncertainty about the e ective wheelbase (E b ). This technique consists in measuring errors E d and E b quantitatively and then derive the compensation factors to be included in the control software. We also apply another simple procedure for odometry calibration. We make a set of n test runs in which the robot moves straight for a given distance d. For each run i, the o set i between the asked nominal distance d and the actual distancẽ d is observed. Then, the expected uncertainty o set^ can be estimated by averaging over all test runs; i.e., = 1 n P n i=1 i .^ is used in both the control software and in the odometry computation to compensate the observed o set.
Once these two simple calibration systems are used, our map learning method allows the Khepera robot to learn a model of the environment showed in Fig. 14(a) incrementally and on-line. The environment extends over a surface of about 100 60 cm. Fig. 14(b) shows both a bidimensional representation of the world and the learned map. Grey partitions represent areas of the world classi ed as obstacles by the Khepera, The darker is a cell, the higher is the corresponding average error. The network R can partially compensate for the areas not covered by sensors. Performance is worse in the proximity of the four corners because of the short-range response of the sensors. Integration over time further improves the neural sensor interpretation while the robot explores objects.
whereas the black rectangles represent the actual obstacles. The resulting variable-resolution partitioning has a very small number of partitions (jPj = 19). This low complexity of the model well matches the low complexity of the geometrical structure of the real environment. In addition, the learned topological relationships between the partitions provide the robot with e cient path planning and navigation capabilities. For the map showed in Fig. 14(b) the fraction of the total area of the environment which has been misclassi ed (Eq. 1) is e = 0:1275. Fig. 15(a) shows the very simple topological graph corresponding to the acquired partitioning. Let N be the number of nodes in the graph. It always holds N jPj, because only partitions representing obstacles-free areas are actually mapped into nodes. The low complexity of the topological graph is a consequence of maintaining a compact and variable-resolution representation of the environment. Then, given a target region, planning an e cient path to reach it is a simple and fast process. For example, consider the path selected by the planner to go from position START to the position GOAL. Given this path, the low-level planner computes the actual trajectories between adjacent partitions and the reactive controller takes the robot along them (Section 2.3). Fig. 15(b) shows the trajectory e ectively followed by the robot. As mentioned in Section 2, the robot always moves parallelly or orthogonally to the x and y axes of the environment in order to reduce wheel slippages and drifts. As described in the Section 2.2, the robot tries to optimize its exploration process by always visiting those partitions that maximize the exploration utility U explor . In order to evaluate the e ciency of the exploration process, we de ne the following utility function:
jP(t)j U mean (t) gives the global mean exploration utility corresponding to the partitioning P after t exploring trajectories (i.e., after the robot has run t times the map learning algorithm of Fig. 7) . The lower the value of U mean is, the better explored the environment is. Fig. 16 compares the performances of our active exploration policy and of a random exploration during the map learning process (of the environment of Fig. 14) . U mean is kept xed to 1 until at least one partition has not yet been visited. The diagram shows that active exploration overcomes random walk. The bene t of choosing carefully the next target partition is higher in the rst part of the learning process. The small cardinality of the successive partitionings increases the probability of randomly selecting the most useful partition to be explored next. Furthermore, as the environment becomes uniformly explored, the standard deviation of U mean decreases and whichever partition is chosen for exploration yields the same information. Therefore, the performance di erence between the two strategies is reduced. This residual di erence is proportional to the complexity of the environment. Thus both strategies achieve similar performances after a while.
Related Work
Our approach can be thought of as a combination of the geometrical and topological paradigms. The bene ts of combining both approaches have been already discussed in the literature. Earliest ideas were proposed by Chatila and Laumond 4] and Elfes 9, 10] . The former suggested to model objects by polyhedra and to use them to split the space into a limited number of regions corresponding to rooms, doors and so on. However, Chatila and Laumond made only a proposal and did not provide algorithmic details. Elfes developed algorithms for building occupancy maps using computer vision. He also suggested deriving largescale topological models but he did not proposed an algorithmic solution.
Recently, Thrun 22] has implemented a method for building large-scale metric-topological maps of indoor environments. After a global occupancy map has been learned, a topological representation is generated by splitting the metric map into a small number of coherent regions. Our method is related to Thrun's ap- Figure 16 : Exploration performance during the learning process. The diagram shows the global mean exploration utility curves of our active exploration method (a) and of a random exploration (b). Active exploration overcomes random walk mostly in the rst part of learning. Then, once the standard deviation of Umean(t) decreases, random walk reports a closer performance.
proach in several respects. The rst and most obvious one is our use of his neural sensor interpretation technique to build a local grid. Our approach, however, di ers from Thrun's in the way this local grid is subsequently used. His robots utilize the local grids to acquire global geometrical maps. Instead, our robots use them only to approximate obstacle boundaries by straight lines. The second similarity concerns the integration in a single method of the geometrical and topological paradigms for map learning. Nevertheless, both approaches build quite di erent geometrical representations (global grid-based maps in Thrun's method versus variable-resolution partitioning in our method). Furthermore, our approach abstracts the topological map from the geometrical representation on-the-y, while his approach does it o -line and only after the whole global grid is available.
Finally, our approach also bears some similarities to Moore and Atkeson's parti-game algorithm 15] for the acquisition of control policies. Their approach creates a variable-resolution partitioning too, but only for allowing simulated robots learn good trajectories to goal regions. There are at least three main di erences between the parti-game algorithm and our method. First, since parti-game is based only on collision information, the number of partitions created for a given environment is much higher than ours. Second, partigame has a high computational cost that may prevent on-line operation. Third, one assumption of partigame is that the size of the environment has to be known. This is a strong assumption for autonomous mobile robots.
Discussion
As pointed out previously, our map building method achieves a good trade-o between representation accuracy and learning e ciency. Indeed, using a variable-resolution representation relates the model complexity to the complexity of the environment: the aim is to have a high resolution only on critical areas (e.g., around obstacles) even if the map does not model ne details. The small cardinality of the learned variable-resolution partitioning is a crucial feature for saving memory and time resources. If, for instance, we applied a standard geometrical approach to learn a global grid-based map of the environment shown in Fig. 14(a) , then an appropriate grid resolution would consist of cells of 1 1 cm. Given the Khepera features, grids with a lower resolution could fail to model the geometrical structure of the world accurately (see Section 3.2). In this case, the bidimensional evenlyspaced grid would consist of about 6000 cells. The computational complexity of managing such a big map does not re ect the actual geometrical complexity of the physical environment. Having a ne resolution to represent large free areas of the world is not appropriate. Another important concern is the high cost of planning trajectories in such a representation. Searching an optimal path in a space of 6000 states is not a trivial and cheap process. On other hand, the map showed in Fig. 14(b) consists of just 19 partitions. This requires a small amount of memory for storing the adjacency structure representing the partitioning, and of time for managing it. Moreover, the simplicity of the topological graph derived from such a partitioning allows very fast path planning.
Computational e ciency is further improved by a limited use of the neural sensor interpretation|and, consequently, the integration over time. Building a n n local grid G (Section 2.1) requires n n activations of the neural network in order to compute the occupancy probability of every cell. In our method, as mentioned in Section 2, the robot uses G only to approximate the boundary of the obstacle it is following, a process that generally takes only a few steps. Once the robot has found a straight line approximating the boundary, it stops computing G and relies on its raw sensor readings to reach the end of the boundary. Thus our robots require far less computational power than those of Thrun 22] , which instead constantly compute G during navigation.
An important assumption of the current implementation of our method is that all the obstacles are parallel or perpendicular to each other. However, the method can be easily extended to deal with more complex environments. Removing this assumption would simply result in a more general variable-resolution partitioning consisting of polygons instead of rectangles.
Our approach can deal with dynamic environments by modifying the local representation of areas of the environment that have changed. In addition, as discussed in Section 2.2, the approach can be easily extended to model and dynamic regions.
A critical aspect of our approach is that it relies on good robot auto-localization capabilities. Currently, position and orientation of the robot are determined by dead-reckoning. We have incorporated some strategies to increase the odometry accuracy, namely o -line compensation of systematic errors (Section 3.2) and generation of straight trajectories (Section 2.3), that have proven su cient during all experiments carry out so far. However, robots must be endowed with online calibration techniques if we want them to work for longer periods of time and to follow more exible trajectories. To this end, we are incorporating two techniques to the current approach. The rst consists of using known corners as calibration points for the robot. During map building the robot memorizes the relative position of the corners in every partition. Then, every time it goes through a known corner, it calibrates its odometry system with the position of that corner. The second technique is based on the idea of using the neural sensor interpretation to learn a local model of every transition between adjacent partitions. Then, whenever the robot is in the vicinity of the boundaries of one of the partitions, it uses the correlation of the local grid G (constructed on-line as the robot moves), with the learned local model to correct possible errors of the dead-reckoning system 12, 24] .
A limitation of our map learning approach is its inappropriateness for small, cluttered areas (e.g., rooms plenty of furnitures). But in this kind of areas reactive strategies have demonstrated their robustness and e ciency, especially when learning is involved (e.g., 11, 6, 7] ). We plan to combine these two complementary approaches (i.e., map learning and reactive learning) in a single navigation architecture. If the robot enters a room that cannot model, it might resort to reactive strategies. It is worth noting that once the environment has been partitioned into a topological map, the robot must only learn e cient sensor-based strategies to move from a given node to the neighbor-ing ones. Thus the acquired sensory-motor rules are goal-independent.
In conclusion, this paper describes a map learning method that combines several approaches to efcient spatial navigation. It integrates the two main approaches to map learning, namely grid-based and topological, in the attempt to combine their respective advantages. The aim of our approach is to discretize the environment into perceptually homogeneous regions. To this end, the robot learns a variableresolution partitioning incrementally and on-line. The resulting map yields a compact geometrical representation of the environment, from which a topological graph can be computed on-the-y. This method has been tested on two di erent robotic platforms.
