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The governing factors that inﬂuence landslide occurrences are complicated by the different soil condi-
tions at various sites. To resolve the problem, this study focused on spatial information technology to
collect data and information on geology. GIS, remote sensing and digital elevation model (DEM) were
used in combination to extract the attribute values of the surface material in the vast study area of Shei-
Pa National Park, Taiwan. The factors inﬂuencing landslides were collected and quantiﬁcation values
computed. The major soil component of loam and gravel in the Shei-Pa area resulted in different
landslide problems. The major factors were successfully extracted from the inﬂuencing factors. Finally,
the discrete rough set (DRS) classiﬁer was used as a tool to ﬁnd the threshold of each attribute
contributing to landslide occurrence, based upon the knowledge database. This rule-based knowledge
database provides an effective and urgent system to manage landslides. NDVI (Normalized Difference
Vegetation Index), VI (Vegetation Index), elevation, and distance from the road are the four major
inﬂuencing factors for landslide occurrence. The landslide hazard potential diagrams (landslide sus-
ceptibility maps) were drawn and a rational accuracy rate of landslide was calculated. This study thus
offers a systematic solution to the investigation of landslide disasters.
 2015, China University of Geosciences (Beijing) and Peking University. Production and hosting by
Elsevier B.V. All rights reserved.1. Introduction
Mass movements cause one to two billion dollars in ﬁnancial
loss each year in Taiwan. The resultant of this has been studied
attempting to predict landslide occurrence at landscape scales,
which in turn has led to the development of numerous stochastic,
statistical and model-based simulations, with increasing emphasis
on the use of GIS, in the past 10 years (Aleotti and Chowdhury,
1999; Guzzetti et al., 1999). Different modeling approaches have
generally taken the form of multivariate statistical analyses of
landscape characteristics associated with past landslide records
(Lee andMin, 2001; Santacana et al., 2003). Parameters required for
either process-based or stability models typically include data on
slope, cohesion, and soil moisture or surrogate measures of those
variables (Anbalagan, 1992). Slope components in GIS-based
models are most often estimated directly from digital elevationof Geosciences (Beijing).
sity of Geosciences (Beijing) and Pmodels (Soeters and Van Westen, 1996; Barredo et al., 2000).
Different soil types also govern the stability problem by offering
different slope positions for mass movement (Rupke et al., 1988;
Dai and Lee, 2002; Ma et al., 2010).
Accordingly, landslide is the major catastrophic hazard which
has drawn the attraction of geoscientists, engineering professionals
and decision makers (Cruden and Varnes, 1996; Akgun and Turk,
2010; Bouaziz et al., 2011). With the growing techniques of
spatial data survey in geosciences, large amounts of data or infor-
mation can easily be collected and monitored (Suzen and Doyuran,
2004; Prasannakumar et al., 2012). Thus, the collection of inﬂu-
encing variables of in-situ data becomes easier than usual. The
variables of depictive data in a given zone have uncertainties which
require preprocessing analysis to achieve better accuracy (Zerger,
2002; Tangestani, 2004). There are two possible techniques to
handle the complicated monitoring data: dimension reduction and
clustering analysis (Goktepe et al., 2005). The former reduces the
dimensionality of the considered information systems (Lei et al.,
2007; Lin, 2008; Wan et al., 2008, 2009). It irreversibly trans-
forms the descriptive dataset features. The latter consists of re-
searches developed across a wide variety of communities byeking University. Production and hosting by Elsevier B.V. All rights reserved.
Figure 1. Shei-Pa watershed and its geographical location (Lei, 2004).
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et al., 2010).
Several different techniques for landslide susceptibility map-
ping have been proposed (Wan, 2009; Pradhan et al., 2010; Yilmaz,
2010; Wan et al., 2012). Some of the researchers focused on the
quantitative techniques, such as statistical methods (Lee and
Sambath, 2006; Chang et al., 2010), deterministic approaches
(Carrara et al., 2003) and so forth (Lee et al., 2003; Lee et al., 2004;
Melchiorre, 2008; Pradhan and Lee, 2010; Pradhan et al., 2011).
Generally, landslides are mostly associated with sedimentary rocks
subjected to a primary driving force (rainfall or earthquake exci-
tation) for their occurrence (Khazai and Sitar, 2003; Zhou and Li,
2011). Based on the past observations, landslide concentration
values seem to diminish beyond distances of 40 and 70 km from the
epicenter and the surface projection of the fault plane, respectively.
To sum up, the occurrence of landslide events may be caused by
triggering factors such as heavy rainfall and earthquake ground
motions as well as induced factors such as fragile geology of steep
slopes along fault planes (Varnes, 1978; Van Westen et al., 1997;
Iverson, 2000). In recent years, data mining approaches (Lei et al.,
2008; Wan et al., 2008) have offered a brand new solution to
analyze landslides (Wan, 2009) and other geological phenomena
(Wan et al., 2010). Our research used the discrete rough set (DRS)Figure 2. Landslide spot (after Aere Typhoon, 2004; Source: Shei-Pa National Park Managmethod (Pawlak, 1991; Nguyen and Skowron, 1995) to tackle the
uncertainty problem from the materials and parameters involved
in an observed landslide (Wan et al., 2012). The discrete rough set
(for explanation of DRS refer to Nguyen and Nguyen, 1998) is
completely different from the traditional deterministic or statistical
methods that require ‘weights’ and parametric studies among in-
dependent variables. We used cross-validation methods to ﬁnd the
‘best’ training datasets from the database. Thus, the best knowledge
rules can be achieved and the performance of the knowledge rules
also veriﬁed.
2. The development of Shei-Pa National Park database
2.1. Study area
The study area is the Shei-Pa National Park and the data were
collected in the period after the occurrence of the Chi-Chi
earthquake. Shei-Pa National Park (area: 75,000 ha) is situated
40e80 km from ChelungPu Fault, which transmitted tremendous
energy to the central part of Taiwan (see Fig. 1). The landslide
zone in our study area has relatively shallow slides on very steep
slopes underlain by stiff soils and jointed rock. Utilizing DEMs,
SPOT-image data, we investigated maps and GIS spatial attributeement Division). (a) Landslide area (gravel falls); (b) landslide area (slides for loam).
Figure 3. Research procedure illustrated.
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data are preprocessed using the spatial information system to
collect historical records of landslide events to add to the
database.
Fig. 1 shows the location of the study area (Shei-Pa National
Park) in the central part of Taiwan. In this area, the complicated
geology and fault crossover can serve as a good case study of
fracture geology. When the Toraji Typhoon struck the central partof Taiwan, it became a trigger for landslides. Huge amounts of
accumulation precipitation (1217 mm in three days) were brought
into the Shei-Pa National Park (see Fig. 2). As aforementioned, this
area was very fragile due to the strong ground motion of the Chi-
Chi earthquake, which led to a major calamity. A better under-
standing of the site conditions may facilitate comprehending the
concepts such as forecast and classiﬁcation of the potential occur-
rence of landslides.
Figure 4. Analysis ﬂow of geological sensitive area.
Table 2
Factor description and formulation.
Drainage map/River
course map
Distance to river Calculated using ArcGIS (unit: m)
Distance to road Calculated using ArcGIS (unit: m)
SPOT satellite image NDVI (IR  R)/(IR þ R)
Band ratio IR/R
SQBR
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IR=R
p
Veg_Index IR  R
40 m DEM Elevation unit: m
Slope Calculated using ArcGIS
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nant factor(s) that affect(s) the occurrence of landslides (Donati and
Turrini, 2002). To handle the geological data precisely, a well-
developed DEM database has to be prepared. This database will
be used to construct a knowledge rule for landslide. In the ﬁrst step,
the DEM data are extracted from aerial photos. The information
table is constructed and used as the fundamental material for the
study. More speciﬁcally, this study contains four different scenarios
(1994, 1999, 2001 and 2004) of SPOT multi-spectral images. The
size of each pixel is 12.5 m  12.5 m and the study area covered by
the SPOT image consists of 2391  2694 pixels. The resolution of
the DEM data is 40 m  40 m. The observed samples including
geometric properties (such as slope, distance to river, etc.) and land
cover attributes (NDVI and band ratio value) are of help in evalu-
ating the inﬂuencing factors of the landslides. To interpret the
database clearly, the steps for the construction of the database are
introduced in the next section. The steps of the entire study are
shown in Fig. 3.2.2. The database for sensitive area of landslides
The investigated samples of the sensitive landslide area
involved many factors, such as unstable slope and fragile geological
characteristics. To have further analysis on the effect of various soil
conditions, the best solution for our study area is to divide them
into small samples, and the samples classiﬁed into various groups
(Fig. 4). The initial selection of independent variables for analysis
included geological data, soil distribution map, and elevation map.
The soil type and soil depth are both measured and then the en-
gineering analysis of stability carried out. The data source is from
the GIS center of Feng Chia University. Slope stability with different
soil type conditions (such as permeability, water content, soil type
and depth) demonstrates different behaviors in response to rainfall
process or earthquake excitations. Many researchers (e.g. Caine,
1980; Iverson, 2000) linked the occurrence of landslide to pore
water pressure and surface runoff. Unfortunately, DEM and remote
sensing techniques cannot directly provide the water content and
pore water pressure information of the site, however these were
interpolated through our spatial information system.2.3. Factors for landslide analysis retrieved from GIS and RS system
Our spatial information system includes two types of indepen-
dent variables: (1) the geomorphology factors and (2) image of
vegetation condition. In this section, the following are the selectedTable 1
Selected core factors for study.
Factor numbering x1 x2 x3
Factors Distance to river Distance to road Elevationindependent variables used to analyze the landslide occurrence
through our information system.
2.3.1. Geomorphology factors from DEM and GIS techniques
Geomorphology factors can affect the landslide occurrence. The
site conditions are evaluated using the following factors (see
Tables 1 and 2 for details):
(1) Distance to the river
A sample closer to the river may have higher water content than
another sample that is far away from the river. The values are ob-
tained by ArcGIS spatial analyst module by using the Euclidean
distance between the sample and the nearest river.
(2) Distance to the road
If a road is close to the selected sample, the slope line may be
destroyed and become unstable. This is due to human intervention.
(3) Elevation
The factor of elevation can provide information on the mea-
surement of potential energy. The values are obtained by DEM data
with various contour lines. The interval of the contour line is 10 m.
ERDAS Imagine is used as a tool to transfer vector data to raster
data.
(4) Slope
The dynamic behavior of the landslide has close afﬁnity to the
slope (Dai and Lee, 2002). Hence, the value of the slope may be a
prominent factor triggering landslides.
2.3.2. Vegetation condition from image
Live green plants absorb solar radiation in typical spectral re-
gions (Noferini et al., 2006). Different densities, categories and
distributions of green plants may become a dominant factor in
landslide occurrence (Chou et al., 2009). Some indicators are
collected and shown as:
(1) NDVI (Normalized Difference Vegetation Index)
All satellite Vegetation Indices employ this difference formula to
quantify the density of plant growth on the earth e near-infrared
radiation (NIR) minus red radiation (R) divided by near-infrared
radiation plus red radiation. The result of this formula is calledx4 x5 x6 x7 x8
Slope Veg_Index Band ratio SQBR NDVI
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mathematically, the formula is:
NDVI ¼ NIR  R
NIR þ R (1)
where NIR is the near IR band, and R is the red band. The values for
NDVI are obtained from SPOT image. The range of this value is [1,
1].
(2) Band ratio (BR)
Band ratio means dividing the pixels in one band by the corre-
sponding pixels in a second band. Differences between the spectral
reﬂectance curves of surface types can be elicited. This technique is
used in digital image processing to increase the contrast between
selected features and superﬂuous features. It is normally used to
identify vegetation concentrations. It can be formulated as:
BR ¼ IR=R (2)
(3) SQBR
Some of the vegetation responses cannot be veriﬁed merely by
band ratio. Thus, the square root of band ratio is generated and can
be formulated as:
SQBR ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IR=R
p
(3)
(4) Vegetation index (VI)
Avastmajority of the natural surfaces are equally as bright in the
red and near-infrared parts of the spectrum with the remarkable
exception of green vegetation (Lin et al., 2004). It can be formulated
as:
VI ¼ NIR  R (4)3. Methodology
3.1. Cross-validation method
Cross-validation (Golub et al., 1979; Kohavi, 1995) is a statis-
tical practice of partitioning a sample of data into subsets such
that the analysis is initially performed on a single subset, while
the other subsets are retained for subsequent use in conﬁrming
and validating the initial analysis. In this study, k-fold cross-
validation is used to evaluate the original database. The orig-
inal samples are partitioned into k subsamples. Considering k
subsamples, a single subsample is retained as the training data
for developing the model. The remaining k  1 subsamples are
used as testing data (or veriﬁcation data). The cross-validation
will then repeat k times (the folds), with each of the k sub-
samples used exactly once as the training data. The k-fold results
can be used to produce a simple estimation of the model’s
accuracy.3.2. Basic principle of DRS theory
Rough set theory (Pawlak, 1991) provides formal approximation
of a crisp set (i.e. conventional set) in terms of a pair of sets which
give the lower and the upper approximation of the original set. This
section introduces the basic principles of the ‘discrete rough set
theory’ (Nguyen and Skowron, 1995; Nguyen and Nguyen, 1998;Walczak et al., 1999). We found that the conventional rough set
(Pawlak, 1982; Pawlak, 1991) provided an excellent basis for the
selection of appropriate features. Unfortunately, the conventional
rough set can only resolve data that are pre-classiﬁed into certain
levels of groups. Conventionally, natural hazard problems (such as
landslides) require parametric continuously measured data. The
conventional rough set must be clustered in different groups,
making it inappropriate for data processing. The advantage of the
DRS over the conventional rough set is that it can handle contin-
uous data, and transform them into discrete datasets.
There are three stages involved in DRS. In the ﬁrst stage, the
‘Information Table’ must be developed for the description of the
characteristic attributes. In this table, a relation in a multi-attribute
set is displayed. Then, all the attributes must be clustered into
appropriate classes to construct a ‘Decision Attribute’. The ﬁnal step
is to attain the Cores and Reducts of the data attributes. Cores and
Reducts are two fundamental concepts related to attribute reduc-
tion. The minimal subset of attributes that discern all equivalent
classes of the relation, which is discernible by the entire set of at-
tributes are called Reducts. The core is the common part of all
Reducts.
3.2.1. Quantization problems
In this study, we propose a new concept to deal with the un-
certainty of the classiﬁcation problem in image data. Through the
DRS method, the ‘Cores’ can be recognized as a series of key attri-
butes that inﬂuence the decisions. The rest of the attributes not
inﬂuencing the decisions can be eliminated. In addition, the
knowledge rules for landslide problems can be established simul-
taneously. The ﬁnding of attribute segment points aids in the search
for the category classes for the landslide problems. The DRSmethod
is introduced as follows:
If A ¼ ðU; AWfdgÞ is a decision table with a large number of
values of objects from U for some a˛A, then there is a very small
probability that a new object will be recognized by matching its
attribute value vector with the rows of this table. Hence, for deci-
sion table with real value attributes, some discretization strategies
are built to achieve a higher quality of classiﬁcation.
Let A ¼ ðU; AWfdgÞ be a decision table where
U ¼ fx1; x2;.; xng. We assume Va ¼ ½la; raÞ3< for any a˛A
where < is the set of real numbers. A is assumed to be a consistent
decision table. Let Pa be a partition on Va (for a˛A) into subintervals
i.e.
Pa ¼

Ca0; C
a
1

;

Ca1; C
a
2

;.;

Cak ; C
a
kþ1

for some integer k, where la ¼ Ca0 < Ca1 < Ca2 <. < Cak < Cakþ1 ¼ ra
and, Va ¼ ½Ca0; Ca1ÞW½Ca1; Ca2ÞW.W½Cak ; Cakþ1Þ.
Any Pa is uniquely deﬁned by the set
Ca ¼ fCa0 ; Ca1 ; Ca2;.;Cak ; Cakþ1g called the set of cuts on Va (the set
of cuts is empty if card (Pa) ¼ 1). In the sequel we often identify Pa
with the set of cuts on Va deﬁned by Ca. Any family fPa : a˛Ag
where Pa is a partition on Va is called a partition on A. Then any
family P ¼ fPa : a˛Ag of partitions can be represented by
P ¼ Wfag  Ca. Any pair ða; cÞ˛P will be called a cut on Va.
Any family P ¼ fPa : a˛Ag of partitions on A deﬁnes, from
A ¼ ðU; AWfdgÞ a new decision table AP ¼ ðU; APWfdgÞ, where
AP ¼ ðaP : a˛AÞ and aPðxÞ ¼ i5aðxÞ˛½Cai ; Caiþ1Þ for any x˛U and
i˛f0;.; kg. The table AP is called P-quantization of A.
Two families of partitions P0, P on A are equivalent, i.e. P0hAP , if
and only if AP ¼ AP0. The equivalence relation ‘hA’ has a ﬁnite
number of equivalence classes. In the sequel wewill not distinguish
between equivalent families of partitions.
The quantization problems of real value attributes of A can be
described as the decision problem.
Table 3
Information Table of comparison before and after transformation.
(a) Original Information Table
before transformation
(b) Information Table
after transformation by Boolean rough set
A1 A2 A3 D A2 D
X1 1.9 1.8 3.4 0 X1 1.8 0
X2 0.9 0.8 2.6 1 X2 0.8 1
X3 1.6 0.5 3.2 1 X3 0.5 1
X4 1.8 0.8 2.2 1 X4 0.8 1
X5 1.9 2.2 3.6 0 X5 2.2 0
X6 3 2.8 3.3 0 X6 2.8 0
X7 1.3 0.2 2.2 1 X7 0.2 1
X8 1.6 1.5 2.8 1 X8 1.5 1
X9 1.4 2 3.2 0 X9 2 0
X10 1.6 1.4 2 1 X10 1.4 1
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1995)
Let A ¼ ðU;AWfdgÞ be a decision table where
U ¼ fx1; x2;.; xng. An arbitrary attribute a˛A deﬁnes a sequence
Va1 < V
a
2 <. < V
a
na, where fVa1 ; Va2 ;.; Vanag ¼ faðxÞ : x˛Ug and na
 n.
Let Pak be a prepositional variable corresponding to the interval
½vak; vakþ1Þ for any k˛f1; .; na  1g and a˛A. By BVðAÞ, we denote
the set of all prepositional variables of the above form.
Any partition P4Wa˛Afag  Va deﬁnes a valuation valp of
prepositional variables Pak by valp ðPak Þ ¼ true, iff there exists a cut
(a, ca)˛P satisfying vak  ca < vakþ1. Instead of valp ðPak Þ ¼ true we
will also write Pj ¼ Pak (see Fig. 5).
By 4 {a, i, j) we denote a disjunction of all Boolean variables from
the set
Pak :

vak; v
a
kþ1

4 min

aðxiÞ; a

xj

; max

aðxiÞ; a

xj

Hence valp {4 (a, i, j)}¼ true, iff there is a cut in P on Va between
a(xi) and a(xj0).
By<k (i, j) we denote a disjunction of all 4 {a, i, j}, where a˛A and
aðxiÞsaðxjÞ. Formula <k (i, j) is called the discernibility formula for
objects xi, xj (we assume the disjunction of the empty set of vari-
ables to be equivalent to true).
The discernibility Boolean prepositional formula of A is deﬁned
by:
FA ¼ ^jði; jÞ : dðxiÞsdxj
Any non-empty set S ¼ fPa1k1 ; Pa2k2 ; .; Parkrg of Boolean proposi-
tional variables from BV(A) deﬁnes a family of partition P(S) as
follows:
PðSÞ ¼
( 
a1;
va1k1þva1k1þ1
2
!
;
 
a2;
va2k2þva2k2þ1
2
!
;.;

ar;
varkrþvarkrþ1
2
	)
An example illustrating how the DRS method operates is given
here since most readers would have a background in geosciences
but not in mathematics. Assume an Information Table with A1, A2,
and A3 attributes which can be expressed as in Table 3a. There are
10 records from X1 to X10, and D is the decision attribute. Per-
forming Boolean rough set operation on this example, it is found
that the threshold of A2 is 1.65. Transforming the Information
Table with A2 attribute alone, using threshold 1.65 as the cutting
point, it is seen that A2 is the only core factor. A new Information
Table 3b is thus obtained with only one A2 attribute, and the de-
cision attribute D remains unchanged.4. Discussion
The magnitude of terrain slope is a crucial factor inﬂuencing
slope failure. It is also a direct inﬂuential terrain condition related to
the stability of mountain slope area. Terrains with higher slope are
more likely to induce landslide. According to the previous studies of
Wan et al. (2009), it is found that terrains with slope larger than
56% (about 30) are unstable which are easy to induce landslide.
Wan et al. (2010) studied the landslide identiﬁcation problems with
aerial photos of mountainous areas of Taiwan. He concluded thatFigure 5. Value discretization through Ca.terrains with slope between 15 and 30 are most likely to cause
landslide. The second risk zone is followed by terrains with slope
between 30 and 45. The terrains with slope below 5 or above 75
are fairly stable.
In this study we collect eight different condition attributes
(terrain slope, soil type, depth, and land hazard potential model,
etc.) and one decision attribute (occurrence of landslide and non-
landslide) to build our decision support system by analyzing
these data through discrete rough sets. The developed model in-
cludes core attributes and their corresponding threshold values.
Two different soil type samples and the corresponding number
counts are listed in Table 4. Due to the uneven distribution of de-
cision attributes in the sample dataset, the training samples do not
consist of the same number of samples from the two decision
classes. Moreover, the overall accuracy of classiﬁcation depends on
the selection of samples. To tackle this issue, we adopt the hold-out
method of cross-validation calculation. The samples are divided
into two groups of training and testing dataset. Different number of
training samples show the variations of accuracy rate versus the
selecting cycles. When the overall calculation time increases as
well, the classiﬁcation accuracy does not always improve which is
the consequence of over ﬁtting. Considering the calculation time
and classiﬁcation accuracy, 20 samples are used for training in later
case studies.
Case I: Gravel, slope 30e75, soil depth shallow (<30 cm), 600
samples
To acquire a better sample dataset for training, 20 samples are
selected randomly from the entire dataset repeatedly for 1000
times. The dataset with highest classiﬁcation accuracy is chosen for
later training. The rules are built through the DRS which consists of
the threshold value and core factors. The classiﬁcation accuracy is
calculated by using the obtained classiﬁer upon the remaining test
dataset. NDVI and Veg_Index are found to be the two core factors.
The landslide occurrence knowledge diagram based on these two
factors is shown in Fig. 6.
Landslide occurrence rules:
If NDVI<0.1412 and Veg_Index>114.59, then landslide occurs.
If NDVI <0.1412 and Veg_Index <114.59, then landslide does
not occur.
If NDVI >0.1412 and Veg_Index <114.59, then landslide does
not occur.
If NDVI >0.1412 and Veg_Index >114.59, then landslide does
not occur.
In general Vegetation Index (Veg_Index) and Normalized Dif-
ference Vegetation Index (NDVI) are closely related to the plant
Table 4
Landslide class distribution of sample dataset for the studied area.
Non-landslide Landslide Total
Case 1: Gravel soil 427 173 600
Case 2: Loam 205 28 233
Table 5
Boolean Information Table after transformation.
MERGE_ID NDVI Veg_Index Decision
562 0 1 1
995 1 1 0
1139 1 1 0
1187 1 0 0
1298 1 0 0
1468 0 1 1
2360 1 1 0
2460 0 1 1
3561 1 1 0
3793 0 1 1
3801 0 1 1
4208 0 1 1
5018 0 1 1
5057 0 0 0
8711 0 0 0
9022 1 0 0
9585 1 1 0
9993 1 1 0
10,275 1 1 0
10,288 1 1 0
S.-H. Chang, S. Wan / Geoscience Frontiers 6 (2015) 807e816 813growth. The surface runoff of gravel soil and soil stability is strongly
inﬂuenced by the density distribution of plants. The results in Fig. 6
are in accordance with the above phenomena. The terrain with
Veg_Index larger than 114 usually refers to light green to strong
green plants, and terrain with NDVI larger than 0.1 usually means
plants are ﬂourishing well. By applying the landslide occurrence
rules acquired before, the training dataset is transformed to a
Boolean knowledge rule for landslide occurrence, as shown in
Table 5. In Table 5, the number 1 represents the attribute (NDVI or
Veg_Index) value greater than the threshold value and the number
0 represents the attribute (NDVI or Veg_Index) value less than the
threshold value. The decision attribute 1 means landslide occurs,
and 0 means landslide does not occur. The test datasets (580
samples) with the same terrain slope, soil type and soil depth as the
training dataset are validated against our classiﬁer/knowledge rules
and it renders 73.1% classiﬁcation accuracy. It summarizes that in
the hazard sensitive region, the gravel soil terrain with slope be-
tween 30 and 75 and soil depth smaller than 30 cm, a landslide
occurrence knowledge rule is obtained. The rule states that if NDVI
is smaller than 0.1412 and Veg_Index larger than 114.59, the
terrain with the above terms tends to predict a landslide for an
accuracy level of 73%.
Case II: Loam, slope 30e75, soil depth shallow (<30 cm), 233
samples
Similar to the aforementioned, 20 samples are chosen as
training dataset. They are computed through Boolean rough sets
which were used to produce attribute thresholds and core factors.
This process will be repeated while the training dataset with
highest classiﬁcation accuracy is extracted. The representative
training dataset is used to generate the following knowledge rules.
Distance to road and elevation are found to be two major core
factors. The landslide occurrence knowledge scope based on these
two factors is shown in Fig. 7.
Landslide occurrence rules:
If distance to road <1537.5 m, and 1480.5 m <elevation
<2713.5 m, then landslide occurs.Figure 6. Core factor knowledge scope for gravel soil.If distance to road <1537.5 m and elevation <1480.5 m, then
landslide does not occur.
If distance to road <1537.5 m and elevation >2713.5 m, then
landslide does not occur.
If distance to road >1537.5 m and elevation <2713.5 m, then
landslide does not occur.
If distance to road >1537.5 m and elevation >1480.5 m, then
landslide does not occur.
It can be observed from Fig. 7 that landslide tends to occur be-
tween 1500 m and 2700 m above mean sea level in Taiwan’s
mountainous areas which are subjected to heavy human inter-
vention and development. On the contrary, landslide rarely occurs
on mountain areas with sea level higher than 2700 m. The
knowledge rules for landslide occurrence prediction render 81.76%
accuracy rate. Three rules can be inferred for geological-disaster-
sensitive landslide-region, landslides tend to be found with the
following geological conditions: (a) soil terrains with slope be-
tween 30 and 75, (b) the soil depth smaller than 30 cm, distance
to road smaller than 1537.5 m, and (c) the range of elevation, larger
than 1480.5 m and smaller than 2713.5 m. The probability for
landslide to occur is 81%.
To demonstrate the above knowledge rules in real applications,
it is decided to apply the rules on the region in Shou-Tan Mountain,
which is located in central Taiwan. The predicted landslide occur-
rence locations and actual data are compared and plotted with grid
(size for 10 m  10 m) software, as shown in Fig. 8. The accuracy
rate is 78.8%.
Gravel and loam are two different major soil types in our study
area and they have their own behaviors. The study concludes that
the knowledge rules for gravel material and surface with green
vegetation cover are important factors for the induced landslides.
On the other hand, loam is a material of study area that has
different behavior. If the loam is disturbed by human intervention
(such as a road cut), it may easily induce landslide. In addition, the
elevation is an inﬂuencing factor whether the sample is disturbed
or not.
As aforementioned, it is seen that the core factors with the
corresponding attribute thresholds are important and useful for
landslide occurrence prediction. The knowledge rules are simple
and easy to use. It can be applied quickly to generate landslide
occurrence prediction diagram as decision references for the
environmental management.
Figure 7. Core factor knowledge scope for loam.
Figure 9. Convergence diagram of classiﬁcation accuracy versus epoch. (a) C ¼ 100; (b)
C ¼ 1000.
S.-H. Chang, S. Wan / Geoscience Frontiers 6 (2015) 807e816814It is known that classiﬁcation accuracy and attribute thresholds
depend on the selection of training dataset. To address this issue,
the following procedure is used to ﬁnd the best training dataset.
First, through random selection of samples for a ﬁxed number of
epochs (C), the classiﬁcation accuracy is correspondingly calculated
for each selected training dataset. For instance, Fig. 9a depicts that
when C ¼ 100 the result of accuracy rate with X-axis being the
times of random selection for two cases, 20 samples and 30 sam-
ples. Fig. 9b depicts similar results with C ¼ 1000. It is seen from
Fig. 9a and b that the noticeable increase of accuracy is not
observed for the casewith 30 samples comparedwith the casewith
20 samples. While C ¼ 1000 (Fig. 9b), computation time is longer
due to the larger number of iterations required. Therefore in the
present study the case with 20 samples is well accepted and C value
is adjusted properly to acquire a higher accuracy rate and accept-
able computation time.5. Conclusion
In this study, the discrete rough set through Boolean operation is
used as a tool to predict the landslide occurrence. With the ob-
tained knowledge rules, we can extract the core factor and calculateFigure 8. Actual landslide location versus predicted landslide location through Boolean rou
predicted landside.the threshold value of them quickly to predict the post-disaster
easily. The initial stage of this study used remote sensing images,
DEM and GIS techniques for data acquisition. Then, an innovative
data mining technique e the DRS method e is used to analyze the
landslide occurrence problem. Two major soil types of the Shei-Pagh set. Note: The dotted area is the condition which meets both case 1 and case 2 for
S.-H. Chang, S. Wan / Geoscience Frontiers 6 (2015) 807e816 815area are (a) gravel and (b) loam. Based on the soil properties, the
occurrence rule of landslide can be summarized as:
(1) Gravel
The core attributes of inﬂuencing the landslide occurrence are VI
and NDVI. The segment points of VI and NDVI are 118 and 0.18,
respectively. If the NDVI value is smaller than 0.1412 and VI is
greater than 114.59, landslide occurs.
(2) Loam
The core attributes inﬂuencing landslide occurrence are slope,
location relative to the road, and elevation. Our study found that for
loam terrain the following locations are susceptible to landslide:
(a) with slope between 30 and 75;
(b) with distance to road lesser than 1537.5 m;
(c) with the range of elevation larger than 1480.5 m and smaller
than 2713.5 m.
The contribution of this study is that DRS method performs as a
better classiﬁer in the detection of landslide-prone areas when
considering remote sensing data. The results show that the study
offers a brilliant decision support system for monitoring and
managing the landslide problem.
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