The fixed-node quantum Monte Carlo (QMC) method is used to calculate the total energy of CH 2 in the ~1 and 1A1 states. For both states. the best QMC variationally bounded energies lie more than 15 kcal/mole (0.024 h) below the best previous variational calculations. Subtracting these energies to obtain the singlet-triplet splitting yields Ta = 9.4 ± 2.2 kcal/mole. Adjusting for zero-point energies and relativistic effects. we obtain To =8.9±2.2 kcal/mole. This result is in excellent agreement with the recent direct measurements of McKellar et. ai.
I. Introduction
The methylene molecule has been studied extensively over the past two decades, both experimentally and theoretically. It is a highly reactive radical, whose chemistry depends significantly on which of two closely spaced, low-lying states it is found in. Photochemical reactions, frequently used to produce CH 2 , create it in both states. Methylene was first observed by Herzberg l .
He detected both the 1A1 and 3 B1 states in absorption spectra, and he concluded that the triplet is the ground state. Thus it has been of long-standing experimental interest to determine To, the energy difference between these two lowest levels. On the other hand, the small size of CH 2 makes it amenable to thorough investigation by theoretical methods. Hence a calculation of the singlet-triplet splitting can serve as an excellent test of the reliability of various calculational procedures.
Early calculations, however, disagreed strongly with early experiments.
Theory2 predicted a splitting of 30 kcal/mole, while experiment 3 . ultimately has come to favor values in the range of 9-11 kcal/mole 11, with ab initio values in the 10-11 kcal/mole range 4 . Semi-empirical corrections to the latter are required to achieve 9 kcal/mole ll . Thus now it again appears that theory and experiment are in good accord, though a possible discrepancy of [1] [2] [3] kcal/mole remains with ab initio calculations .
. Since all the above-mentioned theoretical calculations have in common the familiar ab initio approaches (e.g. SCF, MCSCF, CI), it is of interest to compute the level splitting by a totally independent method. 
Bt DV 2 \f!{E,t) + [Er-V{R)]\f!{R.t) .
( 1)
we immediately see that it may be interpreted as a generalized diffusion equa- elect.ron-nuclear factor (cf. Sec IV). Neither factor affects t.he positioning of the nodes, and hence t.he fixed-node energies.
Since the fixed-node QMC approach involves an approximation in the placement of the nodes. and. in addition. in many applications the statistical uncertainty needs to be further reduced. it is of interest to seek a. procedure for correcting ~T. We present here an iterative approach for globally {rather than locally} performing this correction.
Note first that the additional boundary condition that the eigenfunction vanish at the nodes of ~T will generally give a solution which fails to satisfy the virial theorem. Thus the fixed-node expectation value of V is not exactly -2T.
{Here we assume an equilibrium geometry.} We may therefore consider the fixed-node eigenfunction. which we shall denote ~Ori n. as a variational function which may be further optimized by scaling28. In our notation; the caret indicates that ~ carries the fixed-node constraint. and ~ri ~ indicates the set of all coordinates.
Let us define 
Varying Eq. (5) with respect to'rJ minimizes E(-'l) at
and (6b)
Thus the function ~(T}frd) has a lower variational energy than ~Ord), and in addition satisfies the virial theorem since -
Note that the global scaling has uniformly expanded or contracted the nodal surfaces originally present in +r. As 
Thus we rescale by 77' to obtain ~(l)(17'17frd), which has a lower variational energy and again satisfies the virial theorem. The expanded or ,~ontracted nodes may then be fed back into a +~) and the process repeated.
It is expected that the sequence 77, 17', 17", ... rapidly converges to unity, so that no appreciable gains will be obtained beyond the first few iterations. Figure 1 gives a schematic illustration of this iterative procedure. Since the fixed-node energie~ for the sequence of functions ~Ord), ~(l)(17frd), ~(2)(17'17!riD... is of decreasing energy, the nodes improve upon scaling.
In order to carry out the s,teps described above, we need to evaluate, V(l) and T(l) as given by Eq. (4), rather than the usual QMC "mixed averages" such Table I , and compared with other work in Table II With a single-zeta quality basis set we find that the statistical error is about a factor of two larger than that obtained with a double-zeta quality basis set, for equal computing time. In addition the calculated energy is higher by about 0.02 h, although this difference is only at the borderline of statistical significance. For these reasons we did not put very much effort into the singlezeta \fT. In other QMC work 22 we have also found that a single-zeta basis is inadequate; however, as discussed in Sec. III, a double-zeta basis has generally proven quite good. In fact, further improvement in basis set has led to no visible ...
. . Table I ). This confirms our earlier experience with basis sets. Since no improvement 'was achieved with the bond functions, we used the simpler and less expensive atom-centered double-zeta basis for most of the calculations. The large error bars in Table I for the DZ + B function (especiallynoticable in the energy difference) are just the result of the significantly smaller amount of computing'
done'with this function.
Since basis set enhancement appears of little help, and since we still seek an improved Yr, we next investigate the iterative scaling procedure described in Sec. iII' and depicted in Fig. 1 . As an approximation, 'we bave computed V(1) and T(1)as '''mixed'' averages: Thus, Eqs (4) become (7a) and (7b)
The derivation leading to Eq. (6) still follows as before, however now E{",), though still a minimum, need no longer be variationally bounded. This is because 'in the mixed average approximation (8) and neither the scaled Yr nor the scaled ~ is an eigenfunction ofR. Thus one is not assured of finding a function rp such that E(",)=<rpIRlrp>. Iri Fig. 1 , as we read across' any line the energy still decreases Jrom left to right. Following the downward arrow, however, no longer must give a decrease in energy, since the mixed average E(",), obtained from the functions in the first and third columns, need not be greater than the true energy. The results presented in Table III show that this is indeed the case. In fact, the energy gets progressively worse' as we iterate the scaling with the approximate ",'s. Clearly the mixed averageestimate for", must be poor, and the nodes are being scaled incorrectly. As we will argue later, the true '" (Eq. 6a) is probably very close to unity for our starting nodes.
Use of the mixed average to minimize E{'YJ)
. with an electron-electron Jastrow factor in i'r. results in an over-contraction of the nodes. This can be understood as follows. The J astrow factor causes the electron density to spread out in space as the electrons seek to avoid each other. Scaling i'r. as one does in the mixed average, thus leads to an ' YJ which attempts to pull the overall electronic distribution back in. This is clearly useful in lowering the va.riationai, energy. However. this same scaling also pulls the nodal surfaces in by the same factor. The correct 'YJ, on the other hand (cf. Eqs. 4.6). is independent of the Jastrow factor. and depends only on the original nodes of i'r (since ~Ord) depends only on the nodes of i'r). Thus it is clearly incorrect that the presence of a Jastrow factor. which has no effect on the original nodes. should result in the nodes being pulled in on scaling. In fact. the original nodes are entirely those of the determinant obtained by the self-consistent-field approximation. Though these nodes are not exact. they are correct in an average way. Thus the actual nodal adjustment should be more subtle.
These considerations lead one to be suspicious of scaling based on the Inclusion of the electron-nuclear Jastrow factor reduces the mixed average value of'YJ from about 1.014 to 0.998 for the triplet state. and from 1.014 to 0.991 for the singlet state. Because the triplet i'r including the electron-nuclear Jastrow factor is a very good approximation to the true wave function {which can be \ .
• 13 well described by a single determinant}, the mixed "1 now provides a far better estimate of the true "1 than above. Thus we estimate that the true "1 differs from' unity by less than 0.2%. For the singlet state, however, the electron-nuclear Jastrow appears to overcompensate for the electron-electron term. Also, since the singlet. which has two importarit configurations, can not be described properly by a single deternlinant, the mixed average "1 in this case is still not a goodestimate of the true "1. The best procedure to follow in evaluating "1 would be to compute < V> from, Eq. (4a) by properly'reweighting the local energies 3o • However, unless the nodes of the singlet are considerably worse than the nodes of the triplet (contrary to the numerical evidence of Table I ), the true "1 for the singlet should also be close to unity.
To conclude this section, we address the issue of computing. Our computa- As sho,wn in Table II , the QMC total energies for both the singlet and the tri-. . . We have examined our data closely for a systematic time-step-size effect.
One can in principle obtain an unbiased estimate for the fixed-node energy by extrapolation to T-+O. However. for the work reported here the time-step error is smaller than the statistical noise. and is thus masked by it. For this reason we do not attempt to extrapolate. and instead the results we quote are averages over the four time-step sizes used. ranging from T=O.Ol down to T=O.00125h-
.
Thus our energy has a small time-step bias. On the other hand. an extrapolation based on four points would have a considerably larger statistical uncertainty.
Comparing our results with the line marked "expt" in Table II . we conclude that the combined fixed-node and time-step error is roughly 5 kcal/mole for both the singlet and the triplet states. This translates to a Monte Carlo accu-. . racy of 99.98% of the total energy and 96-98% of the correlation energy. Therefore in the present application. where the time-step error is negligible. the fixed-node error is seen to be manageably small. Furthermore. this error is roughly the same--to the order of 1 kcal/mole--for the two states. This means not only that the absolute error is small. but that there is also a large degree of cancellation of this error in evaluating the energy gap. In fact. for the energy gap the error is considerably less than the statistical uncertainty.
To obtain our best estimate for To. we calculated a weighted average 31 of the energy differences for our various trial functions. cess illustrated in Fig. 1 ends with, the first line. Here we demonstrate that in general this is not the case.
Let us define the following quantities for an operator 0:
and
By the usual scaling arguments.
T(1])=1]2T(l) .
(AB)
where V and T are the potential and kinetic energy operators.
Now. E (1] ) and E (1] ) are given by Eqs. (A1) and (A2) respectively. with 0 .
replaced by H. Thus.
and .,
Let us assume that ~(1]~rd) is indeed a solution to the Schrodinger equation
with scaled boundary conditions. Then Tables IV and V . DZ denotes a double-zeta basis set; the DZ+ B basis also includes an optimized 1s function on each C-H bond.
The symbols eeJ and enJ denote electron-electron and electron-nuclear Jastrow factors respectively. The numbers in parenthesis give the statistical uncertainty in the corresponding result. Table IV for a complete discussion of the symbols used.
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