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Abstract
To tackle the curse of dimensionality and multicollinearity problems of polyno-
mial chaos expansion for analyzing global sensitivity and reliability of models with
high stochastic dimensions, this paper proposes a novel non-intrusive algorithm called
second order hierarchical partial least squares regression-polynomial chaos expan-
sion. The first step of the innovative algorithm is to divide the polynomials into several
groups according to their interaction degrees and nonlinearity degrees, which avoids
large data sets and reflects the relationship between polynomial chaos expansion and
high dimensional model representation. Then a hierarchical regression algorithm based
on partial least squares regression is devised for extracting latent variables from each
group at different variable levels. The optimal interaction degree and the correspond-
ing nonlinearity degrees are automatically estimated with an improved cross validation
scheme. Based on the relationship between variables at two adjacent levels, Sobol’ sen-
sitivity indices can be obtained by a simple post-processing of expansion coefficients.
Thus, the expansion is greatly simplified through retaining the important inputs, leading
to accurate reliability analysis without requirements of additional model evaluations.
Finally, finite element models with three different types of structures verified that the
proposed method can greatly improve the computational efficiency compared with the
ordinary least squares regression-based method.
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1. Introduction
Mathematical models are essential tools in science and engineering to study and ex-
press the behavior of real systems. Exact predictions of system responses can be made
only if the model inputs are accurately described. However, this cannot be achieved
since uncertainties widely exist. Therefore, uncertainty quantification is crucial for
mathematical modeling and has been attracting growing interest around the world.
For real structural systems, loadings, material properties and boundary conditions
are usually uncertain and can be described with random variables and random fields. In
the uncertainty quantification of structural systems, the analysis of both sensitivity and
reliability plays an important role. Sensitivity analysis aims at identifying the effect
of different inputs on the uncertainties of model outputs, and includes local and global
methods [1]. Global methods are under active research since they can quantitatively de-
scribe the relative importance of different inputs by taking their variability in the entire
distribution space into account. Various global methods such as variance-based meth-
ods [2, 3], moment-independent methods [4, 5] and derivative-based methods [6, 7]
have been proposed in the literature. Reliability analysis aims at evaluating the safety
of a structure with failure probability which is the integral of the joint probability den-
sity function of model inputs in the failure region. Many reliability analysis methods
have been proposed in the past decades including Monte Carlo Simulation (MCS), Im-
portance Sampling [8, 9, 10], Subset Simulation [11, 12], Line Sampling [13, 14] and
other metamodelling approaches such as low rank tensor approximation [15], Neural
Network [16], Support Vector Machine [17] and so on.
The necessary foundation for analyzing sensitivity and reliability of a structural
model is uncertainty propagation, i.e. representing the random response. The ran-
dom response of the model can be explicitly expressed by projecting onto a Hilbert
space spanned by the polynomials which are mutually orthogonal with some proba-
bility measure. This method is named as polynomial chaos expansion [18] with three
merits: a sound mathematical background of probability theory and functional anal-
ysis, a wide capability suitable for all the random responses with finite variance and
an exponential convergence rate for smooth input-output relationships. Currently, it is
becoming a popular tool for the uncertainty quantification of structural systems. The
probability distribution of stochastic response is characterized by a set of expansion
coefficients (i.e. coordinates in the Hilbert space) which can be computed intrusively
or non-intrusively. In the intrusive methods, such as the spectral stochastic finite el-
ement method (SSFEM) [19], the coefficients are obtained with a Galerkin scheme
which requires modifications of the original deterministic computer codes, hence the
term intrusive for this approach. On the contrary, the non-intrusive methods only need
repeated calls of the deterministic model, which is convenient for analyzing large com-
plex structural systems with well-validated computer codes. Two approaches are usu-
ally distinguished, namely projection and regression-based ones. The projection-based
approaches are based on the orthogonality between different polynomials, and are es-
sentially to compute multi-dimensional numerical integrals since closed-form solutions
are hardly achieved. The regression-based approaches treat the computation of coor-
dinates as a statistical regression problem, having more flexibility in design of experi-
ments and faster convergence rates [20].
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The most commonly used regression approach is the ordinary least squares re-
gression (OLSR). However, the required number of model evaluations dramatically
increases with the number of model inputs. This problem is called the curse of di-
mensionality. It is crucial to reduce the number of model evaluations because a single
simulation of high-fidelity structural model is often expensive and large data sets eas-
ily lead to overflow. Moreover, the OLSR will unavoidably encounter multicollinearity
under small sample sizes, leading to poor estimations of coordinates. A good way to
circumvent these problems is to find an advanced regression technique that can be more
robust under small sample sizes. Since the randomness of response is mainly caused by
a small part of polynomials for most industrial problems, many adaptive sparse PCE
approaches based on stepwise regression [21, 1, 22, 23], least angle regression [24],
support vector regression [25] D-MORPH regression [26], compressive sensing [27]
were proposed to suffice the curse of dimensionality.
This paper proposes a novel regression-based PCE methodology for analyzing
global sensitivity and reliability of high-dimensional models. Breaking the existing
routine that important terms are directly selected from the huge candidate set of fi-
nite order polynomials, the new method on one hand builds a hierarchical regression
algorithm based on the idea of divide-and-conquer, and on the other hand detects prin-
cipal directions which captures the probabilistic content in each subspace by using
a state-of-the-art regression approach named partial least squares regression (PLSR)
[28, 29]. Optimal nonlinearity degrees and interaction degrees are automatically se-
lected with a modified cross validation scheme. The new method not only can achieve
significant dimension reduction, but contribute to uncovering the latent hierarchical
low-dimensional structure of the model as well. This work is distinguished from our
previous work [30] in two features: Firstly, the manner of subspace division is more
elaborate in order to separate the contributions of terms with different degrees of non-
linearity and interaction. Secondly, the updated subspace division manner naturally
derives a new regression scheme with an additional level of hierarchy. The optimal
subspaces are extracted in a consistent manner in all levels rather than selected with a
penalized regression scheme in higher levels.
The remainder of this paper is organized as follows. The next section provides a
brief review of polynomial chaos representation of the stochastic response. A novel
methodology based on partial least squares regression and hierarchical modeling is
proposed in Section 3. The computational gain of the proposed method is illustrated in
Section 4 with three finite element models.
2. Polynomial chaos representation of the stochastic response
Denote (Ω,F ,P) as a probability space and L2(Ω,F ,P) as the space of random
variables with finite second moments:
E[X2] =
∫
Ω
X2(ω)dP(ω)<+∞ (1)
Assume that the stochastic response of the model Y (ω) has finite variance, i.e. Y (ω) ∈
L2(Ω,F ,P), thus, it can be represented with the following polynomial chaos expansion
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[19]:
Y (ω) = Y +
+∞
∑
pn=1
∑
α1+···+αM=pn
βα1,...,αMΨα1,...,αM (ξ (ω)) (2)
where Y is the mean value, ξ (ω) = (ξ1(ω),ξ2(ω), . . . ,ξM(ω))T is a vector composed
of M independent standard Gaussian random variables, eachΨα1,...,αM is a multidimen-
sional Hermite polynomial with degree (α1, . . . ,αM) and each βα1,...,αM is a determin-
istic coefficient. For the sake of simplicity, it is assumed that the random inputs of
structures can be described with a set of finite independent random variables. In this
context, multidimensional Hermite polynomials can be expressed as tensor product
of the corresponding univariate Hermite polynomials. For the case correlated inputs,
readers may refer to [31, 21, 32]. The series is mean-square convergent [33], hence can
be truncated with maximum order pmax:
Y (ω) = Y +
pmax
∑
pn=1
∑
α1+···+αM=pn
βα1,...,αMΨα1,...,αM (ξ (ω)) (3)
Equation (3) can be written in a compact form:
Y (ω) = Y +
P
∑
i=1
βiΨi(ξ (ω)) (4)
where
P+1 =
(M+ pmax)!
M!pmax!
(5)
The key to PCE is the determination of expansion coefficients βi in which the whole
information about the probability distribution of the stochastic response is encapsu-
lated. Generally, the computational procedures can be classified into two categories,
namely intrusive and non-intrusive methods. In the intrusive methods, the determinis-
tic computer codes have to be modified, which is often cumbersome for large complex
structural systems. On the contrary, the deterministic model is treated as a black-box
in the non-intrusive method, hence PCE is regarded as a metamodel which can be built
with either projection-based or regression-based approaches. The former are based on
the orthogonality of polynomials:
β ∗i =
E[ΨiY ]
E[Ψ2i ]
, i = 1,2, . . . ,P (6)
where E[·] is the mean value operator. The denominator can be computed analytically
while the nominator need to be estimated with repeated calls of the deterministic model.
Computational burden of the latter rapidly increases with the number of input variables,
even if Smolyak algorithm [34] can be utilized to alleviate the curse of dimensionality
problem. The regression-based approaches are becoming popular due to their flexibility
in the design of experiments and fast convergence. Assume N samples are employed
to train the metamodel, the vector of coefficients can be computed with equation (7):
β ∗ =Ψ+Y (7)
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where Y = (Y (1),Y (2), . . . ,Y (N))T is the centered response vector, Ψ is the polynomial
matrix as equation (8)
Ψ =

Ψ1(ξ
(1)
) Ψ2(ξ
(1)
) · · · ΨP(ξ (1))
Ψ1(ξ
(2)
) Ψ2(ξ
(2)
) · · · ΨP(ξ (2))
...
...
...
...
Ψ1(ξ
(N)
) Ψ2(ξ
(N)
) · · · ΨP(ξ (N))
 (8)
and Ψ+ is the Moore-Penrose generalized inverse of Ψ. Equation (7) is the well-
known solution of OLSR. However, this approach is effective only if N >P. According
to equation (5), the required number of samples rapidly increases with the stochastic
dimension M, which is the so-called curse of dimensionality problem. On the other
hand, severe multicollinearity will arise under small sample sizes, which leads to poor
accuracy. Therefore it is necessary to find an advanced regression technique that can
be more robust under small sample sizes.
3. Second order hierarchical partial least squares regression-polynomial chaos
expansion
This section presents a novel hierarchical regression algorithm for constructing
PCE based on the PLSR technique which has been applied to deal with multicollinear-
ity in high-dimensional data sets in other science disciplines such as chemometrics
[35] and bioinformatics [36]. According to the High Dimensional Model Representa-
tion (HDMR) theory [37] and the relationship between HDMR and PCE [38], equation
(3) can be rewritten as a summation of component functions with different interaction
degrees (i.e. number of inputs in a component function) as equation (9):
Y (ω) = Y +
M
∑
i=1
∑
α∈Ii
βαΨα (ξi(ω))+ ∑
16i1<i26M
∑
α∈Ii1,i2
βαΨα (ξi1(ω),ξi2(ω))+ · · ·
+ ∑
16i1<···<is6M
∑
α∈Ii1 ,...,is
βαΨα (ξi1(ω), . . . ,ξis(ω))+ · · ·
+ ∑
α∈I1,...,M
βαΨα (ξ1(ω), . . . ,ξM(ω))
(9)
where
Ii1,...,is = {α |α ∈A ,αk = 0 ⇐⇒ k /∈ (i1, . . . , is),∀k = 1, . . . ,M} (10)
A =
{
α
∣∣∣∣∣ M∑i=1αi 6 pmax
}
(11)
and α = (α1, . . . ,αM). This expression coincides with that of polynomial dimension
decomposition [39]. For most practical problems, the optimal interaction degree M′ is
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much lower than the number of model inputs, in other words, only M′− order HDMR
expansion is needed to approximate the input-output relationship with acceptable ac-
curacy. The proposed algorithm aims to adaptively determine the optimal interaction
degree and the optimal order of polynomials under each order of interaction degree.
3.1. Construction of polynomial chaos expansion
Step 1: Initialization
First, select pmax with prior knowledge about the nonlinear intensity of the model.
Then generate a set of N training samples with the Sobol quasi-random sampling
scheme. Next transform the sample points from unit hypercube to the parameter space
with isoprobabilistic transform if necessary and run high-fidelity structural model on
each sample point to get the corresponding centered model output, denoted as F .
Meanwhile, transform the sample points from unit hypercube to standard Gaussian
space and compute the centered polynomial matrix E .
Step 2: Partition of polynomial matrix
The dimension of E increases dramatically with the number of model inputs, lead-
ing to high computational burden for the OLSR-PCE method. To deal with this issue,
we divide E into several groups according to their interaction degrees and nonlinearity
degrees, and treat them separately and hierarchically. First, E is partitioned into the
first order subblocks numbered as pmax as equation (12).
E = (E [1], . . . ,E [pmax]) (12)
Since pmax  M for high dimensional problems, M′ 6 pmax. E [i] (i = 1, . . . , pmax) is
composed of polynomials which explicitly contains i variables only. Then each E [i]
is partitioned into the second order subblocks numbered as (pmax− i+ 1) as equation
(13),
E [i] = (E [i]
[1], . . . ,E
[i]
[pmax−i+1]), i = 1, . . . , pmax (13)
where E [i]
[ j]( j = 1, . . . , pmax− i+1) contains polynomials with order j only.
Step 3: Hierarchical regression
To determine the optimal order of polynomials which compose the first order com-
ponent functions of HDMR, let the initial response F ini = F and the first order hierar-
chical partial least squares regression (FOHPLSR) is performed between F ini and E [1],
as illustrated in Figure 1:
Let i = 1, j = 1, the current response residual and predictor subblock as F ini and
E [i]
[ j], respectively. The latent variables of each second order subblock are extracted
by performing PLSR between the current response residual and predictor subblock.
The fundamental assumption of PLSR is that the behavior of the model is actually
controlled by only a few factors called latent variables. First, latent variables are ex-
tracted from E [i]
[ j] and F ini, respectively. The latent variables should not only contain
the information about variability of the local data sets as much as possible, but also be
most correlated. Then, by building regression models among the latent variables, the
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Figure 1: Illustration of first order hierarchical partial least squares regression algorithm
relationship between E [i]
[ j] and F ini can be built. The latent variables are extracted by
iteratively solving the following optimization problem:
Find w,c
s.t. max
‖w‖2=1,
‖c‖2=1
[Cov2(E [i]
[ j]w,F inic)] (14)
where w and c are called loadings. The explanatory and response latent variables are
expressed as t = E [i]
[ j]w and u = F inic, respectively. The optimization problem can be
solved with singular value decomposition algorithm. It is assumed the relationship
between t and u are linear:
u = bt +H (15)
Let uˆ = bt , then the contribution of t and u are deflated from E [i]
[ j] and F ini, respectively:
E [i]
[ j] = E
[i]
[ j]− t pT (16)
F ini = F ini− uˆqT (17)
After h iterations, the regression model can be built by using the relationship as equa-
tion (18)
T = E [i]
[ j]W (P
TW )−1 (18)
where T = (t 1, . . . , t h), W = (w1, . . . ,wh) and P = (p1, . . . , ph). In most literature of
PLSR, model selection (i.e. selection of the optimal number of iteration) is performed
by using the following leave-one-out cross validation error:
ErrLOO ≡ 1N
N
∑
i=1
(
Fini(ξ
(i)
)− Fˆini−i(ξ (i))
)2
(19)
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When ErrLOO is lower than a prescribed threshold, such as 1− 0.952, the iteration is
terminated. However, for PCE, this approach is not only very time-consuming, but also
has difficulties in controlling the precision of the model. For OLSR, it can be proven
that
Fini(ξ
(i)
)− Fˆini−i(ξ (i)) = Fini(ξ
(i)
)− Fˆini(ξ (i))
1−hi (20)
where hi is the ith diagonal element of matrix E
[i]
[ j](E
[i]T
[ j] E
[i]
[ j])
−1E [i]T
[ j] . Similarly, for
PLSR, let hi be the ith diagonal element of matrix T (T TT )−1T T, the pseudo leave-one-
out cross validation error ErrLOO(P) can be obtained. This is an approximate expression
since vector w will change when one sample is removed from the original training set,
leading to changes of matrix T . ErrLOO(P) can be normalized by dividing the sample
variance, denoted as εLOO(P). However, this error may be unconventional [20], hence
the following pseudo cross validation error is introduced for model selection:
ε∗LOO(P) = εLOO(P)×
(
1− h
N
)−1 (
1+ tr((T TT )−1)
)
(21)
The iteration is terminated when ε∗LOO(P) reaches its minimum and the corresponding
pseudo cross validation error is recorded as ε∗[1]LOO(P),[1].
Latent variables of other second order subblocks are sequentially obtained by per-
forming PLSR between the current response residual and the predictor subblock. In
the process above, latent variables are extracted from level 0 and obtained at level 1.
To obtain the latent variables which capture the probabilistic characteristics of univari-
ate polynomials, PLSR is performed sequentially between F ini and {T [1]I,[ j]}kj=1 (k> 2),
deriving the latent variables at level 2. Meanwhile, the corresponding pseudo cross val-
idation error is recorded as ε∗[1]LOO(P),[k] (k = 2, . . . , pmax). The optimal number of second
order subblocks (i.e. the optimal nonlinearity degree) involved in the regression model
is selected as the index to the minimum of {ε∗[1]LOO(P),[k]}pmaxk=1 , denoted as ε
∗[1]
LOO(P). The
process to generate variables at level 2 from level 1 is called a hierarchical operation,
deriving the name of the first order hierarchical partial least squares regression. The
steps of FOHPLSR are summarized in Algorithm 1.
The optimal order of polynomials which compose the ith (i = 2, . . . , pmax) order
component functions of HDMR is estimated by sequentially performing FOHPLSR on
the ith first order subblock with F ini = F
[i−1]
res . To determine the optimal interaction
degree in the regression model, PLSR is performed at level 2 and the corresponding
latent variables are obtained at level 3. Meanwhile, the corresponding pseudo cross
validation error is recorded as ε∗[i]LOO(P) (i = 2, . . . , pmax). The optimal interaction de-
gree is selected as the index to the minimum of {ε∗[i]LOO(P)}pmaxi=1 . Finally, the expansion
coefficient vector β can be computed by using equation (18) from top to bottom level-
by-level. The whole process contains two levels of hierarchical operation, hence the
formed method is called as second order hierarchical partial least squares regression-
polynomial chaos expansion (SOHPLSR-PCE) which is summarized as Algorithm 2.
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Algorithm 1: The FOHPLSR algorithm
Input: i,E [i], F ini
1 Let k = 1, perform PLSR between F ini and E
[i]
[k], get T
[i]
I,[k], F
[i]
[k] and ε
∗[i]
LOO(P),[k]
2 if pmax− i+1> 2 then
3 for k = 2 : pmax− i+1 do
4 perform PLSR between F [i]
[k−1] and E
[i]
[k], get the explanatory latent
variable matrix T [i]I,[k] and the corresponding residual F
[i]
[k].
5 end
6 for k = 2 : pmax− i+1 do
7 perform PLSR between F ini and (T
[i]
I,[1], . . . ,T
[i]
I,[k]), get T
[i]
II,[k] and
ε∗[i]LOO(P),[k]
8 end
9 end
10 Let k∗ = argmin{ε∗[i]LOO(P),[k]}pmax−i+1k=1 , ε
∗[i]
LOO(P) = ε
∗[i]
LOO(P),[k∗], F
[i]
res = F
[i]
[k∗] and
T [i]II = T
[i]
II,[k∗].
11 if k∗ = 1 then
12 T [i]II = T
[i]
I,[1]
13 end
Output: {T [i]I,[k]}k
∗
k=1, T
[i]
II ,F
[i]
res, ε
∗[i]
LOO(P)
9
The SOHPLSR-PCE algorithm is capable of group selection (i.e. selecting a group of
polynomials with similar importance) by extracting latent variables, which is effective
for dealing with high-dimensional expansions. Thus, the SOHPLSR-PCE method is
superior to most approaches including stepwise regression and least angle regression.
Meanwhile, the latent variables can be detected on-the-fly (i.e. E [i]
[ j] can be gener-
ated sequentially rather than simultaneously), leading to dramatic savings of computer
memory.
Algorithm 2: The SOHPLSR-PCE method
Input: pmax, N
1 Generate N quasi-random samples, compute the corresponding outputs vector F
and the polynomial matrix E
2 Divide E into subblocks with equations (12) and (13)
3 Let i = 1, perform FOHPLSR between F and E [i], get T [i]II , ε
∗[i]
LOO(P) and residual
F [i]res
4 if pmax > 2 then
5 for i = 2 : pmax do
6 perform FOHPLSR between F [i−1]res and E [i]
7 end
8 for i = 2 : pmax do
9 perform PLSR between F and (T [1]II , . . . ,T
[i]
II ), get ε
∗[i]
LOO(P) and T
[i]
III
10 end
11 end
12 Let i∗ = argmin{ε∗[i]LOO(P)}pmaxi=1 , ε∗LOO(P) = ε∗[i
∗]
LOO(P), F res = F
[i∗]
res and T III = T
[i∗]
III .
13 if i∗ = 1 then
14 T III = T
[1]
II
15 end
16 Compute β by using equation (18) from top to bottom level-by-level.
Output: {{T [i]I,[k]}k
∗
k=1}i
∗
i=1, {T [i]II}i
∗
i=1, T III , ε
∗
LOO(P), β
3.2. Sensitivity analysis
After obtaining the regression coefficient vector β , similar to the work of [38],
variance-based global sensitivity analysis can be performed by a simple post-processing
of β , which is expressed in equations (22) and (23):
Si =
∑
α∈Ii
β 2αE[Ψ2α(ξ )]
∑
α∈A
β 2αE[Ψ2α(ξ )]
(22)
STi =
∑
α∈I ∗i
β 2αE[Ψ2α(ξ )]
∑
α∈A
β 2αE[Ψ2α(ξ )]
(23)
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where Si and STi are called the main and total Sobol indices, respectively.
3.3. Reliability analysis
By retaining the input variables whose STi values are larger than a prescribed thresh-
old, the PCE metamodel can be reconstructed either with the former samples using
OLSR when the cardinality of polynomial set is smaller than the sample size or by us-
ing the algorithm introduced above. The failure probability can be estimated with the
new metamodel as equation (24),
PF ≈ P(gPCE(ξ R)6 0) =
∫
gPCE(xR)60
fxR(xR)dxR (24)
where ξ R is the set of retained input variables, gPCE(xR) is the limit state function of
the reconstructed metamodel and fxR(xR) is the joint probability density function of
ξ R.
4. Case Studies
Three different structures are exampled to examine the accuracy and efficiency of
the SOHPLSR-PCE. The finite element models of the structures are firstly built with the
MATLAB finite element toolbox [40]. Then the computing capacity of the SOHPLSR-
PCE is compared with that of the OLSR-PCE. For the latter, it seems that the largest
situation is M = 40 and pmax = 3 that we can manage with our desk computer.
4.1. Simply supported beam
Figure 2 shows a simply supported beam subjected to an uniformly distributed load.
The beam has length L = 3m and inertial moment I = 8× 10−6m4. The intensity of
Figure 2: Configuration and loads of a simply supported beam
distributed loading is q = 13kN/m. The elastic modulus of the beam is represented
with a non-Gaussian random field as in equation (25)
E(x,ω) = exp(N(x,ω)) (25)
where N(x,ω) is a homogeneous Gaussian random field whose Pearson product mo-
ment correlation coefficient function ρ(x,x′) is
ρ(x,x′) = exp
(
−|x− x
′|
l
)
(26)
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where correlation length l = 0.5m. N(x,ω) is discretized with the first 40 components
of Karhunen-Loe`ve expansion. The mean and coefficient of variation of elastic modu-
lus are µE = 210GPa and δE = 0.2, respectively. The quantity of interest is the vertical
midspan displacement, denoted as u. The beam is discretized with 100 elements with
equal length. The failure event is defined as u >0.012m.
Step 1: Construction of polynomial chaos expansion
According to the steps introduced in Section 3, first, the highest order of polynomial
pmax is selected as 3, and the corresponding number of polynomial is P = C340+3−1 =
12340. Define γ =N/P as the expanded sample ratio which is selected as 0.05, 0.2, 0.6,
1 and 2, respectively, and the corresponding sample size N is 617, 2468, 7403, 14808
and 24680, respectively. For each γ , the metamodel is built with the OLSR-PCE. To
illustrate fast convergence of the SOHPLSR-PCE comparing with the OLSR-PCE, in
another group of experiments, we define the raw sample ratio φ=2, 4, 6, 8, 10 and 12
(γ=0.0065, 0.0130, 0.0194, 0.0259, 0.0324 and 0.0389, N=80, 160, 240, 320, 400 and
480), respectively, and built the metamodel with the SOHPLSR-PCE under each φ .
Step 2: Global sensitivity analysis
The reference solution of each Sobol index is obtained by using MCS with 2×106
samples. Comparisons of the main and total Sobol indices are illustrated in Figures 3
and 4. It can be seen from Figures 3 and 4 that the randomness of variables 1 and
0 10 20 30 40
Variable number
0
0.2
0.4
0.6
0.8
1
S
i
MCS
γ=0.05
γ=0.2
γ=0.6
γ=1.2
γ=2
(a) OLSR-PCE
0 10 20 30 40
Variable number
0
0.2
0.4
0.6
0.8
1
S
i
MCS
γ=0.0065
γ=0.0130
γ=0.0194
γ=0.0259
γ=0.0324
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Figure 3: Comparison of the main Sobol indices
3 have significant impact on the randomness of the model output while the impact of
other variables can be ignored. Also, the impact of interaction of different variables is
very weak. For the OLSR-PCE, the main Sobol indices of the important variables is
inaccurate when γ is very low such as 0.05. The solution can qualitatively reflect the
distribution of Si values (i.e. reflect right ranking) only if γ > 0.2. To accurately de-
scribe the distribution of Si values, γ must be higher than 1.2. The accuracy of the total
Sobol indices increases with the sample size slower than that of the main Sobol indices
because the former are more dependent on the coefficients of cross terms. Accuracy
of the individual coefficients cannot be ensured for OLSR-PCE under small sample
12
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Figure 4: Comparison of the total Sobol indices
ratios, leading to overestimation of the impact of cross terms, which in turn leads to
wrong rankings of the importance of the input variables. On the contrary, for both
main and total Sobol indices, the SOHPLSR-PCE can consistently get accurate results
under all sample ratios, even at very low expanded sample ratio γ = 0.0065, hence the
computational efficiency is 185 times as many as the OLSR-PCE. This is because the
optimal interaction degree in the expansion and the corresponding nonlinearity degrees
are automatically selected by the proposed method, and multicollinearity is dramati-
cally alleviated by using PLSR. For more detailed comparison, we denote the relative
error of the main and total Sobol indices as eSi and eSTi, respectively, and compute
the distributions of orders of magnitude for eSi and eSTi under each sample ratio using
the SOHPLSR-PCE and under expanded sample ratio 0.6 using the OLSR-PCE, re-
spectively, as shown in Figure 5. Because the Sobol indices of some variables are very
close to zero, the results computed with the SOHPLSR-PCE will not lead to wrong
judgments of important variables and their rankings, although the relative errors of
Sobol indices of these variables are at the level of 100-104 orders of magnitude. For
the main Sobol indices, the proposed method does not have significant advantage over
the traditional one since Si values of the latter have already reached high levels of ac-
curacy except for variables 1 and 3. While for the total Sobol indices, by using the
SOHPLSR-PCE, the order of magnitudes of relative errors are 1-2 orders of magnitude
lower than those of OLSR-PCE whose computational costs are 15-90 times as many as
the former. Therefore, for global sensitivity analysis, the SOHPLSR-PCE outperforms
the traditional one in terms of computational cost and accuracy.
To uncover the hierarchical structure of the regression model in detail, the numbers
of latent variables at different levels are listed in Table 1. In this table, (1,2,3) means the
latent variables extracted from the third order polynomials in the second order HDMR
expansion at level 1, (2,1) means the latent variables extracted from the first order
HDMR expansion at level 2, (3) means the latent variables extracted at level 3, and so
on. It can be seen in Table 1 that the first order HDMR component functions can be
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Figure 5: Distributions of order of magnitudes of relative errors of Sobol indices
Table 1: Number of latent variables in each level
γ Number of latent variables
(1,1,1) (1,1,2) (1,1,3) (1,2,2) (1,2,3) (1,3,3) (2,1) (2,2) (2,3) (3)
0.0065 7 5 3 35 1 1 6 14 1 10
0.0130 5 3 2 58 3 0 3 21 0 11
0.0194 4 3 2 67 1 0 3 16 0 8
0.0259 3 3 2 86 1 1 3 16 1 9
0.0324 3 3 2 108 1 0 2 17 0 7
0.0389 4 3 1 138 1 0 2 19 0 7
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represented with a sum of 3-7 linear combinations of first order polynomials, 3-5 linear
combinations of second order univariate polynomials and 1-3 linear combinations of
third order univariate polynomials. The total number of latent variables at level 1 is
8-15 while the univariate polynomials with orders 1-3 are numbered as 120. Similar
comments can be made for the other orders of HDMR component functions. Thus,
the regression model is more parsimonious with the increasing of variable level, which
fits the fundamental assumption of PLSR. The optimal interaction degree is 2 or 3 and
the optimal order of polynomials under each interaction degree is 3. The numbers are
not deterministic due to the randomness of each experiment. The optimal numbers of
latent variables at different variable levels are nearly the same except for the bivariate
second order polynomials. However, it is unimportant since this part has little impact
on the variability of model output.
Step 3: Reliability analysis
The threshold for screening the active random inputs is set as 0.018. Then the PCE
metamodel is reconstructed with the retained variables based on the results of global
sensitivity analysis. The reference result of failure probability is 0.0023, which is ob-
tained by using MCS with 3×106 samples. The relative errors under different sample
ratios are illustrated in Figure 6. It can be seen in Figure 6 that the SOHPLSR-PCE
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Figure 6: Comparison of relative errors of failure probabilities
can provide rather stable results with relative error less than 10% when γ > 0.0065.
Since the proposed method can compute the Sobol indices with high accuracy and low
computational cost, the retained variables 1 and 3 can be effectively detected, thus
the effective stochastic dimension is reduced to two, and the metamodel can be easily
reconstructed with OLSR. On the contrary, the OLSR-based method tends to overes-
timate the contribution of cross terms under small sample sizes, thus leads to overes-
timation of total Sobol indices, so that more unimportant variables are retained in the
reconstructed metamodel, finally leads to overfitting of the metamodel. Therefore, in
this case, γ > 1.2 is available to gain acceptable accuracy and stability. Hence, the
SOHPLSR-PCE outperforms the OLSR-PCE with a computational gain factor 185.
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4.2. Plane truss
Figure 7 shows a plane truss subjected to vertical loads. Each bar has elastic mod-
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Figure 7: Configuration and loads of a plane truss
ulus Ei (i = 1, . . . ,32) and diameter 20mm. All the inputs are independent random
variables and their distribution parameters are listed in Table 2. The quantity of inter-
est is the vertical displacement of node 18, denoted as u. The failure event is defined
as u >0.210m.
Table 2: Distribution parameters of the inputs
Variables Distribution type Mean Standard deviation
Ei (i = 1, . . . ,32) (Pa) Lognormal 2.0×1011 3.0×1010
P1 (N) Extreme 1 1.2×104 2.0×103
P2 (N) Extreme 1 1.0×104 1.5×103
P3 (N) Extreme 1 9.0×103 1.2×103
Pj ( j = 4, . . . ,8) (N) Extreme 1 8.0×103 1.0×103
Step 1: Construction of polynomial chaos expansion
According to the steps introduced in Section 3, the highest order of polynomial
pmax is firstly selected as 3, and the corresponding number of polynomial is P =
C340+3−1 = 12340. First, γ is selected as 0.05, 0.2, 0.6, 1 and 2 (N=617, 2468, 7403,
14808 and 24680), respectively. For each γ , the OLSR-PCE is used for building the
metamodel. To illustrate fast convergence of the SOHPLSR-PCE comparing with the
OLSR-PCE, in another group of experiments, φ is selected as 2,4, 6, 8, 10 and 12
(γ=0.0065, 0.0130, 0.0194, 0.0259, 0.0324 and 0.0389, N=80, 160, 240, 320, 400 and
480), respectively. The metamodel is built with the SOHPLSR-PCE under each φ .
Step 2: Global sensitivity analysis
The reference solution of each Sobol index is obtained by using MCS with 2×106
samples. Comparisons of the main and total Sobol indices are illustrated in Figures 8
and 9. It can be seen that variables 1, 3, 5, 7, 9, 11, 13, 15, 35-40 individually have sig-
nificant impact on the uncertainty of model output, but their interactions have a weak
impact. Since OLSR-PCE tends to overestimate the contribution of cross terms, the Si
values are generally smaller and the STi values are generally greater than the reference
solution. The discrepancies become lower with the increasing of the sample ratio. Re-
sults with acceptable accuracy can be obtained only when γ > 1.2. However, accuracy
can be considerably improved by using the SOHPLSR-PCE with noticeably smaller γ .
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Figure 8: Comparison of the main Sobol indices
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As the first example, it is acceptable that large errors occur for some variables because
their impact is very weak and the errors will not affect the screening and ranking of
important variables. As expected, accuracy and stability of the results increase with
γ . Only γ = 0.0130 is needed to quantitatively describe the distribution of the main
and total Sobol indices on the whole and only γ = 0.0389 is needed to get highly ac-
curate results. Therefore, the SOHPLSR-PCE outperforms the OLSR-PCE in terms of
required number of model evaluations.
Step 3: Reliability analysis
The threshold for screening the important random inputs is set as 0.005. Numerical
experiments show that the metamodels reconstructed under the original sample ratios
cannot provide results with satisfactory stability. To get more accurate and stable re-
sults, φ is increased to 15, 22.5, 30, 37.5 and 45 (γ=0.0486, 0.0729, 0.0972, 0.1216
and 0.1459, N=600, 900, 1200, 1500 and 1800), respectively. Then the failure proba-
bilities are computed with the algorithm introduced in Section 2 under the new sample
sets. The reference result of failure probability is 0.0052, which is obtained by using
MCS with 3× 106 samples. The relative errors under different sample ratios are il-
lustrated in Figure 10. The global sensitivity analysis above show that the proposed
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Figure 10: Comparison of relative errors of failure probabilities
method can exactly detect the important inputs with low computational cost. However,
the number of important variables is around 15 which is much more than that in the
first example. Therefore it is difficult to ensure the stability and accuracy of the results
computed with the metamodel constructed under the original sample ratios, indicating
the accuracy and stability of the SOHPLSR-PCE can be improved by enriching the
sample size. As illustrated in Figure 10, the errors begin to converge to less than 10%
when γ > 0.0972. Although the efficiency decreases compared with the first example,
it is still 12 times as many as the OLSR-PCE which needs γ > 1.2 to keep accuracy.
4.3. Spatial truss
Figure 11 shows a spatial truss subjected to horizontal loads. Each bar (with num-
ber listed in Table 3) has elastic modulus Ei (i = 1, . . . ,36) and diameter 14mm. L
and H are set to be 1m, respectively. All the inputs are independent random variables
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Figure 11: Configuration and loads of a spatial truss
and their distribution parameters are listed in Table 4. The quantity of interest is the
maximum horizontal displacement of the top nodes, denoted as u. The failure event is
defined as u >0.004m.
Step 1: Construction of polynomial chaos expansion
In the last example, we compare the effects of selecting different values of pmax.
Values of pmax are selected as 2 and 3, respectively. The corresponding values of P are
12340 and 860. Following the steps introduced in Section 3, in each case, metamodels
are built by using OLSR-PCE with γ= 0.05, 0.2, 0.6, 1.2, 2 (N= 43, 172, 516, 1032,
1720 for pmax=2, N= 617, 2468, 7403, 14808, 24680 for pmax=3) and SOHPLSR-PCE
with φ= 2, 4, 6, 8, 10, 12 (N= 80, 160, 240, 320, 400, 480; γ= 0.093, 0.186, 0.2791,
0.3721, 0.4651, 0.5581 for pmax=2, γ=0.0065, 0.0130, 0.0194, 0.0259, 0.0324, 0.0389
for pmax=3), respectively.
Step 2: Global sensitivity analysis
The reference solution of each Sobol index is obtained by using MCS with 2×106
samples. Comparisons of the main and total Sobol indices are illustrated in Figures 12
and 13. It can be seen that variables 1, 3, 4, 5, 7, 9, 10, 11, 37-40 individually have
significant impact on the uncertainty of model output, but their interactions have a
weak impact. For OLSR, considerably accurate results of both Si and STi values can be
obtained under pmax = 2 while the computational cost is only 1720/14808= 11.62% as
much as that of pmax = 3. For SOHPLSR, satisfactory results of both Si and STi values
can be obtained with N = 240 which is also smaller than that of pmax = 3 (N = 400).
In this example, third-order terms contribute little to the variance of the model output.
However, to identify their contribution with acceptable accuracy, more samples are
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Table 3: Element numbers of the spatial truss
Elements Node 1 Node 2 Elements Node 1 Node 2
1 1 5 19 5 9
2 5 4 20 9 8
3 5 2 21 9 6
4 2 6 22 6 10
5 6 1 23 10 5
6 6 3 24 10 7
7 3 7 25 7 11
8 7 2 26 11 6
9 7 4 27 11 8
10 4 8 28 8 12
11 8 3 29 12 7
12 8 1 30 12 5
13 5 6 31 9 10
14 6 7 32 10 11
15 7 8 33 11 12
16 8 5 34 12 9
17 5 7 35 9 11
18 6 8 36 10 12
Table 4: Distribution parameters of the inputs
Variables Distribution type Mean Standard deviation
Ei (i = 1, . . . ,36) (Pa) Lognormal 2.0×1011 3.0×1010
Fi (i = 1, . . . ,4) (N) Extreme 1 1.0×104 1.5×103
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needed when pmax = 3. The computational efficiencies of SOPHLSR compared to that
of OLSR are 1720/240 = 7.1667 for pmax = 2 and 14808/400 = 37.02 for pmax = 3,
respectively.
Step 3: Reliability analysis
The reference result of failure probability is 0.0051, which is obtained by using
MCS with 3× 106 samples. The threshold for screening the important random inputs
is set as 0.01. Relative errors of the failure probability computed by using OLSR under
pmax = 2 and pmax = 3 are illustrated in Figure 14.
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Figure 14: Comparison of relative errors of the failure probability
It can been that the failure probabilities computed by OLSR under pmax = 2 fails to
converge to the reference result since tail probability distribution of the model output
is more sensitive to higher order statistics. Thus, to accurately compute the failure
probability, higher values of pmax and γ are needed. For SOHPLSR under pmax = 3,
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three more groups of experiment (φ=15, 20, 25; N= 600, 800, 1000; γ= 0.0486, 0.0648,
0.0810) are added. The results are also illustrated in Figure 14. It can be seen that
the failure probabilities computed by the proposed method converge to the reference
result when N reaches 600, indicating the computational gain is 24680/600≈ 41.1333
compared to the OLSR-based counterpart.
5. Conclusions
This paper develops a novel non-intrusive method called SOHPLSR-PCE for global
sensitivity and reliability analyses of high-dimensional models. The SOHPLSR-PCE
shed new light on PCE by using hierarchical modeling and latent variable extraction.
A state-of-the-art regression technique named PLSR is introduced to compute the la-
tent factors that capture the most probabilistic information of polynomials at different
variable levels. From the perspective of HDMR, the SOHPLSR-PCE automatically
estimates the optimal interaction degree and the corresponding nonlinearity degrees.
Three finite element models with different structural types and effective stochastic di-
mensions are employed to compare the relative performance of the prosed method and
the traditional counterpart. The results demonstrate that the proposed method has the
following properties: (1) For models with low effective stochastic dimensions (e.g.
2), the computational efficiencies of both the global sensitivity indices and the fail-
ure probabilities can be considerably high (e.g. 2 orders of magnitude higher than
the traditional counterpart) without additional computational cost; (2) For models with
moderate effective stochastic dimensions (e.g. 12-15), if only global sensitivity indices
are needed, the computational efficiency is still rather high (e.g. tens of times higher
than the traditional counterpart). When failure probabilities are needed, although more
samples are required to keep accuracy, the computational efficiency is still much higher
(e.g. ten times) than that of the traditional counterpart. (3) For the selection of pmax, it
is feasible to select a low value (e.g. 2) if only global sensitivity indices are needed. A
higher value (e.g. 3) should be selected when reliability is to be analyzed. In summary,
the proposed method not only has the potential of improving the computational effi-
ciencies of global sensitivity and reliability analyses, but is promising for uncovering
the latent hierarchical low dimensional structure of the models as well.
The proposed method has been so far applied to the models with univariate output
and weak nonlinearities. Advanced methods for models with multivariate outputs and
high nonlinearities are worth future investigations.
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