In this paper we establish a relationship between convergence in probability and almost surely for sums of independent random variables. It turns out that whenever there is a relatively stable weak law of large numbers, there is a corresponding strong law. Our goal is to explore whether or not there exist constants that asymptotically behave like our partial sums. Previous results seem to indicate, in the i.i.d. case, that whenever the tails of the distribution at hand are regularly varying with exponent minus one and P{X < -x) = o(P{X > x)), then one can always find constants so that the weighted and normalized partial sums converge to one almost surely. However, a few extreme cases until now had offered evidence to the contrary. Herein, we show that even in those cases almost sure stability can be obtained.
The idea of stability for sums of independent random variables has fascinated mathematicians for centuries. We define stability for a sequence of random variables, say {X,}, if there exist constants b, so that xi_ 1 Xk/b, + 1 in some sense. Once the concept of the law of large numbers was understood, one of the first questions asked was what, if anything, happens if the common mean does not exist. This led to the famous St. Petersburg game see (Cajori 1985, p. 223) . For the most recent advances in this area see CsiirgB and Simons (1993) . In (Chow and Robbins, 1961) it was shown that if E/X( = GO, then it is impossible to find constants b, in order for Cz= 1 Xk/b,+ 1 almost surely (a.s.). Similarly, Maller (1978) obtained the same conclusion when the common mean is zero.
The next question was whether these results were true for weighted sums of i.i.d. random variables. In (Adler and Rosalsky, 1989) it was shown that when E(XJ = cc it is impossible to obtain {hn] in order for xi= 1 akXk/b, + 1 a.s. whenever n ( a,( T and xi= 1 la,) = O(nla,l). This is a natural extension of the unweighted case. All evidence to date indicates that a similar result exists when EX = 0. Rogozin (1976) we see that the underlying distributions need be of a certain type. Namely xP { 1 X 1 > x> must be slowly varying at infinity (see Senata, 1976 ) and P(X < -x} = o(P{X > x}). Khintchine (1936) deserves quite a bit of credit for not only examining these problems, but for also obtaining conclusions for positive random variables. As for a solution to the St. Petersburg game in the weak sense (convergence in probability) see (Feller, 1945) . Our result unites these two very different concepts of stability. We prove that whenever xi= 1 X,/r, 51, for some sequence {Ye} then there must exist constants ak and b, so that n c akXk/bn+ 1 a.s.
k=l
(1)
A procedure that selects these constants was established in (Adler, 1994) . It works for a wide class of random variables, where naturally xP { 1 X] > x} is slowly varying at infinity. Moreover, this technique applies to both the mean zero and the non-t, case. The technique in (Adler, 1994) adjusts the selection of the "natural" sequence obtained by Klass and Teicher (1977) . The unmodified procedure in [Klass and Teicher, 19771 produces the almost sure limit inferior (see Adler, 1992) .
Even though that aforementioned procedure applies to a large class of distributions it does fail if the growth is too large. For example if xP { X > x} is either (log x)?, for all real y, or exp ((logx)"), where c( E (0,1/2); and P{X < -x} = o(P(X > x>), then the conclusion of Theorem 2 of (Adler, 1994) holds. However, in the latter case if CI E [l/2, l), then (Adler, 1994) shows that the procedure must be adjusted for rapidly growing slowly varying functions. Upon reflection of our Theorem and Theorem 2 of (Klass and Teicher, 1977) we realize that the problem is in our selection of {a,} and (b,}. In Adler Thus, using the Borel-Cantelli lemma and the triangle inequality we have which proves that A perusal of the proof points out the fact that the only time the assumption of independence is needed was in the application of Ottaviani's inequality. Furthermore, there is no need for the random variables to have a common distribution.
However, if the random variables are i.i.d. with certain tail behavior, then specific algorithms can be used to generate the sequences {a,} and {b,}.
