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« It would not be much of a universe if it wasn’t
home to the people you love. »*
Stephen Hawking.
*L’univers ne serait rien sans les gens que l’on aime.
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RÉSUMÉ
Nous nous intéressons dans ce doctorat à l’optimisation de la disponibilité de l’offre au cours
d’une période de réservation pendant laquelle des ressources périssables sont vendues. Cette
problématique appartient au domaine de la gestion de revenu plus communément désigné
par le terme anglais de revenue management.
Afin d’illustrer notre propos, considérons le siège d’un train effectuant un trajet entre deux
villes à une certaine date et heure. Ce siège est une ressource périssable, car il ne peut pas être
proposé une fois le train parti. Cette ressource doit donc être vendue avant son terme durant
une période de réservation. Des clients arrivent pendant cette période pour éventuellement
réserver cette ressource en achetant un des produits offerts. Les produits sont définis à l’avance
par leur tarif et leurs conditions. Ces dernières portent sur l’annulation, l’échange, l’accès au
wifi ou une offre de repas par exemple. Chaque client choisira éventuellement d’acheter l’un
de ces produits en fonction d’un comportement d’achat qui lui est propre.
Ce doctorat se résume à déterminer quels produits offrir à chaque arrivée de client afin de
maximiser le revenu généré par l’ensemble des ventes réalisées au cours de la période de
réservation. Pour se faire, les ressources et produits sont fixés ainsi que la demande qui
est connue au moyen d’une prévision. L’optimisation des ressources et produits ainsi que la
prévision de la demande ne font pas l’objet de ce doctorat et sont d’ailleurs presque toujours
traitées séparément dans le domaine de gestion de revenu. Le dilemme suivant est soulevé.
D’un côté en acceptant une requête, nous assurons un revenu, mais nous diminuons la capacité
disponible pour des requêtes futures éventuellement de meilleur revenu. Il peut donc y avoir
de la dilution. D’un autre côté, en refusant une requête, nous réservons de la capacité pour
d’éventuelles requêtes futures à meilleur revenu tout en perdant la requête présente à revenu
sûr. Il peut donc y avoir du gaspillage.
Deux grandes évolutions ont successivement changé la modélisation de ce problème et ont
amélioré la robustesse des solutions tout en le complexifiant. La première a pris en compte les
ressources dans leur ensemble plutôt qu’individuellement. La deuxième a intégré le comporte-
ment d’achat de clients là où auparavant la demande était considérée de façon indépendante
par produit. Aujourd’hui, une formulation exacte intégrant ces deux aspects existe, mais est
trop rapidement insoluble. Des approximations ont donc été proposées. L’objectif est de re-
tourner rapidement une politique de disponibilité générant le meilleur revenu espéré une fois
simuler.
Dans un premier temps, nous présentons une approximation pour un comportement d’achat
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non paramétrique. Ce type de demande est abondamment utilisé en pratique et modélise
mieux les substitutions de produits que beaucoup de modèles paramétriques. Il jouit aussi
de plus en plus de recherches sur son estimation, mais de peu de travaux en gestion de la
disponibilité. Nous introduisons alors un des trois concepts importants de ce doctorat qui est
l’utilisation de temps de fermeture par produit comme politique de disponibilité. Cette der-
nière s’adapte pleinement à la logique d’achat non paramétrique contrairement aux modèles
existants. Nous arrivons à un modèle à nombres entiers dont les variables binaires rendent
compte d’une hiérarchie de produit qui a un réel sens pratique. Cela nous permet de proposer
de bonnes solutions initiales très facilement. La politique par temps de fermeture empêche
naturellement la réouverture à la vente de produits au cours de la période de réservation. Il
faut savoir que cet aspect est souvent désiré en pratique et nécessite la complexification des
approches existantes contrairement à la nôtre. Dans le cas de non-réouverture, nous prou-
vons que notre approximation est une borne supérieure pour la formulation exacte et qu’elle
est asymptotiquement optimale. Nous pouvons utiliser la politique retournée par notre ap-
proximation comme solution initiale de n’importe quelle approximation à réouverture. Des
résultats numériques sur des instances de petites à grandes tailles montrent que notre ap-
proximation, par rapport aux approches existantes, retourne beaucoup plus rapidement une
politique de disponibilité générant un revenu espéré légèrement supérieur. Ils mettent aussi
en évidence l’accélération des approximations existantes lorsque notre approche est utilisée
comme solution de départ.
Dans un second temps, poussés par les résultats précédents, nous cherchons à généraliser
l’approche précédente à tout comportement d’achat. Nous représentons d’abord toute de-
mande sous la forme de chemins d’achats formant ainsi un arbre de demande. Cet arbre de
demande est le second concept important de ce doctorat. Nous utilisons le fait que chaque
chemin d’achat est non paramétrique pour construire une nouvelle approximation acceptant
n’importe quel comportement d’achat. Notre nouvelle approximation hérite de la politique
de disponibilité par temps de fermeture et donc de la non réouverture. Nous utilisons alors
la même linéarisation et nous étendons les résultats théoriques précédents. Les modèles pa-
ramétriques retournent un arbre de demande immense qui rend notre approximation inso-
luble. Pour pallier cela, nous présentons une méthode de résolution itérative basée sur une
construction progressive de l’arbre de demande par un ajout successif de chemins d’achats.
Nous proposons plusieurs heuristiques pour déterminer quel chemin d’achat ajouter. Chaque
ajout raffine la modélisation du comportement d’achat. Nous menons ensuite des expériences
numériques sur des instances à comportement d’achat paramétrique de petite à grande taille.
Les résultats montrent des résultats similaires à ceux pour le non paramétrique et la méthode
itérative de résolution converge vers une bonne solution beaucoup plus rapidement que les
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autres approches.
Dans un dernier temps, nous nous penchons sur la simulation pour la gestion de disponibi-
lité. Nous proposons un nouvel estimateur à arrivées fluides pour le calcul du revenu espéré.
Cette modélisation par arrivées fluides est le troisième concept important de ce doctorat.
Notre modèle agrège alors les différentes arrivées par segment, et ce pour toute la période de
réservation. Il ne subit donc pas l’aléatoire d’un ordre d’arrivées. Il nécessite alors une seule
évaluation et est invariant alors que l’estimateur traditionnel à arrivées discrètes ne peut
réduire la variance et donc augmenter la précision qu’en augmentant le nombre d’évalua-
tions. En contrepartie, nous montrons que notre estimateur présente un biais, contrairement
à l’estimateur traditionnel, pouvant être arbitrairement grand même si cela reste minime en
pratique. Nous expérimentons alors des méthodes d’optimisation basées sur la simulation
afin de résoudre le problème de contrôle de la disponibilité. Nous concluons rapidement que
la bonne convergence de ces méthodes dépend largement du point de départ fourni par un
modèle en programmation mathématique. Cette conclusion a été un moteur pour le déve-
loppement des approximations précédentes. D’ailleurs, nous montrons que notre estimateur
est équivalent à la plupart des approximations pour le contrôle de la disponibilité. En consé-
quence, nous évoquons quelques possibilités de notre estimateur pour appuyer l’optimisation.
Les résultats numériques sur des instances de grandes tailles témoignent de la nette supério-
rité de notre estimateur en termes de temps de calcul. Nous constatons aussi peu de biais
pour toutes les instances étudiées.
xABSTRACT
This thesis focuses on the availability policy problem when selling perishable resources during
a reservation period. This problem belongs to the revenue management topic.
For example, a seat in a train between two cities at 9am on may 3rd 2018 is a perishable
resource because it cannot be sold after the train departure. We must sell this resource
through a reservation period before it expires and during which customers arrive to eventually
buy a product. Many products can exist and are defined in advance by their terms and rates.
For example, tickets for this seat can offer cancellation or exchange. A Meal or a wi-fi access
can even be proposed at another cost. Each customer will then choose a product or not
according to its own choice behaviour.
This thesis aims to determinate which products to offer at each client arrival in order to
maximize the income generated by the sales during the reservation period. Products and
resources are fixed and demand is known. The products and resources optimization as well
as the forecasting are not tackled in this thesis. Besides, they are almost always treated
separately in revenue management. The following dilemma is raised. Accepting a request,
provides an income, but removes one capacity for a future and potential higher request. This
is called spillage. Whereas denying a request, protects a potential higher income but loses
an immediate and safe income. This is named spoilage.
Two major developments successively changed the model of this problem and improved the
robustness of solutions while increasing the complexity. The first was to consider resources
together rather than individually. The second is the integration of the customer choice
behaviour rather than an independent demand by product. Today an exact formulation
integrates both aspects but is too rapidly intractable. Approximations have therefore been
proposed. The challenge is to quickly return an availability policy generating the best ex-
pected revenue when simulated.
In a first part, we present an approximation for a non-parametric choice behaviour. This
type of demand is widely used in practice and better accounts for products substitutions
than many parametric models. It also benefits from recent research on its estimation and is
rarely investigated for the availability policy problem. This approximation benefits from one
of the three major concepts of this thesis which is an availability policy by closing times per
product. This policy fully adapts to the non-parametric buying logic contrarily to existing
models. The model is mixed integer with variables that account for a product hierarchy
having a practical meaning. This allows us to easily offer good initial solutions in order to
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accelerate the resolution of our approximation. The closing time policy naturally prevents the
reopening of products during the booking period. This aspect is often desired in practice. To
force no reopening, existing approximations must be adapted and are thus more complex to
solve. In the case of no reopening, we prove that our approximation is an upper bound for the
exact formulation and that it is asymptotically optimal. We can use the policy returned by
our approximation as an initial solution of any reopening approximation. Numerical results
on small to large instances show that our approximation, compared to existing approaches,
returns much faster an availability policy generating slightly higher expected revenue. They
also highlight the acceleration of existing approximations when our approach is used as a
starting solution.
In a second part, driven by the previous results, we seek to generalize the previous approach
to any choice behavior. We first represent any demand in the form of buying paths forming a
demand tree. This demand tree is the second important concept of this thesis. Each buying
path is non-parametric so that we extend previous results by introducing new approxima-
tion accepting any choice behavior. It inherits the closing time availability policy and by
consequence the no reopening. We then use the same linearization and extend the previous
theoretical results. Parametric choice models return huge and intractable demand tree. To
overcome this, we present an iterative resolution method based on a progressive construction
of the demand tree by a successive addition of buying paths. We propose several heuristics
to determine which buying path to add. We then conduct numerical experiments on small to
large instances with parametric choice behaviour. The results are similar to those for non-
parametric and the iterative method of resolution converges much faster to a good solution
than existing approximations.
In the last part, we focus on simulation for the availability policy problem. We propose a
new fluid arrivals estimator to determinate the expected revenue. This fluid arrivals aspect
is the third major concept of this thesis. It aggregates the different arrivals by segment for
the entire booking period. It thus does not suffer from the randomness of ordered arrivals.
Consequently, it requires only one evaluation and is invariant whereas the traditional discrete
arrivals estimator can only reduce the variance by increasing the number of evaluations. How-
ever, we show that our estimator has a bias, unlike the traditional estimator, which can be
arbitrarily large even if remains minimal in practice. We then experiment optimization-based
simulation methods to solve the availability policy problem. We quickly conclude that the
good convergence of these methods highly depends on the starting point provided by a math-
ematical programming model. This conclusion has been a motivation for the development of
the previous approximations. Moreover, we show that our estimator is equivalent to most of
these approximations. As a result, we discuss some applications for our estimator to support
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optimization. The numerical results on large-scale instances highlight the superiority of our
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1CHAPITRE 1 INTRODUCTION
Gestion du revenu (GR). La gestion de revenu (GR), ou revenue managment en anglais,
est l’ensemble des techniques pour la maximisation du revenu de la vente de ressources
éventuellement périssables. Le leitmotiv est alors de vendre le bon produit au bon client et au
bon moment. La GR se décompose en plusieurs problèmes :
La prévision de la demande doit prédir la quantité de clients potentiels ainsi que leur com-
portement d’achat. Plusieurs modèles existent pour modéliser mathématiquement cette
logique d’achat. Les plus connus et utilisés sont les modèles indépendants, paramé-
triques (multinomial logit) et non paramétriques (preference list). La plupart du temps
les clients sont divisés par comportement en segments. Pour chaque segment, il s’agit
alors d’estimer la quantité ainsi que les paramètres de la modélisation du comporte-
ment d’achat. La plupart du temps des méthodes d’apprentissage sont utilisées sur des
données de réservations historiques.
L’établissement des ressources doit établir l’ensemble des ressources en vue de maximiser
le revenu. Pour le domaine ferroviaire ou aérien, cela prend la forme d’un plan de
transport. Des trains ou des avions sont alors alloués sur chacun des différents trajets
souhaités. Pour le domaine hôtelier, il s’agit par exemple de l’agencement des différents
types de lits dans chaque chambre.
L’établissement des produits doit fixer les différents produits dans le but du meilleur profit.
Les différentes conditions de ventes sont alors décidées ainsi que les tarifs. La combi-
naison de condition(s) et d’un tarif forme un produit. Cette partie est souvent menée
par le département de marketing.
La gestion de la disponibilité doit contrôler la disponibilité des produits au cours de la pé-
riode de réservation dans le but de maximiser le revenu. C’est la partie sur laquelle
porte ce doctorat.
Modélisation du problème de GR. Les quatre problèmes précédents de la GR sont
liés mais ne sont actuellement pas résolus dans un même modèle pour des raisons orga-
nisationnelles, historiques, mais aussi de complexité. Ils sont chacun traités séparément et
différemment. Ainsi, la gestion des ressources appartient aux décisions stratégiques. L’éta-
blissement des produits et la prévision de la demande correspond aux décisions tactiques.
Finalement la gestion de la disponibilité fait partie des décisions opérationnelles. Dans l’état
actuel, ces problèmes interfèrent de façon statique alors qu’en réalité ils s’influencent. Par
2exemple, La gestion de la disponibilité considère les produits comme fixés et fournis par
l’établissement des produits. Aujourd’hui les recherches sur chacun des problèmes de la GR
tendent à incorporer plus de réalisme dans les modélisations. Les solutions retournées sont
alors plus robustes. La contrepartie est que les modèles sont plus compliqués à résoudre.
Sous-problème de gestion de la disponibilité (GD). Dans ce doctorat, nous traitons
uniquement la gestion de la disponibilité et ne développons pas les autres sous-problèmes
de la GR. Ce problème a plusieurs désignations dans la littérature mais les travaux les plus
récents tendent à s’accorder sur le terme availibility control problem. Nous rappelons qu’il
s’agit de contrôler la disponibilité des produits ou des ressources au cours de la période de
réservation. En contrôlant les ventes tout au long de l’horizon de reservation, nous pouvons
maximiser le revenu. Il est central car il prend en entrée les solutions des trois autres problèmes
pour pouvoir être résolu. En effet les ressources, produits et demande sont considérés comme
fixés et connus pour ce problème. Les recherches se sont d’abord portées sur l’optimisation
avec une seule ressource. Puis des modèles plus complexes prenant en compte l’ensemble
des ressources ont été développés. Les résultats numériques ont alors montré l’importance de
considérer toutes les ressources interdépendantes dans un même modèle de façon à obtenir
une solution plus robuste se traduisant en un revenu espéré plus élevé. Cette aspect « réseau »
a progressivement été implanté dans tous les travaux. Par la suite, les recherches ont suivi le
développement de la modélisation du comportement d’achat pour le problème de prévision
de la demande et ont commencé à tenter d’incorporer celui-ci. Les diverses expériences ont
vite mis en évidence la supériorité d’une modélisation à comportement d’achat sur le modèle
indépendant de demande.
Résolution du problème de GD. Une formulation exacte en programmation dynamique
a été établie pour traiter du problème de GD avec comportement d’achat et à multiples res-
sources. Celle-ci est très rapidement impossible à résoudre car le nombre d’états augmente
de facon exponentielle avec le nombre d’arrivées potentielles et la capacité de chaque res-
source. De ce fait, les recherches portent sur des approximations permettant de résoudre le
problème de GD plus rapidement. Ces approximations sont détaillées dans la revue de lit-
térature suivante. Le but est alors de développer un modèle faisant le moins de compromis
possible sur la modélisation du problème tout ayant un temps de résolution acceptable dans
la pratique. Un contrôle de disponibilité doit ainsi être retourné dans le temps alloué et doit
fournir le meilleur revenu espéré une fois évalué par une simulation. Cette simulation n’opti-
mise pas mais évalue le revenu à espérer. Elle se base donc sur une modélisation très réaliste
du problème de GD, contrairement aux approximations utilisées pour l’optimisation. Ces
3approximations sont pour la plupart capables d’accepter en théorie n’importe quelle modéli-
sation du comportement d’achat. Cependant pour être résolue efficacement, leurs méthodes
de résolution sont souvent spécifiques à une seule modélisation du comportement d’achat.
Celui le plus développé aujourd’hui est basé sur un modèle paramétrique. Notamment car il
fut le premier à être introduit dans la littérature de l’économie et du marketing. Il attribue
un poids représentatif de l’intérêt du client vis à vis de chaque produit. Ces poids permettent
de calculer la probabilité d’acheter un produit en fonction de ceux qui sont offerts.
Nouvelle approximation pour le non paramétrique. Aujourd’hui les recherches les
plus récentes sur l’estimation de comportement d’achat se tourne vers un autre modèle basé
sur des ordonnancements de produits. Cette modélisation non paramétrique ne présente
pas certains défauts du paramétrique jusque-là plus largement étudié. Il ne souffre pas, par
exemple, de capturer incorrectement les différentes substitutions de produits similaires qui
est un défaut connu du paramétrique. Il est de plus déjà utilisé en pratique dans certaines
compagnies spécialisées dans la gestion de revenu. Pour le moment, la plupart des approches
en gestion de la disponibilité pour le non paramétrique sont des adaptations d’approximations
existantes développées pour le paramétrique. La modélisation non-paramétrique comporte
des mécanismes logiques qui lui sont propres. Une approximation rendant compte de ces
spécificités pourrait alors être beaucoup plus robuste et rapide que les approches actuelles
qui ne sont pas forcément adaptées à ce modèle de comportement.
Nouvelle approche itérative pour l’optimisation des plus grosses instances. Les
méthodes actuelles les plus adaptées à la résolution d’instances de taille importante pour le
problème de GD sont celles qui peuvent se résoudre de manière itérative. Elles retournent
ainsi une solution qui s’améliore au fur et à mesure du temps alloué contrairement aux
méthodes directes dont la résolution peut durer plus longtemps que la fenêtre de temps à
respecter. La génération de colonnes est l’approche la plus adaptée pour le moment pour
résoudre efficacement les grosses instances. Cependant elle n’est pas forcément appropriée
à tous les modèles de comportement d’achat. D’abord car le sous-problème est NP-hard
à résoudre et que sa complexité dépend du nombre de produits. Ensuite car les colonnes
générées sont des ensembles de produits qui ne sont pas adaptées au modèle non paramétrique
où les chemins d’achat ne nécessitent pas de travailler avec la combinatoire des ensembles de
produits. L’utilisation des listes de préférences du non paramétrique permet ainsi de penser à
de nouvelles stratégies pour diminuer la complexité des problèmes de GD. Ainsi en se basant
uniquement sur les premiers choix de chaque liste, des approximations pourrait déjà être
développées pour retourner un contrôle pas forcément optimal mais déjà très robuste. L’idée
4suivante est alors d’ajouter les choix de manière progressive dans une approximation résolue
itérativement avec une demande de plus en plus raffiner au fur et à mesure.
Nouvelle simulation à arrivées fluide Le problème de GD tel que modélisé de nos
jours n’est pas seulement difficile à résoudre, il peut aussi devenir rapidement très long à
évaluer par la simulation. Des scenarios d’arrivées de clients doivent être générés de façon
à pouvoir estimer un revenu moyen qui approxime ainsi le revenu à espérer. Pour chaque
scénario, un revenu est calculé en appliquant le contrôle de disponibilité aux arrivées discrètes
consécutives. Le nombre de scénarios est quasiment toujours très important et il faut donc en
générer beaucoup pour avoir une estimation précise. De plus, le nombre d’arrivées est souvent
élevé et le revenu pour chaque scenario est alors long à calculer. L’évaluation du revenu à
espérer est très utilisée en GD car il intervient aussi bien dans la validation des prédictions
de la demande que pour certaines méthodes d’optimisation basées sur de la simulation. La
rapidité de l’évaluation est donc primordiale et les méthodes actuelles par arrivées discrètes
montrent donc leurs limites. Dans ce doctorat nous envisageons de travailler avec de la
simulation par arrivées fluides pour évaluer le revenu à espérer. La demande est modélisée
comme arrivant de manière fluide par segment plutôt qu’individuellement. Il s’agit d’une
approximation du modèle à arrivées discrètes mais le biais engendré en pratique est souvent
très faible. Cette approche est utilisée notamment pour la simulation des centres d’appels et
a fait ses preuves en termes de temps de calcul et de qualité d’approximation du revenu à
espérer.
5CHAPITRE 2 REVUE DE LITTÉRATURE
Nous présentons dans cette revue de littérature les différentes recherches sur les formulations
et approximations successives pour l’optimisation de la gestion de la disponibilité. Pour se
faire, nous commençons par les premiers modèles à une seule ressource (Section 2.1) et allons
jusqu’aux modèles actuels (Section 2.2) intégrant à la fois le réseau de ressource et un com-
portement d’achat pour modéliser la demande. Enfin nous portons une attention particulière
à la littérature sur la simulation pour le problème la gestion de disponibilité (Section 2.3) à
la fois en optimisation et en simple estimation.
2.1 Aspect Réseau
Les modèles à une seule ressource sont encore aujourd’hui utilisés dans la résolution de
modèles réseau. Ils sont présentés brièvement en 2.1.1. La formulation exacte du modèle
réseau est ensuite donnée en 2.1.2 et les approximations permettant de le résoudre pour
des problèmes de grande taille sont finalement décrites en 2.1.3. Nous nous reportons au
livre Talluri et van Ryzin (2004b) et l’article McGill et van Ryzin (1999) pour une revue de
littérature plus complète sur ces premiers modèles.
2.1.1 Modèles à tronçon unique
Les premières recherches sur le contrôle de disponibilité s’intéressent au modèle à un seul
tronçon noté l et de capacité cl. La demande est modélisée de façon statique stochastique
avec ordre d’arrivées par revenu croissant et sans comportement d’achat. Pour deux produits
1 et 2 de revenus r1 > r2, la règle de Littlewood (1972) à l’équation Littlewood établie la
quantité maximale à vendre du produit le moins cher b∗2l afin d’espérer le revenu optimal.
r2 > r1 · P (D1 > cl − b∗2l) (Littlewood)
rj Revenu du produit j
Dj Demande pour le produit j
cl Capacité du tronçon l
bji Quantité maximale à vendre du produit j sur le tronçon i
La partie droite de l’équation Littlewood correspond en fait au revenu marginal espéré par
la vente de cl − b∗2l produits 1 de plus haut revenu. Cette notion sera ensuite utilisée par les
6heuristiques EMSR-a de Belobaba (1987a) et EMSR-b de Belobaba (1992) pour résoudre le
problème avec n produits.
Ce problème à n produits est formulé un peu plus tard par Brumelle et McGill (1993) et
Robinson (1995) en un programme dynamique dont les états sont les produits ordonnés par
revenu croissant. Ils le résolvent de manière optimale par chaînage arrière et par une condition
d’optimalité basée sur les coûts d’opportunité que nous expliquons dans la partie réseau.
En supprimant l’hypothèse d’ordre d’arrivées par revenu croissant, les chercheurs passent
à une modélisation dynamique stochastique de la demande. Le problème est alors formulé
en programmation dynamique en considérant les états comme des instants d’arrivées d’au
maximum un client. La condition d’optimalité est trouvée par Lautenbacher et Stidham
(1999). Nous l’expliquons dans la partie 2.1.2 réseau suivante.
2.1.2 Formulation exacte du modèle réseau (multiples tronçons)
Les recherches se tournent rapidement vers l’optimisation du réseau complet de tronçons
notamment avec Glover et al. (1982) ou Smith et Penn (1988) pour la compagnie Frontlier
Airlines. En tenant compte des interactions entre les tronçons partagés par plusieurs pro-
duits, Williamson (1992) ou Belobaba (2001) notent une amélioration de revenu par rapport
aux modèles à unique tronçon. La modélisation réseau occupe depuis la majeure partie des
recherches.
Gallego et van Ryzin (1997) proposent un programme dynamique du problème de contrôle
de disponibilité de réseau pour une modélisation dynamique stochastique d’une demande
sans comportement d’achat avec arrivées individuelles pour un produit. Ils formulent alors








c Vecteur de capacité des m tronçons
Rt(c) Revenu entre t et le départ pour la capacité c
jt Produit j arrivant éventuellement à t
rj Revenu du produit j
u = u(c, t, jt) Décision de vendre ou non le produit jt à t et pour c
U(c, j) Domaine {0, 1} si c−Ajt ≥ 0 et {0} sinon
Aj Vecteur de consommation des tronçons par le produit j
Ils trouvent aussi la condition d’optimalité DP-u* de DP en se basant sur le coût d’opportu-
nité ∆jt(c) qui correspond à la perte de valeur du réseau suite à la vente à l’instant t et pour
7la capacité c du produit j et donc à la perte de la capacité Ajt .
∆jt(c) = Rt(c)−Rt(c− Aj) (∆jt(c))
u = u(c, t, jt) =
 1 si rjt ≥ ∆
j
t(c) et Ajt ≤ c
0 sinon
(DP-u*)
La résolution optimale de DP est possible en théorie, mais impossible en pratique à cause du
nombre d’états trop important des réseaux réels. Nous décrivons dans la partie suivante les
approximations de ce programme dynamique.
2.1.3 Approximations pour le modèle réseau (multiples tronçons)
L’approximation la plus connue est le modèle deterministic linear program (DLP) de D’sylva
(1982) dont le contrôle obtenu est partitionné. La demande est alors sans comportement
d’achat et donc par produit. Le processus d’arrivée est statique déterministe pour tout l’ho-
rizon de réservation. Ils maximisent alors le revenu (1) tout en respectant la capacité (2) et
l’espérance de la demande (3).
RDLP (c) = max
x
r>x (1)
s.t : Ax ≤ c (pi) (2)
0 ≤ x ≤ µ (3)
(DLP)
RDLP (c) Revenu optimale par le DLP pour c
c Vecteur de capacité des m tronçons
r Vecteur de revenu des n produits
x Vecteur de limite de réservations des n produits
A Matrice d’incidence m× n tronçon/produit
µ Vecteur d’espérance de demande des n produits
Talluri et van Ryzin (1999) fondent leur randomized linear program (RLP) sur le DLP. Ils
le résolvent pour plusieurs vecteurs d’espérance de demande (µ dans le DLP) générés aléa-
toirement et moyennent les résultats de façon à prendre en compte l’aspect stochastique. Ils
améliorent ainsi les résultats du DLP, mais augmentent le temps de résolution . Le probabi-
listic nonlinear program (PNLP) de Ciancimino et al. (1999) est la formulation stochastique
du DLP et permet aussi de considérer cet aspect. Le PNLP donne des résultats mitigés,
car l’utilisation du contrôle partitionné dans un programme stochastique est sub optimal,
car trop rigide d’après de Boer et al. (2002). L’aspect dynamique absent des approxima-
tions précédentes peut être intégré via des ré optimisations de ceux-ci au cours de la période
8de réservation. Cooper (2002) montre qu’elles doivent se faire adéquatement sous peine de
diminuer le revenu.
DeMiguel et Mishra (2006) et Bertsimas et de Boer (2005b) formulent le problème par un mo-
dèle stochastique multi étapes. La modélisation de la demande est alors statique stochastique
par période sans comportement d’achat. Le manque de convexité rend souvent la résolution
difficile. Chen et de Mello (2009) ré optimisent alors plusieurs fois un modèle deux-étapes
convexes pour approximer le modèle multi étapes. Ils obtiennent de bons résultats sur des
petits réseaux par rapport au DLP.
Les méthodes de décomposition par tronçon comme le displacement-adjusted virtual nesting
(DAVN) de Smith et Penn (1988) utilisent les variables duales des contraintes de capacité des
modèles précédents (pi pour le DLP) pour approximer le vecteur de prix de l’offre. Le revenu
de chaque produit est alors réparti sur chacun de ses tronçons grâce à ces prix de l’offre. Une
hiérarchie virtuelle (virtual nesting en Anglais) peut alors être établie sur chaque tronçon où
des méthodes de modèles à unique tronçon comme l’heuristique EMSR-b sont utilisées pour
trouver un contrôle hiérarchisé.
Les méthodes de décomposition par programmation dynamique se basent sur le même principe
que le DAVN, mais décomposent le programme dynamique donné en DP suivant chaque
tronçon. Elles somment alors le résultat des programmes dynamiques de tous les tronçons
pour avoir celui du réseau et ainsi pouvoir décider à tout moment si il faut accepter ou refuser
une requête.
Les méthodes de prix de l’offre dont celle de Simpson (1989) utilisent comme précédemment
les variables duales des contraintes de capacité des approximations pour déterminer les prix
de l’offre, mais s’en servent directement comme contrôle. Ces méthodes sont un peu plus
précises que celles de décomposition à condition d’être recalculées dès qu’un prix de l’offre
n’est plus à jour.
Les méthodes de coût d’opportunité de Bertsimas et Popescu (2003) ou Topaloglu (2008)
calculent celui-ci grâce à deux résolutions des approximations précédentes, une pour Rt(c) et
l’autre pour Rt(c−Aj). Une requête est alors acceptée si le revenu proposé est supérieur au
coût d’opportunité : rj ≥ ∆jt(c). Ce coût d’opportunité doit être calculé à chaque requête ou
être sauvegardé à l’avance dans des tables.
La résolution des modèles de réseau est plus difficile que celle des modèles à unique tronçon,
mais une simulation réaliste des contrôles obtenus montre une importante amélioration du
revenu. Le comportement d’achat est intégré plus récemment au problème de contrôle de
9disponibilité. Nous étudions ces nouveaux modèles dans la partie 2.2 suivante.
2.2 Aspect comportemental
Jusqu’à maintenant les modèles ne prenaient pas en compte le comportement d’achat et
considéraient une demande par produit indépendante de la disponibilité des produits. En
réalité, une partie des clients achète un produit plus cher si leur premier choix moins cher est
indisponible (buy up). Réciproquement, une partie des clients capables d’acheter un produit
cher achète le produit disponible le moins cher (buy down). Les clients sont aussi connus pour
se diriger vers d’autres itinéraires ou dates de départ si leur premier choix n’est pas disponible
(buy accross). Ces phénomènes sont aujourd’hui amplifiés par la démocratisation du transport
aérien où les nouvelles compagnies à bas coût rendent la segmentation du marché de plus en
plus difficile. La prise en compte du comportement d’achat parait alors indispensable pour se
protéger voir profiter de ces phénomènes malgré des modèles encore plus difficiles à résoudre.
Les différentes modélisations du comportement d’achat utilisées dans les modèles de contrôle
de disponibilité sont décrites en 2.2.1. La formulation exacte du modèle de réseau avec com-
portement d’achat est ensuite donnée en 2.2.2 avant d’en étudier les approximations en 2.2.3.
2.2.1 Modélisations du comportement d’achat
Multinomial logit (MNL)
La modélisation du comportement d’achat la plus étudiée jusqu’à présent est le multinomial
logit (MNL) de Ben-Akiva et Lerman (1985) basée sur de la régression logistique multinomial.
Chaque client d’un segment s attribue un poids d’achat vjs pour chaque produit j mesurant
ainsi son intérêt relatif pour celui-ci. Un poids nul correspond à un non-intérêt donc un
non-achat du produit. Les probabilités d’arrivées sont par segment et sont notées λs.
Exemple : Le segment H de la table 2.1 est intéressé par l’achat des produits 1, 2 avec
respectivement des poids de 5 et 10. Le dernier poids de 2 (v0s) correspond au fait de ne rien
acheter.
Tableau 2.1 Exemple de modélisation de comportement d’achat de type multinomial logit
(MNL) pour deux segments (H et L) et quatre produits
Segment s λs [v1s, v2s, v3s, v4s, v0s]
H λH [5, 10, 0, 0, 2]
L λL [0, 0, 5, 1, 5]
La probabilité d’achat Pj(S) d’un produit j change alors suivant l’ensemble S de produits
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Liste de préférence (PL)
Dans la modélisation par liste de préférence (PL), chaque segment possède une liste de
préférence pls qui correspond à l’ordre dans lequel le client va acheter les produits dont il est
intéressé.
Exemple : Le segment L du Tableau 2.2 achète d’abord le produit p1, puis p2 si p1 n’est pas
disponible et enfin il quittera si ni p1 ni p2 ne sont disponibles.
Tableau 2.2 Exemple de modélisation de comportement d’achat par liste de préférence (PL)
Segment s λs Liste de préférence
H λH p2 → p3 → p4 → quitt
L λL p1 → p2 → quitt
La probabilité d’achat Pj(S) d’un produit j change alors suivant l’ensemble S de produits
offerts. On la calcule grâce à l’équation 2.2 où |s| est le nombre de segments et pls(j) est la




λsI {∀k ∈ pls ∩ S : pls(j) < pls(k)} (2.2)
Chaneton et Vulcano (2011) proposent une méthode empirique pour passer sans équivalence
de la modélisation MNL vers la PL en utilisant l’ordre croissant de poids comme ordre dans
la liste de préférence.
Ordre de préférence (PO)
Dans la modélisation par ordre de préférence, une probabilité de quitter le système de réser-
vation est ajoutée entre chaque produit successif de chaque liste de préférence de segment. La
modélisation par ordre de préférence permet d’agréger plusieurs listes de préférence comme
le montrent Hosseinalifam et al. (2014) (deuxième article).
Exemple : Le segment L du Tableau 2.3 achète d’abord le produit p1. Puis si p1 n’est pas
disponible, il achètera p2 avec probabilité 0, 4 ou quittera avec une probabilité 0, 6. Enfin il
11
quittera si ni p1 ni p2 ne sont disponibles.
Tableau 2.3 Exemple de modélisation de comportement d’achat par ordre de préférence (PO)
Segment s λs Liste de préférence Probabilité de transition
H λH p2 → p3 → p4 → quitt 0,8 - 0,7 - 1
L λL p1 → p2 → quitt 0,4 - 1
La probabilité d’achat Pj(S) d’un produit j en fonction de l’ensemble S de produits offerts
se calcule de la même manière que pour la modélisation par liste de préférence en multipliant
en plus par les différentes probabilités de transition.
2.2.2 Formulation exacte
L’ajout du comportement d’achat au modèle de réseau en 2.1.2 précédent est illustré par la
formulation CDP. Les arrivées de produits jt sont alors remplacées par des arrivées éventuelles
de segments st qui choisissent un produit j(st, Jt) en fonction de leur comportement d’achat








c Vecteur de capacité des m tronçons
Rt(c) Revenu entre t et le départ pour la capacité c
rj Revenu du produit j
st Segment arrivant éventuellement à t
Jt Produit(s) disponible(s) à t.
j(st, Jt) Produit j ∈ Jt choisit par st à t
u = u(c, t, j(st, Jt)) Décision de vendre ou non le produit j(st, Jt) à t et pour c
U(c, j) Domaine {0, 1} si c−Aj ≥ 0 et {0} sinon
Aj Vecteur de consommation des tronçons par le produit j
Quelque soit la modélisation du comportement d’achat, les conditions d’optimalité en DP-u*
demeurent valides. Néanmoins l’ajout du comportement d’achat rend la résolution encore
plus difficile. Le modèle exact est donc approximé par des modèles que nous étudions dans
la partie suivante.
2.2.3 Approximations avec comportement d’achat
Le choice based determinitic linear program (CDLP) de Gallego et al. (2004) est le modèle
statique déterministe de réseau avec comportement d’achat. Il est statique déterministe et
peut être comparé à un DLP avec comportement d’achat. À chaque instant, on peut mettre
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en vente un ensemble S d’un ou plusieurs produits. On veut alors maximiser le revenu en
trouvant les durées de mise en vente optimales tS (4) pour chaque ensemble S (1) tout en
respectant la capacité (2) et en ne dépassant pas la durée de la période de réservation (3).
Les espérances de revenu RS et de consommation des tronçons QS de chaque ensemble S par
unité de temps sont calculées grâce aux probabilités d’achat. Le CDLP peut donc être utilisé
avec toutes les modélisations vues en 2.2.1.
Le nombre d’ensembles possibles est exponentiel (2n−1). Pour des réseaux de taille réaliste, le
CDLP doit alors se résoudre par génération de colonnes dont le sous-problème est NP-difficile
dans le cas général d’après Bront et al. (2009). Dans le cas où les segments sont disjoints (un
seul segment par produit) et pour la modélisation MNL, Liu et van Ryzin (2008) introduisent
la notion d’ensemble efficace permettant une résolution rapide du CDLP. Ils notent une
amélioration de 5% à 10% par rapport au modèle de demande indépendante par produit sur
leurs instances. Le CDLP fournit une solution statique avec des durées non ordonnées de
mise en vente et donc non utilisable directement. Liu et van Ryzin (2008) développent, dans
le cas de segments disjoints, une méthode combinant CDLP avec une décomposition de CDP
par tronçon en utilisant des prix de l’offre statiques. Zhang et Adelman (2009) améliore cette
méthode en utilisant une décomposition avec des prix de l’offre dynamiques.







λQStS ≤ c (2)
∑
S⊆N
tS ≤ T (3)
tS ≥ 0 ∀S ⊆ N (4)
(CDLP)
c Vecteur de capacité des m tronçons
RCDLP (c) Revenu généré par le CDLP pour c
S Ensemble d’un ou plusieurs produits
N Ensemble des 2n ensembles de produits
tS Durée de mise en vente de l’ensemble S
λ Probabilité d’arriver à chaque instant
T Durée de la période de réservation
RS = r>P (S) Revenu espéré par unité de temps de l’ensemble S
QS = AP (S) Vecteur de consommation espéré des tronçons par unité de temps de l’ensemble S
P (S) Vecteur de probabilité d’achat des n produits pour l’ensemble S
r Vecteur de revenu des n produits
A Matrice d’incidence m× n tronçon/produit
Le CDP est aussi approximé par Kunnumkal et Topaloglu (2008), Kunnumkal et Topaloglu
(2010) et Meissner et Strauss (2012) via une décomposition par tronçon ou un regroupement
de périodes. Chen et de Mello (2010) utilisent une modélisation de la demande par ordre
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de préférence dans un modèle stochastique à recours retournant un contrôle partitionné.
Les solutions obtenues sont souvent plus précises que celles du CDLP, mais les résolutions
sont presque toujours plus compliquées et les modèles sont donc difficilement utilisables en
pratique. Talluri (2010) propose le modèle de segment-based deterministic concave-program
(SDCP) approximant le CDP par une formulation concave plus facile à résoudre que le
CDLP. Talluri (2014) améliore un peu la précision en intégrant l’aspect stochastique avec
plusieurs évaluations du SDCP pour différentes réalisations de la demande dans son randomi-
zed concave program (RCP). L’utilisation du MNL dans le SDCP donne le sales-based linear
programming (SBLP). Meissner et al. (2013) ajoutent alors des contraintes sur les produits
pour améliorer la précision de ce dernier qui devient presque aussi précis que le CDLP. Le
temps de résolution est raisonnable tant que le nombre de chevauchements entre les ensembles
de considération reste petit.
Plus récemment Hosseinalifam et al. (2014) proposent une formulation équivalente du CDLP
compatible avec toutes les modélisations vues en 2.2.1 et résolue par génération de colonnes.
Ils retournent alors des prix de l’offre dynamiques dans leur premier article, des durées de
mises à disposition d’ensemble de produits dans leur deuxième article. Dans leur troisième
article, ils rajoutent certaines règles commerciales. Pour les instances testées, les revenus
trouvés sont souvent meilleurs que les autres approches vues précédemment et les temps de
résolutions pour des instances de taille importante sont relativement faibles.
van Ryzin et Vulcano (2008a) avec un contrôle hiérarchisé et Chaneton et Vulcano (2011)
avec des prix de l’offre utilisent une modélisation de la demande par liste de préférence dans
un modèle d’optimisation basée sur la simulation. Nous expliquerons plus en détail ces mo-
dèles dans la partie suivante. Les premiers appliquent leur méthode à un réseau de compagnie
aérienne et améliorent jusqu’à 10% le revenu par rapport à celui d’un DLP/DAVN sans com-
portement d’achat. Pour un réseau de trois vols parallèles, les seconds observent jusqu’à 30%
d’amélioration de revenu par rapport à un DLP/DAVN. Ces résultats sont à relativiser, car
ces méthodes considèrent aussi un aspect dynamique et stochastique absent du DLP/DAVN.
La prise en compte du comportement d’achat améliore les solutions en rendant le contrôle plus
robuste face aux phénomènes de buy up, buy down ou buy accros. En contrepartie, le temps
de résolution augmente significativement. L’ajout de l’aspect stochastique et dynamique à
ces modèles souvent statiques déterministes semble alors être un réel défi. Nous présentons
dans la partie 2.3 suivante les modèles d’optimisation basée sur la simulation qui intègrent
tous ces aspects.
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2.3 Optimisation basée sur la simulation
La simulation n’est pas un modèle de recherche de solution optimale comme la programma-
tion mathématique, mais un modèle imitant le système et permettant d’évaluer n’importe
quelle solution. En raison de l’absence de mécanique d’optimisation, elle évalue rapidement le
résultat d’une solution, et ce même pour une modélisation complexe permettant un grand réa-
lisme. Très tôt, des chercheurs commeWilliamson (1992) l’utilisent pour évaluer des contrôles,
solutions de programmes mathématiques à modélisation incomplète, dans un contexte plus
réaliste. La simulation comme définie en 2.3.1 est aujourd’hui indispensable pour juger de
manière réaliste de la qualité des contrôles d’un modèle ou d’une méthode de résolution de
contrôle de disponibilité. Plus récemment, des techniques d’optimisation basée sur la simu-
lation se développent comme nous le verrons dans les parties 2.3.2, 2.3.3 et 2.3.4.
2.3.1 Évaluation par simulation
Le modèle de simulation utilisé dans les recherches pour évaluer et comparer des contrôles
est presque toujours dynamique stochastique à comportement d’achat. On note W˜ = {st :
0 ≤ t ≤ T} le processus aléatoire d’arrivées des segments à tout instant. Pour effectuer une
évaluation par la simulation, on génère alors les arrivées W suivant la distribution de W˜ . En
partant de t = 0, par la formule de récurrence SIMUL et en appliquant le contrôle connu u,
on arrive à déterminer les produits disponibles Jt à tout instant t. Le revenu R(c, u,W ) =
R0(c, u,W ) propre à W peut alors être déduit.
Rt(c, u,W ) = rj(st,Jt)u+Rt+1(c− uAj(st,Jt)) (SIMUL)
c vecteur de capacité des m tronçons
W arrivées générées st entre 0 et T avec W ∼ W˜
Rt(c, u,W ) revenu entre t et le départ pour c pour W avec le contrôle u
rj revenu du produit j
st segment arrivant éventuellement à t
Jt produit(s) disponible(s) à t.
j(st, Jt) produit j ∈ Jt choisit par st à t
u = u(c, t, j(st, Jt)) décision de vendre ou non le produit j(st, Jt) à t et pour c
Aj vecteur de consommation des tronçons par le produit j
Le revenu obtenu est propre au W généré. Pour avoir un estimé de l’espérance du revenu
R(c, u, W˜ ) = E[R(c, u,W )], on moyenne alors n évaluations à la manière de la simulation
Monte-Carlo comme illustrée à l’équation MonteCarlo. On pourra alors en déduire une valeur
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moyenne ainsi qu’un intervalle de confiance.





La variance permettant d’établir l’intervalle de confiance est alors estimée empiriquement
par l’estimateur 2.3.




(R(c, u,Wk)−R(c, u, W˜ , n))2 (2.3)
Ce revenu est ainsi calculé dans un contexte réaliste puisque les aspects de dynamisme,
l’aspect stochastique et comportement d’achat sont considérés. La simulation permet donc
d’évaluer tout contrôle de façon très réaliste.
2.3.2 Optimisation basée sur la simulation
Malgré son nom, l’optimisation basée sur la simulation combine en fait un programme mathé-
matique (étape 1) et méthode de convergence sur simulation (étape 2) comme illustrée à la
figure 2.1. L’objectif final est de trouver un bon contrôle de la disponibilité dans un contexte




















Contexte moins réaliste Contexte réaliste
Étape 1 Étape 2
Figure 2.1 Techniques d’optimisation basée sur de la simulation
L’étape 1 consiste à résoudre un programme mathématique de modélisation à contexte
un peu moins réaliste de façon à trouver un contrôle optimal en un temps raisonnable. Ce
contrôle noté u0 ne change pas suivant le contexte, mais est uniquement optimal dans le
contexte moins réaliste. La méthode suppose toutefois que celui-ci appartient à une région
de bons contrôles pour le contexte réaliste et devrait donc être une bonne solution de départ
dans ce nouveau contexte. Le compromis de modélisation pour le programme mathématique
est souvent fait sur l’aspect stochastique ou sur le comportement d’achat. Ainsi la plupart
des recherches utilisent un DLP avec DAVN.
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Dans L’étape 2, on utilise alors le modèle de simulation qui correspond à un contexte
réaliste. La simple évaluation par la simulation du contrôle u0 dans ce contexte plus réaliste
peut entraîner un revenu simulé R(c, u0) différent. Le but est alors d’améliorer ce contrôle
initial en utilisant la simulation et son contexte réaliste grâce à une méthode de convergence
basée sur la simulation. Nous décrivons les grandes étapes de ce type de méthodes ci-dessous :
1. On part du contrôle initial u← u0
2. On calcul le gradient du revenu par rapport à u : ∇uR(c, u, W˜ )
3. On modifie u en fonction du gradient : u ← ProjΘ(u + γ∇uR(c, u, W˜ )) avec γ le pas
et Θ l’ensemble des contrôles admissibles.
4. Si le critère d’arrêt n’est pas atteint (norme du gradient, nombre d’itérations, amélio-
ration de revenu ...) on retourne en 2 sinon STOP.
Ces méthodes de convergence sont basées sur la simulation, car le gradient ∇uR(c, u, W˜ ) et
le revenu R(c, u, W˜ ) sont calculés via évaluation par simulation. Suivant les paramètres de la
méthode de convergence sur simulation, le contrôle amélioré peut parfois être prouvé comme
optimal localement. Les méthodes d’optimisation basées sur la simulation se divisent en deux
groupes suivants que le calcul du gradient se fait indépendamment du modèle de simulation
comme en 2.3.3 ou non comme en 2.3.4.
2.3.3 Calcul du gradient sans utilisation du modèle
Lorsque le modèle de simulation n’est pas utilisé par la technique de convergence, on parle
d’optimisation de boite noire. La méthode de convergence utilise alors uniquement le revenu
d’évaluation par simulation de plusieurs contrôles pour converger. Bertsimas et de Boer
(2005a) se servent alors de différences finies classiques pour calculer chacune des coordonnées
du gradient. Gosavi et al. (2005) utilisent une méthode de perturbations simultanées basée
sur la différence entre des évaluations dont le contrôle a été légèrement et aléatoirement
perturbé pour calculer le gradient. Cette méthode semble plus efficace que la première en
terme de temps de calcul. Les différences finies demandent d’effectuer un très grand nombre
d’évaluations. D’autant plus que cette opération est répétée à chaque itération de l’algorithme
de gradient stochastique. Bertsimas et de Boer (2005a) coupent alors l’horizon de réservation
en deux et se basent sur une estimation du revenu pour la période plus lointaine qui est mise
à jour moins fréquemment contrairement à la partie plus proche.
Une fois le gradient déterminé, la méthode de descente de gradient stochastique expliquée
en 2.3.2 est utilisée pour tenter d’améliorer le revenu. Cette méthode est convergente sous
certaines conditions sur le pas et la fonction objectif. Bertsimas et de Boer (2005a) et Gosavi
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et al. (2005) montrent tous les deux que ces conditions ne sont pas remplies dans leurs
modèles. Néanmoins dans ces deux recherches, des améliorations sont toujours constatées
par rapport au contrôle de première étape issue d’un DLP/DAVN. Elles sont par exemple
de l’ordre de 1 à 2% pour un réseau de quinze villes et un centre (hub) dans Bertsimas et
de Boer (2005a).
Gosavi et al. (2005) étudient également la méthode de recuit simulé qui est une méta heu-
ristique de recherche globale. Les résultats sont légèrement moins bons que la méthode de
perturbation simultanée, mais les auteurs ne fournissent pas de temps de calcul qui permet-
traient de les comparer complètement.
2.3.4 Calcul du gradient avec utilisation du modèle
Le deuxième type de techniques utilise des propriétés du modèle pour calculer le gradient.
Ce calcul n’est souvent plus valide lorsque le modèle est modifié. Une expression exacte du
gradient est alors obtenue suivant le modèle retenu. Pour les modèles avec comportement
d’achat par liste de préférence, van Ryzin et Vulcano (2008a) expriment ce gradient pour
un contrôle hiérarchisé et Chaneton et Vulcano (2011) avec des prix de l’offre. Pour se faire,
ils assument la demande et la capacité comme continue et se servent d’une petite variation
aléatoire de la capacité de chaque tronçon pour rendre le problème différentiable. van Ryzin
et Vulcano (2008b) et Topaloglu (2008) font de même pour un modèle sans comportement
d’achat. Dans Topaloglu (2008) et van Ryzin et Vulcano (2008a) la fonction de décision
u(x, t, j) est aussi assumée comme continue rendant ainsi les réservations partielles possibles.
Dans tous les cas, l’expression est dérivée de la formule SIMUL.
La méthode de convergence utilisée est encore celle du gradient stochastique présentée en
2.3.2. Les hypothèses faîtes pour le calcul du gradient permettent alors de prouver au moins
une convergence avec probabilité vers un optimum local. Sauf pour Chaneton et Vulcano
(2011) où la convergence avec probabilité est seulement vers un point stationnaire. Les
contrôles initiaux sont calculés par un modèle de première étape de type DLP/DAVN pour
le contrôle hiérarchisé et avec les valeurs duales du DLP pour le contrôle par prix de l’offre.
Les contrôles initiaux sont quasiment toujours améliorés dans les instances testées. Topaloglu
(2008) surpasse jusqu’à 3% les revenus des méthodes plus classiques de prix de l’offre basées
sur les valeurs duales de DLP, de RLP et sur des coûts d’opportunité calculés DLP. van
Ryzin et Vulcano (2008a) dépassent de 10% les revenus de méthodes classiques pour une
instance d’un réseau d’une compagnie aérienne même si le résultat est à relativiser, car sa
méthode intègre du comportement d’achat que n’ont pas les modèles auquel il se compare.
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van Ryzin et Vulcano (2008b) montrent que leur méthode est plus rapide que celle de Bertsi-
mas et de Boer (2005a) de type boite noire. De manière générale les quatre articles concluent
sur un temps de calcul suffisamment raisonnable pour que leur méthode soit appliquée en
pratique. van Ryzin et Vulcano (2008b) voudraient tout de même étudier les méthodes de
réduction de la variance pour réduire le temps de calcul. van Ryzin et Vulcano (2008a) pro-
posent d’utiliser deux processeurs de façon à accélérer la résolution avec du calcul en parallèle.
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CHAPITRE 3 ORGANISATION DE LA THÈSE
Cette thèse porte sur la résolution et l’affinement de la modélisation du problème de gestion
de la disponibilité (PGD) lorsque plusieurs ressources sont considérées et que la demande suit
un comportement d’achat. Comme présenté au chapitre 1, ce problème appartient au domaine
de la gestion de revenu (GR) plus usuellement dénommé revenue management. Au chapitre 2
précédent, nous étudions la littérature relative à ce problème et présentons l’état de l’art des
modélisations et de leur résolution ou approximation. Conscients de ces différentes approches,
nous proposons deux paradigmes : le premier aborde la politique de disponibilité par des
temps de fermeture par produit alors que le deuxième considère les arrivées comme fluides
pour la simulation. Ces deux paradigmes permettent d’accélérer grandement la résolution du
problème d’optimisation et sa simulation tout en maintenant une modélisation très réaliste.
Résolution par temps de fermeture lorsque le comportement d’achat est non-
paramétrique. Au chapitre 4, nous proposons une approximation pour le problème de
gestion de la disponibilité pour un comportement de type non paramétrique. Nous introdui-
sons une nouvelle politique de disponibilité par temps de fermeture de vente pour chaque
produit. Celle-ci nous permet de proposer une approximation non linéaire particulièrement
adaptée au non-paramétrique. Cette politique de disponibilité empêche naturellement la ré-
ouverture à la vente des produits. Dans ce cas particulier de non réouverture, nous montrons
que notre approximation est une borne supérieure pour la formulation exacte du problème et
est asymptotiquement optimale. Nous montrons que notre politique par temps de fermeture
est équivalente à une politique de disponibilité utilisée par les principales approximations
existantes et autorisant la réouverture. Nos solutions peuvent donc être utilisées comme solu-
tion initiales pour ces approximations et de cette façon, notre politique peut être réouverte.
Notre approximation est linéarisée grâce à des variables binaires représentant une hiérarchie
de produit qui a un réel sens pratique. Cela nous permet de proposer de bonnes solutions
initiales très facilement. Nous menons des expériences numériques sur trois instances re-
présentant chacune un type et une taille d’instance bien particulière. Notre approximation
retourne beaucoup plus rapidement une politique de disponibilité générant un revenu espéré
légèrement supérieur aux approches existantes. Ils mettent aussi en évidence l’accélération
des approximations existantes lorsque notre approche est utilisée comme solution de départ.
Généralisation de la formulation par temps de fermeture à tout type de compor-
tement d’achat. Au chapitre 5, nous représentons tout comportement d’achat en chemins
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d’achats dont la structure est non paramétrique. Ces différents chemins d’achats forment un
arbre que nous exploitons avec l’approximation du chapitre 4 pour proposer une approxi-
mation acceptant toute modélisation de la demande. Celle-ci partage les mêmes caractéris-
tiques : temps de fermeture, réouverture et nous arrivons à étendre les résultats théoriques
précédents sur la borne supérieure de la formulation exacte et sur l’optimalité asymptotique.
Cependant, les modèles paramétriques engendrent un arbre de demande immense qui rend
notre approximation insoluble. Pour pallier cela, nous présentons une méthode de résolution
itérative basée sur une construction progressive de l’arbre de demande par un ajout suc-
cessif de chemins d’achats. Nous proposons plusieurs heuristiques comme stratégie d’ajout
de chemin. Des expériences numériques sont menées sur les mêmes instances que précédem-
ment sauf que le comportement d’achat est paramétrique cette fois-ci. Les résultats montrent
surtout l’excellent performance de la méthode itérative de résolution qui converge vers une
bonne solution beaucoup plus rapidement que les autres approches.
Modélisation par arrivées fluides pour la simulation. Au chapitre 6, nous dévelop-
pons la simulation pour la gestion de disponibilité. Nous proposons ainsi un nouvel estimateur
à arrivées fluides permettant de déterminer le revenu espéré. Notre modèle agrège les diffé-
rentes arrivées par segment, et ce pour toute la période de réservation. Il ne subit donc pas
l’aléatoire d’un ordre d’arrivées. Il utilise uniquement une évaluation et est invariant alors que
l’estimateur traditionnel à arrivées discrètes ne peut réduire sa variance qu’en augmentant
le nombre d’évaluations. En contrepartie, nous montrons que notre estimateur présente un
biais, contrairement à l’estimateur traditionnel. Nous montrons que ce biais peut être arbi-
trairement grand même si cela est dû à des aspects minimes pour des instances pratiques.
Nous testons alors des méthodes d’optimisation basées sur la simulation et concluons de
l’importance du point de départ. Celui-ci est fourni par les approximations vues précédem-
ment et nous montrons que notre estimateur est équivalent à la plupart des approximations
pour le contrôle de la disponibilité. En conséquence, nous évoquons quelques possibilités de
notre estimateur pour appuyer l’optimisation. Les résultats numériques sur des instances de
grandes tailles témoignent de la nette supériorité de notre estimateur en termes de temps de
calcul. Nous constations aussi peu de biais pour toutes les instances étudiées.
Enfin, nous proposons au chapitre 7 une discussion générale sur les contributions et les limites
de ce travail. Une conclusion est finalement donnée au chapitre 8.
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CHAPITRE 4 ARTICLE 1: PRODUCT-CLOSING APPROXIMATION FOR
NONPARAMETRIC CHOICE NETWORK REVENUE MANAGEMENT
Le texte de ce chapitre est celui de l’article Product-Closing Approximation for Nonparametric Choice Network
Revenue Management soumis à European Journal of Operational Research. Auteurs : Thibault Barbier,
Miguel F. Anjos, Fabien Cirinei et Gilles Savard.
Abstract
Most recent research in network revenue management incorporates choice behavior
that models the customers’ buying logic. These models are consequently more complex
to solve, but they return a more robust policy that usually generates better expected
revenue than an independent-demand model. Choice network revenue management has
an exact dynamic programming formulation that rapidly becomes intractable. Approx-
imations have been developed, and many of them are based on the multinomial logit
demand model. However, this parametric model has the property known as the inde-
pendence of irrelevant alternatives and is often replaced in practice by a nonparametric
model. We propose a new approximation called the product closing program that is
specifically designed for nonparametric demand. Numerical experiments show that our
approach quickly returns expected revenues that are slightly better than those of other
approximations, especially for large instances. Our approximation can also supply a
good initial solution for other approaches.
4.1 Introduction
In 1978, when the US airline market was deregulated, airlines lost their quasi-monopolistic
status, moving to a competitive market. They were forced to improve efficiency, in terms
of both operation productivity and sales profitability. Operation productivity optimization
aims to improve the scheduling, maintenance, and assignment of limited resources. Sales
profitability optimization is a type of revenue management: it aims to maximize the revenue
obtained from perishable resources. These issues are considered separately because the sub-
problems are tractable whereas the overall problem is too complex. Today, scheduling and
revenue management have many applications: airlines, rental car companies, and hotels.
We focus on the revenue management problem for which perishable resources are sold through
different products to customers during a reservation period. Selling a low price product early
consumes a resource that could perhaps have been sold later at a better price. However,
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holding on to resources for future sales fails to satisfy the current demand. The challenge is
thus to control the availability of products, also called availability policy, over the reservation
period to maximize revenue. The resources, products and demand are known and fixed.
This problem is not to be confused with pricing or assortment which are different revenue
management problems even if there are similarities. The revenue management in this article
refers to the problem of availability policy.
Research has shown that it is better to optimize the network formed by the resources rather
than each resource individually, but this leads to larger problems. The latest trend in revenue
management is the implementation of choice behavior instead of an assumption of indepen-
dent demand. The problem is more complex, but the solutions are more accurate and robust.
This version of revenue management is referred to as the choice network revenue management
problem (CNRM). It was first introduced by Gallego et al. (2004), and an exact dynamic
programming (DP) formulation was given by Talluri et van Ryzin (2004a).
However, the DP rapidly becomes intractable because of the number of states. Researchers
have therefore proposed various approximations, returning solutions that are either dynamic
or static. The quality of the approximation can be measured by the expected revenue and the
solution time. The most popular approximations are the choice deterministic linear program
(CDLP) proposed by Liu et van Ryzin (2008), which is static, and DP decomposition by
resources, which is dynamic. For large instances and especially because of the choice behavior,
these approximations are large and difficult to solve. The multinomial logit (MNL) model
as explained in Ben-Akiva et Lerman (1985) and Hanson et Martin (1996), which is widely
used in the marketing and economics literature, is often used for the choice behavior. Many
methods such as column generation and heuristics have been developed for this model because
its structure is well-accommodated for estimation and CNRM approximations.s
However, the MNL model has an important drawback known as the independence of irrelevant
alternatives (IIA) as detailed in Ratliff et al. (2008). IIA causes improbable substitutions
when products share similar characteristics. Unfortunately perfect substitutes, such as the
red/blue bus example of Ben-Akiva et Lerman (1985), often occur in revenue management.
Moreover, the data available for forecasting may better fit another demand model. We focus
on the preference list (PL) model which is a nonparametric alternative to the multinomial
logit. In the former, customers choose from an ordered list of ranked products. A probability
of transition is specified between each pair of products. Our work is motivated by the fact
that most recent researches on choice behavior models have focused on PL estimation as in
Farias et al. (2013), van Ryzin et Vulcano (2015) and more recently van Ryzin et Vulcano
(2017). On the other hand, there has been limited research into PL or nonparametric CNRM
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approximations, and most of the studies are adaptations of existing MNL approaches.
Our approximation exploits the structure of the PL model and is not based on an existing
approximation. By taking advantage of the logical transitions between products rather than
working with sets of products as in MNL approximations, we avoid the extremely high number
of product combinations. This results in a nonlinear model that can easily be linearized, and
the binary variables have a practical significance that can be exploited to provide good
initial solutions. The complexity of our model depends linearly on the number of products
considered for each segment. Unlike many other approximations, our formulation benefits
from overlapping by reusing variables when different segments share products; this reduces
the complexity. We assume nonreopening: products are sold until a specified time and then
never sold again. Some companies have such a strategy, and most approximations model it
via additional constraints that slow the solution process. When reopening is allowed, our
approximation can return a set of product durations that can serve as a good initial solution
for an approximation that allows reopening.
Our experiments show promising results in comparison with other approximations. Our
approximation returns an equivalent or better expected revenue in a shorter solution time
for all the instances, although there is nonreopening. The results also demonstrate the time
saved by using our solution as an initial solution for an approximation with reopening. We
also show the limitations of some current approximations for the largest instances, to highlight
the practical feasibility of our approach.
The remainder of this paper is organized as follows. In Section 4.2, we review the CNRM
literature, especially with nonparametric choice behavior. In Section 4.3, we introduce the
notation and give the exact formulation of CNRM. In Section 4.4, we present our approxi-
mation with preference-list choice behavior and its theoretical properties. In Section 4.5, we
present practical methods for the efficient solution of our approximation. Numerical experi-
ments and approximation benchmarks are reported in Section 4.6, and Section 4.7 provides
concluding remarks.
4.2 Related literature
We refer to Talluri et van Ryzin (2004b) for reviews of the historical revenue management
problem with or without the network and choice aspects. Strauss et al. (2018) presents the
most recent researchs on the general revenue management with choice behavior. We focus
on the CNRM problem and discuss only the relevant literature.
As mentioned in the Introduction, this problem has an exact DP formulation Talluri et van
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Ryzin (2004a). Because it rapidly becomes intractable, approximations have been proposed
in two categories: static and dynamic.
The static approximations are based on the expected demand. They therefore reduce the
complexity and can tackle larger instances but ignore the demand uncertainty. The solution
obtained is not updated in response to new arrivals and is hence called static. In this category,
CDLP Liu et van Ryzin (2008) is the most widely used. It indicates for how long each set
of products, also called an offer, must be sold over the reservation period. By empirically
ordering the offers and their durations over the reservation period, we obtain a static policy
by offer period. The CDLP is an upper bound on the DP solution and is asymptotically
equivalent as resources and demand increase. However, it has an exponential number of
columns and must be solved by column generation, which has an NP-hard subproblem, as
explained by Bront et al. (2009) and Rusmevichientong et al. (2014). Liu et van Ryzin (2008)
and Bront et al. (2009) propose exact and heuristic subproblem formulations for the MNL
choice behavior.
The CDLP primal solution has to be ordered and gives a static policy. Liu et van Ryzin
(2008) and Bront et al. (2009) use the optimal dual values to calculate the capacity marginal
values in a DP decomposition by resource. Zhang et Weatherford (2017) and Erdelyi et
Topaloglu (2010) are other approximations for the calculus of the network marginal values.
In the same vein Kunnumkal et Topaloglu (2010) uses the revenue attributed to each resource
rather than dual values. The dynamic policy obtained indicates what offer to propose as a
function of the remaining time and capacities. However, this approach needs to solve an NP-
hard problem for each resource, each time, and each remaining capacity and can therefore
be intractable even if computed oﬄine. Moreover, an NP-hard problem must be solved for
each arrival to determine what offer to propose. This may be incompatible with current
reservation systems.
Zhang et Adelman (2009), and Meissner et Strauss (2012) return a dynamic policy with an
affine relaxation or a piecewise-linear formulation, but they consider only disjoint segments,
which are rare in practice. To overcome the static aspect of the CDLP, Kunnumkal et
Topaloglu (2011) base their optimization on random samples of demand while Jasin et Kumar
(2012) re-solve the CDLP several times over the horizon period.
Talluri (2010) proposed the segment-based deterministic concave program (SDCP), consid-
ered as a CDLP decomposition by segment. It is more tractable if the consideration sets are
not too large, but it also provides a weaker upper bound than CDLP unless the segments do
not overlap, which is rare in practice. To tighten the SDCP formulation with choice behav-
ior, Meissner et al. (2013) add valid constraints referred to as product cuts, Talluri (2014)
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uses a random customer-arrival stream and Strauss et Talluri (2017) proves an equivalence
with CDLP when the intersection of segment consideration forms a tree or consideration
sets are nested. However, even with the extra constraints, no primal policy is returned and
the dynamic decomposition is the principal solution. The sales-based linear program (SBLP)
introduced by Gallego et al. (2011) and developed further by Gallego et al. (2014) and Talluri
(2014) is a compact formulation of the SDCP under the MNL choice behavior.
Apart Hosseinalifam et al. (2016) with a CDLP subproblem and Chaneton et Vulcano (2011)
with a stochastic gradient descent, there is currently not many researches in the CNRM pol-
icy problem for nonparametric choice behavior. For the assortment problem, Jagabathula et
Rusmevichientong (2017) reaches the same conclusions and propose a complete nonparamet-
ric approach. However the recent advances on nonparametric choice behavior evaluation, such
as Farias et al. (2013), van Ryzin et Vulcano (2015) and van Ryzin et Vulcano (2017), open
the way to new researches and approaches for the policy, assortment and pricing CNRM.
4.3 Model
We start by introducing the notation for the CNRM problem. A resource i ∈ I has a capacity
ci. There is m = |I| resources. A product j ∈ J is defined by a fare rj and consumed one or
more resources. There is n = |J | resources An offer S ⊆ J denotes a set of distinct products.
The incidence matrix A = [aij]i∈I,j∈J has aij equal to 1 if resource i is used by product j and
0 otherwise.
Aj refers to the column of product j in the incidence matrix. Customers arrive during a
reservation period, indexed by t, starting at t = 0 and finishing at t = T when the resources
perish. A segment l ∈ L groups the customers with identical choice behavior aiming to
buy products Cl ⊆ J , also called the consideration set and containing nl = |Cl| products.
These customers arrive over the reservation period according to a Poisson process with a
uniform ratio λl. The choice behavior is defined by the probability Pl(j|S) that segment l
buys product j among the offer S ⊆ J . We focus on preference-list choice behavior, which is
nonparametric. It is characterized by distinct ordered products with index lj ∈ [1, nl] or 0 if
j 6∈ Jl. Conversely, the product lk ∈ Jl is the kth product of the preference list if k ∈ [1, nl].
The subset Ckl ⊆ Jl with k ∈ [1, nl] corresponds to the preference list limited to the first k
products. A transition θkl with k ∈ [1, nl] reflects the ratio of customers passing from one
product to the next in the preference list. Customers always choose a product according to
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θkl if S ∩ C ljl = {j}
0 otherwise.
, ∀l ∈ L, j ∈ J, S ⊆ J.
We often shorten the preference-list notation to l1
θ1l−→ l2 θ
2
l−→ . . . θ
nl
l−−→ lnl . The total arrival




λlPl(j|S), ∀j ∈ J, S ⊆ J.
We denote by λ(S) = {λj(S)}j∈J the arrival ratio vector if offer S is offered.
4.3.1 Dynamic programming formulation
The CNRM problem can be formulated exactly as a DP. We choose a step size h sufficiently
small that there is at most one arrival between t and t+ h. We also introduce x, the vector
of remaining capacities (x = c when t = 0). The Bellman equations can then be written as
follows:





λj (S)h (rj −∆Vj(t+ h, x))
where ∆Vj(t, x) = V (t, x)− V (t, x−Aj) is the opportunity cost of selling product j at time
t. J(x) is the set of products with remaining resource capacity. The boundary conditions
are:
V (t, 0) = 0, ∀t ∈ [0, T ],
V (T + h, x) = 0, 0 ≤ x ≤ c.
The optimal policy, denoted by S?(t, x), for deciding the availability of each product over the
reservation period is formed by the maximization problems solution of S at each time and
for each remaining capacity in the previous Equation DP.
Unfortunately, this DP rapidly becomes intractable as the size of the network increases. Even
an instance with only ten resources of capacity 100 has 10010 states. The CNRM problem
must therefore be solved approximately.
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4.3.2 Static approximations
We first consider static approximations. They avoid the discrete customer-arrival complex-
ity of the DP by considering a continuous and deterministic flow of customers. All these




s.t. Aq ≤ c, (pi)
q ≥ 0.
where q = {qj}j∈J is the vector of product bookings under a certain demand and policy. The
objective function maximizes the revenue, and the constraints ensure that the capacities are
respected. An immediate policy is the product booking (PB) that sets the sales limit to the
optimal q?j for each product as follows:
SPB(t, x) = {j | qj ≤ q?j}, ∀t ∈ [0, T ], x ≤ c. (PB policy)
This policy is therefore static because it is fixed for the entire reservation period.










dS ≥ 0, ∀S ⊆ J.
where dS indicates for how much time each offer should be available. Practitioners derive the
offer period (OP) policy by ordering these durations over the reservation period, such that:
SOP(t, x) = {j | j ∈ S, t ∈ [tS, tS + dS[} , ∀t ∈ [0, T ], x ≤ c. (OP policy)
Where tS depends on how offers are ordered. The different orders are equivalent in theory.
As the PB policy, it does not change over the reservation period and is thus static.
To be noted that we can solve the static approximation several times over the reservation
period to obtain a more “dynamic" PB or OP policy.
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4.3.3 Dynamic approximations
The second type of approximations estimates the pseudo-revenue rj −∆Vj(t + h, x) of each
product without solving the entire DP. Most of these approaches implement a decomposition
by resource to reduce the number of states. For example, Bront et al. (2009) approximate
the network value function for resource i as:




where the dual prices pi?k come from the optimal solution of a static approximation. By
substituting this expression into the DP we obtain one DP per resource for the calculation
of Vi(t, x). The network opportunity cost ∆Vj(t, x) can then be approximated by ∆V˜j(t, x)
based on the decompositions by resource, for example (Bront et al., 2009):




β∆Vi(t, xi) + (1− β)pi?i .
Where ∆Vi(t, x) = Vi(t, xi) − Vi(t, xi − 1) and 0 ≤ β ≤ 1 is a parameter to fine-tune.
Other approximations have been proposed by Zhang et Weatherford (2017) and Erdelyi et
Topaloglu (2010). Similarly to the DP, the policy for the products availability over the
reservation period is called the offer dynamic (OD) and is obtained as follows:






rj −∆V˜j(t+ h, x)
)
, ∀t ∈ [0, T ], x ≤ c. (OD policy)
This approach is dynamic because it changes depending on the arrivals.
4.4 Closing approximation
We propose a new static approximation for the CNRM problem under non-parametric choice
behavior. Our approximation is based on a new policy, which we call product closing (PC),
that is suitable for use with a preference list. It determines the time tj ∈ [0, T ] when each
product becomes unavailable such that the policy is:
SPC(t, x) = {j ∈ J | t ≤ tj}, ∀t ∈ [0, T ], x ≤ c. (PC policy)
In other words, it closes the sale of the product at this time.
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4.4.1 Buying logic under closing policy
To determine the product sales generated by a PC policy, we start by calculating for how
long each segment buys each of its choices. We first note that the kth choice in a preference
list is bought provided the product lk is available, and the products lh of the previous choices
h ∈ [1, k[ are not available. To explain the buying logic driven by the PC policy, we consider
X
.9−→ Y .8−→ Z as a segment example where X, Y , and Z are three distinct products. In
Figure 4.1 we illustrate two cases (a) and (b) of buying logic depending on the PC times for























Figure 4.1 Buying logic examples for a segment with preference list X .9−→ Y .8−→ Z.
Y during tY − tX , and finally Z during tZ − tY . In case (b), the order is tY ≤ tX ≤ tZ , i.e.,
the segment buys X during tX and then Z during tZ − tX because choice Y is covered by
choice X as a consequence of tY ≤ tX .
To generalize the buying logic, we note that the kth choice is bought if and only if its PC tlk
is greater than the PCs tlh of the previous choices h ∈ [1, k[. If this condition is satisfied, the
choice is bought during the maximum closing max
h∈[1,k[
tlh of the previous choices and its PC tlk .







, ∀k ∈ [1, nl], l ∈ L. (4.1)
If we apply this formula to the above example, we find the same durations.
4.4.2 Product Closing Program (PCP)
We first simplify the previous formula. For a set S of products, let tS = max
j∈S
tj. These max-
imum PCs also contain each product PC (tj = t{j}). With this notation we can reformulate
(4.1) equivalently as:
dkl = tCkl − tCk−1l , ∀k ∈ [1, nl], l ∈ L.
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The quantity that the segment buys is then obtained by multiplying this duration by the










l , ∀j ∈ J, (PCP)
s.t. dkl = tCkl − tCk−1l , ∀k ∈ [0, nl], l ∈ L,
tS = max
j∈S
tj, ∀S ∈ CL,
tj ∈ [0, T ], ∀j ∈ J.







For example, for two segments with preference lists X −→ Y −→ Z and Y −→ X, respectively,
CL is {{X, Y }, {X, Y, Z}}. The number of sets nL corresponding to the cardinality of |JL|
depends on the number of segments, the number of products considered, and the overlap
between segments. A simple analysis allows us to bound nL between max
l∈L
nl − 1 when the
segments overlap completely and ∑
l∈L
nl − 1 when there is no overlap.
4.4.3 Quality of the PCP
In this section, we compare our PCP approximation to the exact DP formulation and the
CDLP approximation. We start by comparing the PC policy to the OP policy derived from
the CDLP:
Proposition 1. A PC policy always has a unique equivalent OP policy denoted by OPPC.
Proof. Each PCs {0 ≤ tj ≤ T}j∈J can be ordered by time. We thus obtain n periods, indexed
by k ∈ [1, n]. These periods start at tk−1 and finish at tk, with t0 = 0, and their durations
are dk = tk − tk−1, with d0 = 0. The OPPC policy is thus defined by Sk = {j | tj ≥ tk} A
period with a null duration reflects products sharing a same closing time. The uniqueness of
the equivalent OP is immediate.
With the previous proposition, we next prove that the optimal revenue returned by the CDLP
is always an upper bound on the optimal PCP revenue.:
Proposition 2. RPCP(PC) = RCDLP(OPPC) and thus R?PCP ≤ R?CDLP.
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dk = tn ≤ T satisfies the second constraint of the CDLP. We calculate the











For any product and segment, it exists sj,l and ej,l in [0, n] corresponding to the period















tej,l − tej,l−1 + tej,l−1 − · · · − tsj,l
)
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l = qPCPj .
Therefore, OPPC is a feasible solution for CDLP and RPCP(PC) = RCDLP(OPPC).
In CDLP, R?DP ≤ R?CDLP, but this is not the case for PCP because it ensures nonreopening.
We sell each product until a specified time and then never sell it again:
Lemma 3. Nonreopening ⇔ ∀j ∈ St | ∀t′ < t then j ∈ St′ with t ∈ [0, T ].
A no-reopening policy is sometimes mandatory in practice. The PC policy prohibits reopen-
ing, whereas OP and OD do not if no constraints are added. Thus, the optimal PCP revenue
could be less than that for DP.
We now prove that PCP and CDLP are equivalent when there nonreopening.
Proposition 4. If nonreopening, A OP policy has a unique equivalent PC policy denoted
PCOP.
Proof. By definition, every product has a unique closing time if nonreopening. PCOP is thus
defined by tj =
∑
k∈[1,n] | j∈Sk dk.
The nonreopening case allows us to conclude several properties for the PCP:
Proposition 5. If nonreopening, PCP and CDLP are equivalent. By inheritance R?DP ≤
R?PCP and PCP is asymptotically optimal.
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Proof. With the equivalent OPPC we prove similarly to Proposition 1 that RPCP (OP ) =
RCDLP (PCOP) and thus R?PCP (OP ) ≥ R∗CDLP (PCOP). With Proposition 2, we obtain
R?PCP = R∗CDLP . The inherited properties come from the results on CDLP proved by Liu et
van Ryzin (2008).
4.5 Solving the PCP
In this section, we describe how we linearize the PCP to obtain a mixed integer linear
program. We also present methods to rapidly solve the linearization.
4.5.1 Linearization
Our approximation is nonlinear because of the constraint tS = max
j∈S
tj, which appears nL
times. It can be linearized by adding binary variables. We introduce the following binary
variables, also called hierarchy variables:
hfg =
 1 if tf > tg, ∀f, g ∈ J0 otherwise.
Each hierarchy variable equals one if y is open for longer than z and zero otherwise. We
naturally have hfg = 1− hgf and we assume hff = 1 for all f, g ∈ J .
We note that for any set S ∈ CL, there always exists at least one l ∈ L and k ∈ [1, nl] such
that S = Ckl which is a segment sub consideration set. We define Ŝ a direct subset of S with
cardinality |S| − 1 as follows:
∃l ∈ L, k ∈ [1, nl] | Ŝ = Ck−1l ,
We denote j˜ = lk such that S = Ŝ ∪ j˜. There always exits at least one other subset S˜ ⊂ S
define as follows:
∃l ∈ L, k ∈ [1, nl] | S˜ = Ckl with S = S˜ ∪ Ŝ
The proof is that {ĵ} is an admissible subset. Consequently j˜ ∈ S˜ and we can linearize
efficiently the closing of S.
Suppose for example that we have the four products S = Ckl = {A,B,C,D}. One of the
direct subset Ŝ = Ck−1l is in this case {A,B,C} and thus j˜ = D. Imagine that S˜ = {A,D}
is another admissible subset. We have tS = tS˜ if and only if D is open for longer than B
and C. Conversely, tS = tŜ if and only if B or C are open for longer than D. The fact that
product A is shared by both subsets reduces the number of hierarchy verifications.
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l ∀j ∈ J (PCMP)
s.t. dkl = tSkl − tSk−1l ∀k ∈ [0, nl], l ∈ L
tS ≥ tŜ ∀S ∈ CL
tS ≥ tS˜ ∀S ∈ CL
tS ≤ tŜ + T
∑
j∈Ŝ,j 6∈S˜
hj˜j ∀C ∈ CL
tS ≤ tS˜ + Thjj˜ ∀j ∈ Ŝ, j 6∈ S˜, S ∈ CL
hfg ∈ {0, 1} ∀f, g ∈ J
To limit the number of constraints, we must find the set S˜ with the highest cardinality. In
fact there is 2 × (1 + |S| − |S˜|) constraints per linearization. We do this when building the
program, and we exploit the overlap between segments. Our model uses overlap to eventually
reduce complexity.
4.5.2 Use of hierarchy
The hierarchy variables represent a hierarchy between products that could be fixed before









l ∀j ∈ J, (PCLP)
s.t. dkl = tCkl − tCk−1l ∀k ∈ [0, nl], l ∈ L
tS = tj | ĥjf = 1, ∀f ∈ S ∀S ∈ CL
For the optimal hierarchy, the PCLP and PCMP are equivalent. However, there are n!
permutations of the products, and each one is an admissible hierarchy. Determining the
optimal hierarchy is thus a difficult combinatorial problem.
It is easier to find a good but not necessarily optimal hierarchy. We can for example:
— Rank products by price;
— Rank products by price divided by number of resources;
— Reuse a hierarchy from a previous PCMP optimal solution;
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— Use a hierarchy specified by the company (often called nesting in practice).
Solving the PCLP with a good but not optimal hierarchy gives a solution that can be useful.
We can use it to speed up the solution of the PCMP branch-and-bound algorithm. The
solution may also be useful if the PCMP is too large to be solved in the time available.
4.5.3 Reopening (CDPC)
Our PCP approximation does not allow reopening but the corresponding PC solution can
always be transformed to an equivalent OP policy (OPPC) according to Proposition 1 of
Section 4.4.3. So that it provides a good initial solution for any CDLP column generation
algorithm because RCDLP(OPPC) = RPCP(PC) according to Proposition 2 of Section 4.4.3. It
also allows us to “reopen" our PCP solution. We call this approach the Choice Deterministic
with Products Closing initial solution (CDPC).
4.6 Numerical experiments
In this section, we conduct numerical experiments to benchmark the following approxima-
tions:
CDLP (Liu et van Ryzin, 2008): Described in Section 4.3.2 and solved by column generation
with the Hosseinalifam et al. (2016) subproblem for preference-list choice behavior.
SDCP (Meissner et al., 2013): We add product constraints for larger subsets until the
objective function no longer changes.
PCLP: Presented in Section 4.5.2. The hierarchy is established by ranking products by
their price and then by their potential demand if price are equals. The hierarchy is
obtained by ranking the products by price (ĥfg := rf > rg).
PCMP: Presented in Section 4.5.1. An initial solution corresponding to the previous PCLP
solution is given to the branch-and-bound process, as explained in Section 4.5.2. The
relative integrability gap is set to 10−3.
CDPC: The CDLP approximation with an initial solution given by the PCMP, as explained
in Section 4.5.3.
We use the following policies:
OP is the OP policy described in Section 4.3.2. It is obtained by a lexicographic sequencing
of the CDLP durations dS.
PB is the PB policy corresponding to fixing a static limit qj for each product, as explained
in Section 4.3.2.
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PC is the PC policy returned by the PCP, as explained in Section 4.4.
OD is the OD policy described in Section 4.3.3. It is obtained by the dynamic decomposition
of Bront et al. (2009) with β = 1.
The quality of an approximation depends on its solution time denoted by CPU and the
expected revenue E[R]. We use a Monte-Carlo approach with a discrete-arrival simulation to
determine the expected revenue. We generate random discrete arrivals by generating arrival
timings according to a Poisson process for each segment. Each simulation is stopped after a
number of evaluations specific to the instance.
We build scenarios by varying the load factor LF. The load factor is simply the sum of
arrivals over the sum of capacities: LF = ∑l∈L λl/∑i∈I ci. By multiplying all the λl by the
same factor, we obtain the desired LF.
We define the capacity factor as the percentage of remaining capacity: CF = ∑i∈I xi/∑i∈I ci.
4.6.1 Parallel flights
Our first instance, parallel flights, is illustrated in Figure 4.2. It is composed of three parallel












Figure 4.2 Resources and products for parallel flights.
fares H (150) and L (100) per flight, giving six products. The reservation period lasts 360
periods. The customers are divided into four segments, as shown in Table 4.1.
Table 4.1 Segments for parallel flights.
Segment Arrival ratio Choice behavior
1 0.17LF 1
0.89−−→ 2
2 0.25LF 1 −→ 3 −→ 5 0.89−−→ 2 −→ 4 −→ 6
3 0.17LF 3 −→ 5 0.89−−→ 4 −→ 6
4 0.25LF 5
0.89−−→ 6 0.87−−→ 3 0.89−−→ 4
Table 4.2 presents the running time and expected revenue for the parallel flights instance.
We first note that approximations return very similar results for a same policy. It means that
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the three approximations are really similar as we can see in Table A.2 of the e-companion
where approximations share the same ideal revenue and capacity factor.
If we now focus on policies, we observe that OD almost always performs better than others
in terms of expected revenue. In average, it is 1.4% better than the CDLP-OP reference
whereas PB and PC are respectively -0.3% and 0.1%. In fact, it is the only dynamic policy
and it takes into account the order of arrivals contrarily to the three other static policies OP,
PB and PC. We can also see the effect of the dynamic aspect in Figure 4.3 where the OD
policy often has the highest expected capacity factor meaning that it captures more bookings.
It also explains why the OD policy performs better in comparison with other policies when
the load factor is low or high.
Table 4.2 Running seconds CPU and expected revenue E[R] for Parallel flights by simulation.
CDLP SDCP PCMP
LF OP PB OD PB OD PC PB OD
0.6
CPU 0.23 0.23 4.50 0.05 4.21 0.05 0.03 4.17
E[R] 23918±0.28% 22995±0.18% 23925±0.28% 22997±0.17% 23915±0.28% 23887±0.28% 23003±0.17% 23904±0.28%
∆E[R] – -3.86 0.03 -3.85 -0.01 -0.13 -3.83 -0.06
0.8
CPU 0.03 0.03 6.30 0.03 6.55 0.03 0.03 6.71
E[R] 31312±0.3% 30725±0.2% 31399±0.3% 30717±0.2% 31377±0.3% 31221±0.3% 30737±0.2% 31414±0.3%
∆E[R] – -1.36 0.55 -1.55 0.60 -2.52 -1.66 0.70
1.0
CPU 0.55 0.55 9.10 0.03 8.60 0.02 0.02 8.87
E[R] 37152±0.2% 37083±0.1% 37650±0.2% 37119±0.2% 37596±0.2% 37780±0.3% 37186±0.2% 37669±0.2%
∆E[R] – 0.04 2.29 0.17 2.14 1.92 0.28 2.22
1.2
CPU 0.27 0.27 10.95 0.02 10.78 0.02 0.02 10.80
E[R] 43318±0.2% 43436±0.1% 43575±0.2% 43359±0.1% 43452±0.2% 43336±0.2% 43367±0.1% 43455±0.2%
∆E[R] – 0.36 0.81 0.44 1.05 0.41 0.36 0.71
1.4
CPU 0.03 0.03 12.85 0.02 13.11 0.04 0.04 13.13
E[R] 43481±0.11% 44990±0.01% 44930±0.02% 44987±0.01% 44942±0.01% 43837±0.11% 44991±0.01% 44991±0.01%
∆E[R] – 3.47 3.33 3.46 3.36 0.82 3.47 3.47
CPU 0.22 0.22 8.74 0.03 8.65 0.03 0.03 8.74
∆E[R] – -0.27 1.40 -0.27 1.43 0.10 -0.28 1.41
∆E[R] is the relative difference with respects to OP policy given by the CDLP-OP.
Simulation has 3000 evaluations.
However, when we compare the running time, the OD policy is by far the slowest whereas
OP, PC and PB are equivalent. The latest policy are in average 30 times faster than the OD
policy for this instance. This long running time comes from its building process as we can see
in the Table A.2 of the e-companion where the time for building each policy is reported. This
is mainly due to the high number of dynamic program to solve as we explained in Section
4.3.3. Moreover, this building time increases with the load factor because it depends on the
number of arrivals, the capacities and the number of resources.
This example also highlights the really unequal performance of the PB policy with respect to
the load factor. It is outperformed by the CDLP-OP for LF inferior or equal to one but up to
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Figure 4.3 Expected capacity factor relative difference ∆E[CF] with respects to CDLP-OP
for Parallel flights.
3% better for higher load factor. This is due to the fact that PB policy capture exactly the
number of bookings provided by the related approximation. Such that when the load factor
is inferior to one, it will never capture any eventual additional demand even if capacities are
not reached. It also explains that the capacity factor is really low when the load factor is
inferior to one in Figure 4.3 and in comparison of the other policies. Nonetheless, when the
load factor is up to one, the PB policy becomes a really efficient policy because capacities
are reached in the approximation.
One important fact regarding the SDCP approximation is that it cannot return an OP policy
even if it is built on offers duration. In fact, the products constraints added, as explained in
Meissner et al. (2013), do not ensure homogenized durations across segments. For LF = 1,
the second segment offers {3, 5} and {1, 3, 5} respectively during 89.4 and 270.4 periods while
third segments offers {3, 5} during 360 periods. Products constraints are respected but we
cannot conclude offers duration shared by every segment. That is why the SDCP solution is
only used to build PB and OD policy for numerical experiments.
4.6.2 Bus-line instance
The bus-line instance has two buses leaving at 07:00 and 11:00 from city A to cities B, C,
and D. Six markets are thus served, as illustrated in Figure 4.4. Each bus has a capacity of
30 and there are 2 × 3 = 6 resources. Two fares (low, high) are offered for each trip, giving
a total of 6× 2× 2 = 24 products. In the bus industry, tickets are usually available at least
two months in advance, so we set T = 60 days. We consider five segments each considering
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A B C D
Figure 4.4 Markets for Bus-line instance.
4 products. In total there are 3 × 6 = 18 segments. A complete description of the instance
is given in the e-companion at A.1.
Table 4.3 shows the running time and expected revenue for the Bus-line instance. We come to
the same conclusions as for the previous Parallel flights instance concerning the equivalence
of approximations. We note that the performance of the PB, PC and OD policies over the
CDLP-OP improves as load factor increases. For the PB policy, the reason is the same as
for the Parallel flights instance and is explained in Section 4.6.1. PC is a more robust policy
than OP when there is nonreopening. The dynamic aspect of OD ensures better expected
revenue than other policies. These respective qualities of PC and OD are emphasized when
the load factor increases because the policy is more selective contrarily to a low load factor
for which most of the demand is accepted.
Table 4.3 Running seconds CPU and expected revenue E[R] for Bus-line by simulation. ∆E[R]
is the relative difference with respects to OP policy given by the CDLP-OP. Simulation has
1000 evaluations.
CDLP SDCP PCMP
LF OP PB OD PB OD PC PB OD
0.6
CPU 0.89 0.89 639.01 0.08 701.42 0.05 0.05 565.79
E[R] 12413±0.40% 12039±0.43% 12452±0.41% 12025±0.43% 12460±0.38% 12468±0.44% 12004±0.41% 12443±0.39%
∆E[R] – -3.01 0.31 -3.12 0.38 0.44 -3.29 0.24
0.8
CPU 1.16 1.16 936.45 0.09 994.02 0.06 0.06 857.59
E[R] 14909±0.39% 14668±0.35% 15052±0.33% 14678±0.34% 15075±0.33% 14958±0.39% 14655±0.34% 15038±0.34%
∆E[R] – -1.62 0.96 -1.55 1.11 0.33 -1.70 0.87
1.0
CPU 0.74 0.74 794.38 0.08 811.36 0.05 0.05 795.55
E[R] 16496.3±0.36% 16528±0.32% 16971±0.31% 16543±0.32% 16965±0.31% 16736±0.37% 16492±0.33% 16979±0.31%
∆E[R] – 0.19 2.88 0.28 2.84 1.45 -0.03 2.92
1.2
CPU 0.89 0.89 1008.38 0.09 882.67 0.05 0.05 866.67
E[R] 17516±0.35% 17883±0.31% 18120±0.24% 17879±0.30% 18186±0.23% 17747±0.37% 17854±0.29% 18097±0.24%
∆E[R] – 2.09 3.45 2.08 3.83 1.32 1.93 3.32
1.4
CPU 0.95 0.95 1319.33 0.10 1038.75 0.03 0.03 992.62
E[R] 18179.3±0.35% 18848±0.28% 19114±0.25% 18858±0.29% 19133±0.25% 18582±0.35% 18839±0.28% 19104±0.26%
∆E[R] – 3.68 5.14 3.73 5.24 2.21 3.63 5.08
CPU 0.92 0.92 939.51 0.09 885.64 0.05 0.05 5.52
∆E[R] – 0.27 2.55 0.28 2.68 1.15 0.11 2.49
This example underlines the good performance of the SDCP which is solved in average 5
times faster than the CDLP. The products closing constraints added are sufficient to return
the same optimal revenue as reported in Table A.3 of the e-companion. We cannot build OP
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policy but the policies PB and OD derived perform as well as or better than the CDLP ones
for any load factor.
It is clear in Table 4.3 that building the OD policy requires important postprocessing, as
explained in Section 4.3.3, and thus considerable time. Table A.3 confirms that almost all
the running time is spent on building the policy and not in solving the approximation. Even
if a leg decomposition is used, a mathematical program must be solved per leg i ∈ I for each
remaining capacity ci and each potential arrival
∑
i∈I ci×LF. Therefore, the number NOD of









The bus-line instance is relatively small, but NOD is already equal to 6× 30× (6× 30LF ) =
32400LF . It explains why the running time increases when the load factor augments as
observed at Table 4.3.
To investigate the OD tractability, we complicate the initial instance progressively and report
the number of values NOD and the time needed to build this policy at Table 4.4. The OD
Table 4.4 Time CPUp to build the OD policy for Bus-line cumulative changes.
Cumulative changes NOD/LF CPUp
Initial instance 3.2× 104 11min
+ Two more buses per day of capacity 30 1.3× 105 1h43
+ Line has two more cities E and F 3.6× 105 18h50
+ Capacity of buses pass from 30 to 300 (train) 3.6× 107 53h05
policy is without doubts the best but become rapidly intractable when instances grow. Each
value to find is often obtained by solving a complex model as explained in Section 4.3.3.
And also because computationally it is a lot of values to store. In practice, the reservation
systems may not support this amount of data for a complete network.
4.6.3 Airline instance
The airline instance is based on the Delta Air Lines network limited to eight major US
airports, as illustrated in Figure 4.5. We start by limiting the instance on the five largest
airports: ATL, LAX, ORD, DFW, and DEN. A complete description of the instance is given
in the e-companion at A.1.
We do not benchmark the OD policy for this instance because the problem become intractable








Figure 4.5 Markets of Airline. The five largest airports are represented in bold.





× 2maxl∈L nl = 95703 × 1024 ≈ 9.8 × 107 according to
Meissner et al. (2013). Even if this is an upper bound, the search for the intersections between
segments is intractable. That is why we do not benchmark the SDCP in the Airline instance.
The CDLP with column generation takes much time to solve and PCMP resolution is more
difficult. We thus introduce the CDPC and PCLP approximations for this larger instance.
Table 4.5 Running seconds CPU and expected revenue E[R] for Airline by simulation.∆E[R]
is the relative difference with respects to OP policy given by the CDLP-OP. Simulation has
500 evaluations.
CDLP PCMP CDPC PCLP
LF OP PB PC PB OP PB PC PB
0.
6
CPU 5054.17 5054.74 5.84 5.86 1652.13 1652.87 3.86 3.84
E[R] 1286871±0.07% 1255551±0.06% 1290783±0.08% 1255436±0.06% 1286643±0.07% 1255663±0.06% 1277509±0.07% 1244115±0.06%
∆E[R] – -2.43 0.30 -2.44 -0.02 -2.43 -0.73 -3.32
0.
8
CPU 6212.84 6213.59 8.26 8.26 2601.45 2601.26 4.43 4.43
E[R] 1531298±0.06% 1506555±0.05% 1536923±0.06% 1509048±0.05% 1531944±0.06% 1506016±0.05% 1522267±0.06% 1496016±0.05%
∆E[R] – -1.62 0.37 -1.45 0.04 -1.65 -0.59 -2.30
1.
0
CPU 5095.71 5095.71 12.55 12.57 1583.38 1583.19 5.37 5.37
E[R] 1714632±0.06% 1698282±0.05% 1718955±0.05% 1701311±0.05% 1716096±0.06% 1697962±0.05% 1704529±0.05% 1687989±0.05%
∆E[R] – -0.95 0.25 -0.78 0.09 -0.97 -0.59 -1.55
1.
2
CPU 4648.74 4649.62 7.95 7.95 1692.24 1693.00 4.99 4.99
E[R] 1862207±0.05% 1851161±0.04% 1868050±0.05% 1858369±0.04% 1863181±0.1% 1855136±0.0% 1853486±0.05% 1844254±0.05%
∆E[R] – -0.59 0.31 -0.21 0.05 -0.38 -0.47 -0.96
1.
4
CPU 6651.45 6652.18 9.05 9.05 1800.14 1800.86 5.52 5.52
E[R] 1991666±0.06% 1985538±0.04% 1996496±0.05% 1992705±0.04% 1992173±0.06% 1985050±0.05% 1979837±0.05% 1977171±0.04%
∆E[R] – -0.31 0.24 0.05 0.03 -0.33 -0.59 -0.73
CPU 5532.58 5533.17 8.73 8.74 1865.87 1866.10 4.83 4.83
∆E[R] – -1.18 0.29 -0.97 0.04 -1.15 -0.59 -1.72
Table 4.5 reports the running time and expected revenues of the CDLP, PCMP, CDPC and
PCLP for the Airline instance with different load factor. The full results are reported in
Table A.4 of the e-companion.
We observe the same phenomenon for the PB policy as for the previous instances. It can not
capture the excess of the demand which is problematic for low factor and rapidly overshad-
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owed by capacity saturation when load factor increases.
We also note that our approach is computed in less than 15 seconds, which is remarkable
given the instance size. It is much faster than the CDLP and always returns a slightly better
expected revenue. This gain in revenue, in average 0.3%, for the PCMP must be explained by
the robustness of closing sales once rather than proposing different offers over the reservation
period.
Even though, we note that the CDLP always returns a slightly better optimal revenue in the
e-companion at A.4. This may be explained by the integrity gap chosen for PCMP or the
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Figure 4.6 Ideal revenue towards time for Airline.
This instance also shows the good quality of our PCLP heuristic. In fact PCLP is solved
twice faster than PCMP and returns an expected revenue only 0.59% lower than the CDLP-
OP. However, solving PCMP remains quick and the difference in expected revenue with this
approximation is almost 1.0%.
We also observe the good performance of our CDPC approach. It accelerates in average by
three the CDLP resolution and returns the same ideal revenue (see e-companion Table A.4)
and similar expected revenue, as we can see in Table 4.5, with a 0.04% difference. We thus
obtain in much less time a really good reopening solution by mixing PCMP and CDLP.
To better illustrate the convergence speed, we plot in Figure 4.6 the optimal revenue R of
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each approximation vs. the solution time for different load factor. CDLP and CDPC are
plot by cherry piking and smoothing their column generation solving. ∆R+ is the optimal
revenue relative difference in percent with respect to the PCLP when positive.
We observe that our PCMP approximation rapidly returns a near optimal solution contrarily
to the CDLP. The latter takes more than one hour to converge to solutions found in average
in less than 15 s by PCMP.
The gain in time by choosing the PCMP as a initial solution for the CDLP is perfectly
represented in the Figure 4.6. We note that the remaining column generation increases only
by less than 0.1% the solution and the convergence is very slow.
To test the tractability of our approach, we now increase progressively the number of cities
in the network. Table 4.6 lists the evolution of the network characteristics.
Table 4.6 Airline characteristics by number of cities considered. The five initial cities are
ATL, LAX, ORD, DFW, and DEN.
# Airports Flights Markets Products Segments Consideration sets
5 115 20 1591 438 1 ≤ 7.93 ≤ 10
6 +DEN 137 30 2724 630 1 ≤ 9.26 ≤ 12
7 +SFO 184 42 4518 896 1 ≤ 10.60 ≤ 14
8 +LAS 220 56 6884 1199 1 ≤ 12.02 ≤ 16
Figure 4.7 reports the running time CPU, on a logarithmic scale, for CDLP, PCMP CDPC
and PCLP and the expected revenue E[R] for different sizes of network.
The running times are really similar for the load factors experimented. The faster resolution
of the PCMP in comparison with the CDLP is even more pronounced as the network grows.
Indeed, the CDLP is far longer to solve because each subproblem highly suffers from the
increase of products.
The difference between the CDLP and the CDPC running time is considerable. In fact, it
corresponds to the time for the CDLP to reach the PCMP ideal revenue. This shows how
much the PCMP convergence (branching the hierarchy binaries) is faster than the CDLP
column generation. Moreover, it emphasizes the significant benefice of taking the PCMP as
initial solution for the CDLP (CDPC).
Not surprisingly, the expected revenue is higher as the load factor or the number of cities
increases. We note that the PCMP returns a slightly better expected revenue (between 0.25%
and 0.61%). As for the previous instances, this illustrates the more robust structure of the
PC policy.
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Figure 4.7 Running seconds CPU and expected revenue E[R] for Airline with scaled number
of cities considered.
cities. This noticeable gap underlines the first difficulties for the PCMP as instances grows.
On another side, the PCLP requires respectively 38 s and 60 s and does not seem not as
impacted by this scaling. Its solving time increases smoothly and the expected revenue is
only respectively 0.31% and 0.62% lower than CDLP and PCMP. The PCLP seems a good
alternative for largest instance and the expected revenue returned could be improved by
better method to select the hierarchy.
4.7 Conclusion
We have presented a new static approximation for the CNRM problem with nonparametric
choice behavior. We focus on the preference list because the multinomial logit model suffers
from the independence of irrelevant alternatives. Rather than working with offers, we work
directly with the products and determine when to stop selling each one. For small and
medium instances, the different approximations and associated policies (OP, PC, PB, OD)
give similar results. However, OD can give the best results if the leg decomposition is
appropriate for the instance, because of its dynamic adaptation to the stochastic demand.
For larger instances, our approximation outperforms the current approximations because
the policy gives a slightly better expected revenue for a much shorter solution time. Our
approximation is based on a no-reopening policy. A solution with reopening can be generated
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by using the PCMP solution as an initial solution for CDLP. This two-phase approach greatly
accelerates CDLP. For even larger instances, our approximation is designed to become linear
if a hierarchy is fixed. A good hierarchy is in practice not hard to find. The linear program
obtained can be rapidly solved and returns a near-optimal solution. With its greatly reduced
solution time and good-quality policy, our approximation is a promising approach for practical
implementations.
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CHAPITRE 5 ARTICLE 2: BUYING GRAPH FOR CHOICE NETWORK
REVENUE MANAGEMENT
Le texte de ce chapitre est celui de l’article Buying Graph for Choice Network Revenue Management soumis
au journal INFORMS Operations Research. Auteurs : Thibault Barbier, Miguel F. Anjos, Fabien Cirinei et
Gilles Savard.
Abstract
The current challenge in network revenue management is the incorporation of customer
choice behavior. This increases the complexity of the model, but it ensures more robust
policies that return better expected revenues when simulated. The resulting choice
network revenue management (CNRM) problem has an exact dynamic programming
formulation that rapidly becomes intractable. Almost all the CNRM approximations
available are designed for choice behavior that is either parametric (multinomial logit)
or nonparametric (preference lists). We propose a new CNRM approximation that
can accept both parametric and nonparametric models. Our approach is based on
a buying graph that represents the possible customer behavior whatever the initial
choice behavior. This tree is built and solved iteratively, allowing us to solve even
the largest instances within a specified time window. In numerical experiments, we
compare our approach with traditional CNRM approximations. Our approach shows
promising results in terms of speed of convergence and solution quality, and it almost
always gives the best expected revenues.
5.1 Introduction and literature review
Selling perishable resources raises issues concerning what products to offer and when and to
whom to sell them. It is not usually considered as a single optimization problem because
of its intractability and because it involves both the marketing and sales departments. It is
therefore divided into subproblems. The first subproblems forecasts the demand or the level of
consumer interest. This is usually done by analyzing previous sales or by performing polls and
studies. The second subproblem combines the forecast with marketing expertise to determine
the products to offer. This includes the prices and the cancellation and reimbursement
conditions. It remains to match the products to the demand in order to maximize revenue.
This is done by controlling the product availability throughout the reservation period via a
so-called policy. This revenue management (RM) is the subject of this article.
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One of the first to propose an RM model was Littlewood (1972). He established a rule to
protect the sales of different products for a single resource. RM was first applied by airlines.
Researchers such as Talluri et van Ryzin (1998, 1999) and Bertsimas et Popescu (2003) then
started to investigate RM with multiple resources. This allowed them to integrate underlying
network effects such as buy-across, which refers to the choice a customer makes between two
different but related products. The approach increased the complexity of the problem but
gave more robust solutions with higher expected revenues.
The choice behavior logic has received much attention in the RM literature. Early on, Belob-
aba (1987b, 1989) explored it for the single-resource problem. Today there are both paramet-
ric models such as the multinomial logit (MNL), introduced by Ben-Akiva et Lerman (1985),
and nonparametric models such as the preference list (PL), discussed by Rusmevichientong
et al. (2006), Farias et al. (2013), van Ryzin et Vulcano (2015) and van Ryzin et Vulcano
(2017). The choice of model usually depends on the practical context or the company his-
tory. Ideally, an RM model should be able to work with any choice behavior model. A choice
behavior model can capture the buy-up effect, which occurs when a customer buys a more
expensive product than originally planned. The solution is more robust if it takes into ac-
count the choices considered by the customers, and it almost always gives a higher expected
revenue in practice. However, the additional complexity leads to longer computational times.
Today RM routinely incorporates choice behavior, and the problem has become the choice
network revenue management problem (CNRM). For a detailed review of RM, see chapter
three of Talluri et van Ryzin (2004b).
The CNRM problem was introduced by Gallego et al. (2004), and Talluri et van Ryzin
(2004a) presented an exact dynamic programming (DP) formulation. Because the DP rapidly
becomes intractable, researchers have proposed various approximations, returning solutions
that are either dynamic or static. The goal is to rapidly find the policy that returns the
highest expected revenue in a simulation.
The most popular static approximation is the choice deterministic linear program (CDLP)
of Liu et van Ryzin (2008). It indicates for how long each set of products, also called an
offer, must be sold over the reservation period. This linear program can work with any
choice behavior but has an exponential number of variables corresponding to every possible
offer. Some researchers overcome this limitation by using column generation to solve the
CDLP. To be effective the column generation subproblem must be specific to the choice be-
havior, which limits the applicability of the model. Bront et al. (2009) and Rusmevichientong
et al. (2014) have proposed an exact formulation and a heuristic subproblem for the MNL
model. For the PL model, Hosseinalifam et al. (2015) give an exact subproblem formula-
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tion. Other researchers have focused on relaxing the CDLP via a decomposition by segment
such as the segment-based deterministic concave program (SDCP) of Talluri (2010). The
resulting problem is more tractable than the CDLP because the consideration sets are not
large. However, it returns a weaker upper bound unless the segments overlap. To tighten
the SDCP formulation, Meissner et al. (2013) add product constraints to link durations be-
tween segments, Talluri (2014) uses simulation, and Strauss et Talluri (2017) add consistency
equalities. The sales-based linear program (SBLP) introduced by Gallego et al. (2011) is a
compact formulation of the SDCP under MNL choice behavior. Reoptimization provides a
way to address the dynamic aspect of the problem without solving the DP or considering a
dynamic approximation.
Dynamic approximations often use the solutions of static approximations to decompose the
DP formulation. For example, Liu et van Ryzin (2008) and Bront et al. (2009) use the dual
prices of the CDLP resource constraints to evaluate the marginal value for each resource
network and thus decompose the DP by resource. Similarly, Adelman (2007) uses an affine
DP approximation to calculate dynamic bid prices. Erdelyi et Topaloglu (2010) vary the
way in which the resource marginal values are weighted in the decomposition. Zhang (2011)
present a nonlinear and nonseparable decomposition in which the subproblems exchange
intermediate values. Finally, Zhang et Weatherford (2017) compare decomposition heuristics
for the hotel industry and conclude that their performance is scenario-dependent.
Most static or dynamic approximations use the CDLP, which is solved rapidly with methods
specific to the choice behavior model. We propose a new static approximation that is CDLP-
independent and can work with any choice behavior. Our work is directly motivated by
the work of blinded for peer review (2018), which returns a product closing (PC) policy
determining when in the reservation period to close the sale of each product. There is
no reopening of the sales, which differs from the policy given by dynamic decomposition.
However, a no-reopening policy is sometimes mandatory, and the solution can serve as a
good initial solution for an approximation that allows reopening.
5.2 Overview
The remainder of this paper is organized as follows. In Section 3 we introduce the notation
of the CNRM problem, and a running instance (RI) is provided to support the explanations.
We give the exact DP formulation and discuss its limitations; we then present static and
dynamic approximations. In Section 4, we introduce the demand tree that represents choice
behavior. We then apply the PC policy to the demand tree to determine for how long each
product is sold. This is illustrated by a buying tree. Finally, by merging the behavior and
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the offer, we shrink the buying tree and obtain a directed acyclic buying graph corresponding
to our buying graph program (BGP). We then prove that any PC policy has a unique OP
policy and show that the optimal BGP revenue is a lower bound for the CDLP.
In Section 5, we linearize the BGP by using hierarchy binaries to form the mixed buying graph
program (MBGP). We also show that the use of hierarchy binaries has many advantages in
practice; in particular, they accelerate the solution of the MBGP branch and bound. We
also develop an iterative method for the BGP that becomes an effective heuristic for large
instances. We explore various ways to select the buying-graph node to add at each iteration.
In Section 6 we perform numerical experiments to compare our BGP approach to the principal
CNRM approximations. The largest instance, corresponding to an airline network, clearly
demonstrates the advantages of our approximation. Section 7 provides concluding remarks.
5.3 Model
We now introduce the notation and the RI. We then give the exact formulation of the CNRM
problem and discuss the two types of approximations.
5.3.1 Notations
To illustrate the concepts, we use the RI shown in Figure 5.1. It can be interpreted as a
transportation network with three cities. In the CRNM problem, we sell m resources i ∈ I
with capacity ci. We offer these resources to the customers through n products j ∈ J at price
rj. The incidence matrix A = [aij]i∈I,j∈J reflects whether a resource is used by a product
(aij = 1) or not (aij = 0). Each segment l ∈ L groups the customers with identical choice
behavior and considering nl products Cl ⊆ J . They buy a product according to a Poisson
process with rate λl. Their behavior is modeled by the probability Pl(j|S) of buying product
j if S is the offer (set of products) proposed. The RI has two segments. The total arrival
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Figure 5.1 Running instance (RI).
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We integrate two choice behaviors in the RI which are the multinomial logit (MNL) for
segment 1 and the preference list (PL) for segment 2. Both are respectively representative
of parametric and nonparametric choice behaviors. It allows us to show the flexibility of our
approach regarding the choice behavior.








, ∀l ∈ L, j ∈ J, S ⊆ J. (MNL)
Where a segment attributes weights wjl for each considered product and w∅l for quitting.





θkl if S ∩ C ljl = {j}
0 otherwise.
, ∀l ∈ L, j ∈ J, S ⊆ J. (PL)
Where each product considered is a ranked choice lj with probability transitions θkl between
consecutive choices.
5.3.2 Exact formulation
Each product can be sold throughout the reservation period, starting at t = 0 and finishing
at t = T when the resources perish. We select a sufficiently small time step h so that there is
at most one customer arrival between t and t + h. The Bellman equations to maximize the
value V (t, x) of the remaining capacities x can then be written as follows:





λj(S)h (rj −∆Vj(t+ h, x))
with the boundary conditions
V (t, 0) = 0, ∀t ∈ [0, T ]
V (T + h, x) = 0, ∀x ≥ 0.
where J(x) is the set of products with available resources and ∆Vj(t, x) = V (t, x)−V (t, x− Aj)
is the opportunity cost of selling product j at time t with Aj the incidence matrix column of
product j. The solution provides an optimal dynamic policy specifying the offer S?(t, x) to
sell at each time t and the remaining capacities x in order to maximize revenue.
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For the RI, we have ∑
l∈L
λlT = 0.5× 30 = 15 customers arriving over the reservation period.
The resource capacities form ∏
i∈I
ci = 3 × 4 × 2 = 24 combinations. To give an idea of the
DP intractability, we note that there are 15 × 24 = 360 states for this small instance. The
CNRM problem is therefore almost always solved approximately.
5.3.3 Approximations
The first type of approximation is called static because it considers the overall demand rather




s.t. Aq ≤ c, (pi),
q ≥ 0.
where q = {qj}j∈J is the vector of product bookings under a certain demand and policy. The
objective function maximizes the revenue, and the constraints ensure that the capacities are
respected. An immediate policy is the product booking (PB) that sets the sales limit to the
optimal q?j for each product:
SPB(t, x) = {j ∈ J | qj ≤ q?j}, ∀t ∈ [0, T ], x ≤ c. (PB policy)
This policy is static because it is fixed over the reservation period.










dS ≥ 0, ∀S ⊆ J.
where dS ≥ 0 is the static policy indicating for how much time each offer should be available.
By ordering this durations arbitrarily, we obtain the offer period (OP) policy defined as
follow:
SOP(t, x) = {j ∈ J | j ∈ S, t ∈ [tS, tS + dS]}, ∀t ∈ [0, T ], x ≤ c. (OP policy)
Where tS depends on how offers are ordered. We can solve the static approximation several
times over the reservation period to obtain a more “dynamic" policy.
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The second type of approximations calculates the pseudo-revenue rj −∆Vj(t+ h, x) of each
product without solving the entire DP. Most of these approaches implement a decomposition
by resource to reduce the number of states. For example, Bront et al. (2009) approximate
the network value function for resource i as:




where the dual prices pi?k come from the optimal solution of a static approximation. By
substituting this expression into the DP we obtain one DP per resource for the calculation of
Vi(t, x). The opportunity cost ∆Vj(t, x) can then be calculated by an approximation based
on Vi(t, x), for example (Bront et al., 2009):










Where ∆Vi(t, x) = Vi(t, xi)−Vi(t, xi−1). Other approximations have been proposed by Zhang
et Weatherford (2017) and Erdelyi et Topaloglu (2010). An offer can then be determined for
each arrival by solving:






rj −∆V˜j(t+ h, x)
)
, ∀t ∈ [0, T ], x ≤ c. (OD policy)
The policy for the product availability over the reservation period is called the OD. This
approach is dynamic because it changes depending on the arrivals.
5.4 Buying graph approximation
We now present our static approximation for the CNRM problem. It is inspired by the work
of blinded for peer review (2018) in the sense that it uses and returns the same PC policy.
The main difference is that our approximation is transformed to accept any choice behavior.
5.4.1 Demand tree
Any demand can be decomposed into buying paths u each representing the order in which
customers are willing to buy nu distinct products jku ∈ J with k ∈ [1, nu]:
u =
〈




, ∀u ∈ U
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Here U = {u ∈ G(S) | S ⊆ Cl, l ∈ L} denotes the set of buying paths, where each is one of
the permutations G(S) of a subset S, and S is itself a subset of a segment consideration set
Cl. We denote by ju = jnuu the final product of any buying path. In other words, a buying
path represents the customers who will buy ju if it is offered and if all jku with k ∈ [1, nu[ are
unavailable.
We define the operator ⊕ that add a buying path at the end of another. For two buying




u2 , . . . , j
nu2
u2 〉. Each buying path u, except
the root 〈〉, has a unique parent paru = 〈j1u, . . . , jnu−1u 〉, which is the buying path without its
final product: u = paru⊕ 〈ju〉. We also define the unordered set Su of products contained in
the buying path u.





, ∀u ∈ U, l ∈ L.
with Pl(〈〉) = 1 and the second probability is defined for any choice behavior as seen is
Section 5.3.1. The buying-path arrival rate vector λ(u) = {λj(u)}j∈J is obtained by summing
the arrival probabilities of the segments: λj(u) =
∑
l∈L
λlPl(u) if j = ju and 0 otherwise.






λ(u⊕ 〈j〉) if j ∈ S
0 otherwise
, ∀j ∈ J, S ⊆ J. (5.1)
For the RI, if j = e and S = {e, f} then U = {g} so that λe ({e, f}) = λ(〈e〉) + λ(〈g, e〉).
Because the parent is unique, the buying paths form a tree called the demand tree where each
node is a unique buying path u with an incoming arc weighted λ(u) from its parent paru.


















Figure 5.2 Demand tree for the RI.
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to the buying path 〈e, f〉, which represents customers who buy f if e is not available. These
customers arrive at the rate λ(〈e, f〉) = 0.24. Each ∅ node indicates customers who leave the
reservation system without making a purchase.
This demand tree can represent any choice behavior. We explain in the next section how we
use it to build our CNRM approximation.
5.4.2 Buying graph
We base our approximation on the PC policy, as in blinded for peer review (2018), which
ends the sale of each product at time tj ∈ [0, T ].
SPC(t, x) = {j ∈ J | t ≤ tj}, ∀t ∈ [0, T ], x ≤ c. (PC policy)
A buying path is active if its customers are effectively buying the final product, ju. Under
the PC policy, it is active if this PC tju is greater than every other PC tj with j ∈ paru of







, ∀u ∈ U.
We represent the buying-path durations in a buying logic tree. The input arc of each node is
the time for which the buying path is active for the given PC policy. The buying logic tree
for the RI is illustrated in Figure 5.3. For example, the buying path 〈e, f, g〉 is active if tf is
〈〉






〈f〉 〈f, e〉(te − tf )
+
tf
Figure 5.3 Buying logic tree for the RI.
greater than the maximum of te and tf .
Let tu = max
j∈u
tj be the buying-path closing time. Then
du = tu − tparu , ∀u ∈ U.
The maximum function is independent of the order of the elements, so if we let tu = tSu =
max
j∈Su
tj be the offer closing, we have
du = tSu − tSparu , ∀u ∈ U.
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Therefore, the complexity is based on combinations rather than permutations. In fact all the




{Su | Pl(u) 6= 0, u ∈ G(S), S ⊆ Cl, l ∈ L}
This is the union of consideration subsets that have at least one corresponding buying path
nonnull. The cardinality |CL| is in practice much lower than |U | and our approximation
benefits from overlapping. A way to determine CL is to enumerate all the buying paths
with nonnull probabilities and to obtain the subsets by merging the buying paths that share
exactly the same products. For the RI, the first segment has five nonnull buying paths, 〈〉,
〈e〉, 〈f〉, 〈e, f〉, and 〈f, e〉. By merging we obtain four subsets: {}, {e}, {f}, {e, f}. The
second segment has four nonnull buying paths, 〈〉, 〈e〉, 〈e, f〉, and 〈e, f, g〉. By merging
we obtain four subsets: {}, {e}, {e, f}, {e, f, g}. The union of the two segments gives Cl =
{}, {e}, {f}, {e, f}, {e, f, g}.
We can represent the buying logic as a buying graph with nodes corresponding to the PC
tSu and arcs to the arrival rate vector λ(u) from various subset of Su. Figure 5.4 shows the





























Figure 5.4 Buying graph for the RI.
vector on each arc is active during the time between the origin and destination nodes, which
are PC times.
When a buying path is active, the only product sold is ju. It is sold at a rate corresponding to
the total arrival rate λ(u) of the buying path. With the duration du, we can finally formulate





s.t. du = tSu − tSparu , ∀u ∈ U,
tS = max
j∈S
tj, ∀S ∈ CL,
tj ≥ 0, ∀j ∈ J.
The complexity of our approximation lies in the |CL| non linear constraints that are based
on the n product closing times. This number is at most ∑l∈L 2nl − 1 when there is no
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overlapping and can be reduced considerably when segments overlap. It is much less than
the CDLP 2n − 1 variables by reasonably assuming that customers do not consider buying
all products (nl much smaller than n).
5.4.3 Quality of the BGP
Our approximation uses a PC policy that we first compare to the OP policy.
Proposition 6. A PC policy always has a unique equivalent OP policy, denoted OPPC.
Proof. Proof of Proposition 6: The PCs {0 ≤ tj ≤ T}j∈J are ordered by time to give n
periods; some durations will be null if some products close simultaneously. OPPC is then
the periods indexed by k ∈ [1, n], starting at tk−1 (t0 = 0), finishing at tk, and offering
Sk = {j | tj > tk}. The proof of the uniqueness is direct.
The previous equivalence allows us to conclude on the relation between CDLP and BGP in
terms of revenue.
Proposition 7. RBGP (PC) = RCDLP(OPPC).
Proof. Proof of Proposition 7: We use the notations defined in the proof of proposition 6.

















By enumerating using the logical function 1
{
Sparu ⊆ J \ Sk
}











Sparu ⊆ J \ Sk
}
λ(u)dSk
The condition Sparu ⊆ J \ Sk implies that each product in the buying path paru must be
unavailable such that Sparu ∩ Sk = ∅. It occurs after tSparu = tsu with su ∈ [1, n]. The
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dSk ≤ T for feasibility. Therefore, RBGP (PC) = RCDLP(OPPC).
We can directly derive the next proposition.
Proposition 8. R?BGP ≤ R?CDLP.
Proof. Proof of Proposition 8: Let PC∗ be the optimal policy of the BGP. It has an equivalent
OPPC∗ such that RBGP (PC∗) = RCDLP(OPPC∗) by Proposition 6. OPPC∗ is not necessarily
the optimal CDLP solution.
However, OP does not always have a PC equivalent. A period offering {f}, another offering
{e}, and a third offering {e, f} is a valid OP policy that has no corresponding PC policy. In
fact, the PC policy enforces no-reopening, whereas the OP policy is able to propose f again
in our example above. The no-reopening condition is formulated as follows:
no-reopening⇔ ∀j ∈ St then ∀θ < t j ∈ Sθ
A no-reopening policy could be mandatory in practice for social or marketing reasons. Adding
no-reopening constraints to OP-based approximations complicates the models, whereas our
approximation naturally ensures no reopening.
Because of no reopening, the optimal DP revenue could be higher than that for the BGP.
However, if we enforce no-reopening we can prove the next proposition.
Proposition 9. If no-reopening, an OP policy always has a unique equivalent PC policy,
denoted PCOP, and the BGP is equivalent to CDLP.
Proof. Proof of Proposition 9: Without reopening, the periods can be ordered only by PC
times. Similarly to the proof of proposition 6, we can prove that RCDLP (OP) = RBGP(PCOP).
Combining the two propositions gives RCDLP (OP∗) = RBGP(PCOP∗) = RBGP (PC∗) =
RCDLP(OPPC∗).
Moreover, if there is no reopening the BGP inherits the features of CDLP found by Liu et
van Ryzin (2008), in particular:
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— BGP is asymptotically optimal, which ensures that the revenue converges to the optimal
DP revenue when the capacity and demand are scaled up proportionally.
— R?DP ≤ R?BGP.
Proposition 6 implies that any solution of the BGP can be given to the CDLP. The CDLP
is usually solved by column generation, which can use any OP policy for the initial columns.
We denote by CDBG the following program:
CDLP by column generation
s.t. Initial columns given by the BGP (CDBG)
This program allows us to re-open any PC policy from the BGP by starting the CDLP
solution process with OPPC . We are also sure to have RCDBG(OP ∗) = RCDLP(OP ∗) ≥
RCDBG(OPPC) = RBGP(PC) for OP ∗, the optimal CDBG solution.
5.5 Linearization and iterative resolution
We now explain the methods we use to solve our approximation effectively even for large
instances. Section 5.5.1 generalizes the linearization developed by blinded for peer review
(2018) for the nonparametric choice behavior model. Section 5.5.2 introduces a new method
to solve our approximation on a buying graph revealed progressively according to building
strategies detailed in Section 5.5.3.
5.5.1 Linearization with hierarchy
The BGP nonlinearity is caused by the constraint tS = max
j∈S
tj, which appears |CL| times.
To remove this nonlinearity, we use binary variables. They are called hierarchy variables
because they rank products by PC time:
hjj′ =
{
1 if tj > tj′0 otherwise , ∀j, j′ ∈ J.
Clearly, hj
′
j = 1− hjj′ .
Any set S ∈ CL corresponds at least to one buying path u (S = Su), which has a parent
paru. The parent set Sparu is a subset of Su with Su \ Sparu = {ju}. The set S always has
at least another subset Sv ⊂ S corresponding to a buying path v 6= u such that ju ∈ v (for
example, {ju}). Because Sparu ∪ Sv = Su = S, we have
tS = max{tSparu , tSv}
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The first consequence is that tS ≥ tSparu and tS ≥ tSv . We have Sv \ {ju} ⊂ Sparu . Therefore,
if ju is superior in hierarchy than every products of Sparu not contained in Sv then tS = tSv .
So that
tS ≤ tSparu + hjuj T, ∀j ∈ S \ Sv.
Otherwise if one product of Sparu is superior in hierarchy than ju then tS = tSparu . We thus
have




For the set {e, f, g} of the RI, the parent subset is {e, f} so that ju = g. We assume that
{e, g} is the other subset “Sv". Then, t{e,f,g} = t{e,g} if hgf = 1 and t{e,f,g} = t{e,f} otherwise.
The previous linearization is t{e,g} ≤ t{e,f,g} ≤ t{e,g} + hfgT and t{e,f} ≤ t{e,f,g} ≤ t{e,f} + hgfT .





s.t. du = tSu − tSparu , ∀u ∈ U,
Sparu ∪ Sv = S, ∃Sv ∈ CL,
tS ≥ tSparu ,
tS ≥ tv, ∀S ∈ CL,
tS ≤ tSparu + hjuj T, ∀j ∈ S \ Sv,




hjj′ ∈ {0, 1}, ∀j, j′ ∈ J.
To limit the number of constraints, we must find for each set S the subset Sv with the
highest cardinality in order to reduce the size of the set S \ Sv. Contrarily to a majority of
approximations, we thus benefit from overlapping because it produces bigger subsets Sv.
We could have linearized the BGP with possibly fewer constraints by using a binary bSu to
model the closing order between set Sparu and product ju, obtaining: tSu ≥ tSparu , tSu ≥ tju ,
tSu ≤ tSparu + bSuT , and tSu ≤ tju +(1− bSu)T . However, the use of hierarchy binaries is more
appropriate for several reasons:
— In practice, companies often know at least partially the PC order. We can use this
knowledge by fixing binary variables, reducing the solution time. If the order is fully







s.t. du = tSu − tSparu , ∀u ∈ U.
tS = tj, j ∈ S | ĥjj′ = 1, ∀j′ ∈ S, ∀S ∈ CL.
ĥjj′ ∈ {0, 1} is fixed ∀j, j′ ∈ J
tj ≥ 0, ∀j ∈ J
— We can intuitively propose good hierarchies. For example, we can rank products by
price. This leads to good initial solution(s) for the branch and bound, making the
problem easier to solve.
— We can solve the MBGP oﬄine and use the corresponding optimal hierarchy to solve
the LBGP in the time allowed.
5.5.2 Iterative resolution
The buying graph may be large, and it directly impacts the number of binaries and constraints
in the MBGP. The worst choice behavior for our approximation is the MNL because it fully
expands the tree for each segment consideration set. For example, an MNL segment with
ten products (nl = 10) leads to be × nl!c ≈ 107 buying paths. Our PC formulation has
only 2nl − 1 = 1023 variables, and our formulation with hierarchy binaries has nl(nl−1)2 = 45
binaries. The advantage of the MNL is that each offer S has at least two distinct subsets of
cardinality |S|−1. We thus need four constraints to linearize each PC, which is the minimum
we can achieve. The MBGP for this consideration set therefore has m capacity constraints
and 4× (1023− nl) + nl = 4062 constraints to model the choice behavior. In this section we
present a method for the BGP and inherited approximations that progressively adds nodes





s.t. du = tSu − tSparu , ∀u ∈ U˜ , U˜ ⊆ U
tS = max
j∈S
tj, ∀S ∈ C˜L,
tj ≥ 0, ∀j ∈ J.
We can easily prove that it converges to the BGP revenue. The buying graph constructed
must have a good representation of the demand so that we can rapidly obtain a good PC
policy for the full demand.
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5.5.3 Progressive buying graph
To follow the progressive building of any buying graph U˜ ⊆ U , we introduce the following
indicators:






It is 100% when all first layer nodes (one product buying path) have been added.
Revealed is the percentage of customers completely known in terms of choice behavior. It




u∈U˜ | jV =∅
λ(u)
The 100% is reached only when U˜ = U .
Potential corresponds to the highest arrival ratio of nodes still not added:
Potential(U˜) = 1
λ(〈〉) maxu∈U\U˜ λ(u)
As the construction, this indicator decreases.
The main challenge is to build progressively the buying graph with the objective to capture
most of the behavior as soon as possible. In this vein, we add nodes by decreasing arrival
ratio (AR) or by decreasing product of arrival ratio and price (ARP). The refinement of the
demand has thus less and less impact as building the graph.
5.6 Numerical experiments
The following approximations are benchmarked:
CDLP (Liu et van Ryzin, 2008): Described in Section 5.3.3 and solved by column gen-
eration with the heuristic and exact subproblem of Bront et al. (2009) for MNL.
LBGP: Presented in Equation LBGP of Section 5.5.1. The hierarchy is given by the prod-
ucts price as: the more expensive, the higher in hierarchy.
MBGP: Presented in Equation MBGP of Section 5.5.1. The previous LBGP is used as
initial solution in the branch and bound. The relative integrability gap is set to 10−3.
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M˜BGPAR or ARP: Presented in Equation B˜GP and linearized in Section 5.5.2. Nodes are
added by decreasing arrival ratio (AR) or arrival ratio × price (ARP).
CDBG: The CDLP approximation with an initial solution given by the MBGP with a
relative integrability gap of 10−2 as explained in Section 5.4.3.
We use the following policies:
OP is the OP policy described in Section 5.3.3. It is obtained by a lexicographic sequencing
of the CDLP durations.
PB is the PB policy of static limit q?j for each product, as explained in Section 5.3.3.
PC is the PC policy returned by the PCP, as explained in Section 5.4.2.
OD is the OD policy described in Section 5.3.3. It is obtained by the dynamic decomposition
of Bront et al. (2009).
The quality of an approximation depends on its solution time and the expected revenue.
We use a Monte-Carlo approach on a discrete-arrival simulation to determine the expected
revenue. We generate random discrete arrivals by generating arrival timings according to a
Poisson process for each segment. Each simulation is stopped after a number of evaluations
specific to the instance.
We conduct numerical experiments only on instances with the MNL choice behavior. First
because it is one of the most difficult choice behavior for our approximation. Each consid-
eration set results in a complete demand tree contrarily to PL choice behavior for example.
Also because other approximations compared do not tackle more than one choice behavior
simultaneously. And they have been mostly developed for the MNL.
We build scenarios by varying the quit percent w%∅ and the load factor LF. The quit ratio





The load factor is simply the sum of the arrivals over the sum of the capacities: LF =∑
l∈L λl/
∑
i∈I ci. By multiplying all the λl by the same factor, we obtain the desired LF.
5.6.1 Parallel flights
Our first instance, parallel flights, is illustrated in Figure 5.5. It is composed of three parallel
flights, of capacity 100, from city A to city B at 09:00, 11:00, and 20:00. We consider two
fares H (150) and L (100) per flight, giving six products. The reservation period is 360
periods. The customers are divided into four segments, as shown in Table 5.1. A complete
description of this instance is given in the Section B.1 of the appendices.
We present in Table 5.2 the expected revenue and running time of the parallel flights instance













Figure 5.5 Resources and products for parallel flights .
Table 5.1 Segments for parallel flights with w∅ = 0.1.





difference with CDLP-OP. The time CPU includes the approximation solving and policy
building. The simulation evaluates the different policies in 2000 evaluations.
Table 5.2 Running seconds CPU and expected revenue E[R] for the Parallel flights instance
CDLP MBGP CDBG LBGP
LF w%∅ OP PB OD PC PB OD OP PB OD PC PB OD
0.8
1
CPU 0.25 0.25 9.64 0.14 0.14 10.51 0.08 0.08 10.90 0.04 0.04 10.82
E[R] 35267.9±0.29% -2.98 -0.29 0.07 -2.91 0.01 -0.13 -3.04 0.14 -0.11 -2.97 0.01
5
CPU 0.00 0.00 10.84 0.03 0.03 11.11 0.05 0.05 10.86 0.03 0.03 10.92
E[R] 32538.2±0.30% -3.13 -0.18 0.11 -2.83 -0.04 -0.05 -3.15 -0.13 -0.08 -3.02 -0.09
10
CPU 0.02 0.02 10.90 0.08 0.08 11.79 0.06 0.06 11.67 0.02 0.02 11.92
E[R] 29620.7±0.32% -3.06 -0.00 0.36 -2.91 0.35 0.41 -3.12 0.30 0.18 -2.99 0.27
1.0
1
CPU 0.49 0.49 16.35 0.10 0.10 15.67 0.21 0.19 15.88 0.02 0.02 15.05
E[R] 42764.6±0.17% -0.08 0.60 -0.33 -0.42 -0.13 -0.14 -0.08 0.50 -5.76 -4.92 0.28
5
CPU 0.25 0.25 14.45 0.10 0.10 14.28 0.08 0.08 14.38 0.02 0.02 14.18
E[R] 40359.1±0.24% -2.05 -0.05 0.07 -2.20 0.21 -0.07 -2.18 0.00 -0.10 -2.16 -2.04
10
CPU 0.00 0.00 14.35 0.02 0.03 14.41 0.03 0.03 14.67 0.02 0.02 14.85
E[R] 36984.0±0.27% -2.95 -0.02 -0.26 -2.73 0.12 0.26 -2.60 0.01 0.23 -2.64 0.11
1.2
1
CPU 0.00 0.00 18.72 0.10 0.10 18.87 0.11 0.11 18.54 0.03 0.03 19.23
E[R] 43231.8±0.15% 4.01 3.35 0.70 3.66 1.88 0.71 4.01 2.75 -6.59 -5.16 3.55
5
CPU 0.02 0.02 18.09 0.09 0.09 17.75 0.17 0.17 17.74 0.02 0.02 17.89
E[R] 43337.0±0.16% 2.85 3.61 0.24 2.92 3.49 0.06 2.94 3.43 -6.96 -5.77 1.42
10
CPU 0.16 0.16 17.72 0.03 0.03 17.51 0.15 0.15 17.62 0.03 0.03 17.61
E[R] 42247.3±0.16% 0.79 1.51 0.07 0.72 1.37 0.12 0.68 1.56 -4.73 -3.82 -2.48
CPU 0.13 0.13 14.56 0.08 0.08 14.65 0.10 0.10 14.70 0.02 0.02 14.72
E[R] – -0.73 0.94 0.11 -0.75 0.81 0.13 -0.73 0.95 -2.66 -3.72 0.11
We note that the approximations CDLP, MBGP, and CDBG give similar results respectively
for the OD and PB control. At Table B.1 of the appendices, we note that the only scenarios
for which they return different ideal revenues are LF = 1.0 with w%∅ = {1, 5}. In these cases
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CDLP and CDBG return a higher ideal revenue than MBGP surely because they both allow
reopening. Otherwise, they share the same ideal revenue and capacity factor so the policies
derived and the expected revenues are similar.
We observe that the OD policy is generating the best expected revenue. In average, it is 0.9%
better than the CDLP-OP because its dynamic structure adapts to how customers arrive.
However, it has the longest running time by far: 15 seconds versus some milliseconds. This
is mainly due to the time for building the policy as we can see in Table B.2. In fact, for
each resource we have to solve an optimization problem per remaining capacity and by future
arrivals as seen in Section 5.3.3. The latter problem is small but it has to be solved more
than 1000 times for each resource.
We also observe the unequal performance of the PB policy over the different scenario. It
performs better as the load factor increases and as the quit ratio decreases. In our experi-
ments, it passes from −3% for LF = 0.8 and w%∅ = 10 to +4% for LF = 1.2 and w%∅ = 1.
Globally, the PB policy performs well when the load factor is higher than one. In fact, the
PB policy, obtained via a static approximation, cannot capture more demand than predicted.
It explains why the capacity factors in Table B.2 of the appendices are the lowest when the
load factor is less than one.
We observe that the LBGP is the fastest approximation but returns the poorest policies. Its
PC policy is 2.7% lower than the CDLP while the MBGP is 0.1% better. The insignificant
difference in running time is not enough to overshadow the loss in revenue for this instance.
5.6.2 Bus-line
The bus-line instance has eight buses leaving at different hours from city A to cities B, C,
D and E. Each bus serves ten markets, as illustrated in Figure 5.6. Each bus has a capacity
A B C D E
Figure 5.6 Markets of the bus-line instance.
of 30 and there are 8× 4 = 32 resources. Two fares (low and high) are offered for each trip,
giving a total of 10× 2× 8 = 160 products. In the bus industry, tickets are usually available
at least two months in advance, so we set T = 60 days. We generate eight segments by
bus each considering between 2 and 6 products with an average of 4.8. In total there are
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8× 10 = 80 segments. A complete description of the instance is given in the Section B.2 of
the appendices.
The Bus-line instance is significantly larger than the parallel flights. We thus start by investi-
gating the time to build the OD policy which is already very long for the parallel flight. It is





corresponding to one value per resource, remaining capacity and arrival. For the bus-line in-
stance NOD = (4Nb) × (30) × (30Nb) = 3600Nb2 with Nb the number of buses considered
and LF = 1. Computing these values can be done off-line but becomes rapidly too compu-
tationally demanding for larger instances because there is a NP-hard problem to solve for
determining each value. (see Figure B.1 of the appendices for examples of running times)
That is why we now only compare the OP, PB and PC policies.
Table 5.3 Running seconds CPU and expected revenue E[R] for the Bus-line instance.
CDLP MBGP CDBG LBGP
LF w%∅ OP PB PC PB OP PB PC PB
0.8
1
CPU 65.19 65.19 94.57 94.58 44.30 44.30 1.97 1.98
E[R] 66510.5±0.17% -3.37 0.21 -6.09 0.21 -3.53 -5.77 -9.06
5
CPU 6.77 6.79 3.83 3.84 10.21 10.22 2.09 2.11
E[R] 62074.4±0.19% -2.83 0.25 -4.96 0.10 -3.27 -1.39 -5.41
10
CPU 7.71 7.72 1.38 1.38 6.56 6.58 1.43 1.43
E[R] 57175.2±0.19% -2.66 0.63 -5.49 0.62 -3.09 0.77 -5.37
1
1
CPU 35.47 35.48 2564.61 2564.61 271.54 271.55 1.83 1.83
E[R] 74183.4±0.14% -0.91 -0.31 -3.65 -0.11 -1.01 -6.21 -9.15
5
CPU 6.93 6.94 10.86 10.88 13.08 13.08 1.78 1.80
E[R] 70299.7±0.15% -1.64 0.55 -2.62 0.41 -1.20 -6.23 -9.45
10
CPU 7.90 7.91 1.53 1.53 7.85 7.88 1.86 1.86
E[R] 66462.7±0.16% -2.44 0.18 -4.07 0.10 -2.12 0.28 -4.11
1.2
1
CPU 8.82 8.83 11424.59 11424.59 5020.03 5020.05 12.58 12.58
E[R] 79578.9±0.13% -0.07 -0.29 -2.36 -0.45 -0.04 -5.87 -6.22
5
CPU 11.41 11.43 367.27 367.28 72.38 72.39 2.41 2.41
E[R] 76215.1±0.13% -0.16 0.32 -3.67 0.29 -0.45 -5.99 -8.20
10
CPU 5.83 5.86 9.78 9.79 5.90 5.92 2.25 2.25
E[R] 72399.0±0.14% -0.92 0.12 -2.55 0.15 -0.63 -5.83 -7.21
CPU 17.34 17.35 1608.71 1608.72 605.76 605.77 3.13 3.14
E[R] – -1.67 0.18 -3.94 0.15 -1.71 -4.03 -7.13
We report at Table 5.3 the running time and expected revenue for the Bus-line instance
for the load factor LF ∈ {0.8, 1.0, 1.2} and w%∅ ∈ {1, 5, 10}. Section B.2 of the appendices
reports additional measures. The simulation used to evaluate policies has 2000 evaluations.
We observe the same tendency for the PB policy as for the previous instance. It better
performs as the load factor increases and the quit ratio decreases passing from −3.4% at
LF = 0.8 to −0.07% at LF = 1.2 and w%∅ = 1. The same explanation occurs here.
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We observe that the PC policy from the MBGP is in average 0.2% better than other policies.
It could be explained by the precision of the simulation or the possible better structure of
the PC policy. In fact, closing each product sales only once over the reservation period seems
more robust than reopening product sales at different moments in the reservation period.
We note that CDBG-OP returns a slightly better expected revenue than the CDLP-OP.
However they should be equals because both approximations are equivalent as we can see in
Table B.3 of the appendices. This difference could be explained by the simulation precision
or by a degenerate solution because of the initial PC solution.
In this example, the LBGP approximation is in average 6 times faster than others but returns
a policy 4% worse than the CDLP-OP. As for the previous instance, the running time does
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Figure 5.7 Convergence of different approximations for the Bus-line instance with w%∅ = 1.
Note that the MBGP is very slow for the quit ratio w%∅ = 1. We further investigate this issue
by plotting the CDLP column generation and the MBGP branch and bound at Figure 5.7.
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It shows that the MBGP converges almost as quickly as the CDLP to a near optimal solution.
The long running times reported in Table 5.3 are explained by the end of convergence that
does not improve significantly the solution. For low quit ratio, the MBGP can slightly
improves the revenue by adjusting customers last choices. For high quit ratio there is less
room for maneuver because customers rapidly quit.
In Figure 5.7, we also report the MBGP iterative resolution for two building strategies
M˜BGPAR and M˜BGPARP as defined in Section 5.5.3.
The main observation is that iterative resolutions M˜BGPAR and M˜BGPARP perform as well as
the CDLP and better than the MBGP. It proves that refining the demand progressively allows
us to supply a near optimal solution very quickly. It is faster than the CDLP branch and
bound. First because hierarchy variables are effectively determinate in this iterative method.
Secondly, because an important part of the buying graph has an insignificant impact on the
problem.
5.6.3 Airline
This instance, illustrated in Figure 5.8, is based on the network of the Delta Air Lines limited
to the eight major US airports in terms of annual traffic. There is a total of 306 flights each
corresponding to a resource. These flights are sold through 8800 products. 1925 segments
are interested to eventually buy a product. Each considers between 1 and 12 products with







Figure 5.8 Markets of the Airline instance.
We do not benchmark the OD policy because it is even more intractable for this instance.
The buying graph being too large to be built, we only use the M˜BGP. To lighten the
following figures, we only use the arrival ratio (AR) as strategy for the iterative resolution.
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And because results are similar for the arrival ratio × price in the Bus-line instance.
Figure 5.9 summarize the CDLP column generation and ˜MBGPAR iterative resolution toward
time for the first three hours of solving. Both convergences are obtained by cherry picking
few points to ease the readability. At each point, we report the ideal revenue R, the expected
revenue E[R] and three buying graph indicators: arrived, the revealed and potential percents,
as seen in Section 5.5.3. MBGPAR is the ideal revenue of the policy returned by the M˜BGPAR
but for the full demand. It is easily calculable by building the full buying graph knowing
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Figure 5.9 CDLP columns generation and MBGP iterative resolution by arrival ratio
( ˜MBGPAR) for the Airline instance with w%∅ = 5. The time limit is 3 hours.
The main observation is that the ˜MBGPAR outperforms the CDLP for both the running time
and the expected revenue. Our approach returns a solution in less than 5min generating an
expected revenue 2.5 times better than the CDLP solution obtained after 3hours of column
generations. In fact the ˜MBGPAR starts by focusing on the most important part of the
demand and then refines the comportments to gain in robustness. On the other hand, the
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CDLP solution returned after 3 hours is not usable. The poor performance of the CDLP is
explained by the high number of columns to generate and the time to solve the subproblem.
Whether for the greedy heuristic or the mixed exact formulation, the subproblem takes at
least 2min to be solved. Having 306 capacity constraints, we can assume without taking too
much risk that the CDLP necessitates at least 306 column generations. It corresponds to
306× 3 ≈ 10 hours of solving.
Contrarily to previous instances, neither convergence reaches the optimal solution in the time
allowed. Nothing prevents a higher solution than the one we observe. So that the CDLP
could finally be faster in the long term. However, the CDLP solution after 50 hours of solving
is only 1% better than the ˜MBGPAR reported here.
We note that only 33% of customers are completely revealed while 100% arrived. Even with
that our method performs well because the remaining buying paths in the graph have a very
low arrival ratio. In fact the potential indicator decreases by a factor 100. So that the last
nodes added are not influencing a lot the solution because they are insignificant. Moreover,
customers have surely their first, second or third choice satisfied. This potential indicator is
thus very useful to judge when to stop the convergence of our approach. It explains why the
difference between the MBGPAR and ˜MBGPAR decreases as the iterative resolution advance.
Motivated by the good solution quickly returned by the ˜MBGPAR we also reported the
CDBG. The starting point corresponds to the first point of the ˜MBGPAR iterative resolution.
We note that our approach considerably accelerates the CDLP column generation and that
˜MBGPAR has a better convergence rate at that point.
5.7 Conclusion
We have presented a new approach for the CNRM problem. We focus on when to close each
product sale, whereas most current approximations determine for how long to sell each offer.
Our PC approach can be naturally ordered, avoiding some postprocessing.
We build our model by considering possible customer behavior. We thus obtain a buying
tree, and we apply the PC times to it to determine for how long each product is sold so that
we can formulate our nonlinear BGP. It is an approximation of the exact DP formulation of
the problem. We show that the CDLP is an upper bound on the BGP, and that they are
equal when the optimal CDLP policy has no reopening. In this case our BGP inherits results
proved by Liu et van Ryzin (2008) about the DP upper bound and asymptotic optimality.
The way the model is built allows us to consider any choice behavior. We can handle different
types simultaneously without adaptation, even when the segments overlap.
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We also show that the buying tree contains at most be nL!c nodes, and the model obtained has
at most 2n−1 variables, which is the number of CDLP variables. Because the model exploits
the segment structure, these numbers are often well below these upper bounds. However,
the numbers can be significant for large instances, and the CDNP is solved in practice via an
equivalent mixed integer linear program, the MBGP. We propose a method, denoted M˜BGP,
to solve the MBGP for a buying tree built progressively by adding nodes and increasing the
number of customers the node represents.
Our experiments show that MBGP and CDLP return similar solutions. The expected revenue
for MBGP is about 1% better when we simulate the PC policy because this policy is natural.
For the largest instances, M˜BGP returns a good solution noticeably faster than CDLP can.
By adding the customer behavior progressively, we develop a method that is more effective
than the column generation of the CDLP for the instances tested. Our method also allows
flexible choice behavior. It therefore seems appropriate for real-world networks for which the
solution time is an important consideration.
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CHAPITRE 6 ARTICLE 3: FLUID ARRIVALS SIMULATION FOR
CHOICE NETWORK REVENUE MANAGEMENT
Le texte de ce chapitre est celui de l’article Fluid arrivals simulation for choice network revenue management
accepté à Journal of Revenue and Pricing Management. Auteurs : Thibault Barbier, Miguel F. Anjos, Fabien
Cirinei et Gilles Savard.
Abstract
Since the beginning of revenue management, simulation has been used to estimate the
expected revenue resulting from an availability policy. It has also been used to verify
the quality of forecasts by projecting them onto past availability policies. Recently,
it has been used in simulation-based optimization approaches to find the best policy.
Simulation thus has a central role in revenue management. We focus on the choice
network revenue management (CNRM) problem that incorporates multiple resources
and customer behavior. The traditional CNRM simulation is based on discrete cus-
tomer arrivals; we propose a new approach based on fluid arrivals. Our estimator is
biased, but we observe that the bias is often insignificant in practice and appears to be
asymptotically null. Our approach consistently outperforms the traditional simulation
in terms of estimation time and is thus a better choice for large instances. We also prove
that it is equivalent to an approximation for the CNRM availability policy optimization
problem. This equivalence limits the value of simulation-based optimization methods
but allows us to propose heuristics to rapidly support the optimization.
6.1 Introduction and literature
Revenue management (RM) aims to match offers to demand, given limited and perishable
resources, in order to maximize revenue. The resources are sold as products whose availability
is controlled over the reservation period. Choice network revenue management (CNRM)
considers resources and customer behavior simultaneously. The CNRM variant includes
customer buying logic such as buy-up and buy-down and allows customers to buy-across
resources. See Talluri et van Ryzin (2004b) for a complete review of RM. In this article, we
focus on simulation for CNRM.
Simulation has been widely used in CNRM. First, it can measure the quality of the availabil-
ity policies returned by optimization models. The CNRM availability policy optimization
problem can be formulated as a dynamic program (DP; Liu et van Ryzin, 2008). The goal is
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to manage the product availability over the reservation period in order to generate the high-
est revenue. However, the DP rapidly becomes intractable, and approximations are used;
they must find a balance between simplicity and realism. Simulation can then be used to
estimate the expected revenue resulting from an availability policy. This is an indicator of
the performance of the approximation model. For example, Bront et al. (2009) benchmarks
static and dynamic approximations based on the simulated expected revenue. However, sim-
ulation often requires many evaluations, even for small instances. Meissner et al. (2013)
obtain a precision of approximately 6% of the expected revenue after 2000 evaluations for an
instance with only six products. If greater accuracy is required, the simulation will be slow
or intractable.
Second, simulation is used within some CNRM approximation models. Talluri (2010), Kun-
numkal et Topaloglu (2011), and Talluri (2014) solve a randomized approximation several
times, simulating the customer arrivals to tighten their solutions. The simulation adds a
stochastic component to deterministic approximations.
Third, simulation is used to forecast demand and predict behavior. It can apply forecasts to
historical availability policies to determine what products are booked. The resulting bookings
are then compared to the actual bookings made to evaluate the forecast accuracy, and the
forecast can be modified by integrating the insights from the simulation. Cleophas et al.
(2009) develop a simulation framework with an artificial demand generator to compare the
performance of forecasting methods. Fiig et al. (2014) propose a forecast accuracy measure
for behavioral demand based on historical observations. They minimize the corresponding
error to optimize the forecast parameters. In practice, simulation must be able to process
large historical data sets in a reasonable time. Simulation is also used for the creation of
training data with which to test methods, as in van Ryzin et Vulcano (2015) and van Ryzin
et Vulcano (2017).
Fourth, simulation-based optimization methods have been explored for CNRM availability
policy optimization because they accurately model the problem. Bertsimas et de Boer (2005a)
and van Ryzin et Vulcano (2008b) develop stochastic gradient descent for RM without choice
behavior. Van Ryzin et Vulcano (2008a) and Chaneton et Vulcano (2011) generalize the
method to CNRM for nonparametric choice behavior. Other researchers propose model-free
methods. For example, Bijvank et al. (2011) integrate a stochastic gradient technique while
Gosavi et al. (2005) experiment with simulated annealing and simultaneous perturbation (SP)
methods. simulation-based optimization approaches generally achieve only local convergence.
Moreover, they require many evaluations of gradients or finite differences. For the largest
instances, current simulation models are too slow.
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Fifth, simulation can be used as a what-if tool to support decisions in CNRM. We can change
one or more features (e.g., the availability policy or the resource capacity) and measure the
changes in terms of revenue, bookings, load factor, or any relevant output. RM analysts
use this to select promotions or group reservation deals. The Passenger Origin-Destination
Simulator (PODS) was introduced by Boeing in the 1990s (Belobaba et Hopperstad, 1999)
to analyze customers’ RM preferences. It has since been further developed (Carrier, 2003;
Weatherford, 2013; Carrier et Weatherford, 2015) and now belongs to PODS Research LLC.
Eguchi et Belobaba (2004) use PODS to highlight the importance of group bookings for
the Japanese airline market. Gorin et Belobaba (2004) use the software to investigate the
potential of RM in a low-fare airline. Darot (2001) studies RM for airline alliances with
PODS, and Frank et al. (2008) explain how to set up a stochastic simulation model for RM
analyses. Frank et al. (2006) use simulation to measure the effects of continuous capacity
adjustments for different allocation times. Doreswamy et al. (2015) use the Airline Planning
and Operations Simulator (APOS) developed by Sabre to explore the impact of different RM
methods. Bijvank et al. (2011) developed a complete Java simulation library for CNRM.
When used as a what-if tool, simulation must quickly return an accurate expected revenue.
Simulation usually handles discrete customer arrivals; we refer to this as discrete arrivals
simulation (DAS). The arrival process is stochastic, and the expected revenue is estimated
by a Monte-Carlo approach (Gilks et al., 1995). In this approach, each evaluation considers
a random discrete arrival sequence. We calculate the revenue by applying the availability
policy to the sequence. We then average the revenues obtained to estimate the expected
revenue. This estimator is unbiased and approaches the real expected revenue as the number
of evaluations increases. The precision relies on the confidence interval (CI), which is pro-
portional to the ratio between the evaluation variance and the root square of the number of
evaluations. The variance depends on many complex factors and is thus difficult to calcu-
late a priori. Increasing the number of evaluations will improve the accuracy of the revenue
estimate. However, each evaluation must process every arrival in the DAS model, so this
estimator is slow for large instances.
In this article, we introduce another way to use simulation to estimate the expected revenue
in CNRM: we consider a continuous flow of arrivals. Our approach is called fluid arrivals sim-
ulation (FAS). It has been used by Kesidis et al. (1996) for ATM networks and by Figueiredo
et al. (2006) for computer networks. To the best of our knowledge it has not been applied to
CNRM.
FAS does not use the Monte-Carlo technique because it estimates the expected revenue in a
single evaluation by neglecting the order of the arrivals. It takes about the same time as a
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few DAS evaluations. Consequently, FAS outperforms DAS in terms of estimation time in
all our experiments. Because the estimation is direct, FAS is also invariant, but it is biased.
This bias is difficult to determine in theory because of the mechanism of the behavior and
availability policy. In practice, it is relatively small for large instances and seems to be
asymptotically null.
We prove that FAS is equivalent to the choice deterministic linear program (CDLP; Liu
et van Ryzin, 2008), which is a widely used approximation for CNRM availability policy
optimization. This equivalence limits the value of simulation-based optimization methods
for FAS because it is preferable to directly solve the CDLP. We conduct experiments that
show the slow convergence of an SP method for FAS and the need for a good initial solution.
However, this equivalence allows us to develop new approaches to support the solution of the
CNRM problem. They benefit from the speed of FAS and help to reduce the solution time.
The two approaches that we propose are: the selection of a good initial CDLP solution by
simulation and the estimation of the CDLP policy for a simplified demand. Both methods
are simple and greatly accelerate the CDLP in our experiments. Our estimator therefore
potentially has a wide range of applications.
The remainder of this paper is organized as follows. In Section 6.2, we present the CNRM
notation and discuss discrete arrivals. We then present DAS, which is the traditional esti-
mator of expected revenue in CNRM. Section 6.3 presents our FAS estimator. We describe
the discrete changes that occur although the simulation is considered fluid. We then analyze
the properties of the bias. In Section 6.4 we examine the use of our estimator for the CNRM
availability policy problem. We start by presenting an SP algorithm for simulation-based op-
timization with FAS. We then prove that FAS is equivalent to CDLP, and finally we suggest
some ways to support optimization with our estimator. Our computational experiments are
reported in Section 6.5, and Section 6.6 provides concluding remarks.
6.2 Simulation for the CNRM
In this section, we start by giving the principal CNRM definitions. We then describe the
process by which individual customers arrive during the reservation period and eventually




CNRM is based on resources i ∈ I, each with a capacity ci. There are m = |I| resources.
These resources are incorporated into products j ∈ J that are sold at a fare rj. There are
n = |J | products. We denote by Ij the set of resources consumed by each product j. We
denote by S ⊆ J a set of products, and we call it an offer. These products are sold during
the reservation period, from time t = 0 to time t = T . The resources perish at the end of the
reservation period (t = T ).
The goal is to control the availability of the products over the reservation period in order
to maximize the revenue generated by the sales. Let x ≤ c be the vector of remaining
capacities and J(x) ⊆ J the set of products with nondepleted resources. We must find the
availability policy formed by offers O(t, x) ⊆ J for all t ≤ T and x ≤ c that maximizes
the revenue. The set of products available at any time and for any remaining capacity is
S(t, x) = O(t, x) ∩ J(x).
A segment l ∈ L groups customers with the same choice behavior who are interested in the
same products Cl ⊆ J . This behavior is reflected by the probability Pl(j|S) of buying product
j if offer S is proposed. The customers of a segment arrive during the reservation period
according to a Poisson process with arrival rate λl (a constant). We define λ(S) = {λj(S)}j∈J





We use the running instance (RI) of Figure 6.1 to explain the following concepts and models.
The reservation period is T = 1, and the availability policy offers the first product for 0.3











s j rj Ij
1 100 {1}
2 300 {2} Se
gm
en
ts l λl Pl(j|S)
1 2 Buy only 1
2 3 Buy only 2
Availability policy: O(t, x) =
{ {1, 2} if t ≤ 0.3
{2} otherwise
Figure 6.1 Running instance.
periods and the second throughout the reservation period.
6.2.2 Arrivals process
The customers arrive over the reservation period according to a random Poisson process by
segment. The segment arrival sequence is therefore a random process; we denote by Ω its
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set of realizations. Let ω ∈ Ω be a random segment arrival sequence with ω distinct arrivals.
It is indexed by k ∈ [1, ω] to identify each arrival chronologically. The kth arrival occurs at
tkω ∈ [0, T ] for remaining capacities xkω ≤ c and corresponds to a customer of segment lkω ∈ L.
We have tkω ≤ thω and xkω ≥ xhω for all h ∈ [k, ω].
Let ψ(l, S) be the random purchase function, returning a purchase vector {ψj(l, S)}j∈J . The
sole component equal to one corresponds to the product bought. The set of realizations is
Ψ, and the purchase function satisfies
EΨ [ψ(l, S)] = {Pl(j|S)}j∈J . (6.1)
We can calculate the random revenue Rkω generated by the kth arrival of any arrival sequence
ω as follows:




, ∀k ∈ [1, ω], ω ∈ Ω








, ∀ω ∈ Ω. (6.2)
We determine the CNRM expected revenue as follows:
E[R] = EΩ×Ψ[Rω]. (E[R])
As mentioned in Section 6.1, this expected revenue is fundamental for CNRM because it
reflects the revenue received in practice. However, the combination of two realization sets,
the availability policy, and the overlapping segments makes it almost impossible to calculate
the expected revenue.
The calculation is possible for our small RI. Segment 1 arrives at least once between 0 and 0.3
with probability 1− e−2×0.3, and segment 2 arrives at least once over the reservation period
with probability 1−e−3. The expected revenue is therefore (1−e−2×0.3)×100+(1−e−3)×300 =
330.18.
6.2.3 Discrete arrivals simulation (DAS)
The expected revenue is usually estimated, and the traditional RM approach is based on
the Monte-Carlo method. Instead of a complete enumeration, this method draws N segment
arrival sequences ωk with k ∈ [1, N ]. A revenue R˜ωk for each sequence is obtained from










This DAS estimator computes each discrete customer arrival. According to the strong law
of large numbers, µD converges almost surely to E[R] as the number of arrival sequence
increases. This estimator is therefore unbiased.






, ∀α ∈ [0, 1] (CI)
where γα is the 1−α2 percentile of the normal distribution and Var[R] is the variance, which
measures the volatility of the revenue. The CI establishes that α% of the values are in[





. The precision of the DAS is thus inversely proportional to the square
of the number of evaluations.










The speed of the DAS convergence depends on this variance. If the variance is high, many
evaluations are necessary to increase the precision, as we can see in Eq. (CI).
Each arrival requires the central reservation system (CRS) to process the available products.
The complexity of each evaluation is therefore proportional to the average number of CRS
calls per evaluation, denoted CRSD. Each evaluation covers a sequence of ω arrivals, so
CRSD ≈ EΩ[ω]. The overall DAS complexity therefore depends on the revenue variance
and the number of CRS calls per evaluation. Unfortunately, the arrival stochasticity and
the availability policy logic often lead to a high variance. Moreover, for large instances the
number of arrivals, and thus of CRS calls, can be considerable. DAS may be unable to
estimate the expected revenue accurately in the time allowed.
We plot in Figure 6.2 the DAS estimation convergence of the RI expected revenue with a
95% CI. We observe that DAS is unbiased, as expected.
6.3 Fluid arrivals simulation (FAS)
In this section, we present our new approach to estimate the expected revenue. It is inspired







Figure 6.2 DAS convergence for the RI.
mechanisms and properties.
6.3.1 Model formulation
For DAS, the order of the arrivals leads to stochasticity. The main idea of our approach is
to consider the arrivals of each segment as a fluid rather than individuals. For example, five
customers of a segment arriving over a reservation period of two intervals are considered as
a segment arriving with a rate of 5/2. The order of the arrivals thus becomes unimportant,







>ψ (l, S(t, x)) δt





>EΨ [ψ (l, S(t, x))] δt.





The FAS estimator is therefore continuous and deterministic because it is calculated in a
single evaluation (NF = 1). It is also invariant (σF = 0).
6.3.2 Discrete changes
FAS is continuous but the function S(t, x) is a set of products with discrete additions and
removals. We assume that the number of changes is finite, which is the case in practice. We
index by k ∈ K these changes over time where K is the set of changes of size nK = |K| − 1.
Each change occurs at time tk and for the remaining capacities xk. The first change, k = 0,
corresponds to the start of the reservation period: t0 = 0 and x0 = c. The final change,
k = nK , corresponds to the end of the reservation period: tnK = T and xnk = 0. Between
two changes, the set S(t, x) is constant and denoted by Sk = Sk(tk, xk). We can now rewrite
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where dk = tk+1 − tk is the time between two consecutive changes. There are three possible
changes:
— A resource depletion that changes J(x);
— A change in availability policy O(x, t);
— The end of the reservation period, S(t, x) = ∅.
When a change occurs, we can easily determine the next change by calculating the minimum
time step to the next resource depletion, the next change in the availability policy, or the
end of the reservation period.
For the RI, the first change corresponds to the beginning of the reservation period. The
offer is S0 = {1, 2} and the product arrival rate is λ0 = (2 3). We then calculate the above




















































Figure 6.3 Determination of second change for RI.
corresponding to the policy change at t = 0.3. We have sold d0λ0 products between these
two changes, and we have t1 = 0.3, S1 = {2} and λ1 = (0 3). We illustrate the possibilities





































Figure 6.4 Determination of third change for RI.
resource 2 at t = 1/3. The final change is the end of the reservation period. We have sold
d0λ0 + d1λ1 + d2λ2 = 0.3(3 2) + (1/3 − 0.3)(0 3) + (1 − 1/3)(0 0) = (0.6 1) products and
µF = 360.
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The complexity of the FAS depends on the number of changes. At each change the CRS
must compute the minimum time step to the next change. This CRS call, denoted CRSF ,
may be more complex than that for DAS. It is almost impossible to determine CRSF a priori,
but in some cases we can find a bound on the number of changes. If there is no reopening of
product sales over the reservation period, the only possible changes are resource depletion,
product removal, and the end of the reservation period. Each of these changes occurs only
once, so CRSF ≤ n+m+ 1.
6.3.3 Bias and properties
With the RI, the estimate µF = 360 is not equal to the theoretical expected revenue, E[R] =
330.18. This shows that FAS is a biased estimator of the CNRM expected revenue. We
denote the FAS bias by θF = E[R]− µF and approximate it by θ˜F as follows:
θ˜F = µD − µF −−−→
N→∞
θF . (FAS Bias)
The relative estimated bias is ∆θ˜F = µD−µF
µD
. The bias is explained by the situations where a
discrete resource capacity is sold in fractional quantities to multiple customers. In contrast,
in the DAS model a resource cannot be partially sold. For the FAS of the RI, the first
resource is sold to 0.6 customers of the first segment.
The number of fractional situations depends on the instance. It is difficult to predict because
it depends on the number of resources, the policy, and the demand.
We now show that FAS can underestimate (θF ≥ 0) as well as overestimate (θF ≤ 0).
Proposition 10. The FAS bias can be positive or negative.
Proof of Proposition 10. Consider two resources with c1 = 2 and c2 = 1, and two products
with prices r1 and r2 such that I1 = {1} and I2 = {1, 2}. Suppose there are two segments,
both arriving at the rate 2 during a reservation period T =1. We can easily show that
E[R] ≈ 76r1 + 56r2 and µF = r1 + r2. Hence, θF = 76(r1 − r2). By adjusting the values of r1
and r2, we obtain either positive or negative bias.
Proposition 11. The FAS bias can be arbitrarily large.
Proof of Proposition 11. By adjusting r1 and r2 in the proof of Proposition 10, we obtain an
arbitrarily large bias.
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However, in practice the size of the bias is reasonable. Moreover, the relative bias is ∆θ˜F =
θF
µD
= r2−r17r1+6r2 , which is in the range −17 ≤ ∆θ˜F ≤ 16 and is thus relatively insignificant. It
is difficult to theoretically determine the bias because it depends on the policy, the arrival
stochasticity, and the resource capacity. Furthermore, it is mainly caused by phenomena
occurring when one or more resources have a capacity close to one.
6.4 FAS and optimization
In this section, we focus on how FAS can solve or support the CNRM availability policy
problem. We start by presenting an SP algorithm for FAS. We then prove the equivalence
between FAS and one of the principal CNRM approximations. We finally propose two simple
methods that use FAS to support the solution of this problem.
6.4.1 Simulation-based optimization
One of the most widely used methods in simulation-based optimization is the SP algorithm;
see Spall (1998) for more details. For this algorithm, we use a product closing (PC) avail-
ability policy. It specifies a time 0 ≤ tj ≤ T to close the sale of each product such that:
SPC(t, x) = {j | j ∈ J, tj ≥ t} .
SP is a gradient descent method. We denote by tk the vector of products closing at iteration




µ(t+ h)− µ(t− h)
2hj
where h = {hj}j∈J and hj = Bkβ with B a Bernoulli random variable and β ∈ [0, 1] a tuning








, ∀j ∈ J
where αk = α
k
is the step size of the descent.
We did not study the properties of the function µ(t); see Spall (1998) or Gosavi (2015) for
the convergence properties of SP.
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6.4.2 Equivalence to CNRM optimization
Static approximations of the CNRM availability policy optimization problem avoid the dis-
crete customer arrival complexity of the DP by considering a continuous and deterministic




s.t. Aq ≤ c,
q ≥ 0.
The CDLP is a static approximation based on an availability policy that controls the time









dS ≥ 0, ∀S ⊆ J.
The relationship between the CDLP and the DP is quite similar to the relationship between
FAS and the exact E[R]. In both cases, the individual arrivals are replaced by their expected
arrival rate. We can prove that the CDLP revenue is equivalent to the FAS estimation for
any offer duration.
Proposition 12. µD = RCDLP.
Proof. The CDLP set of products with non-null duration S˜u is arbitrarily ordered over u ∈
[0,m − 1] because the CDLP has at most m sets with non-null durations. Each set has a
duration d˜u, giving t˜u+1 = t˜u + d˜u with t˜m+1 = T and S˜m+1 = ∅. We apply Eq. (6.3) to this
policy. The first change occurs at t˜0 = 0 and corresponds to the initial CDLP set S˜0. The
next change does not occur until t˜1 because the STATIC capacity constraint ensures that
no resources are depleted during this period, and the end of the reservation period is not
reached because of the second CDLP constraint. We therefore prove by recurrence that we











 = rT m∑
k=0
λ(S˜k) d˜k = RCDLP.
For k > m, we necessarily have S˜k = ∅ to ensure the STATIC capacity constraint, so
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λ(S˜k) = 0.
This proof was developed for the CDLP, but it is similar for many static approximations, so
the equivalence is easily extended. The equivalence and the fact that the simulator is based
on fluid arrivals show that FAS cannot improve the robustness of the static approximation
solution by taking into account the arrival order stochasticity; this is in contrast to DAS.
6.4.3 Optimization support
Our approach can support the optimization although it does not improve the solution quality
because of the arrival order stochasticity. Its rapidity and the equivalence result allow several
applications. We propose two simple ideas:
— We can solve the CDLP for only the most significant part of the demand to reduce the
solution time and then simulate the corresponding optimal policy by FAS to evaluate
it for the full demand.
— We can use FAS with a metaheuristic to provide a good initial solution for the CDLP.
Both approaches are tested in the experiments.
6.5 Computational results
In this section, we perform numerical experiments on the following two estimators:
DAS is the traditional estimator described in Section 6.2.3. Recall that µD is the estimate
of the expected value E[R], and σD is the estimate of the variance VAR[R]. CPUD is the
running time, and the number of evaluations is ND. CRSD is the number of CRS calls,
which for this estimator is equal to the number of arrivals. To stop the convergence, we
use a 95% relative CI width ∆[ICD95%] =
[ICD95%]
µD
or a maximum number of evaluations.
FAS is our new estimator introduced in Section 6.3. Recall that µF is the estimate of the
expected value E[R]. There is only one evaluation and thus no variance (NF = 1,
σF = 0). The running time is denoted CPUF . CRSF is the number of CRS calls,
corresponding for this estimator to the number of changes.
Bus-line is an instance of eight buses leaving every two hours from 07:00 to 21:00 from city
A to cities B, C, D, E, and F. A total of 15 markets are served, as illustrated in Figure
6.5. Each bus has a capacity of 30 and there are 5× 8 = 40 resources. Two fares (low,
high) are offered for each trip, giving a total of 15× 8× 2 = 240 products. In the bus
industry, tickets are usually available at least two months in advance, so we set T = 60
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A B C D E F
Figure 6.5 Markets for bus-line instance.
days. In total there are 15×8 = 120 segments with nonparametric choice behavior and
on average 5.3 products.
Airline is an instance based on the Delta Air Lines network limited to the five major US
airports. The network has 20 markets, as illustrated in Figure 6.6. It has 115 resources
that correspond to the flights. There are 1591 products, and the reservation period






Figure 6.6 Markets for airline instance.
The load factor (LF) is defined as LF = ∑l∈L λl/∑i∈I ci. We use PC times for the availability
policy; these set the times when the sales of each product are closed.
6.5.1 Convergence and bias
In this section, we compare the convergence of the two estimators and analyze the bias of
FAS. The term convergence is imprecise for FAS since it calculates the expected revenue
in a single evaluation. However, this is a way to illustrate the differences between these
two estimators. Figure 6.7 illustrates the convergence of the two estimators for the optimal
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availability policy returned by the CDLP. This approximation is explained in Section 6.4.2.
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N
1 10 100 1000
µF µD ICD95%
∆θ˜F = 6.2% ∆θ˜F = 7.5% ∆θ˜F = 7.2%
∆θ˜F = 2.6% ∆θ˜F = 2.9% ∆θ˜F = 2.8%
Figure 6.7 Expected revenue estimates µF and µD with respect to the number of evaluations
N for the optimal CDLP availability policy. The FAS relative bias ∆θ˜F and the DAS 95%
confidence interval ICD95% are also reported.
The most relevant observation is that FAS always overestimates the real expected revenue, by
6.9% on average for the bus-line and 2.8% for the airline. This overestimation arises because
the availability policy is optimal. At optimality, the fluid aspect is emphasized because the
optimizer takes it into account to maximize the revenue. The difference with DAS is thus at
its peak because FAS returns exactly the optimizer revenue, as proved in Section 6.4.2.
We observe that the bias increases as the LF increases from 0.8 to 1.0 and is then approxi-
mately constant. This is verified by further experiments for the bus-line. With the notation
(LF, ∆θ˜F ), we report (0.2, 3.63%), (0.4, 4.24%), (0.6, 4.55%), (1.4, 7.39%), (1.6, 7.63%),
and (1.8, 7.41%). Therefore, the bias becomes constant once a certain LF is reached. This
could be because the optimizer does not improve the revenue with an additional fluid aspect.
Another explanation is that the fluid aspect situations seen in Section 6.3.3 are all captured
from a certain LF.
We also note that there is a difference of magnitude in the bias for the two instances. The
bus-line bias is around 2.5 times higher than that for the airline. This suggests the asymptotic
nullity of the bias: the average capacity per resource is 30 for the bus-line and 180 for the
airline. The fluid aspect situations are more absorbed in the airline, clearly because of the
higher capacity. This also highlights the difficult of predicting the bias.
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To further investigate these poor results of FAS, we generate random availability policies
for different scenarios. These scenarios vary the percentage γclose of PC times fixed to zero;
the other PC times are randomly chosen according to a uniform law. When γclose = 0,
every product is offered, and when γclose = 1 no product is offered. We report in Figure
6.8 the relative FAS bias for different relative widths of the DAS CI and with respect to
the scenarios for the PC times and the LF. We selected 100 and 25 availability policies per
scenario respectively for the bus-line and the airline. The full results are reported in the












































Figure 6.8 Relative bias ∆θ˜F with respect to the percentage γclose of closed products.
We first observe that the relative difference in the bias is not as high as before. It is 7.7
times lower (6.9% to 0.9%) and 14 times lower (2.8% to 0.2%) respectively for the bus-line
and airline instances. This confirms that the optimal policy emphasizes the fluid aspect to
maximize the revenue. Therefore, the optimal availability policy is certainly the one with
the highest bias.
We observe that the bias evolution does not seem to follow any specific trend and might be
unrelated to γclose. This confirms that the fluid aspect does not depend on any one factor
but is a consequence of a more complex interaction between the demand, the policy, and the
structure of the instance.
We note that the bias for the 5% relative CI has considerable variability, whereas the 1% and
0.5% biases are smoother and similar. This shows that the DAS convergence is not rapid.
For precise estimation, a 1% relative CI seems appropriate.
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Figure 6.9 Relative bias ∆θ˜F for the optimal and random policies when capacity is scaled
and demand adjusted proportionally.
vary the capacity of both instances by a factor γcapacity, i.e., c → c × γcapacity. For each
capacity scenario, we maintain the LF by scaling up the segment arrival ratio. In Figure 6.9,
we report the evolution of the FAS bias for averaged random availability policies and for the
optimal CDLP availability policy. The LFs are 0.8, 1.0, and 1.2. The capacity factor varies
from 0.1 to 100. We first observe the same features as in the previous experiments. The
optimal policy is always the one with the highest bias. It is on average between 3 and 30
times higher than the random policy bias. This figure also shows that the fluid aspect is more
prominent in the bus-line instance (0 to 20%) than in the airline instance (0 to 8%). The
main observation is that the bias decreases as the capacity and demand are scaled up. We
have not proved that the bias is asymptotically null, but the results suggest this. However,
an asymptotic result does not in practice determine the bias of an instance.
In conclusion, these experiments show that the bias is caused by a fluid aspect that is difficult
to predict. It depends on a combination of mechanisms between the instance structure, the
demand, and the policy. It is stronger when the availability policy is optimized. However, the
bias is low for random policies, is reduced for instances with a higher capacity, and appears
to be asymptotically null.
6.5.2 Estimation time
We now compare the estimators in terms of estimation time. Estimations must be returned
quickly to allow users to rapidly test several options before making a decision. Also, these
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estimators are often used in simulation-based optimization methods that require many esti-
mations.
In Figure 6.10, we report the estimation times with respect to γclose for the experiments of
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Figure 6.10 Estimation time for FAS and DAS ([ICD95%] is 5%, 1%, and 0.5%) with respect
to γclose.
The most important observation is that FAS is always faster, whatever the value of γclose and
the relative CI width. As expected, the difference increases with the relative CI width because
DAS needs more evaluations to reach the necessary precision, as explained by Eq. (CI).
Overall, FAS is faster than the 5%, 1%, and 0.5% DAS: respectively 2.7, 67.9, and 275.6
times faster for the bus-line and 2.4, 6.5, and 27.5 for the airline.
We note that the superiority of FAS is even more pronounced as γclose increases. It is re-
spectively 33.7, 87.8, and 1673.1 times faster for the bus-line and 3.4, 8.6, and 101.7 times
faster for the airline when γclose is 20%, 60%, or 90% in comparison with the 1% DAS. As
γclose increases, the number of changes decreases because more products are closed, and the
relative DAS variance increases because the revenue depends on what products were closed.
This is shown by the measures of variance and the CRS calls reported in Tables C.2 and C.3.
We observe that the estimation times are slightly lower for both estimators as the LF in-
creases. For FAS and the LFs 0.8, 1.0, and 1.2, the average estimation times are respectively
0.05, 0.045, and 0.043 for the bus-line and 3.3, 2.9, and 2.6 for the airline. This is due to
the higher demand that tends to consume resources faster and thus decreases the number of
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changes, as shown in Tables C.2 and C.3. For the 1% DAS and the LFs 0.8, 1.0, and 1.2,
the average estimation times are respectively 3.3, 3.2, and 2.9 for the bus-line and 92.6, 79.2,
and 73.7 for the airline.
In Table C.1, we report the measures of the FAS and DAS estimations for the optimal
availability policy. We note that FAS is 18.5, 34.1, and 53.3 times faster for the bus-line and
5.6, 9.6, and 6.3 times faster for the airline than the 1% DAS for the 0.8, 1.0, and 1.2 LFs.
This supports our observation on the relationship between the estimation time and the LF.
As expected, the estimation of the bus-line expected revenue is 7.0 times faster than that
for the airline. This is mainly because the airline instance is larger in terms of resources,
products, and segments.
In Figure 6.11, we report the time to compute a CRS call for the two estimators with respect
to γclose. For FAS, each CRS call corresponds to a change, and we must compute the next
change by calculating the time step. For DAS, it corresponds to a customer arrival, and we
must compute the available products. The data used is from Tables C.2 and C.3.









































Figure 6.11 Evaluation time CPU/N for the two estimators, averaged over the load factors
0.8, 1.0, and 1.2.
We note that the CRS call time decreases as γclose increases for both estimators. This is
because both calculations are easier when fewer products are offered and thus for a higher
γclose.
We observe that it takes longer to compute a FAS change than a DAS arrival. On average,
it is 56.3 times longer for the bus-line and 141.1 for the airline. This is because determining
the next change is more complicated than simply computing the available products. We
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must determine for each remaining resource the time step to depletion and for each available
product the time step to unavailability. The minimum time step corresponds to the next
change. On the other hand, computing the available products involves simply checking if a
product is available for the policy and if its resources have remaining capacity.
Note that the results for estimation times depend on how the estimators are coded. We tried
to find the best implementation of each approach to give a fair comparison.
In conclusion, the experiments show that FAS outperforms DAS in terms of estimation time.
As expected, the time to calculate each change (CRSF ) is greater than the time to compute
each arrival (CRSD). However, the number of arrivals may be large, depending on the desired
precision and the number of arrivals per evaluation.
6.5.3 Optimization
We now compare the two estimators in terms of solving the CNRM problem. The goal is to
use simulation to converge to the availability policy returning the best expected revenue.
We start by implementing the SP algorithm (Section 6.4.1) for the FAS estimator. We use
the parameters α = 0.01 and α = 0.001 respectively for the random and the optimal starting
point. We also set β = 0.5. In Figure 6.12, we report the convergence of this method
(µF ) for a random and an optimal starting point. The availability policies found during the
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Figure 6.12 SP technique applied to the FAS estimator (µF ). The solutions returned by FAS
are simulated by DAS (µD).
The main message from Figure 6.12 is that the SP needs a good starting point to find a near-
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optimal solution. We stop the process after 1000 iterations, but the additional improvement
is insignificant because of the step size hj as explained in Section 6.4.1. We adjusted the
parameters α and β, but the convergence was worse.
For the optimal starting point, the SP starts by worsening the solution and then converges
to near-optimality. This is because the SP leaves the optimal area corresponding to a specific
local maximum.
The method performs 1000 iterations in approximately 12min for the bus-line and between
50 and 120min for the airline. It is much slower than solving the CDLP, and the solution is
at best equivalent.
Note that both estimators have approximately the same shape over the SP convergence. The
estimated DAS revenue is lower than that for FAS because of the bias explained in Section
6.3.3 and demonstrated in Section 6.5.1. We note that the bias is approximately constant,
and that the optimization on FAS is similarly reflected on DAS.
We conclude that the equivalence with the CDLP makes it difficult for a FAS simulation-
based optimization technique to be as efficient as the solution of this mathematical program.
Moreover, FAS does not take into account the arrival order stochasticity to improve the
robustness of the solutions.
However, the equivalence also allows us to develop methods to support the CNRM optimiza-
tion. Without going into details, we present two simple examples. The results are reported
in Figure 6.13, and the method is explained below.

























Initial solution given by FAS drawing
CDLP from initial solution O
CDLP on simplified demand
FAS simulation of CDLP on simplified demand
Iterations
Figure 6.13 Two examples of FAS optimization support in the solution of the CDLP for the
airline instance (LF=1).
First, we use FAS to generate a good initial solution for the CDLP. FAS is fast, and we
randomly generate as many availability policies as possible in 15 s. The best one is used as
the CDLP initial solution. The results are reported on the left of Figure 6.13 for the airline
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instance with LF = 1. The best availability policy had a revenue of 1154306.21 (indicated
by a circle in the graph), which is 34% lower than the optimal solution. With our approach,
we save approximately 700 s, which is worthwhile given the total solution time is 2000 s.
However, a tabu search or a genetic algorithm might provide a better initial solution.
Second, we use FAS to determine the CDLP revenue given the full demand for availability
policies found by a CDLP solved for a partial demand. We remove the product with the lowest
probability from each segment consideration set. We wish to focus on the most important
component of the demand. The results are reported on the right of Figure 6.13 for the airline
instance with LF = 1. We observe that the final revenue is approximately 7% lower than
that for the CDLP with full demand, but we also save approximately 700 s. We could also
use the convergence over partial demand to supply a good initial solution for the CDLP with
full demand.
In conclusion, the experiments of this section show that FAS is not necessarily a good estima-
tor for an simulation-based optimization because of its equivalence to the CDLP. However,
it is fast, and the equivalence allows it to efficiently support the CNRM optimization. The
two approaches tested here could potentially be used in other applications.
6.6 Conclusion
We have proposed a new simulation estimator for CNRM. It estimates the expected revenue
of an availability policy by considering fluid arrivals. Requiring only one evaluation, our ap-
proach is much faster than the traditional Monte-Carlo simulation based on discrete arrivals.
Our estimator is therefore invariant but biased and can underestimate as well as overestimate.
The associated bias is almost impossible to measure a priori and can in theory be arbitrarily
large. Experiments show that the bias is minimal in practice for a large instance and seems
to be asymptotically null. However, it is higher for the optimal availability policy for which
the fluid aspect is emphasized. We investigated whether our estimator can solve or support
the optimization of the availability policy. Tests on simulation-based optimization methods
showed that a good starting point is crucial. We proved that our estimator is equivalent
to a widely used approximation for this problem. It is thus preferable to solve the latter
rather than use our simulation to converge locally. In particular, our estimator cannot take
into account the arrival stochasticity to improve the solution robustness. The equivalence
allows us to develop new methods to support the optimization, and we proposed two simple
approaches that significantly accelerate the solution of the tested instance. Our estimator is
promising because it is fast even for large instances and returns acceptable estimations.
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CHAPITRE 7 DISCUSSION GÉNÉRALE
Dans cette thèse, nous traitons le problème de gestion de la disponibilité (GD) au cours d’une
période de réservation où l’on considère plusieurs ressources et une demande modélisée avec
comportement d’achat. Nous avons introduit des concepts et mis au point des approches
qui permettent d’améliorer l’optimisation et la simulation de ce problème. Ces améliorations
touchent à la robustesse des contrôles de disponibilité retournés, au temps de résolution
de l’optimisation et de la simulation, à la taille des instances pouvant être résolues et à
la généralisation vis à vis des différentes modélisations du comportement d’achat. Les cinq
concepts principaux de ce doctorat sont les suivants :
— Contrôle de disponibilité par temps de fermeture produit.
— Résolution via des variables binaires représentant la hiérarchie de vente entre produits.
— Graphe orienté acyclique généralisant les différentes modélisations de comportement
d’achat.
— Méthode de raffinement de la demande pour une résolution itérative.
— Simulation à arrivées fluide pour la simulation en GD.
7.1 Synthèse des travaux
Au chapitre 4, nous avons présenté l’approximation Product Closing Program (PCP) du pro-
blème de gestion de la disponibilité sous comportement d’achat non-paramétrique grâce à
un contrôle de disponibilité par temps de fermeture de produit qui est un nouveau type de
contrôle pour le domaine de GD. Nous avons expliqué que le PCP n’est pas nécessairement
une borne supérieure pour la formulation exacte du problème dans le cas général. Mais que
pour le cas de non réouverture, il est équivalent à l’approximation Choice Determinitic Linear
Program (CDLP) qui est l’approximation de référence. Par héritage des caractéristiques du
CDLP, le PCP devient alors une borne supérieure pour la formulation exacte et est asymp-
totiquement optimale. Notre approximation prend tout son sens car la non réouverture est
souvent souhaitée en pratique. Le PCP étant non-linéaire, nous avons proposé une linéarisa-
tion en nombres entiers Product Closing Mixed Program (PCMP) qui se base sur des variables
binaires de hiérarchie de vente entre produits. Celles-ci permettent une modélisation concise
réduisant l’aspect combinatoire du modèle. Elles trouvent en outre une signification pratique
très utile. Ainsi, nous avons développé un modèle linéaire Product Closing Linear Program
(PCLP) du PCP lorsque la hiérarchie est fixée apriori. Il est facile en pratique de trouver une
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hiérarchie retournant un revenu proche de celui donné par celle optimale. Nous avons ainsi
choisi la hiérarchie qui ordonne les produits par prix croissant. Nous avons alors une solution
qui est de bonne qualité et qui est rapidement obtenu par un modèle complétement linéaire et
continue qu’est le PCLP. Celle-ci peut servir de solution initiale à la résolution du PCMP et
donc diminuer grandement son temps de résolution. Finalement on peut déduire des durées
d’offre à partir des temps de fermeture. Nous pouvons donc nous servir des contrôles retour-
nés par notre approche comme solution initiale au CDLP. Les résultats numériques, sur des
instances correspondant à des problèmes industriels, montrent que PCMP retourne beaucoup
plus rapidement une solution que le CDLP. Cette différence en temps de résolution se creuse
sur les instances de taille importante. Pour une instance de très grande taille représentant
une partie du réseau aérien de Delta Airline, PCMP se résout en moins d’une quinzaine de
seconds là où le CDLP nécessite en moyenne plus d’une heure. Les contrôles de disponibilité
retournés par notre approche génèrent un revenu espéré, obtenu par une simulation réaliste,
légèrement supérieur à la meilleure approximation existante. Le PCMP permet aussi lorsqu’il
est choisi comme solution initiale du CDLP, d’accélérer par trois la résolution de celui-ci. En-
fin, le PCLP est comme attendu l’approximation qui se résout le plus rapidement et a un
revenu espéré seulement 0.6% inférieur à celui du CDLP.
Au chapitre 5, nous avons généralisé l’approximation PCP précédente à n’importe quel com-
portement d’achat. Pour ce faire, nous avons montré que tout comportement d’achat peut
se mettre sous la forme de chemins d’achat formant un graphe orienté acyclique. Ce dernier
possède une structure non paramétrique qui permet d’étendre les idées du PCP. Nous avons
alors obtenu l’approximation non linéaire Buying Graph Program (BGP) qui partage les
mêmes caractéristiques que le PCP au niveau temps de fermeture et réouverture. Nous avons
montré que les résultats théoriques sur le PCP restent valides pour le BGP que ce soit pour
la borne supérieure de la formulation exacte ou pour l’optimalité asymptotique. Nous avons
linéarisé le BGP en Buying Graph Mixed Program (BGMP) en utilisant les mêmes variables
binaires de hiérarchie que précédemment. Pour une hiérarchie fixée, nous avons alors formulé
le modèle linéaire Buying Graph Linear Program (BGLP) qui donne le même résultat que
BGMP lorsque la hiérarchie optimale est utilisée. Les résultats numériques sur des instances
de la littérature montrent que notre approximation performe au moins aussi bien que celles
traditionnelles. Ces instances restent relativement de petite et moyenne taille. Par rapport au
comportement non paramétrique, la modélisation paramétrique peut faire exploser la taille
du graphe de demande si le nombre de produit par segment augmente ou si l’instance est
de taille importante. Pour pallier à cela, nous avons développé une méthode de résolution
qui permet de résoudre le BGMP itérativement. Cette méthode ajoute progressivement des
chemins d’achat dans le but de raffiner petit à petit la modélisation de la demande. Nous
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avons proposé plusieurs stratégies d’ajout de chemins d’achat successifs. Le but étant de
capturer les principales tendances et logiques de cette demande le plus rapidement possible.
Les résultats sur les instances de grande taille montrent l’excellente performance de notre
méthode itérative de résolution qui permet à BGMP de converger vers une bonne solution
beaucoup plus rapidement que les approches existantes par génération de colonnes. Cette
bonne solution est souvent obtenue après des heures de convergence pour les approximations
traditionnelles alors que notre approche l’atteint en quelques minutes. De plus ces expériences
montrent que notre approche retourne très rapidement une solution très proche de l’optimale
et donc que la plus grosse partie de la convergence est déjà effectuée.
Au chapitre 6 nous avons introduit un nouvel estimateur Fluid Arrivals Simulation (FAS)
basé sur le concept d’arrivées fluides. Nous avons montré, qu’en agrégeant les différentes arri-
vées par segment, le FAS retourne un revenu espéré uniquement en une évaluation et est donc
invariant contrairement au modèle traditionnel d’arrivées discrètes Discrete Arrivals Simula-
tion (DAS). Cependant, ce revenu présente un biais pouvant être en théorie arbitrairement
grand alors que l’estimateur DAS est non biaisé. Nous avons alors expliqué que ce biais est
lié à des aspects discrets qui ont une influence minime sur les instances que l’on retrouve en
pratique. Des expériences numériques sur des instances de grandes tailles témoignent de la
nette supériorité de notre estimateur en termes de temps de calcul ainsi que d’un faible biais
comme attendu. Ce gain important de vitesse d’estimation est primordial pour de nombreuses
applications où il faut retourner rapidement un estimé du revenu à espérer : optimisation ba-
sée sur la simulation, validation de prédiction de la demande et approches "what if" par
exemple. Nous avons aussi montré que le revenu estimé par le FAS est équivalent à la plupart
des approximations d’optimisation en gestion de disponibilité. Notre estimateur peut alors
être utilisé pour appuyer ces optimiseurs et accélérer leur résolution.
7.2 Limites des solutions proposées et améliorations futures
L’approximation PCMP est parfaitement adaptée à la demande non paramétrique. Les dif-
férentes techniques et modélisations développées ont permis d’atteindre une résolution très
rapide même pour des instances de taille importante. Le modèle PCLP est encore plus ef-
ficace lorsque la taille des instances augmente davantage car il ne souffre pas des multiples
contraintes modélisant la hiérarchie entre la fermeture des produits et est un modèle conti-
nue. Ce dernier peut retourner un contrôle de disponibilité qui génère un revenu proche de
celui de la solution optimale du PCMP si la hiérarchie est bien choisie. Cette approche peut
être une solution à la résolution des plus grosses instances. La recherche de la hiérarchie
optimale peut être sujet à de nombreux développements ou heuristiques. Dans ce doctorat
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nous prenons la simple heuristique de classer les produits par ordre croissant de revenu. Dans
ce cas-ci, nous ne considérons pas le nombre de ressources utilisées ou la demande pour cha-
cun des produits. Une heuristique plus fine pourrait donc facilement être développée. Les
pistes que nous pourrions aussi explorer sont des algorithmes génétiques et des méthodes
d’apprentissage par renforcement.
La résolution itérative du modèle de BGMP assure une convergence très rapide vers une
solution correspondant seulement à une partie du comportement de la demande. Les straté-
gies d’ajout de chemins d’achats proposées permettent un raffinement de cette demande au
fur et à mesure des ajouts de choix. Pour les premières itérations, les solutions retournées
présentent alors un très bon revenu idéal mais le revenu espéré correspondant est mauvais.
En effet, les choix omis au début dans l’optimisation se révèlent avoir en fait une grande
influence lorsque la demande complète est considérée comme c’est le cas dans la simulation.
Ceci est alors corrigé au fur et à mesure que l’arbre se construit mais reste trompeur sur la
qualité réelle du revenu idéal à chaque itération de résolution. Nous pourrions alors repenser
la modélisation et/ou la stratégie d’ajout de façon à restreindre immédiatement ou progressi-
vement l’influence de la partie de demande qui n’est pas encore ajoutée. Il s’agit par exemple
d’ajouter uniquement les chemins d’achats qui sont susceptibles de changer la solution ac-
tuelle. On pourrait aussi penser ajouter des contraintes rendant compte de l’impact des choix
qu’il reste à rajouter.
Nous avons introduit l’estimateur FAS pour la simulation. Cet estimateur a la propriété de
retourner un revenu espéré égal au revenu idéal des principales approximations statiques pour
l’optimisation de la gestion de la disponibilité. De nombreux travaux peuvent alors être menés
pour se servir de cet estimateur comme support à l’optimisation. Nous aurions par exemple
voulu tester le FAS pour déterminer le vrai revenu idéal du BGMP lors de la méthode
itérative. Nous aurions pu aussi étudier plus en détail cet estimateur pour déterminer le
gradient correspondant et ainsi élaborer une méthode d’optimisation basée sur la simulation
propre a cet estimateur. La contrepartie du temps d’évaluation pour le FAS est le biais qu’il
peut engendrer. On observe que celui-ci est en pratique très faible mais il faudrait pouvoir
le quantifier au préalable pour chaque instance. Une étude d’analyse permettrait sûrement
d’établir des bornes sur ce biais.
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CHAPITRE 8 CONCLUSION ET RECOMMENDATIONS
En conclusion, cette thèse se bâtie autour de cinq nouveaux concepts. Le premier est un
nouveau contrôle de disponibilité par temps de fermeture de vente de produits au cours de la
période de réservation. Celui-ci est plus adapté à des modélisations de comportement d’achat
non paramétrique par rapport à ceux traditionnels par durée d’offres. Le deuxième est l’in-
tégration de variables binaires de hiérarchie de fermeture entre produit. Celles-ci ont un réel
sens pratique et permettent de développer plus facilement des heuristiques pour accélérer la
résolution de nos modèles. Le troisième est la généralisation des comportements d’achat à
un graphe orienté acyclique. Celui-ci a une structure non paramétrique même si la modélisa-
tion initiale est paramétrique. Les approches développées pour le non paramétrique peuvent
alors s’appliquer à n’importe quelle modélisation du comportement d’achat. Le quatrième
est la méthode de résolution itérative construisant progressivement le graphe de demande
précédent. Cette méthode permet de converger beaucoup plus rapidement que les approches
de génération de colonnes traditionnelles vers une solution proche de l’optimalité grâce à un
raffinement progressif de la demande. Enfin le cinquième est la simulation par arrivées fluides
plutôt que discrètes comme usuellement en gestion de disponibilité. Ce type de simulation
évalue beaucoup plus rapidement une approximation du revenu à espérer. Le biais engendré
est minime en pratique. Ces cinq concepts ont permis d’établir de nouveaux modèles et mé-
thodes qui améliorent grandement la recherche du contrôle optimal et l’évaluation de celui-ci
pour le problème de gestion de la disponibilité. Nous obtenons alors des meilleurs temps de
d’optimisation et d’évaluation, des solutions plus robustes, des gains en revenu à espérer et
la possibilité de résoudre des instances encore plus importantes en taille. L’industrie devant
résoudre ce problème dans une fenêtre de temps allouée et pour des revenus en jeux élevés,
nos approches promettent d’excellentes retombées pratiques et financières.
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ANNEXE A ARTICLE 1 E-COMPANION
A.1 Instances
Tableau A.1 Instances characteristics. 1 five cities. We use the preference list (PL) choice
behavior as presented in the article.
Parallel flights Bus-line Airline1
Number of resources 3 6 115
Number of journeys 3 2 115
Number of Markets 1 6 20
Number of products 6 24 1591
Number of segments 4 18 438
Choice behaviors PL PL PL
Largest consideration set 6 4 10
Smallest consideration set 2 4 1
Average consideration set 4.00 4.00 7.93




Tableau A.2 Parallel flights results
Approx > CDLP SDCP PCMP
Policy > OP PB OD PB OD PC PB OD
0
.6
CPUa 0.23 0.05 0.03
CPUp 0.00 0.00 4.27 0.00 4.16 0.02 0.00 4.14
CPU 0.23 0.23 4.50 0.05 4.21 0.05 0.03 4.17
R 23943.4 23943.4 23943.4
E[R] 23918.6±0.28% 22995.2±0.18% 23925.5±0.28% 22997.4±0.17% 23915.8±0.28% 23887.8±0.28% 23003.3±0.17% 23904.1±0.28%
∆E[R] – -3.86 0.03 -3.85 -0.01 -0.13 -3.83 -0.06
CF 0.5321 0.5321 0.5321
E[CF] 0.5315±0.28% 0.5110±0.18% 0.5317±0.28% 0.5111±0.17% 0.5315±0.28% 0.5308±0.28% 0.5112±0.17% 0.5312±0.28%
∆E[CF] – -3.86 0.03 -3.85 -0.01 -0.13 -3.83 -0.06
0.
8
CPUa 0.03 0.03 0.03
CPUp 0.00 0.00 6.27 0.00 6.52 0.00 0.00 6.68
CPU 0.03 0.03 6.30 0.03 6.55 0.03 0.03 6.71
R 31539.6 31539.6 31539.6
E[R] 31206.1±0.23% 30780.4±0.15% 31378.3±0.22% 30721.4±0.14% 31393.1±0.21% 30418.9±0.15% 30686.9±0.14% 31424.4±0.22%
∆E[R] -1.36 0.55 -1.55 0.60 -2.52 -1.66 0.70
CF 0.7009 0.7009 0.7009
E[CF] 0.6935±0.23% 0.6840±0.15% 0.6973±0.22% 0.6827±0.14% 0.6976±0.21% 0.6760±0.15% 0.6819±0.14% 0.6983±0.22%
∆E[CF] – -1.36 0.55 -1.55 0.60 -2.52 -1.66 0.70
1.
0
CPUa 0.55 0.03 0.02
CPUp 0.00 0.00 8.55 0.00 8.57 0.00 0.00 8.85
CPU 0.55 0.55 9.10 0.03 8.60 0.02 0.02 8.87
R 37924.5 37924.5 37924.5
E[R] 37080.4±0.17% 37096.5±0.11% 37928.9±0.20% 37142.2±0.12% 37873.3±0.19% 37793.1±0.21% 37185.9±0.12% 37903.3±0.20%
∆E[R] – 0.04 2.29 0.17 2.14 1.92 0.28 2.22
CF 0.84 0.84 0.84
E[CF] 0.8240±0.17% 0.8244±0.11% 0.8429±0.20% 0.8254±0.12% 0.8416±0.19% 0.8398±0.21% 0.8264±0.12% 0.8423±0.20%
∆E[CF] – 0.04 2.29 0.17 2.14 1.92 0.28 2.22
1.
2
CPUa 0.27 0.2 0.02
CPUp 0.00 0.00 10.68 0.00 10.76 0.00 0.00 10.78
CPU 0.27 0.27 10.95 0.02 10.78 0.02 0.02 10.80
R 44309.4 44309.4 44309.4
E[R] 43237.7±0.14% 43393.9±0.11% 43589.7±0.13% 43428.0±0.11% 43691.4±0.12% 43416.0±0.14% 43393.4±0.11% 43542.9±0.13%
∆E[R] – 0.36 0.81 0.44 1.05 0.41 0.36 0.71
CF 0.9847 0.9847 0.9847
E[CF] 0.9608±0.14% 0.9643±0.11% 0.9687±0.13% 0.9651±0.11% 0.9709±0.12% 0.9648±0.14% 0.9643±0.11% 0.9676±0.13%
∆E[CF] – 0.36 0.81 0.44 1.05 0.41 0.36 0.71
1.
4
CPUa 0.03 0.02 0.04
CPUp 0.00 0.00 12.82 0.00 13.09 0.00 0.00 13.09
CPU 0.03 0.03 12.85 0.02 13.11 0.04 0.04 13.13
R 45000.0 45000.0 45000.0
E[R] 43481.3±0.11% 44990.5±0.01% 44930.0±0.02% 44987.4±0.01% 44942.2±0.01% 43837.1±0.11% 44991.4±0.01% 44990.7±0.01%
∆E[R] – 3.47 3.33 3.46 3.36 0.82 3.47 3.47
CF 1.0000 1.0000 1.0000
E[CF] 0.9663±0.11% 0.9998±0.01% 0.9984±0.02% 0.9997±0.01% 0.9987±0.01% 0.9742±0.11% 0.9998±0.01% 0.9998±0.01%
∆E[CF] – 3.47 3.33 3.46 3.36 0.82 3.47 3.47
CPU 0.22 0.22 8.74 0.03 8.65 0.03 0.03 8.74
∆E[R] – -0.27 1.40 -0.27 1.43 0.10 -0.28 1.41
∆E[CF] – -0.27 1.40 -0.27 1.43 0.10 -0.28 1.41
Each approximation is solved in CPUa seconds and return an optimal revenue R
corresponding to a capacity factor CF. We then transform this solution to policy(ies). This
transformation takes CPUp seconds and is then simulated in a discrete arrivals simulation
with 3000 evaluations to obtain an expected revenue E[R] and expected capacity factor
E[CF] for a 95% confidence interval. The total running time is CPU and we calculate




Tableau A.3 Bus-line results
Approx > CDLP SDCP PCMP
Policy > OP PB OD PB OD PC PB OD
0
.6
CPUa 0.89 0.08 0.05
CPUp 0.00 0.00 638.12 0.00 701.34 0.00 0.00 565.74
CPU 0.89 0.89 639.01 0.08 701.42 0.05 0.05 565.79
R 13151.6 13151.6 13151.6
E[R] 12412.6±0.40% 12039.5±0.43% 12451.6±0.41% 12024.8±0.43% 12460.0±0.38% 12467.8±0.44% 12004.2±0.41% 12442.9±0.39%
∆E[R] – -3.01 0.31 -3.12 0.38 0.44 -3.29 0.24
CF 0.8723 0.8723 0.8723
E[CF] 0.8182±0.41% 0.8010±0.43% 0.8304±0.42% 0.7991±0.44% 0.8303±0.39% 0.8183±0.43% 0.7978±0.42% 0.8336±0.39%
∆E[CF] – -2.11 1.48 -2.34 1.47 0.01 -2.49 1.87
0.
8
CPUa 1.16 0.09 0.06
CPUp 0.00 0.00 935.28 0.00 993.93 0.00 0.00 857.53
CPU 1.16 1.16 936.45 0.09 994.02 0.06 0.06 857.59
R 15982.4 15982.4 15982.4
E[R] 14908.6±0.39% 14667.6±0.35% 15052.2±0.33% 14678.0±0.34% 15074.7±0.33% 14958.0±0.39% 14654.8±0.34% 15037.9±0.34%
∆E[R] – -1.62 0.96 -1.55 1.11 0.33 -1.70 0.87
CF 0.9330 0.9330 0.9330
E[CF] 0.8713±0.40% 0.8635±0.33% 0.8945±0.34% 0.8637±0.33% 0.8966±0.33% 0.8756±0.39% 0.8624±0.32% 0.8928±0.34%
∆E[CF] – -0.90 2.66 -0.86 2.91 0.50 -1.02 2.48
1.
0
CPUa 0.74 0.08 0.05
CPUp 0.00 0.00 793.64 0.00 811.28 0.00 0.00 795.50
CPU 0.74 0.74 794.38 0.08 811.36 0.05 0.05 795.55
R 17896.3 17896.3 17896.3
E[R] 16496.3±0.36% 16527.6±0.32% 16971.4±0.31% 16542.7±0.32% 16964.7±0.31% 16736.3±0.37% 16491.7±0.33% 16979.2±0.31%
∆E[R] – 0.19 2.88 0.28 2.84 1.45 -0.03 2.92
CF 0.9385 0.9385 0.9385
E[CF] 0.8622±0.38% 0.8668±0.34% 0.9028±0.33% 0.8683±0.34% 0.9035±0.32% 0.8738±0.39% 0.8662±0.34% 0.9040±0.31%
∆E[CF] – 0.53 4.71 0.71 4.79 1.35 0.46 4.85
1.
2
CPUa 0.89 0.09 0.05
CPUp 0.00 0.00 1007.49 0.00 882.58 0.00 0.00 866.62
CPU 0.89 0.89 1008.38 0.09 882.67 0.05 0.05 866.67
R 19049.7 19049.7 19049.7
E[R] 17515.7±0.35% 17882.5±0.31% 18119.9±0.24% 17879.3±0.30% 18185.9±0.23% 17746.6±0.37% 17853.8±0.29% 18096.7±0.24%
∆E[R] – 2.09 3.45 2.08 3.83 1.32 1.93 3.32
CF 0.9838 0.9838 0.9838
E[CF] 0.9012±0.37% 0.9205±0.32% 0.9388±0.25% 0.9206±0.32% 0.9405±0.24% 0.9089±0.37% 0.9190±0.31% 0.9376±0.25%
∆E[CF] – 2.14 4.18 2.16 4.37 0.85 1.98 4.04
1
.4
CPUa 0.95 0.10 0.03
CPUp 0.00 0.00 1318.78 0.00 1038.65 0.00 0.00 992.59
CPU 0.95 0.95 1319.33 0.10 1038.75 0.03 0.03 992.62
R 19988.7 19988.7 19988.7
E[R] 18179.3±0.35% 18848.0±0.28% 19113.9±0.25% 18857.8±0.29% 19132.5±0.25% 18581.8±0.35% 18838.9±0.28% 19103.7±0.26%
∆E[R] – 3.68 5.14 3.73 5.24 2.21 3.63 5.08
CF 1.0000 1.0000 1.0000
E[CF] 0.9046±0.35% 0.9373±0.30% 0.9508±0.25% 0.9381±0.30% 0.9518±0.25% 0.9202±0.33% 0.9371±0.29% 0.9489±0.25%
∆E[CF] – 3.61 5.11 3.71 5.22 1.73 3.60 4.90
CPU 0.92 0.92 939.51 0.09 885.64 0.05 0.05 5.52
∆E[R] – 0.27 2.55 0.28 2.68 1.15 0.11 2.49
∆E[CF] – 0.65 3.63 0.68 3.77 0.89 0.51 3.63
Each approximation is solved in CPUa seconds and return an optimal revenue R
corresponding to a capacity factor CF. We then transform this solution to policy(ies). This
transformation takes CPUp seconds and is then simulated in a discrete arrivals simulation
with 1000 evaluations to obtain an expected revenue E[R] and expected capacity factor
E[CF] for a 95% confidence interval. The total running time is CPU and we calculate




Tableau A.4 Bus-line results
Approx > CDLP PCMP CDPC PCLP
Policy > OP PB PC PB OP PB PC PB
0.
6
CPUa 5054.15 5.84 1652.13 3.84
CPUp 0.02 0.59 0.00 0.02 0.00 0.64 0.02 0.00
CPU 5054.17 5054.74 5.84 5.86 1652.13 1652.87 3.86 3.84
R 1322319.0 1321425.5 1322319.0 1308717.1
∆R – -0.07 0.00 -1.03
E[R] 1286871.1±0.07% 1255551.9±0.06% 1290783.2±0.08% 1255436.7±0.06% 1286643.2±0.07% 1255663.2±0.06% 1277509.3±0.07% 1244115.3±0.06%
∆E[R] – -2.43 0.30 -2.44 -0.02 -2.43 -0.73 -3.32
CF 0.7160 0.7188 0.7160 0.7074
∆CF – 0.40 0.00 -1.20
E[CF] 0.6938±0.07% 0.6794±0.06% 0.6996±0.08% 0.6822±0.07% 0.6937±0.07% 0.6796±0.06% 0.6879±0.08% 0.6721±0.06%
∆E[CF] – -2.08 0.84 -1.67 -0.01 -2.05 -0.85 -3.13
0.
8
CPUa 6212.82 8.26 2601.44 4.43
CPUp 0.02 0.77 0.00 0.00 0.01 0.82 0.00 0.00
CPU 6212.84 6213.59 8.26 8.26 2601.45 2601.26 4.43 4.43
R 1579027.6 1577056.3 1579027.6 1562902.7
∆R – -0.12 0.00 -1.02
E[R] 1531298.4±0.06% 1506554.9±0.05% 1536923.4±0.06% 1509048.0±0.05% 1531943.5±0.06% 1506015.7±0.05% 1522267.3±0.06% 1496016.3±0.05%
∆E[R] – -1.62 0.37 -1.45 0.04 -1.65 -0.59 -2.30
CF 0.8137 0.8134 0.8137 0.8089
∆CF – -0.03 0.00 -0.59
E[CF] 0.7865±0.06% 0.7767±0.05% 0.7913±0.07% 0.7781±0.06% 0.7867±0.06% 0.7764±0.05% 0.7860±0.06% 0.7740±0.06%
∆E[CF] -1.24 0.61 -1.06 0.03 -1.28 -0.06 -1.54
1
.0
CPUa 5095.71 12.55 1583.37 5.37
CPUp 0.01 0.87 0.00 0.02 0.01 0.82 0.00 0.00
CPU 5095.71 5095.71 12.55 12.57 1583.38 1583.19 5.37 5.37
R 1771433.6 1767263.0 1771433.6 1753343.1
∆R – -0.24 0.00 -1.02
E[R] 1714632.3±0.06% 1698282.4±0.05% 1718954.8±0.05% 1701311.1±0.05% 1716095.7±0.06% 1697962.3±0.05% 1704528.5±0.05% 1687988.5±0.05%
∆E[R] – -0.95 0.25 -0.78 0.09 -0.97 -0.59 -1.55
CF 0.8735 0.8707 0.8735 0.8635
∆CF – -0.32 0.00 -1.15
E[CF] 0.8423±0.06% 0.8383±0.05% 0.8461±0.06% 0.8387±0.05% 0.8431±0.06 0.8381±0.05% 0.8384±0.06% 0.8314±0.05%
∆E[CF] – -0.47 0.45 -0.44 0.09 -0.49 -0.46 -1.29
1
.2
CPUa 4648.74 7.95 1692.23 4.99
CPUp 0.00 0.87 0.00 0.00 0.01 0.77 0.00 0.00
CPU 4648.74 4649.62 7.95 7.95 1692.24 1693.00 4.99 4.99
R 1925482.6 1921674.5 1925482.6 1908515.6
∆R – -0.20 0.00 -0.88
E[R] 1862206.9±0.05% 1851161.2±0.04% 1868049.6±0.05% 1858369.4±0.04% 1863181.2±0.1% 1855135.9±0.0% 1853486.0±0.05% 1844254.3±0.05%
∆E[R] – -0.59 0.31 -0.21 0.05 -0.38 -0.47 -0.96
CF 0.9028 0.9003 0.9028 0.8935
∆CF – -0.28 0.00 -1.03
E[CF] 0.8700±0.06% 0.8687±0.05% 0.8753±0.05% 0.8711±0.04% 0.8701±0.05% 0.8685±0.05% 0.8676±0.05% 0.8638±0.05%
∆E[CF] – -0.14 0.61 0.12 0.01 -0.17 -0.27 -0.71
1
.4
CPUa 6651.45 9.05 1800.12 5.52
CPUp 0.00 0.73 0.00 0.00 0.02 0.74 0.00 0.00
CPU 6651.45 6652.18 9.05 9.05 1800.14 1800.86 5.52 5.52
R 2058818.3 2054818.4 2058818.3 2038291.7
∆R – -0.19 0.00 -1.00
E[R] 1991666.0±0.06% 1985537.7±0.04% 1996495.9±0.05% 1992704.9±0.04% 1992172.5±0.06% 1985049.3±0.05% 1979836.8±0.05% 1977170.6±0.04%
∆E[R] – -0.31 0.24 0.05 0.03 -0.33 -0.59 -0.73
CF 0.9268 0.9231 0.9268 0.9157
∆CF – -0.40 0.00 -1.20
E[CF] 0.8932±0.06% 0.8932±0.05% 0.8968±0.05% 0.8952±0.04% 0.8936±0.06% 0.8930±0.06% 0.8890±0.05% 0.8882±0.04%
∆E[CF] – -0.00 0.41 0.22 0.04 -0.02 -0.47 -0.56
CPU 5532.58 5533.17 8.73 8.74 1865.87 1866.10 4.83 4.83
∆E[R] – -1.18 0.29 -0.97 0.04 -1.15 -0.59 -1.72
∆E[CF] – -0.78 0.58 -0.57 0.03 -0.80 -0.42 -1.44
Each approximation is solved in CPUa seconds and return an optimal revenue R
corresponding to a capacity factor CF. We then transform this solution to policy(ies). This
transformation takes CPUp seconds and is then simulated in a discrete arrivals simulation
with 500 evaluations to obtain an expected revenue E[R] and expected capacity factor
E[CF] for a 95% confidence interval. The total running time is CPU and we calculate
∆E[CF] and ∆E[R] the capacity factor and expected revenue relative difference with
respect to CDLP-OP.
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ANNEXE B ARTICLE 2 E-COMPANION
B.1 Parallel flights
Instance is completely described at https ://thibaultbarbier.com.
Tableau B.1 Approximations results for the Parallel flights instance.
CPUa R CF
LF w∅ CDLP MBGP CDBG LBGP CDLP MBGP CDBG LBGP CDLP MBGP CDBG LBGP
0.8
0.01 0.25 0.14 0.08 0.04 35251.4 35251.4 35251.4 35251.4 0.78 0.78 0.78 0.78
0.05 0.00 0.03 0.05 0.03 32538.5 32538.5 32538.5 32538.5 0.72 0.72 0.72 0.72
0.1 0.02 0.08 0.06 0.02 29691.5 29691.5 29691.5 29691.5 0.66 0.66 0.66 0.66
1.0
0.01 0.49 0.10 0.19 0.02 43878.3 43523.9 43878.3 40642.4 0.98 0.97 0.98 0.90
0.05 0.25 0.10 0.08 0.02 40671.2 40643.1 40671.2 40643.1 0.90 0.90 0.90 0.90
0.1 0.00 0.02 0.03 0.02 37114.4 37114.4 37114.4 37114.4 0.82 0.82 0.82 0.82
1.2
0.01 0.00 0.10 0.11 0.03 45000.0 45000.0 45000.0 40642.4 1.00 1.00 1.00 0.90
0.05 0.02 0.09 0.17 0.02 45000.0 45000.0 45000.0 40643.1 1.00 1.00 1.00 0.90
0.1 0.16 0.03 0.15 0.03 43713.1 43713.1 43713.1 40642.4 1.00 1.00 1.00 0.90
Average 0.13 0.08 0.10 0.02 39206.5 39164.0 39206.5 37534.4 0.87 0.87 0.87 0.83
Tableau B.2 Approximation-policy results for the Parallel flights instance.
CDLP MBGP CDBG LBGP





U 0.01 0.00 0.00 9.39 0.00 0.00 10.37 0.00 0.00 10.83 0.00 0.00 10.78
0.05 0.00 0.00 10.84 0.00 0.00 11.08 0.00 0.00 10.81 0.00 0.00 10.89
0.1 0.00 0.00 10.88 0.00 0.00 11.70 0.00 0.00 11.61 0.00 0.00 11.90
E
[R
] 0.01 35267.9±0.29 34216.4±0.17 35165.8±0.29 35292.9±0.29 34240.2±0.18 35270.9±0.29 35220.5±0.28 34194.8±0.18 35316.2±0.28 35228.9±0.28 34219.5±0.18 35273.0±0.29
0.05 32538.2±0.30 31519.9±0.19 32479.3±0.30 32573.1±0.30 31616.7±0.19 32525.9±0.30 32522.7±0.29 31514.5±0.19 32495.7±0.30 32510.9±0.30 31555.9±0.19 32510.1±0.30




] 0.01 0.78±0.29 0.76±0.17 0.78±0.29 0.78±0.29 0.76±0.18 0.78±0.29 0.78±0.28 0.76±0.18 0.78±0.28 0.78±0.28 0.76±0.18 0.78±0.29
0.05 0.72±0.30 0.70±0.19 0.72±0.30 0.72±0.30 0.70±0.19 0.72±0.30 0.72±0.29 0.70±0.19 0.72±0.30 0.72±0.30 0.70±0.19 0.72±0.30





U 0.01 0.00 0.00 15.87 0.00 0.00 15.57 0.02 0.00 15.69 0.00 0.00 15.04
0.05 0.00 0.00 14.20 0.00 0.00 14.18 0.00 0.00 14.30 0.00 0.00 14.17
0.1 0.00 0.00 14.35 0.00 0.02 14.40 0.00 0.00 14.64 0.00 0.00 14.84
E
[R
] 0.01 42764.6±0.17 42729.5±0.14 43019.5±0.18 42623.8±0.19 42585.7±0.14 42710.8±0.21 42705.5±0.18 42729.2±0.15 42979.5±0.18 40302.3±0.24 40659.8±0.07 42886.5±0.19
0.05 40359.1±0.24 39533.3±0.15 40339.7±0.24 40389.1±0.24 39469.2±0.17 40445.3±0.26 40332.8±0.24 39478.5±0.16 40360.0±0.24 40320.3±0.23 39485.8±0.16 39534.1±0.26




] 0.01 0.95±0.17 0.95±0.14 0.96±0.18 0.95±0.19 0.95±0.14 0.95±0.21 0.95±0.18 0.95±0.15 0.96±0.18 0.90±0.24 0.90±0.07 0.95±0.19
0.05 0.90±0.24 0.88±0.15 0.90±0.24 0.90±0.24 0.88±0.17 0.88±0.26 0.90±0.24 0.88±0.16 0.90±0.24 0.90±0.23 0.88±0.16 0.88±0.26





U 0.01 0.00 0.00 18.72 0.00 0.00 18.77 0.00 0.00 18.43 0.00 0.00 19.20
0.05 0.00 0.00 18.08 0.00 0.00 17.66 0.00 0.00 17.57 0.00 0.00 17.88
0.1 0.00 0.00 17.57 0.00 0.00 17.48 0.00 0.00 17.47 0.00 0.00 17.58
E
[R
] 0.01 43231.8±0.15 44964.8±0.02 44734.0±0.35 44533.6±0.15 44814.0±0.02 44059.0±0.35 43540.7±0.15 44963.3±0.02 44454.6±0.33 40382.3±0.24 41000.0±0.00 44767.4±0.02
0.05 43337.0±0.16 44571.2±0.08 44964.8±0.35 43439.8±0.15 44601.5±0.07 44902.6±0.35 43364.3±0.16 44610.5±0.07 44880.2±0.34 40322.8±0.24 40838.2±0.01 43954.0±0.13




] 0.01 0.96±0.15 1.00±0.02 0.79±0.35 0.97±0.15 1.00±0.02 0.80±0.35 0.97±0.15 1.00±0.02 0.83±0.33 0.90±0.24 0.91±0.00 0.99±0.02
0.05 0.96±0.16 0.99±0.08 0.80±0.35 0.97±0.15 0.99±0.07 0.80±0.35 0.96±0.16 0.99±0.07 0.80±0.34 0.90±0.24 0.91±0.01 0.98±0.13
0.1 0.96±0.16 0.97±0.14 0.96±0.17 0.96±0.16 0.97±0.14 0.96±0.17 0.96±0.16 0.97±0.15 0.96±0.17 0.89±0.24 0.91±0.06 0.93±0.24
B.2 Bus-line
Instance is completely described at https ://thibaultbarbier.com.
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Figure B.1 Time needed to build the OD policy for the Bus-line (LF = 1, w∅ = 1%).
Tableau B.3 Approximations results for the Bus-line instance.
CPU R CF
LF w%∅ CDLP MBGP CDBG LBGP CDLP MBGP CDBG LBGP CDLP MBGP CDBG LBGP
0.8
1 65.18 94.57 44.30 1.97 69341.8 69451.9 69434.9 64807.1 0.71 0.71 0.71 0.64
5 6.77 3.83 10.21 2.09 64327.8 64413.5 64413.5 63393.6 0.66 0.66 0.66 0.64
10 7.71 1.38 6.56 1.43 59694.6 59915.7 59915.7 59915.7 0.62 0.62 0.62 0.62
1.0
1 35.47 2564.61 271.54 1.83 78791.7 78751.0 78776.3 72669.7 0.82 0.82 0.82 0.72
5 6.93 10.86 13.06 1.78 74052.8 74197.5 74134.5 68833.3 0.78 0.78 0.78 0.69
10 7.90 1.53 7.85 1.86 69980.1 70093.5 70093.7 70093.5 0.75 0.75 0.75 0.75
1.2
0.01 8.82 11424.58 5020.03 12.57 85072.0 85000.5 85066.8 78971.7 0.88 0.88 0.88 0.78
0.05 11.41 367.27 72.37 2.41 81266.3 81331.3 81303.0 75187.0 0.85 0.85 0.85 0.75
0.1 5.83 9.78 5.89 2.25 76874.8 77023.6 76950.6 71456.7 0.82 0.82 0.82 0.73
Average 17.33 1608.71 605.76 3.13 73266.9 73353.2 73343.2 69480.9 0.76 0.76 0.76 0.70
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∅ CDLP MBGP CDBG LBGP





U 1 0.02 0.02 0.00 0.02 0.00 0.00 0.00 0.02
5 0.00 0.02 0.00 0.02 0.00 0.02 0.00 0.02
10 0.00 0.02 0.00 0.00 0.00 0.02 0.00 0.00
E
[R
] 1 66510.5±0.17 64268.2±0.14 66653.4±0.17 62462.2±0.13 66648.6±0.18 64165.5±0.14 62671.4±0.19 60481.3±0.14
5 62074.4±0.19 60318.9±0.15 62229.7±0.19 58995.4±0.15 62133.9±0.19 60043.3±0.15 61214.5±0.20 58713.5±0.15




] 1 0.68±0.19 0.66±0.16 0.68±0.19 0.66±0.16 0.68±0.20 0.65±0.15 0.62±0.21 0.63±0.16
5 0.64±0.22 0.62±0.18 0.64±0.22 0.62±0.17 0.64±0.23 0.61±0.18 0.62±0.23 0.61±0.17





U 1 0.00 0.02 0.00 0.00 0.00 0.02 0.00 0.00
5 0.00 0.02 0.00 0.02 0.02 0.02 0.00 0.02
10 0.00 0.02 0.00 0.00 0.00 0.03 0.00 0.00
E
[R
] 1 74183.4±0.14 73507.4±0.11 73955.0±0.14 71476.1±0.11 74103.8±0.14 73432.4±0.12 69579.3±0.16 67398.2±0.11
5 70299.7±0.15 69146.7±0.12 70689.1±0.15 68454.4±0.12 70591.1±0.16 69455.4±0.12 65923.3±0.16 63659.0±0.12




] 1 0.77±0.15 0.76±0.13 0.76±0.15 0.76±0.13 0.76±0.15 0.76±0.14 0.69±0.17 0.70±0.12
5 0.74±0.17 0.73±0.14 0.74±0.17 0.73±0.14 0.74±0.17 0.73±0.14 0.66±0.18 0.66±0.13





U 1 0.00 0.02 0.01 0.01 0.00 0.02 0.00 0.00
5 0.00 0.02 0.00 0.01 0.00 0.02 0.00 0.00
10 0.00 0.03 0.00 0.00 0.00 0.02 0.00 0.00
E
[R
] 1 79578.9±0.13 79521.4±0.10 79344.8±0.13 77703.3±0.10 79218.7±0.13 79544.3±0.10 74905.6±0.14 74627.3±0.10
5 76215.1±0.13 76094.6±0.11 76457.2±0.13 73416.0±0.11 76433.2±0.13 75872.9±0.11 71651.2±0.16 69968.9±0.11




] 1 0.82±0.13 0.82±0.12 0.81±0.14 0.82±0.11 0.81±0.14 0.82±0.11 0.74±0.16 0.75±0.11
5 0.80±0.14 0.80±0.12 0.80±0.14 0.79±0.12 0.80±0.14 0.79±0.13 0.71±0.17 0.72±0.12
10 0.78±0.15 0.77±0.13 0.77±0.15 0.77±0.13 0.78±0.15 0.77±0.13 0.69±17 0.70±0.12
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B.3 Airline
Instance is completely described at http ://thibaultbarbier.com.
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ANNEXE C ARTICLE 3 APPENDIX
All instances are completely described at https ://thibaultbarbier.com.
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