Abstract. In this paper, the development and implementation of highly parallelizable domain decomposition solvers for adaptive hp finite element methods is discussed. Two-level orthogonalization is used to obtain a reduced system which is preconditioned by a coarse grid operator. The condition number of the preconditioned system, for Poisson problems in two space dimensions, is proved to be bounded by C(1 + log Hp/h) 2 (1 + log p) 2 and Cp(1 + log Hp/h) 2 (1 + log p) 2 for different choices of coarse grid operators, where H is the subdomain size, p is the maximum spectral order, h is the size of the smallest element in the subdomain, and C is a constant independent of the mesh parameters. The work here extends the work of Bramble et al. [Math Comp., 47 (1986) 1. Introduction. Adaptive hp finite elements, in which the spectral order and element size are independently varied over the whole domain, are capable of delivering solution accuracies far superior to classical h-or p-version finite element methods for a given discretization size. Several researchers [2, 7, 18] have, in fact, shown that the reduction in discretization error with respect to number of unknowns can be exponential for general classes of elliptic boundary value problems, as opposed to the asymptotic algebraic rates observed for h-or p-version finite element methods. Together with multiprocessor computing, these methods thus offer the possibility of orders-of-magnitude improvement in computing efficiency over existing finite element models.
1. Introduction. Adaptive hp finite elements, in which the spectral order and element size are independently varied over the whole domain, are capable of delivering solution accuracies far superior to classical h-or p-version finite element methods for a given discretization size. Several researchers [2, 7, 18] have, in fact, shown that the reduction in discretization error with respect to number of unknowns can be exponential for general classes of elliptic boundary value problems, as opposed to the asymptotic algebraic rates observed for h-or p-version finite element methods. Together with multiprocessor computing, these methods thus offer the possibility of orders-of-magnitude improvement in computing efficiency over existing finite element models.
A principal computational cost in any finite element solution is encountered in the solver. In a parallel computing environment, conventional direct solvers based on some variant of Gauss elimination are extremely inefficient for the irregular sparse linear systems generated by adaptive hp discretizations. This is due to their extremely high communication requirements during the elimination process for shared data. Further, as we discuss in the sequel, the linear systems are often very poorly conditioned, ruling out most standard iterative solvers. This feature also greatly degrades the solution obtained from direct solvers. Thus, efficient solvers meeting the twin criteria of being parallelizable and controlling the conditioning of the system need to be developed.
In recent years, very efficient parallel iterative solvers have been developed using the domain decomposition or substructuring ideas. These solvers are highly parallelizable and at the same time provide provably good control of the conditioning of the system. Bramble, Pasciak, and Schatz [4] developed the first such solver for h-version finite element methods. They proved that the condition number of the linear system, generated by problems in two space dimensions, could be bounded by C(1 + log(H/h) 2 ), where H is the subdomain size, h is the minimum element size within a subdomain, and C is a constant independent of the mesh parameters. Dryja, Widlund, and their coworkers obtained similar results using techniques based on the classical Schwartz alternating method [19, 8] and extended many of the results to three dimensions. Subsequently, Babuska et al. [3] extended the method to p-version finite elements. Here again the condition number of the systems was proved to be bounded by C(1 + log 2 p). Bramble et al. [5] obtained sharper bounds for the hversion finite elements with local refinements in both two and three space dimensions. Mandel [10, 11, 12] developed efficient preconditioners for p-version iterative solvers. Pavarino [17] obtained many theoretical results for the p-version with and without local refinements. More recently Ainsworth [1] has extended the theoretical results of Bramble et al. to the hp-version on quasi-uniform meshes. Other than the preliminary announcement in [14] , we know of no other parallel implementations of such solvers for hp-version finite element schemes.
In this paper, we discuss a practical and efficient iterative solver for adaptive hp finite element discretizations. The solver is based on domain decomposition ideas and the preconditioned conjugate gradient method. The solver can be thought of as a combination of multiple direct solvers at the subdomain level with a preconditioned iterative solver to handle the interface problem efficiently in parallel.
We first introduce a decomposition of the finite element space by decomposing the underlying domain. Such decompositions may be automatically obtained by techniques discussed in Patra and Oden [16] or any of a variety of mesh partitioning software now available. The subdomain shapes are not required to be triangular or quadrilateral. We then prove that, for problems in two space dimensions, the condition number of the preconditioned system can be bounded by C(1 + log Hp/h) 2 (1 + log p) 2 and Cp(1 + log Hp/h) 2 (1 + log p) 2 for different choices of preconditioners, where H, p, and h are the mesh parameters defined before and C is independent of them. An implementation strategy and extensive numerical results complete the presentation.
2. Condition number growth with h and p. We begin our study of iterative solvers with a series of numerical experiments to demonstrate the growth of the condition number with the mesh parameters h and p for both uniform and non-uniform meshes. Using the Poisson equation on a rectangular domain as a test problem, we plot the growth in the condition number with changes in h and p. These calculations involve shape functions formed by standard tensor products of integrated Legendre polynomials. In Fig. 1 , the growth with respect to uniform refinements and enrichments is plotted. Note that the scale of the condition number in this figure is somewhat arbitrary as the system can be scaled by an arbitrary positive constant. In the next figure, Fig. 2 , the growth of condition number over a sequence of adaptive hp meshes is plotted (see [15] for more examples and proofs on the condition number growth of several adaptive hp refinement patterns without domain decomposition treatment). In both cases the computed growth is seen to be very rapid.
3. Model problem and finite element spaces. The solver will be discussed with respect to the model problem defined below. Find u ∈ V such that
where
, and B(u, v) is the bilinear form on V characterizing a weak formulation of a two-dimensional second-order elliptic PDE with Dirichlet conditions on the boundary ∂Ω and L is a continuous linear functional in V; we require B(u, v) to be continuous on V, symmetric, and coercive. Thus (1) is well posed and possesses a unique solution. In the theoretical developments given in sections 4, 5, 6, we focus on the Poisson problem for which
However, the general strategy has been successfully applied to more general boundary value problems.
We consider a family G of partitions P h of Ω over which a sequence {F h,p } of finite-dimensional subspaces of V is constructed. For definiteness, but without loss of generality, we are concerned with approximation spaces based on the following structures. S1
. Ω is a connected domain affine equivalent, topologically, to a union of rectangles and can be represented as the union of N D subdomains Ω I such that
We denote
S2. The construction (in S1) defines a family of coarse mesh partitions P H of Ω. S3. Each subdomain Ω is partitioned into a finer mesh of quadrilateral subdomains (the finite elements) ω
and
The subpartitioning is quasiuniform of size O(h I ) for each I. S4. Each quadrilateral element ω I K is the affine image of a master element ω = [−1, 1]
2 . The master element has nine-nodal points: four vertices, a 1 , a 2 , a 3 , a 4 , four edge nodes e 1 , e 2 , e 3 , e 4 , and a centroid node, a 0 (see Fig. 3 ). Corresponding polynomial shape functions are constructed that fall into the following categories: Vertex functions. These are the standard bilinear functions
with P k−1 the Legendre polynomial of degree (k − 1). Edge functions. A polynomial function of degree p s , s = 1, 2, 3, 4, vanishing at the vertices, assigned to the edge nodes, e.g.,
Interior (bubble) functions. Corresponding to node a 0 , we introduce the functions
We will denote the resulting space of functions spanned by the above shape functions by Q p ( ω) where p = max 0≤i≤4 { p i }. Shape functions on each ω I K will be polynomials of different degree at different nodes. We denote 
K is an affine invertible map from ω to element ω I K , then corresponding shape functions for ω I K are of the form 
S5. Interelement constraints are imposed so that, globally, F h,p ⊂ C 0 (Ω); this can be accomplished using, for example, the schemes described in [7] . Throughout this investigation, we assume that conventions S1-S5 are in force, although the results are valid for much more general applications. The resulting structure admits the use of nonuniform mesh sizes and nonuniform distributions of spectral order p; thus, the methods under study here are true hp-version schemes. The particular mesh structure and p distribution is assumed to be given and is generally determined by an adaptive strategy of the type given in [13, 18] .
The situation of interest here, consistent with the conventions listed above, is illustrated in Fig 4. The domain Ω is covered by a nonuniform hp mesh, as indicated in Fig 4a (different shadings suggesting different spectral orders p) , supporting basis functions for the space F h,p . This is partitioned into the the mesh division P H consisting of of the N D subdomains Ω I , as shown in Fig 4b. The interdomain boundaries constitute a wire frame domain of functions as suggested in Fig 4c. Note that these wire frame functions are not separately constructed finite element shape functions on this coarser division but natural combinations of the finite element shape functions on the fine mesh. This allows much more general partitionings of the domain without regard to specific geometric shapes of the partitions. This feature is necessary to conveniently support the irregular refinements and unstructured grids characteristic of good adaptive methods. The stiffness matrices corresponding to these functions are automatically constructed during the elimination of interior unknowns or by a process we shall refer to as partial orthogonalization of the finite element shape functions which are nonzero on the interface with respect to those with nonzero support only in the interior of the subdomains. We shall use the term interface mesh to refer to the functions on the wire frame. This differs significantly in implementation from the coarse mesh as used by others in the literature [4, 19] .
We distinguish between basis functions corresponding to the vertices and edges of subdomain Ω I (vertices and edges of Ω I being identified as the element vertices and edges in ∂ω I K ∩ ∂Ω I ) and those interior to Ω I : the vertices of Ω I are hereafter called nodes; the edges and edge functions on ∂Ω I are called sides; vertices and edges interior to Ω I on ∂ω K \∂Ω I retain the nomenclature vertex and edge functions. Thus, there is a two-level hierarchy of functions defining bases of the following spaces.
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Bubble functions
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See Fig. 5 . For each element ω I K ⊂ Ω I , the element shape functions belong to the space
The resulting space of functions defined on Ω I by
and, for a single element, we write
It immediately follows that we may write (with obvious notation) With B(u, v) defined by (2), we define norms and seminorms that we use in the sequel. The first are the H 1 seminorms:
The weighted H 1 (Ω) norm for domains of size H, i.e., dia(Ω) = H in two space dimensions, can be written as
The seminorms on the fractional spaces
, respectively, where I = (a, b) ⊂ R, are given by
where "≈" means equivalent. These two norms are needed to characterize traces on element and subdomain boundaries. Now we establish some basic results on F h,p (Ω), which shall be used to establish bounds on the performance of the solution algorithms.
The first of these is a bound on the maximum value of the function in terms of the H 1 (Ω) norm. This is constructed using the famous Markov inequality and a lemma proved by Bramble and Xu [6] . For completeness both the lemmas are cited in section 7.
, p is the maximum order of polynomial in ω K , and C is independent of H, p, and h.
Proof.
Applying the Markov inequality to
Lemma 1, section 7 holds ∀ǫ ∈ (0, 1), choosing ǫ as
Lemma 1, section 7 thus leads to
where ξ = Hp 2 /h. Now ξ > 1 since H/h ≥ 1 and p ≥ 1. Thus
The result follows. We now present a simple theorem on extensions of functions defined on the boundaries of subdomains into their interior. This will allow us to bound energies of such extensions in terms of the values of these functions on the subdomain interfaces. The theorem is a generalization of a result introduced by Babuska and Suri [2] on a single master element.
THEOREM 2 (extension theorem). Let S IK ∈ P p K (γ IK ), where γ IK = ∂Ω I ∩∂ω K , and let the side shape functions on ∂Ω i vanish at all nodal points N = A, B, . . . ,
By Lemma 6,
where ω K are elements such that ∂ω K ∂Ω I = ∅. Then 4. Parallel solver algorithm. In terms of the decomposition of the finite element space introduced earlier, the bilinear form can be written
where u hp is an arbitrary element of F h,p . This results in a subdomain stiffness matrix K I which contains submatrices associated with nodal (N), side (S), and internal (I) degrees of freedom. The internal degrees of freedom are further composed of vertex (V), edge (E), and bubble (B) degrees of freedom. Symbolically K I is of the form
II represents the matrix corresponding to all internal degrees of freedom. Level 1 partial orthogonalization. Now if the local trial functions are chosen to satisfy the orthogonality condition
the element stiffness matrix K elt and the submatrix corresponding to the interior degrees of freedom reduce to
where V V , EE, V E represent modified blocks of the original matrix. We can visualize this as a transformation of the bases of the spaces X 
Level 2 partial orthogonalization. If, in addition, the trial functions satisfy the orthogonality condition
the resulting subdomain stiffness matrices reduce to
where N N , N S, SN , SS are matrices corresponding to shared degrees of freedom among subdomains. Note that the first orthogonality condition causes the orthogonalization of the edges, vertices, nodes, and sides with respect to the bubbles, while the second causes the orthogonalization of the interfaces with the interiors. The second orthogonalization makes the spaces X 
and each u ∈ F h,p (Ω I ) can be written in the form
Note that we could have included the level 1 process in the level 2 by orthogonalizing with respect to V V , EE, and BB at the same time-however, this would result in much larger (by a factor of 2 to 3) local systems that would have to be factored. This would completely destroy the computational efficiency of this algorithm and fail to take advantage of the special structure of the matrices from higher-order elements.
Remarks. 1. Implementation of the first orthogonality condition can be done at the element level and is thus completely parallelizable. 2. Implementation of the second orthogonality condition involves modification of N N , etc., to N N , etc., which can be accomplished by the matrix sum
where N N I is the N N -stiffness matrix for domain Ω I and N N I is its modification produced by the partial-orthogonalization process. For each subdomain, N N I can be computed using only subdomain data. Hence these computations are also parallelizable. 3. If an iterative solver (e.g., PCG) is used to solve the interface problem, these modifications can then directly participate in the parallel matrix-vector product that characterize these methods, and there is no need for assembly of these components.
4. The subdomain interior problems are now independent of the interface problem. The parallel domain decomposition algorithm is summarized as follows.
SOLUTION ALGORITHM
1. Partition the mesh into subdomains using any good decomposition algorithms valid for nonuniform hp meshes (e.g., see Patra and Oden [16] ). This has the effect of partitioning the set of unknowns u into {u
. Further, the decomposition of the finite element space corresponds to a decomposition of the unknowns in each domain into u I = {u
Create subdomain approximations transforming the algebraic system at the element and subdomain levels to satisfy orthogonality conditions (14) and (15). This entails solving multiple right-hand sides on independent element and subdomain problems followed by local matrix-matrix multiplication (e.g., at the element level we need to compute VV = VV + VB BB −1 BV, EE = EE + EB BB −1 BE, . . . , and at the subdomain level we need to compute NN = NN + NI II −1 IN, SS = SS+ SI II −1 IS . . . , where NN, SS, EB, etc., are the matrix blocks defined earlier).
3. Solve the independent element and subdomain problems in parallel to computẽ
4. Solve the interface problem by an iterative method (e.g., PCG) (using a preconditioner of the type described later by C in (21), (20) , and (22) to obtain {u N , u S }. 5. Transform the solution of the independent local problems to the original system for condition (15) at subdomain level and condition (14) at element level (e.g., uB =ũB − BB −1 BV {uN , uS}).
Condition number bounds for problems in two dimensions.
There are several technical results of independent interest on polynomial spaces that we shall use in our proof. For the sake of readability these are included in a separate section at the end of this article.
For u hp ∈ F h,p note that
As demonstrated earlier, the matrices K I can be poorly conditioned. A matrix C is a preconditioner of K if C is "spectrally close" to K, which is expressed symbolically as
I being the identity matrix.
A bilinear form C on F h,p × F h,p is a preconditioning form corresponding to B if constants m 1 and m 2 exist such that
and similar definitions apply to B I . The justification of this nomenclature is due to the following properties: i) Inequality (18) is equivalent to
ii) If Φ and λ are a generalized eigenfunction-eigenvalue pair defined by
then λ is an eigenvalue of C −1 K and
i.e.,
where κ(C −1 K) is the condition number of C −1 K. Hopefully, κ(C −1 K) is close to unity. Thus, for any form C satisfying (18), the corresponding matrix C is a preconditioner of K, and the quality of the preconditioner is determined by the magnitude of the ratio of the constants (m 2 /m 1 ) and its closeness to 1. Similar remarks apply to K I and C I . It is sufficient to confine our attention to preconditioners for the subdomain forms and matrices because of the following simple property: if u ∈ V hp and if constants m 1 and m 2 exist such that 
so that u hp can be represented in the form
We also note that X Another choice of preconditioner for hp finite elements can be found in Ainsworth [1] .
To establish properties of C 1 I and C 2 I we first lay down several basic lemmas. Hereafter, we denote H I , h I , and p I by simply H, h, and p. Note that in actual implementation only the first two terms are used on the reduced system as a preconditioner. THEOREM 3. Let conventions S1-S5 hold and let F h,p (Ω I ) be the finite element space defined in (4). If
where β = C(1 + log p) 1 + log Hp h ,
and C k I is defined in (21) and (22). Proof. The proof essentially is composed of computing bounds on the energy ratios of the components of the preconditioner and u ∈ F h,p (Ω I ). The proof is largely inspired by similar results for the p version in Babuska et al. [3] and the h version in Bramble, Pasciak, and Schatz [4] . Let x j denote the coordinates of a node on the interface and let φ j denote the first-order Lagrange shape function associated with x j . Clearly φ j ∈ F h,p (Ω I ).
Letk be the set of nodes beloging to element ω I K . Note thatk is ≤ 4. Thus for each element ω I K in subdomain I,
where Theorem 1 is applied to the second term. Summing over all elements leads to the result
Let u be the average value for u. From the previous inequality and Poincare's inequality,
, then
Now define
The function u 1 is zero at all the vertices x i on ∂Ω I . By the triangle inequality,
. By Lemma 5 (section 7) and the trace theorem,
From assumption (i) and (ii), we have
Thus,
Applying a procedure similar to (23), we find that
Now to establish the bounds in part B of Theorem 3, we expand B(u, u) as follows:
Applying the Cauchy-Schwartz inequality and the arithmetic geometric mean inequality on the term 2B I (
since each edge can have a maximum of p k − 1 basis functions. Now using Lemma 4 section 7 we have
since u S,jk andũ S,jk coincide on γ IK . Again using the trace theorem on the first term
and Theorem 1 on the second term
Combining the above two inequalities, we have
Again applying the Cauchy-Schwartz inequality and arithmetic-geometric mean inequalities onto B I (
j=1 u S,jk ) we can expand (27) as
Proof. The major result immediately follows as Corollary 1. COROLLARY 1. If the conditions in Theorem 3 hold, then the condition number of the system (κ = κ(C −1 B)) satisfies
where C is independent of H, h, and p. Remarks. As we shall see in the next section on numerical experiments, this bound can be pessimistic.
We note here that the Ainsworth preconditioner has a sharper bound on the condition number (O(1 + log Hp/h) 2 ). However, the extremely complicated nature of the sequence of inner products used to define the preconditioner makes it more expensive to implement.
Numerical results.
The numerical results presented in this section are obtained by applying the strategies described in section 4 to the Poisson problem (−∆u = f ) in two dimensions with Ω a unit square. Condition number estimates of the reduced system, iteration counts of the iteration scheme, and parallel efficiency of the domain decomposition algorithm are presented. The results show that the conditioning of the reduced system is dramatically improved, fast convergence is achieved in terms of low iteration counts for the iteration scheme, and reasonably good parallel efficiencies are obtained for highly nonuniform adaptive hp meshes.
We compare the performance of the preconditioners introduced in the previous sections (20) , (21), and (22), which we shall denote as HPP0, HPP1, and HPP2, respectively, with the original system without any preconditioning. The condition number estimates are calculated using an extended version of the Lanczos connection, which is derived in [15] , to PCG methods. In each case the PCG iterations are carried out until the residual (Euclidean norm) is reduced to machine accuracy of 10 −15 . In Fig. 7 , the control of conditioning by the different preconditioning strategies for increasing spectral order is shown. All the preconditioners appear to control the conditioning quite well.
In Fig. 8 , the condition number is plotted against spectral order p for the case of eight subdomains with H/h = 4. It is evident that the condition number of the reduced system is less than that provided by the estimate from Theorem 3. In Fig. 9 , the condition number versus the ratio H/h is plotted for the case of four subdomains with p = 2. Notice that the condition number of the reduced system, after applying HPP1 preconditioner, is well within the theoretical bounds, while the condition number of the reduced system, after applying HPP0 preconditioner, seems to have a larger growth rate.
In Table 1 , the condition number estimates and iteration counts of a four-subdomain system with HPP0 preconditioner for various spectral orders p and ratios of subdomain size over mesh size H/h are listed. The condition number estimates for the same system but with HPP1 and HPP2 preconditioning are shown in Tables 3  and 4 . For large p (p ≥ 4) HPP2 appears to improve the conditioning.
For the system resulting from a four-subdomain decomposition, the HPP0 preconditioner appears to works as well as the HPP1 preconditioner for a constant ratio of H/h. However, the HPP0 preconditioner cannot control the conditioning of the system as the ratio H/h increases. The HPP1 preconditioner, on the other hand, improved the conditioning of the reduced system as predicted by the theory. For the reduced system resulting from an eight-subdomain decomposition, there is a large difference in condition number between using HPP0 and HPP1 preconditioners. The results in Tables 2 and 5 show that the condition number of the reduced system, obtained by applying the HPP1 preconditioner, is much smaller than that after applying the HPP0 preconditioner. 
TABLE 4
Condition number estimates and iteration counts for system decomposed into four subdomains and preconditioned with an HP P 2 type preconditioner. Condition numbers for the original system with no preconditioning are listed in parentheses. Table 6 displays the effectiveness of the HPP1 preconditioner for an hp adaptive mesh. The mesh used in this calculation is shown in Fig. 10 . This mesh is obtained using an hp adaptive strategy described in [13] and corresponds to a nonhomogeneous Poisson problem with exact solution u = tan −1 α(x+y−x 0 )x(1−x)y(1−y) for α = 50. The condition number and iteration counts of the reduced system, after applying the HPP1 preconditioner, are compared with those that apply the HPP0 preconditioner. Two types of decompositions are attempted, a strip-type decomposition in which the domain is decomposed into strips (called a "horizontal decomposition" in the table), and a second method in which the subdomains are more compact (called a "cross decomposition" in the table). The ratio H/h for the "cross decomposition" is about half that of the horizontal decomposition. The performance of HPP1 preconditioner is quite dramatic. The number of iterations is five for HPP1 as opposed to 26 for the HPP0. Further, use of a HPP0 preconditioner on the unreduced problem did not converge, and the condition number was estimated to be O(10 4 ). Comparing the two decompositions, it is also apparent that the smaller the ratio H/h, the better the conditioning of the reduced system.
We now explore the effect of using different spectral orders p on a uniform grid of 64 elements. In Fig. 11 , both iteration counts and condition number estimates are plotted against p (ranging from 2 to 8). The condition number is controlled so as to remain under 16. Figure 12 shows the residual and condition number estimation against iteration count for HPP1 and HPP0. Figure 13 demonstrates the parallel efficiency of the solver on an Intel iPSC/860 for 2, 4, and 8 processors. We observe that the speedup is almost 5 from 2 to 4 processors, and 2.5 from 4 to 8 processors. This is because of the reduction in block size. The computational effort in "partial orthogonalization," ensuring that conditions (i) and (ii) in Theorem 3 are satisfied, reduces steeply with block size leading to the very high speedup. However, reducing the block size also increases the size of the reduced system and communication overheads in a parallel environment. This raises the intriguing possibility of finding an optimal block size for such problems.
7. Auxiliary results. In this section we list some technical results which are used in the proofs in section 5. Most of these are extensions of standard results available in the literature for the h or p version finite element method. Alternate proofs of some of these results may be found in [1] .
LEMMA 1 (Bramble and Xu [6] ). If Ω is a bounded domain in R 2 and ∂Ω is Lipschitz continuous, then for any ǫ ∈ (0, 1) and any w ∈ W 1,∞ (Ω),
where H = dia(Ω), and C is a constant independent of H.
Proof. This result follows immediately from a result of Bramble and Xu [6] and Xu [20] after a straightforward scaling with respect to H.
The next result is the classical Markov inequality for polynomials. Proof. See page 40 of Lorentz [9] . That completes the proof.
Computing the integrals gives
We conclude this section with a simple lemma on extensions of functions on a single master element introduced by Babuska and Suri [2] .
LEMMA 6 (Babuska and Suri [2] ). Let the square S = {(x, y) : |x| ≤ 1 and |y| ≤ 1} and f such that f (A) = f (B) = f (C) = f (D) = 0, where A, B, C, D are the vertices of the square. Further, let f i = f | γi , i = 1, 2, 3, 4, where γ i denotes the sides of the square. Now let f 1 ∈ P p (γ 1 ) and f 2 = f 3 = f 4 = 0. Then there exists U ∈ P p (S) such that U = f on ∂S and ||U || where C is independent of p and f .
Proof. This is a special case of the more general result in Babuska and Suri [2] , where f i = 0, i = 2, 3, 4.
8. Conclusions. In this paper, a parallel domain decomposition solver for adaptive hp finite element methods for two-dimensional elliptic problems is developed and analyzed. The condition number for the solver is proved to be bounded by C(1 + log p) 2 (1 + log Hp/h) 2 and Cp(1 + log p) 2 (1 + log H/h) 2 for different choices of preconditioners. In practical calculations, we generally take p ≤ 9 and H/h ≈ 4. For our approach, results of estimated condition number and iteration counts show that the conditioning of the reduced system is controlled, and fast convergence is achieved as predicted in the theoretical analysis. Parallel results are obtained on an Intel iPSC/860 and networks of workstations. Good parallel efficiencies are demonstrated.
