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Abstract 
We present a quite common decision problem: 
the selection of the best papers to be published 
in a journal, scientific book or conference. To 
solve this problem we propose the use of the 
ClusDM methodology because it is able to deal 
with criteria using different scales. In this 
example we have used real data provided by the 
editor of a special issue of a scientific journal. 
Each of the papers submitted was reviewed by 3 
experts, who evaluated the papers using a form 
that included quantitative and qualitative 
preferences as well as non-ordered categorical 
criteria. 
1 INTRODUCTION 
The revision of scientific papers is a selection problem in 
which the decision maker has to distinguish the best 
papers to be published.  
To make this decision, the editor distributes an evaluation 
form to a set of experts, who are in charge of reading the 
paper and filling in the questionnaire. Then, the editor 
must analyse all the answers to find out a subset of papers 
that have received a global positive evaluation. Moreover, 
each paper is usually revised by more than one expert, in 
order to be able to contrast many opinions about the same 
work. This problem is known as Multi-Expert Multi-
Criteria Decision Making (ME-MCDM).  
To help decision makers in this job, we propose the use of 
intelligent decision making tools. In particular, we have 
tested a method that we have developed, called ClusDM 
(Clustering for Decision Making) [5]. 
In this case study, we have used real data provided by the 
editor of a special issue of a scientific journal. Each of the 
22 papers submitted was reviewed by 3 experts according 
to 22 preference criteria. The experts evaluated the papers 
using a form that included quantitative and qualitative 
preferences as well as non-ordered categorical criteria. 
Before continuing, we want to point out that, in this test, 
the analysis and selection of papers made for the editors 
of the journal was not influenced by our results because 
our study was posterior. 
In section 2 a brief description of ClusDM is done. 
Section 3 shows how this method can be applied to multi-
expert multi-criteria decision problems. Then, section 4 
explains in detail the use of ClusDM to solve this 
particular journal selection case. Finally, section 5 
outlines the most important results and conclusions. 
2 AN OVERVIEW TO CLUSDM 
ClusDM is a method that helps a decision maker to 
analyse and summarize the information of a set of criteria 
C={c1,…,cp} that describe a set of alternatives 
A={a1,…,am}. The final goal is to be able to know which 
are the best alternatives in order to make a good decision. 
Different scales of measurement can be used in the 
criteria [7]. Some of the most common scales are: 
numerical, ordinal (using preference linguistic terms) and 
categorical (using a non-ordered set of linguistic terms). 
When each criterion uses a particular scale of 
measurement, new decision methods that deal with 
heterogeneous data are being needed.  
ClusDM has been designed to deal with heterogeneous 
data sets [6]. So, criteria can use any of the three types of 
scales and also use different sets of terms in each of the 
ordinal criteria and also in each of the categorical ones. 
This method is based on the Multi-Attribute Utility 
Theory [2]. Thus, the decision problem is solved in two 
steps: rating and ranking. However, we have included two 
additional stages. So, finally, ClusDM has 4 steps: 1.  Rating: The values of each alternative are 
analysed in order to find another evaluation for 
the alternative that allows us to compare it with 
the others and decide which one is the best. In 
ClusDM the aggregation of heterogeneous 
values is done using a clustering technique. Each 
of the clusters of the partition obtained contains 
a subset of similar alternatives, that in step 3 will 
be described with a linguistic term.  
2.  Ranking: The alternatives are compared and 
ranked on the basis of the value obtained in the 
rating phase. In ClusDM the clusters are ranked 
using the values of their prototypes. The ranking 
is obtained using a Principal Components 
Analysis [1], if it is applicable. Otherwise it is 
done by a Similarity-based ranking technique. 
The result of the ranking is the vector  () α C z01 , 
which is the position of the cluster Cα  in [0,1]. 
3.  Explanation: In addition to the list of ordered 
alternatives, a qualitative term is attached to each 
alternative, in order to give some semantics to 
their relative position in the ranking. So, the 
alternatives in the first positions will be denoted 
as “optimum” or “very_good” ones, the ones in 
the last positions will be the “very_bad” options, 
and the others will receive a term according to 
their values. In this stage, ClusDM generates a 
new ordinal criterion, with a set of preference 
linguistic terms and an associated semantics 
based on the negation function defined in  [3]. 
4.  Quality measurement: some quality measures 
have been defined, which are useful for the 
decision maker in order to decide the reliability 
of the ranking. 
 
2.1.  THE QUALITY MEASUREMENT 
To be able to know if the results obtained in the 
application of ClusDM to the selection of papers are 
good, we will give more details about the Quality 
Measurement phase. 
A global goodness value can be calculated, using the 
goodness values of the different stages of the process, 
following Equation 1. 
Neg Terms Rank Rat ClusDM G G G G G 4 3 2 1 ω ω ω ω + + + =
 
(1) 
 
The goodness of the rating step is obtained taking into 
account the global level of cohesion in the r clusters of 
the selected partition (GRat1) and the entropy (GRat2), 
which measures how much of the information is 
explained by each cluster. Moreover, if we are dealing 
with a multi-criteria selection problem, we can also 
inform the decision maker about the goodness of the first 
class in the ranking. In this case, it is interesting to have 
got a small cluster in the best position, in order to not 
have many alternatives indistinguishable, which may not 
be very helpful for the decision maker. 
Having into account this last remark, we have defined the 
goodness of the rating stage (GRat) subject to the di-
mension of the best cluster (Eq.3). 
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The evaluation of the second stage depends on the 
characteristics of the decision problem, which will 
determine the use of the Principal Components Analysis  
(PCA) or the use of a Similarity Function. So, GRank can 
be equal to GPCA or to GSim. 
If PCA is applied, we have defined a goodness measure 
(GPCA) that takes into account the quality of the 
representation of the classes by the first principal 
component, as well as, the agreement of the criteria. 
When a Similarity-based Ranking is done, the quality 
(GSim) is measured as the agreement between the criteria 
for each cluster, where the value that we are adding is 
based on the measurement of the dispersion, that is, the 
standard deviation.  
For the third stage, we propose to measure the differences 
in the meaning of the terms in each vocabulary. As the 
result of the Explanation stage is a qualitative vocabulary, 
we compare this new vocabulary with the ones in the 
original preference criteria. The larger the differences, the 
more confusing the result may be. Equation 4 calculates 
the goodness value of the terms of the new vocabulary, 
using a distance between ordinal vocabularies, dv, defined 
in [5], that gives values in [0,0.25]. When GTerms is 1, we 
have a perfect correspondence between the all the terms.  
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Once we have given a linguistic term to each cluster, we 
evaluate their appropriateness. The position of each class 
before and after the explanation stage can be compared. 
The ranking stage provides a numerical position in [0,1] 
for each set of alternatives, z01, which is used to select the 
most appropriate label from the vocabulary. After the 
explanation process, the position of some classes may 
have changed due to the different meaning of the terms. 
That is, the intervals induced by the negation function 
may not have the cluster at the centre of the interval.  
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GNeg compares the position of the alternatives before and 
after the introduction of the negation-based semantics. 
Being j the prototype of one cluster, [m(j), M(j)] is the 
interval corresponding to the term assigned to this cluster 
using the new negation function. 
3 MAKING MULTIPLE EXPERTS - 
MULTIPLE CRITERIA DECISIONS 
To sort out a ME-MCDM problem we have to deal with 
the information provided by each expert E={e1,…,en} 
about a set of criteria C={c1,…,cp}. Thus, we have a data 
matrix for each expert, as it is shown in Figure 1. The 
ranking or selection of the best alternatives must be done 
using all this information. A two-stage process can be 
designed in order to aggregate the data at two different 
levels. In [8] Yager proposes to find an overall evaluation 
function for each individual expert and, in a second stage, 
a MCDM method is applied to aggregate these 
evaluations to obtain an overall value for each alternative. 
We propose to interchange these two processes. In   
Yager’s  proposal, the aggregation of the data matrix 
provided by an expert gives us the global opinion of the 
expert. However, the criteria that are aggregated can refer 
to very different aspects of the problem (i.e. different 
properties, qualities, preference evaluations, etc.), so the 
result is putting together a huge variety of questions. 
Moreover, depending on the aggregation operator and the 
number of criteria in the matrix, the result may not reflect 
some important evaluations given by the expert. Our 
proposal consists of starting by making an aggregation of 
the information about each criterion given by the different 
experts. The result will be the consensus of the experts’ 
opinions about a specific aspect of the problem. Then, the 
second stage consists of applying a MCDM method to the 
consensued criteria in order to find the overall evaluation 
for the alternatives. With this approach we pretend to 
reduce the lost of valuable information during the 
process. The consensus of the opinions about a single 
criterion is also interesting to detect the aspects of the 
problem in which the experts do not agree, or to study the 
ranking of the alternatives considering only single 
criteria. Therefore, with our approach we are able to offer 
more information about the data to the decision maker.  
 
 
 
 
 
 
 
 
 
Figure 1: Data matrices about the same domain provided 
by e1 and e2 
 
 
 
 
 
 
 
 
 
 
Figure 2: Data matrix to build the consensus of the i-th 
criterion 
With our approach, in the first stage we use all the 
information provided by the experts to find the consensus 
of each criterion separately (see Figure 2). To do this, the 
preferentially independence of the criteria is assumed. 
Notice that now the problem of synthesising this data 
matrix corresponds to the same problem we solve in 
traditional MCDM. Thus, the same methods can be used. 
Nevertheless, some difficulties may arise: (i) not all the 
ci e 1 e 2 
a1  v11 v 21 
a2  v11 v 21 
a3  v11 v 22 
a4  v11 v 22 
a5  v12 v 21 
a6  v12 v 22 
e2 ... ck 
a1   v 21 
a2   v 21 
a3   v 22 
a4   v 22 
a5   v 21 
a6   v 22 
e1 ...  ck 
a1   v 11 
a2   v 11 
a3   v 11 
a4   v 11 
a5   v 12 
a6   v 12 criteria are used by all the experts, and (ii) the alternatives 
analysed by the group of experts are not the same for all 
of them.  
The first case is easily solved because we only put a 
column in the data matrix of criteria ci if there is an expert 
that can fill it. If a criterion is only provided by a single 
expert, there is no consensus process to be done.  
The second problem is solved using missing values, 
denoted as “unknown”. Therefore, the process of building 
the matrices is as follows. First, we put in the data matrix 
of ci all the alternatives considered by the experts that use 
ci. When an expert does not have a value for an 
alternative (because he does not know it or is not able to 
give his opinion about it, etc.) we introduce a special 
value that indicates that it is not known, which is called a 
“missing value”. Note that this construction requires the 
aggregation method to be able to deal with this kind of 
values. 
The aggregation method to be used depends on the type 
of criterion (i.e. numerical, qualitative, Boolean, ...). In 
case of having heterogeneous criteria we can use the 
ClusDM methodology to find a new qualitative 
preference criterion. In this case, we also obtain a 
goodness value that can be used to weight this criterion in 
the next step of the process.  
Once we have got the synthesis of each criterion, we 
proceed to build a data matrix with these new social 
criteria. Then, an appropriate MCDM method is used 
again to aggregate and rank the alternatives, and solve the 
decision problem. 
4 JOURNAL REVIEW 
Research publications are usually reviewed by a group of 
experts who give their opinion about the quality of 
different aspects of a set of papers. The evaluations of the 
experts are collected by a committee who is in charge of 
the selection of the best papers to be published. This kind 
of problem is known as Multiple Expert - Multiple 
Criteria Decision Making (ME-MCDM) [8] because we 
have multiple experts that provide multiple criteria for 
evaluating a set of alternatives, the papers in this case.  
In the rest of the section we will explain how we can use 
ClusDM to sort out the selection of the best papers for the 
journal. 
4.1.  SELECTING THE BEST PAPERS FOR 
THE JOURNAL WITH CLUSDM 
The call for papers for this special issue of the journal had 
two steps. Firstly, the authors sent an extended abstract to 
the editors. These submissions were numbered from 1 to 
33. After a period of time, the authors were required to 
send the complete paper. Some of the authors did not 
send their papers, so finally only 22 papers were received. 
The papers submitted were the ones with the following 
identifiers: 1, 3, 4, 5, 6, 8, 9, 10, 13, 14, 16, 17, 18, 20, 
21, 22, 24, 26, 29, 31, 32 and 33. 
 
Table 1. Summary of the criteria for evaluating the papers 
of the journal (QN:qualitative non-ordered, QO: 
qualitative ordered, Num:numerical) 
NAME TYPE  DOMAIN 
Subject QN  2  terms 
Research QN  3  terms 
Relevance QO  4  terms 
Are Agents?  QO  4 terms 
MAS description  QO  3 terms 
Originality QO  5  terms 
Soundness QO  3  terms 
Technical limits  QO  4 terms 
Approach QO  4  terms 
Application description  Num  [1,5] 
Methodology description  Num  [1,5] 
Abstract Num  [1,7] 
Introduction Num  [1,7] 
Conclusions Num  [1,7] 
Organisation Num  [1,7] 
Readable Num  [1,7] 
Figures Num  [1,7] 
English QO  5  terms 
References QO  4  terms 
Overall QO  5  terms 
 
A group of 26 experts on the subject evaluated a subset of 
papers according to a predefined form with 22 questions. 
In Table 1 we have a brief description of the criteria. Ten 
of the questions receive a numerical mark, two are non-
ordered qualitative properties (i.e. categories) and the rest 
are qualitative preferences over many different aspects of 
the paper. For the following qualitative criteria we 
assumed a non-classical negation semantics [3]: 
Relevance, Agents, Technical Limits, Approach and 
References.  
   
4.1.1. Consensus of the opinions of the different judges 
for each criterion 
Using the preferences given by the 3 experts who had 
evaluated each of those papers, we built a matrix for each 
criterion. Some papers only received two evaluations, 
thus they had an unknown value in the third column (the 
one corresponding to the 3
rd evaluation). It is important to 
note that we put together the first evaluation of each 
paper in the first column of the matrix although it was not 
provided by the same person. That is, we were assuming 
that all the experts had the same interpretation of the 
vocabularies and semantics of the criteria. This seems a 
hard assumption but, in fact, when the editors analyse the 
evaluations given by the experts, they are using their own 
interpretation of the values, which is the same for all the 
expert’s forms.  
The first step was the use of a decision-making operator 
for each of the 22 data matrices according to the nature of 
the values: 
•  The Arithmetic Average operator for numerical 
values 
•  ClusDM for each of the qualitative criteria 
(ordered and non-ordered ones) 
Let us now follow the ClusDM execution and analyse the 
results obtained. For the non-ordered criteria, the process 
consists only of performing the aggregation stage, which 
produces a partition
1. We have two criteria of this type: 
Subject and Research. For the former, the clustering gave  
two clusters, which received two artificial identifiers to 
distinguish them. The number of clusters obtained from 
the matrix corresponding to the Research criterion was so 
big (about 10). This is an indicator of the disagreement 
among the experts about the status of the research 
(preliminary, mature or completed). So, we decided to 
remove this criterion from the analysis.  
For the ordered qualitative criteria, the number of clusters 
was approximately the same than the number of values in 
the initial domain. The next step was to apply the 
Principal Components Analysis to each criterion. The 
prototypes of the partitions were ranked using the first 
component of each data set. Table 2 shows the number of 
clusters obtained for each criterion, the degree of 
agreement between the 3 experts and the quality of the 
PCA ranking, were  [] 1 , 0 ∈ PCA G . 
We can observe that the quality is low for the majority of 
the criteria (less than 0.7). Moreover, in 4 of them, we 
cannot use the result obtained because the ranking using 
                                                            
1 These partitions were obtained using the clustering tool called Sedàs 
[4]. The clusters were generated using the Manhattan similarity function 
to compare the values of the different alternatives, and the Centroid 
method to build the hierarchical classification. 
only the first principal component may be wrong. In a 
deeper analysis of the characteristics of the clusters, we 
discovered that the problems were caused by the 
following conflicting alternatives: 10, 13, 16, 21, 24 and 
33. 
  
Table 2 Aggregation and ranking with PCA for each 
journal preference criterion (22 papers) 
Criterion 
Num.  
clusters 
Degree  
agreem.  GPCA  Comments 
Relevance 4  62  %  0.627  
Agents? 4  70  %  0.678   
MAS-desc  3  55 %  0.532  The ranking 
may be wrong 
Originality  5  58 %  0.660  Expert 3 
disagrees with 
the result 
Soundness 4  47  %  0.568  
Technical  
limits 
4  48 %  0.538  The ranking 
may be wrong 
Approach  4  41 %  0.468  The ranking 
may be wrong 
English  5  59 %  0.504  The ranking 
may be wrong 
References 4  63%  0.556  
Overall 5  62% 0.526  Expert  3 
disagrees with 
the result 
 
According to the editors, the papers number 10, 16, 24, 
29, 31 and 33 had received very different marks and 
needed a more exhaustive review. At the end, they 
considered them of poor quality.  
We can see that the majority of alternatives that ClusDM 
discards are the ones that needed a deepest reviewing 
process by the editors. This shows that this methodology 
can also help decision makers to identify the problematic 
alternatives. 
At the light of the low quality of the results at this stage, 
we decided to repeat the process removing the conflicting 
alternatives from the decision matrices of the criteria. 
Table 3 shows the new results with only 16 papers. 
 Table 3. Aggregation and ranking with PCA for each 
journal preference criterion (16 papers) 
Criterion 
Num. of 
clusters 
Degree of 
agreement  GPCA  Comments 
Relevance 4  78  %  0.67  
Agents? 4  90  %  0.89  Highest 
Agreement and 
Quality 
MAS-desc 3  76  %  0.69  
Originality 5  85  %  0.84  Good 
Agreement and 
Quality 
Soundness 4  68  %  0.70  
Tech-
limits 
4  49 %  0.40  The ranking 
may be wrong  
Approach 4  64  %  0.58  
English 5  62  %  0.59   
References 5  79  %  0.65   
Overall 4  81  %  0.76  Good 
Agreement and 
Quality 
 
Notice that the degree of agreement and the overall 
quality of the ranking (GPCA) has significantly increased 
when the conflicting alternatives where not disturbing the 
clustering and ranking processes. The single criterion 
whose result is not acceptable enough is the one referring 
to whether the Technical Limits of the work explained in 
the paper are well established or not. In this latter case, as 
ClusDM states, we applied the Similarity-based Ranking 
to compare the prototypes with the ideal alternative. The 
quality of the ranking achieved with this method is 0.82.  
The first results of the explanation stage of the ClusDM 
process are shown in Table 4. The values of the third 
column are the positions in the unit interval of the ordered 
clusters of papers. The second column shows the 
vocabulary and intervals of the terms that where used by 
the experts to judge the papers. With these intervals, 
ClusDM defines an algorithm to select the most 
appropriate term for each cluster or generates new ones. 
The term attached to each cluster at the end of the process 
can be seen in the last column. The clusters with the 
unknown label are the ones with a low representation 
quality and the ones with a high dispersion. 
After the ranking and selection of the terms that describe 
each of the clusters, we build the new vocabularies and 
their semantics. The new vocabulary has all the terms of 
the vocabulary selected as more appropriate (which in our 
case is the same for all the experts) and also the new 
terms generated during the explanation process. 
Comparing the first and second columns of Table 5, we 
can see the changes in the vocabulary and the semantics 
of the terms, which is expressed with their corresponding 
numerical intervals.  
 
Table 4. Explanation of the clusters using the terms in the 
vocabulary. Italics: neutral term; Bold: term generated 
using the algorithnm. 
 VOCABULARY 
01 z   TERMS 
SELECTED 
Relev.  [0.0,0.4] no   
[0.4,0,6] somewhat   
[0.6,0.8] quite 
[0.8,1.0] very 
C1=0.76 
C2=0.69 
C3=0.56 
C4=0.29 
C1 - very 
C2 - quite 
C3 - unknown 
C4 - no 
Agents? [0.0,0.2]  no 
[0.2,0.4] doubts 
[0.4,0.6] arguable  
[0.6,1.0] yes  
C1= 0.78 
C2= 0.52 
C3= 0.34 
C4= 0.25 
C1 - yes 
C2 - arguable 
C3 - doubts 
C4 - no 
MAS  [0.0,0.33] bad  
[0.33,0.67] normal 
[0.67,1.0] well  
C1= 0.56 
C2= 0.40 
C3= 0.26 
C1 - normal 
C2 - unknown 
C3 - bad 
Original  [0.0,0.2] not  
[0.2,0.4] mostly-not 
[0.4,0.6] somewhat  
[0.6,0.8] mostly  
[0.8,1.0] very              
C1= 0.80 
C2= 0.61 
C3= 0.54 
C4= 0.27 
C5= 0.10 
C1 - very 
C2 - mostly 
C3 - unknown 
C4 - mostly-not 
C5 - not 
Sound.  [0.0,0.33] no                  
[0.33,0.67]somewhat 
[0.67,1.0] yes                 
C1= 0.70 
C2= 0.60 
C3= 0.41 
C4= 0.17 
C1 - very-yes 
C2 - yes 
C3 - no 
C4 - very-no 
Tech-
lim. 
[0.0,0.2] not-discussed 
[0.2,0.4] poorly              
[0.4,0.6] briefly             
[0.6,1.0] adequately       
C1= 0.60 
C2= 0.57 
C3= 0.44 
C4= 0.37 
C1- very-adequate 
C2 - adequately 
C3 - briefly 
C4 - unknown 
Approa.  [0.0,0.2] not-discussed  
[0.2,0.4] poorly              
[0.4,0.6] briefly             
[0.6,1.0] adequately       
C1= 0.62 
C2= 0.57 
C3= 0.38 
C4= 0.30 
C1 - unknown 
C2 - briefly 
C3 - poorly 
C4 - not-discussed 
English  [0.0,0.2] deficient          
[0.2,0.4] typo&gramm   
[0.4,0.6] gramm            
[0.6,0.8] typo                 
[0.8,1.0] correct             
C1= 0.86 
C2= 0.70 
C3= 0.69 
C4= 0.49 
C5= 0.42 
C1 - correct 
C2 - typo 
C3 - very-typo 
C4 - unknown 
C5 - gramm 
Refs.  [0.0,0.2] poor                 
[0.2,0.4] basic                
[0.4,0.6] old                  
[0.6,1.0] complete         
C1= 0.76 
C2= 0.64 
C3= 0.55 
C4= 0.43 
C5= 0.29 
C1- very-complete 
C2 - complete 
C3 - unknown 
C4 - old 
C5 - basic 
Overall  [0.0,0.2] not-accepted    
[0.2,0.4] doubts             
[0.4,0.6] accept-with-
modif  
[0.6,0.8] accept-few-
modif   
[0.8,1.0] definetly 
accepted           
C1= 0.73 
C2= 0.53 
C3= 0.40 
C4= 0.16 
 
C1 - accept-few-
modif 
C2 - accept-with-
modif 
C3 - doubts 
C4 - not-accepted 
  
   
Table 5. Old and new vocabulary and semantics of the 
qualitative criteria 
 INITIAL 
VOCAB. 
 NEW 
VOCAB. 
 
Relev.  no                 
somewhat     
quite             
very              
[0.0,0.4] 
[0.4,0,6] 
[0.6,0.8] 
[0.8,1.0] 
no                    
somewhat        
quite                
very                 
[0.0,0.4] 
[0.4,0.6] 
[0.6,0.73] 
[0.73,1.0] 
Agent.  no                 
doubts          
arguable       
yes               
[0.0,0.2] 
[0.2,0.4] 
[0.4,0.6] 
[0.6,1.0] 
no                    
doubts             
arguable          
yes                  
[0.0,0.3] 
[0.3,0.42] 
[0.42,0.58] 
[0.58,1.0] 
MAS  bad               
normal         
well              
[0.0,0.3] 
[0.3,0.67] 
[0.67,1.0] 
bad                  
normal             
well                 
[0.0,0.38] 
[0.38,0.62] 
[0.62,1.0] 
Orig.  not                
mostly-not   
somewhat     
mostly          
very              
[0.0,0.2] 
[0.2,0.4] 
[0.4,0.6] 
[0.6,0.8] 
[0.8,1.0] 
not                   
mostly-not       
somewhat        
mostly             
very                 
[0.0,0.25] 
[0.25,0.45] 
[0.45,0.55] 
[0.55,0.7] 
[0.7,1.0] 
Sound  no                 
somewhat     
yes               
[0.0,0.3] 
[0.3,0.67] 
[0.67,1.0] 
very-no 
no                    
somewhat        
yes   
very-yes          
[0.0,0.29] 
[0.29,0.45] 
[0.45,0.55] 
[0.55,0.64] 
[0.64,1.0] 
Tech. 
Lim. 
not-
discussed 
poorly          
briefly          
adequate       
[0.0,0.2] 
[0.2,0.4] 
[0.4,0.6] 
[0.6,1.0] 
not-discussed 
poorly             
briefly             
adequate 
very-
adequate          
[0.0,0.27] 
[0.27,0.47] 
[0.47,0.53] 
[0.53,0.58] 
[0.58,1.0] 
Appr. not-
discussed     
poorly          
briefly          
adequate       
[0.0,0.2] 
[0.2,0.4] 
[0.4,0.6] 
[0.6,1.0] 
not-discussed  
poorly             
briefly             
adequate          
[0.0,0.34] 
[0.34,0.44] 
[0.44.0.56] 
[0.46,1.0] 
Engl.  deficient       
typo&gra     
gramm         
typo              
correct          
[0.0,0.2] 
[0.2,0.4] 
[0.4,0.6] 
[0.6,0.8] 
[0.8,1.0] 
deficient          
typo&gra      
gramm             
very-typo       
typo                 
correct             
[0.0,0.2] 
[0.2,0.4] 
[0.4,0.6] 
[0.6,0.7] 
[0.7,0.78] 
[0.78,1.0] 
Refs.  poor             
basic            
old                
complete      
[0.0,0.2] 
[0.2,0.4] 
[0.4,0.6] 
[0.6,1.0] 
poor                
basic                
old                   
complete 
very-
complete         
[0.0,0.23] 
[0.23,0.43] 
[0.43,0.57] 
[0.57,0.70] 
[0.70,1.0] 
Over. not-
accepted       
doubts          
accept-
with-mod 
accept-few-
mod 
def-
accepted       
     [0.0,0.2]  
[0.2,0.4] 
     [0.4,0.6] 
     [0.6,0.8] 
     [0.8,1.0] 
not-accepted   
doubts             
accept-with-
mod 
accept-few-
mod   
def-accepted   
[0.0,0.28] 
[0.28,0.45] 
   
[0.45,0.55] 
    
[0.55,0.75] 
[0.75,1.0] 
 
Using the intervals of the new vocabulary, we defined the 
negation function of each term. Using the new semantics 
we know the numerical value that would correspond to 
each paper according to the interval assigned to each 
cluster (which can be calculated using the negation 
function).  
At this point of the process, we have a new consensus 
criterion for each of the aspects evaluated by the different 
experts. Thus, the papers can be studied comparing all 
these criteria to find out which are the ones that should be 
selected to be published in the journal. 
Before starting the second stage of this ME-MCDM 
process, we must have a look at the goodness of the new 
qualitative criteria. To calculate the global goodness we 
have given the same weight to each step of the ClusDM 
process, since we had no extra information from the user. 
The last column of Table 6 shows that we have achieved 
very encouraging quality values for all the new social 
criteria (the smallest is 0.73 and most of them are over 
0.8). Although the data were provided by 26 different 
experts, it seems that we have been able to summarise 
their opinions for each criterion separately.  
In addition, with respect to the explanation stage, we can 
see that only 4 of the criteria, we have modified the 
original vocabulary (see also Table 5). The one with big 
changes is the Soudness criterion, which has a new 
vocabulary with 5 terms, two more than the original one. 
However, we have achieved to keep the meaning of the 
terms unchanged in almost all the criteria, only the 
semantics of the terms regarding to the Technical Limits, 
have now a slightly different meaning. 
 
Table 6. Goodness of ClusDM in the consensus of the 
criteria  
  GTerms G Neg G ClusDM 
Relevance 1.0  0.92  0.83 
Talks about agents?  1.0  0.94  0.93 
MAS description  1.0  0.92  0.85 
Originality 1.0  0.94  0.92 
Soundness 0.56  0.88  0.73 
Technical Limits  0.71  0.84  0.80 
Approach   1.0  0.88  0.84 
English 0.69  0.93  0.79 
References 0.71  0.93  0.77 
Overall 1.0  0.94  0.90 
 
4.1.2. Joint analysis of the social criteria 
The second stage of the ME-MCDM process consists of 
aggregating and ranking the consensued data of the new 
decision matrix. This matrix is built with the new social 
criteria obtained in the previous stage. In our case, the 
new matrix has 21 columns, since one of the criteria (the 
research status) has been removed because the system 
was not able to find a coherent result. Moreover, the 
number of alternatives has been reduced to 16 after dropping out those that had conflicting evaluations. To 
aggregate these data we will use again the ClusDM 
methodology because we must deal with a wide range of 
data types with different domains (heterogeneous case). 
Before starting the ClusDM decision-making process, we 
established a predefined vocabulary to explain the result. 
This is done when the vocabularies of the criteria are not 
appropriate to describe the overall preference of the 
alternatives. In this case the set of terms chosen are: 
terrible, bad, poor, borderline, acceptable, good and 
excellent. The semantics of them is the classical negation, 
that is, borderline is the neutral term, and we have 3 
labels for giving negative values and 3 labels for positive 
qualifications. 
The aggregation of the decision matrix using clustering 
produces a partition of the papers in 6 groups. At the next 
step, the Principal Components Analysis finds a 
component that is able to explain the 68.5 % of the 
information of the matrix. However, we obtain that the 
goodness of the ranking is GPCA=0.54 over 1.0. Moreover, 
we need 4 components to have a good view of the data, 
although the first one is pretty better than the others. For 
these reasons, we perform the Similarity-based Ranking. 
With this method, we achieve a quality value of 0.82, 
which is acceptable enough to consider this ranking as 
good. 
In the explanation step, the terms of the vocabulary are 
associated with each class (7). The classes with a variance 
greater than 0.2 are considered as conflicting ones, 
because they have significantly different preference 
values for the criteria. In this case, the class with 
conflicting value has only a paper, number 31. Remember 
that paper 31 needed extra revision for the editors. 
 
Table 7. Qualitative description of the papers at the end of 
the process 
01 z   Terms selected  Paper’s id. 
C1=0.78 
C2=0.67 
C3=0.63 
C4=0.58 
C5=0.38 
C6=0.36 
C1:excellent 
C2:good 
C3:acceptable 
C4:borderline 
C5:poor 
C6:unknown  
4,14,26 
18 
3,29,32 
6,8,9,17,20,22  
1,5 
31 
 
To finish the ClusDM process we must obtain the new 
semantics of the terms. Using the similarities of the 
clusters to the ideal alternative, we build the new negation 
function that will give meaning to the terms. In 8 we can 
see the intervals corresponding to the classical negation 
function, which are the original ones of the vocabulary 
given by the decision maker. The following columns 
show the intervals generated by the fuzzy sets attached to 
the terms, which are the ones used to determine the 
negations given in the last column. 
 
Table 8. Vocabulary and negation values of the papers 
selection criterion 
TERMS ORIGINAL 
INTERVAL 
NEW 
INTERVAL 
NEGATION 
terrible 
bad 
poor 
borderline 
acceptable 
good 
excellent 
[0.0,   0.14] 
[0.14, 0.29] 
[0.29, 0.43] 
[0.43, 0.57] 
[0.57, 0.71] 
[0.71, 0.86] 
[0.86, 1.0] 
[0.0,0.14] 
[0.14,0.29] 
[0.29,0.44] 
[0.44,0.56] 
[0.56, 0.65] 
[0.65,0.72] 
[0.72, 1.0] 
excellent 
excellent 
acceptable, good 
borderline 
poor 
poor 
terrible, bad 
 
Comparing the intervals corresponding to the terms 
before and after the process, we can see that the meaning 
of the positive terms of the vocabulary has changed. The 
coverage of term new “acceptable” is smaller than the 
initial one, while the term excellent has now a broader 
meaning.  
4.2.  EVALUATION OF THE RESULTS 
The papers selected by the editors of this special issue of 
the journal were: 4, 14, 22 and 26. In addition, two other 
papers, 18 and 21, were recommended to be included in 
other numbers of the same journal due to the lack of 
space in this issue. Regarding to the last positions of the 
preference ranking, 1 and 5 were the worst papers. 
If we analyse the results obtained with ClusDM (Table 7), 
we can see that the excellent and good papers are the ones 
recommended for inclusion in the journal, and those were 
indeed selected by the editors. The paper number 22, 
which was also included in the journal, was selected after 
another careful review of paper by the editors, who 
considered that the marks given by one the referees were 
too low. Moreover, this work was about a subject of great 
interest for the research community. Those factors (not 
included in ClusDM) determined the final inclusion of 
this paper. 
Concerning the low positions of the ranking, the worst 
papers according to ClusDM are the same than the ones 
indicated by the editor, number 1 and 5. Our method 
gives them a value of “poor” while the experts qualify 
them as “bad” and “terrible”. This is due to the bad 
impression of the marks of these papers in comparison to 
the other ones. However, these marks are not too close to 
0 as the editors thought. In spite of not obtaining such a 
bad qualification, we can see that the method is able to 
separate them and give them a low quality value.  
   
After this rough analysis, let us pay our attention to the 
quality of this result. Remember that the confidence on 
the result is subject to the goodness values obtained in the 
different stages of the process. Here is the detailed the 
calculation of these quality values. 
Table 9. Quality at the end of the process 
GRat1 GRat2 GSim GTerms GNeg GClusDM 
0.91 0.89 0.82 0.81 0.96  0.87 
 
At the end of the ME-MCDM process, we have been able 
to rank the papers according to their global preference for 
being included in the journal. Moreover, the measure of 
confidence on the result is 0.87 (an 87%).  
In this particular application, the number of papers that 
should be selected was 4. We can see that we have no 
problem in presenting to the user the 4 best alternatives: 
4, 14, 26 and 18.  
5 CONCLUSIONS 
In this paper, we have presented a review to the ClusDM 
method for decision making when different values are 
used. We have paid some attention to the use of quality 
measures about the different stages of the decision 
process. Then, we have shown a complete application of 
ClusDM to the problem of selecting the papers to be 
published in a journal, which is a decision situation with 
multiple experts and multiple criteria. 
With this application, we have seen that the selection 
made by ClusDM is very similar to the one done by the 
editors. The only exception is paper number 22, which 
has been mentioned above. Other interesting results have 
been obtained during the process. For example, the 
detection of the papers that receive very different 
evaluations for the different experts.  
Having into account that this was a complex problem 
because we were dealing with very different types of 
criteria as well as multiple experts and multiple criteria at 
the same time, the results are very encouraging for the use 
of this methodology in decision making.  
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