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Abstract: Statisticians are usually glad to obtain additional data, but
Monte Carlo inference can lead to an embarrassment of riches since the ap-
pealing generality of Monte Carlo methods can come at the expense of poor
scalability. We consider statistically efficient simulation-based likelihood in-
ference with a computational budget of size essentially n3/2 for a dataset
of size n. This methodology takes advantage of asymptotic properties of
the likelihood function in an n−1/4 neighborhood of the true parameter
value. We obtain a rescaled version of local asymptotic normality, and on
this scale we show that statistically efficient estimation is possible despite
inconsistent Monte Carlo likelihood evaluation.
Keywords and phrases: Monte Carlo, Local Asymptotic Normality, Big
Data, Scalability.
1. Introduction
Monte Carlo likelihood evaluations calculated by simulating from a model are
useful for constructing likelihood-based parameter estimates and confidence in-
tervals for complex models [5]. For large datasets, any reasonable level of compu-
tational effort may result in a non-negligible numerical error in these likelihood
evaluations. However, substantial Monte Carlo uncertainty does not necessar-
ily prevent effective inference. For example, the Monte Carlo adjusted profile
methodology of Ionides et al. [9] has been used in various scientific studies
[18, 20, 16, 17]. This article supports such methodology by finding a positive
answer to the foundational asymptotic question of whether statistically efficient
parameter estimators can be constructed based on a finite number of Monte
Carlo likelihood evaluations in a limit where the Monte Carlo evaluation error
is itself growing without bound.
The classic theory of local asymptotic normality (LAN) of Le Cam [11], and
the corresponding one-step estimator which maximizes a quadratic approxima-
tion to the log-likelihood, concern a neighborhood of width n−1/2 around a true
parameter, θ, inferred from n observations. However, on this scale, the statisti-
cal signal in the likelihood function is asymptotically overcome by Monte Carlo
noise in the likelihood evaluations when the Monte Carlo variance grows with
n. This motivates us to consider neighborhoods larger than n−1/2, and we pro-
ceed by building a framework that generalizes the LAN property to an n−1/4
neighborhood, which we call the rescaled local asymptotic normality (RLAN)
property. We show that an estimator related to the one-step estimator [11] and
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maximum smoothed log-likelihood estimator [8] provide statistically efficient
estimation in the context of RLAN. An extension to profile likelihood estima-
tion, analogous to the LAN-based profile likelihood theory of Murphy and Van
Der Vaart [13], is beyond the scope of this article. Section 2 defines RLAN and
introduces a maximum cubic log-likelihood estimator (MCLE). Section 3 derives
the RLAN property in the context of a regular parametric model, leading to a
theorem which is proved in Section 4. Section 5 proves a theorem from Section 2
demonstrating statistical efficiency for the MCLE in the context of the RLAN
property and a suitable Monte Carlo metamodel.
For preliminary motivation, we show a toy example which demonstrates the
need to move beyond LAN for a class of Monte Carlo inference problems, and
how our RLAN framework accomplishes this. Figure 1 shows a Gaussian like-
lihood function for n observations which is evaluated by a Monte Carlo es-
timator having variance scaling linearly with n/m, where m =
√
n measures
Monte Carlo effort per observation. The toy example illustrates Monte Carlo
evaluations of the log-likelihood at a grid of points {θ∗k,n = θ∗ + kδn, k ∈
−10 : 10} evenly spaced on [−δn, δn], where −10 : 10 denotes the integer sequence
{−10,−9, . . . , 0, . . . , 9, 10}. The choice m = √n will be justified later. We see
from Figure 1 that the classical case of δn = n
−1/2 does not provide a useful
estimate in this limit. By contrast, δn = n
−1/4 enables a quadratic likelihood
approximation to be successfully fitted, and we will see that it also leads to a
statistically efficient estimator.
Before proceeding further, we mention some related literature that motivates
potential extensions of our proposed scalable Monte Carlo inference methodol-
ogy and the generalized RLAN to address a range of big data and computa-
tional scaalability issues. Topics include, but are not limited to, the following:
[4] on LAN for inference in stationary hidden Markov models; [6] on the valid-
ity of the local asymptotic mixed normality (LAMN) property when the model
is a multidimensional diffusion process whose coefficients depend on a scalar
parameter; [15] on the consistency and asymptotic normality of an approxi-
mate maximum likelihood estimator for discretely observed diffusion processes;
[14] on the LAMN property for a family of probability measures defined by
parametrized diffusion processes with nonsynchronous observations; [2] on LAN
of the likelihood and its variational approximation for stochastic block models;
[19] on maximum intractable likelihood estimation that requires simulation; [7]
on smoothing principle for the Huber and other location M-estimators; [1] on ap-
proximating maximum likelihood estimation of the autologistic model without
evaluating the likelihood function.
2. Rescaled local asymptotic normality and efficient estimation
RLAN is a property of likelihood ratios for points in parameter separated by a
scale factor δn = n
−1/4.
Definition 2.1. Let {Pn,θ, n = 1, 2, . . . } for θ in an open subset Θ ⊂ R, be
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Fig 1. Illustration on the Monte Carlo estimation effects via different values of n and
δn. The columns corresponds to δn = n−0.5 and δn = n−0.25. The rows correspond to
n = 102, 104, 106. The red solid curve is the log-likelihood which, in this toy example,
is given by l(θ) = −nθ2. The black circles are Monte Carlo log-likelihood evaluations,
lˆ(θ∗k,n) ∼ N [l(θ∗k,n), n/m] with a sample size m = n1/2, evaluated at 21 equally spaced values
in the range [−δn, δn].
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a sequence of statistical models in the probability space (Ω,A, µ). The sequence
has rescaled local asymptotic normality (RLAN) if we can write, under Pn,θ, for
δn = n
−1/4,
log
dPn,θ+tnδn
dPn,θ
=
√
nδntnSn − 1
2
nδ2nt
2
nV + nδ3nt3nW +Op(1), (2.1)
with {tn} being bounded, V and W being finite constants, Sn → N [0,V] in
distribution, and Op(1) corresponding to an error term bounded in probability.
Furthermore, we require that (2.1) holds for δn = n
−1/2 with the Op(1) remain-
der term replaced by an error term tending to zero in probability, denoted as
op(1).
If we take δn = n
−1/2 in (2.1), the cubic term vanishes and the lower order
terms have the same form as the LAN condition. This does not necessarily imply
that these terms match the LAN condition, which is defined to correspond to
(2.1) with δn = n
−1/2 and an error term op(1). However, we assume it to be the
case for the RLAN property and we subsequently prove this for regular para-
metric models. On the δn = n
−1/4 scale of RLAN, the polynomial terms grow
and the remainder is bounded rather than vanishing as in LAN. A formal justi-
fication for considering this RLAN property is that it holds for n observations
from a regular i.i.d. parametric model, as shown in Section 3. The derivation in
Section 3 will also show that δn = n
−1/4 is the largest neighborhood for which
a limit such as (2.1) applies. Just as for the well-studied case of LAN, we expect
some classes of non-i.i.d. statistical models to also satisfy RLAN. Rather than
pursuing such generalizations, this manuscript follows a different direction by
investigating the inferential consequences of the RLAN property in the context
of Monte Carlo methodology.
Before considering statistically efficient estimation via RLAN, we review some
alternative representations of an efficient estimator via LAN. We suppose the
existence of a δ−1n -consistent estimator, θ˜n, with δn = n
−1/2 for LAN. The
existence of such an estimator is shown by Theorem 1 on page 42 of [3] for
δn = O(n−1/2), and this implies existence also for δn = O(n−1/4). Now we form
a grid of equally space points with separation cδn over R, and given θ˜n we de-
fine θ∗n to be the midpoint of the interval into which θ˜n has fallen. Then θ
∗
n is
also uniformly δ−1n -consistent. Write θ
∗
k,n = θ
∗
n + kδn. Define θˆ
A
n to be the value
of θ maximizing the quadratic that interpolates
(
θ∗k,n, l(θ
∗
k,n)
)
for k = −1, 0, 1,
if this quadratic is concave. This corresponds to the construction of the one-
step estimator in Section 6.3 of Le Cam and Yang [12] when δn = n
−1/2. Now,
define θˆB,Kn to be the value of θ maximizing a least squares quadratic fit to{(
θ∗k,n, l(θ
∗
k,n)
)
, k ∈ −K :K}. We have θˆB,1n = θˆAn . When the likelihood is com-
puted perfectly, there may be little reason to use θˆB,Kn over θˆ
A
n . However, when
there is Monte Carlo uncertainty, or other numerical error, in the likelihood eval-
uation then θˆB,Kn with K > 1 may be preferred. Taking this idea a step further,
we can construct a maximum smoothed likelihood estimator by maximizing a
smooth curve fitted to the grid of log likelihood evaluations
(
θ∗k,n, l(θ
∗
k,n)
)
for
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k ∈ −K :K. If the smoothing algorithm preserved quadratic functions then the
maximum smoothed likelihood estimator is asymptotically equivalent to a one-
step estimator under the LAN property, while behaving reasonably when the
log-likelihood has a substantial deviation from a quadratic [8].
The name one-step estimator comes from the similarity between a quadratic
approximation estimator and a single step of Newton-Raphson type optimiza-
tion. In a regular parametric model, [3] used an asymptotically equivalent rep-
resentation that clarifies this similarity, which we generalize to arbitrary δn by
writing
θˆCn =θ
∗
n + δn ×
√
nδnSn(θ
∗
n)
nδ2nI˙(θ∗n)
,
where the score function Sn(θ
∗
n) and Fisher information I˙(θ∗n) are defined later.
The RLAN property suggests that on the δn = n
−1/4 scale we should fit a
cubic polynomial to the log-likelihood. The cubic term has a negligible effect on
the log-likelihood estimate in a neighborhood of the maximum; it becomes non-
negligible compared to the linear term only at an n−1/4 scale whereas on scales
between n−3/8 and n−1/4 the dominant quadratic term prevents the possibility
of a maximum. However, consideration of the cubic term is necessary to ensure
that the linear term is correctly estimated from likelihood measurements on the
δn = n
−1/4 scale. Working on a δn = n−1/4 scale, we define the maximum cubic
log-likelihood estimator (MCLE) to be
θˆMCLEn = θ
∗
n + arg maxx
{
βˆ1x+ βˆ2x
2 + βˆ3x
3
}
(2.2)
where βˆ1, βˆ2 and βˆ3 are obtained by a linear least squares fit of the metamodel
l(θ∗k,n) = β0 + β1kδn + β2(kδn)
2 + β3(kδn)
3 + k (2.3)
for k ∈ −K :K. The RLAN property gives β1 = O(n1/2), β2 = O(n) and
β3 = O(n). It follows that the location of the maximum is determined, up to
an approximation error o(n−1/2), by the linear and quadratic terms These two
terms are required by Definition 2.1 to match the corresponding terms in LAN.
Thus, in the absence of Monte Carlo likelihood evaluation error, the MCLE
inherits the statistical efficiency of the LAN based one-step estimators.
A Monte Carlo maximum cubic log-likelihood estimator is obtained by re-
placing l(θ∗k,n) with a Monte Carlo likelihood estimate, l(θ
∗
k,n). We suppose the
computational effort is parameterized by a Monte Carlo sample size parameter
m(n), such that the Monte Carlo estimator of l(θ∗k,n) has variance proportional
to n/m. To understand the statistical behavior of this Monte Carlo estimator,
we suppose a metamodel for the Monte Carlo likelihood evaluation which is
derived most directly from the independent, identically distributed (i.i.d.) case
but which may also hold in more general situations. Specifically, we suppose
that the Monte Carlo likelihood evaluator l(θ∗k,n) satisfies
l(θ∗k,n) = l(θ
∗
k,n) + γk + k, (2.4)
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where γk is Monte Carlo asymptotic bias, given as n→∞ and m(n)→∞ by
γk − γ0 = Cγ
m
kδn
(
1 + o(1)
)
, (2.5)
and k is asymptotically normal distributed as k ∼ N(0, nσ2/m). The Monte
Carlo independence of {k, k ∈ −K :K} in (2.4) precludes the use of common
random numbers (i.e., a fixed seed, in the terminology of random number gen-
erators) shared between each evaluation k. For applicability to complex models,
it is useful not to require a continuous map from Monte Carlo generated ran-
dom variables to the likelihood evaluation, precluding the applicability of the
method of common random numbers. The following result is proved in Section 5,
together with justification of the metamodel in the context of importance sam-
pling.
Theorem 2.2. Consider a limit n → ∞ with m(n) satisfying n1/2m−1 →
0. The maximum cubic log-likelihood estimator, θˆMCLEn , is
√
n efficient when
applied to Monte Carlo likelihood evaluations following (2.4), with K fixed.
3. RLAN for regular parametric models
Here, we show that parametric models with sufficient regularity enjoy the RLAN
property, for n i.i.d. observations.
3.1. Model setup
We suppose the data are modeled as a real-valued i.i.d. sample (Y1, · · · , Yn), for
n ∈ N, from the probability distribution Pθ on the probability space (Ω,A, µ)
where µ is a fixed σ-finite measure dominating Pθ. We seek to infer the unknown
“true” parameter θ which is situated in an open subset Θ ⊂ R. To develop the
key ideas, we work in a one-dimensional parameter space. However, the ideas
naturally generalize to Θ ⊂ Rd for d ≥ 1. We suppose the parameterization
θ → Pθ has a density and log likelihood which can be written as
p(θ) = p(· ; θ) = dPθ
dµ
(·), l(θ) = log p(θ).
Denote P := {Pθ : θ ∈ Θ} as the set of all the probability measures induced by
the parameter θ in the whole parameter set Θ. We metrize P with the variational
distance. Let v : P → R be a Euclidean parameter, and suppose that v can be
identified with the parametric function q : Θ→ R defined by
q(θ) = v(Pθ).
Let ‖·‖ stand for the Hilbert norm in L2(µ), i.e., ‖f‖2 =
∫
f2dµ. It is convenient
to view P as a subset of L2(µ) via the embedding
p(· ; θ)→ s(· ; θ) :=
√
p(· ; θ). (3.1)
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Our approach generalizes the arguments for α = 1/2 from [3]. Consideration
of rates 1/4 ≤ α ≤ 1/2 requires additional smoothness assumptions, based on
the following definition.
Definition 3.1. We say that θ0 is a second-order regular point of the parametriza-
tion θ → Pθ, if θ0 is an interior point of Θ, and
(1) The map θ → s(θ) from Θ to L2(µ) is second-order differentiable at
θ0: there exist first-order derivative and second-order derivative s˙(θ0) and
s¨(θ0) of elements of L2(µ) such that∥∥∥∥s(θ0 + δntn)− s(θ0)− s˙(θ0)δntnδ2n − 12 s¨(θ0)t2n
∥∥∥∥→ 0,
for any δn → 0 and tn bounded.
(2) The variable I˙(θ) := 2 s˙(θ)s(θ)1{s(θ)>0} has non-zero second moment
I˙(θ) := Eθ
[
I˙(θ)
]2
.
(3) The variable I¨(θ) := 4 s¨(θ)s(θ)1{s(θ)>0} has non-zero second moment
I¨(θ) := Eθ
[
I¨(θ)
]2
.
Assumption 3.2. We assume the following in the sequel:
(1) Every point of Θ is a second-order regular point.
(2) The map θ → s¨(θ) is continuous from Θ to L2(µ).
(3) The variable I˙(θ) has finite sixth-moment in Pθ probability.
(4) The variable I¨(θ) has finite third-moment in Pθ probability.
Remark 3.1. Although by equation (8) on page 15 of [3], it always hold that
Eθ
[
I˙(θ)
]
= 0, at least for some cases
Eθ
[
I˙(θ)
]α
<∞ for α ≤ 6, Eθ
[
I˙(θ)
]2
6= 0
Eθ
[
I¨(θ)
]β
<∞ for β ≤ 3, Eθ
[
I¨(θ)
]2
6= 0,
such as the exponential distribution Exp(1).
Suppose that δn ∈ R+ goes to zero as n goes to infinity. We adopt the
following definition and assumption regarding {θ∗k,n}k∈[K] from [12].
Definition 3.3. Subsets Θn ⊂ Θ are called δn-sparse coverage if:
(a) For any fixed b > 0, any ball of radium bδn contains a finite number of
elements of Θn, a number that remains bounded independently of n.
(b) There is a fixed number c such that any point in Θ is within distance cδn of
some element of Θn.
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Assumption 3.4. One has a preselcted δn-sparse coverage Θn and an auxiliary
estimate θ∗k,n that takes its values in Θn.
Suppose that tn is a bounded sequence such that |tn| ≤ M for M ∈ R+.
The corresponding sequence of probability measures Pθ+δntn,n is induced by
θ + δntn for each n. Here our focus is the local behavior, hence for the reason
that θ is an interior of Θ and θ+ δntn will eventually fall in Θ, it is implied that
{θ + δntn} ⊂ Θ. We define the rescaled log-likelihood ratio
Λn(θ + δntn, θ) = log
dPθ+δntn,n
dPθ,n
.
3.2. The main result
Define the log-likelihood of (Y1, · · · , Yn) by
l(θ) =
n∑
i=1
l(Yi ; θ). (3.2)
Define
Sn(θ) =
1√
n
n∑
i=1
I˙(Yi ; θ), (3.3)
Un(θ) =
1√
n
n∑
i=1
[
I˙2(Yi ; θ)− I˙(θ)
]
, (3.4)
Vn(θ) =
1√
n
n∑
i=1
[
I¨(Yi ; θ)− Eθ I¨(θ)
]
. (3.5)
We have the following theorem for rescaled local asymptotic normality (RLAN)
in the sense that there is a scale factor before a normal random variable, whose
rigorous proof is provided in Section 4.3.
Theorem 3.5. Suppose that P := {Pθ : θ ∈ Θ} is a regular parametric model
satisfying Assumption 3.2. Write
l(θ + δntn)− l(θ)
=tn
{√
nδnSn(θ)
}
+ t2n
{
1
4
√
nδ2n [Vn(θ)− Un(θ)]−
1
2
nδ2nI˙(θ)
}
+ t3n
{
1
8
nδ3n
[
2
3
Eθ I˙
3(θ)− Eθ I¨(θ)I˙(θ)
]}
+ t4n
{
− 1
64
nδ4n
[
I¨(θ) + 2Eθ I˙4(θ)
]}
+Rn(θ, tn),
when δn = O(n−1/4). Then uniformly in θ ∈ K compact ⊂ Θ and |tn| ≤ M ,
one has Rn(θ, tn)
p−→ 0 in Pθ probability and
Lθ (Sn(θ))→ N(0, I˙(θ)),
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Lθ (Vn(θ))→ N
(
0,Varθ[I¨(θ)]
)
,
Lθ (Un(θ))→ N
(
0,Varθ[I˙
2(θ)]
)
,
where N(µ, σ2) is the normal distribution with mean µ and variance σ2, and Lθ
is the law under θ.
Remark 3.2. Theorem 3.5 covers the classical LAN result (Proposition 2 on
page 16 of [3]), when δn = n
−1/2, which can be seen as follows:
(1) For the tn term,{√
nδnSn(θ)
}
=
2√
n
n∑
i=1
s˙(Yi ; θ)
s(Yi ; θ)
1{s(Yi ;θ)>0}.
(2) For the t2n term,{
1
4
√
nδ2n [Vn(θ)− Un(θ)]−
1
2
nδ2nI˙(θ)
}
=
1
4n
n∑
i=1
[
I¨(Yi ; θ)− Eθ I¨(θ)
]
− 1
4n
n∑
i=1
[
I˙2(Yi ; θ)− I˙(θ)
]
− 1
2
I˙(θ).
By Chung’s uniform strong law of large number and the proof of Theorem
3.5, one can obtain that
1
n
n∑
i=1
[
I¨(Yi ; θ)− Eθ I¨(θ)
]
a.s.−−→ 0,
and
1
n
n∑
i=1
[
I˙2(Yi ; θ)− I˙(θ)
]
a.s.−−→ 0,
uniformly in θ ∈ K compact ⊂ Θ and |tn| ≤M . Then the t2n coefficient is
asymptotically equivalent to
−2Eθ
[
s˙(Yi ; θ)
s(Yi ; θ)
1{s(Yi ;θ)>0}
]2
.
(3) For the t3n term, since Eθ I˙
3(θ) and Eθ I¨(θ)I˙(θ) are finite constants, and
nδ3n → 0 as n→∞,{
1
8
nδ3n
[
2
3
Eθ I˙
3(θ)− Eθ I¨(θ)I˙(θ)
]}
→ 0.
(4) Similarly, for the t4n term, since I¨(θ) and Eθ I˙4(θ) are finite constants, and
nδ4n → 0 as n→∞,{
− 1
64
nδ4n
[
I¨(θ) + 2Eθ I˙4(θ)
]}
→ 0.
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Remark 3.3. Theorem 3.5 implies the RLAN property in Definition 2.1, which
can be seen as follows: When δn = n
−1/4, the terms
t2n
{
1
4
√
nδ2n [Vn(θ)− Un(θ)]
}
∼ Op(1)
and
t4n
{
− 1
64
nδ4n
[
I¨(θ) + 2Eθ I˙4(θ)
]}
∼ Op(1).
Hence, we have
log
dPn,θ+tnδn
dPn,θ
=
√
nδntnSn − 1
2
nδ2nt
2
nV + nδ3nt3nW +Op(1), (3.6)
where {tn} is bounded, V = I˙(θ) is a finite constant and Sn → N [0,V] in
distribution, and
W = 1
8
[
2
3
Eθ I˙
3(θ)− Eθ I¨(θ)I˙(θ)
]
is a finite constant. For the case δn = n
−1/2, the regular parametric model
considered in Theorem 3.5 is known to have the LAN property [3] which matches
(3.6) but with an error term op(1).
4. Developing a proof of Theorem 3.5
In this section, we work toward a proof of Theorem 3.5. Various results de-
veloped in Section 4.2 are combined together in Section 4.3 to complete the
argument. The first step is to use a truncation method, in Section 4.1, on a
Taylor series expansion of l(θ + δntn)− l(θ). The approach broadly follows [3],
but our larger δn = O(n−1/4) scale involves consideration of higher order terms∑n
i=1
(
Tni +
1
2δntnI˙(Yi ; θ)
)j
for j = 1, 2, 3, 4, 5. Here, Tni is one of the key
quantities in the analysis which is different to the analogous quantity in [3] in
that ours incorporates the first-order derivative of s(θ), since we have to resort
to the second-order derivative of s(θ) for analysis on the δn = O(n−1/4) scale.
To see this, note that s(θ+δntn)s(θ) − 1 is o(δn) while s(θ+δntn)s(θ) − 1 − 12δntnI˙(θ) is
o(δ2n). Further intuition on this arises through the subsequent Lemma 4.1 and
Proposition 4.4.
In Section 4.2, we conduct a series of preliminary analyses to bound the
quantities (Tni)
α(δntnI˙(Yi ; θ))
β for α, β ∈ {0, 1, 2, 3, 4, 5} such that α + β = 5.
To achieve this, we use truncation on Tni using A˜n() in (4.8) and on δntnI˙(Yi ; θ)
through Sn in (4.12). Section 4.2 concludes with Proposition 4.17 which collects
together the preceeding results to bound l(θ + δntn) − l(θ). This groundwork
prepares for the proof of Theorem 3.5 in Section 4.3.
Our notation is summarized at the end of the article, in Table 1.
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4.1. A truncatated Taylor series remainder
Set
Tn =
{
s(θ + δntn)
s(θ)
− 1− 1
2
δntnI˙(θ)
}
1{s(θ)>0}. (4.1)
Let {Tni}i=1,··· ,n denote the n i.i.d. copies of Tn corresponding to Y1, · · · , Yn,
and for η ∈ (0, 1) define
An =
{
max
1≤i≤n
|Tni + 1
2
δntnI˙(θ)| < η
}
. (4.2)
In the following, we use a truncation method similar to [3]. While our definition
of Tn differs from that in [3] (page 509), the nature of An is the same as that in [3]
(page 511). Hence, by equation (d) on page 511 therein, uniformly in θ ∈ K ⊂ Θ
for K compact and |tn| ≤ M , Pθ(Acn)→ 0 where Acn is the complement of An.
On the event An, we have
l(θ + δntn)− l(θ) =
n∑
i=1
log
{
p(Yi ; θ + δntn)
p(Yi ; θ)
}
=2
n∑
i=1
log
(
Tni + 1 +
1
2
δntnI˙(Yi ; θ)
)
.
Hence, by a Taylor expansion,
n∑
i=1
log
(
1 + Tni +
1
2
δntnI˙(Yi ; θ)
)
=
n∑
i=1
(
Tni +
1
2
δntnI˙(Yi ; θ)
)
− 1
2
n∑
i=1
(
Tni +
1
2
δntnI˙(Yi ; θ)
)2
+
1
3
n∑
i=1
(
Tni +
1
2
δntnI˙(Yi ; θ)
)3
− 1
4
n∑
i=1
(
Tni +
1
2
δntnI˙(Yi ; θ)
)4
+Rn,
(4.3)
where
|Rn| ≤ C(η)
5
n∑
i=1
(
Tni +
1
2
δntnI˙(Yi ; θ)
)5
,
for C(η) < (1− η)−5 a finite constant that depends on η only.
4.2. Preliminary analysis
In this section, we develop a sequence of lemmas and propositions needed for
the main proof in Section 4.3.
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Lemma 4.1. One has
Eθ
∣∣∣∣Tn − 18(δntn)2I¨(θ)
∣∣∣∣2 = o(δ4n),
as δn → 0 and |tn| ≤M .
Proof.
Eθ
∣∣∣∣Tn − 18(δntn)2I¨(θ)
∣∣∣∣2
=
∫ ({
s(θ + δntn)
s(θ)
− 1− 1
2
δntnI˙(θ)
}
− 1
8
(δntn)
2I¨(θ)
)2
s2(θ)dµ
=
∥∥∥∥s(θ + δntn)− s(θ)− δntns˙(θ)− 12(δntn)2s¨(θ)
∥∥∥∥2
(4.4)
Recall that, by Taylor series, for any function h with (n+1)-th derivative h(n+1)
we have
h(x) =h(x0) + (x− x0)h′(x0) + h
′′(x0)
2!
(x− x0)2 + · · ·
+
h(n)(x0)
n!
(x− x0)n + 1
n!
∫ x
x0
(x− t)nh(n+1)(t)dt.
(4.5)
Hence, for K compact,
sup
θ∈K
1
(δntn)4
∥∥∥∥s(θ + δntn)− s(θ)− δntns˙(θ)− 12(δntn)2s¨(θ)
∥∥∥∥2
= sup
θ∈K
1
(δntn)4
∥∥∥∥(δntn)2(∫ 1
0
(1− λ)s¨(θ + λδntn)dλ− 1
2
s¨(θ)
)∥∥∥∥2
≤ sup
θ∈K
1
(δntn)4
∥∥∥∥(δntn)2 ∫ 1
0
(1− λ) (s¨(θ + λδntn)− s¨(θ)) dλ
∥∥∥∥2
≤
∫ 1
0
(1− λ) sup
θ∈K
‖(s¨(θ + λδntn)− s¨(θ))‖2 dλ
→ 0,
(4.6)
as δn → 0 and 0 < |tn| ≤M , by the continuity of the map θ → s¨(θ).
Lemma 4.2. One has
lim
λ→∞
sup
θ∈K
Eθ
[∣∣∣I¨(θ)∣∣∣2 1{|I¨(θ)|≥λ}] = 0.
Proof. We apply reductio ad absurdum here by assuming that there exist θn ∈ K
and λn →∞ such that
Eθn
[∣∣∣I¨(θn)∣∣∣2 1{|I¨(θn)|≥λn}] > α > 0. (4.7)
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Since K is compact, we may assume that θn → θ ∈ K.
Recall that
I¨(θ) = Eθ
∣∣∣I¨(θ)∣∣∣2 = 16∫ s¨2(θ)1{s(θ)>0}dµ.
We have
|I¨(θ + h)− I¨(θ)|
=16
∣∣∣∣∫ s¨2(θ + h)dµ− ∫ s¨2(θ)dµ∣∣∣∣
≤16
∫
|s¨(θ + h)| · |s¨(θ + h)− s¨(θ)|dµ+ 16
∫
|s¨(θ)| · |s¨(θ + h)− s¨(θ)|dµ
≤16 ‖s¨(θ + h)‖ · ‖s¨(θ + h)− s¨(θ)‖+ 16 ‖s¨(θ)‖ · ‖s¨(θ + h)− s¨(θ)‖
→ 0,
as h → 0, by the continuity of θ → s¨(θ) in L2(µ). Hence, we have that I¨(θ) is
continuous in Θ ∈ R.
It follows that
Eθn
∣∣∣I¨(θn)∣∣∣2 → Eθ ∣∣∣I¨(θ)∣∣∣2 .
Hence, by Lemma A.7.2.B of [3], the sequence of random variable {|I¨(θn)|2} is
uniformly integrable, hence
lim
n→∞Eθn
∣∣∣I¨(θn)∣∣∣2 1{|I¨(θn)|≥λn} = 0,
which contradicts to (4.7). Therefore, one has
lim
λ→∞
sup
θ∈K
Eθ
[∣∣∣I¨(θ)∣∣∣2 1{|I¨(θ)|≥λ}] = 0,
as desired.
Recall that {Tni}i=1,··· ,n denote the n i.i.d. copies of Tn corresponding to
Y1, · · · , Yn. Define
A˜n() =
{
max
1≤i≤n
|Tni| < 
}
, (4.8)
for every  > 0.
Proposition 4.3. Uniformly in θ ∈ K ⊂ Θ for K compact and |tn| ≤M ,
Pθ(A˜
c
n)→ 0,
where A˜cn is the complement of A˜n, defined in (4.8).
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Proof. We firstly note that
Pθ(A˜
c
n) ≤
n∑
i=1
Pθ(|Tni| ≥ ˜) = nPθ(|Tn| ≥ ˜).
Then, it suffices to show that
Pθ(|Tn| ≥ ˜) = o(1/n).
But
Pθ(|Tn| ≥ )
≤Pθ
(∣∣∣∣Tn − 18(δntn)2I¨(θ)
∣∣∣∣ ≥ 12
)
+ Pθ
(∣∣∣∣18(δntn)2I¨(θ)
∣∣∣∣ ≥ 12
)
≤ 4
2
Eθ
∣∣∣∣Tn − 18(δntn)2I¨(θ)
∣∣∣∣2 + 42Eθ
∣∣∣∣18(δntn)2I¨(θ)
∣∣∣∣2 1{|(δntn)2I¨(θ)|≥}
≤o(δ4n) +
1
162
(δntn)
4Eθ
∣∣∣I¨(θ)∣∣∣2 1{|(δntn)2I¨(θ)|≥}
=o(δ4n),
(4.9)
where the second to the last step is by Lemma 4.1, and the last step is by Lemma
4.2.
Proposition 4.4. For any r ≥ 0, we have
n∑
i=1
∣∣∣∣T 2ni − 164δ4nt4nI¨(θ)
∣∣∣∣1+r p−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Proof. We firstly prove the case that r = 0. Note that
n∑
i=1
∣∣∣∣T 2ni − 164δ4nt4nI¨(θ)
∣∣∣∣
≤
n∑
i=1
∣∣∣∣T 2ni − 164δ4nt4n(I¨(Yi ; θ))2
∣∣∣∣+ n∑
i=1
∣∣∣∣ 164δ4nt4n(I¨(Yi ; θ))2 − 164δ4nt4nI¨(θ)
∣∣∣∣ .
On one hand, we have that
Eθ
n∑
i=1
∣∣∣∣T 2ni − 164δ4nt4n(I¨(Yi ; θ))2
∣∣∣∣ =nEθ
∣∣∣∣∣T 2n −
(
1
8
δ2nt
2
nI¨(θ)
)2∣∣∣∣∣
By Lemma 4.1, uniformly in |tn| ≤ M and in θ ∈ K ⊂ Θ for K compact, one
has
Eθ
∣∣∣∣Tn − 18(δntn)2I¨(θ)
∣∣∣∣2 = o(δ4n),
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which implies
Eθ(
√
nTn)
2 = o(1)
for tn = 0, and
Eθ
(√
n
t2n
Tn − 1
8
√
nδ2nI¨(θ)
)2
= o(1)
for 0 < |tn| ≤M . It follows, by Lemma A.7.1 in [3], that
Eθ
∣∣∣∣(√nTn)2 − 164(t2n√nδ2nI¨(θ))2
∣∣∣∣ = o(1). (4.10)
On the other hand, we have that(
1
n
n∑
i=1
I¨(Yi ; θ)
2 − I¨(θ)
)
a.s.−−→ 0,
uniformly in |tn| ≤ M and in θ ∈ K ⊂ Θ for K compact, by the definition of
I¨(θ), Lemma 4.2, and Chung’s uniform strong law of large number which can
be seen in Theorem A.7.3 in [3]. Hence,
nδ4nt
4
n
(
1
n
n∑
i=1
I¨(Yi ; θ)
2 − I¨(θ)
)
a.s.−−→ 0,
and then
n∑
i=1
∣∣∣∣T 2ni − 164δ4nt4nI¨(θ)
∣∣∣∣ p−→ 0, (4.11)
uniformly in |tn| ≤ M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Next, for r > 0, considering that
max
1≤i≤n
∣∣∣∣T 2ni − 164δ4nt4nI¨(θ)
∣∣∣∣ ≤ n∑
i=1
∣∣∣∣T 2ni − 164δ4nt4nI¨(θ)
∣∣∣∣
and
n∑
i=1
∣∣∣∣T 2ni − 164δ4nt4nI¨(θ)
∣∣∣∣1+r ≤ max1≤i≤n
∣∣∣∣T 2ni − 164δ4nt4nI¨(θ)
∣∣∣∣r n∑
i=1
∣∣∣∣T 2ni − 164δ4nt4nI¨(θ)
∣∣∣∣ ,
by (4.11), we have that in Pθ probability,
n∑
i=1
∣∣∣∣T 2ni − 164δ4nt4nI¨(θ)
∣∣∣∣1+r p−→ 0 for r > 0,
uniformly in θ ∈ K and |tn| ≤M .
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Proposition 4.5. We have, for any k ≥ 1
n∑
i=1
|Tni|2+k p−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Proof. Let a(′) be a real valued function on any ′ > 0 satisfying
(
′
a(′)+ 164nδ
4
nt
4
nI¨(θ)
)
∈
(0, 1). The proof can be completed by noting that by Propositions 4.3 and 4.4,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact,
Pθ
(
n∑
i=1
T 2ni > a(
′) +
1
64
nδ4nt
4
nI¨(θ)
)
→ 0,
Pθ
 max
1≤i≤n
|Tni| >
(
′
a(′) + 164nδ
4
nt
4
nI¨(θ)
)1/k→ 0.
Proposition 4.6. We have
n∑
i=1
∣∣∣∣(δntnI˙(Yi ; θ))5∣∣∣∣ p−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Proof. By Assumption 3.2 and Markov inequality, for |tn| ≤M and ′ > 0,
Pθ
(
n∑
i=1
∣∣∣δntnI˙(Yi ; θ)∣∣∣5 > ′) ≤ 1
′
Eθ
(
n∑
i=1
∣∣∣δntnI˙(Yi ; θ)∣∣∣5)
≤n(δn)
5M5
′
Eθ
∣∣∣I˙(Yi ; θ)∣∣∣5
→ 0.
Proposition 4.7. We have, for any l ≥ 2 and any k ≥ 1,
n∑
i=1
∣∣∣∣T lni (δntnI˙(Yi ; θ))k∣∣∣∣ p−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
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Proof. We firstly consider the case that l = 2. Note that
n∑
i=1
∣∣∣∣T 2ni (δntnI˙(Yi ; θ))k∣∣∣∣ = n∑
i=1
∣∣∣∣(T 2ni − 164δ4nt4nI¨(θ)
)(
δntnI˙(Yi ; θ)
)k∣∣∣∣
+
n∑
i=1
∣∣∣∣ 164δ4nt4nI¨(θ)(δntnI˙(Yi ; θ))k
∣∣∣∣ ,
and by Ho¨lder’s inequality in the counting measure we have
n∑
i=1
∣∣∣∣(T 2ni − 164δ4nt4nI¨(θ)
)(
δntnI˙(Yi ; θ)
)k∣∣∣∣
≤
[
n∑
i=1
∣∣∣∣T 2ni − 164δ4nt4nI¨(θ)
∣∣∣∣ 55−k
] 5−k
5
[
n∑
i=1
∣∣∣δntnI˙(Yi ; θ)∣∣∣k× 5k ]
k
5
We can see that, to complete the proof, it suffices to show that uniformly in
|tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability,
n∑
i=1
∣∣∣∣T 2ni − 164δ4nt4nI¨(θ)
∣∣∣∣1+r p−→ 0 for any r > 0,
n∑
i=1
∣∣∣δntnI˙(Yi ; θ)∣∣∣5 p−→ 0,
and
n∑
i=1
∣∣∣∣ 164δ4nt4nI¨(θ)(δntnI˙(Yi ; θ))k
∣∣∣∣ p−→ 0 for any k ≥ 1.
The above conditions are satisfied by Propositions 4.4 and 4.6, and noting that
for |tn| ≤M and ′ > 0
Pθ
(
n∑
i=1
∣∣∣∣δ4nt4nI¨(θ)(δntnI˙(Yi ; θ))k∣∣∣∣ > ′
)
≤ 1
′
Eθ
(
n∑
i=1
∣∣∣∣δ4nt4nI¨(θ)(δntnI˙(Yi ; θ))k∣∣∣∣
)
≤ (δn)
kMk+4
′
∣∣∣I¨(θ)∣∣∣Eθ ∣∣∣I˙(θ)∣∣∣k
→ 0.
The result can be extended to any l > 2, by noting that
n∑
i=1
∣∣∣∣T lni (δntnI˙(Yi ; θ))k∣∣∣∣ ≤ max1≤i≤n |Tni|l−2
n∑
i=1
∣∣∣∣T 2ni (δntnI˙(Yi ; θ))k∣∣∣∣
and using Proposition 4.3.
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Proposition 4.8. We have
n∑
i=1
(
δntnI˙(Yi ; θ)
)4
− nδ4nt4nEθ
[
I˙(θ)
]4 a.s.−−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Proof. By Lemma A.7.2.B in [3] which proved that I˙(θ) is uniformly integrable,
and Chung’s uniform strong law of large number which can be seen in Theorem
A.7.3 in [3], we have that uniformly in |tn| ≤ M and in θ ∈ K ⊂ Θ for K
compact, in Pθ probability,(
1
n
n∑
i=1
(
I˙(Yi ; θ)
)4
− Eθ
[
I˙(θ)
]4) a.s.−−→ 0.
and then
nδ4nt
4
n
(
1
n
n∑
i=1
I˙(Yi ; θ)
4 − Eθ
[
I˙(θ)
]4) a.s.−−→ 0.
Proposition 4.9. For Sn and An(θ, tn) defined as
Sn =
{(
δntnI˙(Yi ; θ)
)2
> 1
}
, (4.12)
An(θ, tn) =
n∑
i=1
(
Tni − 1
8
δ2nt
2
nI¨(Yi ; θ)− Tni
(
δntnI˙(Yi ; θ)
)2
1Sn
+
1
8
δ4nt
4
nI¨(Yi ; θ)I˙
2(Yi ; θ)1Sn
)
,
we have
An(θ, tn) p−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Proof. Note that An(θ, tn) can be rewritten as
An(θ, tn) =
n∑
i=1
(
Tni − 1
8
δ2nt
2
nI¨(Yi ; θ)
)(
1−
(
δntnI˙(Yi ; θ)
)2
1Sn
)
.
By Markov inequality and Ho¨lder’s inequality, together with Lemma 4.1, we
have that for any ′ > 0
Pθ {|An(θ, tn)| > ′}
≤n
′
Eθ
∣∣∣∣(Tn − 18δ2nt2nI¨(θ)
)(
1−
(
δntnI˙(θ)
)2
1Sn
)∣∣∣∣
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≤n
′
Eθ
∣∣∣∣(Tn − 18δ2nt2nI¨(θ)
)(
δntnI˙(θ)
)2
1Sn
∣∣∣∣
≤nδ
2
nM
2
′
Eθ
∣∣∣∣(Tn − 18δ2nt2nI¨(θ)
)
I˙2(θ)
∣∣∣∣
≤
√
nδ2nM
2
′
[
nEθ
(
Tn − 1
8
δ2nt
2
nI¨(θ)
)2]1/2 [
Eθ I˙
4(θ)
]1/2
→ 0.
Proposition 4.10. We have
n∑
i=1
∣∣∣∣Tni (δntnI˙(Yi ; θ))2∣∣∣∣ p−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Proof. See Appendix A.
Proposition 4.11. We have
n∑
i=1
∣∣∣∣(Tni − 18δ2nt2nI¨(Yi ; θ)
)(
δntnI˙(Yi ; θ)
)∣∣∣∣ p−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Proof. See Appendix B.
Proposition 4.12. We have, for any k ≥ 3,
n∑
i=1
∣∣∣∣Tni (δntnI˙(Yi ; θ))k∣∣∣∣ p−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Proof. Note that
n∑
i=1
∣∣∣∣Tni (δntnI˙(Yi ; θ))k∣∣∣∣
≤1
2
n∑
i=1
(Tni)
2
∣∣∣δntnI˙(Yi ; θ)∣∣∣2k−5 + 1
2
n∑
i=1
∣∣∣δntnI˙(Yi ; θ)∣∣∣5 .
By Proposition 4.7 and Proposition 4.6, we complete the proof.
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Proposition 4.13. Define
U(θ) = U(Yi ; θ) =
(
s˙(Yi ; θ)
s(Yi ; θ)
1{s(Yi ;θ)>0}
)2
− 1
4
I˙(θ).
We have
Lθ
(
1√
n
n∑
i=1
U(Yi ; θ)
)
→ N(0, EθU2(θ)), (4.13)
uniformly in θ ∈ K for compact K ∈ Θ, where N(0, EθU2(θ)) is the normal
distribution with mean 0 and covariance matrix EθU
2(θ).
Proof. See Appendix C.
Proposition 4.14. Define
V (Yi ; θ) = I¨(Yi ; θ)− Eθ I¨(Yi ; θ).
We have
Lθ
(
1√
n
n∑
i=1
V (Yi ; θ)
)
→ N(0,Var[I¨(θ)]), (4.14)
uniformly in θ ∈ K for compact K ∈ Θ, where N(0,Var[I¨(θ)])) is the normal
distribution with mean 0 and covariance matrix Var[I¨(θ)].
Proof. See Appendix D.
Proposition 4.15. We have
n∑
i=1
(
δntnI˙(Yi ; θ)
)3
−
n∑
i=1
Eθ
(
δntnI˙(Yi ; θ)
)3 p−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Proof. Since Eθ
(
I˙6(θ)
)
is finite by Assumption 3.2, we have Varθ
(
I˙3(θ)
)
<∞.
By Chebyshev’s inequality and independence of data samples, we have that for
any ′ > 0
Pθ
[∣∣∣∣∣
n∑
i=1
(
δntnI˙(Yi ; θ)
)3
−
n∑
i=1
Eθ
(
δntnI˙(Yi ; θ)
)3∣∣∣∣∣ > ′
]
≤ 1
(′)2
Varθ
[
n∑
i=1
(
δntnI˙(Yi ; θ)
)3]
=
nδ6nM
6
(′)2
Varθ
(
I˙3(θ)
)
→ 0,
uniformly in θ ∈ K and |tn| ≤M .
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Proposition 4.16. We have
n∑
i=1
δ3nt
3
nI¨(Yi ; θ)I˙(Yi ; θ)−
n∑
i=1
δ3nt
3
nEθ[I¨(Yi ; θ)I˙(Yi ; θ)]
p−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Proof. By Ho¨lder’s inequality,
Eθ
(
I¨(θ)I˙(θ)
)2
≤
(
Eθ[I¨(θ)]
2×3/2
)2/3 (
Eθ[I˙(θ)]
2×3
)1/3
.
By Assumption 3.2 we know that I¨(θ) has finite third moment and I˙(θ) has
finite sixth moment, which implies
Varθ
(
I¨(Yi ; θ)I˙(Yi ; θ)
)
<∞.
By Chebyshev’s inequality and independence of data samples, we have that
′ > 0
Pθ
[∣∣∣∣∣
n∑
i=1
δ3nt
3
nI¨(Yi ; θ)I˙(Yi ; θ)−
n∑
i=1
δ3nt
3
nEθ[I¨(Yi ; θ)I˙(Yi ; θ)]
∣∣∣∣∣ > ′
]
≤ 1
(′)2
Varθ
[
n∑
i=1
δ3nt
3
nI¨(Yi ; θ)I˙(Yi ; θ)
]
=
nδ6nM
6
(′)2
Varθ
(
I¨(Yi ; θ)I˙(Yi ; θ)
)
→ 0,
uniformly in θ ∈ K and |tn| ≤M .
Recall that, by (4.3), on the event An, we have
l(θ + δntn)− l(θ)
=2
n∑
i=1
(
Tni +
1
2
δntnI˙(Yi ; θ)
)
−
n∑
i=1
(
Tni +
1
2
δntnI˙(Yi ; θ)
)2
+
2
3
n∑
i=1
(
Tni +
1
2
δntnI˙(Yi ; θ)
)3
− 1
2
n∑
i=1
(
Tni +
1
2
δntnI˙(Yi ; θ)
)4
+Rn,
(4.15)
where
|Rn| ≤ 2C(η)
5
n∑
i=1
(
Tni +
1
2
δntnI˙(Yi ; θ)
)5
,
for C(η) < (1− η)−5 a finite constant that depends on η only.
By Propositions 4.5, 4.6, 4.7, 4.10, and 4.12, uniformly in |tn| ≤ M and in
θ ∈ K ⊂ Θ for K compact, in Pθ probability,
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• ∑ni=1 T 2+kni p−→ 0, for any k ≥ 1;
• ∑ni=1 ∣∣∣∣T lni (δntnI˙(Yi ; θ))k∣∣∣∣ p−→ 0, for any l ≥ 2 and any k ≥ 1;
• ∑ni=1 ∣∣∣∣(δntnI˙(Yi ; θ))5∣∣∣∣ p−→ 0;
• ∑ni=1 ∣∣∣∣Tni (δntnI˙(Yi ; θ))2∣∣∣∣ p−→ 0;
• ∑ni=1 ∣∣∣∣Tni (δntnI˙(Yi ; θ))k∣∣∣∣ p−→ 0, for any k ≥ 3.
In the sequel, we let Rn(θ, tn) be the residue term whose explicit expression may
change line by line. We can rewrite equation (4.15) as
l(θ + δntn)− l(θ)
=2
n∑
i=1
Tni +
n∑
i=1
δntnI˙(Yi ; θ)−
n∑
i=1
T 2ni −
n∑
i=1
(
TniδntnI˙(Yi ; θ)
)
− 1
4
n∑
i=1
(
δntnI˙(Yi ; θ)
)2
+
1
12
n∑
i=1
(
δntnI˙(Yi ; θ)
)3
− 1
32
n∑
i=1
(
δntnI˙(Yi ; θ)
)4
+Rn(θ, tn),
(4.16)
where Rn(θ, tn)
p−→ 0 in Pθ probability, uniformly in θ ∈ K compact ⊂ Θ and
|tn| ≤M .
Recall that Vn(θ) is defined as
Vn(θ) =
1√
n
n∑
i=1
[
I¨(Yi ; θ)− Eθ I¨(θ)
]
.
The following proposition takes care of the first term 2
∑n
i=1 Tni in (4.16).
Proposition 4.17. We have
2
n∑
i=1
Tni =
1
4
t2n
√
nδ2nVn(θ) +
1
4
δ2nt
2
nnEθ I¨(θ) +Rn(θ, tn),
where uniformly in θ ∈ K compact ⊂ Θ and |tn| ≤M , in Pθ probability
Rn(θ, tn)
p−→ 0,
and Vn(θ) is distributed as
Lθ (Vn(θ))→ N
(
0,Varθ(I¨(θ))
)
.
Proof. See Appendix E.
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4.3. Proof of Theorem 3.5
Plugging the result of Proposition 4.17 in (4.16), we obtain
l(θ + δntn)− l(θ)
=
1
4
t2n
√
nδ2nVn(θ) +
1
4
δ2nt
2
nnEθ I¨(θ) +
n∑
i=1
δntnI˙(Yi ; θ)−
n∑
i=1
T 2ni
−
n∑
i=1
(
TniδntnI˙(Yi ; θ)
)
− 1
4
n∑
i=1
(
δntnI˙(Yi ; θ)
)2
+
1
12
n∑
i=1
(
δntnI˙(Yi ; θ)
)3
− 1
32
n∑
i=1
(
δntnI˙(Yi ; θ)
)4
+Rn(θ, tn).
(4.17)
The proof proceeds by tackling the terms in equation (4.17) one by one as
follows:
(1) For the term
∑n
i=1 δntnI˙(Yi ; θ), recalling that Sn(θ) is defined as
Sn(θ) =
1√
n
n∑
i=1
I˙(Yi ; θ),
we have
n∑
i=1
δntnI˙(Yi ; θ) =tn
√
nδnSn(θ),
where, by Proposition 2.2 of [3], Sn(θ) is distributed uniformly in θ ∈ K
for compact K ∈ Θ as
Lθ (Sn(θ))→ N(0, I˙(θ)).
(2) For the term −∑ni=1 T 2ni, by Proposition 4.4, we have
−
n∑
i=1
T 2ni =−
n∑
i=1
(
T 2ni −
1
64
δ4nt
4
nI¨(θ)
)
−
n∑
i=1
1
64
δ4nt
4
nI¨(θ)
=− 1
64
nδ4nt
4
nI¨(θ) +Rn(θ, tn),
where Rn(θ, tn)
p−→ 0 uniformly in θ ∈ K and |tn| ≤M .
(3) For the term −∑ni=1 (TniδntnI˙(Yi ; θ)), we have
−
n∑
i=1
(
TniδntnI˙(Yi ; θ)
)
=−
n∑
i=1
(
Tni − 1
8
δ2nt
2
nI¨(Yi ; θ)
)(
δntnI˙(Yi ; θ)
)
− 1
8
n∑
i=1
δ2nt
2
nI¨(Yi ; θ)
(
δntnI˙(Yi ; θ)
)
.
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Note that
−
n∑
i=1
δ3nt
3
nI¨(Yi ; θ)I˙(Yi ; θ)
=−
n∑
i=1
δ3nt
3
nI¨(Yi ; θ)I˙(Yi ; θ) +
n∑
i=1
δ3nt
3
nEθ[I¨(Yi ; θ)I˙(Yi ; θ)]
− nδ3nt3nEθ[I¨(θ)I˙(θ)]
Hence, by Propositions 4.11 and 4.16, we have
−
n∑
i=1
(
TniδntnI˙(Yi ; θ)
)
= −1
8
nδ3nt
3
nEθ[I¨(θ)I˙(θ)] +Rn(θ, tn)
where Rn(θ, tn)
p−→ 0 uniformly in θ ∈ K and |tn| ≤M .
(4) For the term − 14
∑n
i=1
(
δntnI˙(Yi ; θ)
)2
, recalling that
Un(θ) =
1√
n
n∑
i=1
[
I˙2(Yi ; θ)− I˙(θ)
]
,
we have
−1
4
n∑
i=1
(
δntnI˙(Yi ; θ)
)2
=− 1
4
δ2nt
2
n
n∑
i=1
[
I˙2(Yi ; θ)− I˙(θ)
]
− 1
4
δ2nt
2
nnI˙(θ)
=− 1
4
t2nδ
2
n
√
nUn(θ)− 1
4
δ2nt
2
nnI˙(θ),
where, by Propositions 4.13, Un(θ) is distributed uniformly in θ ∈ K
compact ⊂ Θ and |tn| ≤M as
Lθ (Un(θ))→ N
(
0,Varθ[I˙
2(θ)]
)
.
(5) For the term 112
∑n
i=1
(
δntnI˙(Yi ; θ)
)3
, by Proposition 4.15, we have
1
12
n∑
i=1
(
δntnI˙(Yi ; θ)
)3
=
1
12
n∑
i=1
δ3nt
3
n
(
I˙3(Yi ; θ)− Eθ I˙3(Yi ; θ)
)
+
1
12
nδ3nt
3
nEθ I˙
3(θ)
=
1
12
nδ3nt
3
nEθ I˙
3(θ) +Rn(θ, tn),
where Rn(θ, tn)
p−→ 0 uniformly in θ ∈ K and |tn| ≤M .
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(6) For the term − 132
∑n
i=1
(
δntnI˙(Yi ; θ)
)4
, by Proposition 4.8, we have
− 1
32
n∑
i=1
(
δntnI˙(Yi ; θ)
)4
=− 1
32
n∑
i=1
(
δntnI˙(Yi ; θ)
)4
+
1
32
t4nnδ
4
nEθ I˙
4(θ)− 1
32
t4nnδ
4
nEθ I˙
4(θ)
=− 1
32
t4nnδ
4
nEθ I˙
4(θ) +Rn(θ, tn),
where Rn(θ, tn)
p−→ 0 uniformly in θ ∈ K and |tn| ≤M .
Now, we can rewrite equation (4.17) as
l(θ + δntn)− l(θ)
=
1
4
t2n
√
nδ2nVn(θ) +
1
4
δ2nt
2
nnEθ I¨(θ) + tn
√
nδnSn(θ)− 1
64
nδ4nt
4
nI¨(θ)
− 1
8
nδ3nt
3
nEθ[I¨(θ)I˙(θ)]−
1
4
t2nδ
2
n
√
nUn(θ)− 1
4
δ2nt
2
nnI˙(θ) +
1
12
nδ3nt
3
nEθ I˙
3(θ)
− 1
32
t4nnδ
4
nEθ I˙
4(θ) +Rn(θ, tn).
Reorganizing the terms, we have
l(θ + δntn)− l(θ)
=
1
4
t2n
√
nδ2n [Vn(θ)− Un(θ)] +
1
4
δ2nt
2
nn
[
Eθ I¨(θ)− I˙(θ)
]
+ tn
√
nδnSn(θ)
− 1
64
t4nnδ
4
n
[
I¨(θ) + 2Eθ I˙4(θ)
]
− 1
8
nδ3nt
3
n
[
Eθ I¨(θ)I˙(θ)− 2
3
Eθ I˙
3(θ)
]
+Rn(θ, tn),
=tn
{√
nδnSn(θ)
}
+ t2n
{
1
4
√
nδ2n [Vn(θ)− Un(θ)] +
1
4
nδ2n
[
Eθ I¨(θ)− I˙(θ)
]}
+ t3n
{
1
8
nδ3n
[
2
3
Eθ I˙
3(θ)− Eθ I¨(θ)I˙(θ)
]}
+ t4n
{
− 1
64
nδ4n
[
I¨(θ) + 2Eθ I˙4(θ)
]}
+Rn(θ, tn),
as desired. At last, note that differentiating
∫
s2(θ)dµ = 1 with respect to θ
yields
∫
s˙(θ)s(θ)dµ = 0, and further differentiating with respect to θ yields∫
s¨(θ)s(θ)dµ+
∫
s˙2(θ)dµ = 0.
Therefore, one has
Eθ I¨(θ) = 4
∫
s¨(θ)s(θ)dµ = −4
∫
s˙2(θ)dµ = −I˙(θ), (4.18)
This completes the proof of Theorem 3.5.
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5. Justifying the Monte Carlo metamodel and proving Theorem 2.2
The scaling in the metamodel (2.4) may arise in diverse Monte Carlo schemes,
but to be concrete we derive it here via an importance sampling likelihood
evaluator. We suppose the data are modeled as an i.i.d. sequence Y1, . . . , Yn
drawn from a density
p(y ; θ) = pY (y ; θ) =
∫
pY |X(y|x; θ)pX(x ; θ) dx (5.1)
For each Yi and θ
∗
k,n where i ∈ 1 : n and k ∈ −K :K, independent Monte
Carlo samples (X
(1)
i,k , · · · , X(m)i,k ) for m ∈ N are generated from an appropriate
probability density function q(· ; θ∗k,n). Then, we approximate p(Yi ; θ∗k,n) as
p(Yi ; θ
∗
k,n) using an importance sampling evaluator,
p(Yi ; θ
∗
k,n) =
1
m
m∑
j=1
pY |X(Yi|X(j)i,k ; θ∗k,n)
pX(X
(j)
i,k ; θ
∗
k,n)
q(X
(j)
i,k ; θ
∗
k,n)
,
which is unbiased by construction. We can write the variance in the form
Var(p(Yi ; θ
∗
k,n)) = τ
2(θ∗k,n)p(Yi ; θ
∗
k,n)
2/m. Note that here and in the sequel,
we use an overline to distinguish Monte Carlo quantities. We further construct
an estimated log-likelihood
l(θ∗k,n) =
n∑
i=1
ln p(Yi ; θ
∗
k,n). (5.2)
The central limit theorem and delta method, applied to the Monte Carlo random
variables, give as asymptotic normal distribution for l(θ∗k,n) with mean l(θ
∗
k,n)−
nτ2(θ∗k,n)/2m and variance nτ
2(θ∗k,n)/m. Then, (2.4) arises via a central limit
theorem together with an application of the delta method. The resulting bias
is a consequence of Jensen’s inequality, and the form in (2.5) supposes that
the variance of the Monte Carlo estimator is continuously differentiable as a
function of θ.
The RLAN property established in Theorem 3.5 suggests that the Monte
Carlo likelihood evaluated at each (θ∗k,n − θ∗n) can be approximated, in a neigh-
borhood of its maximum, by a cubic metamodel,
l(θ∗k,n − θ∗n) ≈ β3(θ∗k,n − θ∗n)3 + β2(θ∗k,n − θ∗n)2 + β1(θ∗k,n − θ∗n) + β0 + k,
where k is i.i.d. with fixed finite variance. As explained in Section 2, the con-
tribution from the term β3(θ
∗
k,n − θ∗n)3 to the location of the maximum on the
interval [θ∗n−Kδn, θ∗n+Kδn] is asymptotically negligible on the O(n−1/2) scale.
The maximum cubic log-likelihood estimator is therefore close to the maximizer
of the quadratic approximation, giving
θˆMCLEn =
βˆ1
−2βˆ2
+ o(n−1/2). (5.3)
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Recall that θ∗k,n − θ∗n = kδn for k ∈ {−K, · · · , 0, · · · ,K}. Write
Y =

l(θ∗−K,n − θ∗n)
...
l(θ∗0,n − θ∗n)
...
l(θ∗K,n − θ∗n)
 , X =

1 (−Kδn) (−Kδn)2 (−Kδn)3
...
...
...
...
1 0 0 0
...
...
...
...
1 (Kδn) (Kδn)
2 (Kδn)
3
 ,
and β =

β0
β1
β2
β3
 ,  =

−K
...
0
...
K
 .
Now we fit “data” Y to X by linear regression
Y = Xβ + .
By Least-squares estimation, we obtain that βˆ =
(
X
T
X
)−1
X
T
Y. Note that
X
T
X =

K
∑K
k=−K(kδn)
∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
3∑K
k=−K(kδn)
∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
4∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
4
∑K
k=−K(kδn)
5∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
4
∑K
k=−K(kδn)
5
∑K
k=−K(kδn)
6

and we have the following two lemmas regarding the orders of its determinate
and adjugate matrix.
Lemma 5.1. For K being fixed, the determinant of X
T
X, denoted as det
(
X
T
X
)
,
is of order O(δ12n ).
Proof. See Appendix F.
Lemma 5.2. For K being fixed, the adjugate of X
T
X, denoted as adj
(
X
T
X
)
,
is given by
adj
(
X
T
X
)
22
∼ O(δ10n ), adj
(
X
T
X
)
33
∼ O(δ8n).
Proof. See Appendix G.
Recall that θˆMCLEn , as the Monte Carlo one-step estimator of θ, is defined in
(2.2) and is formulated explicitly in (5.3). Now we provide the proof of Propo-
sition 2.2 in Section 2.
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Proof of Theorem 2.2. By Lemma 5.1, for K being fixed, det
(
X
T
X
)
∼ O(δ12n ).
By Lemma 5.2, we can see that adj
(
X
T
X
)
22
∼ O(δ10n ) and adj
(
X
T
X
)
33
∼
O(δ8n). Hence, by the formula that
(
X
T
X
)−1
ij
=
 1
det
(
X
T
X
) adj(XTX)

ij
,
we have
(
X
T
X
)−1
22
∼ O(δ−2n ) and
(
X
T
X
)−1
33
∼ O(δ−4n ).
From classical results for linear regression, we know that E(βˆi) = βi, for
i = 1, 2, where i stands for the corresponding error. From Theorem 3.5 we
can see that the coefficients β1 and β2 are or order
√
n and n respectively. The
classical results of linear regression yield that Var(βˆ) =
(
X
T
X
)−1
σ2 and then
one obtains that Var(βˆ1) ∼ O
(
δ−2n × nm
)
and Var(βˆ2) ∼ O
(
δ−4n × nm
)
. By the
delta method (see, Proposition 9.32 in [10]), one has, asymptotically,
SE2MC :=Var
(
βˆ1
−2βˆ2
)
=
β21
4β22
[
Var(βˆ1)
β21
− 2Cov(βˆ1, βˆ2)
β1β2
+
Var(βˆ2)
β22
]
By the covariance inequality that for two random variables X and Y their
covariance
Cov(X,Y ) ≤
√
Var(X)Var(Y ),
we have
SE2MC ∼ O
(
n
n2
[
δ−2n × nm
n
])
∼ O
(
δ−2n × 1m
n
)
.
We define SEstat, the statistical standard error, to be the standard deviation of
the MCLE constructed with no Monte Carlo error (equivalently, with infinite
Monte Carlo sample size). As we have already argued that this estimator is
statistically efficient, we have
SE2stat = Var
[
θ̂Cn
]
=
1
nI˙(θ) ∼ O
(
1
n
)
. (5.4)
Hence, we see that in order to have SE2MC /SE
2
stat → 0, it suffice to letmδ2n →∞.
When δn = n
−1/4, that is m/
√
n→∞. Further, the gradient of the bias in the
likelihood evaluation, Cγn
/
m, leads to a bias of order 1/m in the maximum
of the quadratic metamodel. To ensure the asymptotic bias in the estimator is
negligible compared SEstat, we require 1/m to be of smaller order than 1/
√
n.
This is achieved by the same rate m/
√
n → ∞ needed to control the Monte
Carlo variance.
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Appendix A: Proof of Proposition 4.10
We firstly use triangle inequality to bound
∑n
i=1
∣∣∣∣Tni (δntnI˙(Yi ; θ))2∣∣∣∣ by the
sum of three terms which will be handled separately:
n∑
i=1
∣∣∣∣Tni (δntnI˙(Yi ; θ))2∣∣∣∣ ≤ A+ B + C,
where
A =
n∑
i=1
(
|Tni| − (δntn)
2
8
∣∣∣I¨(Yi ; θ)∣∣∣)(δntnI˙(Yi ; θ))2 ,
B =
n∑
i=1
(
(δntn)
2
8
Eθ[|I¨(θ)|I˙2(θ)]
Eθ I˙2(θ)
(
δntnI˙(Yi ; θ)
)2
1Sn
)(
δntnI˙(Yi ; θ)
)2
,
C =
n∑
i=1
(
(δntn)
2
8
|I¨(Yi ; θ)| − (δntn)
2
8
Eθ[|I¨(θ)|I˙2(θ)]
Eθ I˙2(θ)
(
δntnI˙(Yi ; θ)
)2
1Sn
)
×
(
δntnI˙(Yi ; θ)
)2
,
where
Sn =
{(
δntnI˙(Yi ; θ)
)2
> 1
}
.
In the following, we will use Assumption 3.2 that Eθ
∣∣∣I˙(θ)∣∣∣4 <∞ and Eθ ∣∣∣I¨(θ)∣∣∣2 <
∞ which further yield that Eθ
∣∣∣I¨(θ)I˙2(θ)∣∣∣ <∞.
(1) By Markov inequality and Ho¨lder’s inequality in probability measure, we
have that for |tn| ≤M and any ′ > 0
Pθ
(
n∑
i=1
(
|Tni| − (δntn)
2
8
∣∣∣I¨(Yi ; θ)∣∣∣) ∣∣∣δntnI˙(Yi ; θ)∣∣∣2 ≥ ′)
≤M
2
′
Eθ
(
n∑
i=1
(
|Tni| − (δntn)
2
8
∣∣∣I¨(Yi ; θ)∣∣∣) ∣∣∣δnI˙(Yi ; θ)∣∣∣2)
=
M2
√
nδ2n
′
Eθ
(√
n
(
|Tn| − (δntn)
2
8
∣∣∣I¨(θ)∣∣∣) ∣∣∣I˙(θ)∣∣∣2)
≤M
2
√
nδ2n
′
(
nEθ
(
|Tn| − (δntn)
2
8
∣∣∣I¨(θ)∣∣∣)2)1/2(Eθ ∣∣∣I˙(θ)∣∣∣4)1/2
→ 0,
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where we used the result of Lemma 4.1 that uniformly in θ ∈ K and |tn| ≤M
in Pθ probability,
nEθ
[
Tn − 1
8
δ2nt
2
nI¨(θ)
]2
→ 0.
Therefore, we have A p−→ 0 in Pθ probability, uniformly in θ ∈ K and
|tn| ≤M .
(2) By Markov inequality, for |tn| ≤M and any ′ > 0
Pθ(B > ′) ≤Pθ
(
n∑
i=1
(δntn)
2
8
Eθ[|I¨(θ)|I˙2(θ)]
Eθ I˙2(θ)
(
δntnI˙(Yi ; θ)
)4
> ′
)
≤ (δntn)
6n
8′
× Eθ[|I¨(θ)|I˙
2(θ)]
Eθ I˙2(θ)
Eθ I˙
4(θ)
→ 0.
Hence, we have B p−→ 0 in Pθ probability, uniformly in θ ∈ K and |tn| ≤M .
(3) By Markov inequality and the independence of {Yi}, we have that for any
′ > 0,
Pθ[|C| > ′] ≤ 1

Eθ|C|
=
nδ4n
′
Eθ
∣∣∣∣∣ t2n8 |I¨(θ)| − t2n8 Eθ[|I¨(θ)|I˙2(θ)]Eθ I˙2(θ)
(
δntnI˙(θ)
)2
1Sn
∣∣∣∣∣ (tnI˙(θ))2 .
Now, we display our discussion:
• If
|I¨(θ)| ≤ Eθ[|I¨(θ)|I˙
2(θ)]
Eθ I˙2(θ)
(
δntnI˙(θ)
)2
1Sn ,
we have
Eθ|C| ≤ 1
8
nδ6nt
6
n
Eθ[|I¨(θ)|I˙2(θ)]
Eθ I˙2(θ)
Eθ I˙
4(θ)→ 0.
• If
|I¨(θ)| > Eθ[|I¨(θ)|I˙
2(θ)]
Eθ I˙2(θ)
(
δntnI˙(θ)
)2
1Sn ,
noting that
(tn)
2
8
Eθ[|I¨(θ)|I˙2(θ)]
Eθ I˙2(θ)
(
δntnI˙(Yi ; θ)
)2
1Sn >
(tn)
2
8
Eθ[|I¨(θ)|I˙2(θ)]
Eθ I˙2(θ)
,
we have
Eθ|C| ≤nδ4nEθ
(
(tn)
2
8
|I¨(θ)| − (tn)
2
8
Eθ[|I¨(θ)|I˙2(θ)]
Eθ I˙2(θ)
)(
tnI˙(θ)
)2
= 0.
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In sum, we have C p−→ 0 in Pθ probability, uniformly in θ ∈ K and |tn| ≤M .
Appendix B: Proof of Proposition 4.11
Set
Bni :=
∣∣∣∣Tni − 18δ2nt2nI¨(Yi ; θ)
∣∣∣∣− 12 ∣∣∣δntnI˙(Yi ; θ)∣∣∣Eθ (δntnI˙(Yi ; θ))2 1Sn ,
Bn :=
∣∣∣∣Tn − 18δ2nt2nI¨(θ)
∣∣∣∣− 12 ∣∣∣δntnI˙(θ)∣∣∣Eθ (δntnI˙(θ))2 1Sn ,
where
Sn =
{(
δntnI˙(Yi ; θ)
)2
> 1
}
,
and then we have
n∑
i=1
∣∣∣∣(Tni − 18δ2nt2nI¨(Yi ; θ)
)(
δntnI˙(Yi ; θ)
)∣∣∣∣
≤
n∑
i=1
∣∣∣Bni (δntnI˙(Yi ; θ))∣∣∣+ n∑
i=1
1
2
(
δntnI˙(Yi ; θ)
)2
Eθ
(
δntnI˙(Yi ; θ)
)2
1Sn .
(B.1)
We firstly show that
n∑
i=1
∣∣∣Bni (δntnI˙(Yi ; θ))∣∣∣→ 0,
uniformly in |tn| ≤ M and in θ ∈ K ⊂ Θ for K compact, in L2 convergence.
Note that
Eθ
{
n∑
i=1
Bni
(
δntnI˙(Yi ; θ)
)}2
=Varθ
{
n∑
i=1
Bni
(
δntnI˙(Yi ; θ)
)}
+
{
Eθ
n∑
i=1
Bni
(
δntnI˙(Yi ; θ)
)}2
≤nEθ
{
Bn
(
δntnI˙(θ)
)}2
+
{
nEθBn
∣∣∣δntnI˙(θ)∣∣∣}2 (B.2)
To bound the term
{
nEθBn
∣∣∣δntnI˙(θ)∣∣∣}2 in the above equation, we display our
discussion as follows:
• If Bn ≥ 0 then[∣∣∣∣Tn − 18δ2nt2nI¨(θ)
∣∣∣∣− 12 ∣∣∣δntnI˙(θ)∣∣∣
]
≥ Bn ≥ 0
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which yields{
nEθBn
∣∣∣δntnI˙(θ)∣∣∣}2
≤
{
nEθ
[∣∣∣∣Tn − 18δ2nt2nI¨(θ)
∣∣∣∣− 12 ∣∣∣δntnI˙(θ)∣∣∣
]
×
∣∣∣δntnI˙(θ)∣∣∣}2
≤
{
nEθ
[∣∣∣∣Tn − 18δ2nt2nI¨(θ)
∣∣∣∣× ∣∣∣δntnI˙(θ)∣∣∣− 12 ∣∣∣δntnI˙(θ)∣∣∣2
]}2
≤
{
n
2
Eθ
∣∣∣∣Tn − 18δ2nt2nI¨(θ)
∣∣∣∣2 + n2Eθ ∣∣∣δntnI˙(θ)∣∣∣2 − n2Eθ ∣∣∣δntnI˙(θ)∣∣∣2
}2
=
{
n
2
Eθ
∣∣∣∣Tn − 18δ2nt2nI¨(θ)
∣∣∣∣2
}2
→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, by Lemma 4.1.
• If Bn < 0 then{
nEθBn
∣∣∣δntnI˙(θ)∣∣∣}2
≤
{
nEθ
[
1
2
∣∣∣δntnI˙(θ)∣∣∣Eθ (δntnI˙(θ))2 1Sn] ∣∣∣δntnI˙(θ)∣∣∣}2
=
{
nδ4nEθ
[
1
2
∣∣∣tnI˙(θ)∣∣∣Eθ (tnI˙(θ))2 1Sn] ∣∣∣tnI˙(θ)∣∣∣}2
→ 0, (B.3)
uniformly in |tn| ≤ M and in θ ∈ K ⊂ Θ for K compact, by Lemma
A.7.2.B in [3] which proved that I˙(θ) is uniformly integrable.
Note that {
nEθBn
∣∣∣δntnI˙(θ)∣∣∣}2 → 0
implies the other term in equation (B.2)
nEθ
{
Bn
(
δntnI˙(θ)
)}2
→ 0.
Therefore, by equation (B.2) one has
Eθ
{
n∑
i=1
Bni
(
δntnI˙(Yi ; θ)
)}2
→ 0,
and one further has, for the reason that Eθ I˙(Yi ; θ) = 0, by Chebyshev’s in-
equality,
n∑
i=1
∣∣∣Bni (δntnI˙(Yi ; θ))∣∣∣ p−→ 0,
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uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability. We
complete the proof by noting that equation (B.3) implies that the other term
in equation (B.1)
n∑
i=1
1
2
(
δntnI˙(Yi ; θ)
)2
Eθ
(
δntnI˙(Yi ; θ)
)2
1Sn
p−→ 0,
uniformly in |tn| ≤M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability.
Appendix C: Proof of Proposition 4.13
Let f : R→ R be bounded and continuous. To prove (4.13), it suffices to show
that
sup
θ∈K
(
Eθf
(
1√
n
n∑
i=1
U(Yi ; θ)
)
− Eθf(Z)
)
→ 0, (C.1)
as n → ∞, where Z ∼ N(0, EθU2(θ)). Now suppose that (C.1) fails and then
there exist θn ∈ K such that
lim sup
n→∞
(
Eθnf
(
1√
n
n∑
i=1
U(Yi ; θn)
)
− Eθnf(Z)
)
> 0, (C.2)
Since K is compact, without loss of generality, we assume that θn → θ ∈ K.
By page 510 of [3], we know that the sequence of random variables {|I˙(Yi ; θn)|}n
is uniformly integrable (see, Definition A.7.2 on page 468 of [3], for the defini-
tion of uniform integrability of a sequence of random variables). That is, with
λn →∞ as n→∞,
lim
n→∞Eθn
∣∣∣I˙(Yi ; θn)∣∣∣1{|I˙(Yi ;θn)|>λn} = 0,
which implies
lim
n→∞Eθn
∣∣∣I˙(Yi ; θn)∣∣∣4 1{|I˙(Yi ;θn)|>λn} = 0
and
lim
n→∞
(
Eθn
∣∣∣I˙(Yi ; θn)∣∣∣2)2 1{|I˙(Yi ;θn)|>λn} = 0.
Hence, we have
lim
n→∞Eθn |U(Yi ; θn)|
2
1{|U(Yi ;θn)|>λn} = 0.
which by reductio ad absurdum can imply
lim
λ→∞
sup
θ∈K
Eθ |U(Yi ; θ)|2 1{|U(Yi ;θ)|>λ} = 0. (C.3)
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Applying the bound of Theorem A.7.4 on page 470 of [3] to the mean 0 variance
1 random variable tU(Yi ; θn)/σn where
σ2n = t
2EθU
2(Yi ; θn),
by (C.3), we have
Lθn
(
t√
n
n∑
i=1
U(θn)
/
σn
)
→ N(0, 1),
for all θn. Now we see that if the continuity of EθnU
2(Yi ; θn) with respect to
θn holds, we can have
Lθn
(
t√
n
n∑
i=1
U(θn)
)
→ N(0, t2EθU2(θ)),
and then in view of the Crame´r-Wold device we can obtain the contradiction
to (C.2) which completes the proof. Hence, it suffices to show that Eθ I˙
4(θ) are
continuous with respect to θ, for the reason that the continuity of Eθ I˙
2(θ) is
given in Proposition A.5.3.A of [3].
By the continuity of θ → p(θ) which is given by Proposition 1.(i) on page
13 of [3], θ → s(θ) is continuous which is given by the definition of s(·). Let
φ(θ) = s−1(θ) for s(θ) 6= 0, and then φ(θ) is continuous. Note that φ˙(θ) =
−s−2(θ)s˙(θ)1{s(θ)>0}. By the continuity of θ → s˙(θ) which is given by Definition
2.(ii) on page 12 of [3] and our Assumption 3.2, we know that φ˙(θ) is continuous
with respect to θ. Note that
1
16
Eθ
(
I˙(θ)
)4
1{s(θ)>0} =
∫ (
s˙4(θ)
s2(θ)
)
1{s(θ)>0}dµ = −
∫
s˙3(θ)φ˙(θ)dµ.
To prove that EθU
2(θ) is continuous with respect to θ, it suffices to show that∫
s˙3(θ)φ˙(θ)dµ is continuous with respect to θ in Θ ∈ R. We have that as h→ 0,∣∣∣∣∫ s˙3(θ + h)φ˙(θ + h)dµ− ∫ s˙3(θ)φ˙(θ)dµ∣∣∣∣
≤
∫
|s˙3(θ + h)| · |φ˙(θ + h)− φ˙(θ)|dµ+
∫
|φ˙(θ)| · |s˙3(θ + h)− s˙3(θ)|dµ
≤C ∥∥s˙3(θ + h)∥∥ · ∥∥∥φ˙(θ + h)− φ˙(θ)∥∥∥+ C ∥∥∥φ˙(θ)∥∥∥ · ∥∥s˙3(θ + h)− s˙3(θ)∥∥
→ 0,
where C is a finite constant that does not depend on θ, as desired.
Appendix D: Proof of Proposition 4.14
Let f : R→ R be bounded and continuous. To prove (4.14), it suffices to show
that
sup
θ∈K
(
Eθf
(
1√
n
n∑
i=1
V (Yi ; θ)
)
− Eθf(Z)
)
→ 0, (D.1)
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as n → ∞, where Z ∼ N(0,Var[I¨(θ)]). Now suppose that (D.1) fails and then
there exist θn ∈ K such that
lim sup
n→∞
(
Eθnf
(
1√
n
n∑
i=1
V (Yi ; θn)
)
− Eθnf(Z)
)
> 0, (D.2)
Since K is compact, without loss of generality, we assume that θn → θ ∈ K.
By the proof of Lemma 4.2, we know that the sequence of random vari-
able {|I¨(θn)|}n is uniformly integrable, and then it is not hard to obtain that
{|V (θn)|2}n is uniformly integrable which further yields
lim
λ→∞
sup
θ∈K
Eθ
[
|V (θ)|2 1{|V (θ)|≥λ}
]
= 0. (D.3)
Applying the bound of Theorem A.7.4 on page 470 of [3] to the mean 0 variance
1 random variable tV (Yi ; θn)/σn where
σ2n = t
2EθnV
2(Yi ; θn),
by (D.3), we have
Lθn
(
t√
n
n∑
i=1
V (Yi ; θn)
/
σn
)
→ N(0, 1),
for all θn. Now we see that if the continuity of EθnV
2(Yi ; θn) with respect to
θn holds, we can have
Lθn
(
t√
n
n∑
i=1
V (Yi ; θn)
)
→ N(0, t2EθV 2(θ)),
and then in view of the Crame´r-Wold device we can obtain the contradiction to
(C.2) which completes the proof.
Recall that we have shown that I¨(θ) = Eθ
∣∣∣I¨(θ)∣∣∣2 is continuous in Θ ∈ R, in
the proof of Lemma 4.2. Considering that∫
s¨(θ)s(θ)1{s(θ)=0}dµ = 0,
we have
1
4
Eθ I¨(θ) =
∫
s¨(θ)s(θ)1{s(θ)>0}dµ =
∫
s¨(θ)s(θ)dµ.
Then, as h→ 0, by the continuity of θ → s¨(θ) and θ → s(θ) in L2(µ),∣∣∣∣∫ s¨(θ + h)s(θ + h)dµ− ∫ s¨(θ)s(θ)dµ∣∣∣∣
≤
∫
|s¨(θ + h)| · |s(θ + h)− s(θ)|dµ+
∫
|s(θ)| · |s¨(θ + h)− s¨(θ)|dµ
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≤C ‖s¨(θ + h)‖ · ‖s(θ + h)− s(θ)‖+ C ‖s(θ)‖ · ‖s¨(θ + h)− s¨(θ)‖
→ 0,
where C is a finite constant that does not depend on θ. Hence, we have the
continuity of EθnV
2(Yi ; θn) with respect to θn, as desired.
Appendix E: Proof of Proposition 4.17
Recalling that in Proposition 4.9, An(θ, tn) is defined as
An(θ, tn) =
n∑
i=1
(
Tni − 1
8
δ2nt
2
nI¨(Yi ; θ)− Tni
(
δntnI˙(Yi ; θ)
)2
1Sn
+
1
8
δ4nt
4
nI¨(Yi ; θ)I˙
2(Yi ; θ)1Sn
)
,
we can rewrite 2
∑n
i=1 Tni as
2
n∑
i=1
Tni =2An(θ, tn) + 1
4
n∑
i=1
δ2nt
2
nI¨(Yi ; θ) + 2
n∑
i=1
Tni
(
δntnI˙(Yi ; θ)
)2
1Sn
− 1
4
n∑
i=1
δ4nt
4
nI¨(Yi ; θ)I˙
2(Yi ; θ)1Sn .
(E.1)
Firstly note that
2
n∑
i=1
Tni
(
δntnI˙(Yi ; θ)
)2
1Sn
p−→ 0,
uniformly in |tn| ≤ M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability, by
Proposition 4.10 and the fact that∣∣∣∣∣
n∑
i=1
Tni
(
δntnI˙(Yi ; θ)
)2
1Sn
∣∣∣∣∣ ≤
∣∣∣∣∣
n∑
i=1
Tni
(
δntnI˙(Yi ; θ)
)2∣∣∣∣∣ .
Secondly note that
n∑
i=1
δ4nt
4
nI¨(Yi ; θ)I˙
2(Yi ; θ)1Sn
p−→ 0,
uniformly in |tn| ≤ M and in θ ∈ K ⊂ Θ for K compact, in Pθ probability,
since for any ′ > 0
Pθ
{∣∣∣∣∣
n∑
i=1
δ4nt
4
nI¨(Yi ; θ)I˙
2(Yi ; θ)1Sn
∣∣∣∣∣ > ′
}
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≤Pθ
{
n∑
i=1
δ4nt
4
n
∣∣∣I¨(Yi ; θ)∣∣∣ I˙2(Yi ; θ)1Sn > ′
}
≤ 1
′
Eθ
{
n∑
i=1
δ4nt
4
n
∣∣∣I¨(Yi ; θ)∣∣∣ I˙2(Yi ; θ)1{(δntnI˙(Yi ;θ))2>1}
}
≤nδ
4
nM
4
′
Eθ
{∣∣∣I¨(θ)∣∣∣ I˙2(θ)1{(δntnI˙(θ))2>1}
}
≤nδ
4
nM
4
′
(
Eθ I¨
2(θ)
)1/2
Eθ
{
I˙4(θ)1{
(δntnI˙(θ))
2
>1
}}1/2
→ 0,
where we used Markov inequality, Ho¨lder’s inequality, finite second moment of
I¨(θ) in Assumption 3.2, and the fact that that I˙(θ) is uniformly integrable by
Lemma A.7.2.B of [3].
Now, together with the result of Proposition 4.9 that
An(θ, tn) p−→ 0,
we can rewrite equation (E.1) as
2
n∑
i=1
Tni =
1
4
n∑
i=1
δ2nt
2
nI¨(Yi ; θ) +Rn(θ, tn),
where
Rn(θ, tn)
p−→ 0
in Pθ probability uniformly in θ ∈ K compact ⊂ Θ and |tn| ≤M . We complete
the proof by noting that
n∑
i=1
δ2nt
2
nI¨(Yi ; θ) = δ
2
nt
2
n
n∑
i=1
[
I¨(Yi ; θ)− Eθ I¨(θ)
]
+ δ2nt
2
nnEθ I¨(θ)
and by the result of Proposition 4.14 that
Lθ
(
1√
n
n∑
i=1
[
I¨(Yi ; θ)− Eθ I¨(θ)
])
→ N
(
0,Varθ(I¨(θ))
)
,
uniformly in θ ∈ K for compact K ∈ Θ, with N(·, ·) denoting the normal
distribution.
Appendix F: Proof of Lemma 5.1
We can rewrite det
(
X
T
X
)
as follows
det
(
X
T
X
)
= KA−
(
K∑
k=−K
(kδn)
)
B +
(
K∑
k=−K
(kδn)
2
)
C −
(
K∑
k=−K
(kδn)
3
)
D,
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where
A = det

∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
4∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
4
∑K
k=−K(kδn)
5∑K
k=−K(kδn)
4
∑K
k=−K(kδn)
5
∑K
k=−K(kδn)
6

=
K∑
k=−K
(kδn)
2
 K∑
k=−K
(kδn)
4
K∑
k=−K
(kδn)
6 −
(
K∑
k=−K
(kδn)
5
)2
−
K∑
k=−K
(kδn)
3
(
K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
6 −
K∑
k=−K
(kδn)
4
K∑
k=−K
(kδn)
5
)
K∑
k=−K
(kδn)
4
 K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
5 −
(
K∑
k=−K
(kδn)
4
)2 ,
B = det

∑K
k=−K(kδn)
∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
4∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
4
∑K
k=−K(kδn)
5∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
5
∑K
k=−K(kδn)
6

=
K∑
k=−K
(kδn)
 K∑
k=−K
(kδn)
4
K∑
k=−K
(kδn)
6 −
(
K∑
k=−K
(kδn)
5
)2
−
K∑
k=−K
(kδn)
3
(
K∑
k=−K
(kδn)
2
K∑
k=−K
(kδn)
6 −
K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
5
)
K∑
k=−K
(kδn)
4
(
K∑
k=−K
(kδn)
2
K∑
k=−K
(kδn)
5 −
K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
4
)
,
C = det

∑K
k=−K(kδn)
∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
4∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
5∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
4
∑K
k=−K(kδn)
6

=
K∑
k=−K
(kδn)
(
K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
6 −
K∑
k=−K
(kδn)
4
K∑
k=−K
(kδn)
5
)
−
K∑
k=−K
(kδn)
2
(
K∑
k=−K
(kδn)
2
K∑
k=−K
(kδn)
6 −
K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
5
)
K∑
k=−K
(kδn)
4
 K∑
k=−K
(kδn)
2
K∑
k=−K
(kδn)
4 −
(
K∑
k=−K
(kδn)
3
)2 ,
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and
D = det

∑K
k=−K(kδn)
∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
3∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
4∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
4
∑K
k=−K(kδn)
5

=
K∑
k=−K
(kδn)
 K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
5 −
(
K∑
k=−K
(kδn)
4
)2
−
K∑
k=−K
(kδn)
2
(
K∑
k=−K
(kδn)
2
K∑
k=−K
(kδn)
5 −
K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
4
)
K∑
k=−K
(kδn)
3
 K∑
k=−K
(kδn)
2
K∑
k=−K
(kδn)
4 −
(
K∑
k=−K
(kδn)
3
)2 .
By the fact that
∑n
i=1 i =
n(n+1)
2 ,
n∑
i=1
i2 =
n(n+ 1)(2n+ 1)
6
∑n
i=1 i
3 = n
2(n+1)2
4 ,
n∑
i=1
i4 =
n(n+ 1)(2n+ 1)(3n2 + 3n− 1)
30
∑n
i=1 i
5 = n
2(n+1)2(2n2+2n−1)
12 ,
n∑
i=1
i6 =
n(n+ 1)(2n+ 1)(3n4 + 6n3 − 3n+ 1)
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,
summarizing the above results, we have det
(
X
T
X
)
∼ O(δ12n ).
Appendix G: Proof of Lemma 5.2
We have that
adj
(
X
T
X
)
22
= det
 K
∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
3∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
4
∑K
k=−K(kδn)
5∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
5
∑K
k=−K(kδn)
6

=K
 K∑
k=−K
(kδn)
4
K∑
k=−K
(kδn)
6 −
(
K∑
k=−K
(kδn)
5
)2
−
K∑
k=−K
(kδn)
2
(
K∑
k=−K
(kδn)
2
K∑
k=−K
(kδn)
6 −
K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
5
)
−
K∑
k=−K
(kδn)
3
(
K∑
k=−K
(kδn)
2
K∑
k=−K
(kδn)
5 −
K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
4
)
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∼ O(δ10n )
and
adj
(
X
T
X
)
22
= det
 K
∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
3∑K
k=−K(kδn)
2
∑K
k=−K(kδn)
4
∑K
k=−K(kδn)
5∑K
k=−K(kδn)
3
∑K
k=−K(kδn)
5
∑K
k=−K(kδn)
6

=K
 K∑
k=−K
(kδn)
4
K∑
k=−K
(kδn)
6 −
(
K∑
k=−K
(kδn)
5
)2
−
K∑
k=−K
(kδn)
2
(
K∑
k=−K
(kδn)
2
K∑
k=−K
(kδn)
6 −
K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
5
)
−
K∑
k=−K
(kδn)
3
(
K∑
k=−K
(kδn)
2
K∑
k=−K
(kδn)
5 −
K∑
k=−K
(kδn)
3
K∑
k=−K
(kδn)
4
)
∼ O(δ8n).
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Table 1
Table of Notation
s(θ) = s(· ; θ) := √p(· ; θ) Square root of density p(· ; θ), Eqn. (3.1).
l(θ) =
∑n
i=1 l(Yi ; θ) Log likelihood of samples (Y1, · · · , Yn), Eqn. (3.2).
I˙(θ) = 2
s˙(θ)
s(θ)
1{s(θ)>0} The 1st order score function of an observation, Definition 3.1.
I¨(θ) = 4
s¨(θ)
s(θ)
1{s(θ)>0} The 2nd order score function of an observation, Definition 3.1.
I˙(θ) = Eθ
[
I˙(θ)
]2
The second moment of I˙(θ), Definition 3.1.
I¨(θ) = Eθ
[
I¨(θ)
]2
The second moment of I¨(θ), Definition 3.1.
Tn =
{
s(θ+δnt)
s(θ)
− 1− δns˙(θ)t
s(θ)
}
1{s(θ)>0} Key variable in this paper, Eqn. (4.1)
An =
{
max1≤i≤n |Tni + 12 δntnI˙(θ)| < η
}
Truncated variable generated by copies of Tn, Eqn. (4.2).
A˜ = A˜n() =
{
max1≤i≤n |Tni| < 
}
Truncated variable generated by copies of Tn, Eqn. (4.8).
Sn :=
{(
δntnI˙(Yi ; θ)
)2
> 1
}
. Set defined in Eqn. (4.12).
Sn(θ) =
1√
n
∑n
i=1 I˙(Yi ; θ) Variable defined in Eqn. (3.3)
Vn(θ) =
1√
n
∑n
i=1
[
I¨(Yi ; θ)− Eθ I¨(θ)
]
Variable defined in Eqn. (3.5)
Un(θ) =
1√
n
∑n
i=1
[
I˙2(Yi ; θ)− I˙(θ)
]
Variable defined in Eqn. (3.4)
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