We present a second-order accurate version of the Immersed Boundary Projection Method for imposing Dirichlet boundary conditions at irregular boundaries while using a Cartesian grid and a standard discretization, applicable to elliptic and parabolic PDEs. No modification to the stencil is required. Rather, boundary conditions are enforced by applying a force at the boundary that is unknown a priori. This boundary force is solved by applying additional constraints to the system, i.e. the boundary conditions desired on the immersed boundary. The accuracy of the algorithm is demonstrated by applying it to several examples arising from discretizations of Laplace's equation and the heat equation, where second-order accuracy is obtained at all grid points.
I. Introduction
The numerical solution to partial differential equations on irregular domains is a ubiquitous problem in mathematics, physics, and engineering, and a wide variety of solution techniques are available for such problems. In regards to the Navier-Stokes equations, immersed boundary methods (IBMs) 12, 16 are a popular class of techniques that naturally handle complex moving and deformable boundaries. Usually, immersed boundary methods employ a Cartesian grid to discretize the governing equations on a regular domain in which the immersed boundary is imbedded. The immersed boundary is itself discretized by another set of points which in general, will not conform to the Cartesian mesh. At these points, appropriate forces are determined to enforce the conditions present along the immersed boundary. Discrete delta functions are used to both interpolate information from the grid to the immersed boundary, as well as communicate the boundary forces to nearby Cartesian grid points.
The original IBM was developed to simulate blood flow around flexible heart valves with the boundary force determined by Hooke's law.
14, 15 The IBM has been extended to handle rigid bodies 7, 8, 18 by treating the immersed boundary as an extremely stiff elastic interface. In these approaches, the choice of parameters governing the stiffness of the boundary is done in an ad hoc manner, and this treatment can lead to stiffness in the discretized equations.
To circumvent the issue of selecting parameters that govern the stiffness of the immersed boundary when dealing with flow around irregular rigid bodies, Taira and Colonius developed the the Immersed Boundary Projection Method 3, 19 (IBPM). In the IBPM, the boundary force is determined implicitly by treating the no-slip boundary conditions along the immersed boundary as a Lagrange multiplier, similar to how pressure is used to satisfy the divergence-free condition in projection methods for the incompressible Navier-Stokes equations, e.g. Perot.
13 The IBPM uses operators constructed from discrete delta functions to both interpolate values of the velocity field to the immersed boundary and spread the resulting boundary forces back to the Cartesian grid. The IBPM achieves second-order accuracy temporally, but not spatially, when measured in the L 2 -norm. This lack of spatial accuracy has been reported in previous methods that utilize discrete delta functions to spread forces on an immersed boundary to a Cartesian grid, e.g. Tornberg. 20 In part motivated by the lack of accuracy observed when using discrete delta functions to spread forces located along an immersed boundary to Cartesian grid points, Li and LeVeque developed the Immersed Interface Method 9 (IIM), which provides a second-order accurate manner of discretizing partial differential equations (PDEs) containing irregular interfaces where parameters of the differential equation or even the solution itself are discontinuous or contain singular sources. The IIM has been applied to many problems, see Li and Ito 10 for a review. Accuracy is restored by modifying the stencil and the right hand side of the discretized equations, restoring accuracy at the interface. In general, the IIM requires a priori knowledge of the discontinuities present along the immersed interface, and as such, is not immediately applicable to problems where Dirichlet conditions are to be applied along the irregular boundary.
The method presented in this paper provides a modification of the IBPM applicable to elliptic and parabolic problems containing an immersed boundary upon which a Dirichlet boundary condition is present. A force along this boundary is found implicitly to enforce the boundary condition using a structure similar to the IBPM, but by using ideas employed by the IIM, second-order spatial accuracy is achieved at all points in the Cartesian mesh. In a related approach to ours, Yang 22 developed an implicit version of the IIM for elliptic boundary value problems, although the assumptions made along the irregular boundary differ from our approach and the discretizations take a different form.
The paper proceeds as follows: In Section II, we introduce the equations we wish to solve and recast them in a form applicable to the method of this paper. In Sections III and IV, we review the IIM and IBPM in the context of elliptic and parabolic problems. Section V describes the modifications used to restore the accuracy of the IBPM at the interface. In Section VI, we summarize the new algorithm, and Section VII presents several numerical examples demonstrating the method for elliptic and parabolic problems. In Section VIII, we give some concluding remarks. 
II. Preliminaries
be an easily discretized domain (a square, etc.), and let Γ be a closed, smooth contour of codimension 1 contained inside of D, for example see Figure 1 . Consider the Poisson equation defined on D,
as well as the heat equation
where f is continuous and g and h are the Dirichlet boundary conditions on ∂D and Γ. These functions may be time dependent in the parabolic case, but for notational clarity we will not explicitly include this dependence in the arguments. Letting Γ be parameterized by a vector-valued smooth function X : [0, S] → R 2 , we define the following notation for u(X),
where n(X) is the normal direction of Γ pointing into D + at X. With a Dirichlet boundary condition imposed along Γ, we know that the solution u will be continuous across Γ but may experience a jump in its normal derivative (the tangential derivates must be continuous in this case). Letting L represent the differential operator in (1) and (2), these equations can equivalently be written as
where δ is the Dirac delta function and
is the jump in the normal derivative of u along Γ at X(s). We can explicitly include the Dirichlet boundary condition along Γ by writing (3) as
We will now review how to find the numerical solution to (1) using the IIM and IBPM by solving (3) and (4), respectively. The extension to the heat equation is described in Section V. For both methods, we will assume that the domain D is a square and discretize it using a uniform Cartesian mesh, the grid locations interior to ∂D given by
. The standard five-point stencil is used to discretize the spatial derivatives. In the absence of Γ, the discrete linear system associated with the discretization of (1) can be written as
where L is the discrete Laplacian matrix of size N × N associated with the five-point stencil,ũ is a vector of length N containing the approximation to u at the grid points, andf is a vector of length N containing the values of f at the grid points as well as contributions from the boundary conditions defined on ∂D. Such a discretization is of second-order. In what follows, Γ is discretized at
, and these points are used to enforce the condition along Γ. The selection of these points differs in the IIM and IBPM, and will be described in the following two sections.
III. The Immersed Interface Method
In this section, we review how to apply the IIM to find the solution of (1). It is assumed that the jump in the normal derivative along Γ is known a priori, and so (3) can be utilized. The details of this method can be found in the original paper on the IIM. In the presence of Γ, modifications to the linear system (5) must be made to incorporate the boundary conditions defined along Γ. The IIM systematically modifies the stencil and right hand side at points near Γ such that second-order accuracy is still achieved. In the particular case where the only condition along Γ is v(s) = [u n ] X∈Γ , corrections are only required to the right hand side of (5) . That is, L remains the usual N × N discrete Laplacian matrix generated from the five-point stencil and the discrete linear system takes the form Lũ =f + Hṽ,
whereṽ is a vector of length K containing the known values v(X(s k )) and H is the N × K matrix that when applied toṽ, communicates these values to the uniform Cartesian grid. The construction of H is as follows. Recall that the locations of the grid points in the uniform Cartesian mesh are given by
, and let the set
be the grid points where the finite difference stencil centered at x i is cut by Γ, for example see Figure 2 . We will refer to these points as irregular grid points. Points on the grid that are not irregular will be referred to as regular grid points.
We select the set {X(s k )} K k=1 discretizing Γ such that X(s k ) is nearx i , usually chosen so that X(s k ) is the closest point on Γ tox k . Note that there is a one-to-one correspondence between the irregular grid points {x k } K k=1 and the points {X(s k )} K k=1 used to discretize Γ. A coordinate transformation composed of a shift and a rotation of the form
is then defined at the points
, where θ is the angle between the x (1) -axis and the outward normal at X(s k ). Using this transformation, we can assume that Γ has the local parameterization ξ = χ(η), η = η near X(s k ). Note that χ is the negative of the curvature of Γ at X(s k ).
We can now define the nonzero entries of the N × K matrix H as
where i k is the row of H associated withx k and
where N + k is the index vector marking grid points contained in the stencil centered atx k that are located in D + , and γ n is the coefficient of the stencil at that point. Note that (7) can be viewed as a discretization of the integral term in (3), and that H contains K nonzero entries.
Given v(s), this provides a simple second-order accurate method for solving (3). However, in general the IIM cannot be directly applied to (1), unless v(s) known beforehand. As an alternative, we now describe how the IBPM can be applied to the solution of (1) when v is unknown.
IV. The Immersed Boundary Projection Method
In this section, we describe the application of the IBPM to the solution of (1). The IBPM was originally developed to simulate incompressible flow around irregular objects that may have some pre-prescribed motion.
19 Given an easily discretized domain containing solid bodies that do not necessarily conform to the grid, a set of points is introduced along the boundaries of the solid bodies. The IBPM implicitly finds appropriate forces located at these points to apply the desired no-slip boundary conditions along the edges of these bodies. In essence, this implicit force acts as a Lagrange multiplier of the governing equation, enforcing the no-slip constraint at the boundary.
The methodology of the IBPM can easily be extended to other environments. To apply the IBPM to (1), we instead consider (4). We define D and construct the matrix L as in the previous sections, and discretize Γ by selecting a set of points {X(s k )} K k=1 on Γ. In contrast to the IIM, these points are selected to ensure that Γ is sufficiently resolved; usually these points are separated by a distance approximately equal to the Cartesian grid spacing. On the left, the box represents the area of a discrete delta function with a radius equal to the grid spacing centered at the point X(s k ). On the right, we see the Cartesian grid points (in red) that are used to interpolate to X(s k ) via the operator E. The action of the operator H is to spread the force at X(s k ) to these same Cartesian grid points.
Discrete representations of the integrals in the first and third equations of (4) are utilized, which are given by the N × K matrix H (defined differently than as in the IIM) and the K × N matrix E. These are constructed using discrete delta functions, which we will explain in detail in the next few sections. The algebraic system of equations associated with the discretization of (4) can now be written as
whereũ andf are vectors of length N representing the values to u and f at the Cartesian grid points, andṽ andh are vectors of length K representing the values of v and h at the points discretizing Γ. Note that H is of size N × K and acts to "smear" the K values ofṽ to the uniform Cartesian grid points while E is of size K × N and acts to interpolateũ from the grid to the points {X(s k )} K k=1 . See Figure 3 for a representative example of the setup in the IBPM.
We now explain the construction of H and E in detail.
Discrete delta functions in one-dimension
The properties of discrete delta functions for both interpolation and "smearing" (often referred to as regularizing) has been investigated by many authors. 1, 20, 21 The properties of a discrete delta function in one spatial dimension when interpolating a sufficiently continuous function f to a point X are given by certain discrete moment conditions.
1, 20
Definition IV.1. Let X ∈ R and define x j = jh, where h > 0 and j ∈ Z. Then we say a discrete delta function δ (x) ∈ Q q , if it has compact support in [− , ], where = mh for m > 0, and satisfies the q discrete moment conditions
The accuracy achieved by a discrete delta function interpolating a sufficiently smooth function is given in the following lemma.
Lemma IV.2. Suppose δ (x) satisfies 0, 1, . . . , q discrete moment conditions such that δ (x) ∈ Q q , and suppose f (x) ∈ C q (R). Then for a point X ∈ R,
A wide variety of discrete delta functions can be generated using polynomial interpolation. Let {x j } n j=0
be the set of points such that x j ∈ [X − , X + ] for j = 0, . . . , n, and define
Then the Lagrange interpolating polynomial that interpolates a function f at the points {x j } n j=0 can be written as
From Lemma IV.2, we have that
Setting x = X in (12) and comparing it with (13), we see that the value of δ at each point x j is given by
Using this representation, the discrete moment conditions can be written as
Setting f (x j ) in (12) equal to (x j − X) i we see that the M 0 , M 1 , . . . , M n moment conditions are satisfied by the discrete delta function given in (14) . Figure 4 shows second, fourth, sixth, and eight order accurate discrete delta functions generated by Lagrange interpolating polynomials. Note that Lemma IV.2 assumes that the function and its 1, 2, . . . , n derivatives are continuous at the point X we are interpolating to. Now suppose the function f we are interpolating is continuous everywhere, but does not have continuous derivatives at X. Interpolating f using the discrete delta functions described previously will not achieve a high level of accuracy, as the Taylor expansion used in the proof of Lemma IV.2 will not be valid for higher order derivatives. Accuracy can be restored by building interpolation rules using nodes located on the same side of X, and then combining these rules using a weighted average. Then, Lemma IV.2 will still be valid so long as we use derivatives on the correct side of the discontinuity. Figure 5 shows first, second, and third order accurate regularizations for interpolating functions without smooth deriviates at X.
Discrete delta functions in higher dimensions
Building discrete delta functions in higher dimensions using their one-dimensional counterparts is a relatively simple task. Suppose we wish to construct a discrete delta function in the space D ∈ R d , where
) represent a point on a boundary contained inside of D and
we define a multidimensional delta function as the product of one-dimensional delta functions,
The multidimensional discrete delta functions based on Lagrange interpolation follow directly from substitution of the discrete one-dimensional versions described in Section 1 into (16) . A multidimensional analog to Lemma IV.2 is given by Tornburg 20 when the interpolated function f is sufficiently smooth at X. However, as in the one-dimensional case the function that we are interpolating to X will not necessarily have smooth derivatives along the surface that X is located on. In this case, a regularization based on (16) combined with any of the one-dimensional versions we described previously will fail to achieve the desired level of accuracy, since they will use points on both sides of the surface.
Construction of H and E using discrete delta functions
We are now ready to describe the construction of the discrete operators H and E used in the IBPM. Assuming that the domain D ∈ R 2 is discretized with a uniform Cartesian grid with grid spacing h, recall that {X(s k )} K k=1 are the points discretizing Γ and {x i } N i=1 are the Cartesian grid points in the discretization of D. The entries of the k th row of the K × N interpolation operator E acting on u is then given by
Similarly, The entries of the k th column of the N × K operator H acting on v is given by
where β is the parameterization factor associated with dΓ(s). These operators are simply discrete delta functions centered at the points X(s k ) along the boundary, and note that most of the entries in E and H are zeros, since the discrete delta functions have very small support. With H and E readily available, solving the linear system (8) provides a simple method for computing the solution to (1). Unfortunately, both H and E suffer from defects that reduce the overall accuracy of the solution. Suppose we know the value of v that is required along Γ to enforce the boundary condition there. As shown by previous authors, 9, 20 smearing this force with a discrete delta function leads to first-order accuracy at points near Γ (a defect not seen when using (7) in passing v to the grid). Similarly, when E is used to interpolate u at grid points to Γ, where u is continuous but has discontinuous derivates, the accuracy is greatly reduced.
In the following section, we correct the deficiencies in E and H to regain second-order accuracy in the solution to (8) .
V. The Modified IBPM
We now present modifications to the operators E and H that will yield second-order accurate solutions at all grid points in D.
A. Modifying H
Rather than constructing H from discrete delta functions, we instead use (7) as defined by the IIM to transfer v defined on Γ to the grid. As stated before, when v is known a priori, this form of H will yield a second-order accurate solution. With this form of H, the points {X(s k )} K k=1 placed on Γ are selected as in the IIM. This differs from the IBPM, where points along Γ are uniformly distributed.
B. Modifying E
From the construction of H, the locations of the points {X(s k )} K k=1 along Γ have already been selected. What remains is to build an accurate interpolation operator E to interpolate grid values to these points. Discrete delta functions generated from the product of one-dimensional discrete delta functions generally will give low accuracy, as they use nodes located on both sides of Γ.
Recall that a point X(s k ) is associated with a single irregular grid pointx k that lies either just inside or just outside of Γ. We will construct an interpolation rule that interpolates to X(s k ) using its associated grid pointx k , and nearby grid points on the same side of the boundary. To facilitate the construction of such a rule, we will use radial basis function (RBF) interpolation, which allows for simple and accurate construction of an interpolant using scattered grid points. Other interpolants can be used, but RBF interpolants are often times simpler to construct when dealing with irregular node placements. Further, the complexity in finding the RBF interpolant does not increase as the dimension grows, making it particularly appealing for multidimensional applications.
Interpolation using radial basis functions
Let φ( x ) be a univariate basis function, where · is the Euclidean norm. Then the RBF interpolant that interploates values given at a set of grid nodes
to a point X(s k ) can be written as
where λ 1 , . . . , λ n are expansion coefficients dependent upon the values of the function at {x j } n j=1 . Three common choices for φ in (17) that are smooth include the multiquadric (MQ), inverse multiquadric (IQ), and the Gaussian (GA), Figure 6 . An illustration of the grid points (circles) used for RBF interpolation to X(s k ) (the blue square). Note thatx k , the irregular Cartesian grid point that the force centered at X(s k ) (the red circle) is transfered to, is included as a node in defining the interpolant.
where is the user-defined shape parameter. Smaller and larger values of correspond to interpolation with flatter and sharply peaked radial functions, respectively. We will focus on GA RBFs constructed in the → 0 limit for reasons that will become clear later on. The expansion coefficients can be determined by solving the following linear system,
The existence and uniqueness of the interpolant s has been proven in one-dimension for IQ, GA, and MQ. 2, 11, 17 Generally, small values of are desirable as they can lead to especially accurate interpolants. Letting h be the typical distance between the data nodes, then as h and approach zero, the entries of R approach unity and R becomes increasingly ill-conditioned, limiting the values of that can be used in solving (18) . This ill-conditioning can be overcome through the use of the Contour-Padé algorithm.
5
Note that in the limit as → 0, RBF interpolation (under mild restrictions) is equivalent to Lagrange interpolation. 4 The choice of using Gaussians in constructing the RBF interpolant is based on several properties. Several features of GA RBFs have been proven or conjectured.
6 Notably, GA interpolants will not diverge as → 0 for data placed on a finite rectangular lattice in d dimensions. Further, GA interpolants are unique in that they can be written as a product,
2 , similar to the product rule interpolation given by (16) .
To construct the interpolation operator E using RBF interpolation, select n Cartesian grid points, which include the grid pointx k and the rest given by nearby grid points that are located on the same side of Γ. We designate this set of points {x i } n i=1 , Figure 6 shows an example of the grid points used for interpolation.
We need E to operate on the vectorũ to find the interpolated values {u(X(s k ))} , the nonzero entries in the k th row of E are given by
These values can be found by directly inverting R, or if is small, using the Contour-Padè algorithm.
C. Application to the heat equation
So far, we have presented an algorithm for solving Poisson's equation with an irregular boundary imbedded in a uniform domain. Without modification, it is equally applicable to the heat equation, that is, setting the differential operator in (1) to ∂/∂t − ∆ and discretizing using the Crank-Nicolson method, the same technique described here can be used. This problem is investigated in Section VII.
VI. Summary of Algorithm
We now know the modifications of the original IBPM necessary to extend it to the solution of (1) by means of (4) in a second-order accurate manner. To summarize:
1. Form the N × N matrix L and its associated right hand sidef using the standard five-point stencil.
2. Following the methodology of the IIM, identify the irregular grid points {x k } K k=1 where the stencil centered atx k is cut by Γ. From this, the points {X(s k )} K k=1 on Γ can then be found and the N × K matrix H can be constructed using (7).
3. Form the K × N matrix E that interpolates values from the grid to the points {X(s k )} K k=1 on Γ, using RBF interpolation as given by (19) . Recall that the grid points used to interpolate to each point X(s k ) are selected from the same side of Γ. 4. With L, H, and E available, form the linear system (8) and solve a to obtainũ.
VII. Numerical Results
We have implemented the algorithm summarized in Section VI and present numerical results for elliptic and parabolic partial differential equations. All spacial derivatives are computed using the second-order five-point stencil on a uniform Cartesian grid. For the parabolic problems, the Crank-Nicolson discretization is used in time. The RBF interpolants were formed with the user-defined shape parameter set equal to 0.
A. Elliptic problems The exact solution is given by
and from this, the boundary conditions on ∂D and Γ are determined. For this problem, note that [u n ] Γ = 2, and so we can compare the modified IBPM directly with the IIM.
To assess the accuracy of the modified IBPM, the solution to (20) was computed on increasingly finer grids and the ratio between the errors was calculated. A ratio of 4 corresponds to second-order convergence. Table 1 displays numerical results for the modified IBPM and the original IIM applied to the solution of (20) . We have freedom in choosing how many points to use in interpolating to the boundary. In building the interpolation matrix E, we have chosen to use the grid points contained in a square centered about each grid pointx k that is near the boundary. The points selected from this square are on the same side of Γ. We have tested for two lengths of this square, either 2h (see an example in Figure 6 ) or 4h. We refer to these cases as E = E 2h and E = E 4h .
All three cases presented in Table 1 display second-order convergence in the infinity norm. Note that when we set E = E 2h the modified IBPM performs worse than the IIM, but with E = E 4h , the error is a Although not explored in this paper, efficient means should be utilized to solve (8) . Note that this system can be solved by decomposing it with Schur compliments, allowing for one to use fast solvers (multigrid, etc.) to first solve a Poisson problem and then solve a smaller system of size K × K directly to arrive at the solution. actually less than in the IIM. This phenomenon can be explained by looking at a plot of the error in the solution as given in Figure 8 . We see that in the E = E 2h case, spikes in the error are present along Γ, while in the case E = E 4h , these spikes are greatly reduced. Evidently, the accuracy of the interpolant used plays a key role in determining the overall accuracy of the solution; increasing the number of grid points used in interpolation leads to an increase in accuracy. Another interesting aspect of Figure 8 is that the numerical solution obtained by the modified IBPM interior to Γ is exact (to machine precision). Since the analytic solution is constant in this region of the domain, the interpolation from grid points interior to Γ is exact. Further, the finite-difference approximation centered at grid points interior to Γ whose stencil is not cut by Γ is also exact, so it must be the case that the values ofṽ determined by the modified IBPM reduce the truncation error to zero for the grid points that are interior to Γ whose stencil is cut by Γ. Note that this is not the case for the IIM, as seen in Figure 8 (a).
Example 2
We now consider an example for solving Laplace's equation interior to an irregular boundary. Let Γ be the starfish shaped boundary given by the parameterization x = cos s(9π + 7 sin 5s) 63 , sin s(9π + 7 sin 5s) 63 , s ∈ [0, 2π].
and set the exact solution given interior to Γ as
We Modified Table 2 . Numerical results for Example 2 using the modified IBPM with E = E 2h and E = E 4h . Table 2 gives the errors in the infinity norm calculated at grid points interior to Γ (the closed form of the solution outside of Γ is not readily available), calculated for both E = E 2h and E = E 4h . The convergence of the method in the E = E 2h case appears not to be of second-order, and in Figure 9 (b), we can see that that spikes in error are generated near Γ. Convergence is restored in the case E = E 4h , and again we see that increasing the accuracy of interpolation increases the accuracy of the numerical solution.
Example 3
We repeat Example 2 but with the exact solution interior to Γ given by
Note that this solution is quadratic function, and that the truncation error of the five-point stencil is zero at all points whose stencil is not cut by Γ. Using the modified IBPM with E = E 4h , the calculated numerical solution is accurate to within machine precision at all interior grid points, but this is not the case for E = E 2h . As noted before, RBF interpolants limit to polynomial interpolants as the shape parameter → 0. Evidently, the interpolant for E = E 4h is of high enough order to be exact for a quadratic function, while E = E 2h is not.
B. Parabolic problems We now apply the modified IBPM to the heat equation, ∂u ∂t = ∆u. The results here are much the same as in Example 1. An increase in the accuracy of the interpolation operator leads to an increase in accuracy. We also achieve higher accuracy when E = E 4h than when using the IIM. Table 3 . Errors and convergence for the solution to (21) for Example 4 using the original IIM and the modified IBPM.
Example 5
We demonstrate that we can imbed irregular boundaries inside the regular domain and solve for the solution inside the irregular boundary for (21) . We set Γ as in Example 2 and set the boundary conditions along the irregular boundary and initial condition interior to the domain from the exact solution u(x) = e −((x−0.05) 2 +(y−0.15)
2 ) /(4(t + 0.01)) 4π(t + 0.01) .
Outside the irregular boundary, the initial condition is again set to 0 as well as along ∂D. We only measure the error interior to the irregular boundary at time t = 0.1. In Table 4 , we again see how increasing the accuracy of the interpolation operator E increases the accuracy of the solution, just as in the previous examples.
VIII. Conclusion
We have presented a modification to the original immersed boundary projection method that increases its accuracy to second-order at all points in the domain. We have discussed several aspects of discrete delta functions used in the original IBPM and the difficulties in using them in dimensions greater than 1 while retaining second-order accuracy. The method modifies the original IBPM by using the methodology of the immersed interface method in constructing the operator that communicates the boundary force to the Cartesian grid, and utilizes an interpolation operator that retains its accuracy by using nodes only contained on the same side of the immersed boundary. With these modifications, the algorithm successfully applies Table 4 . Numerical results for Example 5 using the modified IBPM with E = E 2h and E = E 4h .
Dirichlet boundary conditions at irregular boundaries while allowing for the use of a standard finite difference discretization on a uniform Cartesian grid. The method preserves second-order accuracy at all grid points and is simple to implement. The algorithm has been applied to several elliptic and parabolic partial differential equations. We have observed second-order convergence in all the tested cases, and have shown how the method can be utilized to find solutions to problems with irregular boundaries while still using a uniform Cartesian grid.
The expectation is that the methodology presented here can be extended to other differential equations where immersed boundaries are present, providing a technique for sharpening the resolution at the irregular boundaries. The primary objective of this work is to lay the groundwork for extending the algorithm to the incompressible Navier-Stokes equations. In this environment, the use of a Cartesian grid when dealing with complicated boundaries is especially advantageous, as they avoid the need for any complicated grid generation and refinement. The higher accuracy achieved at all grid points in the domain will hopefully provide for a simple and accurate incompressible Navier-Stokes solver for problems involving irregular boundaries at which a no-slip condition is present.
