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Introduction
ATLAS (A Toroidal LHC ApparatuS ) is a general-purpose high-energy
physics experiment built to exploit at best the Physics potential offered
by the proton-proton Large Hadron Collider (LHC) at CERN. The LHC
started its operation in late 2009 reaching a center of mass energy of 7 TeV
and delivering up to now an integrated of luminosity about 5.6 fb−1, with a
peak instantaneous luminosity of ∼ 3.5×1033 cm−2s−1.
The LHC allows to study physics processes to an unexplored energy scale
(∼ 1 TeV) and, at its nominal instantaneous luminosity of 1034 cm−2s−1, it
will be possible to measure physics processes with cross sections smaller than
10−6 nb.
Among the main goals of the LHC research program, there is the search
for the Higgs boson and for New Physics Beyond the Standard Model; to the
latter extent the Bs → µ+µ− decay, object of this thesis work, is considered
a golden channel.
It is a Flavor Changing Neutral Currents process, where the direct transi-
tion from b → s quark in the Standard Model is suppressed and occurs at
the lowest order through one-loop diagrams; in this picture, the theoretical
estimation of the branching ratio for the Bs → µ+µ− decay is ∼ 3.2×10−9.
New Physics processes can significantly enhance it, so its measurement can
be a sensitive tools to detect them.
The strategy adopted for this data analysis is the so called “blind analysis”
technique, i.e. the signal is only modeled by a Monte Carlo, while the data
are used to model the background after removing (“blinding”) all the events
with a di-muon invariant mass in a selected region around the Bs mass peak.
All the study, the evaluation of the errors and evaluation of the quantities
involved, are done without looking at the data in the blinded region. Only
once the analysis has been approved by the ATLAS community, the data are
unblinded and the result obtained made public.
The analysis here presented is based on the data collected in 2010 data
taking period, which correspond to a integrated luminosity of ≃ 40pb−1.
This statistics results very limited, expecially if compared to the 5.6fb−1 of
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the 2011, but the analysis based on the 2011 data, to which I am contributing,
is still blind.
Indeed, most of the technique developed, tested and validated here are the
baseline of 2011 data analysis, and as recognition of this work, the ATLAS
physics coordination has allowed me to unblind the 2010 data and produce a
result, even if the official result of the Collaboration will be based maily on
2011 data.
The quantity to measure is the Bs → µ+µ− branching fraction which,
in order to reduce systematic uncertainties, is leaded back to the study of a
relative branching ratio with respect to a well-measured reference signal Bref :
Br(Bs → µµ) = BR(Bref )× LrefLµµ ×
ǫrefαref
ǫµµαµµ
× fref
fs
× Nµµ
Nref
where, for each decay mode, N is the number of observed events, ǫ and α
are, respectively, the efficiencies and acceptances, and fref/fs is the relative
p−p production rate of Bref and Bs mesons. The main sources of systematic
uncertainties (O 10 %) are given by the number of signal events Nµµ and
by the cross sections ratio fref/fs . Often the number of signal events is
expressed in terms of the Single Event Sensitivity (SES); this quantity is
very important as it gives an indication of the experiment sensitivity to this
search, containing all the elements to determine it but being independent on
the number of event (i.e. the integrated luminosity) and is related to the
branching ratio through a multiplicative factor:
Br(Bs → µµ) = SES ×Nµµ
Given its low probability of being observed, instead of a real measurement
of the Br(Bs → µµ) an Upper Limit on its value, with a confidence level, is
set. This limit will depend on the number of observed event after a selection
procedure, compared with what are the expectation coming from the Monte
Carlo simulation.
A first step of the study has been the estimation of the reference channel
yield, Nref , in ATLAS data by using maximum likelihood fitting techniques.
To deal with the systematic uncertainties deriving from the non-correct de-
scription of the B mesons kinematics and of the detector response in Monte
Carlo, a data-driven iterative procedure has been set-up in order to re-weight
these models according to data. A “cut and count” approach has been used to
separate signal from background events. This approach has been optimized in
order to maximize the analysis sensitivity by using the Punzi estimator [84],
which has been proven to be very effective in this kind of search.
After the optimization, the cuts are applied to the data and, using the
two sidebands around the blinded region, the non resonant background has
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been modeled and used to extrapolate the number of expected background
events in the signal region.
Finally, the signal region has been unblinded: the number of observed
events, together with all other quantities and the corresponding uncertainties
already determined, has been used to set the Upper Limit. The latter has
been estimated to be Br(Bs → µ+µ−) < 5.91× 10−7 at 95% CL. This is not
yet competitive with the last value quoted by other experiments which in
turn used a significantly higher statistics (CMS, CDF) or, as LHCb, have
an higher sensitivity, being designed only for B- Physics measurements, but
it proves that the ATLAS sensitivity is good enough to allow to produce a
competitive result with the much higher statistic of the 2011 data.
This thesis work is divided into five chapters. In Chapter 1 the Physics
at LHC and his physics goals are illustrates, like the search for the Higgs
bosons and the search for New Physics.
In Chapter 2 the focus is on the B mesons physics; in particular, Flavor
Sector and Flavor Changing Neutral Currents are described in the Standard
Model; then the expression for Bs → µ+µ− amplitude in the effective theory
picture of the Operator Group Expansion is shown. Finally, an overview of
the theories Beyond Standard Model that may give deviation with respect
to the Standard Model expectations for the decay amplitude under study is
given.
Chapter 3 is dedicated to the description of the experimental appara-
tus: the ATLAS detectors and the Computing Model are described and an
overview of the performance so far achieved is given.
The last two chapters are dedicated to a detailed review of the Bs → µ+µ−
search with the ATLAS detector. In Chapter 4 all the quantities entering in
the analysis are enlightened, while in Chapter 5 the ATLAS result for the
Upper Limit on the branching ratio and the comparison with the other recent
experimental results are presented.
viii Introduction
Chapter 1
LHC Physics
The LHC features render this machine the best candidate to explore high
energy phenomena that still need to be understood, like the Electroweak
Symmetry Breaking or the Physics beyond the Standard Model energy scale.
In this chapter the proton-proton collision phenomenology is described, giv-
ing emphasis to the expectations and the results in the various research fields
explored by the collider.
1.1 Proton-proton collisions at LHC
The Large Hadron Collider (LHC) [1] is a superconducting proton-proton
collider housed in the 27Km long tunnel that previously hosted the Large
Electron Positron (LEP) collider at CERN.
LHC has been designed to reach an instantaneous luminosity of 1034 cm−2 s−1
at a center of mass energy of
√
s = 14 TeV in p − p collisions, but it will
also collide heavy nuclei (Pb-Pb) with a center of mass energy of 1150 TeV,
corresponding to 2.76 TeV u−1 and 7 TeV per charge, and a peak luminosity
of 1027 cm−2 s−1.
Four experiments are located in the four interaction points of the beams
along this tunnel (see fig 1.1).
Two of them, ATLAS (A Toroidal LHC ApparatuS ) [2] and CMS (Com-
pact Muon Solenoid) [3], have been designed to work at high luminosities in
order to allow them to perform a large variety of physics studies.
The other two, instead, are special purpose experiments, which work at
lower luminosities (∼ 1030) cm−2 s−1 in order to optimize the number of
collisions to perform dedicated studies. In particular, LHCb (Large Hadron
Collider beauty) [4] is dedicated to investigate the b-quark properties and the
CP-violating decays, while ALICE (A Large Ion Collider Experiment) [5] was
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Figure 1.1: The LHC ring.
built to explore the behavior of strongly interacting particles at high density
and temperature, emulating the early stage of the Universe by colliding heavy
ions.
Finally, two forward detectors, LHCf [6] and TOTEM [7], have been
designed in order to study physics processes in the region very close to the
particles beam, thus complementing the LHC general-purpose experiments
physics programs.
The foreseen start-up of data taking has been delayed because of an acci-
dent occurred in September 2008 during the initial commissioning [8]. As a
consequence of this incident it was decided to run at a center of mass energy
of
√
s = 7 TeV until the next upgrade of the machine that will allow to reach
higher energies; LHC restarted its operations in November 2009 with two
circulating beams at a center-of-mass energy of 900 GeV, and soon after the
center-of-mass energy was raised up to 2.36 TeV, thus exceeding the previous
energy record held by Tevatron.
The first p-p collisions at
√
s =7 TeV took place on 30th March 2010.
Even if far below the nominal ones, such high energies have never been
reached before by any other collision machine, as testified by figure 1.2 in
which the LHC stored energy and the ones stored by the previous experiments
are compared. The two beams of protons reach an energy of 3.5 GeV in
different steps through a complex acceleration system
1.1 Proton-proton collisions at LHC 3
Beam parameters
Beam energy 7 TeV
Injection energy 450 GeV
Maximum luminosity 1034cm−2s−1
Time between collisions 25 ns
Bunch length 7.7 cm
RMS beam radius at the interaction point 16.7 µm
Technical parameters
Ring length 26658.9 m
Radiofrequency 400.8 MHz
Number of bunches 2808
Number of protons per bunch 1.15·1011
Number of dipoles 1232
Dipole magnetic field 8.33 T
Table 1.1: The LHC operational parameters for p-p collisions.
• they are first accelerated by a linear accelerator (LINAC2) to 50 MeV;
• the Proton Synchrotron Booster (PSB) then increases their energy up
to 1.4 GeV;
• they are further injected into the Proton Synchrotron (PS) were they
are accelerated to 25 GeV and collected in bunches;
• the bunches pass then into the Super Proton Synchrotron (SPS) where
they are accelerated to 450 GeV;
Operational parameter 2010 2011 Nominal
Energy [TeV ] 3.5 3.5 7
β∗ [m] 3.5, 0.55 1.0
Emittance [µm] 2.5 2 3.75
Number of bunches 368 1404 2808
Bunch population [#ofprotons] 1.2×1011 1.6×1011 1.15×1011
Stored energy [MJ ] 28 100 360
Peak luminosity [cm−2s−1] 2×1032 3.5×1033 1×1034
Table 1.2: LHC operational parameters: comparison between 2010 and 2011 LHC
achievements in p-p collisions and nominal reach.
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Figure 1.2: Comparison between the LHC stored energy and the other colliders.
• finally they are injected into the main ring, the LHC, where they are
accelerated to the energy at which collisions happen.
The beam has a bunch structure, and bunches are spaced by ∼ 25ns.
This structure has been adopted in order to maximize the luminosity, have
a number of interactions per crossing within certain limits and keeping track
of the beam parameters. This structure has been taken into account also in
the design of the experiment Trigger Systems, which at each bunch crossing
are called to decide whether an event is of interest or not.
Into the LHC tunnel, in order to compensate the energy losses due to
radiation, super-conducting cavities with a field gradient of 5 MV/m are
installed. Super-conducting dipole magnets used to bend the protons have
been designed to produce a magnetic field of up to ∼8 T at nominal energies;
several hundred magnets are further used to focus the beams.
A summary of the main LHC nominal operational parameters can be
found in table 1.1; moreover, table 1.2 reports the comparison between
some of the main LHC nominal parameters and the values achieved in 2010
and 2011.
The total LHC proton-proton cross-section σ, together with his main
components, is shown in figure 1.3 as a function of the center of mass energy;
at LHC energies it is of the order of 100 mb.
The cross section is related to the luminosity L of the machine and to the
expected rate R of events produced by a p-p interaction per second through
1.1 Proton-proton collisions at LHC 5
Figure 1.3: LHC total cross section.
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(a) 2010 p-p Integrated luminosity (b) 2010 p-p peak luminosity
Figure 1.4: Proton-proton collisions: integrated (a) and instantaneous (b) lumi-
nosity in 2010.
(a) 2011 p-p Integrated luminosity (b) 2011 p-p peak luminosity
Figure 1.5: Proton-proton collisions: integrated (a) and instantaneous (b) lumi-
nosity in 2011.
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the equation
R = σ × L. (1.1)
The instantaneous luminosity depends only on the beam parameters [9], as
can be read by the expression
L = N
2
b nbfrF
4πσ∗xσ∗y
, (1.2)
where Nb is the number of particles per bunch, nb the number of bunches per
beam, fr the revolution frequency, 4πσ
∗
xσ
∗
y is the transverse beam section
1
assuming a gaussian beam profile, and F is a geometric reduction factor that
takes into account the crossing angle between the beams at the Interaction
Point (IP) 2.
The instantaneous and integrated luminosity reached by LHC are illus-
trated in figures 1.4 and 1.5, respectively for 2010 and 2011 data-taking [10]:
the first year allowed to collect 45 pb−1 of integrated luminosity in p-p col-
lisions, while, thanks to the increasing of instantaneous luminosity in 2011,
with an equivalent data-taking time, 5.2 fb−1 of integrated luminosity was
delivered to the experiments.
The increasing of luminosity has been reached in a first step by increasing the
number of protons per bunch Nb, as equation 1.2 depends on the square of
this quantity; nevertheless this parameter could not be increased indefinitely
since the more are the protons inside a bunch the more the events result com-
plicate to analyze because of the multiple interactions. A further increasing
of the luminosity has been reached by “squeezing” the beams, reducing the
beam spreads.
By inserting the nominal peak luminosity in equation 1.1 one gets for the
rate:
R = 100mb× 1034cm−2s−1 ≃ 109Hz (1.3)
Even by using the current peak luminosity of the machine, that is about one
third of the nominal one, this corresponds to an enormous amount of data
that cannot be stored by the various experiments, so a reduction of the rate is
1The beam section can be expresses also as σ∗xσ
∗
y = ǫnβ
∗/γ, where ǫn is the normalized
transverse emittance, γ is the relativistic γ function and β∗ the relativistic β function at
the Interaction Point.
2This reduction factor reads F = 1/
√
θcσz
2σ∗ , where θc is the crossing angle between the
beams (θc ∼ 300µrad), σz the root mean square of the bunch length and σ∗ the transverse
beam size at the IP. The crossing angle, although involves a reduction of the luminosity
of ≈ 17%, is necessary to reduce beam-beam interactions that are caused by the force due
to the electromagnetic ﬁeld of one beam on the particles in the other beam.
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necessary; this reduction up to ∼ 300 Hz is performed on line by the various
experiments through the Trigger System.
In particular, the interesting events can be primarily classified into soft
and hard collisions.
First category groups collisions in which the impact parameter between
the incident partons is high, thus the momentum transferred to the out-
coming particles is low and prevalently aligned with the beam axis direction
since these particles are scattered with small angles with respect to this axis.
The transverse momentum (pT ) is typically of the order of ≃ 500MeV, and
the events presenting these features are usually denoted as “minimum bias”
since they correspond to the minimal request that a trigger system may have,
i.e. a collision event.
Hard collision events, instead, are the interesting ones; they correspond to
the head-on collisions between the incoming partons and an high transverse
momentum is transferred to the out-coming particles. The latter may be
scattered at high angles with respect to the beam axis or massive particles
in the final states may appear.
It is relevant to note that the center of mass energy of the colliding partons√
ŝ is different from the center of mass energy of the protons
√
s, but is related
to the latter through the relationship:√
ŝ =
√
xaxbs (1.4)
where xa and xb are transverse momentum fractions carried by the colliding
partons. When approximating xa ≃ xb ≡ x, one has
√
ŝ ≃ x√s; this means
that even when the carried fraction of the transverse momentum is of the
order of a few %, for
√
s = 7 TeV a ∼ 100 GeV massive particle can be
produced.
The advantage of reaching such high energy in the collisions has, as a
counterpart, a price to be paid; the experimental environment is, in fact,
much less clean than the ones in the lepton colliders and interesting events
should be selected among a huge QCD background, which dominates the total
cross section, the underlying event 3 and the multiple-parton interactions4
[11].
By using the nominal rate obtained in equation 1.3, which corresponds to
a bunch collision every tb = 25 ns, it is possible to compute the mean number
of simultaneous soft interactions at the nominal luminosity the equation
〈nc〉 = R× tb ≃ 25. (1.5)
3The underlying event denotes all event activity except the high-pt jets from the hard
scattering process.
4When hadrons collide at high-energy, each of the incoming hadrons may be viewed as
a beam of partons, hence there is a possibility of having several parton-parton interactions.
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Thus, in each bunch crossing the interesting event is readout entangled with a
large number of minimum bias events, which constitutes the main component
of the so-called pile-up.
The difficulty in disentangling the various events imposes a fast detec-
tor response (< 25ns) and a large detector segmentation, while the high
flux of particles produced requires an high resistance to the radiation (∼
1017neutrons/cm2).
1.2 The LHC research programme
Among the others, the LHC research programme includes as primary goals
• the search for the Higgs boson;
• detailed studies on physics processes at the Standard Model (SM) en-
ergies like
1. the top quark characterization through mass, cross section, polar-
ization and rare decays measurements;
2. the B mesons physics and the CP violation in the B0−B¯0 system,
the hunting for Flavor Changing Neutral Currents rare decays like
B0d,s → µ+µ−, B0d → K∗0µ+µ−, B0d → ρµ+µ− and B0s → φµ+µ−;
• the search for New Physics Beyond the Standard Model;
• the heavy-ions collisions studies;
Some of these topics will be covered in the following subsections, and the
corresponding latest LHC results will be shown.
1.2.1 The search for the Higgs boson
The Higgs mechanism provides an elegant way of introducing particles masses
in the Standard Model (cfr. sec. 2.1) and all the measurement so far per-
formed confirm the predictions with an extraordinary precision.
Nonetheless, even by using the most recent data, the Higgs boson remains
unobserved.
One complication in this search is the fact that theory does not predict a
value for the Higgs boson’s mass but only the relationmH =
√
2λv, where v ∼
246 GeV while λ is an a-dimensional coupling constant and a free parameter
10 LHC Physics
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Figure 1.6: (a) the SM Higgs width as a function of the allowed values for the
mass. (b) the SM Higgs branching ratios as a function of the allowed values for
the mass.
of the theory. The expression for this parameter as a function of the energy
scale Q at one-loop 5 reads
λ(Q2) =
λ(v2)
1− 3
4pi2
λ(v2) ln
(
Q2
v2
) (1.6)
where v is the electroweak symmetry breaking scale. If the energy is much
smaller than the electroweak breaking scale λ → 0+ while in the opposite
limit case it can indefinitely grow with energy scale Q, and the boson mass
as well.
However to have a consistent and perturbative theory there should be an
upper limit on λ, namely λ∗ ≤ MP , where MP = G−1/2N ∼ 1018 GeV is the
Planck mass scale at which gravity becomes relevant with respect to the other
interactions.
A review of theoretical constraints on Higgs mass can be found in [12];
by using these constraints the upper limit for the mass results ∼ 1 TeV, even
though at large mass corresponds values for the width of the same magnitude
(see left plot in fig. 1.6), thus hardly fitting the concept of a resonance.
The value of the mass also determines the accessible phase-space for the
boson decays, the most probably being the ones in particles having high
5This expression is the solution of the Renormalization Group Equation for λ:
d
dQ2λ(Q
2) = 34pi2λ(Q
2) +O(Q4).
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masses 6; in this view it is useful to split the mass range into three parts:
1. the “low mass” range, corresponding to mH ∈ [110, 130] GeV;
2. the “intermediate mass” range, where mH ∈ [130, 180] GeV;
3. the “high mass” range, covering the remaining range, i.e. mH ∈ [180, 1000]
GeV.
As it is shown in right plot of figure 1.6, in the first mass range the
decay H → bb¯ dominates with a branching ratio of ∼ 80%; nonetheless, it
is very difficult to extract the signal from the huge QCD background, so in
this region the searches are performed into less abundant but cleanest decay
channels like H → γγ (O(10−3)) and H → τ+τ− (O(8%)).
In the intermediate range, instead, the decays H → WW ∗ and H → ZZ∗
are preferred; in these decays one of the vector boson is “virtual” because the
mass is below the kinematical thresholds for producing both “on shell”. The
search results easier in the channels where the vector bosons subsequently
decay into lepton pairs rather than in hadrons, although the branching ratios
for these chains are lower.
The decays into massive bosons dominate also the high mass range, but
in this case the Higgs mass allows the production of two real particles. As
before, the golden channels are the ones with four leptons in the final states.
Experimental constraints
The previous direct experimental searches for this particle did not have
success at both LEP [13] and Tevatron [14], which placed limits on the
Higgs mass by excluding, respectively, the ranges mH ≤ 114.4GeV and
mH ∈ [156, 177] GeV. ATLAS [15] and CMS [16] published their preliminary
results obtained by combining the searches in different decay channels 7 by
using about 1-2 fb−1 of integrated luminosity.
In both cases no clear evidence of the Higgs boson has been found; in
particular, as can be seen by the combined limits illustrated in figures 1.7 and
1.8, at 95% C.L. ATLAS excluded the SM Higgs boson in the mass ranges
from 146 GeV to 230 GeV, 256 GeV to 282 GeV and 296 GeV to 459 GeV,
while CMS excluded it in two mass ranges, 149-206 and 300-440 GeV, as well
as several narrower intervals in between. The limits obtained by combining
6This is due to the nature of the Higgs boson interactions whose couplings are propor-
tional to the masses of the particles involved.
7Both Collaborations investigated the following decay channels: H → γγ, H → τ+τ−,
H → bb¯, H →WW (∗) → lνlν, H → ZZ(∗) → llll(lνlν)(llqq).
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Figure 1.7: ATLAS expected (dashed) and observed (solid) cross section limits at
95% CL, normalized to the Standard Model Higgs boson cross section, as functions
of the Higgs boson mass.
ATLAS and CMS results by using ∼ 2fb−1 of integrated luminosity has been
released very recently [17]: as shown in figure 1.9, the SM Higgs boson is
excluded at 95% CL or higher in the mass range [141,476] GeV, while the
region from 146 to 443 GeV is excluded at the 99% CL, with the exception
of three small regions between 220 and 320 GeV.
1.2.2 Top Physics
The top quark is one of the main attractive SM particles thanks to his peculiar
features like
• the value of mass, mt ≈ 174.5 GeV, which is of the same order of
magnitude of Electroweak Symmetry Breaking scale, mEW ≈ 246 GeV;
• the value of the lifetime, τt ≈ 0.5·10−24, that is much smaller than the
typical time needed for the formation of QCD bound states τQCD ≈
1/ΛQCD ≈ 3·10−24 s.
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Figure 1.8: CMS expected (dashed) and observed (solid) cross section limits at
95% CL for the individual search channels, normalized to the Standard Model
Higgs boson cross section, as functions of the Higgs boson mass.
These features suggest that top may have a key role in the electroweak sym-
metry breaking mechanism: thanks to its heavy mass, in fact, it has a strong
coupling to the Higgs boson. Moreover, thanks to its lifetime it decays (pre-
dominantly in the Wb channel) before undergoing hadronization, thus offers
the opportunity to study the properties of a bare quark.
Besides the SM physics, top quark is interesting also because its produc-
tion is often the largest background to many possible New Physics signals at
the LHC.
In particular, its semileptonic decays (corresponding to the ones in which the
W boson further decays into a lepton-neutrino pair) produce large missing
transverse energy, high energy leptons and hadronic jets, that are the same
signatures of many New Physics models like Supersymmetry or Universal
Extra Dimensions.
Thanks to its large production cross section, at LHC the nature of the
top quark is expected to be tested to an excellent precision. In particular, for
each fb−1 of integrated luminosity about 15000 events are expected in the
tt¯ → (lνb)(jjb) decay channels and about 2500 in the tt¯ → (lνb)(lνb) decay
channels.
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Experimental results
Several works have been published by LHC experiments concerning the top
properties and the main results of ATLAS and CMS may be found, respec-
tively, in reference [18] and [19]. Among the others, the ATLAS [20] and
CMS [21] results on top mass measurements are shown, respectively, in fig-
ure 1.10 and 1.11: both experiments quote a value in agreement with the
expectations and achieved a precision almost comparable to the one achieved
by the Tevatron experiments.
1.2.3 B Physics
As for the top quark, the b quark cross section is very high at LHC (σbb¯ ∼
300µb) and more than 1012 bb¯ pairs have been produced so far; hence it will
be possible to perform several precision measurements on B mesons physics
that will give a better knowledge of many Standard Model parameters, of CP
violation in the B meson systems and of possible deviation from the Standard
Model predictions in the rare decays.
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Figure 1.10: ATLAS top mass results.
Figure 1.11: CMS top mass results.
Although LHCb experiment has been built to perform dedicated studies
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in this field and will achieve the best performance in these measurements,
ATLAS and CMS experiments are providing measurements on B mesons as
well, in order to test kinematics in a different rapidity region 8. Moreover,
as can be seen in figure 1.5, LHCb instantaneous luminosity is lower than
the one measured in the other two detectors since, as previously states, this
choice allows for an optimization of collision to perform dedicated searches.
This means that, especially in the first years of data-taking, when trigger will
maintain low selection thresholds until the nominal rate will be reached, the
larger amount of data collected will compensate the performance limits of the
general-purpose detectors, so the three experiment will provide competitive
results.
Experimental results
Besides the precision measurements performed by the LHC experiments, that
can be found in [22], [23] and [24] respectively for ATLAS, CMS and LHCb,
two main results have been obtained in the B physics searches:
1. the measurement of the φs parameter
9 in the Bs → J/ψφ decay per-
formed by LHCb [25] with a better precision than Tevatron experi-
ments;
2. the best upper limits on Bs → µ+µ− branching ratio.
For what concern the former measurement, within the Standard Model
this parameter can be extracted by the following expression
exp−iφ =
V ∗tbVtd
VtbV ∗td
, (1.7)
where Vtb(d) are the CKM matrix elements (see section 2.1.1) that are related
to the t→ b(d) transitions. In absence of CP violation V ∗tb(d) = Vtb(d) and this
phase is zero. LHCb results, shown in figure 1.12 are in agreement with the
Standard Model predictions although both D0 and CDF obtained a non-zero
result but with less accuracy.
Finally, being the main subject of this thesis, the recent experimental
results on the Bs → µ+µ− searches will be discussed in section 5.3.
8LHCb is the only “forward” detector at LHC providing measurements in a rapidity
range y ∈ [2, 7], while ATLAS and CMS measurement are performed in a range |y| ∈
[0, 2.5].
9This parameter is related to the CP violation in the neutral B mesons oscillations;
it corresponds to the relative phase between the direct decay amplitude and the decay
amplitude via B0s − B¯0s mixing.
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Figure 1.12: LHCb measurement of the decay width difference between the B0s
mass eigenstates as a function of the φs parameter.
1.2.4 Beyond the Standard Model
During the years, high energy experiments experienced an exponential growth,
giving the possibility to explore the particle physics spectrum up to the the
electroweak energy scale, MEW ∼ 103 GeV.
Nevertheless, between this scale and the the Planck scale MP there are sev-
eral orders of magnitude to be explored. Many models have been proposed
to fill this gap with other effective theories or to explain the great difference
between these scales, the common assumption being the fact that gravity
remains unmodified over the ∼ 33 orders of magnitude separating the limit
of the directly measured gravitational interactions and the Planck length.
The main Beyond Standard Model (BSM) theory being studied at LHC is
Supersymmetry (SUSY), which will be briefly delineated in subsection 2.3.1:
in the following the latest result on LHC searches will be presented.
LHC constraints on SUSY
SUSY cross sections at LHC energy scale are dominated by the production
via strong interactions of gluinos and squarks, that are the supersymmetric
partners of gluons and quarks. These particles can give rise to different decay
chains ending with the lightest supersymmetric particle, that in many SUSY
models is supposed to be massive and non interacting, hence escaping the
detection. Together with large missing transverse energy associated to this
18 LHC Physics
Figure 1.13: Observed limits from several 2011 CMS SUSY searches plotted in
the m0,m1/2 plane.
particle, SUSY events contain in the final states hadronic jets and eventu-
ally leptons, photons, W and Z bosons; these are distinctive signatures with
respect to Standard Model expectations, thus can either prove the SUSY
existence or exclude it at LHC energy scale.
A rough estimation of the SUSY mass scale and hence of the accessible
phase space in the decays will be given by the peak position of the “effective
mass” distribution, defined as the scalar sum of the missing transverse energy
and the transverse momentum of the four hardest jets in the events.
If the inclusive searches will be successful more difficult will be to distin-
guish among the various SUSY models, which are generally characterized by
too many free parameters. Since is not possible to investigate all possible
cases, a typical approach is to reduce as much as possible the number of
parameters and investigate the various scenarios obtained by varying them;
generally the various models are expressed by using between four and six
parameters related to the masses, to the couplings and to the other relevant
variables that may take part in the SUSY decay chains.
Up to now no evidence of SUSY has been found at LHC; the parame-
ter space of one of the main SUSY sub-models, the Constrained Minimal
Supersymmetric Standard Model (CMSSM) (cfr. section 2.3.1) has been
scanned by looking at the different final state scenarios by both ATLAS [29]
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and CMS [30] Collaborations. Among the others, the parameters describing
this model are m0 and m1/2, which indicate, respectively, the boson masses
and the fermion masses at the GUT scale. Examples of exclusions made in
this 2D plane by fixing the other parameters can be found in figures 1.13 and
1.14.
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Chapter 2
The B → µ+µ− decays in
Standard Model and Beyond
In this chapter the amplitude for the rare B → µ+µ− decays in the Stan-
dard Model (SM) and the contributions it may receive from New Physics
processes will be illustrated. To this extent the Flavor Sector and the Weak
Interactions in the SM are introduced; then the effective low energy picture
of Operator Product Expansion (OPE), useful to give a model independent
description of the amplitude, is presented. Finally, an overview of the main
Supersymmetric theories that may give deviations of the branching ratios
with respect to the SM expectations is given.
2.1 The Standard Model
The whole spectrum of elementary particles is actually illustrated in the
Standard Model of Fundamental Interactions (SM) [33, 34, ?]. This is a
quantum field theory describing elementary particles, that constitute the ex-
cited states of the fields, and their interactions, mediated by gauge bosons.
The SM is usually complemented by the Higgs sector [37, 38, 39], although
the only particle missing for a full experimental confirm of this picture is the
Higgs boson itself. Particles are classified into bosons and fermions depend-
ing on the statistics they obey to; fermions (leptons and quarks) are further
classified into three generations
Leptons:
(
νe
e
) (
νµ
µ
) (
ντ
τ
)
; Quarks:
(
u
d
) (
c
s
) (
t
b
)
22 B → µ+µ− in Standard Model and Beyond
The SM includes three different interactions, corresponding to three con-
served charges under local gauge transformations.
Algebraically, it is based on a combination of three symmetry groups:
SU(3)C × SU(2)L × U(1)Y , representing, respectively, strong, weak and elec-
tromagnetic interactions; the associated conserved charges are, respectively,
the color, the weak isospin and the hypercharge.
The strong interactions are mediated by eight gluons; in this theory, also
known as QCD (Quantum Chromo Dynamics), the coupling constant has an
opposite behavior with respect to the QED one: it is small at high energy,
explaining the so-called “quark asymptotic freedom” that allows to study
them as if they were free, while at small energies increases so much that
quarks result “confined” into hadrons.
Electromagnetic interactions are beautifully painted by QED (Quantum
Electro Dynamics); the corresponding coupling constant grows with energy
and this behavior allows to describe low energy processes by using a pertur-
bative approach achieving an extraordinary precision.
Weak interactions were theorized by Fermi to describe nuclear β decays[40];
this theory was later modified in order to account for parity violation.
SU(2)L and U(1)Y groups describe the unified theory of electroweak in-
teractions, mediated by the three vector bosons and by the photon.
There are many differences between weak and electromagnetic interactions:
for instance, in the weak case the interaction range is finite and short, while
in the electromagnetic case it is infinite 1. Moreover, neutral currents are
allowed in the weak interactions but not in the electromagnetic ones. Nev-
ertheless, in the SM these two theories are unified at an energy scale greater
than 100 GeV; at lower energies electroweak interactions arise from the spon-
taneously broken symmetry SU(2)L × U(1)Y through the Higgs sector.
The electroweak formalism accounts for parity violation by introducing
a chiral structure 2 in the currents and in the fields descriptions; thereof,
fermion eigenstates can be distinguished in left-handed (L) and right-handed
(R)3
1In a quantum ﬁeld theory the interaction range is proportional to the inverse of the
mass squared of the exchanged boson, so in the weak case it is O
(
1
100GeV/c2
)
2The invariance under a parity transformation is called chiral symmetry; the violation
of parity in weak decays was demonstrated in 1957 in the famous experiment carried out
by madame Wu and her collaborators [36].
3Fermions ﬁelds result eigenstates of the projection operators PL/R =
(
1∓ γ5
2
)
, where
γ5 =
(
I 0
0 −I
)
and I is the 2x2 identity matrix.
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LL =
(
νlL
lL
)
; LR = lR, νlR ; QL =
(
uL
dL
)
; QR = uR, dR;
where l indicates e, µ and τ leptons, u indicates the up-type quarks (u, c,
t) and d the down-type ones (d, s, b). Moreover, the V-A (vectorial-axial
) structure of electroweak interaction groups the left-handed components in
weak isospin SU(2)L doublets; the corresponding right-handed components
are singlets under an SU(2)L transformation.
Using Gell-Mann and Nishijima relationship4, the quantum numbers of par-
ticles so classified are reported in table 2.1.
Fermions T T3 Y Q
νlL 1/2 +1/2 -1 0
lL 1/2 −1/2 -1 -1
νlR 0 0 0 0
lR 0 0 -2 -1
uL 1/2 +1/2 +1/3 +2/3
dL 1/2 −1/2 +1/3 +2/3
uR 0 0 +4/3 +2/3
dR 0 0 −2/3 −1/3
Table 2.1: Quantum number of fermions in Standard Model
The theory so far described is governed by the lagrangian:
L = L(SU(3)C) + L(SU(2)L×U(1)Y ) + L(Higgs) (2.1)
where
L(Higgs) = [iDµφ]†[iDµφ]− V (φ)
being φ the complex doublet φ =
(
φ+
φ0
)
=
1√
2
(
φ1 + iφ2
φ3 + iφ4
)
and
V (φ) = µ2|φ|2 + λ|φ|4 , (2.2)
where µ2<0 and λ>0.
4Qem = T3 +
Y
2
, where Qem is the electric charge, T3 the third component of weak
isospin and Y the hypercharge.
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Electroweak symmetry breaking occurs when one of the four fields, for
instance φ3, is not anymore invariant on the vacuum but acquires a non-zero
vacuum expectation value v:
φ1 = φ2 = φ4 = 0; φ
2
3 = −
µ2
2λ
≡ v2.
This leads to the Higgs doublet symmetry breaking:
φ =
(
φ+
φ0
)
→ 1√
2
(
0
v +H (x)
)
where H is the Higgs boson.
A consequence of the electroweak symmetry breaking is that the physical
fields corresponding to the photon and to the three massive vector bosons
Z0, W+ e W− appear [41], while the fermions acquire masses through the
interaction with the Higgs field. The Lagrangian term corresponding to these
interactions for the quarks reads:
LY ukawa =
∑
j,k
[
Y uj,ku¯
j
Lu
k
R + Y
d
j,kd¯
j
Ld
k
R + h.c.
] 1√
2
(v +H (x)) (2.3)
where Y u,di,j are the Yukawa matrices; mass terms arise from the terms pro-
portional to v. It is important to notice that these non-diagonal, 3×3 and
complex matrices are the only sources of Flavor violation in the SM because
they mix quark generations. Electroweak currents, in fact, involve mass
eigenstates rather than Flavor eigenstates: the relation among the two will
be deepened in the following section.
2.1.1 The electroweak interactions and the CKM
To determine the quark mass eigenstates it is necessary to diagonalize the
mass matrices:
mu,di,j = −
v√
2
Y u,di,j (2.4)
This means that to connect the electroweak states of quarks with their mass
eigenstates, the Yukawa interaction terms induce the unitary transforma-
tions:
di,massL,R → di,weakL,R =
∑
j
T ij,dL,R dj,massL,R , ui,massL,R → ui,weakL,R =
∑
j
T ij,uL,R uj,massL,R
(2.5)
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where d = d, s, b, u = u, c, t, and T u,dL,R are 3×3 matrices performing the
diagonalization.
In the weak base the charged interactions of SU(2)L, W boson with
quarks contain the product:
u¯weakL d
weak
L = u¯
mass
L (T uL )† T dL dmassL = umassL V dmassL (2.6)
where V is the CKM matrix.
In fact, a generic current charged interaction term reads:
Lccint =
g
2
√
2
(W+µViju¯
i
Lγµd
j
L +W
−µV ∗ij d¯
j
Lγµu
i
L) (2.7)
and the corresponding CP-conjugate term is:
L∗ccint =
g
2
√
2
(W−µVij d¯
j
Lγµu
i
L +W
+µV ∗ij u¯
i
Lγµd
j
L); (2.8)
note that CP-violation can occur if Vij 6= V ∗ij .
The CKM is an unitary matrix, schematically represented as follows:
V =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 . (2.9)
The most useful parametrization of this matrix, expressed in terms of the
irreducible phase parameter δ13, is:
V =
 c12c13 s12c13 s13e−iδ13−s12c23 − c12s23s13eiδ13 c12c23 − s12s23s13eiδ13 s23c13
s12s23 − c12c23s13eiδ13 −c12s23 − s12c23s13eiδ13 c23c13
 ,
(2.10)
where cij = cos θij, sij = sin θij, θij represent the Euler angles and i, j
are family labels; the main feature of this parametrization is that the family
labels are introduced in such a manner that the mixing between two chosen
families vanishes if the corresponding mixing angle is set to zero.
It is important to underline that there is a hierarchy between CKM matrix
elements5, i.e.
|Vub|2 ≪ |Vcb|2 ≪ |Vus|2 ≪ 1 (2.11)
that can be expressed in terms of Cabibbo angle, being |Vus| = sinθc = 0.22.
5This hierarchy comes out from two experimental observation: the B mesons lifetime,
an order of magnitude greater than expected, and the predominance of b→ c decays with
respect to b→ u ones.
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A key prediction of the Glashow-Weinberg-Salam model was the existence
of neutral electroweak interactions. Since these interactions involve particle-
antiparticle pairs, CKM matrix does not appear in the currents and Flavor
results a conserved quantum number. As a consequence, Flavor Changing
Neutral Currents (FCNC) are highly suppressed; charged current processes
are, in fact, mediated by W± bosons and their amplitudes result small be-
cause involve
• the weak gauge coupling constant g, that is related to the Fermi con-
stant GF and to the W boson mass MW through the relation:
GF√
2
=
g2
8M2W
, (2.12)
• the non diagonal CKM matrix elements.
2.1.2 Flavor Changing Neutral Currents
Weak interactions processes at the tree level obey certain selection rules:
• Flavor changing processes (∆F=1) involve only charged interactions,
• strangeness quantum number can change only by one unit (∆S=1).
This means that since FCNC may occur only in higher order processes
involving loops, they result particularly useful for both testing the quantum
structure of the theory and in the search of the New Physics. The Glashow-
Iliopoulos-Maiani (GIM) mechanism, introduced in 1970 [42], accounted for
the suppression of these transitions by extending the Cabibbo [43] model and
predicting the existence of the charm quark.
The one-loop processes which mediate FCNC can be classified as electromag-
netic, weak, or gluonic penguin diagrams and box diagrams; these diagrams
can be described by a set of basic triple and quartic effective vertices [44] in-
volving either quarks (penguins) or both quarks and leptons (box), and can
be expressed as function of xi = m
2
i /m
2
W , where i indicates the particle in-
volved, and of the CKM parameters. An example of these one-loop diagram
is shown in figure 2.1, and the corresponding amplitude can be expressed as
follows:
A (b→ s) ∝ VubV ∗usxu + VcbV ∗csxc + VtbV ∗tsxt =
VtbV
∗
ts (xt − xc) + VubV ∗us (xu − xc) ∝ sin2 θc (xt − xc) + sin4 θc (xu − xc) .
(2.13)
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Figure 2.1: One-loop diagram for the b → s transition.
Note that this amplitude would vanish either if the CKM matrix would have
a trivial structure, not allowing changing between quark generations, or if
the up-quark masses would be identical; moreover this expression in power
of sin θc reflects the small value of the amplitude and the suppression of the
process.
The rare decays of B mesons are dominated by Z-boson penguin and box
diagrams involving top quark exchange; in particular, for the Bs → µ+µ− the
main diagrams contributing to the amplitude are reported in fig 2.2. Being
this a purely leptonic decay, the theoretical description results quite simple
and attractive; in fact, it gives access to the strong interactions binding the
quarks in the initial state meson, but no strong interactions are present in the
final state, characterized by a rather clear experimental signature. Let’s now
Figure 2.2: Box (a) and penguin (b) diagrams for the Bs → µ+µ− decay.
discuss a model-independent description of the mesons decay amplitudes.
2.2 The effective Hamiltonian approach
The strong interactions binding the quarks into hadrons, are characterized
by a typical energy scale of ∼ GeV; this relatively low energy allows the
description of the leptonic decays of hadrons, which are directly related to the
weak interaction between their quark constituents, through the Hamiltonian
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[45]:
H = GF√
2
VijV
∗
kl [q¯lΓ
µqk] [q¯jΓµqi] , (2.14)
where GF is the Fermi coupling constant, Vij the CKM matrix elements,
Γµ = γµ(1−γ5
2
) is the V-A current structure, q the relevant quarks involved.
The tree-level diagram describing this kind of decays is reported in fig. 2.3.
Figure 2.3: Example of tree diagram for the weak interaction between quarks.
Strong interactions affect this W-boson exchange in different ways, de-
pending on the energy of the exchanged gluons with respect to a scale ΛQCD:
short range interactions, characterized by an energy scale greater than ΛQCD,
can be described by perturbative QCD (pQCD); on the other hand, long
range interactions where the energy scale is less or equal to ΛQCD, cannot
be treated with a perturbative approach. In order to deal with these com-
plicate effects one starts with an Operator Product Expansion (OPE) and
then performs a Renormalization Group Equationx (RGE) analysis. Using
the operator product expansions, the amplitude for the generic B → f decay
can be written as:
A(B → f) = −GF√
2
VijV
∗
kl
∑
α
Cα〈f |Oα|B〉
[
1+O
(
m2b
M2W
)]
. (2.15)
where Cα are the Wilson coefficient [46], Oα are “operator product expan-
sions” for product of four local fields (qi, i = 1, ..4) near the same point
6. The
essential advantage in using the OPE is that it separates the non-perturbative
6Oα = (q¯1Γ
aq2) (q¯3Γaq4) where Γa = (I, γ5, γ
µ, γµγ5, σ
µν) and a indicates the current
structure (scalar, vectorial,etc...).
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Figure 2.4: Penguin and box diagrams for the b→ sµ+ µ− transition from Stan-
dard Model (left) to Effective Theory(right) framework.
long-distance contributions, contained in the operator matrix elements, from
the short-distance physics, described by the Wilson coefficients; the set of op-
erators needed to describe a specific process depends on his Flavor structure.
As an example, figure 2.4 shows the relevant diagrams for the b→ sµ+µ−
transition in the Standard Model and in the Effective Theory framework.
The Wilson coefficient can be seen as model independent coupling con-
stant for the effective Hamiltonian:
Heff = GF√
2
VijV
∗
kl
∑
α
Cα(µ)Oα(µ) + h.c. (2.16)
where µ is the renormalization energy scale7.
In general the hadronic matrix element (〈f |Oα|B〉) entering in the ampli-
tude 2.15 constitutes the major source of uncertainties and is evaluated with
non perturbative methods at the µ scale. An amplitude calculated from this
hamiltonian, defined at an energy scale of order of the B mass, in princi-
ple reproduces the corresponding Standard Model result up to corrections of
O
(
m2b
M2W
)
; more in general, the effective hamiltonian description holds in SM
as well as in some SM extensions and New Physics contributions to the ampli-
tudes can either be included in the Wilson coefficients or in the contribution
of new operators.
7The dependence from the scale µ of Cα assures that the theory is independent from
the renormalization scale at which Oα are expressed. If QCD were neglected, they would
have the trivial form C1 = 1 and C2 = 0.
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2.2.1 The Bd,s → µ+µ− decays
As already stated in the previous section, the Bq → µ+µ− decays are purely
leptonic neutral decays proceeding through electroweak penguin diagrams
with Z0 exchange as well as W box diagrams. Since the final lepton-lepton
system do not interact strongly, it’s possible to factorize the matrix element
into an hadronic (Jαhad) and a leptonic (J
α
lept) current, so that the amplitude
will be:
A(Bq → µ+µ−) ∼ 〈0|Jαhad|Bq (p)〉〈µ+
(
p+
)
µ−
(
p−
) |Jαlept|0〉, (2.17)
where p, p+ and p− indicate, respectively, the four-momentum of the B meson
and of the final state muons.
The effective hamiltonian in this case reads:
Heff = −4GF√
2
VtbV
∗
tq
∑
α
Cα(µ)Oα(µ), q = s, d; (2.18)
where the relevant operators Oα entering in the sum are:
OqP = (q¯γ5b)(µ¯γ5µ), O
q
S = (q¯γ5b)(µ¯µ), O
q
A = (q¯γ
αγ5b)(µ¯γαγ5µ), (2.19)
Note that the three operators contributing reflect the factorization prescrip-
tion, while the labels P , S and A denote, respectively, the pseudoscalar,
scalar and axial character of the currents.
The branching ratio for the decay Bq → µ+µ− (q = s, d) is given by [47]:
Br(Bq → µ+µ−) =
G2Fα
2mBqτ (Bq)
16π3
∣∣VtbV ∗tq∣∣2
×
√
1− 4 m
2
µ
m2Bq
[
|F qP + 2mµF qA|2 +
(
1− 4 m
2
µ
m2Bq
)
|F qS|2
]
(2.20)
where τ (Bq) is the Bq meson lifetime, FA,P,S are Lorentz-invariant func-
tions depending on the Wilson coefficients and on the decay constant FBq ,
defined by:
〈0| (q¯b)V−A,µ |Bq (p)〉 = iFBqpµ, (q¯b)V−A = q¯γµ (1− γ5) b (2.21)
The functions FP and FS can be expressed in terms of the Wilson coefficients
of scalar and pseudoscalar operators, which within SM are suppressed by a
factor (mqml) /m
2
W . Thus in equation 2.20 at the leading order FA term
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dominates. In the case of the Bs, the branching ratio can be shortened as
follows [44]:
Br(Bs → µ+µ−) = 3.4·10−9
[
τ (Bs)
1.6ps
] [
FBs
210MeV
] [ |Vts|2
0.040MeV
] [
m¯t (mt)
170GeV
]3.12
(2.22)
and a similar expression holds for Bd → µ+µ− decay; the foreseen SM branch-
ing ratios for the two decays are:
Br
(
Bs → µ+µ−
)
= (0.32± 0.02)× 10−8, (2.23)
Br
(
Bd → µ+µ−
)
= (0.010± 0.001)× 10−8. (2.24)
The CDF collaboration has recently announced a possible first signal for the
Bd,s → µ+µ− [48] exceeding the SM predictions, quoting aBr (Bs → µ+µ−) =(
1.8+1.1−0.9
) ∗ 10−8, although with a low significance, while latest LHC ex-
perimental results from LHCb [49] and CMS [50] do not confirm this ex-
cess, being the combined upper limit obtained by the two collaborations of
Br (Bs → µ+µ−) < 1.1× 10−8 at 95% confidence level [51].
2.3 Beyond Standard Model
The SM provides a very predictive description of the elementary particles and
the Higgs boson results the only missing part of this picture. Nonetheless,
there are several open issues from both theoretical and phenomenological
points of view that need to be addressed:
• there are at least 25 free parameters to be determined with experiments:
3 gauge couplings, 12 masses (quark and leptons), 6 mixing angles, 2
CP-violating weak phases and 2 parameters to characterize the Higgs
sector;
• there are 16 order of magnitude in the difference between the elec-
troweak scale MEW ∼ 100 GeV/c2, which defines the scale of elec-
troweak spontaneous symmetry breaking, and the Planck scale, at
which Gravity becomes strong;
• there is no account for Baryogenesis since baryon number B is con-
served;
• it does not incorporate the physics of dark energy nor of the full theory
of gravitation as described by general relativity.
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Different New Physics models have been built to address all or part of
these issues, but most of them cannot be proved experimentally with the
current energy reach of the accelerator machines. In general, even if the
energy scale of the process are too low to reveal new particles beyond SM,
they can enter in loop diagrams as virtual states; this render rare decays of
mesons particularly attractive since, as we saw in the previous section, the
amplitude can be enhanced.
In particular, SM prediction for the Bd,s → µ+µ− branching ratio can be
shortened as follows
Br
(
Bq → µ+µ−
)
SM
∝
(
1
16π2
)2
|V ∗tbVtq|2
(
mBmµ
m2W
)2
(2.25)
In this expression there are two source of suppressions:
1. the Flavor suppression term |V ∗tbVtq|2;
2. the Yukawa suppression term
(
mBmµ
m2W
)2
.
In some New Physics models these contributions may be enhanced; an en-
hancement of the first term may hint contributions to Flavor conversion,
either indicating new sources of Flavor violation or a more complicated com-
bination of the CKM matrix elements; an enhancement of the second can
instead reveal a more complicated Higgs sector. Unfortunately, if an en-
hancement will be seen it’s not possible to disentangle from which of the two
sources it may come. New Physics may also contribute to the amplitude with
a totally different functional dependence with respect to SM; this confirms
the fact that Bd,s → µ+µ− decays constitute golden channels to detect the
presence of New Physics, but not to distinguish between the various models.
2.3.1 Bd,s → µ+µ− and Supersymmetry
One of the most explored theory Beyond Standard Model is Supersymmetry
(SUSY) [52] which includes the SM as an effective theory. The main issue
addressed by this model is the so-called “naturalness” problem of the Higgs
mass, which in his fine tuning receive corrections of the order of the Plank
mass (1018 GeV/c2), even if it is expected to be of the order of 100 GeV/c2.
This issues is solved by introducing in the fine tuning “counter-terms” contri-
butions, due to the interaction of the Higgs fields with new particles, “super-
partners” of SM particles for having the same quantum numbers and masses
but obeying to different spin-statistics. In particular, to each SM fermion
this new symmetry associates a complex scalar, while to the gauge bosons it
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associates a fermion. Obviously since SUSY particles have not been observed
yet one assumes that SUSY is broken to an energy scale of the order of 1
TeV or greater.
In some SUSY models FCNC processes can proceed at tree level through
the exchange of a supersymmetric scalar particle; these models can be clas-
sified as ’non-Minimal Flavor Violation’, as opposite to theMinimal Flavor
Violating (MFV) ones. The latter category groups models based on the as-
sumption that Flavor and CP violation in the quark sector are dominated
even beyond SM by the Yukawa couplings, while in the non-MFV picture
this assumption does not hold and there may be new Flavor parameters and
complex phases.
Figure 2.5: MSSM diagrams for the B0 → l+l− decays.
One of the possible feature that can distinguish between SUSY models is
the conservation of R-parity, defined as
R = (−1)3(B−L)+2s
where B is the barionic quantum number, L the leptonic quantum number
and s the spin.
R-parity conservation has some interesting implications:
1. in colliders SUSY particles must be produced in couples with opposite
R-parity;
2. there must be a stable Lightest Supersymmetric Particle (LSP);
3. each SUSY particle but the LSP should decay into a odd number of
SUSY particles.
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The simplest model conserving R-parity obtained by extending SM is the
Minimal Supersymmetric Standard Model (MSSM): to all SM particles is as-
sociated a superpartner, while the Higgs sector is extended to two complex
scalar doublets. Once these two doublets acquire a vacuum expectation value
the electroweak breaking occurs.
An high value of the parameter tan β = vu/vd, corresponding to the ra-
tio of the two Higgs doublets vacuum expectation values, plays a key role
in detecting FCNC since branching ratios grow with it; in particular, the
Bs → µ+µ− rate varies as tan6 β. The MSSM Feynman diagrams contribut-
ing to the B0 → l+l− are shown in figure 2.5, while a detailed description of
these contributions can be found in [53]. Unfortunately, MSSM contains 105
free parameters, resulting not attractive to test experimentally, so usually
models obtained from MSSM by reducing the number of free parameters are
preferred; the main distinction between these theories in most of the cases is
the sector that operates supersymmetry breaking 8.
By using the latest LHC combined limit on Bs → µ+µ− decay and the double
ratio 9 built by using the four leptonic meson decays
DR =
Γ (Bs → µµ)
Γ (Bu → τν)
Γ (D → µν)
Γ (Ds → µν)
the parameter-space of a set of four SUSY models in the MSSM contest has
been investigated [54]:
1. constrained MSSM (CMSSM);
2. non-universal Higgs masses(NUHM);
3. Anomaly Mediated Supersymmetry Breaking (AMSB);
4. Gauge Mediate Supersymmetry Breaking (GMSB).
The CMSSM with supergravity inspired breaking terms is characterized
by 5 parameters: m0, m1/2, tan β, sign(µ), A0, where m0 and m1/2 are, re-
spectively, the common masses of bosons and fermions at the GUT (Grand
8Symmetry breaking may occur into two diﬀerent ways, either adding non invariant
terms in the lagrangian or through the spontaneous symmetry breaking mechanism. In
MSSM Supersymmetry breaking is operated by adding non-invariant “soft” terms that
preserve the hierarchy between electroweak and Plank energy scale.
9The use of this quantity has an essential advantage since it results independent on the
values of the decay constants, that usually constitute the major source of uncertainties in
evaluating the decay amplitudes.
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(a) CMSSM (b) NUHM
Figure 2.6: Constraints from Bs → µ+µ− upper limit and double ratio DR in the
CMSSM plane (m1/2, m0) for A0=0 and tanβ = 50 (a) and in the NUHM plane
(mH+ , tanβ) for µ =1000, A0=0, m0=800 GeV and m1/2=600 GeV (b).
Unification Theory) scale, µ is the energy scale at which electroweak symme-
try breaking occurs, and A0 is the trilinear (Higgs-squark-squark or Higgs-
slepton-slepton) coupling term. Figure 2.6 (a), shows the constraints ob-
tained in the (m1/2, m0) plane for A0=0 and tan β = 50 by using these two
tools.
The second model under investigation, the NUHM, can be considered an
extension of the CMSSM since introduces two additional parameters, mH1
and mH2 , corresponding to the mass parameters of the Higgs doublets, that
are allowed to be different from m0. The constraints obtained for this model
in the (mH+ , tan β) plane for µ =1000, A0=0, m0=800 GeV and m1/2=600
GeV are shown in figure 2.6(b).
The AMSB is so-named because the soft terms breaking supersymmetry
correspond to an “anomalous” violation of a local superconformal invariance,
an extension of scale invariance, occurring through a gauge fixing. Graviton
superpartner’s mass, m3/2, is one of the four parameters of the model, the
others being m0, tan β and sign(µ) and having the same meaning as before;
the constraints obtained in this case in the plane (m0,tan β) for m3/2=30 TeV
and µ > 0 are reported in figure 2.7(a).
As for the CMSSM, the GMSB can be described in terms of five param-
eters: N5, Mmess, Λ, tan β and sign(µ). In this model there are a supersym-
metry breaking sector and a “messengers” sector: the interactions between
the two operates the SUSY breaking. Messengers usually are grouped into
SU(5) mutiplets, and the N5 parameter indicates the number of copies of
the minimal 5+ 5¯ SU(5) representation. Moreover, Mmess is the messengers
mass scale while Λ is related to the breaking energy scale; the scan in the
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(a) AMSB (b) GMSB
Figure 2.7: Constraints from Bs → µ+µ− upper limit and double ratio DR in the
AMSB plane (m0,tanβ) for m3/2=30 TeV and µ > 0 (a) and in the GMSB plane
(Λ, tanβ) for µ > 0 (b).
GMSB plane (Λ, tan β) for µ > 0 is reported in figure 2.7(b).
Figure 2.8: The tanβ and relic density for A0=0 (a) and A0 > 0 (b) dependence
of Bs → µ+µ−.
As already stated, and as has been showed in the various MSSM contents,
the tan β parameter is strongly correlated to the Bs → µ+µ− branching ratio;
a very recent study [55] relates it also to the relic density of the Universe Ωh210
and to the direct Higgs constraints obtained at LHC.
Figure 2.8 shows how theBs → µ+µ− branching ratio and the relic density
depend on this parameter in the CMSSM scenario for two different assump-
10The density of matter in the Universe, ρ, is deﬁned in terms of the ratio Ω = ρρc ,
where ρc is the critical density necessary to render the Universe spatially ﬂat. The density
of matter is further classiﬁed into Light or Dark, the latter being the most abundant
one. Diﬀerent theories relate Dark Matter and SUSY, assuming supersymmetry particle
production in the early stage of the Universe.
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tions on the A0 parameter.
From all these results two important messages come out:
• there is still room for New Physics Beyond the Standard Model, since
there are still un-excluded regions in the various parameters spaces;
• the B → µ+µ− decays constitute golden channels either to reveal or
to exclude New Physics so precise measurement of the branching ratio
are of primary relevance.
Next chapter will be focused on the ATLAS experimental apparatus and the
subsystems that allow to perform precise physics measurements also in the
case of the rare decays.

Chapter 3
The ATLAS experiment at LHC
This chapter will explore the detectors, the trigger and data acquisition of the
ATLAS experiment; moreover, a brief overview of the performance achieved
during the first two years of data-taking will be given.
3.1 The ATLAS detector
ATLAS [2] is a general purpose detector 1 located along the LHC ring whose
design has been leaded by the aim to optimize at best, compatibly with the
costs, all the sub-detectors in order to achieve good performance in revealing
single objects and fulfill the specific aims of the various physics searches,
within the limits imposed by the hard LHC environment.
More in detail, the specific requirements that the ATLAS design had to
address are the following:
1. perform an efficient revelation of the charged particles tracks, also at
high luminosity regimes;
2. provide a complete and detailed event reconstruction;
3. provide an electromagnetic calorimetry able to identify photons and
electrons, complemented by the hadronic calorimetry for the jets and
missing transverse energy measurement, both providing the full cover-
age;
4. measure the muon momentum with good precision;
1An example of a speciﬁc purpose detector, instead, is LHCb; the design of this forward
detector has been leaded by the B meson physics event topology B, concentrate close to
the line of the beam pipe.
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5. select events of interest in the different final state particles energy
ranges.
Many of these requirements derive from one of the specific goals of the ATLAS
Physics Programme, i.e. the search for the Higgs boson decays into high
transverse momentum muons, electrons or photons; a good measurement of
missing transverse energy allows to perform search for New Physics, while
a trigger system capable to select also low transverse momentum leptons is
necessary for B mesons physics studies.
Figure 3.1: Schematic view of the ATLAS detector.
The experimental apparatus layout is schematically represented in fig-
ure 3.1: its structure can be divided into three main regions
• the central region, called barrel, containing the detectors disposed into
concentric layers with respect to the beam axis;
• two end-caps, placed on both sides of the barrel.
From the inside out, the detectors composing the barrel can be grouped into
1. the Inner Detector, that contains the tracking system and is surrounded
by a solenoidal magnetic field;
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Detector system Required resolution
Tracker σpT /pT = 0.05%pT ⊕ 1%
EM calorimeter σE/E = 10%
√
E ⊕ 0.7%
Hadronic calorimeter (barrel+endcaps) σE/E = 50%
√
E ⊕ 3%
Hadronic calorimeter (forward) σE/E = 100%
√
E ⊕ 10%
Muon spectrometer σpT /pT = 10%pT at 1 TeV
Table 3.1: ATLAS performance goals for the various detector systems.
2. the Electromagnetic and Hadronic Calorimeters, measuring the parti-
cle’s energies;
3. the Muon Spectrometer, which is immersed in a toroidal magnetic field
and provides both tracking and trigger.
The two endcaps, instead, contain the following detectors
1. the Electromagnetic and Hadronic Calorimeters;
2. the Forward Calorimeters, disposed with a small angle with respect to
the beam axis;
3. the Muon Spectrometer dipped, as in the barrel, in the toroidal mag-
netic field.
As we will see in the following subsections, the inner tracking system has
a high granularity in order to cope with the high occupancy, energy and radi-
ation due to the collisions; the two calorimeters guarantee high resolution in
identifying photons, electrons, jets and missing energy, that are common final
signatures to many interesting searches, and excellent transverse and longi-
tudinal sampling; finally, the muon system has a peculiar air-core structure
that allows to detect high transverse momentum muons with an extraor-
dinary resolution. Moreover, both Inner Detector and Muon System can
provide independent measurement of the transverse momentum, which can
be combined together to achieve the best resolution: in fact, ID resolution is
better at low pT while MS one is better at high (> 50 GeV) pT .
Finally, given the nominal LHC interaction rate of 40 MHz, the detector
read-out and the trigger must achieve challenging performance, and the data
acquisition, distribution and analysis need to guarantee similar performance.
A summary of the performance goals of the various detection systems is
reported in table 3.1.
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3.1.1 The Coordinate System
The description of the detector components and of the quantities measured
by the ATLAS experiment is based on a well defined coordinate system,
briefly summarized in the following.
XYZ Right handed coordinate system 
            with z in beam direction
Figure 3.2: Global coordinate system used in ATLAS.
The global 2 coordinate system used within ATLAS is shown in figure 3.2.
It is based upon a right-handed, Cartesian coordinate system, where the z
axis is oriented counter-clockwise along the beam axis, the positive x-axis
points towards the center of the LHC ring and the y-axis points upwards.
The origin of the coordinate system is defined as the nominal Interaction
Point (IP).
The IP divides the detector into two parts: the A side, corresponding to
z > 0, and the C side (z < 0); the B side corresponds instead to the z = 0
plane.
Given the cylindrical geometry of ATLAS, the coordinates are the cylin-
drical coordinates, i.e the radial distance to the beam axis r, the azimuthal
angle φ and the polar angle θ, are the most convenient; moreover other useful
coordinates are
• the rapidity 3 y = 1
2
ln E+pz
E−pz , where E is the energy and pz the compo-
nent of the momentum in the z direction;
2The coordinate system is denoted as “global” since all the LHC experiments use the
same conventions.
3In the hadron colliders this coordinate is preferred with respect to azimuthal angle
because the particle’s production as a function of the rapidity is roughly constant.
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• the pseudorapidity 4 η = − ln[tan( θ
2
)] ;
• the distance in the η − φ plane, ∆R =
√
∆2η +∆2φ.
In the following, all the “transverse” quantities in the (x,y) plane will be
indicated by the T subscript.
3.1.2 The Tracking System
The ATLAS Inner Detector has been conceived to achieve the best per-
formance in the high occupancy LHC environment; the design criterium has
been guided from the following requirements for charged tracks above a given
pT threshold (∼ 0.5GeV )
• to have an occupancy < 1% for each detector element to perform an
efficient pattern recognition in both φ and z coordinate;
• to supply high tolerance to radiation because of the large flux of par-
ticles (∼ 1000 charged particles crossing the sensitive volume of the
tracker every 25 ns);
• to minimize the material crossed by particles in order to reduce energy
losses and multiple scattering;
• to be able to resolve the production vertices of particles;
• to provide a transverse momentum resolution of σpT /pT = (0.05%pT )/ 1
GeV ⊕ 1 %, while the resolution for high-pT and very forward particles
need to be at least ∼ 30− 50%) ;
• to guarantee high tracking efficiency (∼ 95%) also for minimum ionizing
(pT ∼ 5 GeV) particles;
• to provide electrons identification having an energy ranging between 1
GeV and 200 GeV over |η| < 2 by measuring the energy loss (dE/dx).
These goals have been achieved by a careful choice of materials and tech-
nologies, compatibly with the budget available.
The Inner Detector surrounds the beam pipe and has a diameter of ∼ 2
m, a length of ∼ 6 m and provides an angular coverage up to |η| < 2.5.
4This geometric coordinate, that can equivalently be expressed through the relation
η = 12 ln
|p|+pz
|p|−pz
, approximates the rapidity y in the high energy regimes, when the particle’s
speed is close to the speed of light c.
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Figure 3.3: The ATLAS Inner detector layout.
Figure 3.4: Section of the barrel ATLAS Inner detector.
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Figure 3.5: Section of the endcap ATLAS Inner detector.
Tracks are bent by a solenoidal magnetic field of 2 T and move along
all the detectors through a helicoidal trajectory 5; the field provided is not
uniform since the length of the solenoid is slightly smaller than the tracker.
As is illustrated in figure 3.3, it can be divided into a barrel and two
endcaps regions; in the barrel region, from the inside out, there are three
technologies, schematically illustrated in figure 3.4
• the silicon Pixel, arranged into three layers disposed, respectively, at
a distance r equal to 5.1 cm, 8.9 cm and 12.3 cm with respect to the
beam axis,
• the silicon microstrip (SCT), composed of eight layers in the region
r∈ [30, 50] cm;
• the Transition Radiation Tracker (TRT), disposed in the range r∈
[55, 105] cm and composed of 4 mm diameter gas straw tubes that
provide almost 35 measured points for each track.
In the endcaps the same detectors are mounted on disks orthogonally
with respect to the beam axis (see fig. 3.5): each endcap contains 3 Pixel
layers, 9 SCT disks and 4 TRT wheels.
The inner-most detector is made of 1740 rectangular pixels with a mini-
mum rφ× z size of 400× 50µm2, the size being determined by the front-end
electronic cells integrated into the sensors by using a bump bonding. The
detector provides three high resolution tridimensional space-point through
the measurement of the charge deposited by each particle crossing it. The
5To describe this trajectory ﬁve parameters are used: the azimuthal θ and polar φ
angle, and the impact parameter in the r−φ and r− z projections, denoted, respectively,
as d0 and z0, and the curvature radius R, related to the magnetic ﬁeld B end to the
transverse momentum of the particle of charge q through the expression R = pTqB
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Technology Intrinsic position space-coordinate
accuracy in r − φ (µm) r and z accuracy (µm)
Pixel 10 115
SCT 17 580
TRT 130
Table 3.2: Design accuracies for the Inner Detector technologies.
design intrinsic accuracy is strictly related to the size of the pixel elements
and to the charge sharing between two adjacent elements.
As the Pixel, the SCT detector provides a measurement of the deposited
charge by the particle crossing it. It consist of 4088 modules, each built from
two pairs of single-sided silicon micro-strip sensors. Moreover, each side of a
module consists of two 6.4 cm long sensors with a strip pitch of 80 µm. In the
barrel, stereo strips measure the z coordinate while the ones disposed parallel
to the beam axis measure the r − φ coordinate; in the endcaps, instead, one
of the two set is stereo and the other is radially placed.
Both Pixel and SCT detectors have been built by using materials having a
low coefficient of thermal expansion and are integrated into a robust cooling
system 6 in order to cope with the high stability required.
The TRT provide ∼ 36 drift time measurement from which the φ coordi-
nate of the track is determined. It is made up of ∼ 300000 of proportional
drift tubes (straws) having a sensing wire in the center. The gas mixture used
is composed of 70% Xe, 27% CO2 and 3% O2 with 5-10 mbar over-pressure.
This mixture allows to use TRT also to perform particles identification by de-
tecting the transition radiation photons emitted and subsequently absorbed
in the Xe-based gas mixture. Since the latter yield an electric signal larger
than the one produced by the gas ionization due to minimum ionizing charged
particles, the distinction between the two signals is obtained by using sepa-
rate low and high thresholds in the front-end electronics.
Table 3.2 summarize the nominal intrinsic resolutions of the various Inner
Detector technologies so far described.
In the following, a brief description of the tracks reconstruction process
and of the vertex finding is given; finally, a short overview of the performance
achieved with the 2011 data is shown.
6Pixel and Microstrip Silicon detectors are kept both at T ≈ −10 ℃to limit the impact
of radiation.
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Figure 3.6: (a) dE/dx calculated from the charge collected in the pixel clusters
associated to the track of the particles: each curve corresponds to a different identi-
fied particle. (b) Invariant mass distribution of Z → µµ decays reconstructed using
track parameters from the Inner Detector track, 2011 ATLAS data are compared
to Monte Carlo having an ideal alignment.
Tracks reconstruction and vertex finding
The track reconstruction process begins with the conversion of hits infor-
mation coming from the detectors into “space-points”; these points are used
to find the track seeds from which a primary track direction is determined.
From the inside out, hits on the various detector layers are subsequently
added to the track fit, taking into account the multiple scattering due to the
materials crossed by particles.
Since an event in ATLAS may have several material interaction vertices, an
universal vertex finder has been designed to find all vertices in a given track
set. In this iterative process, aiming at “cleaning” the vertices set, first all
vertex candidates and their associated tracks are found; then the vertices
are fitted, taking into account the uncertainty information of all associated
tracks, in order to find their positions. Tracks are finally re-fitted with the
constraint of coming from the same interaction vertex.
The primary vertex is the one associated to the hardest scattering in the
event, the others being considered as pile-up vertices. The former association
is done by maximizing the sum of the transverse momenta of the tracks
associated to the same vertex.
Some examples of the performance achieved by the Inner Detector are
shown in figure 3.6 and can be found, respectively, in references [56] and
in [57]. In particular, left plot shows the energy loss dE/dx obtained by mea-
suring the charged released by particles in the Pixel detector by using ATLAS
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data. Right plot, instead, shows the Z boson invariant mass built from muon
tracks parameters measured in the ID: ideal alignment performance based on
Monte Carlo is compared to the observed performance of data processed with
spring 2011 alignment and data processed with updated alignment constants;
the latter show a very good improvement. More details on the performance
of the whole system measured with cosmic-ray data can be found in refer-
ence [58]: after the detector alignment, the impact parameter resolutions for
high-momentum tracks were found to be 22.1± 0.9µm in the transverse direc-
tion and 112 ± 4 µm in the longitudinal directions, while the relative momen-
tum resolution was measured to be σp/p = (4.83± 0.16)× 10−4GeV −1 × pT .
3.1.3 The calorimeter system
This system provides electromagnetic and hadronic calorimetry, covering the
full azimuthal angle around the beam axis and a pseudorapidity range up to
|η| < 4.9); it has been designed in order to determine the particle’s energy
and the missing transverse energy aiming at reaching a very good energy and
angular precision, and linearity in the response. Charged particles identifi-
cation is provided complemented by the tracker measurements.
More in detail, the design criteria for this system are:
• to perform energy measurements within the designed resolution (cfr.
table 3.1);
• to provide high resolution (∼ 40 mrad/
√
E(GeV)) in the measurement
of the angular coordinates;
• to provide the largest coverage achievable to detect all energy produced
in the events and calculate the missing energy;
• to supply good containment for electromagnetic and hadronic showers,
limit punch-through into the muon system.
The first two requirements are strictly related to the desirable precision (∼
1%) in performing Higgs mass reconstruction in the γγ decay channel, while
the missing transverse energy is an important event feature in many models
of Physics beyond the Standard Model, so a good resolution is necessary.
Most of the different subsystems use liquid argon (LAr) as active detector
medium, since it provides good linearity in response. The calorimeters closest
to the beam line are embedded into three cryostats working at temperatures
below 90 °K:
• the barrel cryostat, housing the electromagnetic barrel calorimeter, that
uses lead (Pb) as absorber (|η| < 1.475);
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Figure 3.7: The ATLAS calorimeter system.
• two endcaps cryostats, each housing an electromagnetic (EMEC) LAr-
Pb calorimeter (1.375 < |η| < 2.5), a hadronic LAr-copper endcap
calorimeter (2.5 < |η| < 3.2) (HEC) and a forward (3.1 < |η| < 4.9)
copper-tungsten/LAr calorimeter (FCal).
Surrounding the cryostats there is the cylindric hadronic calorimeter
(HCAL), made-up of layers of iron-scintillator (used as absorber) and plastic
scintillator tiles (as active medium), segmented into a barrel region (|η| <1.0)
and two extended barrel (1.0< |η| <1.7) regions. Moreover, in the region
|η| <1.7 the electromagnetic calorimeters are complemented by pre-samplers
that provide a measurement of the energy lost by particles before reaching
them. The layout of this system is shown in figure 3.7.
The electromagnetic calorimeter
The ATLAS EM calorimeter has been built in order to reconstruct the energy
of electromagnetic particles like electrons, photons and hadrons.
It presents a peculiar “accordion” shape, that allows a very good and fast
sampling with a full φ coverage and without azimuthal crack. Honeycomb
spacers position the electrodes between the Pb absorber plates, while LAr at
∼ 90 °K flows through. The electrodes collect the charge due to the ioniza-
tion of LAr operated by the shower of particles created in the absorber. The
projective geometry allows the calorimeters to have several active layers in
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Figure 3.8: Electromagnetic calorimeter cells in the barrel.
depth with different granularity; in the barrel an accurate position measure-
ment is obtained thanks to the fine segmentation of the first layer in η, while
the second (middle) layer (layer 2 ) has the highest granularity (∆η ×∆φ =
0.025 × 0.025) and absorbs the majority of the particle’s energy. By group-
ing the high granular calorimeter cells (see fig. 3.8) one obtains the so-called
“trigger towers” that are used in the trigger systems. The total thickness of
this calorimeter is greater than 22 radiation length (X0) in the barrel and
above 25 X0 in the end-caps; the entire system is composed by more than
160000 cells.
The hadronic calorimeter
The hadronic calorimeter uses different technologies in the different pseu-
dorapidity zones. Its thickness has been designed in order to contain the
hadronic shower and reduce as much as possible the particles crossing the
Muon Spectrometer.
As the electromagnetic, the hadronic calorimeter has different granularity
layers but coarser than the electromagnetic one, being the typical cell size of
the order of (∆η×∆φ = 0.1 × 0.1); moreover, also in this case in the barrel
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there are three layers, with the middle one being the thickest.
In the barrel the calorimeter structure is periodic along the z direction:
the signals coming from each tile plate serve as input to one photomultiplier
while the iron serve as absorber; in the endcaps, instead, the LAr serve as
active medium and the copper disks as absorber.
The total thickness is at least 10 absorption lengths (λ) while the total
number of readout cells is about 100000.
Forward calorimetry
The forward calorimeters are placed in the same cryostats as the end-cap
calorimeters. Being very close to the beam pipe, the FCAL is exposed to
high radiation; this lead to a design with LAr gaps smaller than the usual
2 mm gap of the EM barrel calorimeter in order to both avoid ion build-
up problem and have faster signals. The FCAL is longitudinally segmented
into three parts, where the first, made of LAr-copper, is optimized for EM
calorimetry, while in the other two the copper is complemented by tungsten
rods with a tubular electrode readout.
Calorimeters performance
Generally, the energy resolution of a calorimeter is expressed by
σE
E
=
a√
E
⊕ b
E
⊕ c
where a is the sampling term (including statistical fluctuations), b takes into
account the noise due to electronics while c it’s a constant accounting for
systematic uncertainties like the calorimeter non-compensation and all the
non-uniformities involved. The ATLAS nominal calorimetry resolution can
be found in table 3.1; by using 2010 data [60] the constant term of the EM
energy resolution has been measured to be (1.2 ± 0.1(stat) ± 0.3(syst))%
in the barrel EM calorimeter ∼1.8% in the endcaps and to about 3% in the
forward regions.
For what concerns the hadronic calorimeter, the fractional energy reso-
lution for isolated pions has been studied [2] as a function of beam energy
and impact angle and the value obtained is σE
E
= 52%√
E
⊕ 3%, that is in good
agreement with the design requirement.
Some example of the very good performance achieved by ATLAS calorime-
try can be found in figure 3.9. In particular, left plot [60] shows the J/ψ→ ee
invariant mass as obtained by selecting J/ψ candidates in data compared to
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(a) Jψ invariant mass (b) EmissT
Figure 3.9: (a) J/ψ → ee invariant mass as measured after applying the base-
line calibration; data (full circles with statistical error bars) are compared to the
sum of the MC signal (light filled histogram) and the background contribution
(darker filled histogram). (b) Distribution of EmissT measured by using Z → ee
candidates in data. The expectation from Monte Carlo simulation is superimposed
and normalized to data, after each MC sample is weighted with its corresponding
cross-section.
the Monte Carlo samples of signal plus background: the good agreement be-
tween data and simulation attests the very good calibration of EM calorime-
ter. Right plot [61], instead, shows the very good agreement obtained in the
comparison of the missing transverse energy (EmissT ) distribution as obtained
by selecting Z → ee candidates and Monte Carlo samples.
3.1.4 The magnets system
The ATLAS experiment has a very peculiar magnets system which names
the experiment itself.
It has been designed in order to provide the magnetic field in a large
region (|η| < 3) and allow the inner tracker and the Muon Spectrometer
to perform measurement of the charged particles momentum. The ATLAS
magnets system is sketched in figure 3.10. This huge system 26 m long with
a total diameter of 20 m is composed of
• a central solenoid (CS), providing a 2 T solenoidal field in the tracker;
• three superconducting air-core toroid systems (one in the barrel and
two in the endcaps), each made of eight coils, providing a toroidal field
up to 4T in the Muon Spectrometer.
The central solenoid is 5.3 m long and has a diameter of 2.4 m; the
endcaps toroids placed at both sides of the CS are 5 m long and have an
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Figure 3.10: The ATLAS magnets system; the toroidal field in the Muon Spec-
trometer is provided by eight coils in both barrel and endcaps, while embedded in
the calorimeters there is the central magnet providing the solenoidal magnetic field
to the tracker.
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Figure 3.11: (a) Magnetic field lines in the (x− y) plane. (b) bending power as
a function of η.
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external diameter and an internal bore respectively of 10.7 m and 1.65 m.
The endcap coils, assembled radially and symmetrically around the beam
axis, are shifted by 22.5°in φ with respect to the barrel coils.
Magnets are kept at low temperature by the liquid helium flowing through
tubes welded to the coils at a temperature of 4 °K.
The magnetic field B provided is not uniform, as can be seen in the left
plot of figure 3.11.
By integrating the azimuthal component of the field along the line that
connect the inner bore and the external diameter, one obtains the bending
power of the system. The latter is illustrated in the right plot of figure 3.11
as a function of the pseudorapidity; from this plot it’s possible to characterize
it in different regions
• in the region 0 < |η| < 1.3 the barrel toroids provide a bending power
in the range [2, 6] T×m;
• in the region 1.6 < |η| < 2.7 the endcap toroids provide a bending
power in the range [4, 8] T×m.
Finally, in the intermediate region (1.3 < |η| < 1.6) the bending power is
lower because of the superposition of the magnets.
The air-core structure of the toroids allows the spectrometer to measure
muon momentum with a good resolution since the multiple scattering con-
tribution is minimum, despite the non uniformity of the field.
3.1.5 The Muon System
The Muon Spectrometer (MS) is probably the most innovative ATLAS detec-
tor subsystem. It has been designed to detect muons momentum with good
resolution on a broad pT range (∼1 GeV - 1 TeV) and this allows to perform
several interesting studies since high energy muons appear as final states in
the Higgs boson decays as well as in many New Physics decay chains.
The main features of the MS is that it can both provide a stand-alone
trigger system in a wide range of transverse momentum and stand-alone
measurements of muon momentum, pseudorapidity and azimuthal angle.
Contrary to the Inner Detector, where charged particles are bent in the
r − φ plane, the toroidal magnetic field bends muons in the r − z plane;
this bending 7 allows to measure the momentum with reasonably constant
resolution over the pseudorapidity range.
7The momentum resolution can be expressed through the expression σp/p ∼ 1/(BL2),
where B is the magnetic ﬁeld strength and L the lever arm. ATLAS decided to maximize
the resolution by using a reasonably magnetic ﬁeld strength (∼ 0.6 T) but a larger level
arm.
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The design characteristic of the MS can be summarized as follows
• it allows to reach a transverse momentum resolution of∼ 10% for pT ∼
1 TeV and of ∼ 3% for pT ∼ 100 GeV;
• it has a pseudorapidity coverage up to ± 2.7;
• it provides a measurement of the η, φ coordinates that results into a
spatial resolution of 5− 10 mm on the off-line reconstructed tracks;
• it guarantees an efficient trigger for both low (< 10 GeV), and high pT
(> 10 GeV) muons;
• it is able to cope with a high background condition 8;
• it provides a good timing and a high resolution in identifying the bunch
crossing.
Figure 3.12: Muon Spectrometer view.
As for the other systems, the MS is segmented into a barrel (|η| < 1.05) and
two endcaps (1.05 < |η| < 2.7). The MS design is sketched in figure 3.12;
from this picture it’s possible to distinguish four different chamber types:
8In the ATLAS cavern the radiation rate is huge (∼ 10 Hz/cm2 in the barrel region,
a few kHz/cm2 in the forward regions): it is due to neutrons and photons produced by
the interaction of the beam protons with the beam pipe or the forward calorimeters. This
“cavern background” produces high energy (up to a few MeV) photons that subsequently
convert into electrons which cross the spectrometer and are misidentiﬁed as muons.
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• the Trigger Chambers, composed of Resistive Plate Chambers (RPC)
in the barrel and Thin Gap Chambers (TGC) in the endcaps;
• the Tracking Chambers, composed of Monitored Drift Tubes (MDT)
complemented by Cathode Strip Chambers (CSC) in the endcaps.
End-cap
toroid
Barrel toroid
coils
Calorimeters
MDT chambers
Resistive plate chambers
Inner detector
Figure 3.13: Muon spectrometer view in the x− y plane.
In the r − φ plane the segmentation in both barrel (see figure 3.13) and
endcaps follows the octant geometry of the toroids.
Chambers in the barrel are arranged into three cylindrical layers placed at a
distance r equal to 5 m, 7.5 m and 10 m with respect to the beam axis; in
the endcaps the chambers are arranged in four disks placed at a distance of
7m, 10 m, 14 m and 21− 23 m from the interaction point.
This large volume covered with relatively light sensitive materials allows
to minimize the multiple scattering effect.
The Muon Trigger in the barrel makes use of three RPC stations each
comprising two gas gaps.
In the endcaps (1.05 < |η| < 2.4) TGCs are arranged in nine layers of gas
volumes, grouped into four planes in z, and form two trigger stations: the
inner station at |z| ∼ 7 m consists of one plane of doublet TGC units, while
the remaining seven planes, grouped into one plane of triplets and two plane
of doublets, form the outer station at |z| ∼ 14 m.
Both RPC and TGC are fast detector with a time resolution of ∼ 1 ns
and provide also spatial coordinate measurements; more details on the MS
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chambers will follow.
Monitored Drift Tubes
The MDTs allow for precise tracking all over the MS. In these chambers a
spacer frame constitutes the inner support to two multilayers of drift tubes
built in aluminum, and since they are oriented orthogonally with respect to
the beam axis, they allow the measurement of the r − η coordinate. Each
multilayer contains three layers of thin walled (∼ 400µm) tubes in the outer
and middle stations and four layers in the inner one. The tube diameter is ∼
3 cm with a length varying from 0.9 to 6.2 m; each tube contains an anode
wire 50 µm wide operated at high voltage (3080 V ) and a gas mixture of Ar
(93%) and CO2 (7%) that guarantees linearity in the drift time and good
ageing properties.
The drift tubes operate in a proportional regime with a maximum drift
time of ∼ 700 ns and the spatial resolution of each tube is ∼ 80 µm. The
tubes support is provided by a monitoring structure9 that avoids the defor-
mation that may occur because of gravity or temperature.
Thanks to this continued monitoring, the accuracy of a track segment in
the 6 (8) tube layers is limited only by the single-tube resolution; depending
on the number of multilayers, it ranges between 30 and 50 µm.
Cathode Strip Chambers
AsMDTs, CSC chambers allow for precision coordinate measurements; thanks
to their high rate capability (∼ 1000 Hz/cm2) and time resolution, they are
located in the high pseudorapidity region in combination with MDT cham-
bers.
They are multi-wire proportional chambers employing Ar/CO2 (80/20 )
as gas mixture, with an anode pitch of 2.54 mm and a cathode strip read-out
with a pitch of ∼ 5.31-5.56 mm. The charge interpolation between neigh-
boring strips allows for the precision measurement of the second coordinate
φ, with a resolution per CSC plane of ∼ 60 µm.
The measurement of the η coordinate is obtained either from the signal
coming form the wires, that present a maximum drift time of ∼ 20 ns, or
from the strips placed parallel with respect to the wires on the second cathode
plane; in this case the spacing of the readout strips is larger than the one in
the bending plane leading (∼ 13-21 mm) to a resolution per plane of about
5 mm.
9This structure contains also the RASNIK [65] optical monitoring system that allows
the wires position monitoring with a 5 µm accuracy.
58 ATLAS experiment
Muon momentum reconstruction and performance
The muon momentum in the barrel is obtained by measuring the sagitta 10
s of the muon trajectory inside the magnetic field; the three MDT stations
provide three points for this measurement.
Figure 3.14: Muon momentum reconstruction in the MS
In the endcaps, instead, the muon momentum is measured with a “point-
angle” method by using the information coming from the MDT placed on
three endcap disks, complemented by the CSC’s one in the high rapidity
range (|η| > 2). Because of their geometry, in the endcaps the magnetic field
is provided only between the inner and middle stations, so the the momentum
is determined by using a point in the inner station and the angle α formed
by the intersection of the segment tracks directions in the inner and in the
middle-outer stations.
Both reconstruction techniques are sketched in figure 3.14. The accu-
racy on the muon trajectory measurement reflects in the accuracy of the
momentum measurement; moreover, in the latter the effects related to Muon
Spectrometer alignment and to the amount of material traversed should be
taken into account.
10The sagitta of an arc is the maximum perpendicular distance of the arc from the line
segment connecting the endpoints.
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Figure 3.15: (a) Muon Spectrometer resolution in the barrel region: the solid
blue line shows results based on 2010 data and is continued as dashed line for the
extrapolation to higher pT . (b) Di-muon invariant mass comparison in the Z boson
mass range between collision data (dots) and simulation (full histogram).
More in detail, depending on the muon transverse momentum, the stand-
alone resolution [62] of the MS is limited by different contributions:
• for pT < 10 GeV the resolution is dominated (∼ 5-8%) by the fluctua-
tion on the energy loss in the calorimeters;
• for pT ∈ [10, 200]GeV the multiple scattering affects (∼ 4-6%) the
measurement;
• for pT > 250 GeV the larger contribution to the uncertainties is given
by the spatial accuracy of the chambers.
Generally, for a given value of η, the momentum resolution can be parametrized
as
σ(p)
p
=
pMS0
pT
⊕ pMS1 ⊕ pMS2 · pT (3.1)
where the pMSi coefficients, i = 0, 1, 2 are respectively related to the energy
loss in the calorimeters material, the multiple scattering and the intrinsic
resolution.
Examples of the performance achieved in the muon momentum resolu-
tions evaluated by using 2010 collision data are shown in figure 3.15. Here
left plot shows the muon momentum resolution into the barrel region as a
function of the transverse momentum compared to the simulation and to the
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result obtained by using cosmic rays. This comparison allowed to extract cor-
rection factor for Monte Carlo samples, and the result of this correction can
be seen in the left plot, where the invariant mass of the Z boson candidates
in data results in agreement with the Monte Carlo expectations.
Resistive Plate Chambers
The RPCs present excellent characteristics for a trigger system; in fact, these
gas detectors are fast, with a time resolution of ∼ 1 ns, and are operated in
the “avalanche” regime, that allows to tolerate rates up to ∼ 1kHz/cm2.
Moreover, they provide the φ coordinate measurements with a precision
of ∼ 10 mm; this is fundamental in the muon track reconstruction as MDTs
cannot measure the φ coordinate.
The chambers are made by two parallel highly resistive ( ρ ≃ 1010÷1011Ω
cm) bakelite plates separated by insulating spacers to form a 2 mm gas
gap; the gas mixture is composed of C2H2F4/Iso-C4H10/ SF6 (94.7/5/0.3) .
The SF6 has been chosen because, even at low concentrations
11, provides a
comfortable plateau for the avalanche operation.
High voltage is applied on the resistive plates through the graphite coating
of bakelite; the electrical signal is induced by the avalanche on two read out
copper strip planes placed on both sides of the gas gap and then amplified
and discriminated by fast electronics.
Thin Gap Chambers
TGC chambers have been chosen as trigger chambers because of their very
good rate capability, timing resolution and ageing characteristics.
As CSCs, TGCs are multi-wire chambers with a gas gap of 2.8 mm and
a wire pitch of 1.4 mm.
The wires have a diameter of ∼ 50 µm, with a pitch of 2 mm; they are placed
between two graphite cathode planes, each plane provided on the external
surface by strips placed either parallel or orthogonally with respect to to the
wires direction.
The wires arranged in the φ direction provide the trigger signal for the r
coordinate, while the strips orthogonal to these wires provide the φ coordi-
nate.
The highly quenching gas mixture used (CO2/n-pentane, 55/45) allows
the operation in saturated avalanche regime with a time resolution of about
4 ns.
11The low concentration is dictated also by the aim to avoid the HF formation that
degrades the detector.
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Figure 3.16: Muon reconstruction efficiency as a function of the pseudorapidity
for the STACO (a) and MUID (b) families: Combined algorithm efficiencies are
further improved if complemented by Segment-Tag algorithms.
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Figure 3.17: Muon reconstruction efficiency as a function of the transverse mo-
mentum for the STACO (a) and MUID (b) families: Combined algorithm efficien-
cies are further improved if complemented by Segment-Tag algorithms.
3.1.6 Muon reconstruction algorithms and performance
Two complementary and equally efficient algorithm families perform the
oﬄine muon reconstruction within the ATLAS software framework [63]: they
are referred, respectively, as STACO (or Chain1) and MUID (or Chain2)
muons. Starting from the signals coming from the various detectors, the
output of these algorithms results into four different “muon types” depending
on the quality of the track associated to the muon. Muon reconstruction
process begins with the track finding and fitting: MDT hits on a single
muon station are grouped together in straight line called “segment” of tracks,
then segments from different stations are combined together to form a Muon
Spectrometer track. This track is further extrapolated back to the Interaction
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Point, taking into account the multiple scattering and the energy losses in
the calorimeters. They are referred to as “Stand-Alone” (SA) muons to spot
the fact that they are built using MS only, without any information from the
ID. These muons are reconstructed in a large pseudorapidity region (|η| <
2.7) with some coverage holes due to the absence of muon chambers (η ∼ 0)
or to the MS transition region from barrel to endcaps (|η| ∼ 1).
If the SA track parameters match an Inner Detector track, then these two
tracks are combined into a “Combined” (CB) muon. With the combination
of the two independent information a better resolution and a better rejection
power of fake muons coming from in-flight decays is achieved.
The muons with low pT (< 3 GeV) may not be able to cross the whole
spectrometer. In this case the muon reconstruction starts from an Inner
Detector track that is further extrapolated to the Muon Spectrometer and
combined with either a track segment on the middle or lower Muon Spec-
trometer station or to an energy deposit in the calorimeter matching a muon
signature; this way one obtains a “Segment tagged” (ST) muon.
In the reconstruction process ID tracks and MS segments that have been
previously associated to a combined muon are not used to form a tagged or
a standalone muon so that no overlap occurs.
Finally, last algorithm provides the so-called “Calorimeter” (Calo) muons.
As for the Segment tagged, the reconstruction starts from an ID track matched
to a calorimeter energy deposit compatible with a muon.
The reconstruction efficiency for both reconstruction families has been
evaluated by using muons coming from the Z boson candidates found in
2010 ATLAS data [64]: some examples of the performance achieved as a
function of the pseudorapidity and the transverse momentum are reported,
respectively, in figures 3.16 and 3.17. In particular, these plots shows the
good performance of the CB algorithms and the further improvement ob-
tained when they are complemented by ST algorithms.
3.2 The ATLAS trigger System
The aim of the Trigger System is to identify and select for the storage the
most interesting physics events among a huge amount of background.
In order to accomplish these tasks the ATLAS trigger has been designed
to select events in a “inclusive” way and to be, at the same time, robust,
flexible and redundant. In particular, the specific goals of Trigger System
are:
• to select particles featuring events of interest, like charged leptons in
different ranges of transverse momentum;
3.2 The ATLAS trigger System 63
Figure 3.18: ATLAS Trigger System block diagram.
• to select energetic jets;
• to select missing transverse energy;
• to provide the largest possible coverage;
• to guarantee good resolution and efficiency;
• to perform bunch crossing identification, since the oﬄine event building
rely on the trigger information to distinguish events.
In order to cope with these requirements ATLAS Trigger uses fast detector
systems and is layered in three levels, aiming at progressively reducing the
LHC collision rate of O(GHz) to ∼ 300 Hz.
• The Level-1 (L1) is the first level of the trigger system and is hard-
ware based. The systems providing information to this trigger are the
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Calorimeters, and the Muon Spectrometer. At this stage a first iden-
tification of interesting trigger objects like jets, photons, electrons and
muons, etc., in a defined “Region of Interest” (RoI) is performed. If
these objects accomplish specific requirements (thresholds) the event is
accepted (“L1 accept”) and the information is buffered in the Read-Out
System (ROS) waiting for the second trigger level’s decision. The rate
is so reduced to ∼ 75 kHz with a latency of ∼ 2.5 µs, where about 1
µs is accounted for the cable-propagation delays alone.
• The Level-2 (L2) is the second level and is software based. In a first
step it analyses the L1 RoIs and eventually confirms them. Then, by
adding the information of the Inner Detector tracks it builds “particle”
objects. L2 operates a further reduction of the rate up to ∼ 3 kHz with
a latency of ∼ 10 ms.
• The Event Filter (EF) is the last level of event selection and performs
the final rate reduction up to ∼ 200 Hz with a latency of 1 s. It uses the
information coming from the various detectors and performs an on-line
reconstruction of all the objects in the events by means of the oﬄine
reconstruction algorithms adapted to the online environment.
Being both software-based, L2 and EF usually are common denoted as
High Level Trigger (HLT).
The ATLAS Trigger architecture, schematically sketched in figure 3.18,
applies to all L1 detector systems (calorimeters, muons, minimum bias 12).
Next subsection is dedicated to the Muon Trigger since it is the one used in
this analysis, while next section will briefly explain the steps that starting
from the on-line event selection lead to the final objects used in the analysis.
3.2.1 The Muon Trigger
The Muon Trigger System has been designed in order to fulfill the general
requirements of the ATLAS Trigger System. More in particular, it has to
1. be able to select events of interest containing both low-pT (like in B-
Physics) and high-pT objects;
2. work in a high background environment;
12The minimum bias trigger is provided at L1 by the Minimum Bias Trigger Scintillators
(MBTS): this system is so called because it’s placed in the two forward regions and is
capable to trigger the collision events without any requirement on the particles involved,
having the minimum possible bias on the trigger.
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(a) L1 barrel logic (b) L1 endcaps logic
Figure 3.19: L1 muon trigger layout.
3. identify the bunch crossing;
4. provide a trigger decision with a good resolution;
5. measure roughly the muon transverse momentum on a time scale of <
2 µs.
6. work correctly also with the cavern background which can affect per-
formance.
The L1 Muon Trigger makes use of RPC and TGC chambers. It selects
muon tracks coming from the IP having a transverse momentum above a
given threshold; usually it has two working regimes, classified as “High” or
“Low-pT ”.
The L1 trigger logic is schematically shown in figure 3.19, for both barrel
(left) and endcaps (right).
The lower trigger thresholds in the barrel involve the inner and the middle
stations: the former is called “Low-pT confirmation plane”, the latter “Pivot”
plane. The presence of hits on the Pivot plane instantiates the Low-pT al-
gorithm if in both the η and φ projections a coincidence in three out of four
strip planes is found 13. Then, hits are searched on the Low-pT confirmation
plane within a geometrical muon “road”. The road center is defined by the
13This trigger logic is usually referred as “majority logic”. This logic, together with
the use of the two projections, are dictated by the aim to reduce the rate of “accidental”
coincidences.
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line of conjunction of the hits on these two planes up to the Interaction Point,
corresponding to an infinite momentum track, while the width depends on
the pT threshold. Low-pT seeds the High-pT trigger: if a coincidence of hits
is found also in the outer station, the “High-pT confirmation plane”, then the
high pT thresholds are fired.
This logic of subsequent seeding starting from the Pivot plane holds also
in the endcaps. This time the Pivot plane is the outermost from the IP: the
Low-pT trigger is fired if there is a coincidence of three out of four planes in the
two outermost TGC layers, while the High-pT threshold requires additionally
a two out of three coincidence in the bending plane of the triplet of the
innermost TGC chambers plus one out of two coincidence in the azimuthal
strip planes.
The first estimation of the muon track parameters (η, φ, pT ), the RoI
14,
is used onwards.
The L1 triggers seed the L2, where different RoIs are processed in parallel.
Several algorithms are available, and the processing time increases as the
information used: the faster builds a muon track in the MS and extrapolate it
to the Interaction Point, while the others achieve better resolution by adding
the ID tracks and Calorimeters information. The EF uses the full event
data available to select muons by means of oﬄine reconstruction algorithms
adapted to the on-line environment. Two main reconstruction strategies are
available: inside-out, where an ID track is extrapolated to the MS; outside-
in, where a MS track is back-extrapolated to the IP. As in L2, a further
algorithm combines the MS and the ID tracks.
The geometrical coverage of the Muon Trigger in the barrel is about 80%
because of the detector feet, the rails carrying the calorimeter supports and
the holes for the magnets coils (“ribs”); moreover, there is a crack in the
central (r − φ) plane at η = 0, for the passage of the cables and services of
the Inner Detector, the Central Solenoid and the calorimeters; in the endcaps,
instead, it reaches 96%.
Di-muon triggers and performance
All the ATLAS analysis rely on the Trigger capabilities to select events of
interest; in particular, for the resonances involving two muons in the final
states some sets of di-muon algorithms operating the HLT stage have been
provided. This choice is dictated by the limited bandwidth that does not
allow to use always single-object triggers.
14In the barrel the RoI size is about ∆η ×∆φ = 0.1 × 0.1. In the endcaps, instead, is
about 0.03× 0.03.
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(a) Topological trigger (b) Di-muon trigger
Figure 3.20: Di-muon trigger strategies
For the B-Physics studies two different approaches have been imple-
mented: in the first the L2 algorithm is seeded by a di-muon trigger at
L1, which produced 2 RoIs, while in the second approach the L2 algorithm
starts from a single RoI.
The first approach is denoted as “topological” di-muon trigger: each L1
RoI is separately confirmed at L2, then the two muon candidates are com-
bined into a resonance and a mass cut is applied; finally this chain is con-
firmed by EF.
In the second approach the L1 RoI is enlarged and in this “Extended
RoI” 15 a second muon is searched starting from a Inner Detector track and
extrapolating it to the Muon Spectrometer. This second method is partic-
ularly useful in the case in which one of the two muons of the resonance is
a low-pT one that may not cross the entire spectrometer or fire the trigger,
and in the case in which the angular distance between the tracks of the two
muons emitted is smaller than the cone opening angle; this is, as an example,
for the J/ψ in figure 3.21 (b).
The first approach, instead, can be more useful in the case in which the
two muons have similar energies and the angular distance between the tracks
of the two muons emitted is bigger than the cone opening angle, as for the
B mesons.
The two approaches are pictorially reported in figure 3.20 while an ex-
ample of the trigger efficiencies evaluated for the two approaches is reported
in figure 3.21: here both plots show the efficiencies evaluated with respect to
the oﬄine reconstruction on the J/ψ → µµ candidates found in 2010 data
15The typical Extended RoI dimensions are ∆η ×∆φ = 0.75× 0.75
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Figure 3.21: Di-muon triggers efficiencies evaluated on Jψ → µµ candidates in
2010 data compared to MC as a function of the higher muon transverse momentum.
compared to Monte Carlo simulation. In particular, the plot on the left shows
the efficiency as a function of the pT of the muon with the higher momen-
tum for the topological trigger chain: two muons passing the 4 GeV trigger
threshold have been identified at L1 and further confirmed at the HLT in a
defined invariant mass region containing the J/ψ mass. Left plot, instead,
shows the analogue efficiency for the di-muon trigger threshold.
3.3 The ATLAS Computing Model
The large dimension of the ATLAS experiment and the complexity of the
events requiring a huge granularity of the detector systems in order to iden-
tify interesting events in a large background environment reflects into a huge
event size to be stored. In particular, at nominal LHC luminosity, the AT-
LAS detector could produce 1.6 MB/event ×100 kHz ∼ 156 GB/s of data,
that are reduced to 1.6 MB/event × 300 Hz = 320 MB/s thanks to the Trig-
ger System; this corresponds to a huge amount (∼ 2 PB/year) to be stored
and analyzed. To cope with these requirements an efficient and distributed
computing system has been set-up and its performance are continuously mon-
itored. In the next subsections a short description of this system will be given.
In particular, the process that allow to oﬄine convert the trigger output into
a data format suitable for the analysis will be illustrated. Moreover, the
world-wide distributed ATLAS Computing System [72] will be described.
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3.3.1 The ATLAS Data Model
Collisions events filtered by the Trigger and Data Acquisition system are
collected in the so-called “data streams”. Each stream contains events char-
acterized by common features individuated by the HLT. Data are separated
into luminosity blocks corresponding to a few minutes of data taking; this
separation allows for the flagging of them into quality type depending on the
detector performance.
The ATLAS Event Data Model (EDM) contains different data formats;
the output of the trigger system consists of binary “Raw” data, having a
mean size per event of ∼ 1.6 MB; this size is progressively lowered to a few
kB trough the format conversion and skimming of the information.
This bit-format is further converted into an high-level information format
called ESD (Event Summary Data). ESDs contain the full reconstruction
output in “POOL/ROOT” objects [66], [67] 16 like electrons, jets, muons and
the corresponding parameters (η, pT , etc.). At this stage the nominal event
size is of ∼ 1 MB.
ESD are then converted into a smaller (∼ 200 kB) format, the AOD
(Analysis Object Data) format. This contains a summary of the event re-
construction in the same POOL/ROOT object structure.
AOD files are the common starting point to many analysis; the informa-
tion contained can be further reduced leading to the DPD (Derived Physics
Data), having different size depending on the different selections applied.
Finally, in the ATLAS EDM there are the TAG files: these are database
(or ROOT files) used to quickly select events among the AOD and/or ESD
files.
The same output formats hold for Monte Carlo events: the passage of
particles deriving from generation output through the detector is operated
by GEANT4 [68], a software that simulates the detector response of ATLAS
and write out the simulated data in the same format of the real detector
output.
3.3.2 The ATLAS Distributed Computing Model
Every year of data-taking the ATLAS experiment collect a large amount of
data and approximately the same amount derives by the large-scale process-
ing, reprocessing and analysis activities. Moreover, the computing power
16ROOT is an object-oriented software framework developed at CERN and commonly
used by the high-energy physics community with its own data format. POOL is one of
these possible data formats.
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Figure 3.22: The ATLAS workflow in the Tier structure.
required to process this huge amount of data is of the order of 105 CPUs full
time.
The impossibility of concentrating the needed computing power and stor-
age capacity in a single place required the development of a world-wide dis-
tributed computing system, which allows efficient data access and makes use
of all available computing resources. Thus ATLAS Collaboration embraced
a computing model based on the Grid paradigm and on a high degree of
decentralization and sharing of computing resources.
The main difference with the previous CERN-based Computing Models
is that off-site facilities play a vital role to the operation of ATLAS. In par-
ticular, since 2002 a complex set of tools and distributed services, enabling
the automatic distribution and processing of the large amounts of data, has
been developed and deployed by ATLAS in cooperation with LHC Comput-
ing Grid (LCG) Project [73] and with the middleware providers of the three
large Grid infrastructures: EGEE [74] in most of Europe and the rest of
the world, NorduGrid [75] in Scandinavian countries and OSG [76] in the
United States. The Computing Model designed by ATLAS is a hierarchical
structure organized in different Tiers (see figure 3.22). The Tier0 facility is
based at CERN and is responsible for first-pass processing and archiving of
the primary Raw data and their distribution to the Tier1s. The ten Tier1 fa-
cilities word-wide distributed have to store and guarantee a long-term access
to Raw and derived data and provide all the reprocessing activities. Each
Tier1 heads up a set of Tier2 sites grouped in regional Clouds. Tier2s are
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the centers designed for the users analysis and provide all the Monte Carlo
simulation capability.
In order to access grid resources, ATLAS members are organized in the
Atlas Virtual Organization (ATLAS VO); the computing information and
the privileges of all ATLAS members are stored in a VOMS database.
Data distribution takes place through the Distributed Data Management
(DDM) system, which provides data replication in the Collaboration sites by
using the different data transfer protocols in a transparent way and keeps
tracks of data distribution in Data Catalogs.
The ATLAS Production System, ProdSys/Panda, is a central system
which schedules all organized data processing and simulation activities. The
production System makes use of the computing resources enabled by the three
different middlewares (LCG/EGEE, NDGF/Nordu-Grid and OSG/Panda)
joining ATLAS VO.
The ATLAS software is world-wide distributed by means of the ATLAS
Software Installation System for LCG/EGEE [78], responsible for access,
monitor, install, test e publish information about all resources made available
to ATLAS Collaboration by LCG.
Finally, a set of Distributed Analysis Tools is provided by the Collabo-
ration in order to provide transparent command line or graphical interface
between the user and the grid infrastructure, hiding grid technicalities to
users.

Chapter 4
The Bs → µ+µ− search with
ATLAS
In this chapter the analysis performed on the Bs → µ+µ− decay will be de-
scribed. The strategy adopted is not to measure directly the Bs → µ+µ−
branching ratio, but to obtain it from the branching ratio of another well
measured B meson decay taken as reference which features almost the same
kinematics as the signal; this choice allow to cancel out the main sources
of systematic uncertainties. As shown in this chapter, the evaluation of the
branching ratio can be reduced to the evaluation of yield of the reference
channel and of the relative acceptance and efficiencies. The analysis has
been performed by using 2010 ATLAS data corresponding to an integrated
luminosity of ∼ 40 pb−1 and it is considered as baseline analysis for the 2011
data which is going to be finalized soon.
4.1 The analysis strategy
The number of observed events N obsk in the detector for a given particle
decaying into the channel k is related to the number of events expected by
the expression:
N obsk = αk · ǫk · σMC ·Br(k)L (4.1)
where αk accounts for the geometric and kinematic acceptance, ǫk includes
the trigger, the reconstruction and the selection efficiency, L is the integrated
luminosity, σ is the cross section for the particle’s production and Br(k) is
the branching ratio. In the case of the rare decays generally the systematic
uncertainties dominate this measurement as, apart form the integrated lumi-
nosity, all the quantity entering in equation 4.1 are evaluated using a Monte
Carlo simulation of the process and detector response.
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This necessity to reduce as much as possible the systematic uncertainties
on the branching ratio measurement of the Bs → µ+µ− decay channel lead to
perform this measurement by normalizing it to the branching ratio of another
B meson decay channel taken as reference, so that in the normalization most
of the systematics cancel out and no direct measurement of the luminosity
and of the cross-section of the process is needed.
In this view, the expression of the branching ratio reads
Br(Bs → µ+µ−) = Nµµ
Nref
× LrefLµµ ×
ǫrefαref
ǫµµαµµ
× fref
fs
× Br(ref) (4.2)
where the ratio
fref
fs
takes into account the difference in the b-quark fragmen-
tation probabilities, which is directly connected to the ratio of the relative
cross sections.
The choice of the reference channel is leaded by two main reasons:
1. the decaying meson should have quite the same kinematics as the Bs;
2. the branching ratio should be as high as possible in order to have a
sample of events abundant enough to reduce as much as possible the
statistic uncertainties entering in the measurement.
These reasons lead to choose for this analysis as reference channel the B± →
J/ψK± decay channel, where the J/ψ further decay in two muons having
opposite charge; equation 4.2 can be so re-expressed as follows
Br(Bs → µ+µ−) = Nµµ
NB±
× ǫB±αB±
ǫµµαµµ
× 1
ǫN
fu
fs
× Br(B± → J/ψK±)
×Br(J/ψ → µ+µ−) (4.3)
where ǫN accounts separately for the optimization performed on the signal
variables in order to enhance the power of discrimination from background
(see section 4.1.1) and the luminosity factors cancel out since same integrated
luminosity is used. Also the contribution to the efficiency from the trigger
cancels out because the two trigger chains used were running the same algo-
rithm, imposing only a different mass window cut, and have run un-prescaled
all along the data taking period.
Equation 4.3, when setting Nµµ = 1, provides the so-called Single Event
Sensitivity (SES)
SES =
1
NB±
× ǫB±αB±
ǫµµαµµ
× 1
ǫN
fu
fs
× Br(B± → J/ψK±)Br(J/ψ → µ+µ−)
(4.4)
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This is an important estimator of the sensitivity of the experiment for the
measurement because it is uncorrelated to the actual number of Nµµ signal
events but contains all the quantities estimated from the data analysis and
their relative errors. On the other hand the number of the candidates Bs
found after the selection in a given mass window, compared to the expected
background yield in the same mass window, will set the real limit.
The ATLAS B Physics Rare Decays group has adopted the blind analysis
strategy, meaning that all the quantity entering the SES have been evaluated
by excluding in the data sample the signal region, corresponding to a mass
window of ±300MeV around the Bs invariant mass (5.0663± 0.0006 GeV),
until the analysis was considered finalized and approved by the Collaboration.
This means that, in general, Monte Carlo samples were used as reference for
the signal and for the peaking background, while to model the non-resonant
background the data belonging to the sidebands of the signal region were
used (see 4.7 for details). In truth, the events in the sidebands have been
used both for the cut optimization procedure and for the estimation of the
number of background events in the signal region. In order to avoid biases,
as shown later 4.4.6, the sidebands data have been split in 2 sample: the
odd-numbered events were used in the optimization of the cuts, while the
even numbered events for the estimation of the background.
This study has been entirely based only on 2010 ATLAS data, corre-
sponding to an integrated luminosity of ∼40 pb−1 and on “MC10” Monte
Carlo samples (see subsection 4.3.1) because the analysis based on 2011 data
is in the final stage of the approval from the Collaboration so data are still
blinded and then we cannot quote here the limit. This analysis is the baseline
used also for the 2011 data even if the much higher statistics makes different
the evaluation and the contribution of the different source of uncertainty.
In the SES, the reference yield NB± is measured by using data as will
be described in section 4.2, while the product ǫ × α is evaluated by using
Monte Carlo samples for both signal and reference channel; ǫN is evaluated
by employing both data (as background) and Monte Carlo (signal) in the
optimization procedure that will be illustrated in section 4.4.3, while the re-
mainder quantities are taken from other measurements.
It is important to note that the major sources of systematic uncertainties
in equation 4.3 come from the Nµµ extraction and from the ratio
fu
fs
, actu-
ally measured with an uncertainty of ∼10% by combining the Particle Data
Group [69] result on the B± → J/ψK± branching ratio and latest LHCb [70]
result on the b-hadron production fractions; the former, together with the
upper limit evaluation will be described separately in the next chapter.
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(a) Signal (b) Background
Figure 4.1: Left: signal decay topology. Right background decay topology from
semileptonic B meson decays (B → µ+X, B¯ → µ−Y ).
4.1.1 Signal channel features
The signal event topology results quite simple; in fact, given its long lifetime
(τ = 1.47± 0.03 ps, cτ = 441 µm ), after the production at the primary vertex
(PV) the Bs meson travels in the detector for an appreciable distance before
decaying. The muons emitted result isolated and the sum of their trans-
verse momenta lies at a small angle with respect to the Bs flying direction.
These features, together with the invariant mass of the two muons, allow
to characterize signal sample with respect to the background. In fact, the
main background is expected to originate from true di-muon events, dom-
inated by (prompt) Drell-Yan pairs (pp → µ+µ−) and non-prompt heavy
flavor semileptonic decays (pp→ bb¯→ µ+µ−X); in the first case the muons
are emitted in the PV, so the secondary vertex and all quantities that can be
built by using this information are useful tools to detect it. The second case
can be detected also by using the muons isolation and the di-muon direction.
The event topology is schematically sketched in figure 4.1 for both signal
(left) and non-prompt heavy flavor semileptonic decays (right). More details
on the separation variables will follow.
4.2 The B± reference channel
B± mesons arising from b b¯ pairs are reconstructed in ATLAS as J/ψ → µ+µ−K±
decay channel.
Its relatively high branching ratio (∼ 0.6%) allows to use it for many
purposes; for instance, it is used as a reference for high-precision B-physics
4.2 The B± reference channel 77
measurements (like in this analysis), as a calibration tool for flavor tagging
in CP violation studies, and, more in general, as an instrument to evaluate
the Inner Detector performance. One of the first step of the measurement is
the determination of the number of event expected for the reference channel,
usually called yield, which depends on the selection applied.
4.2.1 The reference channel selection
The reference yield has been evaluated by using
√
7 TeV p− p collision data
taken during 2010, i.e. when the detector was declared to be fully operational
and LHC beam stable. The statistics corresponds to an integrated luminosity
of ∼ 40 pb−1.
Events were selected by the lowest non-topological di-muon trigger thresh-
old within the J/ψ mass window (cfr. sec. 3.2.1).
Additional selection cuts, here following, are applied to clean-up the sam-
ple and remove as much as possible background events that will bias our
estimation of the yield:
• Collision Selection: to veto cosmic muons, events were required to
contain at least one reconstructed primary vertex with at least three
associated Inner Detector tracks;
• Track quality: tracks used for the B± meson reconstruction were
required to have at least one hit in the Pixel detector, six hits in the
SCT an one hit in the TRT tracker;
• Muon Selection: events were required to contain at least one couple
of opposite charged muons, either formed by two Combined muons or
by one Combined and one Segment-Tagged muon (cfr. sec. 3.1.6). The
Inner Detector tracks associated with the reconstructed muons should
have matched the Track quality requirements; moreover, the highest-pT
muon in the pair should have at least a transverse momentum pT > 4
GeV, while the other at least a transverse momentum pT > 2.5 GeV.
• J/ψ Selection: the opposite signed di-muon tracks have an invariant
mass in the range [2.915, 3.275] GeV and they are successfully fitted to
a common vertex with χ2/ndf < 10.
• K Selection: kaon candidate is associated to an Inner Detector track
which satisfies the Track quality criteria and has a transverse momen-
tum pT > 2.5 GeV.
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• B± Selection: J/ψ tracks pairs and kaon track passing the selection
above described are considered to form a B± candidate if they are
successfully fitted to a common vertex with χ2/ndf < 6 and if their
invariant mass lies in the range 4 ≤ MB ≤ 7 GeV. Moreover, B±
candidates are required to be reconstructed within the pseudo-rapidity
range |η| ≤ 2.5 and to have a transverse decay length Lxy > 0.3 mm and
a transverse momentum of pT > 6.0 GeV. The transverse decay lenght
is expressed in terms of the refitted B± meson transverse momentum
and of the vector pointing from the primary vertex to the B vertex
(both computed in the transverse plane), ~XPV , as
Lxy = ~pT · ~XPV . (4.5)
4.2.2 The reference yield extraction
The B± yield is estimated using an un-binned maximum likelihood fit in the
invariant mass range [4930,5630] MeV.
In this mass range the main source of background is given by the com-
binatorial background coming from the process bb¯ → µ+µ−X. Other sig-
nificant contributions may come from partially reconstructed decays like
B±0 → K∗±0J/ψ or B+ → χc1,2 (in the mass region on the left of the
B± peak) and from the B± → J/ψπ± (in the mass region on the right of
B± peak) when the pion is misidentified as kaon; unfortunately there is no
particle identification on the third track used for the B± vertex, so the lat-
ter decay channel can not be separated from the B± → J/ψK± decay. The
fraction of the B± → J/ψπ± background relative to the reference channel is
∼ 4.8%: this appeared to be totally negligible with respect to the statistical
uncertainties and therefore not accounted for in the fit model.
To extract the yield a maximum likelihood fit of the mass region is per-
formed with a likelihood function defined as a composite probability density
function (PDF)
L = f · S(MJ/ψK±) + (1− f) ·B(MJ/ψK±) (4.6)
where S(MJ/ψK±) is the signal model, B(MJ/ψK±) the background model
and f the fraction of signal events in the sample. Note that in this model the
composite PDF is normalized, providing that both S(MJ/ψK±) andB(MJ/ψK±)
are normalized; moreover, each PDF can be on its turn a composite PDF.
In particular, to model the combinatorial background an exponential PDF
is assumed
B(MJ/ψK±) =
1
NB
e−λMJ/ψK± , (4.7)
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Figure 4.2: Fit on the B± invariant mass spectrum for the yield determination
using the both STACO (a) and MUID (b) muon reconstruction families. The solid
blue curve is the fit overlaid on top of binned data distribution (black circles); the
dotted curves correspond to the various fit model components.
where NB is a normalization factor and λ a free parameter, while for the
signal a composite PDF made up of two gaussians G1,2(MJ/ψK±) constrained
to have the same mean MB± but free standard deviation σ1,2 has been used:
S(MJ/ψK±) =
1
NS
(
aG1(MJ/ψK±) + (1− a)G2(MJ/ψK±)
)
. (4.8)
Here NS is the normalization factor, a the fraction of the event in the
first gaussian and
G1,2(MJ/ψK±) =
1√
2σ1,2
e
−
(M
J/ψK±
−M
B±
)2
2σ21,2 . (4.9)
The two different widths in the gaussians aim to account for different
resolution effects on the B± invariant mass.
The maximum likelihood fitting technique provides the five free param-
eters of the fit, i.e. f , λ, MB± and σ1,2 together with their errors and the
covariance matrix. These parameters allow to estimate the number of signal
and background events integral of the PDFs in the chosen mass window.
The fit has been performed separately by using muons from the two dif-
ferent reconstruction families, STACO and MUID (see section 3.1.6): the
results of the fits are shown in figure 4.3 and the number of estimated B±
candidates is NS,EB± = 2754 ± 54, with a χ2/ndf equal to 1.62 for STACO,
and NS,EB± = 2834 ± 50 with χ2/ndf=1.37 for MUID.
One of the possible source of systematic uncertainty on these results is
the fit model used.
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Figure 4.3: Fit on the B± invariant mass spectrum for the systematic uncer-
tainties evaluation on yield determination using the both STACO (a) and MUID
(b) muon reconstruction families. The solid blue curve is the fit overlaid on top
of binned data distribution (black circles); the dotted curves correspond to the
various fit model components.
In order to estimate it the combinatorial background in the fit model
reported in equations 4.6 and 4.7 has been changed from an exponential to
a second order Chebychev polynomial PDF, i.e.
B(MJ/ψK±) =
1
NB
(c0T0(MJ/ψK±) + c1T1(MJ/ψK±) + c2T2(MJ/ψK±)) (4.10)
where Ti is a i
th order Chebychev polynomial. In this case, the number of
estimated number of events for the STACO family is NS,CB± = 2732 ± 57,
while for MUID NM,CB± =2823 ± 53; the corresponding χ2/ndf are equal to
1.65 and 1.37 respectively.
The systematic error for each reconstruction family as been computed as
δNB±
NB±
=
NEB± −NCB±
NEB±
(4.11)
Thus, in the case of the STACO family it is equal to 0.8%, while for the
MUID family it goes down to 0.4% .
4.3 Monte Carlo tuning
Simulated events for both reference and signal decay channel are used in
this analysis primarily for the determination of efficiencies and acceptance,
as they enter in formula 4.3; in particular, being the signal a rare process for
which there is no experimental evidence up to now that may confirm the SM
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branching ratio predictions, particularly caution should be used in trusting
Monte Carlo simulation.
More in details, the use of simulation introduces different potential sources
of uncertainty:
• limited Monte Carlo statistics,
• inconsistency of the physics model contained in the Monte Carlo with
respect to the data,
• inaccuracy and incompleteness in the modeling of the detector.
While a larger generation can take care of the first source, there is no imme-
diate solution to the modeling problems.
Additional issues may come if kinematic selections on the phase space of
the generated particles are applied, so that acceptance evaluation may be
compromised.
During the analysis work the official Monte Carlo samples was found to
have, unexpectedly, some cuts at generator level on the final state particles
which propagate to the physical quantities distributions used in the analysis
making them quite different for Bs and the B
+.
This fact is in contrast with the initial hypothesis that the signal and the
reference channel have quite the same kinematics, so the choice of expressing
the branching ratio for the signal as relative to the reference channel is no
longer convenient.
In order to evaluate the bias induced by these cuts and try to correct it
some new Monte Carlo samples have been generated by removing the cuts
on the final states: the procedure adopted is illustrated in section 4.3.2.
To correct for the modeling problem, instead, a data-driven approach
was used. Signal observed in data were used, in fact, to build per-event
weights aimed at re-tuning our Monte Carlo spectra based on the B+ can-
didates observed in data; the procedure employed implicitly corrects also
for detector performance discrepancies and other potential kinematic biases.
The determination of such weights may result affected by the limited signal
statistics on data; however, it has the advantage of automatically including
also the previously mentioned systematic effects, converting them into a sta-
tistical uncertainty. More details about the Monte Carlo samples and their
re-tuning will be given later in subsection 4.3.3.
4.3.1 Monte Carlo datasets
Monte Carlo samples are all generated with PYTHIA [79] in conjunction with
PYTHIAB [80]. bb¯ processes generated are selectively forced to the decays
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of Bs → µ+µ−, or B+ → J/ψK+ and J/ψ → µ+µ−. In order to enhance
the sample production efficiency, only events with one b quark within |η| <
2.5 and pT > 2.5 GeV have been selected, then the hadronization of the b
quark was repeated until all requirements are satisfied. In particular, in the
official Monte Carlo samples generator level selections have been applied on
the Monte Carlo true value of the final state kinematics: the existence of at
least one muon with pT > 2.5 GeV and |η| < 2.5 is required, followed by
asking that all the muons in the final state satisfy the same requirements,
while all hadrons in the final state (if any) are requested to have pT > 0.5
GeV and |η| < 2.5. The full ATLAS simulation based on GEANT [68] is
then applied to these samples, which are subsequently analyzed with the
same tools we use for actual data.
Additional and relatively abundant Monte Carlo samples for bothBs → µ+µ−
and B+ → J/ψ(µ+µ−)K+ decays have been privately generated by using
PYTHIA in conjunction with PYTHIAB as for the official samples, this time
accepting only events with one b quark within |η| < 4 and pT > 2.5 GeV and
removing all cuts on the final state particles. Since these samples have been
used in the analysis with the only purpose to evaluate the bias induced by
the generator level selections on the final state kinematics (see next section),
no simulation of the ATLAS detector has been performed on them.
4.3.2 Monte Carlo Generator Level bias and correction
The kinematic requirements at generator level on both signal and reference
Monte Carlo samples so far described, although less tight than the analysis
cuts, bias the b quark spectra differently between Bs and B
+, being the signal
decay chain a two-bodies decay while in the reference chain there are three
particles in the final state.
This bias is evident in figure 4.4, where the Bs and B
+ mesons spectra are
plotted in the η, pT variables: in particular, the region between 0 and 7 GeV
is almost empty for the B+ meson, while Bs spectrum shows a discontinuity
for η ∈ [−0.5, 0.5]and pT ∈ [5, 7] GeV not so evident in the case of the B+.
In order to correct for this bias, Monte Carlo events have been generated by
removing all cuts on the final state particles for both reference and signal
channels: pT distribution so obtained for both Bs and B
+ mesons is reported
in figure 4.5. Both figures confirm that with the “unbiased” generation the
spectra of Bs and B
+ mesons are quite the same; to better verify this state-
ment a two-dimensional histogram (fig. 4.6) containing the ratio between the
B+ and the Bs spectra, together with one containing the relative errors on
this ratio, has been produced and it confirms that within the uncertainties
the two spectra are compatible.
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(a) Bs spectrum (b) B
+ spectrum
Figure 4.4: Bs (left) and B
+ truth spectra in the η, pT plane as in official Monte
Carlo samples.
(a) Bs spectrum (b) B
+ spectrum
Figure 4.5: Bs (left) and B
+ truth spectra in the η, pT plane generated by
removing cuts on final state particles.
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Figure 4.6: Ratio of the normalized B+ and Bs truth spectra (left) and relative
errors (right) in the η, pT plane obtained by using unbiased samples.
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The generated unbiased samples have been then used to build two-dimensional
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(a) Bs eﬃciency
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(b) B+ eﬃciency
Figure 4.7: Bs (left) and B
+ efficiency maps in the η, pT plane for the generator
level selections.
histograms containing correction factors for this bias.
For each decay mode, the efficiencies for the generator level selections have
been calculated dividing bin by bin the two-dimensional histograms in the
η, pT plane containing the events which survive the final (generator level)
selection cuts (FS) and the ones obtained by using the total number of gen-
erated events; thereof, they correspond to the efficiencies for the generator
level selections. These efficiencies can be later used to re-weight the event
and remove the bias.
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Figure 4.8: Bs (left) and B
+ efficiency upper error maps in the η, pT plane for
the generator level selections.
Figure 4.7 shows the efficiency maps so built, while the upper and the
lower relative errors 1 on these efficiencies are reported, respectively, in fig-
1To compute the eﬃciency uncertainties in the extreme cases where it was close to
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(b) B+ eﬃciency Lower Errors
Figure 4.9: Bs (left) and B
+ efficiency lower error maps in the η, pT plane for
the generator level selections.
ures 4.8 and 4.9.
To correct the biased samples, a weight WGL is assigned to each event
according to the values of η¯ and p¯T ) of the B meson:
WGL (η¯, p¯T ) = 1/νij . (4.12)
where νij is the content of bin corresponding to the η¯, p¯T of the efficiency
histograms. The weights lie in a limited range of validity of the maps, that
is for |η|<2.5 and pT <6 GeV of the B meson; outside these ranges or in case
νij is equal to zero the weight is assigned equal to zero. In order to check
(a) Bs pT comparison (b) B
+ pT comparison
Figure 4.10: Comparison between the unbiased Monte Carlo (filled green) and
the biased Monte Carlo pT distributions before (red line) and after (blue line) the
corrections for Bs (left) and B
+ (right).
one or zero an approach “á la Feldman Cousin ” was used with a conﬁdence level for the
intervals of 68% [81].
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the validity of these weights, they have been applied to the “biased” Monte
Carlo samples and the results have been compared to the newly generated
samples: figure 4.10 shows this comparison for the truth pT distributions
of the Bs and the B
+ mesons respectively. In the re-weighted distributions
the mean correctly shift to the left towards the mean value of the unbiased
distribution; however there is no complete superposition given the limited
ranges of validity of the corrections.
The binning of the histograms has been chosen on order to
• be compatible with the histograms used for the data-driven re-weighting
described in the following section, as the two corrections will be used
simultaneously;
• reduce as much as possible distortion effects on the shapes of the cor-
rected variables due to the finite size of the bin width.
This means that generally these 2D histograms follow the baseline binning
choice used for the data-driven weights i. e. a width equal to 2 GeV in pT
and to 0.1 in η, but finest in the low-pT region and on the η acceptance
boundaries (± 2.5).
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Figure 4.11: Left:Bs η corrected distributions by using a non optimized (black
line) and an optimized (filled violet) binning. Right: “step-like” behavior of the
corrected B+ pT by using a non-optimized binning.
Some examples of the issue addressed by the latter guideline are shown
in figure 4.11. In particular, in the left plot the black line corresponds to the
corrected η distribution of the Bs meson by using non-optimized binning for
the correction maps: two un-natural peaks are present for η values ∼ ±2.5,
while by using an optimized binning (filled violet) this bad behavior disap-
pears. The binning optimization took care also for the “step-like” behavior
4.3 Monte Carlo tuning 87
of the corrected pT distributions, illustrated in the right plot of figure 4.11
in the case of the B+ meson.
4.3.3 Kinematic data-driven re-weighting
Monte Carlo samples have been further corrected in order to take into account
discrepancies with the observed data; this correction allows to fold into a
statistical uncertainty (deriving from data) all the systematic uncertainties
in the Monte Carlo samples deriving from the B meson kinematics and the
detector response modeling.
Monte Carlo data-driven event weights have been determined with an
iterative method, by comparison of the reconstructed Monte Carlo and data
quantities for the same signal. Monte Carlo events have been corrected for
the generator level selections as described in the previous section, while for
data sideband-subtracted B± → J/ψK± events (where the subtraction is
performed as will be described later on) have been used. The limited sig-
nal statistics on data led to choose a small number of variables plotted on
histograms having a reasonably coarse binning. The most feasible approach
resulted into the use of two 1D sets of weights in true pT and η of the can-
didate B, determined by the ratio of the normalized 1D pT and η spectra
in data (D) and Monte Carlo (MC). From Monte Carlo (cfr. fig 4.4) it is
evident that the correlations between the p¯T and η¯ of the B meson can be
neglected and then to each event can be assigned a weight
W (p¯T , η¯) = Wp¯T ·Wη¯ (4.13)
where Wη¯(p¯T ) = ν
D
η¯(p¯T )
/νMCη¯(p¯T ) and ν is the bin content of the normalized
distributions.
Such weights are then used as per-event weights on the Monte Carlo events,
and the procedure is iterated until these weights stabilize.
The bin widths of the histograms used is not fixed but determined by the
bin content of the data histograms after the sideband-subtraction: bins are
dynamically merged until the bin significance, defined as the ratio between
the bin content and the bin error, reaches a minimum threshold equal to 2.5.
It is important to underline that this data-driven determination of the
weights is subject to the uncertain knowledge of the true values pT and η of
the B meson in data. The size of this effect is driven by the relative size of the
resolution in these variables, compared to the width of the bins used in the
study. These widths have been studied on Monte Carlo, and the outcome is
shown in figures 4.12 and 4.13, respectively for η and pT : the left plots show
the comparison between the Monte Carlo truth distributions (filled green)
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Figure 4.12: Left: comparison between the truth (filled green) and reconstructed
(black point) B+ η distributions in Monte Carlo samples. Right: bin by bin resid-
uals between the truth (filled green) and reconstructed (black point) B+ η distri-
butions in Monte Carlo samples.
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Figure 4.13: Left: comparison between the truth (filled green) and reconstructed
(black point) B+ pT distributions in Monte Carlo samples. Right: bin by bin
residuals between the truth (filled green) and reconstructed (black point) B+ pT
distributions in Monte Carlo samples.
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and the corresponding reconstructed distributions, while in the right plots
the residuals, defined as the bin by bin difference of these two distribution
normalized to the bin content of the former distribution are shown. It has
been also verified by comparing the Monte Carlo truth and the reconstructed
quantity, that within the kinematical regions used, i.e. pT >6 GeV and |η|
< 2.5, the bin to bin migration due to the use of measured pT , η rather than
the truth values is within 1/100 of the bin content, therefore negligible with
respect to the statistical uncertainties with which the weights themselves are
determined.
Convergence test
The re-weighting procedure so far described has been validated with a test
using the Monte Carlo sample only; it was split into three not equally pop-
ulated parts, namely A, B and C. The basic idea of this test is to reproduce
the re-weighting procedure as we do in the analysis: the “A” sample distribu-
tions were artificially distorted in order to emulate the ones we find in Monte
Carlo for the reference channel, the “B” sample was used as a data sample
for the reference to employ in the re-weighting, while “C” sample was used
as cross reference sample that may emulate a well tuned Monte Carlo.
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Figure 4.14: Comparison between C (filled green) and B (black points) Monte
Carlo η distributions (left) and residuals (right)
.
The comparison between the B sample and the C sample as a function of
η and pT are shown, respectively, in figures 4.14 and 4.15: left plots show the
distributions of the two samples, where the C sample entries are normalized
to the ones in B sample, while the right plots represent the residuals between
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Figure 4.15: Comparison between C (filled green) and B (black points) Monte
Carlo pT distributions (left) and residuals (right).
them 2. In both cases the value of the χ2 test is near to one, confirming
that the two distributions are in good agreement and belong to the same
dataset. The same comparison between the C and the distorted A Monte
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Figure 4.16: Comparison between C (filled green) and A (black points) Monte
Carlo η distributions (left) and residuals (right) before the re-weighting.
.
Carlo samples before the re-weighting is shown in figures 4.16 and 4.17;
the disagreement between the shapes of the two samples for both η and pT
distributions is evident and confirmed by the high value of the χ2 test.
The re-weighting procedure has then been applied: from the comparison
of the A and B sample a first set of weights has been computed and used to
retune A sample: the output of this first iteration is shown in figures 4.18
2To compute residuals and the χ2 no errors on Monte Carlo C sample distributions
were assumed.
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Figure 4.17: Comparison between C (filled green) and A (black points) Monte
Carlo pT distributions (left) and residuals (right) before the re-weighting.
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Figure 4.18: Comparison between C (filled green) and A (black points) Monte
Carlo η distributions (left) and residuals (right) after the 1st iteration of the re-
weighting.
and 4.19 where the η and pT re-weighted distributions are again compared
to the C sample. Already after the first iteration the agreement between the
distribution is good, as validated by the χ2 test result.
A second iteration has been then applied on A sample and the result, reported
in figures 4.20 and 4.21, confirms that the method converges; moreover, the
χ2 test values are very similar to to one obtained in the initial comparison
between B and C samples.
Another prove of the convergence can be found in figure 4.22. The plots
in this figure show, respectively the η and the pT weights as obtained after
two iterations: black points correspond to the weights obtained after the first
iteration, thus comparing the distorted distribution and the reference Monte
Carlo distributions, while the red points are obtained after the application
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Figure 4.19: Comparison between C (filled green) and A (black points) Monte
Carlo pT distributions (left) and residuals (right) after the 1
st iteration of the
re-weighting.
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Figure 4.20: Comparison between C (filled green) and A (black points) Monte
Carlo η distributions (left) and residuals (right) after the 2nd iteration of the re-
weighting.
of the weights to the distorted distributions. The convergence results clear
since in the second round the weights stabilize around the value one.
This convergence and the consistency of the result indicates the correct-
ness of assumption that pT and η are uncorrelated as well as of the binning
chosen.
Background subtraction
The B± → J/ψK± data distributions used to re-weight Monte Carlo sam-
ples are affected by the contamination of background, mostly composed by
non resonant µ+ µ− pairs associated to a third track. This kind of contam-
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Figure 4.21: Comparison between C (filled green) and A (black points) Monte
Carlo pT distributions (left) and residuals (right) after the 2
nd iteration of the
re-weighting.
ination can then bias the determination of the weights used for the tuning
and if possible has to be removed by subtracting it from the B± peak region.
To estimate and subtract this kind of background from our samples a data
driven method was used which is based on the assumption that non reso-
nant background behavior is the same in both signal and sidebands invariant
mass regions, so that sidebands can be exploited to interpolate the number
of background events under the B± peak.
Thereof, the invariant mass spectra was divided in three regions:
• the signal region, defined in the range [5182.96, 5382.96] MeV,
• the two sidebands, defined in the regions [5082.96, 5182.96] MeV and
[5382.96,5482.96] MeV respectively for the left and for the right side-
band.
An un-binned maximum likelihood fit is performed on the invariant mass
of the B± by using the same model described in section 4.2.
The number of signal (NS) and background events in the peak region
(NB), and the number of background events in both left (NLS) and right
(NRS) sideband were obtained from the integral of the fit functions in these
regions.
Given the assumption on the background behavior, in order to subtract
the background from the signal region, events in the sidebands were assigned
a weightWSB = −NB/(NLS +NRS), while events in the signal region were as-
signed a weight WSB = 1. This assignment was leaded by the fact that when
an event happens to be in the sidebands it is most probably a background
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Figure 4.22: η (left) and pT (right) weights as obtained from two subsequent
iterations: black points correspond to first iteration while red points to the second
iteration.
event, while no such statement can be done when it falls in the signal region
since it can be either signal or background.
Calculation of η and pT Weights
Once performed the sideband background subtraction, the weights can be
calculated.
As previously shown in 4.3.3, two iterations were needed to have stabilized
weights to use in the event re-weighting. The expression of these weights after
the first and the second iteration for pT reads:
W 1pT =
∑
ηDη,pT∑
η,pT
Dη,pT
∑
η,pT
MCη,pT∑
ηMCη,pT
(4.14)
and
W 2pT =
∑
ηDη,pT∑
η,pT
Dη,pT
∑
η,pT
MCη,pTW
1
ηW
1
pT∑
ηMCη,pTW
1
ηW
1
pT
(4.15)
where in the sum pT and η are intended as the index of the corresponding
bins of the distribution, the normalization factor for the first iteration is∑
η,pT
MCη,pT∑
η,pT
Dη,pT
(4.16)
while the normalization factor for the second iteration, taking under consider-
ation the reshape of the Monte Carlo spectra due to the first order correction
of the weights, is ∑
η,pT
Dη,pT∑
ηMCη,pTW
1
ηW
1
pT
. (4.17)
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A similar expression holds for the η weights, so the event weight reads:
W (pT , η) = W
1
pT
·W 2pT ·W 1η ·W 2η (4.18)
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Figure 4.23: 1st and 2nd order η (a) and pT (b) weights, muid family. The
method converges as indicated by the fact that the second iteration weights are
almost equal to one.
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Figure 4.24: 1st and 2nd order η (a) and pT (b) weights, staco family. The
method converges as indicated by the fact that the second iteration weights are
almost equal to one.
All possible sources of statistical uncertainties in weights calculation have
been taken under consideration, as the uncertainties on the sideband weights,
on the Monte Carlo spectra and on the data spectra (including the whole
procedure of obtain them).
The errors on the weights have been calculated with a gaussian propaga-
tion but the resulting formula is very complicated and also involve directly
theMCη,pT and Dη,pT matrices in the calculation. A software package, which
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Figure 4.25: 1st and 2nd order residuals for η and pT weights for muid and staco
families; in both samples the second iteration leads to η and pT weights converging
to one.
has the capability of propagating the errors from the initial spectra up to the
calculation of weights, has been implemented on purpose.
From the plots in figures 4.23 and 4.24, showing, respectively, the η
(left) and pT (right) weights after the first and the second iteration for the
two muons reconstruction families, the convergence is clear.
Also the comparison of the residuals 3 between data and Monte Carlo
re-weighted distributions for the two muon reconstruction families, reported
in figure 4.25, confirms that the method converges and gives “universal” cor-
rection weights for Monte Carlo samples.
4.4 Bs decay channel selection
4.4.1 Mass resolution families
The muon momentum resolution determines the invariant mass resolution,
which is one of the fundamental quantity in this analysis. Muons originating
from the Bs meson decay cross different layers of the ATLAS Inner Detector:
as a result the muon momentum resolution depends on the pseudo-rapidity.
The ATLAS detector is segmented in Barrel and End Cap but this definition
in terms of η depends on the particular detector and the distance from the
IP; the segmentation used in this study, schematically reported in figure 4.26,
is the following:
• 0 < |η| < 1.0 or “common barrel” (B) (characterized by the fact that
3The residuals in this case are deﬁned, for each bin i, as ri =
(nuDi −ν
MC
i )
νD
i
, where νi is
the bin content of either data D or re-weighted Monte Carlo MC normalized distributions.
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all the three technologies composing the ATLAS Inner Detector belong
to the ATLAS barrel);
• 1.0 < |η| < 1.5 or “common transition” (T );
• 1.5 < |η| < 2.5 or “common end-caps” (E).
Using the Monte Carlo signal sample, the di-muon mass resolution has
been studied by using this segmentation and three main “resolution” families
have been defined as following
1. both muon tracks detected in the common barrel (BB);
2. one track detected in the common barrel, the other one in the common
transition or both in the common transition (BT + TT );
3. at least one of the two track detected in the common end-caps (E).
The mass resolutions corresponding to this splitting are shown in figure 4.27
as a function of the absolute value of the Bs pseudo-rapidity; the BB sample
contains 43.5% of the initial sample and to it corresponds the best mass
resolution (∼ 50 MeV). The latter rapidly degrades to ∼ 75 MeV for the
BT + TT sample (24.8% of the total sample) and to ∼ 100 MeV for the E
sample.
Figure 4.26: Inner detector segmentation as a function of the pseudo-rapidity.
Depending of the available statistics, the splitting of the sample according
with the resolution family can be used to achieve better results by using
different options as, for example:
1. use only the BB sub-sample;
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Figure 4.27: Bs mass resolution as a function of |η| of the Bs for the three
resolution families.
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2. use the full sample and then optimize the mass cut as a part of the
analysis;
3. split the sample in three parts, perform separate optimization and fi-
nally merge the results.
Although the level of information increases when passing from the first to
the third hypothesis, and so the possible gain in terms of signal/background
separation, the last solution resulted the most time consuming, so in the
optimization the second option has been used.
4.4.2 Signal channel selection
In order to clean-up the initial data sample and also reduce it to a manage-
able size, both Monte Carlo and data in the sidebands a preliminary event
selection has been applied. These “skimmed” samples have been employed
then in the optimization procedure.
As for the reference sample, the data in the sidebands come from
√
7
TeV p − p collisions taken during 2010 when the detector was declared to
be fully operational and LHC beam stable; the data were selected by lowest
non-topological di-muon trigger threshold within the Bs mass window (cfr.
sec. 3.2.1) and corresponds to an integrated luminosity of ∼ 40 pb−1.
The additional cuts applied on the events are summarized in the following
• Collision Selection: to veto cosmic muons, events were required to
contain at least one reconstructed primary vertex with at least three
associated Inner Detector tracks;
• Track quality: tracks used for the Bs meson reconstruction were re-
quired to have at least one hit in the Pixel detector, six hits in the SCT
an one hit in the TRT tracker;
• Muon Selection: events were required to contain at least one couple
of opposite charged muons, either formed by two Combined muons or
by one Combined and one Segment-Tagged muon (cfr. sec. 3.1.6). The
Inner Detector tracks associate with the reconstructed muons should
have matched the Track quality requirements; moreover, the highest-pT
muon in the pair should have at least a transverse momentum pT > 4
GeV, while the other at least a transverse momentum pT > 2.5 GeV.
• Bs Selection: opposite signed di-muon tracks pass this selection if
they are successfully fitted to a common vertex with χ2/ndf < 2 and
if their invariant mass is in the range [4.763, 5.963] GeV. Bs candidates
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are required to be reconstructed within the pseudo-rapidity range |η| ≤
2.5 and to have a transverse momentum pT > 6 GeV.
4.4.3 Signal selection optimization
The signal selection optimization strategy relies on the signal features. As
already mentioned before, given its long lifetime the Bs meson travels in the
detector for an appreciable distance before decaying. The muons emitted
result isolated and the sum of their transverse momenta lies at a small angle
with respect to the Bs. The variables used for the discrimination are
1. the Bs meson pseudo-proper time cτ , defined as
cτ = ~Lxy · ~pT/MBs
where pT is the Bs candidate reconstructed transverse momentum,MBs
the invariant mass and Lxy is the transverse decay length defined as in
equation 4.5.
2. the Bs meson pointing angle to the primary vertex in 2D, α, that
corresponds to the angle between the transverse momentum ~pT and
the vector pointing from the primary vertex to the B vertex computed
in the transverse plane ~XPV ;
3. the Bs meson isolation, defined as
Ir =
pT
pT +
∑ntracks
i=0 p
i
T
where piT is the transverse momentum carried by the i-th track of the
ntracks found in a cone of radius r around the Bs momentum.
Some studies have been performed to evaluate the gain in separation
power when switching from 2D to 3D tracking information in the computa-
tion of the cτ and α; the (small) gain achieved did not counterbalance the
additional effects introduced in the MC reproducibility of such variables.
Monte Carlo samples have been used to model signal distributions of the
selection variables, although the reliability of such model has already been
called into question and the re-weighting techniques described in section 4.3
had to be used.
Non-resonant background is the predominant source of background so, in
order to model it data in the signal mass sidebands have been used, where
the sidebands range in the intervals [4766.33,5066.33] MeV (left sideband)
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Figure 4.28: 2D Pointing angle distribution (left) and residuals(right): Monte
Carlo signal (red triangles) is compared to non resonant background (black dots)
from data sidebands. MC distribution is normalized to data entries.
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Figure 4.29: Pseudo proper time distribution (left) and residuals(right): MC
signal red triangles) is compared to non resonant background (black dots) from
data sidebands. MC distribution is normalized to data entries.
and [5666.33,5966.33] MeV (right sideband). The width of the two sidebands
has been chosen symmetric and in such a way to avoid mass ranges belonging
to other possible di-muon resonances (ψ′, Υ(1S)).
A qualitative feeling for the behavior and the separation power of the
variables so far can be obtained by looking at figures 4.28, 4.29 and 4.30,
where signal MC (red triangles) and data (black points) sidebands, together
with the residuals between the two distributions are shown.
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Figure 4.30: Isolation (cone 0.7) distribution (left) and residuals(right): Monte
Carlo signal (red triangles) is compared to non resonant background (black dots)
from data sidebands. MC distribution is normalizd to data entries.
4.4.4 Monte Carlo validation
The analysis strategy foresees the use of Monte Carlo samples to both eval-
uate the efficiencies that enter in the SES and optimize the signal selection.
Although the re-tuning procedure has been fully validated by using the rel-
evant B mesons kinematic variables (i.e. the transverse momentum and the
pseudo-rapidity), further checks have been done for the signal selection vari-
ables.
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Figure 4.31: 2D Pointing angle comparison between data (black) and re-weighted
Monte Carlo samples for B+ (a) and J/ψ (b) candidates
Particularly interesting for this comparison could have been the Bs →
J/ψ(µ+µ−)φ(K+K+) channel which has a branching ratio only 1/2 lower
than the B± → J/ψK± one (see reference [69]). This decay channel, in fact,
has a Bs in the initial state and then the muons kinematics is most likely the
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Figure 4.32: Pseudo proper time comparison between data (black) and re-
weighted Monte Carlo samples for B+ (a) and J/ψ (b) candidates
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Figure 4.33: Isolation (cone 0.7) comparison between data (black) and re-
weighted Monte Carlo samples for B+ (a) and J/ψ (b) candidates
signal and moreover also the fu/fs ratio would in this case cancels out.
This possibility has been evaluated but the limited statistics available
in 2010 (only ∼ 436 candidates were found in ATLAS data [82]) made it
impossible to use and thereof the more abundant B± → J/ψK± sample has
been employed.
In particular, both the 3-prong µµK (corresponding to the B±) and the
2-prong µµ (corresponding to the J/ψ) vertices belonging to the same sample
have been used on this purpose; while the former allows to test the general
B meson kinematic variables as, for instance, the isolation, the latter allows
to check quantities more related to vertex multiplicity (e.g. the decay-length
resolution).
Some examples of the comparison between sideband subtracted data and
Monte Carlo re-weighted distributions are reported in figures 4.31, 4.32,
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4.33, where left plots show, respectively, the 2D pointing angle, pseudo-
proper time and isolation for the B+ while right plots show the corresponding
variables for J/ψ. Indeed, particular care should be used for the isolation as
Figure 4.34: Isolation (cone 0.7) comparison between data and re-weighted Monte
Carlo samples for B0s → J/ψφ candidates in 2011 data.
its modeling in the MC is not the most reliable one; this is due to its intrinsic
dependence on the modeling of the b quark hadronization into a B meson,
which makes it dependent on the B specie. Therefore in the B± selection no
isolation cut has been applied and then the systematic uncertainty on the
isolation cut efficiency on the Bs candidates should be evaluated separately.
Indeed, studies performed on 2011 data shows no discrepancies between data
an Monte Carlo samples in the case of B0s → J/ψφ for what concern this
variable 4 (cfr. fig. 4.34) and then the systematic uncertainty is neglected.
4.4.5 The Cut and count approach
The baseline strategy for the Bs → µ+µ− Upper Limit extraction by using
2010 data is the so-called “Cut & Count” approach in which the extraction
of the number of observed event is done by merely applying some cuts on
the kinematic variable and count the number of event survived. The method
has been chosen for its simplicity and robustness, allowing to give a first
estimation of the limit and also of the systematics to take in account. It has
been also used as reference for the more complex technique developed for the
analysis on 2011 data that, on the other side, are less immediate and prone
to bias.
4The χ2 test performed on data ans MC distribution gives χ2/ndf = 1.07 with a
probability of 36%.
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In order to improve the limit, an optimization of the cut to apply to
the most sensible variable has been performed. The three selection variables
previously described (α, cτ , I0.7, ∆M), together with the invariant mass
window (∆M) around the Bs mass (MBs = (5.3663 ± 0.0006) GeV [69])
have been chosen and their ranges have been divided into 20 equal slices.
The events are selected if they falls within a specified range defined by the
cut: for the selected variables the range are defined by |α| < αcut, |cτ | > cτcut,
|∆M | < ∆Mcut, Iso > Isocut.
For each sub-range, the medium point has been used as a possible cut
value. The resulting 4 × 20 grid allows for a contemporarily scan of the
selection variables, thus disregarding the correlations among them. By scan-
ning this grid the signal efficiency (ǫN) and the number of background events
(Nback) passing the cuts defined by each grid point has been evaluated, to-
gether with the Figure of Merit (FoM) proposed by Punzi [84]:
P = ǫS
a
2
+
√
Nbkg
(4.19)
In expression 4.19, a is a parameter related to the significance of the sensi-
tivity which for a = 2 corresponds to 95% Confidence Level.
The optimal value for the cuts chosen corresponds to the maximum value
obtained for the Punzi estimator in the scan. The scan has been refined
around the optimal points with a finer steps in the variables sub-ranges (see
table 4.2) defined by the point where the Punzi estimator dropped to 50%
of its maximum (the values used have been rounded to obtain a meaningful
binning).
This estimator has been proved to provide the best upper limit when
used for the optimization of cutting variables. In fact, it is strictly related
to the un-knowledge of the signal branching ratio, as in expression 4.19 the
signal efficiency is used rather than the number of selected signal events; this
fact, together with the luminosity dependence in the
√
Nback term, prevent
optimization algorithms from reducing the background to zero and creating
a undesirably low signal yield.
By using a toy Monte Carlo, assuming the same integrated luminosity of
2010 data, the Punzi Figure of Merit has been compared to the widely used
Figure of Merit
E = S√
S + B
where S and B are, respectively, the signal and the background yield surviv-
ing the cuts.
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Figure 4.35: Comparison between S√
S+B
and Punzi FoM.
The result, shown in figure 4.35, is that the two Figure of Merits are
strongly correlated and optimization is pretty much the same.
Rolke Upper Limit (see chapter 5) versus P has also been checked. Fig-
ure 4.36 shows the Upper Limit behavior as a function of P : the best Upper
Limit value is correctly obtained around the maximum values of the Punzi’s
Figure of Merit. The Punzi FoM is then the best choice for the analysis pro-
viding a better Upper limit when compared to the others and also enhancing
the signal yield in the optimization.
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Figure 4.36: Upper Limit á la Rolke as a function of the Punzi FoM, P
α cτ [mm] I0.7 ∆M GeV
[0.03-0.83] [0.2125-0.4295] [0.42-0.82] [0.238-0.818]
Table 4.1: Ranges used for the fine scan of the selection variables.
The optimization procedure has been applied to the samples used in the
analysis. The scan has been performed by using both STACO and MUID
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α cτ [mm] I0.7 ∆M GeV P ǫµµαµµ × ǫN Nback
STACO 0.085 0.3 0.71 0.56 0.023 0.046 1
MUID 0.085 0.3 0.71 0.56 0.021 0.042 1
Table 4.2: Optimal values obtained from the scan.
muons reconstruction families. The variables ranges used are reported in
table 4.1, while the values obtained for the optimal cuts and the estimator
are reported in table 4.2.
4.4.6 Optimization procedure validation
The signal selection optimization procedure so far described relies on a unique
data sample, i.e. the odd-numbered events in the signal sidebands. This is
due to the fact that the events in the sidebands have also to be used for the
estimation of the Nbgk of background events and then, to avoid possible bias,
these events are splitted in two samples.
The optimization procedure has to be fully validated for the sake of the
analysis result, but as by product also provides a valid cross reference for
other possible optimization approaches, like multivariate analysis studies.
In order to fully validate this procedure, some effects that may introduce
biases in the Upper Limit estimation have been evaluated, like
• the background interpolation bias in optimization;
• the stability of the P optimal point with respect to statistical fluctua-
tion of the background;
• the evaluation of biases, efficiency and background yield with luminos-
ity.
The technique used to evaluate these effects is the so-called “bootstrap”
procedure: each event i, i = 1, ..., n belonging to the M measures set is used
as a “seed” to generate an arbitrary number of event sets Bj, j = 1, ...,m via
Poisson extraction. The so-obtained event samples are statistically indepen-
dent samples of the original M sample 5.
5The parent distribution of the Bj sets is M itself, not the one which M represents.
108 Analysis
Background interpolation bias in optimization and evolution with
luminosity
The bootstrap technique has been used to estimate which bias is introduced
when using the entire data sample in performing both the optimization of
the selection variables and the background interpolation.
Even numbered data events in sidebands events have been used as seeds
for this bootstrap, and N = 1000 new samples, each containing the same
number of events found in the sidebands, have been generated.
On each J sample, J = 1, ..., N , the optimization procedure has been
applied: the cuts for the optimal value of selection variables have been used
to interpolate the number of background passing the cuts Nback for both the
J (NJback) and the J + 1 (N
J+1
back ) samples.
Plots in figure 4.37 (a) show the distribution forNJback,∆N = N
J+1
back−NJback
and for the efficiency so obtained. In particular, the ∆N distribution is not
centered at zero and this indicates that indeed a bias is introduced.
In order to check the bias evolution with luminosity, this test has been
repeated by progressively increasing the bootstrap samples size. The result
is shown in figure 4.37 (b) as a function of the number of background events:
although with the increasing of the luminosity the bias is quite negligeable,
the uncertainty on it remains constant, so for this analysis we decided to keep
splitting the sample for the two separate tasks awaiting for new options 6.
4.5 Acceptance and efficiencies evaluation
One of the most relevant quantities in the determination of the SES and the
limits extraction is the ratio
R =
ǫB±αB±
ǫµµαµµ
× 1
ǫN
(4.20)
The efficiencies and the acceptances have been determined from the MC
samples described in section 4.3.1, after applying the re-weighting procedure
described in section 4.3. The products εxαx have been calculated as a single
number; in fact, in this context, each product has to be interpreted as the
ratio of candidates passing the full set of selection cuts for the correspond-
ing signal, to the total number of generator-level events produced within a
certain pT , η range chosen to be the same for B
± and Bs events, in such a
way not to introduce kinematic biases in the selected events. In this way,
6Monte Carlo samples could be used for the cut optimization and the full statistics for
background interpolation, but was not available for 2010 data analysis.
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Figure 4.37: (a) Distribution of NJback (left) and ∆N as obtained by Toy Monte
Carlo. (b) Bias evolution as a function of the number of background.
also the uncertainties coming from the re-weighting are more naturally taken
into account and they can be propagated to the product straightforwardly.
It is important to note that the two product ǫB±αB± and ǫµµαµµǫN use the
same weights and this introduces a correlation in the errors. Once accounted
properly, the uncertainty on the ratio is ± 1.5% for both STACO and MUID.
Moreover, on this ratio the systematic uncertainty due to the use of B+ sam-
ple to re-tune the Bs Monte Carlo has been evaluated for the 2011 analysis
within the B-Physics group, and the outcome of the study is that this ef-
fect may range between 3% and 6.5%. Since this second uncertainty is not
negligeable with respect to the former, we decided to conservatively take it
into account as a 6.5% effect. The result obtained for the ratio R is 0.937±
1.4% (stat) ± 6.5% (syst)% for the STACO family, and to 0.947±1.5%(stat)
± 6.5% (syst) for MUID.
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4.6 Single Event Sensitivity (SES) evaluation
STACO
NB± R SES/10
−8
2754±2%(stat.)±0.8%(syst.) 0.930±1.5%(stat)±6.5%(syst) 7.4±10.6%
MUID
NB± R SES/10
−8
2834±1.8% (stat.)±0.4%(syst.) 0.947±1.5%(stat)±6.5%(syst) 7.3±10.6%
Table 4.3: Single Event Sensitivity ingredients.
All ingredients so far evaluated, reported in table 4.3 are used to build
the SES with 40 pb−1 of p − p ATLAS collision data, for both STACO and
MUID families. The normalization with respect to the B± → J/ψK± decay
channel and the re-weighting of the Monte Carlo sample allowed to get rid
of most of the systematic uncertainties, the main remaining being the one
on the fragmentation functions and on the B± → J/ψK± branching ratio,
whose product is equal to 2.2× 10−4. The uncertainty on the latter quantities,
estimated to be ∼ 8.4%, reflects directly into an uncertainty on the branching
ratio limit.
Thus, given the SM branching ratio Br(Bs → µ+µ−) = (3.2±0.2) × 10−9,
from equations 4.3 and 4.4, we would expect to see at this integrated
luminosity a number of signal candidates equal to:
NSTACOµµ =
Br(Bs → µ+µ−)
SES
= 0.043± 0.005 (4.21)
in the case of STACO and
NSTACOµµ =
Br(Bs → µ+µ−)
SES
= 0.044± 0.005 (4.22)
in the case of MUID.
A systematic effect which can be introduced in the SES evaluation when
using the B+ → J/ψK+ Monte Carlo sample to evaluate the εxαx product,
since both positive and negative charged B± candidates in data to evaluate
the yield.
Charged Kaons interactions with matter, in fact, depend on their electric
charge. For example, negative charged kaons can be involved in processes
like K−N → Y π, where Y = Λ,Σ...., and N is a proton or neutron, while the
corresponding charge conjugate process would only proceed in the presence of
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anti-protons or anti-neutrons. This reflects in a lower detection efficiencies for
the negative kaons since they can interact with the detector material, result-
ing in a shortened (or missing) track, that propagates to the B± → J/ψK±
efficiency evaluation.
The difference between the detection efficiencies ǫK can be expressed in
terms of the following asymmetry
AK =
ǫ+K − ǫ−K
ǫ+K + ǫ
−
K
Studies performed within the B-Physics Rare decay group revealed that
this effect is relatively small (AK ∼ 1%), and corresponds to a ∼ 0.5% reduc-
tion of the B+ efficiency; thus it can be accounted in the SES as a systematic
uncertainties.
More in details, the kaon charge asymmetry is measured by selecting
in ATLAS data D∗± candidates reconstructed in the D0(µ±K∓)π± decay
channels.
Assuming that the D∗± production do not depend on charge, the kaon
asymmetry will be evaluated as the asymmetry between the number of pos-
itively and negatively charged kaons reconstructed in these chains
AK =
N+K −N−K
N+K +N
−
K
D∗± candidates are searched by looking at the mass difference ∆M =
M(µKπ) - M(µ K): the small difference between the D∗± and the D0 mass (∼
145MeV) gives a signal peak with relatively small combinatorial background,
mainly composed of
1. direct µππ background from D0(µ±π∓)π± decay;
2. indirect µKπ background from D0(µ±K∗∓(K∓π0))π± decay;
3. indirect µππ background from D0(µ±K∗∓(K0π−))π± decay;
The µππ 3-prong vertex background components, differently from signal,
does not present charge asymmetry in the reconstruction efficiency. This
corresponds to a dilution of the asymmetry when the combinatorial back-
ground is subtracted from data, so the “raw” asymmetry has been cor-
rected in order to account for this effect; the correction factor has been
estimated from Monte Carlo as the fraction of reconstructed µKπ vertices
fK =
NµKpi
NµKpi+Nµpipi
= (91.3 ± 0.1) %.
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Moreover, since the kaon asymmetry is expected to be pT dependent, the
pT spectrum of the kaon has been corrected by using the difference between
signal Monte Carlo for D∗± → D0(µ±K∓)π± and B+ → J/ψK+ samples.
The “raw” asymmetry has been estimated to be
ArawK = −0.0096± 0.0051
which, corrected for the dilution, becomes
AK = −0.0105± 0.0056 .
This effect is then very small and can be safely neglected.
4.7 Background evaluation
4.7.1 Non resonant background
As already stated, the main source of background is given by (prompt) Drell-
Yan pairs (pp → µ+µ−) and non-prompt heavy flavor semileptonic decays
(pp → bb¯ → µ+µ−X): this kind of background is evaluated by using the
even-numbered events in the sidebands, and then taking into account the
fact that half of the statistic has effectively been used.
The number of observed events passing the selection cuts in the sidebands
is 6 six for both STACO and MUID families. A simple linear interpolation
in the signal region would give an expected number of background events in
the signal region but the uncertainty on it that would derive from a fit is too
high.
Thus, for the Upper Limit calculation the number of observed events in
the sidebands together with the ratio τ between the width of the sidebands
region and the signal region will be used as input instead of the estimated
number of background events in the signal region.
4.7.2 Irreducible resonant background
In addition to non-resonant background, the irreducible background which
originates from neutral B meson two-body decays with charged hadrons in
final state (Bx → hh′) has been investigated.
The list of these decay modes with the relative branching ratios Br are
reported in table 4.4. Although the branching ratio are 2-3 order of mag-
nitude greater than the one expected for the signal channel, the probability
of mis-identify a final state hadron as muon either due to punch-through or
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Decay mode Br/10−6 Ref
Bs → K+K− (35±7) [69]
Bs → π+K− (5.0±1.0) [69]
Bs → π+π− (0.57±0.15(stat.)±0.10(syst.)) [71]
Bd → K+K− (0.23±0.10(stat.)±0.10(syst.)) [71]
Bd → K+π− (19.4±0.6) [69]
Bd → π+π− (5.13±0.24) [69]
Table 4.4: B → hh′ decays branching ratios.
Fake rate/10−3
Hadron Combined Segment-Tagged Combined or Segment-Tagged
K (3.94±0.16) (1.66±0.10) (5.60±0.19)
K+ (4.29±0.24) (2.14±0.17) (6.44±0.29)
K− (3.58±0.22) (1.16±0.12) (4.74±0.25)
π (1.93±0.11) (0.78±0.07) (2.71±0.13)
π+ (1.88±0.15) (0.89±0.10) (2.77±0.18)
π− (1.98±0.15) (0.67±0.09) (2.65±0.18)
Table 4.5: Muon fake rate for various hadron flavors in the various muon types,
Monte Carlo only.
decay in flight (muon fake rate) has been estimated to be ∼ 10−3. Since
these fake muons carry the most part of the initial hadron momentum, their
invariant mass may fall into the signal mass region. In the following the es-
timation of the yield coming from this background with respect to the signal
yield by using only STACO muons is described, as in the case of MUID the
final result would be the same within the uncertainties.
The muon fake rates from both Combined, Segment-Tagged and Com-
bined or Segment-Tagged cases estimated by Monte Carlo are reported in
table 4.5. The difference between K+ and K− fake rates derives from the
kaon charge asymmetry in the interactions with the detector described be-
fore.
The results for Combined fake rates have been compared to the ones
obtained by using data-driven techniques; this comparison is reported in
table 4.6 and in the case of kaons good agreement between data and Monte
Carlo is shown.
For each Bx → hh′ decay mode the yield has been evaluated, as for the
case of the signal, with a reference normalization approach.
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Hadron fake rate/10−3 (MC) fake rate/10−3 (DATA)
K (5.60±0.19) (8.7±1.3)
K+ (6.44±0.29)
K− (4.74±0.25)
π (2.71±0.13) (0.6±0.4)
π+ (2.77±0.18)
π− (2.65±0.18)
Table 4.6: Muon fake rate for various hadron flavors, Combined or Segment-
Tagged only.
In particular, an expression similar to the one on equation 4.3 can be used
for each of these modes, e.g.:
Br(Bx → hh′) = NBx
NB±
× ǫB±αB±
ǫBxαBx
× 1
ǫN
fu
fx
×Br(B± → J/ψK±)
×Br(J/ψ → µ+µ−) (4.23)
and by dividing equations 4.3 and 4.23 one obtains
Br(Bs → µ+µ−)
Br(Bx → hh′) =
NBs
NBx
ǫBxαBx
ǫBsαBs
fx
fs
(4.24)
where x = s, d and ǫBxαBx accounts also for the h (h
′) fake rate ǫfakeh(h′). By
assuming that the acceptance, trigger and reconstruction efficiencies are the
same for both Bs → µ+µ− and Bx → hh′ modes, equation 4.24 reduces to
Br(Bs → µ+µ−)
Br(Bx → hh′) =
NBs
NBx
ǫfakeh × ǫfakeh′
fx
fs
(4.25)
NBx =
1
SES
Br(Bx → hh′)× ǫfakeh × ǫfakeh′
fx
fs
(4.26)
For each decay mode, the ingredients entering in equation 4.26 are shown
in table 4.7. The total yield of peaking expected background with respect
to the Bs → µ+µ− has so been estimated to be 3.7× 10−3, with a statistical
uncertainties of ± 0.3× 10−3 evaluated by taking into account the errors on
the fake rates. The systematic uncertainties entering are
• errors on fake rates evaluated with Monte Carlo samples;
• errors on branching ratios.
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Decay mode Br/10−6 ǫfakeh × ǫfakeh′ /10−6 fxfs
Bs/B¯s → K+K− 35 30.5 0.113
Bs → π+K− 2.5 13.1 0.113
B¯s → K+π− 2.5 17.1 0.113
Bs/B¯s → π+π− 3.8 7.3 0.113
Bd/B¯d → K+K− 0.23 30.5 0.401
Bd → π+K− 9.7 13.1 0.401
B¯d → K+π− 9.7 17.1 0.401
Bd/B¯d → π+π− 5.13 7.3 0.401
Table 4.7: Ingredients and resonant background yield evaluation.
The first systematic uncertainty, evaluated as difference with respect to the
data driven fake rates reported in table 4.6, is equal to ±0.04 × 10−3 .
The second, instead, entails the uncertainty of ± 3 ×10−3 to the events yield.
These two combined together give a systematic uncertainties of ±3 ×10−3
and the final number of resonant background with respect to the Bs → µ+µ−
results N resback =
(
5.2± 0.3(stat.) ± 3.0(syst.)
)×10−3; thus, this background con-
tribution will be neglected in the Upper Limit extraction that will be threated
in the next chapter.

Chapter 5
The Upper Limit on the
Bs → µ+µ− branching ratio
In this chapter the Upper Limit extraction on the Bs → µ+ µ− branching
ratio will be presented. The achieved result will be compared to the latest
results from the other experiments to have a hint on where and how the limit
can improve with a larger statistics. The 2011 analysis, which is currently in
the final stage and makes use of ∼2.4 fb−1 of integrated luminosity, will be
briefly described.
5.1 Introduction
In the study of a rare decay particular care should be used in quoting the
result of the measurement, as generally the model for the signal is either
unknown or knows with high uncertainty. Once a model is assumed, the
problem of setting a limit on the number of the observed signal events falls
back into the general problem of giving a statement concerning the agreement
or the disagreement between the observed data and the predicted model.
When making inferences about some unknown parameters of a model,
for which a functional form is known, a statistical function of the dataset
(which takes into account the chosen model) is used to determine them within
a certain range. The estimation of the parameters comes together with a
Confidence Level (CL), i.e. the probability that by repeating the experiment
the outcome will fall in the same range; statistical procedures are used also
to evaluate whether data support or not a particular hypothesis, and also in
this case a CL is quoted.
The way in which these procedures are built is dictated by the approach
one wants two adopt; the two main approaches are the Frequentist and the
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Bayesian [69], although there are other methods, like the likelihood L, which
do not correspond to either of these two.
Indeed, the likelihood approach is one of the most used tool to make
inferences about a data sample. This technique is generalized into more
complex methods when evaluating at the same time more than one hypothesis
or to include the so-called “nuisance parameters”, i.e. all the quantities that
may intervene in the observation (e.g. detector resolution, reconstruction
efficiency,..) and need to be included in the estimation although do not give
more information concerning the model itself.
The outcome of an experiment does not always lead to a measurement,
especially in the rare processes cases where the probability to observe them
it’s very low. In these cases, rather than just saying that nothing was found,
a statement concerning the range of the excluded values for the signal is given
as it can help in confirming or refuting a certain theory.
The Upper Limit setting is complicated by the presence of uncertainties
on the signal and background models. The typical scenario is a counting ex-
periment where the number n of observed events, expected to be distributed
according to the Poisson law, should be compared to the expected events in
the background (b) or signal plus background (s + b) hypothesis. In order
to distinguish among the two cases a statistic test q is used and the two
hypothesis can be expressed, respectively, as f(q|b) and f(q|s+ b).
Depending on the observed data, the statistic provides a value, qobs, which is
used to determine the confidence intervals. The output of the statistic qobs
can be used to also evaluate the probability of an eventual disagreement with
the prediction to be due only to a statistical fluctuation through the p-value.
The latter is defined as
pb = P (q ≤ qobs|b) =
∫ qobs
−∞
f(q|b)dq (5.1)
in the b hypothesis and as
ps+b = P (q ≥ qobs|s+ b) =
∫ ∞
qobs
f(q|s+ b)dq (5.2)
in the case of signal plus background hypothesis. Note that the p−value
provides only a measurement of the disagreement with the expected model,
but does not account for a possible mistake in the model itself.
There are several methods to set Upper Limits, and usually on the same
sets of data they may provide different results; the most common approaches
to set Upper Limits are the following:
1. Feldman Cousin (FC) [83];
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2. Rolke [85];
3. CLs [86].
The first is a fully frequentistic method and it’s built in order to guarantee
the coverage 1; the ordering rule in building the confidence intervals is the
likelihood ratio:
Q =
L(x;µ)
L(x;µbest)
(5.3)
where x corresponds to the observed parameter, µ to the true parameter and
µbest to the value of µ that maximizes L.
The Feldman Cousin approach should be used in case of no (or negligi-
ble) uncertainties since it is not capable of treating uncertainties in nuisance
parameters; therefore, it is not used in this analysis to extract the Upper
Limit because we want to take into account the uncertainties in the SES and
in the background estimation.
Rolke method is based on a “profile likelihood” approach, where the profile
likelihood is a likelihood which accounts for the nuisance parameters θ, i.e.
L = L(x;µ, θ) and is evaluated at the value of the nuisance parameters θˆ
which maximize it for each µ. The confidence levels are built according to
the ratio of the profile likelihood:
λ(µ) =
L(x;µθˆ)
L(x;µbest, θbest)
(5.4)
where µbest and θbest are the values which maximize L. The resulting in-
tervals for the parameters of interest are not guaranteed to have the exact
coverage probability for all values of the nuisance parameters, but in cases
of practical interest the approximation is found to be very good. The signal
in this approach is assumed to be distributed according to the Poisson law,
while different assumptions can be made on the distribution of the nuisance
parameters.
The CLs method is defined starting from the p-value definitions and ex-
tended the so-called “CLs+b” method where the statistical test of the s + b
hypothesis is based on ps+b: the signal model is excluded at a confidence level
of 1-α = 95% if one finds:
ps+b < α. (5.5)
In the CLs procedure, instead, the signal is excluded if:
CLs =
ps+b
1− pb < α. (5.6)
1The coverage is a property of a method that speciﬁes how often the conﬁdence interval
contains the true value of interest.
120 The Upper Limit on the Bs → µ+µ− branching ratio
Upper Limits on the mean value of a Poisson or Gaussian distributed
measurement obtained by using CLs are the same as in the Bayesian Upper
Limits. This feature render the CLs a suitable tool to easily combine results
from different experiments.
In this analysis the Rolke method will be used to quote the Upper Limit,
while the CLs will be used to counter-check the obtained result.
5.2 Upper Limit extraction
5.2.1 The Rolke Upper Limit
The Rolke method has been implemented within the ROOT [67] framework,
and uses as inputs for the Upper Limit determination
• the inverse of the Single Event Sensitivity with its uncertainty;
• the number of observed events in the signal mass region;
• the number of background events in the sidebands;
• the ratio τ between the total mass width of the sidebands and the signal
mass window.
In particular, the inverse of the SES corresponds to the efficiency for the
signal; we set a gaussian model for the uncertainty on this quantity while for
the background we assumed a poissonian model. In particular, the last two
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Figure 5.1: Toy experiment results on Upper Limits estimated by using STACO
muon family @ 90% (a) and 95% (b) CL.
inputs serve to estimate the number of the events in the sidebands with the
relative uncertainties and fold them in the Upper Limit extraction.
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Figure 5.2: Toy experiment results on Upper Limits estimated by using MUID
muon family @ 90% (a) and 95% (b) CL.
Mean (90%CL) Median (90%CL)
STACO 7.24×10−7 6.57×10−7
MUID 7.14×10−7 6.48×10−7
Mean (95%CL) Median (95%CL)
STACO 8.75×10−7 7.91×10−7
MUID 8.63×10−7 7.80×10−7
Table 5.1: Mean and median expected Upper Limits obtained by using toy ex-
periments for both STACO and MUID muon families.
Before the un-blinding, 1000 toy experiments have been performed to
evaluate the Upper Limit expectations at 90% and 95% CL by using for the
SES the value reported in table 4.3, the number of background events in the
sidebands (6 in both STACO and MUID case) and the ratio τ = 0.54. All
these ingredients, but the number of observed event (obtained via Poisson
extraction) are the same used in determine the observed Upper Limit; the
outcome of these experiments, shown in figures 5.1 and 5.2, respectively for
STACO and MUID families, is reported in table 5.2.1.
The values in the table confirm that the Upper Limit extraction depends
on the sensitivity of the experiment: in particular, since the number of ob-
served background events in the sidebands (and the corresponding uncer-
tainties) is the same for both STACO and MUID (cfr. sec. 4.7), the slightly
smaller value of the SES in the MUID case (cfr. tab. 4.3) determines a better
value for the Upper Limit.
The Upper Limit depends also on the accuracy on the SES; besides the
systematic uncertainties coming from the product of the fragmentation func-
122 The Upper Limit on the Bs → µ+µ− branching ratio
tions ratio and of the B± → J/ψK± branching ratio, most of the uncertainty
on the SES are statistical, as we choose to re-weight Monte Carlo samples
according to data. Thus, although the expected Upper Limit results higher
than the one imposed by the other experiments, it will improve as the inte-
grated luminosity increases.
5.2.2 Final result
Once the analysis has been approved and the selection cuts freezed, the
latters have been applied on the un-blinded data sample for both MUID and
STACO families. In the signal region, corresponding to a mass window of
± 0.28 GeV around the Bs mass we observe, for both muon families, nine
events: the di-muon invariant mass in a range that includes the sidebands is
shown in figure 5.3.
Upper Limit at 90%CL Upper Limit at 95%CL
STACO 4.75× 10−7 6.00× 10−7
MUID 4.69× 10−7 5.91× 10−7
Table 5.2: Observed Upper Limits obtained for STACO and MUID families.
This result has so been used to compute the Upper Limit on the number of
observed signal events determined by using the Rolke procedure: the results
are reported in table 5.2. The CLs method, again implemented within the
Observed Limit Expected Upper Limit (Median)
STACO 7.01× 10−7 7.65× 10−7
MUID 7.01× 10−7 7.89× 10−7
Table 5.3: Observed and expected Upper Limits at 95% CL obtained by using
CLs method for STACO and MUID families.
ROOT framework, has been also used to counter-check these results. The
Upper Limit has been obtained by using the same input as in the Rolke case.
The input likelihood is built by assuming a poissonian PDF for both signal
plus background (s + b) and background only (b) hypothesis, and a scan of
the p-values by varying the expected branching ratio for the signal has been
used to compute the limit. The results, reported in table 5.3 are shown also
in figure 5.4. Although slightly less constraining with respect to the ones
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Figure 5.3: Di-muon Invariant mass after the data unblinding for STACO (a)
and MUID (b) muon families; the dotted points separarate the signal region from
the sidebands.
obtained with the Rolke method, the CLs Upper Limits have the advantage
to be directly compared to the one obtained with the other experiments.
5.3 Comparison with other experimental results
The result on the Upper Limit obtained in this analysis can be compared
to the latest results quoted by the other LHC experiments, LHCb [49] and
CMS [50], and to the one quoted by CDF [48] experiment at TEVATRON
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Figure 5.4: Upper Limits at 95% CL obtained by using the CLs method for
STACO (a) and MUID (b) muon families. The Upper Limit on the Standard
Model branching ratio is set when the observed CLs curve goes below a p−value
of 0.05.
that, in the mean time, provided also the branching ratio measurement
Br(Bs → µ+µ−) = 1.8+1.1−0.9 × 10−8 (although the latter has not been con-
firmed neither by LHC nor from the other TEVATRON experiment, D0).
All these results, reported in table 5.4 together with the integrated lumi-
nosity used to extract them, are obtained by using the CLs method. The best
Upper limit correspond to the combination of the LHCb an CMS results [51],
which is Br(Bs → µ+µ−) < 1.08 × 10−8 at 95% CL, and refutes the CDF
measurement of the branching ratio.
The main difference between the Upper Limit obtained in this analysis
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Experiment Integrated Luminosity (fb−1) Upper Limit at 95% CL
LHCb 0.337 1.5 × 10−8
CMS 1.14 1.9 × 10−8
CDF 7 4×10−8
Table 5.4: Upper Limits at 95% CL obtained on the Bs → µ+µ− branching ratios
by different experiments.
and the others just mentioned is the integrated luminosity used to extract
the result: in fact, the used statistic is ∼ 175 times higher in the case of
CDF, ∼25 in the case of CMS and ∼ 8.4 in the case of LHCb. Moreover,
even with the same integrated luminosity the comparison with LHCb would
be unfair since this experiment has been designed and optimized to study B
Physics.
Indeed, in order to provide a competitive limit, the ATLAS Collaboration
decided to optimize the analysis by using 2011 data rather then presenting
the result obtained with the baseline analysis.
Disregarding the final result, a qualitative comparison can be made on
the analysis strategies adopted by the other experiments.
As in this analysis, the “blind search” and the evaluation of the branch-
ing ratio by using a normalization sample, in order to cancel in the ratio
the systematic uncertainties, are used. In particular, both CMS and CDF
experiments use as reference channel B± → J/ψK± decay channel, while
thanks to its features LHCb can use in addition also the B0s → J/ψφ and the
B0 → K+π− decays.
The main difference between the analysis described in this thesis and the
CMS one is that, in the second case, the sample has been split in two parts
according to the mass resolution that varies as function of the pseudorapid-
ity; then the two results are used to build a likelihood with the SM branching
ratio as a common constraint. As in this analysis, CMS adopts a cut and
count approach and optimizes the selection cuts in order to obtain the best
Upper Limit; in this optimization the signal efficiency is evaluated by using
Monte Carlo and validated by using as control sample the B0s → J/ψφ de-
cay channel, while the non resonant background has been modeled by using
sidebands in data. From the paper is not clear if the same (full) sideband
sample has been used to both perform the cut optimization and background
interpolation thus possibly introducing a bias in the background determina-
tion (cfr. sec. 4.4.6). Although CMS reaches may achieve higher resolution
than ATLAS in resolving the di-muon invariant mass, we do expect to obtain
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a similar result on the Upper Limit by using a similar integrated luminosity.
LHCb analysis is quite more sophisticated: after the selection, in both
signal and normalization samples, to each event is given a probability to
be signal or background like; this probability is obtained by using a two-
dimensional likelihood built by using two independent variables: the invariant
mass and the response of a multivariate classifier, the Boosted Decision Tree
(BDT) from the TMVA [87] package.
Finally, the same approach of building a multi-dimensional likelihood in
bins of mass and classifier is used by CDF, this time the classifier used is a
Neural Network (NN).
These comparisons allowed to individuate two main improvements for the
ATLAS analysis strategy that have been adopted for the 2011: the use of
multivariate classifier to improve the signal/background separation, and the
use of a multi-dimensional likelihood built by using both classifier output and
mass resolution families spaces; more detail will be given in the next section.
5.4 The 2011 data analysis
The 2011 analysis makes use of ∼2.4 fb−1 of p−p collision data collected up to
July 2011; up to that period, in fact, the trigger used to select events for both
reference and signal channel have been kept un-prescaled. Many features of
the analysis strategy result unchanged with respect to 2010 baseline analysis
(cfr. sec. 4.1), but some improvements have been introduced.
Both the blind-analysis search and the normalization of the branching
ratio with respect to the B± → J/ψK± decay channel are adopted as in the
baseline analysis.
The fitting technique in the case of the reference channel has been im-
proved by including in the background model also the partially reconstructed
decays.
In order to discriminate signal (modeled with Monte Carlo) from back-
ground events (taken from half of the sidebands in data), a Boost Decision
Tree has been used as estimator and its output is cross-checked to the one
from the multi-dimensional cut scan; several variables are added to train
the BDT estimator, although when ranked by discriminating power the ones
used in this analysis are the best (cfr. sec. 4.4.3).
Among them, the Isolation variable, whose definition is based on the num-
ber of tracks coming from the same B candidate vertex, is the one that is
mainly affected by the increased pile-up due to the increasing of the lumi-
nosity in 2011; in order to cope with this, an optimized definition of the
isolation, based on a classifier that allows to discriminate tracks coming from
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the primary vertex, has been adopted.
The efficiency and acceptance are still evaluated by using Monte Carlo;
this time the re-weighting procedure according to data is used to evaluate
the systematic uncertainties on them as a good agreement between data
and Monte Carlo is observed; moreover, the increased integrated luminosity
allows to use also the B0s → J/ψφ as control sample to validate the Monte
Carlo.
All these improvements, together with the increased integrated luminos-
ity, allowed to obtain a single event sensitivity of ∼ 10−9.
Finally, in the Upper Limit extraction a multi-dimensional likelihood
functions in bins of mass and BDT output is used, and the Upper Limit
will be evaluated with the CLs method.
Most of the analysis is done and the unblinding is scheduled to happen in
few weeks from now; then we cannot show here any results even if a consistent
amount of time has been devoted to this analysis.

Conclusions
This thesis work has been focused on the study of the rare decay Bs → µ+µ−
with the ATLAS detector at LHC. This is a very rare decay for which the
Standard Model predict a branching ratio ofBr(Bs → µ+µ−)=(3.2±0.2)×10−9,
which can significantly be enhanced by New Physics processes contributions.
p − p collision data, collected at a center of mass energy of √s = 7 TeV
during 2010 and corresponding to an integrated luminosity of ∼ 40 pb−1,
have been used to quote an Upper Limit on the branching ratio.
The search for a rare decay is generally complicated because of different
reasons, the main being the lack of knowledge on the theoretical model, that
un-avoidably entails the measurement with a systematic uncertainty, and the
difficulty in detection itself. This means that the analysis strategy should be
particularly accurate, needs to take into account all the possible source of
systematic uncertainties and should avoid any possible bias.
This lead to choose a “blind analysis” strategy, meaning that the signal
region in data corresponding to an invariant mass of ± 300 MeV around the
Bs mass has been excluded from the data analysis. The signal is modeled then
relying on Monte Carlo samples but at cost of introducing some systematic
uncertainties in the measurement.
Studies in the determination of the Upper Limit have been performed
only after all the other uncertainties and systematic error evaluation were
finished.
In order to reduce these systematic uncertainties, the Bs → µ+µ− branch-
ing ratio has been evaluated as a ratio with respect the branching ratio of
another well measured B meson decay, featuring almost the same kinemat-
ics as the signal: the “reference” channel. In this case, as reference the
B± → J/ψK± decay channel was chosen in virtue of its relative abundance
in data, and branching ratio reads
Br(Bs → µ+µ−) = Nµµ
NB+
×LB+Lµµ ×
ǫB+αB+
ǫµµαµµ
×fu
fs
×Br(B± → J/ψK±) = SES×Nµµ.
The Single Event Sensitivity (SES) represents the sensitivity of the ex-
periment to the measurement being independent on the number of event (i.e.
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the integrated luminosity), containing all the elements to determine the BR.
The luminosity (L) factors in the ratio cancel out since the luminosity
used for both channel is the same, taking also into account the trigger se-
lection efficiencies. Thus, the branching ratio elements that needed to be
evaluated are
1. the number of expected signal events Nµµ;
2. the number of reference channel candidates in data, found to be
NB+ ∼ 2800 candidates by using a maximum likelihood fitting tech-
nique;
3. the ratio ǫB+αB+/ǫµµαµµ, that accounts for the B
+ and Bs relative
efficiencies (ǫ) and acceptances (α), estimated from Monte Carlo;
4. the ratio of the fragmentation function fu/fs ;
5. the B± → J/ψK± branching ratio.
For the last two elements in the list, the values used are quoted, respec-
tively, by the LHCb [70] and Particle Data Group [69]. These quantities,
together with the uncertainties on the number of signal events, constitute
the main sources of systematic uncertainties on the SES as the most of the
remaining, coming out from the non correct modeling of the B meson kine-
matics in data or of the detector response, were converted into statistical
uncertainties by re-tuning both Bs and B
+ Monte Carlo samples according
to data.
The signal selection, based on a “cut and count” approach on the vari-
ables that showed the best discrimination power, was optimized in order to
achieve the best Upper Limit. The estimator used in the optimization was
the Punzi’s [84] Figure of Merit, which has the advantage to be independent
on the (still unmeasured) signal cross section.
In this optimization the re-tuned Monte Carlo was used as reference for
the signal, while the main sources of background, coming from combinato-
rial Drell-Yan processes, were modeled according to data distribution in the
sidebands of the signal region. Indeed, following the prescription to avoid
possible bias, the sample was split in two parts: one was used to optimize
the cuts, while the other was used to estimate the number of background
events in the signal region.
The elements so evaluated were used as input for the Upper Limit ex-
traction by using the Rolke method, which resulted
Br(Bs → µ+µ−) < 5.91× 10−7@95%CL.
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The CLs method, commonly used by LHC experiments, provided, instead,
an Upper Limit of
Br(Bs → µ+µ−) < 7.01× 10−7@95%CL.
Although not competitive with the latest experimental results, these limits
are valuable since obtained by using a low integrated luminosity and a rather
simple approach.
In fact, it has been used as baseline and cross check also for 2011 data
analysis, which is still on going and in which have been introduced some
improvements, consisting mainly in the use of a multivariate estimator to
optimize the signal/background separation and in the limit procedure ex-
traction. These improvements, together with the much higher integrated
luminosity ( ∼ 2.4 fb−1), will improve the limit, making the ATLAS result
very competitive and determinant in approaching Standard Model prediction
for the branching ratio.
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