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Abstract 
This dissertation was written as a part of the MSc in Energy and Finance at the International 
Hellenic University. The purpose of this paper is to examine the extent of which the financial 
and energy markets affect the performance of shipping industry. An empirical research is 
conducted by regressing the returns of the shipping industry’s variables (Dow Jones Global 
Shipping Index, and the Baltic Dry Index) on the returns of financial market’s variables 
(Morgan Stanley Capital International index, CBOE Volatility Index, US dollar index, and 
Goldman Shacks Commodity Index), and the returns of energy market’s variables (Dow Jones 
Commodity Brent Crude, Natural Gas at Henry Hub, Dow Jones Energy, and Crude Oil 
Volatility Index). The data will be weekly and refer to a seven-year period from July 2013 up 
to July 2019. Firstly, tests for stationarity will take place. Then, for each variable referring to 
the shipping industry, the effects of financial and energy markets will be examined separately 
and then jointly. Six vector autoregressive models will be employed to explore the impulse 
response function, the Granger causality, and the variance decomposition for each of the four 
variables. Hence, six models will be employed. All variables will be endogenous. Then 
GARCH models will be employed to capture the volatility. Lastly, the same procedure will be 
employed in order to test the causality in sense of Granger between the volatilities of the 
variables. 
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comments to write this dissertation. First of all, I would like to thank my supervisor Prof. 
Dimitris Psychoyios for his comments. Then I would like to thank the academic mentor Prof. 
T. Dergiades, as well as the Prof. P. Pouliasis and Prof. T. Panagiotidis for their proposals in 
order to conclude in the topic and the employed methodology. Furthermore, I would like to 
thank my classmate, Mr. V. Trilivas as he inspired me to combine energy and shipping. 
Moreover, I would like to thank Mr. I. Konstas for his administrative support. Lastly, I would 
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1. Introduction 
Shipping is one of the most important industries for the global economy. Having grown 
significantly the recent years, consists the most crucial industry for the global trade. The global 
seaborne trade was estimated at 10.7 billion tons in 2017 and is forecasted to rise at a compound 
annual growth rate of 3,8% until 2023 (UNCTAD, 2018). Moreover, 75% of EU goods were 
transported by sea in 2013  with a value of EUR 1.733,7 billion and in 2015, 3.838 million tons 
of goods were handled in ports while 2.224.608 vessels visited the EU main ports (EEA, 2017).  
Notable features of the shipping industry are the derived nature of the demand for shipping 
services, the non-storable nature of the underlying asset, the excess volatility and clustering, 
the cyclicality and seasonality associated with freight rates, the sensitivity to international 
supply and demand forces and regulations, the fragmented structure of shipping business, as 
well as the capital intensity (Kavussanos, Alexandridis, Kim, Tsouknidis, & Visvikis, 2018).  
Shipping industry comprises several separate but highly connected markets. More specifically, 
there are four markets including the new ships, the freight markets, the second-hand ships and 
the scarp market. In the newbuilding market, new ships are ordered. In the freight market, ships 
are chartered, while in the sale and purchase market the second-hand ships are traded. Lastly, 
in the demolition market, ships are sold for scrap (Stopford, 2003). In 2018, Germany remained 
the largest container ship owning country, while owners from Canada, China and Greece 
expanded their containership-owning market shares, in China, Japan and the Republic of Korea, 
took place more than 90% of shipbuilding activity while 79% of ship demolitions occurred in 
South Asia (UNCTAD, 2018). Japan, Greece, Germany, China and Norway control over 50% 
of the world's merchant fleet (Baltic Exchange, n.d.).  
As mentioned before, these markets are highly correlated as the same shipowners operate in all 
four markets. Maritime transport services are divided into industrial carriers, (large industrial 
companies with privately-owned fleets like oil companies) and independent shipowners, who 
provide ships for the transportation of cargo through the freight market system (Stopford, 2003). 
In the following lines, there is a brief description of these markets.  
The newbuilding market is consisted of the shipowners and the shipbuilders. The main element 
of this market is that the ships are not existed, but they have to be built. Consequently, the ships’ 
specifications must be determined, the process regarding the contracts is more complex, and 
the ships will be available at least 2 years after the contract date (Stopford, 2003). 
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In the freight market, the participants are the shipowners, the brokers, and the charterers. At 
this market, the sea transport is actually bought and sold.  The main types of transactions are 
the freight contracts or voyage charters in which the shipper buys transport from the shipowner 
at a fixed price per ton of cargo, and the time charters under which the ship is hired by the day 
(Stopford, 2003). There is also the trip-charter contract under which the charterer agrees to hire 
the ship for the duration of a specified trip, has the responsibility for the vessel during the trip 
and pays the freight on a dollar-per-day basis. Lastly, there is the bareboat charter under which 
the charterer manages commercially and operationally the ship on a daily basis and pays all the 
costs, (voyage, operation and cargo handling), except the capital costs, which remain the 
owner’s responsibility (Alizadeh & Nomikos, Shipping derivatives and risk management, 
2009). 
In the sale and purchase market, trading takes place among the shipowners. In terms of industry, 
the second-hand ships just change hands without affecting the total sum of cash flows in the 
industry, consisting a zero-sum game (Stopford, 2003).  The majority of transactions is held by 
shipbrokers.  
Lastly, in the demolition market, ships are sold to scrap yards, and is consisted of the 
shipowners, the demolition dealers and the scrap yards. This market creates an additional cash 
inflow for the maritime industry particularly during periods of recession (Stopford, 2003).   
The shipping industry can be segmented according to the transported commodity, the size of 
cargo, the route, and the loading and discharging port infrastructure. The most common types 
of ships belong to the tanker sector, the dry bulk sector and the container sector (Alizadeh & 
Nomikos, 2009). Tankers are vessels that carry mainly energy commodities such as crude oil, 
oil products, liquefied petroleum gas (LPG), liquefied natural gas (LNG), and chemicals 
(Branch & Robarts, 2014). In the dry bulk vessels, the four main commodities that are carried 
are steel, iron, coal and grain (Branch & Robarts, 2014). Dry bulk carriers compose almost 40% 
of sea transport while tankers and container ships constitute the 38% and 22% respectively 
(IMO, 2018). Regarding the energy commodities, the main interest is focused on tankers and 
dry bulk vessels.  
The shipping industry is highly capital-intensive, and cyclical, where the cycles demonstrate an 
imbalance between supply and demand for ships (Alizadeh & Nomikos, 2009). Shipping cycle 
explains how shipping companies and changes on freight rates respond to supply and demand. 
A cycle in the shipping markets is defined as a process of four stages: a trough, a recovery, a 
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peak, and a collapse. Shipping companies take their decisions considering the shipping cycle 
as an element of business risk (Stopford, 2003). They used to last average eight years but 
recently have become shorter. In the long-term, the trend is driven by technology while the 
transition from one technology to another can last even 20 years (Stopford, 2003).  
Shipping industry has to face some challenges and take advantage of the opportunities. Despite 
the positive prospects for seaborne trade, there are some factors of uncertainty that grow 
concerns. Uncertainty arises from wide-range geopolitical, economic, and trade policy risks, as 
well as some structural shifts, with negative impact on maritime trade.  Nowadays, these factors 
reflect the rise of trade protectionism as well as the concerns about trade tensions between China 
and the United States of America, the structural changes in emerging economies such as China, 
the shifts in global value chain development patterns, the geopolitical and trade policy risks and 
the changes in the global energy mix (UNCTAD, 2018). In this dissertation, the interest is 
focused on the energy factors. 
Shipping is affected by energy sector in two ways. The first way has to do with the energy 
commodities which are carried by ships that supply the energy producers. Energy dominates 
bulk shipping as 45% of seaborne trade, comprises crude oil, oil products, liquefied gas and 
thermal coal for use in generating electricity (Stopford, 2003). Dry cargo and oil, gas and 
petroleum products represent approximately two thirds and one third respectively of global ship 
cargo (EEA, 2017). In 2017, crude oil shipments increased by 2,4%, dry bulk cargo went up by 
4% while, refined petroleum products and gas rose by 3,9% (UNCTAD, 2018). Crude oil is 
moved from the Middle East, the North Sea, West Africa and South America to refineries in 
Asia, Europe and USA (Baltic Exchange, n.d.). In 2015, in Europe, liquid bulk goods, including 
liquefied gas, crude oil, and oil products, dominate inwards goods movements amounting over 
900.000 tons (EEA, 2017). Simultaneously oil shipping accounts for nearly one third of global 
maritime trade. However, the prediction for 2050 is to reduce due to the energy transition and 
changes in the energy mix which will increase the use of renewables in the EU (EEA, 2017).  
The second way has to do with the fuels which affect the operational cost of shipping industry. 
Transportation costs in the tanker market can be segmented to capital costs, running costs and 
voyage costs. Voyage costs depend on the voyage distance and the selected route and include 
fuel costs, tugging, and port and canal costs. Bunker fuel is a significant expense, and its price 
is derived from the crude oil price (Lyridis & Zacharioudakis, 2012). 
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Moreover, the environmental impact of shipping industry is highly correlated with the energy 
sector. Nowadays, efforts to restrain the carbon footprint and improve the environmental 
performance of shipping industry take place. In April 2018 adopted a strategy on the decrease 
of greenhouse gas emissions from ships, according to which the total annual GHG emissions 
would be deteriorated by at least 50% by 2050, compared to 2008 (UNCTAD, 2018). In this 
direction, LNG is increasingly used as a marine fuel for shipping propulsion. By LNG, NOx 
emissions are reduced by 80-85 %, sulphur content is very low, and CO2 emissions are 
deteriorated by 20-30 %. These reductions require expensive investment in technologies and 
the payback period is estimated between 2 and 4 years (EEA, 2017).  
Lastly, the political factor affects the shipping industry as well, e.g., the closure of the Suez 
Canal in the 1950s and 1960s and the instability at straits of Hormuz at summer 2019. As a 
result, the political aspect of the shipping market cannot be ignored. 
Having present briefly the main characteristics of shipping industry and the relationship 
between shipping and energy sector, this introduction comes to end. In the next chapter, the 
literature review will take place. The correlations among the variables will be explored. In the 
third chapter statistical analysis as well as econometric tests will run in order to check if the 
variables are stationary. In the fourth chapter, the methodology that has already been used in 
the literature review and is going to be employed in this research, is discussed. The 
methodology is referred to vector Autoregressive (VAR) and GARCH models. The fifth chapter 
consists the empirical research. The first variable from shipping industry which is used, is the 
Dow Jones Global Shipping Index (DJGSI). Firstly, the causality in sense of Granger between 
the variable and energy market’s variables is examined pairwise. Then a VAR model is 
employed in order to examine the jointly granger causality, impulse response function, and 
variance decomposition. Furthermore, the diagnostic tests take place. Moreover, a GARCH 
model is employed in order to capture the volatility. Lastly, the same procedure take place for 
volatility series. The similar process is employed for the Dry Baltic Index (DBI). In these 
markets what happens tomorrow depends on what people do today, and this will be examined 
in this dissertation. The results will be presented in the last chapter.  
2. Literature review 
At the decade of 1960, the oil shipping industry was dominated by the so-called “seven sisters”, 
the oil companies Exxon, BP, Shell, Mobil, Chevron, Texaco and Golf Oil. However, in the 
next decade, the deterioration in the taker demand led the oil companies to decrease their 
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exposure to the shipping business (Glen & Brendan, 2002). This decrease continued until the 
begin of 1990s. Crucial factor, was the environmental accident, in 1989, by Exxon Valdez and 
the strictly government reactions and the Oil Pollution Act of 1990 (Glen & Brendan, 2002). 
During the five-year period, from 2003 to 2008, the upward trend in demand for the volume of 
trade, the rapid growth of China and India and the competitive orders for new ships caused a 
boom. However, these factors led to optimism about the market which caused an oversupply of 
fleet. In addition to the economic stagnation in the rising countries, the shipping industry 
undergone a recession. 
The oil shipping sector, since the 1990s, has become more fragmented and can be characterized 
as almost perfect competitive market as there is a large number of shipping companies and 
investors. The freight rates have become highly volatile and not fully predictable, and neither 
the oil companies nor individual shipping companies have the potential to influence these rates, 
as oil shipping has become an external business (Glen & Brendan, 2002) as each firm is small 
compared with the total market share of demand and supply. Consequently, the firms act as 
price takers and cannot affect the prices. Moreover, the tanker service is almost homogenous 
which boost the statement of perfect competition. So, there is not any price differentiation, but 
a price as equilibrium of supply and demand (McConville, 1999). Furthermore, the entry and 
exit for new businesses is easy, and during the mid-2000s, there was a significant boom, due to 
the outperformance of the global economy (Kalgora & Christian, 2016). 
Demand for sea transportation is determined by several factors, such as world economic 
conditions, international seaborne trade, seasonality, distance to transport goods (Alizadeh & 
Nomikos, 2011), the average achieved profits, the geopolitical events and the transport costs 
(Jugovic, Komadina, & Hadzic, 2015). Supply in the shipping sector is determined by the world 
fleet, the fleet productivity, the newbuilding, the shipbreaking and the freights (Jugovic, 
Komadina, & Hadzic, 2015). In the maritime industry, demand precedes supply as shipping 
fleets are adjusted to trade fluctuations. If excessive demand occurs, freight rates will increase 
(Scarsi, 2007). If fleet capacity is oversupplied, freight rates will deteriorate.  This can lead to 
downward trends in the shipping industry. As a result, shipping cycle acts like a combination 
of the inelastic supply and fluctuations in the shipping demand which balances the supply and 
demand in the maritime industry (Kalouptsidi, 2014).  
The demand for tanker services is a derived demand, as it comes from the international trade in 
oil and oil products, which in turn depends on the world economic activity and trade of energy 
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commodities (Stopford, 2003). Demand for tanker transportation is affected by the growth of 
the world economy, oil shocks, war – hostile acts near oil production facilities, oil reserves, oil 
price, climate conditions, political decisions (e.g. OPEC policy) and new reserves (Lyridis, 
Manos, Zacharioudakis, Pappas, & Mavris, 2017). In this sense, oil price's volatility is expected 
to be reflected to some extent into tanker freight rates. Stakeholders  in the oil and shipping 
markets, such as oil producers, traders, refineries, distributors as well as tanker owners and 
banks are interested in forecasting tanker freight volatility (Gavriilidis, Kambouroudis, Tsakou, 
& Tsouknidis, 2018).  
The shipping market has undergone a fundamental transformation over the last decade. 
Shipping stocks are considered as a conventional investment opportunity, instead of a niche 
sector for just a few specialized investors (Grammenos & Papapostolou, 2012). Shipping 
market has become a market where freight rate can be traded like any other financial asset or 
commodity, while it used to be a service market, where freight rate was simply viewed as the 
cost of transporting raw materials by sea (Nomikos, Kyriakou, Papapostolou, & Pouliasis, 
2013). Investors are interested in returns from shipping company stocks as they are measures 
of profitability, whereas volatility reflects investment’s risk. These two measures determine 
their decisions to enter to a market, to accept a project, and to formulate hedging strategies.   
Shipping is often used as an economic indicator (Killian, 2009). Dow Jones Global Shipping 
Index (DJGSH) is an index which measures the stock performance of high dividend-paying 
companies in the global shipping industry. DJGSH is defined as all equity securities in the S&P 
Dow Jones that are involved in the shipping industry globally, and transport goods and 
materials, excluding companies which operate in shipping passengers. Stocks also must pass 
liquidity screens to be considered for the index. The 25 stocks which are ranked highest by 
indicated annual yield are selected for the index. The Dow Jones Global Shipping Index was 
firstly calculated on May 2011.  
Baltic Dry Index (BDI), is a leading indicator of the global economy as well as a market 
barometer for the dry shipping freights and is calculated as the weighted average of the Baltic 
Exchange’s indexes for the shipping costs of the four largest dry-vessel classes. These indexes 
are the Baltic Capesize Index (BCI), the Baltic Panamax Index (BPI), the Baltic Supramax 
Index (BSI) and the Baltic Handymax Index (BHMI) (Baltic Exchange, n.d.). BDI's 
significance in the global economy is highlighted by the fact that it is daily quoted, together 
with the three strategic commodities: crude oil, copper, and gold prices (Geman & Smith, 2012), 
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and that it is included in the calculation of a number of economic series, such as the Goldman 
Sachs Global Leading Indicator (GLI) (Kalouptsidi, 2014). The major components that affect 
the BDI are commodities' demand, ship supply, seasonality, bunker oil prices, port congestion 
and canal capacity, and geopolitics. BDI's components are spread over vessels from different 
sizes, so investors follow the aggregate index rather than individual shipping indices (Lin, 
Chang, & Hsiao, 2019).  
BDI considers only price and not volume and attention should be paid on the shipping industry 
at the aggregate level (Papapostolou, Pouliasis, Nomikos, & Kyriakou, 2015). Referring 
exclusively to BDI is not sufficient, as shipping is not only about the dry bulk market. Other 
shipping markets and commodities, like crude oil, which is transported by tanker vessels, are 
equally important (Papapostolou, Pouliasis, Nomikos, & Kyriakou, 2016).  
Returns in shipping industry are driven by financial market risks, currency risk, industrial 
production, and changes in the oil prices (Drobetz, Schilling, & Tegtmeier, 2010). 
Few studies have investigated the relationship between international shipping index rates and 
the stock markets. As shipping freight rates reflect information about economic activity and 
stock returns, shipping market movements can explain returns and volatility of stock indices. 
Freight rates found to affect stock market because freight revenue form the stock prices of 
shipping companies (Grammenos & Arkoulis, 2002). Returns of shipping freight rates can be 
used as a predictor of stock-market returns in the sense that stock returns tend to be higher after 
upward movements in shipping rates and lower after deteriorations in shipping-rates (Alizadeh 
& Muradoglu, 2014). 
As for currency, US$ depreciation seems to benefit shipping returns (Grammenos & Arkoulis, 
2002). On the other hand, a more recent study showed that a high proportion of shipping firms 
benefit from US$ appreciation (El-Masry, Olugbode, & Pointon, 2010).  Due to the 
international nature of shipping industry, most major revenue streams are in US$, while a 
number of capital expenditures in practice are payable in different currency (Kavussanos, 
Alexandridis, Kim, Tsouknidis, & Visvikis, 2018).  
Regarding commodities, shipping prices are affected by the global demand for raw materials. 
A negative relation between shipping industry and industrial production was reported 
(Kavussanos & Marcoulis, 2000). BDI reflects the global shipping price for commodities 
including coal, iron ore, grain, and other raw materials. Bakshi et all, described the importance 
of the BDI growth rate as a predictor that derives from the fact that BDI's growth rate has a 
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positive and statistically significant relation to global stock returns, commodity returns, and 
industrial production growth. Movements in the BDI growth rate, capture variation across the 
real and financial sector. BDI’s fluctuations can be used to forecast variations in global stock 
returns as well as commodity indices’ returns. Coefficients in forecasting regressions of stock 
returns as well as commodity returns on the return of the BDI were highly positive related. 
Concerning commodity assets, BDI has strong predictability but in terms of stock market assets 
the predictability is low (Bakshi, Panayotov, & Skoulakis, 2011). Apergis and Payne 
demonstrated that the association between the BDI and stock markets is indirect, since the BDI 
reflects changes in economic activity which, affects the international financial markets. They 
showed that when the BDI goes up, the increase demonstrates a stronger demand for 
commodities, as producers purchase more materials to accommodate the increased production. 
In contrast, a downward trend in the BDI implies that producers face decreased consumer 
demand, with firms reducing production as a result. BDI can be characterized as an indicator 
that captures the variations across financial asset markets and the macroeconomy. Due to the 
close relationship between the cost of shipping raw materials and the production of intermediate 
and final, economic activity follows movements in the BDI. This relationship of BDI and real 
economy impacts financial asset markets as well (Apergis & Payne, 2013). It is also found that 
changes in commodities prices, especially in those which are heavily used in industrial 
production and are shipped via dry bulk vessels, are likely to provide timely information about 
future economic conditions, which are related to stock returns (Graham, Peltomäki , & Piljak, 
2016). 
As far as changes in oil price are concerned, a relation has been found. Bulk cargo shipping 
price variation has been related to the price variation in the Organization of Petroleum Export 
Countries (OPEC) countries (Lundgren, 1996). A positive relationship between US shipping 
stock returns and oil prices, was reported (Kavussanos & Marcoulis, 2000). Changes in oil 
prices found to affect negatively shipping stocks (Grammenos & Arkoulis, 2002). Alizadeh and 
Nomikos, revealed a long-run relationship between freight rates and oil prices in the US. 
However, they did not find relation between freight rates and neither physical crude nor WTI 
future price differentials (Alizadeh & Nomikos, 2004). Furthermore, freight rates are highly 
sensitive to oil prices' fluctuation (Hummels, 2007). As for tanker sector, tanker sentiment 
appears to be the strongest predictor due to oil's significance on the economies and stock 
markets (Driesprong, Jacobsen, & Maat, 2008). As tankers transport oil from producer areas to 
consumer markets, demand for tanker services is a derivative of the demand for oil and spot 
16 
 
tanker prices are strongly influenced by the crude oil market  There is a positive relation; when 
demand is high, an increase in the oil price causes tanker freight rates to rise. Expectations for 
high prices put upward pressure on spot tanker rates. In contrast, higher inventories put 
downward pressure on spot tanker rates (Poulakidas & Joutz, 2009). Oil is an operational cost 
for the shipping industry as it is the main input in the production of shipping services. In the 
container sector, the dependence is significant, and the impact is positive (Drobetz, Schilling, 
& Tegtmeier, 2010).  
Chung and Kim (2011) using a vector autoregressive (VAR) and a vector error-correction 
(VEC) models researched the effects of fluctuations in oil price on dry bulk freight rates and 
investigated interdependency among dry bulk freight rates and concluded that the impact of 
changes in crude oil price on the shipping freight indices differ among indices (Chung & Kim, 
2011). Oil prices seem to cause freight rates in sense of Granger (Yongli & Yifei, 2012). Tanker 
freight rates are affected by crude oil supply shocks significantly in contrast with the impact of 
crude oil demand shocks. Furthermore, the responses of the tanker market to crude oil both non-
supply and supply shocks are positive (Shi, Yang, & Li, 2013). The direct effect of an oil price 
shock can be considered as an input-cost effect, which leads to higher energy and transportation 
costs (Chang, McAleer , & Tansuchat, 2013). 
Crude oil price and tanker freight rate are related in two ways: on one hand, tankers are mainly 
used for crude oil's transportation. On another hand, the fluctuation of tanker freight rate is 
affected by the price of crude of oil in terms of fuel cost (Zheng & Lan, 2016). More recent 
studies revealed that tanker sentiment could be predicted by changes in oil prices outperformed 
(Papapostolou, Pouliasis, Nomikos, & Kyriakou, 2016). The degree of cross-correlation 
between WTI and BDI is higher in the short-term than in the long term. A fall in the oil price 
causes deteriorate in freight rates (Chen, Miao, Tian , Ding, & Li, 2017). Another way in which 
crude oil price shocks may impact on tanker freight rates is through changing the level of 
transportation costs which are highly correlated with the crude oil price. An unexpected increase 
in crude oil price inevitably increases costs and deteriorates profitability - ceteris paribus - of 
the shipowners (Gavriilidis, Kambouroudis, Tsakou, & Tsouknidis, 2018). 
Moreover, shipping sector’s returns are determined by its lagged prices. Univariate and 
multivariate time series models that captured the dynamics of freight rates and their volatilities 
showed that shipping freight rates depend on past values (Kavussanos & Alizadeh, 2002; 
Kavussanos, 2003).  
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Lastly, volatility is important in shipping industry as the industry is too volatile. The Baltic 
capsize index (BCI), which measures the volatility in shipping markets, has been found 
significantly higher (≈79%) than the average volatility in commodity markets (≈50%) and 
equity markets ( S&P500 ≈ 20%) (Drobetz, Richter, & Wambach, 2012). The high volatility of 
the prices of tanker shipping freight rates and crude oil reflect the variety of risks to whom 
crude oil and tanker shipping sector face. Volatility is high during and just after periods of large 
external shocks to the industry, such as the, the 1973–1974 and 1980–1981 oil crises, and the 
1990 invasion of Kuwait by Iraq (Kavussanos, 1996). More recently, volatility spillovers across 
shipping freight markets has become more intense during and after the global financial crisis in 
2008 (Tsouknidis, 2016). 
VIX is also an important indicator of global stock market uncertainty, and acts as a driving 
force for crude oil volatility index (OVX) (Liu, Ji, & Fan, 2013), and measures market 
expectations of the short-term volatility implied by stock index option prices (Qadan & Nama, 
2017). Employing VIX is vital in order to control for the effect of global equity market 
uncertainty, since uncertainty could flow from the VIX to both crude oil and energy sector 
equity market volatility series (Dutta, 2018).  
Significant bidirectional volatility spillover has been found between oil and sector stock returns 
in the United States (Arouri, Jouini, & Nguyen, 2011). Using volatility impulse response 
functions, low S&P 500 returns seem to cause substantial increases in the volatility of the 
energy index but not any substantial effects on the volatility of the S&P 500 (Olson, Vivian, & 
Wohar, 2014). As oil price consists one of the major indicators for global economy, fluctuations 
in its volatility can have substantial impacts on the stock markets (Noor & Dutta, 2017).  
3. Data description 
Weekly data covered a seven-year period from 1st July 2013 to 31st July 2019 were gathered 
from www.investing.com for variables. The main reasons regarding the selection of the above-
mentioned period are the followings. Firstly, Dow Jones Shipping Index (SI) started to be 
calculated in 2011. Secondly, the way in which BDI is calculated, changed in 2011, hence all 
observations are calculated in the same way. Lastly, the CO2 emission permits, started to be 
traded free, at the third implementation phase of EU-ETS, which started in 2013. 
3.1.1 Statistical analysis of data at their levels 
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Table 1 indicates the descriptive statistics measures (mean and standard deviation), the 
measures of asymmetry (skewness and kurtosis) as well as, the Jarque-Berra.  
Dow Jones Global Shipping Index (DJGSI) measures the stock performance of the 25-high 
dividend-paying companies in the S&P Dow Jones. During the examined period, there is a 
sharp downward trend as figure 1 indicates. This deterioration can be segmented to two parts. 
The first one, lasts from September 2014, when the price was $960, to early 2016 when the 
price plunged to $434 losing more than 50% of its value. The second period started in 2016 and 
lasts until nowadays. During this period, the price has fluctuated between $563 and $359. The 
lowest prices are written down, in July 2019, reflecting the instability at straits of Hormuz. The 
mean is $617 while the standard deviation is about $191. Skewness, which measures the 
asymmetry of the probability distribution of a variable about its mean, presents positive value 
at the space [0,5,1] (0,53) indicating that price is moderately skewed (Bulner, 1979). The 
kurtosis is less than 3 and the distribution can be characterized as platykurtic (Westfall, 2014). 
The null hypothesis referring to normality of residuals can be rejected as the p-value is less than 
the significance level of 5%. 
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Figure 1: DJGSI index 
Baltic Dry Index (BDI) is a shipping index referring only to the dry bulk market. It is the 
weighted average of the Baltic Exchange’s indexes and reflects factors that affect shipping 
companies’ profitability like bunker oil prices, and geopolitics. During the examined period, 
there are two trends as figure 2 depicts. There is a downward trend from September 2014 to 
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early 2016, a period which coincides with the sharp deterioration in DJGSI. During this period, 
the index peaked at 2330 and bottomed to 300 units, losing about 87% of its value. However, 
in the second period there is an upward trend. BDI is fluctuated intensively and that is reflected 
to standard deviation price which is 404 units while the mean is 1055 units. Skewness is 0,56 
indicating that price is moderately skewed. The kurtosis is above 3 and the distribution can be 
characterized as leptokurtic. The null hypothesis of residuals’ normality can be rejected as the 
p-value is less than the significance level of 5%. 
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Figure 2: BDI index 
Brent crude oil is the price of oil which is element of operational cost in shipping industry. 
Literature review showed that oil price affects shipping industry. Brent crude oil was selected 
instead of West Texas Intermediate (WTI), as it is the global benchmark. Figure 3 shows that 
there are three trends. There is a sharp reduction from June 2014 to early 2016, due to increase 
in total supply, the changes in OPEC policy, geopolitical concerns and US dollar appreciation 
(World Bank, 2015). During this period, the price dropped from 113€ per barrel to 30€. Then, 
the price seems to recover until September 2018 when price reached a plateau at 83€. Then, a 
second decrease took place until nowadays, and the price fluctuates between 52€ and 74€. 
During the last weeks, there is a reduction in the oil price, reflecting the political conflict 
between Iran and USA. The mean is 68,5€ while the standard deviation is about 22,7€. 
Skewness is 0,74 indicating that price is moderately skewed. The kurtosis is less than 3 and the 
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distribution can be characterized as platykurtic. The null hypothesis of residuals’ normality can 
be rejected as the p-value is less than the significance level of 5%. 
Natural gas is another energy commodity which is transported by tankers. Moreover, the natural 
gas is also used as fuel, so its price can be considered as operational cost too. The prices are 
those from Henry Hub, the biggest market for natural gas. They seem to follow the Brent Crude 
Oil’s pattern as it is depicted at figure 4. The mean is $3,1 while the standard deviation is about 
$0,72. Skewness is 0,83 indicating that price is moderately skewed. The kurtosis is more than 
3 and the distribution can be characterized as leptokurtic. The null hypothesis of residuals’ 
normality can be rejected as the p-value is less than the significance level of 5%. 
The S&P 500 Energy Index involves the companies which are included in the S&P 500 and are 
classified as members of the GICS energy sector. As it is expected, this index follows the pattern 
of Brent crude oil and this is verified at figure 4. From the second semester of 2014 until 2016 
the index dropped. Then increased until September 2018, and the last weeks, the index has been 
deteriorated. The mean is $541, and the standard deviation is $73. Skewness is 0,67 indicating 
that price is moderately skewed, and the kurtosis is less than 3 characterizing the distribution 
as platykurtic. The null hypothesis of residuals’ normality can be rejected as the p-value is less 
than the significance level of 5%. 
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Figure 3: Brent Crude Oil and natural gas 
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Figure 4: S&P 500 energy index 
Morgan Stanley Capital International (MSCI) index is used as an indicator of financial markets. 
It is selected as it is the global benchmark as it covers 60% of global market capitalization 
(Grammenos & Arkoulis, 2002). During the examined period, there is clearly an upward trend 
(figure 6). The mean is $1830, and the standard deviation is $203,6. Skewness is in the space 
[-0,5,0,5] (0,4) indicating that price is approximately skewed, and the kurtosis is less than 3 
characterizing the distribution as platykurtic. The null hypothesis of residuals’ normality can be 
rejected as the p-value is less than the significance level of 5%. 
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Figure 5: MSCI index 
US Dollar index (USD) is a measure of the value of the U.S. dollar relative to the value of a 
basket of currencies of the majority of the U.S.'s most significant trading partner, including the 
euro (57.6%), Japanese yen (13.6%), Canadian dollar (9.1%), British pound (11.9%), Swedish 
krona (4.2%) and Swiss franc (3.6%). An index value of 120 suggests that the U.S. dollar has 
appreciated 20 percent versus the basket of currencies over the time period in question. It is 
used in order to capture the value of dollar over the currencies. Its usefulness is reflected at the 
fact that the revenue streams are in US$. During the examined period, there is a sharp upward 
trend as figure 6 depicts. This increase can be segmented to two parts. The first one, lasts until 
April 2016, when the climbed more than 20 units, from 80 to 100 units. The second period is 
characterized by fluctuation between 103 and 89 units. The mean is 92,6 units while the 
standard deviation is about 6,6 units. Skewness is between [-1, -0,5] (-0,87) indicating that price 
is moderately skewed. The kurtosis is less than 3 and the distribution can be characterized as 
platykurtic. The null hypothesis of residuals’ normality can be rejected as the p-value is less 
than the significance level of 5%. 
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Figure 6: US Dollar index 
Goldman Sacks Commodity Index (GSCI) is a measure of the commodity markets’ 
performance. It is consisted by energy commodities, industrial metals, and agriculture 
commodities. In September 2019, energy commodities represent the 62,63% of the index, while 
agriculture and industrial metals depicts the 15,41% and 11,16% respectively. As for the energy 
commodities, Brent Crude Oil is the 26% of the total index, while WTI is the 18%, gas oil the 
5,5%, heating oil the 4,4% and the natural gas the 3,1%. A sharply decrease took place from 
the mid 2013 until the mid of 2015 when reached the historical low for the examined period, 
and then a moderate upward trend started and lasts until nowadays. The mean is $452 while the 
standard deviation is about $103. Skewness is between 0,84 indicating that price is moderately 
skewed. The kurtosis is less than 3 and the distribution can be characterized as platykurtic. The 
null hypothesis of residuals’ normality can be rejected as the p-value is less than the significance 
level of 5%. 
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Figure 7: GSCI index  
CO2 emissions refer to the price of allowance in order to emit one-ton CO2, in the European 
Emission Trading Scheme (EU-ETS), which covers the countries of European Union, Norway, 
Lichtenstein and Iceland. This variable was selected due to the efforts to restrain the carbon 
footprint and improve the environmental performance of shipping industry. The EU-ETS, is the 
biggest market of emission allowances regarding the volume and the capitalization. Moreover, 
since January 2018, the EU has implemented monitoring measures that would facilitate a 
potential carbon pricing mechanism for international maritime transport either globally or 
regionally (World Bank, 2018). Hence, it is supposed to affect shipping companies’ 
profitability. According to figure 7, during the examined period, there is a sharp upward trend 
from 2017 until nowadays. This increase reflects changes in the allowances’ distribution 
methods, and the establishments of mechanisms in order to increase and stabilize the prices. 
Despite that the mean is 9,87€/tonCO2, this mean is affected by the lower prices until 2017. 
Standard deviation is about 6€/tonCO2. Skewness is greater than 1 (1,52) indicating that price 
is highly skewed. The kurtosis is above 3 and the distribution can be characterized as 
leptokurtic. The null hypothesis of residuals’ normality can be rejected as the p-value is less 
than the significance level of 5%. 
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Figure 8: CO2 emission allowance price 
OVX is an index for crude oil volatility. It is important for shipping industry due to the 
importance of crude oil price as well as the use of derivatives regarding crude oil for risk 
management which are used by shipping companies. During the examined period, three trends 
can be detected (figure 8). There is a significant upward trend until 2016, then a decrease until 
2018, which is followed by a moderate increase until nowadays. These trends move in contrast 
with Brent crude oil price. The mean is about 32 units while the standard deviation is about 11 
units. Skewness is 0,83 indicating that price is moderately skewed. The kurtosis is above 3 and 
the distribution can be characterized as leptokurtic. The null hypothesis of residuals’ normality 
can be rejected as the p-value is less than the significance level of 5%. 
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Figure 9: OVX index 
VIX measures the global stock market uncertainty. During the examined period, a trend cannot 
be detected (figure 8). The price is fluctuated between 8 and 30 units and the mean is about 15 
units while the standard deviation is almost 4 units. Skewness is 1,43 indicating that price is 
highly skewed while the kurtosis is above 3 and the distribution can be characterized as 
leptokurtic. The null hypothesis of residuals’ normality can be rejected as the p-value is less 
than the significance level of 5%. 
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Figure 10: VIX index 
Table 1: Statistical measures of data at levels 
 Observations Mean 
Std. 
Dev. 
Skewness 
Kurtosis (normal 
distribution = 3) 
Jarque-
Bera 
(p-value) 
DJGSI 318 616,97 191,63 0,53 1,74 
35,83 
(0,000%) 
BDI 318 1.054,88 403,90 0,56 3,11 
17,30 
(0,017%) 
BDTI 318 768 137,1 0,93 4,14 
64 
(0,00%) 
Brent 318 68,58 22,77 0,74 2,37 
34,54 
(0,000%) 
Natural 
gas 
318 3,1 0,72 0,83 3,67 
43.42 
(0,00%) 
SP_en 318 541,42 73,14 0,67 2,76 
25,21 
(0,000%) 
MSCI 318 1830 203,6 0,4 1,84 
26,43 
(0,00%) 
USD 318 92,62 6,60 -0,87 2,46 
44,48 
(0,000%) 
GSCI 318 452 103,4 0,84 2,52 
40,68 
(0,00%) 
CO2 318 9,87 6,47 1,52 3,96 
135,17 
(0,000%) 
OVX 318 32,83 11,74 0,83 3,32 
38,35 
(0,000%) 
VIX 318 14,74 3,94 1,43 5,15 
169,76 
(0,000%) 
Asymptotic critical value 5% 
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3.1.2 Relations between variables 
Table 2 provides information about the correlation between the variables. The correlation 
coefficient lies between -1 and 1. The closer to unit, the higher is the correlation.  
According to table 2, shipping industry is more correlated with S&P500 energy index in a 
positive way (83,8%) and with commodities (GSCI) which also includes energy commodities 
at 70,4%. There is also significant, but negative correlation with the financial market (MSCI) 
and with US dollar, with the respective prices being -62% and -74%. Lastly, a moderate positive 
relation is detected between shipping index and Brent crude oil (65,4%) and natural gas 
(61,7%). 
As for BDI, there is not any strong correlation. There is a moderate positive correlation with 
Brent Crude Oil (51%) and a moderate negative correlation with OVX (-55,6%). Regarding 
BDTI, all correlations seem to be very weak as neither positive nor negative coefficients exceed 
25%.  
Regarding other variables, crude oil seems to be highly positive correlated with S&P500 energy 
index (83,5%) and natural gas (76,2%). There is also a very strong correlation with the 
commodities index (GSCI) due to the composition of the index. About 45% of the index is 
consisted of Brent and WTI. This affects the prices of correlation coefficient between GSCI 
and Natural gas, S&P500 energy index, USD and OVX. On the other hand, as already has been 
mentioned, there is an important negative correlation with OVX (-74%) as well as with US 
dollar (-88%). US dollar is also correlated in a negative way with S&P500 energy index (-78%) 
and natural gas (-70,5%).   
Table 2: Correlation matrix of variables at levels 
 DJGSI BDI BDTI Brent N. Gas SP500 en OVX MSCI GSCI USD VIX 
DJGSI 1 - - - - - - - - - - 
BDI 0,032 1 - - - - - - - - - 
BDTI -0,023 -0,047 1 - - - - - - - - 
Brent 0,654 0,510 -0,137 1 - - - - - - - 
N. Gas 0,617 0,383 0,141 0,762 1 - - - - - - 
SP500 en 0,838 0,240 -0,069 0,835 0,742 1 - - - - - 
OVX -0,307 -0,556 0,244 -0,738 -0,562 -0,594 1 - - - - 
MSCI -0,620 0,325 -0,022 -0,134 -0,232 -0,313 -0,224 1 - - - 
GSCI 0,704 0,473 -0,141 0,994 0,787 0,862 -0,726 -0,190 1 - - 
USD -0,741 -0,364 0,224 -0,883 -0,705 -0,780 0,589 0,346 -0,905 1 - 
VIX -0,127 -0,192 0,206 -0,196 -0,152 -0,333 0,520 -0,212 -0,202 0,091 1 
 
Figure 11 depicts the positive correlation between DJGSI and S&P500 energy index. Both are 
deteriorated until 2016, and then move in the same direction. They seem to be bounded. The 
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same result is depicted regarding the Brent crude oil. As USD is concerned, it cannot be said 
that, that they move in a parallel way.  
As for the other variables, S&P Energy index and Brent crude oil seems to be cointegrated as 
they move in the same direction, for the whole period, and both have the same trends. However, 
this is only depicted and not examined through cointegration tests which will be conducted after 
the unit root tests. 
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Figure 11: Common graph DJGSI - Brent - S&P500 en. – USD 
 
3.2 Unit root tests 
As the majority of variables, except BDTI and VIX, seem to have trend, stationarity of variables 
has to be tested. In order to test the stationary of the variables at their levels, unit root tests were 
used. More specifically, the Augmented Dickey-Fuller (ADF), and the Phillips-Perron (PP) 
tests were used. 
Table 3 reports the results with and without trend, for the ADF test at panel A, and the results 
with and without trend for the PP test at panel B. These tests are used in order to test the 
stationarity of the variables.  
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ADF unit root test is used for each variable. The model which is used in order to conduct the 
ADF test is: Δyt = ψyt-1 + ΣαiΔyt-I + ut, where y denotes the variable, u denotes the error term 
and a is used in order to correct autocorrelation in error terms. What is tested is the statistical 
significance of a. The null hypothesis states non-stationary variable, or in other words that 
variable contains at least one unit root, and is denoted as yt~I(1). The alternative hypothesis 
states stationary series, and is denoted as yt~I(0). The null hypothesis of non-stationarity cannot 
be rejected if the p-value is above the significant level of 5%. Values in table 3 represent the p-
values. 
According to ADF test, when the model does not include trend, all variables seem to contain at 
least one-unit root, so the non-stationarity hypothesis cannot be rejected, except BDI, BDTI, 
OVX and VIX as their p-values are less than the significance level of 5%. More specifically, 
their p-values are 1,4%, 0,09%, 2,89% and 0 respectively. When trend is included, the results 
do not change significantly. The non-stationary variables remain non-stationary. However, BDI 
changes to non-stationary as its p-value becomes 5,4% and exceeds 5%. Similarly, OVX seems 
to have one unit root as the p-value is 11,3%. The situation changes completely when ADF test 
is used on variables’ 1st differences, in other words, on returns, instead of variables’ level. Both 
in case that trend is not included, and he case which includes trend, the p-value for all variables 
is zero, the null hypothesis of non-stationarity can be rejected.  
PP unit root test is similar to ADF test and usually gives the same results. The general picture 
remains the same. At levels, when trend is not included in the model, the null hypothesis of 
non-stationarity cannot be rejected for all variables except BDTI, OVX and VIX. In contrast 
with ADF test, BDI has p-value above 5% while OVX’s p-value is less than 5%. This is the 
only difference. When trend is included, all variables, except BDTI and VIX, have p-value 
above the significance level, and the results are fully matched with those of ADF test. Lastly, 
the PP test for 1st differences, indicates that the non-stationarity hypothesis should be rejected 
for all variables, exactly like the ADF test. 
Series must be stationary in order to apply Vector Autoregressive models (VAR). Hence, all 
variables have to be used in their 1st differences and new time series to be created. 
 
Table 3: Unit root tests 
Unit root tests Variables Without trend With trend Without trend With trend 
Panel A  Levels 1st DIffernces 
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Augmented 
Dickey Fuller 
- ADF 
     
 DJGSI 0,8942 0,4705 0 0 
 BDI 0,0141 0,0541 0 0 
 BDTI 0,0009 0,0064 0 0 
 Brent 0,4178 0,886 0 0 
 Natural gas 0,1282 0,1668 0 0 
 SP_EN 0,5327 0,4322 0 0 
 MSCI 0,5808 0,2432 0 0 
 USD 0,5239 0,8135 0 0 
 GSCI 0,3791 0,8917 0 0 
 CO2 0,9955 0,9823 0 0 
 OVX 0,0289 0,113 0 0 
 VIX 0 0 0 0 
Panel B      
Phillips-
Perron - PP 
     
 DJGSI 0,8976 0,48 0 0 
 BDI 0,1342 0,3345 0 0 
 BDTI 0,0020 0,0131 0 0 
 Brent 0,3887 0,8378 0 0 
 Natural gas 0,2219 0,2712 0 0 
 SP_EN 0,534 0,4411 0 0 
 MSCI 0,6702 0,3236 0 0 
 USD 0,5535 0,8475 0 0 
 GSCI 0,3703 0,8545 0 0 
 CO2 0,9968 0,9863 0 0 
 OVX 0,043 0,1548 0 0 
 VIX 0 0 0 0 
Asymptotic critical value 5% 
 
3.2.2 Cointegration test 
When two time series are not stationary, move in the same direction over time and a linear 
combination of them is stationary, then these series are cointegrated. The linear combination 
refers to the residuals of regression between the two variables. In this subsection, DJGSI 
regressed separately with Brent crude oil, S&P500 energy index, MSCI and USD. DJGSI was 
selected as it is the only variable, in this research, concerning the shipping industry which seems 
to be cointegrated with others. In contrast the patterns of BDI and BDTI, seem to be 
uncorrelated with those of the other variables. The variables were selected as they are those 
with the highest correlation coefficient according to table 2. Having regressed SI with each 
variable, four different residual series created. Taking into account that all these variables are 
I(1), ADF and PP unit root tests were conduct on the residual series. Table 4 demonstrates the 
results. Both tests, despite the addition of trend, indicate that the null hypothesis of non-
stationarity cannot be rejected as the p-value, in all cases, is above the significance level of 5%. 
Hence, the results recommend that there is not a long-run relationship between SI and MSCI, 
S&P500 energy index and Brent crude oil, separately. 
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Table 4: Cointegration test 
DJGSI ADF PP 
 without trend with trend without trend with trend 
Brent 0,8678 0,173 0,891 0,1835 
SP EN 0,2914 0,2988 0,3329 0,3508 
USD 0,5276 0,2897 0,6045 0,3506 
MSCI 0,1973 0,3898 0,24 0,4545 
Asymptotic critical value 5% 
 
3.3 Statistical analysis of returns 
Table 5 depicts the descriptive statistics measures (mean and standard deviation), the measures 
of asymmetry (skewness and kurtosis) as well as, the Jarque-Berra test. The mean is fluctuated 
between -0,2% and 0,5% for all variables. The standard deviation differs among variables. 
BDI’s return has the highest volatility while USD has the lowest. As for skewness, returns from 
shipping industry (DJGSI, BDI, BDTI), energy markets (Brent and Natural gas) as well as the 
returns of US dollar and GSCI take prices between -0,5 and 0,5 which indicates approximately 
symmetric distribution. The remaining variables lay into the areas [-1, -0,5] and [0,5,1] 
indicating high skewness. Regarding kurtosis, all variables have price above 3, so their 
distributions are leptokurtic. Lastly, the null hypothesis of residuals’ normality can be rejected 
as the p-value is less than the significance level of 5% in all variables except the returns of US 
dollar index. 
Table 6 provides information about the correlation between the variables’ returns. Shipping 
industry’s returns are more correlated with returns of the S&P500 energy index (67,6%), the 
MSCI (74,7%) and the Brent crude oil (48,5%). BDI and BDTI’s returns have no significant 
correlation with the other returns. Remarkable result is the price zero between BDI’s and USD’s 
return, so there is not any correlation. There is highly positive correlation between S&P500 
energy index’ returns and the returns of MSCI (73%) and Brent crude oil (65,8%). The 
composition of GSCI and the high proportion of Brent Crude Oil and WTI lead to high 
correlation coefficients between the returns of GSCI and Brent Crude Oil, as well as with those 
of S&P500 energy index, too.  
Table 5: Statistical measures of data's returns 
 
Observations Mean 
Std. 
Dev. 
Skewness 
Kurtosis 
(normal 
distribution 
= 3) 
Jarque-
Bera 
(p-value) 
R_DJGSI 317 -0,002 0,030 -0,295 4,280 26,235 
(0,000%) 
R_BDI 317 0,001 0,091 0,066 3,704 6,771 
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(3,386%) 
R_BDTI 317 0,000 0,05 0,18 3,763 9,57 
(0,8%) 
R_BRENT 317 -0,002 0,042 -0,232 4,309 25,474 
(0,000%) 
R_N. Gas 317 -0,002 0,06 -0,33 4,58 38,99 
(0,00%) 
R_SP500 
en 
317 -0,001 0,026 -0,513 4,803 56,849 
(0,000%) 
R_MSCI 317 -0,001 0,016 -0,703 4,54 57,85 
(0,00%) 
R_USD 317 0,001 0,009 0,151 3,518 4,748 
(9,309%) 
R_GSCI 317 -0,001 0,024 -0,26 3,25 4,44 
(10,85%) 
R_CO2 317 0,005 0,063 -0,534 7,205 248,629 
(0,000%) 
Asymptotic critical value 5% 
 
Table 6: Correlation matrix of variables’ returns 
Returns of DJGSI BDI BDTI Brent N. Gas SP500 en MSCI GSCI USD 
DJGSI 1 - - - - - - - - 
BDI 0,242 1 - - - - - - - 
BDTI 0,006 0,093 1 - - - - - - 
Brent 0,485 0,101 0,015 1 - - - - - 
N. Gas 0,151 0,127 0,132 0,167 1 - - - - 
SP500 en 0,676 0,117 -0,005 0,658 0,167 1 - - - 
MSCI 0,747 0,173 -0,037 0,366 0,097 0,731 1 - - 
GSCI 0,492 0,105 0,063 0,933 0,263 0,673 0,391 1 - 
USD -0,064 0,000 0,030 -0,104 -0,081 -0,014 -0,034 -0,162 1 
 
4. Methodology 
There are not many studies that investigate the simultaneous effects of financial and energy 
markets on shipping industry. Some papers examined the effects of energy commodities on 
shipping industry while other papers focused on the effects of financial markets on shipping. 
There are also many papers that researched the connection between financial and energy 
markets.  
Poulakidas and Joutz (2009) used a VAR (4) model in order to investigate the relationship 
between the West Africa–US Gulf Tanker spot price, and the West Texas intermediate crude 
spot price. They also used the Akaike Information Criterion (AIC), the Bayesian Schwartz 
Criterion (BSC), and the Hannan–Quinn Criterion (HQ) to select the appropriate number of 
lags (Poulakidas & Joutz, 2009). Shi, Yang and Li (2013), used structural VAR model to 
identify the impacts of crude oil on the tanker market (Shi, Yang, & Li, 2013). Structural VAR 
model also used for examining the effects of oil price shocks on the U.S. stock market return 
and volatility (Kang, Ratti , & Yoon, 2014). Tsouknidis et al (2018) utilized structural VAR 
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model in their research of the role of oil price shocks on the volatility forecasting across tanker 
freight rates (Gavriilidis, Kambouroudis, Tsakou, & Tsouknidis, 2018).  
As the VAR model itself does not have any interpretation meaning, the above-mentioned 
studies used the VAR model, as an initial part of their research. A common use of these models 
is to investigate the causality in sense of Granger, between the variables. Granger causality tests 
used by Poulakidas and Joutz (2009) for tankers and crude oil’s spot price. Similar methodology 
was used by Acik and Baser (2018) in order to test the causality between the tanker freight rates 
and the Bloomberg’s oil production index, using 239 monthly observations between August 
1998 and June 2018 (Acik & Baser, 2018). 
VAR models are used for identifying the impulse response function (IRF) which refer to the 
effects that a shock in one variable can have in the other variable. Kilian and Park (2009) used 
IRF to demonstrate the impact of crude oil’s shocks on the US stock market (Kilian & Park, 
2009). Impulse response analysis was employed by Shi, Yang and Li (2013) to investigate the 
lagged relationship between crude oil price and the tanker market (Shi, Yang, & Li, 2013). 
Kang, Ratti and Yoon (2014) used IRF to identify the shocks, equal to one-standard error and 
two-standard error, between oil supply and demand shocks and covariance and volatility (Kang, 
Ratti , & Yoon, 2014). 
Variance decomposition can also be investigated by using VAR models. Kilian and Park (2009) 
investigated the impact of crude oil’s shocks on US stock market’s as well as on real dividend 
growth’s variation by using variance decomposition (Kilian & Park, 2009). The same 
methodology used by Kang, Ratti and Yoon (2014) for the impact of oil price shocks on the 
stock market return and volatility (Kang, Ratti , & Yoon, 2014). 
Lastly, Tsouknidis et al (2018) used GARCH model for tanker freight rates in order to convey 
unobserved information for the tanker freight rate market according to Kavussanos’s study 
(Kavussanos, 1996).  
4.1 VAR models 
In order to detect the impacts of financial and energy markets on shipping industry, unrestricted 
Vector Autoregression (VAR) models have been used. In these models, all variables are 
considered to be explained by their past values and the lagged values of all other variables 
included in the models. Firstly, the VAR models take into consideration the simultaneous 
interaction of variables’ returns regarding the shipping industry with the returns of the energy 
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market’s variables. The same procedure occurs for the financial variables’ returns. Lastly, the 
third model for each of the four variables from the shipping industry, takes into account the 
jointly simultaneous interaction of energy and financial markets’ variables returns. The VAR 
model can be expressed as a nth equation system – VAR (n): 
𝑍𝑡 = 𝐶 + ∑ 𝐴𝑖𝑍𝑡−𝑖
𝑘
𝑖=1
+  𝑢𝑖 
Where Zt indicates the returns of each variable, C is the column vector of constant term, Ui is 
the column vector of errors, and n shows the number of variables. If the variables are six, then 
the system will be consisted of six equations.   
4.2 GARCH models 
If the diagnostic tests show that there is volatility, the volatility can be modelized with ARCH 
models. However, these models present some serious disadvantages like the appropriate 
number of lags, the clustering, and the asymmetry. In order to overcome these issues, the 
GARCH models are preferred. The GARCH (1,1) model is expressed as h2t = ω + aε2t-1 + βh2t-
1 where h
2
t is the conditional volatility and ε2t is the volatility news. GARCH models take into 
consideration not only the residuals but also the volatility clustering.  
Employing GARCH model, volatility can be captured, and volatility series will be generated 
for each variable in each model. With the new series, causality in sense of Granger can be tested. 
5. Empirical analysis 
The empirical analysis concerns three different indices regarding the shipping industry. These 
are the Dow Jones Global Shipping index which shows the shares’ price of the 25 most high 
dividend-paying companies, the Baltic Dry Index indicating the freight rates and the Baltic 
Dirty Tanker Index which indicates the rates for tankers which carry mainly crude oil. 
For each one of these three indices, the analysis begins with the group of energy variables, 
continues with the group of financial variables and ends with the jointly group. Hence there are 
nine groups. For each group, the analysis starts with the Granger causality pairwise. Then a 
VAR model is employed, in order to investigate the Granger causality, the impulse response 
functions and the variance decomposition. Lastly, test diagnostics also take place. In case there 
are heteroscedastic error terms, GARCH models are employed to capture the volatility. New 
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time series regarding the volatility are formed, and then the causality regarding the volatility is 
tested. 
5.1 Energy market 
The group of energy market’s variables includes the Brent Crude Oil, the Natural Gas, the OVX, 
the S&P500 energy index, and the CO2 allowance emissions’ price. 
5.1.2 Granger Causality pairwise 
Granger causality test shows the existence of correlation between the current return of a variable 
and the lagged returns of the other variables. In other words, causal associations between the 
variables can be detected. However, this does not mean that the movement of one variable’s 
return causes the movement of another.  
Table 7 shows the results for the Granger causality pairwise. The null hypothesis for non-
causality can be rejected when the p-value is lower than the significant level. The number of 
lags is 8, in order to capture the effects within a time-period of 2 months. 
According to the results, at the significance level of 5%, there is not any causality between the 
returns of DJGSI and CO2 emission allowance price. On the other hand, it seems that the 
companies’ performance causes the returns of Brent Crude Oil and Natural Gas. However, this 
result is against the theory, as both the Brent Crude Oil and the Natural Gas are cost elements 
for the companies in the shipping industry. In the case of S&P500 energy index, the causality 
is bidirectional, as the p-value is less than the significant value (0,12% and 3,35%). Lastly, in 
the case of crude oil volatility index (OVX), DJGSI returns seem to cause the OVX which is 
expected, taking into consideration that DJGSI causes the Brent Crude Oil. However, in the 
significance level of 10% the causality is bidirectional.   
As for the freight rates, the Baltic Dry Index has been employed. In this case, the results indicate 
that there is not any causality between the variables pairwise as all the p-values are above the 
significant level of 5%. The only exemption is the returns of CO2 emission allowances which 
cause in sense of Granger the freight rates at significant level of 10%. 
Table 7: Granger Causality pairwise for energy market 
Null Hypothesis: no causality 
Panel A Panel B 
From To F-statistic 
(p-value) 
From To F-statistic 
(p-value) 
R_DJGSHI R_BRENT 268,8 
(0,0072) 
R_BDI R_BRENT 0,51 
(0,84) 
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R_BRENT R_DJGSHI 0,984 
(0,4485) 
R_BRENT R_BDI 1,25 
(0,26) 
R_DJGSHI R_NAT. GAS 316 
(0,0019) 
R_BDI R_NAT. GAS 1,5 
(0,15) 
R_NAT. GAS R_DJGSHI 120 
(0,2975) 
R_NAT. GAS R_BDI 1,18 
(0,31) 
R_DJGSHI R_S&P500 EN 331 
(0,0012) 
R_BDI R_S&P500 EN 1,27 
(0,25) 
R_S&P500 EN R_DJGSHI 212 
(0,0335) 
R_S&P500 
EN 
R_BDI 0,35 
(0,94) 
R_DJGSHI R_OVX 249,7 
(0,0123) 
R_BDI R_OVX 1,19 
(0,30) 
R_OVX R_DJGSHI 188 
(0,0622) 
R_OVX R_BDI 1,37 
(0,20) 
R_DJGSHI R_C02 159 
(0,1278) 
R_BDI R_C02 1,25 
(0,26) 
R_C02 R_DJGSHI 128 
(0,2497) 
R_C02 R_BDI 1,75 
(0,086) 
Lags: 8 
Observations: 309 
 
5.1.3 VAR model selection 
Firstly, several VAR models estimated. More specific, the appropriate lag length is defined by 
estimating the model 9 times, the first one without lags, then with one lag, and this process is 
repeated until 8 lags. For all models, the information criteria are used in order to select the 
appropriate model. Table 8 reports the Akaike (AIC), Schwarz (SC) and Hanna-Quin 
(HQ)information criteria. The model with the minimum price, is the model which should be 
selected. According to all criteria, the best choice is the model with one lag. However, the short 
lag length may not capture the dynamic behavior of the variables. So, two VAR models will be 
employed, one with 1 lag and one with 8 lags. 
The coefficients obtained from the VAR model estimation may not be proper for interpretation. 
However, VAR provides flexible tools for investigating the dynamic interactions among 
variables in the short run. They refer to Granger causality, impulse response functions, and the 
variance decomposition.  
Table 8: Lag length criteria for VAR models regarding energy market 
Number of lags / 
criteria 
AIC SC HQ 
Panel A: DJGSI 
0 -11,03144 -10,95895 -11,00246 
1 -13,47133* -12,96388* -13,26845* 
2 -13,45726 -12,51486 -13,08048 
3 -13,3475 -11,97015 -12,79683 
4 -13,27826 -11,46596 -12,5537 
5 -13,22669 -10,97943 -12,32823 
6 -13,14153 -10,45932 -12,06918 
7 -13,06181 -9,944653 -11,81557 
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8 -12,96452 -9,412412 -11,54438 
Panel B: BDI 
0 -8,20131 -8,12882 -8,17233 
1 -10,75229* -10,24484* -10,54941* 
2 -10,72600 -9,78361 -10,34923 
3 -10,65310 -9,27575 -10,10244 
4 -10,56974 -8,75744 -9,84518 
5 -10,50990 -8,26265 -9,61145 
6 -10,44191 -7,75970 -9,36956 
7 -10,35793 -7,24077 -9,11168 
8 -10,27170 -6,71959 -8,85156 
* indicates lag order selected by the criterion 
AIC: Akaike information criterion 
SC: Schwarz information criterion 
HQ: Hannan-Quinn information criterion 
 
5.1.4 Granger causality 
The null hypothesis of Granger causality test states that there is not causality. If the p-value is 
greater than the significance level, the null hypothesis cannot be rejected. Otherwise, the null 
hypothesis can be rejected (and causality accepted) with the specific confidence level. Table 9 
depicts the results of Granger causality test. 
The results reveal that for the significance level of 5%, in the short-run and specifically in one-
week period, the returns of Global Shipping Index appear to have explanatory power on the 
returns of Brent Crude Oil, and natural gas. More specifically, at the above-mentioned cases, 
the p-values are 0,79%, and 1,01% respectively. In the case of natural gas, the effects are 
bidirectional, and the p-value is 2,13%. Another finding is that the null hypothesis can be 
rejected in the case of the returns of DJGSI, which seems to cause in sense of Granger the 
returns of S&P500 Energy Index at significance level of 10% as the p-value 7,46%. In contrast 
with the pairwise causality, the results indicate that there is not any causality between the returns 
of DJGSI and OVX. Lastly, the existence of non-causality between the returns of DJGSI and 
C02 is verified again. 
However, these results seem to be inconsistent with part of the theory. For example, a causality 
found from the returns of the Global Shipping Index to Brent Crude oil, but the expected 
causality was the reverse once. For those reasons, another VAR model employed. The new 
model contains 8 lagged values. Hence the results refer to two-month period instead of the 
previous model of one-week period. Table 9 illustrates the results. 
In this case the results are quite different and more consistent with the theoretical framework. 
For the significance level of 5%, in eight-week period, the results reveal a causality from the 
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returns of Global Shipping Index to Brent Crude oil as well as to those of S&P500 energy index, 
as in the previous cases. However, instead of the bidirectional causality between the returns of 
DJGSI and natural gas, at significance level of 10%, the results reveal causality in the reverse 
way, as the p-value from natural gas to DJGSI is 5,48%. Furthermore, the hypothesis of non-
causality can be rejected for the returns of CO2 emission allowance price and DJGSI at 
significance level of 10% (8%). This make sense, as the shipping companies have to purchase 
allowances due to their ships’ emission when they approach European ports. Lastly, causality 
in sense of Granger, seem to exist between the returns of DJGSI and all variables as a group 
(2,01%). In order to be consisted with the theory, the model with eight lags will be used for 
DJGSI and energy markets. 
As far as Baltic Dry Index is concerned, the same methodology has been employed. Two VAR 
models have been used, one with 1 lag and one with 8 lags. The first model indicates that the 
null hypothesis of non-causality can be rejected in the case of the natural gas, the returns of 
whom seem to cause in sense of Granger the returns of BDI, as well as the returns of BDI to 
OVX.  
The second model presents more expected results. Firstly, the returns of BDI seem to be caused 
by the returns of Brent Crude Oil as the p-value is less than the significance level of 5% (1,56%). 
Moreover, the results reveal that OVX and the returns of CO2 also causes the returns of Baltic 
Dry Index. The causality between BDI and CO2 is bidirectional when the significance level 
increase to 10%. Lastly, all the variables regarding the energy market cause the BDI’s returns 
alike the case of Dow Jones Global Shipping Index. 
Table 9: Granger causality for energy market 
Null Hypothesis: no causality Lags: 1 
Obs: 316 
Lags: 8 
Obs: 309 
From To p-value p-value 
Panel A 
R_DJGSHI R_BRENT 0,0079 0,0061 
R_BRENT R_DJGSHI 0,3203 0,2910 
R_DJGSHI R_NAT. GAS 0,0101 0,2514 
R_NAT. GAS R_DJGSHI 0,0213 0,0548 
R_DJGSHI R_S&P500 EN 0,0746 0,0016 
R_S&P500 EN R_DJGSHI 0,9884 0,2071 
R_DJGSHI OVX 0,2318 0,7723 
OVX R_DJGSHI 0,6477 0,1845 
R_DJGSHI R_C02 0,1292 0,3340 
R_C02 R_DJGSHI 0,7764 0,0800 
All R_DJGSHI 0,2447 0,0201 
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Panel B 
R_BDI R_BRENT 0,7479 0,57 
R_BRENT R_BDI 0,7998 0,0156 
R_BDI R_NAT. GAS 0,2246 0,3209 
R_NAT. GAS R_BDI 0,0826 0,1843 
R_BDI R_S&P500 EN 0,6011 0,2344 
R_S&P500 EN R_BDI 0,97 0,8275 
R_BDI OVX 0,0171 0,1916 
OVX R_BDI 0,7255 0,0498 
R_BDI R_C02 0,1533 0,0956 
R_C02 R_BDI 0,3595 0,0319 
All R_BDI 0,56 0,0409 
 
5.1.5 Impulse response functions 
The analysis of the impulse response functions (IRFs) presents the short-run dynamic response 
of dependent variables to the structural shocks. These functions are used for investigating how 
different shocks affect the variables as time goes by. Shocks refer to unexpected movements 
and are calculated as one standard deviation. The IRFs show the magnitude and the time impact 
of these shocks.  
Figure 13 illustrates the responses of the returns of the DJGSI to shocks on the returns of the 
other variables. In case of a shock in the Index’s values the impact at the beginning is greatest 
and positive during the first week, followed by a sharp decline. The next three weeks the shock 
has negative impact but lower magnitude. The impact turns positive the fifth week (after one 
month) and from the sixth week starts to be absorbed. 
Shocks in energy markets seem also to affect the returns of the Dow Jones Global Shipping 
Index. In the case of Brent Crude oil, there is a small positive impact the first three weeks, 
which turns to negative the next week and then becomes positive until it is absorbed after the 
seventh week. The OVX’s returns follow the same pattern with one-week differ and lower 
magnitude. From the fourth week until the sixth the impact is negative and then it is absorbed. 
Regarding the returns of S&P500 energy index, the impacts are fluctuated and turn from 
positive to negative week by week. As for natural gas, the impact is negative and become 
positive after two months. Lastly, in the case of CO2 emission allowances, the impact is 
negligible the five weeks and then turns negative. 
Figure 14 depicts the responses of the returns of the Baltic Dry Index to shocks on the returns 
of the other variables. In case of a shock in the Index’s returns the impact at the beginning is 
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greatest and positive during the first four weeks, followed by a decline for the mid of the fifth 
week until the eighth week. The next three weeks the shock has been absorbed.  
Shocks in energy markets seem to have small-scale effects the returns of the BDI. In the case 
of Brent Crude oil, there is a small positive impact from the fourth week until the ninth, when 
it starts to be absorbed. Regarding the returns of S&P500 energy index, the impacts are negative 
for two months. As for natural gas, the impact is fluctuated around very small values. The 
OVX’s returns are positive the first month and the turn negative. Lastly, the impact of CO2 
emission allowances follows the OVX’s impact pattern. It is noticed that the periods of positive 
and negative effects of OVX and CO2 emission allowances’ returns on Baltic Dry Index 
coincides with the respective periods in the case of Dow Jones Global Shipping Index. 
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Figure 12: Impulse Response Functions of returns of DJGSI to energy market 
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Figure 13: Impulse Response Functions of returns of BDI to energy market 
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Table 10 reports the variance decomposition results for the effects of the variables’ returns 
involved in the VAR model. The numbers reported indicate the percentage of the forecast error 
in each variable at different time horizons. The referred time horizons are the first four weeks 
which correspond to 1 month, the eighth week which corresponds to two months, and the ten 
week which reply to two and a half months.  
As for the shipping industry, the variance in the first week is totally explained by the variable 
itself. However, as the weeks go by, the other variables seem to have impact as the index itself 
affect from 95% to 83%. The impact of the returns of Brent Crude oil is about 0,87% the first 
week and increase to 3% as the weeks pass. The effect of S&P500 energy index is quite different 
as it begins the third week at 0,86% and exceeds the 2,5% at the seventh week. The natural gas’ 
effect is more crucial as it starts at 2,5% and reaches almost the 4,5%. The interesting finding 
is that CO2 emissions allowances’ returns affect the index’s returns by less than 1% the first 
seven weeks and exceeds the 2% after the two-month period. Lastly, the total cumulative effect 
of energy market begins at 5% the second week, the fifth week is doubled at 10%, and after ten 
weeks corresponds to almost 17%. 
Regarding the freight rates, the situation is quite similar as it is depicted at panel B.   Energy 
market’s variables seem to have impact on BDI as the BDI itself affect from 96% to 82%. The 
impact of the returns of Brent Crude oil is less than 1% the first week but increases up to 3,5% 
as the weeks pass. The effect of S&P500 energy index is almost the same with this of Brent 
Crude Oil. The natural gas’ effect starts at 1,1% and reaches about 2%. The interesting finding 
is again the CO2 emissions allowances’ returns effects. The first two weeks the index’s returns 
are affected by less than 1%, but from the third week until the seventh the impact jumps to 3%. 
Then another jump takes place to 5%. Furthermore, similarly to the case of DJGSI, the impact 
of OVX on BDI’s returns lies between 3% and almost 4%. Lastly, the total cumulative effect 
of energy market begins at 4% the second week, the fifth week is tripled at 12%, and after ten 
weeks corresponds to almost 18%. 
Table 10: Variance decomposition of DJGSI, BDI and energy market 
Panel A 
 Period R_DJGSI R_BRENT R_NG R_S&P500 en OVX R_CO2 
1 100 0 0 0 0 0 
2 95,34102 0,871414 2,472744 0,002194 1,250712 0,061914 
3 93,70269 1,099407 3,037462 0,865955 1,210454 0,084033 
4 91,65367 1,720527 3,532665 1,107538 1,721032 0,264572 
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5 90,14097 1,687716 3,387329 1,127728 3,39492 0,261334 
6 87,66965 2,865464 3,54538 1,848852 3,360902 0,709755 
7 86,05886 3,278776 3,578237 2,604204 3,562367 0,917553 
8 84,60939 3,24363 3,558385 2,63389 3,518707 2,436003 
9 83,78464 3,223779 4,38693 2,648446 3,48197 2,474231 
10 83,13876 3,195287 4,429458 3,058352 3,503922 2,674218 
Panel B 
Period R_BDI R_BRENT R_NG R_S&P500 en OVX R_CO2 
1 100 0 0 0 0 0 
2 96,0294 0,0377 1,1095 0,0152 1,9259 0,8823 
3 91,8984 0,6252 1,0518 0,2812 3,0481 3,0952 
4 90,1084 0,8764 1,2821 0,8988 3,6688 3,1655 
5 88,6315 1,9012 1,4216 1,2739 3,6080 3,1638 
6 87,3531 2,6360 1,5053 1,4513 3,7245 3,3299 
7 85,7344 3,2122 1,6717 2,1066 3,9833 3,2918 
8 83,2165 3,4706 2,0354 2,3167 3,8613 5,0996 
9 83,0008 3,4621 2,0554 2,5357 3,8602 5,0859 
10 82,0543 3,4582 2,0824 3,3911 3,9471 5,0668 
 
5.1.7 Diagnostic tests 
The diagnostic tests of a VAR model consist of autocorrelation test for the error terms, the 
heteroskedasticity test, and the normality test.  
The autocorrelation test can be conducted either with Portmanteau test or with the LM test. The 
null hypothesis in both tests is that there is not autocorrelation. Table 11 show the results. For 
the Portmanteau test there is not any value for the first eight lags as the test is valid only for 
lags larger than the VAR lag order. The test indicates that there is autocorrelation at the 9th and 
10th lag as the p-value is lower than 5% and the null hypothesis can be rejected. The same 
conclusion can be drawn for the VAR model concerning the BDI as it is illustrated at panel B.  
On the other hand, the LM test, shows that there is not any autocorrelation between the lags, as 
the null hypothesis cannot be rejected. The p-value is always above the significant level of 5% 
in the last column. For specific lags, the null hypothesis, again cannot be rejected for the 
significance level of 5%. The same situation is existed for the VAR model referring to BDI. 
Table 11: Autocorrelation tests for DJGSI, BDI and energy market 
VAR 
residuals 
Portmanteau test LM test for specific lags LM test 
Panel A: DJGSI 
Lags Q-Stat p-value LRE* stat p-value LRE* stat p-value 
1 - - 43,84924 0,1729 43,84924 0,1729 
2 - - 35,24535 0,5043 70,56388 0,5258 
3 - - 36,78129 0,4325 97,01079 0,767 
4 - - 49,38679 0,0678 138,7246 0,6085 
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5 - - 33,40679 0,5926 191,0075 0,273 
6 - - 41,43961 0,2454 217,6431 0,4558 
7 - - 47,34613 0,0977 245,2615 0,6076 
8 - - 48,45326 0,0804 274,5649 0,7057 
9 92,28 0,0000 39,37585 0,3213 302,1527 0,8029 
10 124,42 0,0001 33,55492 0,5854 340,9924 0,7569 
Panel B: BDI 
Lags Q-Stat p-value LRE* stat p-value LRE* stat p-value 
1 - - 38,300 0,3655 38,300 0,3655 
2 - - 41,468 0,2444 70,633 0,5235 
3 - - 31,568 0,6794 92,571 0,8551 
4 - - 48,732 0,0764 133,623 0,7215 
5 - - 29,038 0,7882 178,104 0,526 
6 - - 36,008 0,4683 198,921 0,7916 
7 - - 43,262 0,189 221,165 0,9198 
8 - - 47,971 0,0876 242,716 0,9755 
9 82,43 0,0000 33,896 0,569 273,496 0,9808 
10 112,15 0,0017 31,541 0,6806 320,623 0,9331 
 
The normality test is conducted with the Jarque-Bera test. The null hypothesis states that the 
residuals are normally distributed. The test is conducted on the residuals of each variable in the 
system. Table 12 reports the results for the VAR models referring to DJGSI’s and BDI’s returns. 
According to the results it is shown that the majority of residuals are not normally distributed 
as the null hypothesis of normality can be rejected when the p-value is greater than the 
significance level of 5%. Hence, the only residuals which are normally distributed are those of 
the returns of S&P500 energy index. In the case of the VAR model regarding the freight rates 
(BDI), only the returns of Brent Crude Oil and S&P500 energy index correspond to normally 
distributed residuals. 
Table 12: Normality test for DJGSI, BDI and energy markets 
Variable Jarque-Bera p-value 
Panel A 
R_DJGSI  8,10 0,0174 
R_BRENT  8,29 0,0158 
R_NG  16,69 0,0002 
R_SP500 en  3,73 0,1547 
OVX  318,77 0,0000 
R_CO2  41,13 0,0000 
Joint  396,7 0,0000 
Panel B 
R_BDI 10,42 0,0055 
R_BRENT 3,46 0,1771 
R_NG 11,37 0,0034 
R_SP500 en 3,03 0,2197 
OVX 241,41 0,0000 
R_CO2 28,02 0,0000 
Joint 297,71 0,0000 
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The heteroskedasticity test can be conducted with the White test. The null hypothesis states that 
the residuals are homoscedastic, in other words they have constant variance. Table 13 indicates 
that the null hypothesis can be rejected as the p-value is lower than the significance level of 5% 
in both models. 
Table 13: Heteroskedasticity test for DJGSI, BDI and energy market 
Joint test: 
DJGSI model BDI model 
Chi-sq p-value. Chi-sq p-value. 
2310 0,0000 2190 0,0037 
 
5.1.8 Volatility causality 
As the residuals are not homoscedastic, a GARCH model can be employed to capture the 
volatility. Firstly, new time series for the error terms of the VAR model with 8 lags are 
generated. One time series for each variable in the model. Then for each time series a GARCH 
(1,1) model is employed and finally the econometric software eviews generates a variance series 
for each variable. Table 13 presents the Granger causality for the volatility series. 
The third column which provides the pairwise volatility shows that the Brent Crude Oil’s 
volatility, as well as the volatility of S&P500 energy index, cause in sense of Granger the 
volatility of DJGSI in significance level of 5%. The results remain the same when a VAR model 
with 8 lags is employed. On the other hand, the volatility of DJGSI seems to cause the volatility 
of OVX and natural gas. However, in the case of an eight-lag VAR model, the DJGSI’s 
volatility cause the Natural gas’s volatility in significance level of 10%. Lastly, the joint 
variables’ volatility seems to cause DJGSI’s volatility in significance level of 10%.  
In contrast with the Dow Jones Global Shipping index’s volatility, the Baltic Dry Index’s once, 
seems that is not caused in sense of Granger by any variable, except the OVX, neither in the 
pairwise nor the VAR model case. Furthermore, in the case of pairwise, the null hypothesis of 
non-causality can be rejected in significance level of 10%.  
Table 14: Volatility causality between DJGSI, BDI and energy market 
Null Hypothesis: no causality Pairwise 
Obs: 300 
Lags: 8 
Obs: 300 
From To p-value p-value 
Panel A 
G_DJGSHI G_BRENT 0,7551 0,6303 
G_BRENT G_DJGSHI 0,0366 0,0107 
G_DJGSHI G_NAT. GAS 0,0428 0,0876 
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G_NAT. GAS G_DJGSHI 0,7085 0,6711 
G_DJGSHI G_S&P500 EN 0,6183 0,8101 
G_S&P500 EN G_DJGSHI 0,0173 0,0176 
G_DJGSHI G_OVX 0,0082 0,0053 
G_OVX G_DJGSHI 0,8121 0,2842 
G_DJGSHI G_C02 0,1308 0,0272 
G_C02 G_DJGSHI 0,6852 0,7878 
All G_DJGSHI - 0,0669 
Panel B 
G_BDI G_BRENT 0,7723 0,8671 
G_BRENT G_BDI 0,4705 0,3583 
G_BDI G_NAT. GAS 0,2657 0,2651 
G_NAT. GAS G_BDI 0,8339 0,7168 
G_BDI G_S&P500 EN 0,8415 0,8555 
G_S&P500 EN G_BDI 0,3819 0,5620 
G_BDI G_OVX 0,4227 0,5549 
G_OVX G_BDI 0,0711 0,0132 
G_BDI G_C02 0,9563 0,5130 
G_C02 G_BDI 0,9550 0,9209 
All G_BDI - 0,3752 
 
5.2 Financial markets 
The group of financial market’s variables includes the Morgan Stanley Capital International 
(MSCI) index, the Goldman Sachs Commodity Index (GSCI), the US dollar index, and the 
VIX. 
5.2.2 Granger Causality pairwise 
Table 15 reports the results for the Granger causality pairwise. The null hypothesis for non-
causality can be rejected when the p-value is lower than the significant level. The number of 
lags is 8, in order to capture the effects within a time-period of 2 months, alike the energy 
market. 
According to the results, at the significance level of 5%, in the case of DJGSI, the null 
hypothesis of non-causality can be rejected only between DJGSI and Goldman Sacks 
Commodity Index (GSCI) as the p-value is less than the significance level (2,8%). However, 
this causality is due to the composition of the index. As already have been mentioned, energy 
commodities represent the 62,63% of the index. More specifically, Brent Crude Oil consists the 
26% of the total index, while WTI is the 18%, and the natural gas the 3,1%. Hence, it is an 
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expected result as table 7 has already indicated causality between the returns DJGSI and those 
of Brent Crude Oil and Natural Gas at Henry Hub.  
On the other hand, in the cases of the returns of the MSCI, and US dollar index, as well as the 
VIX, the null hypothesis cannot be rejected. Similarly, regarding the freight rates (BDI), the 
results in the panel B, indicate that there is not any causality between the variables pairwise as 
all the p-values are above the significant level of 5%.   
Table 15: Granger Causality pairwise for financial markets 
Null Hypothesis: no causality 
Panel A Panel B 
From To F-statistic 
(p-value) 
From To F-statistic 
(p-value) 
R_DJGSHI R_MSCI 0,818 
(0.5870) 
R_BDI R_MSCI 1 
(0,4328) 
R_MSCI R_DJGSHI 0,487 
(0,865) 
R_MSCI R_BDI 0,659 
(0,7267) 
R_DJGSHI R_GSCI 2,19 
(0,0282) 
R_BDI R_GSCI 1,07 
(0,3815) 
R_GSCI R_DJGSHI 0,675 
(0,7129) 
R_GSCI R_BDI 0,975 
(0,4556) 
R_DJGSHI R_USD 1,47 
(0,1653) 
R_BDI R_USD 0,50 
(0,8538) 
R_USD R_DJGSHI 0,542 
(0,8246) 
R_USD R_BDI 1,1963 
(0,30) 
R_DJGSHI VIX 0,822 
(0,5835) 
R_BDI VIX 1,49 
(0,1602) 
VIX R_DJGSHI 0,621 
(0,7595) 
VIX R_BDI 1,311 
(0,2372) 
Lags: 8 
Observations: 309 
  
 
5.2.3 VAR model selection 
Similarly, with the case of the energy market, the appropriate lag length is defined by estimating 
the model 9 times, the first one without lags, then with one lag, and this process is repeated 
until 8 lags. Again, the information criteria are used in order to select the appropriate model. 
Table 16 reports the Akaike (AIC), Schwarz (SC) and Hannan-Quin (HQ) information criteria. 
The model with the minimum price, is the model which should be selected. The best choice is 
the model with one lag both in the case of DJGSI and BDI. However, the short lag length may 
not capture the dynamic behavior of the variables. So, two VAR models will be employed, one 
with 1 lag and one with 8 lags. 
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Table 16: Lag length criteria for VAR models regarding financial markets 
Number of lags / 
criteria 
AIC SC HQ 
Panel A: DJGSI 
0 -16,41303 -16,35262 -16,38887 
1 -18,3651* -18,00264* -18,22019* 
2 -18,3428 -17,67829 -18,07713 
3 -18,30796 -17,3414 -17,92153 
4 -18,23431 -16,9657 -17,72712 
5 -18,13928 -16,56862 -17,51132 
6 -18,03391 -16,1612 -17,2852 
7 -17,96727 -15,79251 -17,0978 
8 -17,88066 -15,40384 -16,89042 
Panel B: BDI 
0 -13,29003 -13,22962 -13,26588 
1 -15,31744* -14,95498* -15,17253* 
2 -15,27574 -14,61123 -15,01007 
3 -15,24807 -14,28151 -14,86164 
4 -15,19045 -13,92184 -14,68326 
5 -15,12123 -13,55057 -14,49327 
6 -15,00324 -13,13052 -14,25452 
7 -14,93215 -12,75739 -14,06268 
8 -14,86659 -12,38978 -13,87636 
* indicates lag order selected by the criterion 
AIC: Akaike information criterion 
SC: Schwarz information criterion 
HQ: Hannan-Quinn information criterion 
 
5.2.4 Granger causality 
The results in table 17 reveal that for the significance level of 5%, in the short-run and 
specifically in one-week period, the returns of Dow Jones Global Shipping Index appear to have 
explanatory power on the returns of Goldman Sacks Commodity Index. More specifically, the 
p-value is 4,66%. This result is expected because of the composition of GSCI. Regarding the 
other variables the null hypothesis of non-causality cannot be rejected similarly with the 
pairwise causality. It is also worth noticed that all the returns of the variables jointly seem that 
do not have explanatory power on DJGSI’s returns.  
In this case of the 8-lagged model, the results are almost the same. In contrast with the 1-lagged 
model, the hypothesis of non-causality between the returns of DJGSI and those of GSCI cannot 
be rejected. 
As for the Baltic Dry Index, 1-lagged model indicates that the null hypothesis of non-causality 
can be rejected in the case of VIX at significance level of 10%. The 8-lagged model presents 
almost the same results. The causality is observed in the reverse way from VIX to BDI’s returns 
as the p-value is less than the significance level of 5%. Generally, the Granger causality 
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coincides with the pairwise causality in the case of financial markets, and the results between 
the 1-lagged and the 8-lagged models do not present significant differences.  
Table 17: Granger causality for financial markets 
Null Hypothesis: no causality Lags: 1 
Obs: 316 
Lags: 8 
Obs: 309 
From To p-value p-value 
Panel A 
R_DJGSHI R_MSCI 0,3238 0,5933 
R_MSCI R_DJGSHI 0,2731 0,9338 
R_DJGSHI R_GSCI 0,0466 0,1009 
R_GSCI R_DJGSHI 0,5133 0,6985 
R_DJGSHI R_USD 0,6459 0,4139 
R_USD R_DJGSHI 0,4205 0,7906 
R_DJGSHI VIX 0,6083 0,6896 
VIX R_DJGSHI 0,1831 0,9206 
All R_DJGSHI 0,5322 0,9901 
Panel B 
R_BDI R_MSCI 0,4810 0,6244 
R_MSCI R_BDI 0,6221 0,1261 
R_BDI R_GSCI 0,7754 0,3229 
R_GSCI R_BDI 0,7652 0,4793 
R_BDI R_USD 0,1178 0,5736 
R_USD R_BDI 0,4694 0,4322 
R_BDI VIX 0,0807 0,4567 
VIX R_BDI 0,9416 0,0384 
All R_BDI 0,9293 0,1703 
 
5.2.5 Impulse response functions 
Figure 15 depicts the responses of the returns of the DJGSI to shocks on the returns of the 
financial markets. Shocks in financial markets seem to affect the returns of the Dow Jones 
Global Shipping Index in a small scale. In the case of MSCI, there is a small positive impact 
the first two weeks, which turns to negative until the sixth week. Then turns again negative. 
The USD’s returns follow the same pattern but in smoother scale. Regarding the returns of 
GSCI, the impacts are fluctuated and turn from positive to negative. The first three weeks the 
impact is positive, and after two weeks of negative impacts, returns to positive signs. As for 
VIX, the impact is positive and become positive after third week. After a month of negative 
impacts, it turns positive. 
Figure 16 depicts the responses of the returns of the Baltic Dry Index to shocks on the returns 
of the financial variables. Shocks in financial markets seem to have small-scale effects the 
returns of the BDI. In the case of MSCI, there is a negative impact the first month when it 
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becomes positive for the rest of the examined period. Regarding the returns of GSCI, the 
impacts are positive for the whole period, but they are negligible during the first month. As for 
VIX, the impact is fluctuated around very small values until the fifth week and then turns 
negative. Lastly, the impact of the returns of US dollar index is negative the first month and 
then becomes positive. 
 
Figure 14: Impulse Response Functions of returns of DJGSI to financial markets 
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Figure 15: Impulse Response Functions of returns of BDI to financial markets 
5.1.6 Variance decomposition 
Table 18 demonstrates the variance decomposition results for the effects of the variables’ 
returns involved in the VAR models. The numbers reported indicate the percentage of the 
forecast error in each variable at different time horizons. The referred time horizons are the first 
four weeks which correspond to 1 month, the eighth week which corresponds to two months, 
and the ten week which reply to two and a half months, alike the case of energy market.  
As for the shipping industry companies’ shares returns, the variance in the first week is totally 
explained by the variable itself. As the weeks go by, the financial variables seem to have smaller 
impact than the energy market’s variables. During the first month, DJGSI’s returns explain 
more than 97% of their own variance. After the second month, they still affect more than 94%. 
All the other variables affect between 1% and 2%. MSCI’s returns explain 1,8% while US 
dollars index’s returns affect 1,09% of DJGSI’s returns’ variance.   
Regarding the freight rates, the impact follows quite similar pattern with the one of the energy 
market, as it is depicted at panel B. However, this similarity takes place after the first month. 
In contrast with energy market, in the financial markets, BDI’s returns themselves affect 97% 
of their variance during the first month. This impact is declined by 2% each week for the fifth 
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week and after two months reaches the 88%. The respective proportion in the energy market is 
reached at fifth week while   in the end of the second month is 82%. After the first month, both 
MSCI’s and GSCI’s returns affect about 2,5% while USD’s consist about 2% of BDI’s returns’ 
variance. Lastly, it is worth noticed that VIX explains more than 4,5%. 
Table 18: Variance decomposition of DJGSI, BDI and financial markets 
Panel A 
 Period R_DJGSI R_MSCI R_GSCI R_USD VIX 
1 100,000 0,000 0,000 0,000 0,000 
2 99,681 0,093 0,095 0,010 0,121 
3 99,361 0,161 0,256 0,021 0,200 
4 97,568 0,839 0,472 0,656 0,465 
5 97,191 0,927 0,533 0,736 0,613 
6 96,322 1,108 0,938 1,023 0,610 
7 95,135 1,195 1,592 1,067 1,011 
8 94,478 1,691 1,631 1,093 1,108 
9 94,263 1,696 1,639 1,097 1,304 
10 94,115 1,800 1,656 1,095 1,333 
Panel B 
Period R_BDI R_MSCI R_GSCI R_USD VIX 
1 100,000 0,000 0,000 0,000 0,000 
2 99,351 0,082 0,086 0,198 0,283 
3 97,552 1,024 0,089 1,029 0,306 
4 97,069 1,303 0,138 1,078 0,411 
5 94,963 1,279 1,753 1,101 0,904 
6 92,842 1,346 1,939 1,727 2,145 
7 90,845 2,181 2,510 1,736 2,727 
8 88,718 2,274 2,588 1,803 4,617 
9 88,090 2,642 2,569 1,999 4,700 
10 88,050 2,669 2,583 1,999 4,699 
 
5.2.7 Diagnostic tests 
Similarly, the case of energy market’s variables (section 5.1.7), diagnostic tests of the VAR 
models will take place. Autocorrelation test for the error terms, the heteroskedasticity test, and 
the normality test will consist this part.  
The autocorrelation tests are conducted both with Portmanteau test and with the LM test. The 
null hypothesis in both tests states that there is not autocorrelation. Table 19 presents the results. 
Portmanteau test indicates that there is autocorrelation at the 9th and 10th lag, at significance 
level of 5%, as the p-value is lower than 5% and the null hypothesis can be rejected. The same 
conclusion can be drawn for the VAR model concerning the BDI as it is illustrated at panel B.  
55 
 
On the other hand, the LM test, shows that there is not any autocorrelation between the lags, as 
the null hypothesis cannot be rejected. The p-value is always above the significant level of 5%. 
For specific lags, the null hypothesis, again cannot be rejected for the significance level of 5%. 
The same situation is existed for the VAR model referring to BDI. 
Table 19: Autocorrelation tests for DJGSI, BDI and financial markets 
VAR 
residuals 
Portmanteau test LM test for specific lags LM test 
Panel A: DJGSI 
Lags Q-Stat p-value LRE* stat p-value LRE* stat p-value 
1 - - 22,348 0,616 22,348 0,616 
2 - - 26,412 0,386 40,905 0,817 
3 - - 17,908 0,846 73,912 0,514 
4 - - 25,852 0,416 93,736 0,657 
5 - - 12,722 0,980 114,284 0,744 
6 - - 21,304 0,676 144,832 0,604 
7 - - 34,129 0,105 165,474 0,685 
8 - - 26,419 0,386 179,804 0,844 
9 35,03 0,088 16,319 0,905 207,472 0,793 
10 56,5 0,245 22,537 0,605 229,488 0,820 
Panel B: BDI 
Lags Q-Stat p-value LRE* stat p-value LRE* stat p-value 
1 - - 16,906 0,885 16,906 0,885 
2 - - 23,001 0,578 44,947 0,676 
3 - - 13,857 0,964 64,620 0,798 
4 - - 30,172 0,218 88,407 0,790 
5 - - 27,818 0,316 122,677 0,542 
6 - - 16,009 0,915 144,590 0,609 
7 - - 28,171 0,300 153,777 0,875 
8 - - 20,627 0,713 180,274 0,838 
9 35,91 0,073 17,501 0,863 201,145 0,872 
10 55,22 0,284 20,519 0,719 220,914 0,907 
 
The normality test is conducted again with the Jarque-Bera test. The null hypothesis states that 
the residuals are normally distributed. Table 20 reports the results for the VAR models. 
According to the results it is shown that the majority of residuals are not normally distributed 
as the null hypothesis of normality can be rejected when the p-value is greater than the 
significance level of 5%. The cases that null hypothesis is failed to be rejected are those that 
referred to the returns of GSCI as well as US dollar index. In the case of the VAR model 
regarding the freight rates (BDI), the same variables’ residuals seem to be normally distributed. 
Moreover, the null hypothesis of normal distribution cannot be rejected in the case of BDI’s 
returns’ error terms.   
Table 20:Normality test for DJGSI, BDI and financial markets 
Variable Jarque-Bera p-value 
Panel A 
R_DJGSI 5,675 0,059 
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R_MSCI 21,585 0,000 
R_GSCI 1,448 0,485 
R_USD 0,679 0,712 
VIX 72,468 0,000 
Joint 101,855 0,000 
Panel B 
R_BDI 0,083 0,960 
R_MSCI 56,44 0,000 
R_GSCI 0,51 0,777 
R_USD 1,28 0,528 
VIX 106,05 0,000 
Joint 164,36 0,000 
 
For heteroskedasticity test, the White test is employed. The null hypothesis states that the 
residuals are homoscedastic, in other words they have constant variance. Table 21 indicates that 
the null hypothesis can be rejected as the p-value is lower than the significance level of 5% in 
both models. 
Table 21:Heteroskedasticity test for DJGSI, BDI and financial markets 
Joint test: 
DJGSI model BDI model 
Chi-sq p-value. Chi-sq p-value. 
1499,33 0,0000 1399,62 0,0001 
 
5.2.8 Volatility causality 
As the residuals are not homoscedastic, a GARCH model can be employed to capture the 
volatility, alike the case of energy market. Again, new time series for the error terms of the 
VAR model with 8 lags are generated. Then for each time series a GARCH (1,1) model is 
employed and finally the econometric software eviews generates a variance series for each 
variable. Table 22 reports the Granger causality for the volatility series. 
The pairwise volatility shows that no one variable’s returns’ volatility causes in sense of 
Granger the volatility of DJGSI in significance level of 5%. However, DJGSI’s volatility seems 
to cause MSCI’s returns’ volatility n significance level of 10%. When a VAR model with 8 lags 
is employed, the previous results remain the same but for significance level of 5%. Moreover, 
the null hypothesis of non-causality can be rejected in the case of DJGSI’s returns’ volatility 
and those of GSCI, in significance level of 5%. 
On the other hand, Baltic Dry Index’s volatility seems to cause in sense of Granger the MSCI’s 
volatility such as the Dow Jones Global Shipping Index. Furthermore, in significance level of 
10%, the null hypothesis can be rejected referring to causality from GSCI’s to BDI’s volatility. 
When the 8-lagged VAR model is employed, more causalities arise. Firstly, panel B, indicates 
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that there is a bidirectional causality between the volatilities of BDI and MSCI as the p-values 
are less than the significance level. Moreover, the null hypothesis can be rejected when the 
causality from BDI’s to GSCI is tested, similarly to pairwise case. Lastly, all the financial 
variables jointly, seems to cause in sense of Granger the BDI’s volatility as the p-value is 
3,48%. 
Table 22: Volatility causality between DJGSI, BDI and financial markets 
Null Hypothesis: no causality Pairwise 
Obs: 300 
Lags: 8 
Obs: 300 
From To p-value p-value 
Panel A 
G_DJGSHI G_MSCI 0,0607 0,0370 
G_MSCI G_DJGSHI 0,1359 0,4990 
G_DJGSHI G_GSCI 0,3519 0,0589 
G_GSCI G_DJGSHI 0,3030 0,4597 
G_DJGSHI G_USD 0,7192 0,9458 
G_USD G_DJGSHI 0,8505 0,8151 
G_DJGSHI G_VIX 0,6848 0,4798 
G_VIX G_DJGSHI 0,2865 0,5757 
All G_DJGSHI - 0,4799 
Panel B 
G_BDI G_MSCI 0,0191 0,0211 
G_MSCI G_BDI 0,1348 0,0290 
G_BDI G_GSCI 0,6298 0,6530 
G_GSCI G_BDI 0,0576 0,0111 
G_BDI G_USD 0,7520 0,8987 
G_USD G_BDI 0,2688 0,4366 
G_BDI G_VIX 0,1604 0,1171 
G_VIX G_BDI 0,8208 0,7848 
All G_BDI - 0,0348 
 
5.3 Financial and energy markets jointly 
These group of variables includes all the previous-used variables both for the group of energy 
and financial variables. However, the Goldman Sachs Commodity Index is not included due to 
its composition. Because of the high proportion of energy commodities and the separate 
inclusion of Brent Crude Oil and Natural Gas at Henry Hub, it is like a repetition of the two 
separate variables. Moreover, in this section the pairwise Granger causality is not estimated. 
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5.3.2 VAR model selection 
Alike the previous cases of individual energy and financial markets, the appropriate lag length 
will be defined by estimating the model 9 times, beginning without lags, and then adding lags, 
until the eighth lag. Again, the information criteria are used in order to select the appropriate 
model. Table 23 provide information about the Akaike (AIC), Schwarz (SC) and Hannan-Quin 
(HQ) information criteria. The model with the minimum price, is the model which should be 
selected. The best choice again is the model with one lag both in the case of DJGSI and BDI. 
However, the short lag length may not capture the dynamic behavior of the variables. So, two 
VAR models will be employed, one with 1 lag and one with 8 lags. 
Number of lags / 
criteria 
AIC SC HQ 
Panel A: DJGSI 
0 -19,110 -19,001 -19,067 
1 -23,080* -21,987* -22,643* 
2 -23,009 -20,934 -22,179 
3 -22,771 -19,711 -21,547 
4 -22,506 -18,464 -20,890 
5 -22,325 -17,299 -20,315 
6 -22,186 -16,176 -19,783 
7 -22,009 -15,016 -19,212 
8 -21,816 -13,840 -18,627 
Panel B 
0 -15,985 -15,877 -15,942 
1 -20,036* -18,949* -19,601* 
2 -19,975 -17,909 -19,149 
3 -19,769 -16,725 -18,552 
4 -19,514 -15,491 -17,905 
5 -19,385 -14,383 -17,385 
6 -19,226 -13,245 -16,835 
7 -19,048 -12,089 -16,266 
8 -18,905 -10,967 -15,731 
 -15,985 -15,877 -15,942 
* indicates lag order selected by the criterion 
AIC: Akaike information criterion 
SC: Schwarz information criterion 
HQ: Hannan-Quinn information criterion 
 
5.3.3 Granger causality 
Table 23 presents the jointly causalities in sense of Granger. In the case of the returns of Dow 
Jones Global Shipping Index the results do not present significant differences. The returns of 
DJGSI seem to cause the returns of Brent Crude Oil as well as the returns of Natural Gas at 
Henry Hub similarly to the case that only energy market’s variables ware included. These 
results are the same as those from the model with one lag, and the model with eight lags at 5.1 
section as well as the results for pairwise causality. However, the results are reversed in the 
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eight-lagged model in the case of natural gas which seems to cause the returns of DJGSI at 
significance level of 5% and in the case of the returns of S&P500 energy index which seem to 
cause DJGSI’s returns at significance level of 10%. In pairwise causality tests, this seem to be 
reversed. 
The majority of different findings, has to do with the freight rates market. Natural gas’s returns 
seem to cause those of Baltic Dry Index at significance level of 10% as the p-value is 6,6% at 
the one-lagged model. On the other hand, in the same model, the returns of BDI seem to cause 
the returns of volatility indices, the OVX and VIX, at significance level of 5% and 10% 
respectively. When the eight-lagged model is employed, the results change ultimately. In the 
case of natural gas’s returns the null hypothesis of non-causality cannot be rejected. However, 
the null hypothesis can be rejected in the case of Brent Crude Oil whose p-value is 4%. 
Moreover, regarding the VIX the results are reversed as the VIX seems to cause BDI’s returns. 
Lastly, all variables together seem to have explanatory value on BDI’s returns alike the section 
5.1. 
Table 23: Granger causality for energy and financial markets jointly 
Null Hypothesis: no causality Lags: 1 
Obs: 316 
Lags: 8 
Obs: 309 
From To p-value p-value 
Panel A 
R_DJGSHI R_BRENT 0,055 0,064 
R_BRENT R_DJGSHI 0,177 0,346 
R_DJGSHI R_NAT. GAS 0,015 0,45 
R_NAT. GAS R_DJGSHI 0,036 0,016 
R_DJGSHI R_S&P500 EN 0,155 0,128 
R_S&P500 EN R_DJGSHI 0,523 0,068 
R_DJGSHI OVX 0,518 0,966 
OVX R_DJGSHI 0,891 0,079 
R_DJGSHI R_C02 0,105 0,445 
R_C02 R_DJGSHI 0,798 0,036 
R_DJGSHI R_MSCI 0,358 0,454 
R_MSCI R_DJGSHI 0,232 0,305 
R_DJGSHI R_USD 0,584 0,74 
R_USD R_DJGSHI 0,493 0,659 
R_DJGSHI VIX 0,712 0,529 
VIX R_DJGSHI 0,289 0,429 
All R_DJGSHI 0,350 0,061 
Panel B 
R_BDI R_BRENT 0,942 0,687 
R_BRENT R_BDI 0,971 0,004 
R_BDI R_NAT. GAS 0,31 0,552 
R_NAT. GAS R_BDI 0,066 0,184 
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R_BDI R_S&P500 EN 0,599 0,395 
R_S&P500 EN R_BDI 0,600 0,438 
R_BDI OVX 0,026 0,219 
OVX R_BDI 0,604 0,231 
R_BDI R_C02 0,122 0,233 
R_C02 R_BDI 0,409 0,132 
R_BDI R_MSCI 0,382 0,393 
R_MSCI R_BDI 0,428 0,479 
R_BDI R_USD 0,102 0,213 
R_USD R_BDI 0,402 0,723 
R_BDI VIX 0,055 0,11 
VIX R_BDI 0,609 0,029 
All R_BDI 0,744 0,019 
 
5.3.4 Variance decomposition 
Table 24 demonstrates the variance decomposition results for the effects of the variables’ 
returns involved in the VAR models. The numbers reported show the proportion of the forecast 
error in each variable at different time horizons. The referred time horizons are the first four 
weeks which correspond to 1 month, the eighth week which corresponds to two months, and 
the ten week which reply to two and a half months, alike the previous cases.  
As far as the shipping industry companies’ shares returns are concerned, as the weeks go by, 
the energy market’s variables seem to have more impact than the financial variables. During 
the first month, DJGSI’s returns explain from 95% to 87% of their own variance. The returns 
of natural gas have the highest impact at 3,8% and 4,5% the third and fourth week respectively. 
Then follow the MSCI’s returns at 2%. The lowest impact is shared between VIX and CO2 
allowances’ return at less than 1%, while the remaining variables affect about 1% of DJGSI’s 
returns’ variance.   
During the second month, 5% of their explanatory value is lost, as DJGSI’s returns affect 79% 
of their variance. Again, the natural gas’s returns have the highest impact at 4,25% and OVX 
follows at 3,5%. The effect of Brent Crude Oil’s returns increased to more than 2%, alike the 
impact of MSCI’s and S&P500 energy index’s returns. The other variables remain around 1%.  
Regarding the freight rates, the impact follows quite similar pattern with the Dow Jones Global 
Shipping Index, as it is depicted at panel B. BDI’s returns themselves affect from 95% to 89% 
of their variance during the first month. This impact is declined by almost 2% each week for 
the fifth week and after two months reaches the 77%. The impact of Brent Crude Oil’s returns 
reaches 2% after the first month, and after the second month is increased at 3%. In contrast with 
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DJGSI, in the case of Baltic Dry Index, the natural gas has less impact which almost exceeds 
2%. The biggest impact comes from OVX at 4%. It is also worth noticed, that VIX and CO2 
emission allowances affect almost 5% and 4% respectively after the second month. 
Table 24: Variance decomposition of DJGSI and BDI 
Panel A 
 Period R_DJGSI R_BRENT R_NG R_SP500 en OVX R_CO2 R_MSCI R_USD VIX 
1 100,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 
2 94,827 0,521 3,315 0,001 0,955 0,115 0,054 0,072 0,139 
3 91,014 0,701 3,882 0,772 0,910 0,356 1,894 0,160 0,310 
4 87,249 1,134 4,587 1,143 1,385 0,517 2,217 1,034 0,733 
5 85,242 1,215 4,357 1,127 3,296 0,505 2,365 1,124 0,768 
6 83,047 2,373 4,310 1,963 3,214 0,891 2,298 1,156 0,747 
7 81,203 2,614 4,278 2,626 3,580 1,007 2,377 1,278 1,039 
8 79,198 2,568 4,233 2,651 3,505 2,721 2,788 1,258 1,079 
9 78,039 2,549 5,012 2,651 3,520 2,742 2,753 1,241 1,492 
10 77,371 2,540 4,962 3,075 3,509 2,882 2,917 1,230 1,514 
Panel B 
Period R_BDI R_BRENT R_NG R_SP500 en OVX R_CO2 R_MSCI R_USD VIX 
1 100,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 
2 95,622 0,132 1,212 0,000 1,784 0,499 0,019 0,122 0,610 
3 91,002 0,783 1,149 0,070 3,286 2,172 0,601 0,260 0,678 
4 88,946 0,922 1,177 0,664 4,254 2,151 0,604 0,553 0,728 
5 86,862 2,057 1,381 0,712 4,167 2,100 0,659 0,607 1,455 
6 84,239 2,446 1,589 0,768 4,142 2,239 0,833 1,116 2,628 
7 82,003 2,920 1,530 1,083 4,337 2,198 1,661 1,227 3,042 
8 77,945 3,134 2,111 1,270 4,111 3,563 1,787 1,245 4,834 
9 77,497 3,124 2,098 1,507 4,091 3,547 1,776 1,379 4,982 
10 76,722 3,130 2,138 2,161 4,217 3,516 1,791 1,378 4,947 
 
5.3.5 Diagnostic tests 
Alike the previous cases, autocorrelation test for the error terms, the heteroskedasticity test, and 
the normality test will take place.  
The autocorrelation tests are conducted both with Portmanteau test and with the LM test. The 
null hypothesis in both tests states that there is not autocorrelation. Table 25 reports the results. 
Portmanteau test indicates that there is autocorrelation at the 9th and 10th lag, at significance 
level of 5%, as the p-value is lower than 5% and the null hypothesis can be rejected both for 
DJGSI (panel A) and BDI (panel B).  
On the other hand, the LM test, shows that there is not any autocorrelation between the lags, as 
the null hypothesis cannot be rejected. The p-value is always above the significant level of 5%. 
For specific lags, the null hypothesis, again cannot be rejected for the significance level of 5%, 
except the case of 4th lag in DJGSI’s VAR model. 
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Table 25:Autocorrelation tests for DJGSI, BDI and jointly financial and energy markets 
VAR 
residuals 
Portmanteau test LM test for specific lags LM test 
Panel A: DJGSI 
Lags Q-Stat p-value LRE* stat p-value LRE* stat p-value 
1 - - 77,542 0,588 77,542 0,588 
2 - - 72,844 0,729 157,368 0,588 
3 - - 76,203 0,630 226,552 0,768 
4 - - 10,686 0,029 317,286 0,595 
5 - - 80,817 0,485 387,856 0,722 
6 - - 77,161 0,600 465,896 0,737 
7 - - 76,758 0,613 541,957 0,769 
8 - - 90,502 0,220 619,762 0,782 
9 205,77 0,00 76,532 0,620 713,953 0,648 
10 280,92 0,00 78,637 0,554 786,789 0,714 
Panel B: BDI 
Lags Q-Stat p-value LRE* stat p-value LRE* stat p-value 
1 - - 65,374 0,897 65,374 0,897 
2 - - 85,652 0,341 144,517 0,834 
3 - - 77,597 0,587 209,110 0,944 
4 - - 101,496 0,061 292,758 0,893 
5 - - 72,569 0,737 380,592 0,803 
6 - - 70,324 0,796 444,587 0,911 
7 - - 74,219 0,690 510,692 0,957 
8 - - 67,241 0,863 555,767 0,996 
9 188,62 0,00 70,121 0,801 628,642 0,997 
10 266 0,00 81,327 0,469 693,614 0,999 
 
Jarque-Bera test is used in order to conduct the normality test. The null hypothesis indicates 
that the residuals are normally distributed. Table 26 indicates the results for the VAR models. 
According to the results it is shown that in some cases, the residuals are not normally distributed 
as the null hypothesis of normality can be rejected when the p-value is greater than the 
significance level of 5%. More specifically, in the DJGSI’s VAR model, the null hypothesis 
can be rejected for the residuals of the returns of DJGSI, Brent Crude Oil, S&P500 energy index 
and US dollar index. 
In the case of the VAR model regarding the freight rates (BDI), the results are quite different. 
The null hypothesis of normally distributed residual can be rejected at the cases of the residual 
of the returns of BDI, and Brent Crude Oil, alike the DJGSI’s model at panel A. Furthermore, 
the null hypothesis can also be rejected in the cases of Morgan Stanley Capital Index and US 
dollar index’s returns’ residuals. 
Table 26: Normality test for DJGSI, BDI and jointly financial and energy markets 
Variable Jarque-Bera p-value 
Panel A 
R_DJGSI 4,324 0,115 
R_BRENT 2,787 0,248 
R_NG 15,830 0,000 
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R_SP500 en 2,898 0,235 
OVX 240,098 0,000 
R_CO2 22,494 0,000 
R_MSCI 7,301 0,026 
R_USD 0,713 0,700 
VIX 42,927 0,000 
Joint   
Panel B 
R_BDI 2,728 0,256 
R_BRENT 0,087 0,957 
R_NG 14,770 0,001 
R_SP500 en 10,413 0,006 
OVX 179,696 0,000 
R_CO2 10,127 0,006 
R_MSCI 2,382 0,304 
R_USD 1,787 0,409 
VIX 71,043 0,000 
Joint 293,033 0,000 
 
For heteroskedasticity test, the White test is employed. The null hypothesis states that the 
residuals are homoscedastic, in other words they have constant variance. Table 27 indicates that 
the null hypothesis can be rejected as the p-value is lower than the significance level of 5% in 
both models. 
Table 27:Heteroskedasticity test for DJGSI, BDI and jointly financial and energy markets 
Joint test: 
DJGSI model BDI model 
Chi-sq p-value. Chi-sq p-value. 
6893,7 0,00 6803,25 0,0026 
 
5.3.6 Volatility causality 
As the residuals are not homoscedastic, a GARCH model can be employed to capture the 
volatility, alike the case of energy market. Again, new time series for the error terms from the 
VAR model with 8 lags are generated. Then for each time series a GARCH (1,1) model is 
employed and finally the econometric software eviews generates a variance series for each 
variable. Table 28 reports the Granger causality for the volatility series. 
The pairwise volatility shows that Brent Crude Oil’s returns’ as well as S&P500 energy index’s 
volatilities cause in sense of Granger the volatility of DJGSI in significance level of 5%. On the 
other hand, DJGSI’s returns volatility seems to cause OVX’s volatility and CO2 emission 
allowances’ returns’ volatility at significance level of 5%. When a VAR model with 8 lags is 
employed, the previous results remain the same but for significance level of 5%. Moreover, the 
null hypothesis of non-causality can be rejected in the case of all variable’s joint effects on 
DJGSI’s returns’ volatility, at significance level of 10%.  
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On the other hand, Baltic Dry Index’s volatility seems to cause in sense of Granger the natural 
gas’s returns’ volatility at significance level of 10% at the pairwise case and at 5% significance 
level at eight lagged VAR model. Furthermore, BDI’s returns’ volatility, seem to be caused by 
Brent Crude Oil pairwise at significance level of 10%, but not in the VAR model. The null 
hypothesis can also be rejected referring to causality from MSCI’s and S&P 500 energy index’s 
to BDI’s volatility both pairwise and when the 8-lagged VAR model is employed. Lastly, all 
the variables jointly, seems to cause in sense of Granger the BDI’s volatility as the p-value is 
3,5%. 
Table 28: Volatility causality between DJGSI, BDI and jointly financial and energy markets 
Null Hypothesis: no causality Pairwise 
Obs: 300 
Lags: 8 
Obs: 300 
From To p-value p-value 
Panel A 
G_DJGSHI G_BRENT 0,1050 0,1340 
G_BRENT G_DJGSHI 0,0084 0,0224 
G_DJGSHI G_NG 0,2390 0,3867 
G_NG G_DJGSHI 0,7707 0,5364 
G_DJGSHI G_S&P500 en 0,5853 0,8128 
G_S&P500 en G_DJGSHI 0,0065 0,0147 
G_DJGSHI G_OVX 0,0015 0,0002 
G_OVX G_DJGSHI 0,4399 0,1546 
G_DJGSHI G_CO2 0,0023 0,0062 
G_CO2 G_DJGSHI 0,7806 0,8775 
G_DJGSHI G_MSCI 0,7246 0,8648 
G_MSCI G_DJGSHI 0,1066 0,3120 
G_DJGSHI G_USD 0,6092 0,9948 
G_USD G_DJGSHI 0,4910 0,7001 
G_DJGSHI G_VIX 0,9227 0,9537 
G_VIX G_DJGSHI 0,1166 0,8525 
All G_DJGSHI - 0,0898 
Panel B 
G_BDI G_BRENT 0,8432 0,6641 
G_BRENT G_BDI 0,0777 0,6520 
G_BDI G_NG 0,0720 0,0376 
G_NG G_BDI 0,5109 0,7320 
G_BDI G_S&P500 en 0,9186 0,2311 
G_S&P500 en G_BDI 0,0087 0,0338 
G_BDI G_OVX 0,6526 0,8860 
G_OVX G_BDI 0,4241 0,6351 
G_BDI G_CO2 0,9014 0,6659 
G_CO2 G_BDI 0,9541 0,2264 
G_BDI G_MSCI 0,5972 0,5471 
G_MSCI G_BDI 0,0418 0,0111 
G_BDI G_USD 0,3888 0,5897 
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G_USD G_BDI 0,5536 0,5140 
G_BDI G_VIX 0,7864 0,7084 
G_VIX G_BDI 0,7645 0,1958 
All G_BDI - 0,0350 
 
6. Conclusion 
Shipping is one of the most important industries for the global economy and consists the most 
crucial industry for the global trade. The global seaborne trade was estimated at 10.7 billion 
tons in 2017. Shipping is affected by energy sector in two ways. The first way has to do with 
the energy commodities which are carried by ships. Oil shipping accounts for nearly one third 
of global maritime trade. The second way has to do with the fuels which affect the operational 
cost of shipping industry. Moreover, the environmental impact of shipping industry is highly 
correlated with the energy sector. 
According to literature review oil shipping sector can be characterized as almost perfect 
competitive market shipping firms act as price takers and cannot affect the prices. Demand for 
tanker transportation is affected by factors such as the growth of the world economy, oil price, 
climate conditions, and political decisions. Oil price’s volatility is expected to be reflected to 
some extent into tanker freight rates.  
Shipping stocks are considered as a conventional investment opportunity and the shipping 
market has become a market where freight rate can be traded like any other financial asset or 
commodity. Dow Jones Global Shipping Index (DJGSI) measures the stock performance of 
high dividend-paying companies in the global shipping industry. According to literature review 
US dollar affect shipping industry`s returns. A positive relationship between US shipping stock 
returns and oil prices, was reported.  
Baltic Dry Index (BDI), is a market barometer for the dry shipping. The main findings of the 
literature, state that the returns of shipping freight rates can be used as a predictor of stock-
market returns. BDI has strong predictability regarding commodity assets in contrast with stock 
market. Its fluctuations can be used to forecast variations in global stock returns as well as 
commodity indices’ returns. Freight rates has also been found sensitive to oil prices’ fluctuation. 
Oil prices seem to cause freight rates in sense of Granger.  
To empirical analysis draw some interesting results. DJGSI`s returns seem to cause the returns 
of Brent Crude Oil and Goldman Sachs Commodity Index. There is also a bidirectional 
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causality between the returns of DJGSI and natural gas, S&P500 energy index and OVX. In the 
last two cases the bidirectional is revealed pairwise as in the VAR models it seems that only 
S&P500 energy index’s returns cause those of DJGSI. The results also showed that CO2 
emissions allowances’ returns as well as both all energy variables as group and all variables 
together cause DJGSI’s returns. In contrast with previous studies there was not found any 
relationship with US dollar index. As for the variance decomposition, in the first week is totally 
explained by the variable itself. However, as the weeks go by, the total cumulative effect of 
energy market begins at 5% the second week, the fifth week is doubled at 10%, and after ten 
weeks corresponds to almost 17%. On the other hand, the financial variables seem to have 
smaller impact than the energy market’s variables. During the first month, DJGSI’s returns 
explain more than 97% of their own variance. After the second month, they still affect more 
than 94%. 
As for volatility, it was found that DJGSI’s volatility causes the volatility of natural gas, OVX, 
CO2 emissions allowances, MSCI and GSCI. Furthermore, it is caused by the volatility of Brent 
Crude Oil and S&P500 energy index as well as from all variables’ joint volatility. 
Regarding the shipping freight rates markets, this research revealed that Brent Crude Oil’s 
returns cause BDI’s returns alike with the previous studies. Moreover, natural gas’s and CO2 
emission allowance’s returns cause in sense of Granger the BDI. OVX and VIX changed 
direction of causality when the number of lags changed. Lastly, all energy variables as group 
and all variables together seem to have explanatory power on BDI’s returns.  Energy market’s 
variables seem to have impact on BDI as the BDI itself affect from 96% to 82%. The total 
cumulative effect of energy market begins at 4% the second week, the fifth week is tripled at 
12%, and after ten weeks corresponds to almost 18%. In the financial markets, BDI’s returns 
themselves affect 97% of their variance during the first month and after two months affect the 
88%.  
As far as Baltic Dry Index’s volatility is concerned, the results indicate that BDI’s volatility is 
caused by the volatility of Brent Crude Oil, S&P500 energy index, Morgan Stanley Capital 
Index and all variables together. On the other hand, BDI’s volatility seem to cause natural gas’s 
volatility. 
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