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Resumen
En la simulacio´n dina´mica de tethers se usan bead models que discretizan el cable
mediante cuentas distribuidas en toda su longitud y cuya evolucio´n temporal se aborda
nume´ricamente. Dependiendo de la precisio´n deseada, el nu´mero de part´ıculas oscila,
t´ıpicamente, entre 5 y 50. En ocasiones la simulacio´n se extiende sobre tiempos largos
(varios an˜os). La complejidad de las interacciones del cable con el medio espacial exige
optimizar, en tiempo y precisio´n, los propagadores que constituyen el nu´cleo central del
proceso. El me´todo de perturbaciones especiales objeto de este art´ıculo conjuga sencillez
de programacio´n, rapidez y precisio´n, y permite propagar la o´rbita de cualquier part´ıcula
material. Describe la evolucio´n de ciertos elementos orbitales, constantes del problema
no perturbado que, en el perturbado, evolucionan en la escala de tiempos impuesta por
la perturbacio´n. Puede usarse con cualquier tipo de o´rbita, esta´ libre de singularidades
asociadas a inclinacio´n y/o excentricidad pequen˜as, y el uso de para´metros de Euler le
confiere robustez.
1 Introduccion
Este art´ıculo se ha desarrollado dentro del proyecto Estabilidad y Simulacio´n Dina´mi-
ca de Tethers, de tres an˜os de duracio´n, cuyo objetivo ba´sico es entender las ines-
tabilidades dina´micas que afectan, cuando operan en o´rbitas inclinadas, a los tethers
electrodina´micos. El control de estas inestabilidades resulta esencial para explotar sus
excelentes caracter´ısticas en la propulsio´n fiable, econo´mica y segura de veh´ıculos es-
paciales (en particular el tether desnudo).
En el proyecto se abordan estudios teo´ricos para aumentar el conocimiento de la
compleja dina´mica que exhiben este tipo de tethers. Simulta´neamente, se realizara´ un
simulador dina´mico de tethers de propo´sito general, aunque enfocado al estudio de
tethers electrodina´micos. Como colofo´n, se abordara´ el predisen˜o de dos tethers elec-
trodina´micos desnudos. En el primero, concebido para compensar la pe´rdida de altura
de la Estacio´n Espacial Internacional (ISS) debida a la resistencia aerodina´mica, se
estudian tres o´rbitas a 300, 400 y 500 Km de altura. En el segundo, se provoca la
reentrada de un sate´lite, inicialmente a 1000 Km de altura, en tiempos razonables. En
ambos casos se pondra´ especial cuidado en mostrar la controlabilidad del tether.
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Para la simulacio´n dina´mica de tethers se dispone, fundamentalmente, de tres tipos
de modelos: 1) los basados en elementos finitos, 2) los modelos continuos, con funcio-
nes de forma para los diferentes modos, y 3) los modelos de cuentas (bead models o
lumped-mass models en terminolog´ıa anglosajona). En estos u´ltimos, la masa del cable
se discretiza en una coleccio´n de part´ıculas materiales cuya evolucio´n temporal se desea
conocer. Los modelos de los tipos 1) y 2) son preferidos por algunos autores que aducen
en su favor una mayor precisio´n en la descripcio´n de la dina´mica lateral del tether,
aunque e´sta es una cuestio´n abierta sobre la que no hay consenso.
Los modelos de cuentas, sin embargo, mantienen una conexio´n muy directa con los
efectos f´ısicos involucrados en la simulacio´n, y son preferibles cuando la dina´mica no es
bien conocida. Adema´s, resultan ventajosos en fases de predisen˜o y en los preliminares
del Ana´lisis de Misio´n, pues son sencillos de programar y, si el nu´mero de cuentas no es
muy elevado, ra´pidos. En caso necesario, puede incrementarse la precisio´n del ana´lisis
aumentando el nu´mero de cuentas usadas en la discretizacio´n del tether.
Los tethers comienzan su andadura en el espacio en los an˜os 70 y, desde entonces,
se han realizado muchas simulaciones dina´micas. La mayor parte de ellas abarcan se-
manas, quiza´s meses, pero, con tether flexibles, nunca se ha llegado a simulaciones que
duren an˜os. Parado´jicamente, los tethers electrodina´micos muestran sus mejores ca-
racter´ısticas en misiones largas, que involucren masas grandes. En ellas, la simulacio´n
necesaria es mucho ma´s larga. La Estacio´n Espacial Internacional (ISS) ser´ıa un buen
ejemplo.
El costo computacional de las simulaciones de tethers se debe a factores muy va-
riados. En primer lugar, la interaccio´n del tether con el medio espacial : su complejidad
impone la utilizacio´n de modelos sofisticados. Por ejemplo, la descripcio´n de las fuerzas
que actu´an sobre tethers electrodina´micos, exige modelar: 1) la ionosfera, 2) el campo
magne´tico terrestre y, 3) la propia interaccio´n electromagne´tica entre el plasma ambien-
te y el cable conductor. Este u´ltimo punto implica determinar la evolucio´n temporal de
la temperatura del cable, que afecta decisivamente a su resistencia ele´ctrica y, por ende,
a la corriente recogida en el sistema, dato esencial en la descripcio´n de las fuerzas.
Con mayores tiempos de simulacio´n, hay que incluir pequen˜as perturbaciones que
en simulaciones cortas apenas influyen. En simulaciones a largo plazo el efecto acumu-
lativo puede llegar a ser importante. Finalmente, la falta de resultados previos invita,
tambie´n, a aumentar la precisio´n. El resultado es un incremento del nu´mero de cuentas
usadas en la discretizacio´n del sistema. En resumen, resulta importante optimizar los
procedimientos y las rutinas usadas para propagar las o´rbitas de las diferentes part´ıcu-
las que componen el tether discretizado. En lo que sigue se presenta el propagador que
se usara´ como nu´cleo central del simulador a desarrollar en el citado proyecto.
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2 Ecuaciones para la partcula
Sea Ex1y1z1 el sistema geoce´ntrico inercial con origen en el centro de masas E de
la Tierra. Determinar la evolucio´n temporal x = x(t) de una part´ıcula M , de masa
m, en dicha referencia es un problema de orden 6. Las ecuaciones que gobiernan su
movimiento son
mx¨ = −mµ|x|3x + F p (1)
donde x =
−−→
EM es el vector posicio´n de la part´ıcula, y F p es la fuerza de pertur-
bacio´n, que se define como la resultante de todas las fuerzas que actu´an sobre M a
excepcio´n del te´rmino principal del potencial gravitatorio. Para la integracio´n nume´rica
del sistema (1), las variables naturales ser´ıan, en principio, x1, y1, z1, x˙1, y˙1 y z˙1, esto
es, las coordenadas de M en la referencia geoce´ntrica y sus derivadas temporales. En
conjunto definen el estado dina´mico de M . La solucio´n de este sistema de ecuaciones
adopta la forma
x = x(t; x0, x˙0)
Sin pe´rdida de generalidad, se toman la posicio´n x0, y la velocidad x˙0 de M en t = 0
(instante inicial), como constantes de integracio´n.
Al movimiento de la part´ıcula se le puede asociar el triedro orbitalR = {O; i, j,k},
cuyo origen O coincide con la propia part´ıcula M y cuyos vectores unitarios (i, j,k) se
definen como sigue:
• i, con la direccio´n y sentido del vector posicio´n x
• k, contenido en el plano definido por E, x y la velocidad v = x˙ de la part´ıcula, y de
sentido tal que k · v ≥ 0
• j, se elige de forma que el triedro este´ orientado a derechas
As´ı, si se conoce la evolucio´n de la part´ıcula se conoce tambie´n la evolucio´n del
triedro orbital, dada por las relaciones:
i =
x
|x| =
x
R
, j =
v × x
|v × x| = −
h
h
, k = i× j (2)
donde se ha llamado R(t) a la distancia R = |x|, y h = x×v al momento cine´tico (por
unidad de masa) de la part´ıcula.
A diferencia de la part´ıcula, la evolucio´n de un so´lido libre S en el seno de una
referencia dada es, en general, un problema de orden 12, pues hay que determinar la
evolucio´n temporal de uno de sus puntos (6 inco´gnitas), y adema´s, la evolucio´n de
su actitud (6 inco´gnitas ma´s). Sin embargo, la evolucio´n temporal del triedro orbital R
definido anteriormente esta´ gobernada por un sistema de orden 6, equivalente al sistema
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Figura 1: Triedro orbital
(1) que proporciona la evolucio´n temporal de la part´ıcula M . E´ste es un punto ba´sico
del me´todo de integracio´n nume´rica que se propone en estas pa´ginas.
En efecto, sea
ω = pi + qj + rk
la velocidad angular del triedro orbital R, y (ψ1, θ1, ϕ1), momenta´neamente, los a´ngulos
de Euler que fijan su actitud respecto de la referencia geoce´ntrica inercial Ex1y1z1.
Determinar la evolucio´n temporal de R implica determinar la evolucio´n temporal de
R, (p, q, r) y (ψ1, θ1, ϕ1). Aparentemente el problema es de orden siete pero en realidad
es de orden seis, pues debido a la definicio´n del triedro orbital la componente r de la
velocidad angular ω se anula siempre. Esta propiedad fundamental se deduce acudiendo
a las derivadas temporales de los versores (i, j), que pueden expresarse de dos formas
distintas. La primera de ellas se obtiene de la derivacio´n temporal de las ecuaciones (2),
y la segunda de las propiedades elementales de la velocidad angular de un so´lido.
di
dt
=
v
R
− 1
R2
R˙x
dj
dt
=
h˙
h2
h− 1
h
dh
dt


≡


di
dt
= ω × i = rj − qk,
dj
dt
= ω × j = −ri + pk
Identificando los valores correspondientes de ambas expresiones se deducen las compo-
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nentes de la velocidad angular del triedro R:
p = −1
h
(k · dh
dt
), q = − 1
R
(v · k), r = 1
R
(v · j) = 0
Por otra parte, teniendo en cuenta la ecuacio´n de momento cine´tico
dh
dt
=
1
m
x× F p
que se deduce trivialmente de (1), las componentes de ω adoptan la forma
p = − R
mh
(F p · j), q = − h
R2
, r = 0
Como se anticipo´, la componente r es nula independientemente de la fuerza de pertur-
bacio´n que actu´e sobre la part´ıcula.
No´tese que si la perturbacio´n desaparece, (F p = 0), el movimiento de la part´ıcula
resulta kepleriano, h es un vector constante y se cumple la ley de areas R2θ˙ = h
caracter´ıstica de los movimientos centrales. Las componentes de la velocidad angular
son en ese caso:
p = 0, q = −θ˙, r = 0
donde θ simboliza la anomal´ıa verdadera.
En lo que sigue, se planteara´n las ecuaciones que gobiernan la evolucio´n del trie-
dro orbital y, por tanto, el movimiento de M . Para ello, se calculara´n las derivadas
temporales del vector posicio´n x = Ri
dx
dt
= R˙i +Rω × i
d2x
dt2
= R¨i +R{ω˙ × i + ω × (ω × i)}+ 2R˙ω × i
La ecuacio´n (1) adopta entonces la forma
R¨i + 2R˙ω × i +R{ω˙ × i + ω × (ω × i)} = − µ
R2
+
F p
m
y proyectando segu´n los tres ejes de R, se obtienen las ecuaciones:
R¨− Rq2 + µ
R2
= +
1
m
(F p · i) (3)
Rpq = +
1
m
(F p · j) (4)
d
dt
(R2q) = −R
m
(F p · k) (5)
que, por integracio´n, proporcionan R(t), p(t), q(t). A partir de ellas se puede obtener la
evolucio´n de (i, j,k), mediante las relaciones:
di
dt
= ω × i = −qk (6)
dj
dt
= ω × j = +pk (7)
dk
dt
= ω × k = +qi− pj (8)
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Antes de iniciar el desarrollo del me´todo que se propone en estas l´ıneas, se co-
menzara´ por simplificar las ecuaciones de partida. Para ello, se introducira´n variables
adimensionales y se expresara´ el estado del sistema con coordenadas ma´s apropiadas.
Por u´ltimo, se introducira´n para´metros de Euler para simplificar las ecuaciones (6-8).
Para adimensionalizar las ecuaciones, se introducira´n tres magnitudes caracter´ısticas
fundamentales: longitud, tiempo y masa; las restantes magnitudes son derivadas y se
obtienen trivialmente de las fundamentales acudiendo a su definicio´n. Se usara´n, por
tanto, las siguientes magnitudes caracter´ısticas en la adimensionalizacio´n:
distancias con R0 tiempos con ω0 =
√
µ
R3
0
velocidades con R0ω0 aceleraciones con R0ω
2
0
masas con m fuerzas con mR0ω
2
0
siendo R0 la distancia inicial del sate´lite a E, centro de masas de la Tierra, y ω0 la
frecuencia orbital de la o´rbita circular a distancia R0 de E. As´ı, el proceso conduce de
forma natural a las variables adimensionales τ, r, P y Q definidas por medio de:
τ = ω0t, R = R0r, q = ω0Q, p = ω0P (9)
A partir de ahora r representara´ una distancia adimensional y no una componente de
la velocidad angular ω. P y Q son las dos componentes adimensionales no nulas de ω.
2.1 Variables de estado
Las ecuaciones (3-5) se reescribira´n usando como variables de estado (r, u, ψ); r se ha
definido en (9); u y ψ esta´n definidas por:
u =
dr
dτ
, ψ = −r2Q
Reescritas en estas variables de estado, las ecuaciones a integrar adoptan la forma:
dr
dτ
= u (10)
du
dτ
=
ψ2
r3
− 1
r2
+ (f p · i) (11)
dψ
dτ
= r(fp · k) (12)
donde
fp =
1
mR0ω
2
0
F p
es el valor adimensional de la fuerza de perturbacio´n que actu´a sobre la part´ıcula.
No´tese que ψ coincide con el valor adimensional de la constante de a´reas en el
problema no perturbado (F p = 0), esto es, resulta ser una magnitud conservada de
dicho problema.
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Las componentes adimensionales (P,Q) de la velocidad angular pueden expresarse
en funcio´n de las variables de estado por medio de las relaciones:
P = − r
ψ
(fp · j) (13)
Q = − ψ
r2
(14)
2.2 Para´metros de Euler
Conocidas p y q, las ecuaciones (6-8) proporcionan la evolucio´n temporal de los versores
(i, j,k) del triedro orbital R. En el problema planteado existen dos referencias funda-
mentales: 1) la referencia geoce´ntrica inercial Ex1y1z1, o triedro R1 cuyos versores se
denotan por (i1, j1,k1), y 2) el triedro orbital R cuyos versores se denotan por (i, j,k).
La relacio´n entre los dos conjuntos de versores esta´ dada por la ecuacio´n1
[i, j,k] = [i1, j1,k1]Q(t)
donde Q es una matriz cuadrada, ortogonal, de orden 3, que evoluciona con el tiempo
cuando la part´ıcula se mueve. De los nueve elementos de la matriz Q so´lo tres son
independientes. No es co´moda la descripcio´n de la matriz mediante tres de sus elemen-
tos, entre otras razones, por la necesidad de elegirlos de forma que haya uno de cada
fila y uno de cada columna. Habitualmente se expresan los nueve elementos de Q en
funcio´n de tres coordenadas independientes, por ejemplo, los a´ngulos de Euler. Desde el
punto de vista del ca´lculo nume´rico, este artificio tiene un inconveniente: siempre existe
una direccio´n singular en la que la representacio´n de la matriz Q por medio de tres
coordenadas generalizadas deja de ser biyectiva. Si a lo largo del ca´lculo se traspasa la
singularidad, o se visitan sus proximidades, la simulacio´n puede fracasar directamente
o resultar inaceptable por los errores acumulados.
El nu´mero mı´nimo de para´metros que permite eliminar el problema de la singulari-
dad en la representacio´n de la matriz Q es cuatro. Por este motivo, en este art´ıculo se
utilizara´n los para´metros de Euler (ε = (ε1, ε2, ε3), η). En funcio´n de dichos para´metros
la matriz Q adopta la forma:
Q =

 1− 2(ε
2
2
+ ε2
3
) 2ε1ε2 − 2ηε3 2ε1ε3 + 2ηε2
2ε1ε2 + 2ηε3 1− 2(ε21 + ε23) 2ε2ε3 − 2ηε1
2ε1ε3 − 2ηε2 2ε3ε2 + 2ηε1 1− 2(ε21 + ε22)


De acuerdo con el teorema de Euler, el paso de la base (i1, j1,k1) a la base (i, j,k) que
tiene lugar a trave´s de la matriz Q, se consigue, geome´tricamente, mediante un giro de
1La notacio´n hace uso de matrices, por ejemplo [i1, j1, k1], que no son tales (los elementos de una matriz
son escalares y no vectores). En las operaciones algebraicas, estas pseudomatrices siguen las mismas reglas,
mutatis mutandi, que las verdaderas matrices. Esta notacio´n es fa´cil de manejar, y no induce a error si se
esta´ advertido
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valor φ alrededor de una direccio´n del espacio definida por un vector unitario a. En
este contexto, los para´metros de Euler definen los elementos de dicho giro a trave´s de
las relaciones
ε = a sin
φ
2
, η = cos
φ
2
La evolucio´n temporal de los para´metros de Euler esta´ dada por las ecuaciones:
dε
dt
=
1
2
(ε× ω + ηω), dη
dt
= −1
2
ε · ω
en donde todos los vectores que intervienen han de expresarse en el triedro orbital
(i, j,k). En te´rminos de las variables adimensionales, las ecuaciones (6-8) adoptan la
forma:
dε1
dτ
= +
1
2
Pη − 1
2
Qε3,
dε2
dτ
= +
1
2
Pε3 +
1
2
Qη,
dε3
dτ
= −1
2
Pε2 +
1
2
Qε1
dη
dτ
= −1
2
Pε1 − 1
2
Qε2

 (15)
donde las componentes adimensionales (P,Q) de la velocidad angular ω esta´n dadas
por las relaciones (13-14), y dependen, so´lo, de la perturbacio´n f p que actu´a sobre la
part´ıcula.
Como es bien sabido, entre los cuatro para´metros de Euler siempre se verifica la
condicio´n adicional
ε2
1
+ ε2
2
+ ε2
3
+ η2 = 1 (16)
por tanto, de las cuatro ecuaciones (15) so´lo tres son independientes. No obstante, la
relacio´n (16) no se usara´ para disminuir el orden del sistema, sino para monitorizar la
calidad de la solucio´n nume´rica obtenida por integracio´n de las ecuaciones (15).
2.3 Esquema de generacio´n del me´todo
Las ecuaciones (10-14) y (15) constituyen el punto de partida del proceso que conduce
al me´todo de integracio´n objeto de este art´ıculo. El esquema seguido en la deduccio´n
de las ecuaciones del me´todo se resume en tres puntos ba´sicos:
• mediante un cambio de variable independiente, ana´logo a la transformacio´n de
Sundmann (ver [2]), primer paso en los procesos cla´sicos de regularizacio´n del problema
de dos cuerpos (ver [1]), se introduce un tiempo ficticio σ definido por
dσ
dτ
= −Q(σ) ⇒ τ = −
∫ σ
σ0
dσ
Q(σ)
=
∫ σ
σ0
r2dσ
ψ
(17)
• se obtiene la solucio´n anal´ıtica del problema no perturbado
X = X(σ; E) (18)
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Aqu´ı X simboliza el estado del sistema, y E representa las seis constantes de integracio´n
(elementos de la o´rbita en sentido amplio) que aparecen en la solucio´n del problema no
perturbado
• se usa la te´cnica de variacio´n de las constantes para resolver el problema pertur-
bado.
Para ello la solucio´n del problema perturbado se expresa en la forma (18), pero
ahora, los elementos de la o´rbita ya no son constantes, sino funciones de σ, E = E(σ),
a determinar. Equivale a concebir las relaciones (18) como un cambio de variables que
permite expresar el estado del sistema X en funcio´n de los elementos orbitales E.
Dicho cambio de variables permite reescribir las ecuaciones de evolucio´n del problema
perturbado en te´rminos de E:
dE
dσ
= G(σ,E,fp), G(σ,E, 0) = 0
Se obtienen as´ı ecuaciones cuyos segundos miembros se anulan ide´nticamente con la
perturbacio´n.
En lo que sigue, se desarrollara´ este esquema ba´sico, primero con las ecuaciones
(10-14), y luego con las (15).
3 Primer conjunto de ecuaciones
Se comenzara´ por reescribir el primer conjunto de ecuaciones (10-14) tomando como
variable independiente σ definida en (17). Simulta´neamente, y por motivos que se co-
mentara´n en breve, se tomara´ como variable de estado
z =
1
r
en lugar de r. Se obtiene as´ı el siguiente conjunto de ecuaciones
dτ
dσ
=
r2
ψ
→ dτ
dσ
=
1
z2ψ
(19)
dr
dσ
= u
r2
ψ
→ dz
dσ
= −u
ψ
(20)
du
dσ
=
ψ
r
− 1
ψ
+
r2
ψ
(fp · i) →
du
dσ
= zψ − 1
ψ
+
1
z2ψ
(f p · i) (21)
dψ
dσ
=
r3
ψ
(fp · k) →
dψ
dσ
=
1
z3ψ
(f p · k) (22)
al que han de an˜adirse las relaciones
P = − 1
zψ
(f p · j) (23)
Q = −ψz2 (24)
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que proporcionan las componentes de la velocidad angular ω en funcio´n del estado del
sistema.
3.1 Problema no perturbado
En el problema no perturbado, f p = 0, las ecuaciones (20-22) se simplifican, y la solucio´n
puede obtenerse anal´ıticamente; resultado nada sorprendente, pues de antemano se sabe
que el problema es integrable. Se llega as´ı a las relaciones
z =
1
ψ2
+ A cos σ +B sin σ (25)
u = ψ(A sin σ −B cos σ) (26)
ψ = ψ0 (27)
en donde ψ0, A y B son constantes de integracio´n que dependen de las condiciones
iniciales.
No´tese que, en el problema no perturbado, σ tiene un significado geome´trico preciso:
coincide con la anomal´ıa verdadera de la o´rbita kepleriana seguida por la part´ıcula. En
efecto, si se compara la expresio´n habitual de la ley de a´reas con la ecuacio´n (19)
ley de a´reas r2
dθ
dt
= C ↔ r2dσ
dτ
= ψ0 ecuacio´n (19)
se deduce de inmediato el resultado mencionado: σ ≡ θ. De aqu´ı surge de manera
natural la condicio´n inicial a imponer a la variable σ
en τ = 0 : σ = θ0
siendo θ0 la anomal´ıa verdadera inicial de la part´ıcula. Condicio´n inicial ide´ntica en
ambos problemas, no perturbado y perturbado, pues no depende de la existencia o
ausencia de perturbacio´n.
La introduccio´n de la variable z = 1/r responde a un hecho bien conocido, esto es,
no es caprichosa. La segunda de las fo´rmulas de Binet de los movimientos centrales
γ = −C
2
r2
{
d2
dθ2
(
1
r
) +
1
r
}
muestra que, en el problema de dos cuerpos, la ecuacio´n que proporciona la trayectoria
es lineal en z. Esta linealizacio´n es uno objetivos ba´sico de todo proceso de regulariza-
cio´n de ecuaciones.
La propia ecuacio´n (19) proporciona, mediante una integracio´n adicional, la relacio´n
existente entre el tiempo adimensional τ y la anomal´ıa verdadera σ. No obstante, dicha
relacio´n no resulta de intere´s en este contexto. Adema´s, dependiendo del tipo de o´rbita
kepleriana (el´ıptica, parabo´lica o hiperbo´lica), adoptar´ıa formas diferentes.
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3.2 Problema perturbado
Guiados por la solucio´n (25-27) del problema no perturbado, se buscara´ la solucio´n del
problema perturbado en la forma
z =
1
ψ2(σ)
+ A(σ) cosσ +B(σ) sin σ
u = ψ(σ)(A(σ) sin σ − B(σ) cos σ)
ψ = ψ(σ)
donde, ahora, ψ(σ), A(σ) y B(σ) son funciones desconocidas de σ a determinar como
parte de la solucio´n. Equivale a considerar las ecuaciones (25-27) como un cambio
de variable que permite expresar el estado dina´mico del sistema en te´rminos de las
coordenadas generalizadas ψ, A y B.
Introduciendo estas relaciones en las ecuaciones (19-22) se obtienen las ecuaciones
que gobiernan la evolucio´n de ψ(σ), A(σ) y B(σ). Se llega as´ı al sistema
dψ
dσ
=
1
z3ψ
(fp · k) (28)
dA
dσ
= + sin σ · 1
ψ2z2
(f p · i) +
1
ψ
dψ
dσ
{cos σ( 1
ψ2
+ z)− A} (29)
dB
dσ
= − cos σ · 1
ψ2z2
(fp · i) +
1
ψ
dψ
dσ
{sin σ( 1
ψ2
+ z)− B} (30)
dτ
dσ
=
1
z2ψ
(31)
en cuyos segundos miembros aparece la fuerza de perturbacio´n f p que es funcio´n del
estado del sistema. Si fp se anula, se recobra el problema no perturbado en el que ψ, A
y B se mantienen constantes. Para el ca´lculo del segundo miembro de estas ecuaciones,
deben tenerse en cuenta las relaciones
z =
1
ψ2(σ)
+ A(σ) cos σ +B(σ) sin σ (32)
dz
dσ
= −A(σ) sin σ +B(σ) cos σ (33)
que se satisfacen en todo instante.
4 Segundo conjunto de ecuaciones
Las ecuaciones (15), cuando se reescriben tomando σ como variable independiente,
adoptan la forma
dε1
dσ
= −1
2
λ(σ)η +
1
2
ε3,
dε2
dσ
= −1
2
λ(σ)ε3 − 1
2
η,
dε3
dσ
= +
1
2
λ(σ)ε2 − 1
2
ε1
dη
dσ
= +
1
2
λ(σ)ε1 +
1
2
ε2

 (34)
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donde la magnitud λ(σ), definida por la relacio´n
λ(σ) =
P
Q
=
1
ψ2z3
· (fp · j) (35)
es el cociente entre las dos componentes no nulas de la velocidad angular ω del triedro
R. No´tese que λ(σ) se hace singular si z = 0 o´ ψ = 0. El caso z = 0 surge cuando se
alcanza un punto del infinito (r = ∞) de la trayectoria; el caso ψ = 0 surge cuando el
momento cine´tico de la part´ıcula respecto del origen E se anula, es decir, la velocidad
de la part´ıcula esta´ contenida en la vertical local. Ninguna de estas situaciones se
presenta en dina´mica de tethers, ni en la mayor parte de los problemas t´ıpicos de
Dina´mica Orbital. No obstante, el caso de o´rbita hiperbo´lica conducir´ıa, cuando la
part´ıcula comienza a acercarse a la as´ıntota, a una situacio´n de posible singularidad,
con λ tomando valores progresivamente crecientes; en ese caso podr´ıa obtenerse una
solucio´n asinto´tica, en el l´ımite λ → ∞, que, por brevedad, no se desarrolla en estas
pa´ginas.
4.1 Problema no perturbado
En el problema no perturbado λ(σ) ≡ 0, al ser f p = 0. Las ecuaciones (34) se simplifican
y adoptan la forma
dε1
dσ
= +
1
2
ε3,
dε2
dσ
= −1
2
η
dε3
dσ
= −1
2
ε1,
dη
dσ
= +
1
2
ε2
Este conjunto de ecuaciones admite solucio´n anal´ıtica, que puede expresarse, alterando
ligeramente el orden de los para´metros de Euler, como

ε1
ε3
ε2
η


= M(σ − σ0)


ε0
1
ε0
3
ε0
2
η0


(36)
donde la matriz M(ζ), dada por
M(ζ) =


cos(ζ/2) sin(ζ/2) 0 0
− sin(ζ/2) cos(ζ/2) 0 0
0 0 cos(ζ/2) − sin(ζ/2)
0 0 sin(ζ/2) cos(ζ/2)


es cuadrada, de taman˜o 4 y ortogonal; no´tese que M(0) ≡ I, siendo I la matriz unidad
de taman˜o 4. En (36), σ0 simboliza el valor inicial de σ, y coincide con el valor inicial de
la anomal´ıa verdadera de la part´ıcula en la o´rbita kepleriana que seguir´ıa si se eliminasen
las perturbaciones desde el instante inicial. Los valores ε0
1
, ε0
3
, ε0
2
y η0 son constantes de
integracio´n que definen la actitud del triedro orbital R en el instante inicial.
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No´tese que la posicio´n del triedro orbital R cambia con el tiempo a partir de una
posicio´n inicial. La solucio´n (36) relaciona la actitud de R en un instante gene´rico, con
la actitud de R0, esto es, el triedro R en el instante inicial (t = 0).
4.2 Problema perturbado
Para abordar el problema perturbado conviene escribir las ecuaciones (34) de forma
matricial 

dε1/dσ
dε3/dσ
dε2/dσ
dη/dσ


= S(σ)


ε1
ε3
ε2
η


(37)
donde la matriz S(σ) es
S(σ) =
1
2


0 1 0 −λ(σ)
−1 0 λ(σ) 0
0 −λ(σ) 0 −1
λ(σ) 0 1 0


En el problema perturbado se busca una solucio´n de las ecuaciones (37) del tipo

ε1
ε3
ε2
η


= M(σ − σ0)


ε0
1
(σ)
ε0
3
(σ)
ε0
2
(σ)
η0(σ)


(38)
en la que ε0
1
(σ), ε0
3
(σ), ε0
2
(σ) y η0(σ) son funciones de σ que hay que determinar como
parte de la solucio´n. Equivale a considerar las ecuaciones (36) como un cambio de varia-
ble que permite expresar el estado dina´mico del sistema en te´rminos de las coordenadas
generalizadas ε0
1
, ε0
3
, ε0
2
y η0.
Introduciendo las expresiones (38) en las ecuaciones (37), e´stas, tras un poco de
a´lgebra, adoptan la forma

dε0
1
(σ)/dσ
dε0
3
(σ)/dσ
dε0
2
(σ)/dσ
dη0(σ)/dσ


= F (σ)


ε0
1
(σ)
ε0
3
(σ)
ε0
2
(σ)
η0(σ)


donde la matriz
F (σ) =
(
MT (σ − σ0)S(σ)M(σ − σ0)−MT (σ − σ0)dM
dσ
(σ − σ0)
)
puede escribirse, introduciendo el valor Ω = σ − σ0, como
F (σ) =
λ(σ)
2


0 0 − sin Ω − cos Ω
0 0 cos Ω − sin Ω
sin Ω − cos Ω 0 0
cos Ω sin Ω 0 0


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Una vez desarrolladas, las ecuaciones adoptan la forma:
dε0
1
dσ
= −λ(σ)
2
{sin(σ − σ0)ε02 + cos(σ − σ0)η0} (39)
dε0
2
dσ
= +
λ(σ)
2
{sin(σ − σ0)ε01 − cos(σ − σ0)ε03} (40)
dε0
3
dσ
= +
λ(σ)
2
{cos(σ − σ0)ε02 − sin(σ − σ0)η0} (41)
dη0
dσ
= +
λ(σ)
2
{cos(σ − σ0)ε01 + sin(σ − σ0)ε03} (42)
y deben integrarse a partir de las condiciones iniciales apropiadas.
Observese de nuevo, que si la perturbacio´n desaparece, λ ≡ 0, las coordenadas
generalizadas ε0
1
, ε0
3
, ε0
2
y η0 se mantienen constantes, es decir, se recobra el resultado
correspondiente al problema no perturbado. El valor de λ so´lo depende de la componente
de la perturbacio´n normal al plano orbital (ver (35)), y si e´sta es pequen˜a el valor de λ
sera´ pequen˜o, esto es, λ << 1. En tal caso, la evolucio´n de ε0
1
, ε0
3
, ε0
2
y η0 se produce en
una escala de tiempos tanto ma´s larga cuanto menor sea la perturbacio´n.
No´tese que ahora hay tres triedros en el problema: el geoce´ntrico inercial Ex1y1z1
que es fijo, el triedro orbital R0, cuya actitud esta´ definida por las coordenadas gene-
ralizadas ε0
1
, ε0
3
, ε0
2
y η0, y el triedro orbital R en la posicio´n real de la part´ıcula, cuya
actitud esta´ definida por los para´metros de Euler ε1, ε3, ε2 y η.
En el problema no perturbado el triedro R0 es fijo en la referencia Ex1y1z1, mientras
que en el problema perturbado su posicio´n cambia con el tiempo (tanto ma´s lentamente
cuanto menor sea la perturbacio´n que actu´a sobre la part´ıcula). En ambos casos la
actitud del triedro orbital R situado en la posicio´n real de la part´ıcula esta´ dada por
las ecuaciones (38). Ahora bien, en el problema no perturbado R evoluciona en una u´nica
escala de tiempos; si, por ejemplo, la o´rbita seguida por la part´ıcula M es el´ıptica, esa
escala de tiempos u´nica esta´ definida por el periodo orbital. Por el contrario, en el
problema perturbado R evoluciona en dos escalas de tiempo, en principio, diferentes.
Una, definida por la o´rbita osculatriz (escala ra´pida), y otra definida por la perturbacio´n
(escala lenta); cuando e´sta es pequen˜a, la segunda escala es mucho mayor que la primera.
La relacio´n entre los dos triedros orbitales, R0 y R, es muy clara: si en un instante
dado se elimina la perturbacio´n, la part´ıcula seguir´ıa, a partir de entonces, una o´rbita
kepleriana: la o´rbita osculatriz ; en ella, R0 ser´ıa el triedro orbital en el instante inicial
y R el triedro orbital en un instante gene´rico.
Es importante comprender esta estructura del propagador, pues para el ca´lculo de
la perturbacio´n, que interviene en los segundos miembros de las ecuaciones, se necesita
usar el triedro orbital R situado en la posicio´n real de la part´ıcula, mientras que las
ecuaciones que se integran so´lo proporcionan el triedro orbital R0. El paso de uno a
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otro se consigue a trave´s de las relaciones (38).
En definitiva, el me´todo que se propone integra las ecuaciones (28-31) y (39-42) a
partir de unas condiciones iniciales apropiadas. En el proceso de integracio´n, y para
el ca´lculo de los segundos miembros de las ecuaciones deben tenerse en cuenta las
relaciones (32-33), (35) y (38) que se satisfacen en todo instante.
4.3 Cambio de variables
La formulacio´n u´ltima del me´todo se alcanza tras efectuar un u´ltimo cambio de variables
definido por las relaciones
q1 = ψA, q2 = ψB, q3 =
1
ψ
(43)
El cambio esta´ dictado por la estructura de las ecuaciones, en las que aparece de forma
natural las derivadas de ψA y ψB. Adema´s, la energ´ıa total del sistema en el movimiento
no perturbado adopta, como el lector puede comprobar, la siguiente forma simplificada:
E =
1
2
mv2 − mµ
R
=
mµ
2R0
{q2
1
+ q2
2
− q2
3
}
Este u´ltimo cambio de variable no es imprescindible. Su introduccio´n en el me´todo
estuvo guiada, inicialmente, por un razonamiento que resulto´ ser erro´neo.
El cambio de variables puede concebirse como una transformacio´n, en el espacio
de fases del problema no perturbado, de las variables originales R, pR, θ y pθ, en las
variables q1, q2, q3 y θ dado por las ecuaciones:
1
R
= q3(q3 + q1 cos θ + q2 sin θ} 1
R0
θ = θ
pR = m
√
µ
R0
(q1 sin θ − q2 cos θ} pθ = m
√
µR0
1
q3
Inicialmente se sospechaba que e´sta era una transformacio´n cano´nica que respetar´ıa
la estructura hamiltoniana de las ecuaciones, y generar´ıa un algoritmo ma´s ventajoso.
Un ca´lculo detallado posterior mostro´ la falsedad de dicho supuesto. La transformacio´n
anterior no es cano´nica y no reporta ventaja alguna en la formulacio´n teo´rica. Sin em-
bargo, en diferentes pruebas realizadas para chequear la bondad del me´todo, se obtuvo
una mayor velocidad de ca´lculo en las simulaciones desarrolladas con la formulacio´n
que surge del cambio de variable (43). Y aunque las diferencias no son importantes, se
opto´ por incorporar dicho cambio a la formulacio´n pues tampoco existen razones que
lo desaconsejen.
4.4 Resumen de ecuaciones
En definitiva, el me´todo que se propone en estas pa´ginas esta´ basado en el conjunto de
ecuaciones
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dτ
dσ
= +
1
q3s2
(44)
dq1
dσ
= +
sin σ
q3s2
(f p · i) + cos σ
s+ q3
q3s3
(f p · k) (45)
dq2
dσ
= −cos σ
q3s2
(fp · i) + sin σ
s+ q3
q3s3
(fp · k) (46)
dq3
dσ
= − 1
s3
(f p · k) (47)
dε0
1
dσ
= −λ(σ)
2
{sin(σ − σ0)ε02 + cos(σ − σ0)η0} (48)
dε0
2
dσ
= +
λ(σ)
2
{sin(σ − σ0)ε01 − cos(σ − σ0)ε03} (49)
dε0
3
dσ
= +
λ(σ)
2
{cos(σ − σ0)ε02 − sin(σ − σ0)η0} (50)
dη0
dσ
= +
λ(σ)
2
{cos(σ − σ0)ε01 + sin(σ − σ0)ε03} (51)
que deben integrarse teniendo en cuenta las relaciones
λ(σ) =
1
q3s3
(fp · j)
s = q3 + q1 cos σ + q2 sin σ
z =
1
r
= q3 · s
dr
dτ
= −ψ dz
dσ
= q1 sin σ − q2 cos σ

ε1
ε3
ε2
η


= M(σ − σ0)


ε0
1
(σ)
ε0
3
(σ)
ε0
2
(σ)
η0(σ)


(ε0
1
)2 + (ε0
2
)2 + (ε0
3
)2 + (η0)2 = 1
que permiten calcular los segundos miembros de las ecuaciones.
5 Ventajas del metodo
El me´todo expuesto presenta ventajas de diversa ı´ndole. En breve se mostrara´n los
resultados de chequeos realizados para comprobar la bondad del me´todo. No obstante,
algunas de sus ventajas se deducen directamente de la formulacio´n teo´rica desarrollada,
y conviene subrayarlas antes de entrar en el apartado dedicado a chequear el me´todo.
Dichas ventajas son:
• Formulacio´n u´nica para los tres ge´neros de o´rbitas: el´ıptica, parabo´lica e hiperbo´lica. Se
evita as´ı, la singularidad que aparece en las proximidades del movimiento parabo´lico, en
modelos con formulaciones diferentes para o´rbitas el´ıpticas e hiperbo´licas.
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• Al igual que las ecuaciones planetarias de Lagrange, usa elementos orbitales como coorde-
nadas generalizadas. Por ello, el error de truncacio´n se anula en el problema no perturbado,
y en el perturbado esta´ escalado por la propia perturbacio´n
• La propagacio´n de errores no es exponencial, como en los me´todos de Cowell o de Encke
(ver [2]).
• A diferencia de las ecuaciones planetarias de Lagrange, el me´todo no presenta singulari-
dades para inclinacio´n y/o excentricidad pequen˜as. La actitud del plano orbital esta´ de-
terminada por para´metros de Euler, y no por a´ngulos de Euler que siempre presentan
una direccio´n singular para inclinacio´n nula.
• La utilizacio´n de los para´metros de Euler le confiere, adema´s de robustez, fa´cil autoco-
rrecio´n. En efecto, cuando la suma del primer miembro de (16) se separe de la unidad
ma´s alla´ de un cierto l´ımite, se pueden normalizar los para´metros de Euler dividiendo
por el mo´dulo del cuaternio al que esta´n asociados
• Fa´cil programacio´n, pues usa las componentes de la fuerza de perturbacio´n en el triedro
orbital. Esto facilita la utilizacio´n de los modelos usados en Dina´mica Orbital
• Integrando con una rutina de paso variable, tipo Runge-Kutta-Fehlberg o Dormand-
Prince, que permita un control efectivo del paso, se obtiene un simulador preciso y ra´pido
• No es necesario resolver la ecuacio´n de Kepler en el caso el´ıptico, ni la ecuacio´n equivalente
en los casos hiperbo´lico y parabo´lico, dado que el tiempo es una de las variables de
integracio´n determinadas por el propio me´todo
No´tese finalmente que el me´todo integra un sistema de ocho ecuaciones diferenciales
para resolver un problema de orden seis, y e´sta es una caracter´ıstica que comparte con
los me´todos de regularizacio´n. Aunque aumentar el orden del sistema en dos unida-
des pudiera parecer problema´tico, no hay ninguna desventaja en ello, como ponen de
manifiesto los mencionados me´todos de regularizacio´n y los resultados de la siguiente
seccio´n.
6 Chequeo del metodo
El me´todo se ha usado para reproducir los resultados obtenidos en el Ejemplo 2b del
libro de Stiefel & Scheifele (ver [1], pa´g. 122). Se trata de un sate´lite en o´rbita el´ıptica
inclinada, i = 30◦, de gran excentricidad e = 0,95 y sujeto u´nicamente a dos fuerzas de
perturbacio´n: 1) la perturbacio´n gravitatoria asociada a la oblacidad terrestre, y 2) la
perturbacio´n lunar.
Los para´metros asociados a la gravitacio´n terrestre, necesarios para desarrollar la
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simulacio´n son:
J2 = 1.08265 · 10−3, RE = 6371.22 Km, µ = 398601.0 Km3s−2
La perturbacio´n lunar se modela con una fuerza de valor:
F PL = −mµL{ R− ρ|R− ρ|3 +
ρ
ρ3
}, µL = 4902.66 Km3s−2
donde R y ρ son los vectores posicio´n del sate´lite y la Luna, respectivamente, en la
referencia geoce´ntrica inercial. La posicio´n de la Luna se supone dada por las siguientes
efeme´rides:
ρ = ρ{sin ΩLti1 −
√
3
2
cos ΩLtj1 −
1
2
cos ΩLtk1}
donde ρ y ΩL son constantes que toman los valores:
ρ = 384400 Km, ΩL = 2.665315780887 · 10−6 s−1
y corresponden a una o´rbita circular inclinada.
A partir de las condiciones iniciales:
(x1, y1, z1) = (0.0, −5888.9727, −3400.0) Km
(x˙1, y˙1, z˙1) = (10.691338, 0.0, 0.0) Km/s
que corresponden al perigeo, situado a una distancia R = 6800 Km del centro de
masas de la Tierra, se determina nume´ricamente la posicio´n del sate´lite despue´s de
288.12768941 d´ıas solares medios, tiempo que tarda en describir 50 revoluciones. El
ca´lculo ma´s preciso de la posicio´n final (x1f , y1f , y1f) dado en la referencia [1] es:
(−24219.0503, 227962.1064, 129753.4424) Km (52)
usando un esquema de integracio´n nume´rica de 498 pasos por revo-lucio´n. El ca´lculo
ma´s preciso de la posicio´n final (x1f , y1f , y1f) realizado en nuestro grupo conduce a:
(−24219.0501159, 227962.1063730, 129753.4424001) Km
Este mismo problema se usa en la referencia [2] para comparar diferentes me´todos de
integracio´n. Para ello, se toma la solucio´n (52) dada en [1] como la aute´ntica, y se define
el error de un me´todo como la distancia, en Km, entre la posicio´n final proporcionada
por el me´todo y la aute´ntica. En todos los casos se usan algoritmos de Runge-Kutta de
paso variable. En las cinco primeras columnas del Cuadro 1, tomadas de la referencia
[2], se muestran los resultados proporcionados por diferentes me´todos de ca´lculo. La
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Stiefel Sperling Kustaanheimo
Me´todo Scheifele [1] Burdet [3] Stiefel [4] Cowell [5] GDT
x(Km) -24219.050 -24218.818 -24219.002 -24182.152 -24219.279
y(Km) 227962.106 227961.915 227962.429 227943.989 227962.207
z(Km) 129753.442 129753.343 129753.822 129744.270 129753.492
Pasos/rev 500 62 62 240 62
Error 0.318 0.501 42.5 0.250
Cuadro 1: Comparacio´n de me´todos de integracio´n (tomado de [2])
u´ltima columna corresponde a los resultados obtenidos usando el me´todo que aqu´ı se
ha expuesto.
No´tese que el me´todo de Cowell exige trabajar con un mayor nu´mero de pasos por
revolucio´n (240) y, a pesar de ello, es el que proporciona la menor precisio´n, debido a
la propagacio´n exponencial de los errores (ver [2]). El me´todo de Sperling & Burdet,
considerado el de mayor eficiencia en el libro de V. Bond [2], proporciona un error de
318 m usando 62 pasos por revolucio´n. Como se ve en la u´ltima columna del Cuadro 1,
el me´todo desarrollado dentro de nuestro grupo compite claramente con el me´todo de
Sperling & Burdet, en cuanto a precisio´n se refiere, pues proporciona un error menor,
de 250 m, usando 62 pasos por revolucio´n.
Estos resultados se han obtenido integrando las ecuaciones del me´todo con una ru-
tina Runge-Kutta-Felhber 4(5), de paso variable, tomada de la referencia [6]. Para el
control de paso usa un algoritmo que involucra cuatro para´metros diferentes. Para mos-
trar mejor las caracter´ısticas del me´todo, se ha resuelto el problema usando diferentes
valores de los para´metros de la rutina de control de paso. Los resultados se muestran
en la figura 2 donde se recoge el error cometido (en Km), en funcio´n del nu´mero medio
de pasos por revolucio´n empleados en cada intento. Entre 60 y 65 pasos por revolucio´n
hay muchas combinaciones de valores de los para´metros de la rutina de control de paso,
que proporcionan precisio´n mayor que la obtenida con el me´todo de Sperling & Burdet.
Esta comparacio´n es incompleta, pues no contempla un punto esencial en simula-
ciones dina´micas, como es el tiempo invertido en la misma. Carecemos de datos que
permitan comparar la velocidad de los diferentes me´todos y esperamos subsanar esta
dificultad en un futuro inmediato. No obstante, en cuanto a rapidez se refiere, creemos
que este me´todo es mejor por una razo´n esencial: en el me´todo de Sperling & Burdet, y
en otros similares basados en te´cnicas de regularizacio´n como pueda ser el de Kustaan-
heimo & Stiefel, obtener los segundos miembros de las ecuaciones que se integran, exige
someter a las fuerzas de perturbacio´n a tratamientos nume´ricos de cierta longitud. Sin
embargo, en el me´todo expuesto en este art´ıculo las fuerzas apenas sufren manipula-
cio´n, pues en los segundos miembros de las ecuaciones aparecen sus componentes en el
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Figura 2: Error vs. nu´mero de pasos por revolucio´n
triedro orbital R, y e´stas se obtienen con simples productos escalares. Adema´s, la faci-
lidad de programacio´n, unida a la limpieza y sencillez de las ecuaciones que gobiernan
la evolucio´n de los para´metros de Euler, refuerza nuestra creencia en la superioridad
del me´todo.
6.1 Formulaciones similares
Un ana´lisis de la literatura disponible sobre el tema revela la existencia de formulaciones
similares a la expuesta en este art´ıculo, aunque en contextos diferentes. En particular,
en el Departamento de Astronomı´a de la Universidad de El Cairo se usan formulaciones
casi ide´nticas, recogidas en las referencias [7, 9]. Igualmente, en el Grupo de Meca´nica
Espacial de la Universidad de Zaragoza se han formulado esquemas similares, siendo el
ma´s cercano el desarrollado en la referencia [11].
En cualquier caso, es claro para nosotros que este me´todo resulta ventajoso en
mu´ltiples aspectos cuando se compara con los me´todos tradicionales. Las razones por
las cuales esto es as´ı no esta´n perfectamente claras y, desde luego, no son sencillas de
esbozar. El lector interesado en profundizar en el tema, puede encontrar en la referencia
[10] un extenso ana´lisis sobre los aspectos ma´s profundos de la regularizacio´n y linea-
lizacio´n, te´cnicas avanzadas que han guiado la elaboracio´n de los nuevos me´todos de
perturbaciones en las u´ltimas de´cadas.
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7 Conclusiones
Se han expuesto con detalle los desarrollos que conducen a la formulacio´n de un me´todo
de perturbaciones especiales. Un ana´lisis de la estructura de las ecuaciones, pone de
manifiesto algunas de las ventajas inherentes al me´todo, como son:
• formulacio´n u´nica para los tres tipos de o´rbitas: el´ıpticas, parabo´licas o hiperbo´licas
• error de truncacio´n nulo en el problema no perturbado
• error de truncacio´n escalado por la propia perturbacio´n en el problema perturbado
• no es singular para inclinacio´n y/o excentricidad pequen˜a
• no hay propagacio´n exponencial de errores
• robusto y de programacio´n sencilla
Se ha puesto de manifiesto que el me´todo presenta ventajas indudables, en cuanto a
precisio´n se refiere, cuando se compara con me´todos cla´sicos, como pueden ser el me´todo
de Cowell o el de Encke. Iguala o mejora la precisio´n de me´todos ma´s sofisticados, como
pueden ser el me´todo KS (Kustaanheimo & Stiefel) y el de Sperling & Burdet.
Aunque en la actualidad no se han desarrollado simulaciones que confirmen una
mayor rapidez del me´todo frente a los anteriormente resen˜ados, existen importantes
razones que anticipan ese resultado.
Todos estos motivos, hacen especialmente apropiado este me´todo de perturbaciones
para ser usado en la simulacio´n dina´mica de tethers, donde se precisa seguir la evolucio´n
temporal de un nu´mero elevado de part´ıculas.
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