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Abstract. The 2009 H1N1 influenza A virus subtype (H1N1) pandemic had a large impact in the United States of America
(USA), causing an estimated 192,000 to 398,000 hospitalizations and 8,720 to 18,050 deaths between April 2009 and mid-
March 2010. Recent research on the 2009 H1N1 pandemic has largely focused on individual, non-spatial demographic char-
acterizations (e.g. age and race/ethnicity) associated with H1N1 hospitalizations. Broader ecological factors such as trans-
portation use, land use and other socioeconomic factors are important aspects of influenza studies that have not been empir-
ically examined. This research explores and identifies ecological factors associated with 2009 H1N1 pandemic hospitaliza-
tion rates. We conducted a spatial regression analysis of county level hospitalization rates from 3 April to 15 September,
2009 obtained via the California Department of Public Health. Hospitalization rates were found to be spatially dependent.
Public transportation usage rates and agricultural land use proportions were significant environmental factors positively
related to hospitalization rates. Consistent with public health official’s assumptions and existing evidence, county percent-
ages of persons less than 18 years of age were positively associated with hospitalization. These findings help to clarify the
limited consensus and dubious evidence on the role of broader ecological factors associated with pandemic influenza. A bet-
ter understanding of the ecological risk factors associated with hospitalizations should also benefit public health officials
with respect to their work aiming at improving emergency supply allocation and non-pharmaceutical intervention strategies
in the context of an influenza pandemic.
Keywords: disaster mitigation and response, H1N1, influenza, pandemic, USA.
Introduction
Influenza pandemics are societal burdens, induce
considerable costs, and are likely to occur again in the
future (Germann et al., 2006). Undoubtedly, the 1918
influenza pandemic was among the worst health-
related disasters in modern history, but the 2009
H1N1 influenza A virus subtype (H1N1) pandemic
had also a large impact. In the United States of
America (USA), between April 2009 and March
2010, it was responsible for an estimated 192,000 to
398,000 hospitalizations and 8,720 to 18,050 deaths
(CDC, 2010). The effective management of pandemic
influenza continues to constitute a major concern
throughout the public health community (Balicer et
al., 2006; Ferguson et al., 2006). A key issue facing
the public health community includes the develop-
ment of strategies for reducing the spread and effects
of pandemic influenza. The effective implementation
of strategies for mitigating these issues necessitates an
understanding of the relationship between the spread
of influenza and its debilitating effects on humans as
well as the identification of factors associated with
morbidity resulting from influenza infection.
By predominantly exploring individual, non-spatial
demographic characterizations, recent research on the
2009 H1N1 pandemic has overlooked underlying
causes of hospitalization at the ecological level (see
Jain et al., 2009; Louie et al., 2009). For instance,
hospitalized people in California were primarily
either of Hispanic origin or under 18 years of age
(California Department of Public Health, 2009; Louie
et al., 2009). Despite their significance, individual
level studies are largely remedial in approach and dis-
count broader, place-based policy relevant factors
that are increasingly important amid emerging infec-
tious diseases (Loeb, 2003; Greger, 2007). Although
race/ethnicity and age are important factors associat-
ed with influenza hospitalizations, their occurrence
may stem from other underlying mechanisms includ-
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ing environmental factors such as transportation and
land use or be dependent on socioeconomic factors
such as education and poverty (North et al., 1993;
McLafferty, 2010). Additionally, spatial factors asso-
ciated with influenza hospitalizations are significant,
yet often disregarded, aspects of influenza studies that
could provide efficient disaster mitigation and
response strategies (Crighton et al., 2007a). 
We conducted a spatial regression analysis to
explore county level associations between 2009 pan-
demic H1N1 hospitalization rates in California and
various transportation, agricultural, climatic, demo-
graphic and socioeconomic variables. The identifica-
tion of associated ecological factors will increase our
understanding of human illness during an influenza
pandemic, having direct implications for informing
disaster mitigation and response strategies. To
explore these factors, we generated relevant hypothe-
ses utilizing a risk-hazards framework (Turner et al.,
2003) in which the hospitalization risk is a function
of the degree of a population’s exposure to pathogen
carriers and the degree of a population’s susceptibili-
ty to serious illness. Since Hispanics and persons less
than 18 years of age were previously identified as sus-
ceptible to hospitalization, we tested the following
hypotheses relevant to pathogen exposure.
1) Public transportation usage rates are positively
associated with hospitalization rates. Transportation
networks increase the spread of pathogens (DeHart,
2003; Khan et al., 2009) and populations exposed to
public transportation are at an elevated risk of illness
due to the higher probability of contact with pathogens
(Freedman and Leder, 2005). Because influenza trans-
mission occurs through touch, droplet and inhalation
of aerosol particles, influenza is also transmissible
within the confines of public transport cabins and pas-
senger station platforms (Wein and Atkinson, 2009;
Lindsley et al., 2010). However, little research has
explored whether public transportation increases risk
to illness from pandemic influenza. A sole article by
Taylor and Pocock (1972) empirically examined the
relationship between public transportation use and
influenza illness and found a non-significant relation-
ship between crowded public transportation use and
absence from the workplace due to sickness. 
2) Agricultural land proportions are positively asso-
ciated with hospitalization rates. Indeed, 75% of the
species of infectious organisms associated with
emerging diseases, including influenza A, are trans-
missible between animals and humans, i.e. they are
zoonotic (Cleaveland et al., 2001). Initial zoonotic
infections in humans result from intimate interfaces
between humans and domesticated animals
(Slingenbergh et al., 2004; Pearce-Duvet, 2006).
Although influenza transmission from animals to
humans is rare, a novel influenza A virus can adapt to
human-to-human spread through antigenic shift,
potentially causing a pandemic (Nicholson et al.,
2003). Once a novel influenza virus becomes readily
transmissible among humans, agricultural communi-
ties are expected to be important players in pan-
demics depending on the dynamic social and trans-
portation networks that affect the spread of a novel
influenza virus. This may be especially true for areas
containing migrant and seasonal farm-workers, who
tend to be highly mobile and vulnerable to disease
(Hansen and Donohoe, 2003). Therefore, it may be
possible that agricultural communities associated
with an agricultural community containing the initial
zoonotic transmission are at a higher risk of infection.
3) Hospitalization rates are spatially dependent.
Pathogen spillover is a common occurrence in emerg-
ing diseases (Power and Mitchell, 2004). H1N1
influenza is highly communicable and proximal coun-
ty populations are likely to interact, producing unfa-
vorable externalities. Moreover, closer geographical
observations will tend to have more similar attributes
than geographical observations farther apart (Tobler,
1970). Thus, the effects of H1N1 may be predisposed
to spatial coalescence.
Materials and methods
Study area
The state of California was chosen as the study area
as it is home to several prominent urban areas, a
diverse natural and cultural climate, and one of the
world’s most fecund agricultural areas. Both in terms
Fig. 1. H1N1 hospitalizations in California (28 April 2009 to 28
April 2010).
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Fig. 2. Spatial distributions of select variables in observed California counties (n = 58). (A) Raw hospitalization rates classified in
quartiles, 3 April – 15 September 2009 (source of hospitalizations: California Department of Public Health, 2009). (B) Public trans-
portation usage rates classified in quartiles (Source: U.S. Census Bureau, 2009). (C) Agricultural land proportions classified in quar-
tiles (source of agricultural land area data: Department of Agriculture, 2007). (D) Percentage of persons aged 25 years and above
with high school diplomas (source: U.S. Census Bureau, 2009). (E) Percentage of persons under 18 years of age (Source: U.S. Census
Bureau, 2009). (F) Percentage of persons Hispanic (source: U.S. Census Bureau, 2009).
of official hospitalizations and confirmed deaths,
California was also among those US states, most
affected by the 2009 H1N1 pandemic. The first
known case occurred in southern California in late
March 2009 (Brown, 2009). By 6 March 2010, H1N1
had spread throughout most of the state accounting
for 8,837 officially reported hospitalizations and 553
confirmed deaths (California Department of Public
Health, 2009). The 2009 H1N1 pandemic in
California retained the conspicuous epidemic bell
shaped curve often characteristic of pandemics (Fig.
1). In terms of hospitalizations, the pandemic gained
momentum throughout the summer of 2009, peaked
in early November 2009, and promptly tapered off in
the following months. 
Unit of observation
Starting on 3 April 2009 the CDPH regularly pub-
lished a database of reported hospitalizations result-
ing from H1N1 infection at the county level.
Observations at the individual level are ideal for
avoiding data aggregation issues; however, individual
level hospitalization data were not available. Units of
observation at the postal (ZIP) code level would also
be problematic as many of the data we consider, such
as public transportation usage rates, are only avail-
able at the county level. Furthermore, given the rela-
tively small number of hospitalizations (2,010) with-
in the observed time period, smaller units of analysis
would increase the number of observations with zero
hospitalizations raising issues of normality, islands in
the spatial data and patient residence-hospital assign-
ments. Of the 58 counties in California, 14 reported
zero hospitalizations due to H1N1 within the time
period studied (3 April - 15 September 2009). Most
of the counties with no reports of hospitalizations
were found on the sparsely populated northern and
north-eastern edge of California. Because of this, we
tested for departure from normality.
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Dependent variable
Proportions of hospitalizations resulting from illness
due to H1N1 influenza to the at-risk population repre-
sent the dependent variable. Since the numbers of hos-
pitalizations resulting from influenza B were few, and
hospitalizations were not reported for influenza C
(California Department of Public Health, 2009), we did
not analyse the impact of co-circulating viruses but only
the reported counts of H1N1 hospitalizations. The rates
were constructed by dividing each county’s number of
reported H1N1 hospitalizations from 3 April to 15
September  2009 by each county’s total 2009 popula-
tion estimates available from the US Census Bureau
(U.S. Census Bureau, 2000). In order to circumvent any
effect of nationwide vaccination that began in October
2009 (CDC, 2009) hospitalizations reported after 15
September 2009 were excluded. Hospitalizations
include fatal and non-fatal cases. Fig. 2A shows the spa-
tial distribution of raw hospitalization rates across
California. As is evident in Fig. 2A, counties in Central
California tended to have higher hospitalization rates
than counties in northern and southern California.
Independent variables
We explored environmental and socioeconomic
independent variables described in Table 1. We nomi-
nally grouped the variables into transportation, agri-
cultural, climate, age, race/ethnicity, sex and socioeco-
nomic categories. The age, race/ethnicity, sex and
socioeconomic variables were obtained via the
American Community Survey (ACS) 3-year estimates
(2006-2008). Select socioeconomic and demographic
variables relevant to our hypotheses and known char-
acteristics of hospitalization including population pro-
portions of high school graduates (aged 25 years),
population proportions of persons under the age of 18
years, and population proportions of Hispanics are
shown in Fig. 2 (D-F).
For the transportation related variables, we analysed
public transportation usage rates, population density,
and county distance to the closest county with an inter-
national airport. Public transportation usage estimates
were gathered from the ACS 5-year estimates (2005-
2009) and defined as the percentage of population
using public transportation (bus, rail or ferryboat, but
excluding taxi) as their primary journey-to-work
mode. Population density was constructed by dividing
the US Census Bureau’s 2009 county population esti-
mates by each county’s area in square miles. County
distance to the nearest airport was calculated by meas-
uring Euclidean distances between each county’s cen-
troid (geometric center) to the centroid of its nearest
county with an international airport (small, medium or
large hub). Fig. 2B is a quartile map showing public
transportation usage rates. The urban areas tend to
have the highest public transportation usage rates and
the San Francisco Bay Area is dominant in terms of
usage rates among California’s urban areas. 
For agricultural variables, we tested agricultural
land proportions, total number of pigs, pig density
and population proportions of migrant workers for
each observed county obtained via the 2007 Census of
Agriculture. Agricultural land proportions were con-
structed by dividing agricultural land area by the total
area in square miles of each county. Pig density was
constructed by dividing the total number of pigs in
each county by each county area in square miles. Fig.
2C shows the proportions of agricultural area in the
observed counties in California. As is evident in Fig.
2C, counties with the highest proportions of agricul-
tural land tend to be found in central California where
the agrarian economy dominates. 
Since many influenza studies have found climatic
factors to be related to influenza transmission (see
Tang et al., 2010), it would be reasonable to consider
climatic effects in human influenza transmission rates.
Therefore, climatic variables were included using
county mean temperatures and mean dew point tem-
peratures (°C) constructed by averaging each county’s
weather station records between the months of April
and September 2009 obtained via the Prism Climate
Group. 
Data analysis
Moran’s I, a measure of spatial autocorrelation
(Moran, 1950), was applied for exploratory spatial
analysis. When neighbouring observations in space
have more similar attributes than observations farther
away, a Moran’s I will take a high (positive) value, sug-
gesting a clustered spatial structure. A Moran’s I value
will be low (negative) when neighbouring observations
tend to have disparate values, indicating a regular or
dispersed spatial pattern. Alternatively, if a Moran’s I
value is neither significantly positive nor negative, the
spatial distribution of observations is not significantly
different from a randomly generated spatial distribu-
tion of values. Moran’s I was formulated as:
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Variable Description Mean SD Min Max
Dependent
HR
Transportation
PUBTRAN
AIRPORT
DENSITY
Agricultural
SWINE
SWINEDEN
AG
MIG
Climate
TEMP
DEW
Age
<18
>65
Race/ethnicity
WHITE
ASIAN
NATIVE
BLACK
HISPANIC
Sex
FEMALE
Socioeconomic
HS
POV
MHI
Hospitalizations per 100,000 people (3 April 
2009 - 15 September 2009)
% of population using public transport 
(bus, rail or ferryboat (excluding taxi)) as primary 
journey-to-work mode 
Distance to closest international airport (in miles)
Population per square mile
Number of pigs
Pigs per square mile
Agricultural area/total area (in square miles)
Migrant worker percentage of population
Mean temperature in °C (April-September 2009)
Mean dewpoint temperature in °C
(April-September 2009) 
% of population under 18 years of age
% of population over 65 years of age
% of population Caucasian
% of population Asian
% of population Native American
% of population African American
% of population Hispanic
% of population female
% of persons aged >25 years with a high school diploma
% of population under the poverty line
Median household income (in dollars)
4.64
1.22
66.42
645.56
1412.60
0.66
32.90
0.001
20.29
6.57
24.38
12.40
82.80
7.80
2.10
4.10
13.70
49.80
81.94
14.02
57055
3.96
2.46
60.08
2273.22
4574.31
2.75
25.23
0.001
2.81
2.54
4.53
3.30
9.50
7.60
2.00
3.50
9.10
1.40
7.85
4.42
14453
0.00
0.00
0.00
1.58
0.00
0.00
0.02
0.000
15.40
0.29
14.34
7.70
56.40
0.80
0.50
0.40
3.10
42.30
63.40
6.20
34726
14.61
17.57
233.61
16874.46
29017.00
18.80
92.47
0.003
29.75
11.88
33.05
26.50
92.80
31.30
12.00
15.40
44.90
52.00
93.37
22.10
88101
Table 1. Variable names, descriptions, and statistics.
SD = standard deviation.
where wij is a binary spatial weight element which = 1,
if the counties i and j are considered neighbours, and =
0 if not, and i ≠ j. The total number of observations is
represented by n, while xi is the associated value at
county i, and the mean value of x–. 
The first spatial weights matrix was generated with
neighbours defined on the basis of the first order of
Queen contiguity, i.e. any two counties were considered
neighbours if a common point on their boundaries is
shared. The second matrix was generated with neigh-
bours defined on the basis of k-nearest neighbours such
that only the four nearest counties to county i were con-
sidered neighbours. The third matrix was generated
with neighbours defined on the basis of a minimum
Euclidean distance threshold such that each county had
at least one neighbor and every county’s centroid with-
in a distance radius of 92.92 miles of county i’s centroid
was considered a neighbour. To test for spatial autocor-
relation among observed county hospitalization rates, a
special Moran’s I statistic for empirical Bayes smoothed
rates of hospitalizations was used (see Assunção and
Reis, 1999). Since counties with small populations and
low (positive) hospitalization counts can have relatively
high hospitalization rates, empirical Bayes smoothing
was used to deflate the weight of counties with relative-
ly small populations to avoid misleading information
due to extremely high rates from the instability of vari-
ance in hospitalization rates (Cressie, 1992; Bailey and
Gatrell, 1995; Anselin et al., 2004). 
Regression analysis
A standard linear regression model was constructed
including independent variables we reasonably
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hypothesized to be related to H1N1 hospitalization
rates in California. All variables in the initial inclusion
are shown in Table 1. The standard linear regression
model is formally expressed in matrix notation as:
y = Xβ + ε,
where y is a vector of observations on the dependent
variable, X a matrix of observations on the independ-
ent variables, β a vector of regression coefficients to
be estimated, and ε a vector of error terms. The
unknown regression coefficients were estimated with
ordinary least squares (OLS) following the backward
stepwise regression procedure for model reduction
and insalient variable elimination. Given the relative-
ly small number of observations (n = 58) and poten-
tial issues of multi-collinearity attributable to the
large number of independent variables considered, we
continued the backwards stepwise procedure until we
ended up with a small number of salient variables
resulting in an acceptable multi-collinearity condition
number (MCN). 
OLS assumes the dependent variable and the errors
to be independent and identically distributed
sequences of random variables, meaning each random
variable’s observations are independent of one anoth-
er and follow the same probability distribution. Due
to viral shedding, hospitalization rates are likely to be
dependent across space possibly resulting in spatially
clustered data. OLS estimation with a spatially clus-
tered response variable may violate statistical
assumptions of independence. To conduct a proper
regression analysis of ecological level hospitalization
rates, it is potentially reasonable to account for spa-
tial autocorrelation and abate spatial interdependen-
cy issues by controlling for spatial effects (Anselin,
1988, 2003). Spatial dependence can generally take
two forms. First, spatial dependence can result from
underlying spatial interaction processes in the form of
externalities. Second, spatial dependence can result
from misspecification in the form of omitted vari-
ables, incorrect functional specification, or measure-
ment error. Consequently, we ran spatial diagnostic
tests to determine whether spatial lag dependence or
spatial error dependence should be controlled for in
the model before coefficient estimation. The spatial
diagnostic tests were based on a Moran’s I analysis of
the OLS residuals and Lagrange multiplier methods
detailed in Anselin et al. (1996) using a binary spatial
weights matrix with neighbours defined on the basis
of the first order of Queen contiguity. Depending on
whether spatial dependence among county hospital-
ization rates is resultant of spatial externalities or spa-
tial measurement error, we constructed a spatial
externality (lag) model and a spatial error model to
incorporate and assess the effect of spatial depend-
ence in the form of either spatial externalities or spa-
tial measurement error. The spatial lag model is for-
mally expressed as:
y = ρWy + Xβ + ε.
The difference between the spatial lag model and
the standard linear model is the incorporation of a
spatially lagged dependent variable on the right hand
side accounting for the average hospitalization rate of
observation i’s neighbours (Anselin, 1988). As such,
the spatial lag model assumes that a county’s hospi-
talization rate is affected by its neighbouring counties’
hospitalization rates via viral shedding externalities.
In the case that this assumption is correct while ignor-
ing the proper specification, coefficient estimates will
be biased. The spatially lagged variable was con-
structed through W, a row-standardized spatial
weights matrix and ρ is the spatial lag coefficient to
be estimated.
Spatial dependence could also be in the form of spa-
tial measurement error rather than underlying spatial
interaction processes. Thus, we performed Lagrange
multiplier tests to indicate whether spatial autocorre-
lation was more effectively removed with a spatial lag
or spatial error model. Depending on whether the
Lagrange multiplier tests indicated the proper model
specification to be a spatial error model, in which
spatial error dependence is a result of spatial autocor-
relation in measurement errors, we also constructed a
spatial error model formally expressed as:
y = Xβ + u ,
where u = λWu + ε is a vector of spatially autocorre-
lated error terms and λ is a coefficient to be estimat-
ed. The incorporation of spatial dependence through
spatial weighting in the spatial lag and spatial error
models are similarly constructed; however, the spatial
error model includes a spatially lagged vector of error
terms which is effectively treated as noise instead of a
spatially lagged dependent variable treated as an
explanatory variable. An issue in estimating spatial
regression models’ coefficients is the spatially lagged
variables are endogenous and thus require special
estimation techniques such as maximum likelihood or
instrumental variables (Anselin, 2002). We estimated
each spatial model’s coefficients with the maximum
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likelihood estimation method through GeoDaTM
(Anselin et al., 2006). Akaike information criterion
(AIC) was used to determine the model with the best
fit.
Results
Descriptive statistics
Descriptive statistics of each variable are shown in
Table 1. A total of 2,010 official H1N1 influenza hos-
pitalizations were reported between 3 April and 15
September 2009 in California. The average hospital-
ization rate was 4.64 hospitalizations (SD = 3.96) per
100,000 people. The maximum hospitalization rate
was 14.61 hospitalizations per 100,000 people
observed in San Benito county. No outliers existed in
the distribution of hospitalization rates. 
Moran’s I results
For each variable, Moran’s I values based on three
different spatial weights matrices were calculated.
Permutated significance levels were based on 9,999
randomized spatial distributions of hospitalization
rates. Moran’s I was positive and significant for the
empirical Bayes smoothed hospitalization rates for
each spatial weights matrix: 0.312 (P <0.001) for
Queen-based weights, 0.336 (P <0.001) for four near-
est neighbours, and 0.132 (P = 0.012) for distance-
based weights. Thus, it is highly improbable the
observed spatial distribution of hospitalization rates
was formed by a randomly generated spatial process.
All variables showed significant positive spatial clus-
tering except for total number of pigs and pig density
whose Moran’s I values appeared no different from a
randomly generated spatial distribution. Moran’s I
coefficients based on the first order of Queen contigu-
ity and 4-nearest neighbours tended to be higher com-
pared with the distance-based spatial weights. 
Regression results
The final model’s estimated coefficients are shown in
Table 2. OLS estimations for the reduced model yield-
ed an R-squared of 0.432 and an AIC of -503.005.
Significantly positive variable coefficients include pub-
lic transportation usage rates, agricultural land pro-
portions, and population proportions of persons
under 18 years of age. The MCN was 15.243 signify-
ing low multi-collinearity. The Jarque-Bera test for
non-normality was not significant (P = 0.181), indi-
cating insignificant residual skewing (Jarque and Bera,
1987). The Breusch-Pagan test for heteroskedasticity
was also not significant (P = 0.454), demonstrating
insignificant non-constant variance among the residu-
als (Breusch and Pagan, 1979).
A Moran’s I for the OLS residuals was calculated to
identify initial evidence of spatial dependence.
Moran’s I with spatial weights defined on the basis of
the first order of Queen contiguity for the OLS resid-
uals was positive (0.154) and significant (P = 0.029).
The Lagrange multiplier test for spatial lag depend-
ence was significant for the final model (P = 0.025).
The Lagrange multiplier test for spatial error depend-
ence was not significant (P = 0.088). Thus, the diag-
nostic tests indicated the proper model specification to
be the spatial lag model instead of the spatial error
model (Anselin, 2005). Based on the Lagrange multi-
plier tests and the fact that the Moran’s I was positive
and significant for the OLS residuals, spatial depend-
ence should be accounted for in the model prior to
estimation; otherwise, the statistical assumption of
independence among observations would be in viola-
tion and produce inconsistent and potentially biased
estimations ensuing in contentious results.
Furthermore, accounting for spatial dependence will
shed light on the degree of hospitalization rate exter-
nalities.
The resulting estimations of each spatial model’s
coefficients with spatial weights based on Queen con-
tiguity are shown in Table 2. For the spatial lag model,
the maximum likelihood estimation yielded an AIC of
-506.409, which is an improvement from the non-spa-
tial model. In terms of the independent variables, each
of the non-spatial variable’s coefficient signs remained
the same and significant. The coefficient for spatial lag
dependence (LAG) was positive (0.369) and signifi-
cant (P = 0.006). For the spatial error model, the max-
imum likelihood estimation yielded an AIC of
- 506.229, which was also an improvement from the
non-spatial model but did not outperform the spatial
lag model. Each variable’s coefficient signs remained
the same and significant. The spatial error coefficient
(ERROR) was positive (0.342) and significant
(P = 0.032).
Overall, in comparing the spatial models to the non-
spatial model, the spatial lag model reduced the final
model’s parameter inconsistency and bias in estima-
tion (Anselin, 1988) and had a smaller AIC criterion
value indicating an overall improvement in the
reduced model’s fit to the data. A map of both the pre-
dicted hospitalization rates and predicted errors are
provided in Fig. 3.
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Non-spatial model
(n = 58)
Spatial lag model
(n = 58)
Spatial error model
(n = 58)
Variable Coefficient P Coefficient P Coefficient P
CONSTANT
-5.572
(2.453)
0.068
-5.239
(2.223)
0.018
-4.088
(2.468)
0.098
LAG - -
0.369
(0.135)
0.006 - -
ERROR - - - -
0.342
(0.160)
0.032
PUBTRAN
0.756
(0.172)
<0.0001
0.598
(0.163)
0.0002
0.660
(0.175)
0.0001
AG
0.059
(0.018)
0.002
0.046
(0.017)
0.008
0.054
(0.020)
0.006
18
0.261
(0.106)
0.017
0.240
(0.096)
0.013
0.249
(0.106)
0.019
R2 0.432 - - - - -
Pseudo R2 - - 0.500 - 0.478 -
AIC -503.005 - -506.409 - -506.229 -
MCN 15.243 - - - - -
Jarque-Bera 3.414 0.181 - - - -
Breusch-Pagan 2.623 0.454 1.244 0.742 1.425 0.700
Residual Moran’s I 0.154 0.029 - - - -
LM (lag) 5.021 0.025 - - - -
LM (error) 2.908 0.088 - - - -
Likelihood ratio - - 5.404 0.020 3.223 0.073
Table 2. Regression results.
Dashes indicate values are either not applicable or not available. Standard errors are in parentheses. Abbreviations: Akaike informa-
tion criterion (AIC); Lagrange multiplier (LM); multicollinearity condition number (MCN). 
Fig. 3. Map of predicted hospitalization rates (left) and predicted errors (right), as expessed in standard deviation (SD). for the spa-
tial lag model. Predicted hospitalization rates are classified in quartiles. 
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Discussion
The results support our initial hypotheses. First,
public transportation usage rates were positively and
significantly associated with hospitalization rates. This
was expected since transportation networks increase
the spread of pathogens and render populations
exposed to public transportation systems vulnerable to
infection. Second, agricultural land proportions were
positively and significantly related to hospitalization
rates. Even though there is a clear correlation between
agricultural areas and hospitalization rates, it is falla-
cious to assume that agricultural communities are at a
higher risk of exposure and infection because of high-
er levels of intimate contact with domesticated live-
stock. In all likelihood, a single human-to-non-human
animal zoonotic event (or a few events at most)
occurred to give rise to the 2009 pandemic. As such,
the association is likely due to dynamic social or trans-
portation networks among agricultural communities
rather than agriculture itself. That is, many agricultur-
al communities will be associated with other agricul-
tural communities, and their interconnected networks
affect the spread of disease. Counties with higher pro-
portions of agricultural land are likely to have greater
contact levels between agricultural workers and link-
ages with agricultural workers in Mexico. For exam-
ple, California’s agricultural communities may have
propagated the H1N1 pandemic provided the likely
trade between migrant farm workers and livestock
within and outside California counties and with
Mexico, the origin of the 2009 H1N1 pandemic
(Greger, 2007; Aras et al., 2009). This, in combination
with agricultural communities being more vulnerable
to disease in general, may explain why agricultural
areas tend to have higher rates of hospitalization.
Third, the effect of geographical spillovers of hospital-
ization rates should be recognized. The spatial lag coef-
ficient was positive and significant indicating hospital-
ization rates were dependent upon neighbouring coun-
ty hospitalization rates. Through this finding, however,
apparent contagion is impossible to distinguish from
real contagion. Finally, owing to weaker immune sys-
tems, extreme-age persons are highly susceptible to
becoming seriously ill from influenza infection (Viboud
et al., 2004; Crighton et al., 2007b). We controlled for
this assumption and showed that persons less than 18
years of age are more susceptible to becoming severely
ill from novel influenza A (H1N1) at the county level. 
The estimations have also yielded other results
worth noting. First, each of the socioeconomic vari-
ables including population proportions of high school
graduates (aged >25 years), percentage of persons liv-
ing in poverty, and median household income were not
significantly related to hospitalization rates. Second,
mean county temperatures and dew point tempera-
tures were not significantly related to hospitalization
rates, which is inconsistent with other studies claiming
that host immune responses are adversely sensitive to
cold and dry climates (Lowen et al. 2007; Tang et al.,
2010). Finally, all race/ethnicity variables were not sig-
nificantly related to county hospitalization rates,
which is inconsistent with the majority of hospitaliza-
tions being Hispanic at the individual level.
In terms of policy relevance, public policy makers
should be cautious to reduce public transportation
usage rates in the event of an influenza pandemic since
reductions would have adverse economic conse-
quences (Inglesby et al., 2006; Blendon et al., 2008).
Reducing the amount of agricultural land is also
unreasonable for economic reasons. Ideally, public
policy should target counties with higher public trans-
portation usage rates and agricultural areas for disas-
ter planning and response such as pharmaceutical and
non-pharmaceutical strategies to prevent disease
spread and ultimately lower hospitalization rates from
pandemic situations. Plausible pharmaceutical strate-
gies include the use of anti-viral drugs, and perhaps
vaccines, among exposed populations. Plausible non-
pharmaceutical policy implementations include requir-
ing the use of face masks and/or hand sanitizing gel
prior to boarding a crowded public transport cabin or
reducing exposure to endemic animals or requiring
cleaner work environments. Immunization via vacci-
nation remains a challenge for the public health com-
munity since it is likely that new vaccines will not be
available by the time a novel influenza pandemic gains
momentum. When available, shocksfrom allocations
of anti-viral drugs and vaccines to “hot-spots” are
potentially effective strategies to combat hospitaliza-
tions in the early stages of a pandemic.
We recognize several limitations in this study. For
example, the total number of official hospitalizations
may not reflect the actual total amount of cases since
H1N1 infection does not necessitate hospitalization
(California Department of Public Health, 2009). Thus,
the true total number of incidences of illness may be
higher due to unreported or unconfirmed cases. In
addition, given that there are issues of directing asso-
ciations of risk exposure to individuals from grouped
counts of individuals, judgments or conclusions about
individuals from counties as units of observation is
inappropriate (Washio et al., 2008). We utilized the
best data available given our hypotheses and intent.
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Accordingly, this is an ecological study and results
must be considered as such. Additionally, we exclude
hospitalizations beyond the point of nationwide vac-
cine distribution conducted in October 2009; thus,
results pertain to the early half of the pandemic.
Lastly, as with any study involving correlations, we do
not imply that correlation equals causation. 
In conclusion, influenza pandemics cannot be pre-
vented, but they can be mitigated. An improved under-
standing of the environmental, social and economic
factors dictating influenza survival and transmissibili-
ty is necessary for mitigating an emerging pandemic
and its impairing effects. The use of spatial regression
analysis enhances the understanding of the H1N1
pandemic in California and illustrates how disaster
mitigation and response strategies for strengthening
the well-being of at-risk populations can be improved.
By bringing the spatial, ecological risk-hazards
framework to the forefront of pandemic H1N1
influenza studies, the scope of influenza pandemic
studies has been broadened. Key ecological factors
associated with H1N1 influenza hospitalization rates
in California have been identified including support
for the role of public transportation, agricultural areas
and spatial dependence in pandemic influenza. These
findings have direct implications for the efficacy of
pharmaceutical and non-pharmaceutical intervention
procedures for pandemic mitigation.
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