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Abstract

The need for energy conservation has been topical for many years and has
gained importance with global warming scenarios and the increasing cost of
energy. This paper examines energy consumption of common home IT
devices such as routers, voice boxes, PCs and printers with respect to
minimising standby power. Another problem of concern in energy usage as
related to IT activity is the increasing electrical power consumption levels of
data centres, along with data centre cooling problems and the attempts to
enhance their energy efficiency. These scenarios illustrate small amounts
of energy consumption used by vast numbers of device compared with
relatively much smaller number of data centres using large numbers of
devices can both result in large energy usage. These scenarios further
areas where there is a trend to increased energy consumption of IT devices
in the 21st century and where it is possible to reduce this trend.

Standby power consumption
Increasing energy costs and problems of global warming have continued to
attract attention. The author recently acquired an internet phone, cordless
phones and a broadband router and was interested to investigate the cost and
energy usage of leaving these devices on continually. Upon further investigation
it was discovered that this was a part of a much larger standby power problem.
Standby power has been defined as: “the electricity consumed by end-use
electrical equipment when not performing its main function” (Bertoldi et al.,
2002). Lin notes that: “standby power use is small for each appliance; however,
when aggregated, it represents a significant proportion of household energy
consumption” (Lin, 2002). There are many other devices that may use standby
power such as the PC, washing machine, and even devices such as modern
gas heaters that are now often microprocessor controlled. Initially the author
used electrical multimeters to measure voltage arrive at the power of household
devices as shown in Figure 1. Voltage and current were measured using a
multimeter in order to determine standby power and calculations of the cost of
yearly usage also undertaken. This was performed as an estimation exercise
with a cost per kilowatt hour taken as AUS$ 0.1267. The readings were made
four times over a period of 30 minutes. Power consumption of battery powered
devices is problematic because to power that is required to charge the battery
more after the battery after is has been run down is greater than when it has not
been used. Furthermore, there are other devices that were not measured such
as washing machines and microprocessor controlled gas fires. Hence the
standby power consumption of devices remaining ‘on’ continuously could easily
reach 50W+. Some readings in Figure 1 also indicate the active levels of power
consumption but this could vary due to the tasks being performed. Multiplying
these results by millions of similar homes demonstrates the nature and

magnitude of the standby power problem. On investigation of research material
it was found that such readings had been performed in more detail, with better
measuring equipment and with many more devices investigated in controlled
environments using set procedures that allowed for better error and reliability
controls. This work had been collated by bodies such as the International
Energy Agency (IEA) which advises 26 nations on energy matters including
Australia, NZ, USA, UK, Canada, France and Germany. Standby power has
also attracted attention from government bodies in many countries. Such
readings has also been undertaken by many national energy advisory bodies
(NAEEEC, 2002).

Device

Power in
Watts
Rounded to
the nearest W

Cost per year
AUS($)
Assumed on all year
and rounded to the
nearest AUS$

Firewall router (no traffic)

10

$11

Voice box (no traffic)

4

$4

5.8 GHz Cordless phone base-station
(no calls)

4

$4

2.4 GHz Cordless phone base-station
(no calls)

9

$10

Laser Printer-Scanner (copying)

650

Not Applicable

Laser Printer-Scanner (not copying)

19

$21

Computer Standby

12

$13

Cathode Ray Tube (CRT) Monitor
(standby)

65

$73

LCD Monitor (standby)

7

$8

CRT TV

59

Not applicable

Video recorder (not playing)

8

$8

DVD player (not playing)

8

$8

PC notebook

22

$24

8 port non configurable switch (no traffic)

8

$9

Figure 1 Readings undertaken of home IT devices in working and standby
mode with annual costs
Robert Pringle executive director of the IEA noters that: “I was amazed when I
first learned of the dimensions of standby power. In my own home, appliances
that I thought were ‘off’ were actually consuming considerable power. My home
is hardly unusual. Taking all of the homes in the IEA member countries this
power accounts for 10 percent of residential electricity demand” (Prindle, 2001).
Prindle also notes that “I also learnt that we can reduce standby power
consumption by 75% using cost effective design changes” (Prindle, 2001).
There has been increasing use of standby power in home electrical and

electronic devices. IT based devices can include not only computers and
monitors but also routers printers and internet phone boxes. Prindle also notes
that: “One must also consider the mark-up that occurs from the customer’s retail
process. The mark-up can be anywhere between 300 to 500% per cent. Thus,
an increase of $1 in the manufacturer’s cost will lead to an much as $5
increase in the retail price” (Prindle, 2001). It is possible to reduce standby
power consumption by simply arranging the power to those devices that can be
switched off overnight, and are not being used for long periods during the day,
to be supplied via different switched power sockets than those that will need to
be continuously supplied with mains power. However, such arrangements need
to conform to the relevant safety regulations and advice. Wireless phones may
need to be continuously powered to allow calls to be received at any time.
It should also be noted that when room temperature is lower than required the
energy wasted as heat can be used to aid the room heating. Unfortunately if the
room is cooled then this excess heat removal adds to the cost of cooling.
Inconvenience factors could play a part in users’ decisions not to turn off
devices as reconnecting IP phone connection, with the router also switched off,
can take over a minute. The findings shown in Figure 1 were consistent with the
international bodies standby power and power consumption expectations.
Figure 2 is an extract from the data provided by Lebot on standby as a
percentage of residential electricity use.
The energy star ratings use various categories of standby mode including idle,
sleep and standby level modes (EPA, 2007a). However, other organisations
and devices have different categories which can make absolute comparisons
more difficult and complex. Although not the major energy use contribution
(Koch, 2000), standby power reduction could still make an important
contribution to lowering energy usage both nationally and internationally. As
household power consumption is reduced then standby power could then
constitute a large fraction of the remaining household power consumption.
OECD

U.S.

Japan

Germany

France

Australia

Fraction of
residential
electricity use
(%)

5-10%

5%

12%

10%

7%

13%

Watts per
home

50-100

50

60

44

38

60

Figure 2 Standby power as a percentage of residential electricity use. Taken
from (Lebot, et al, 2000)
Much effort has been, and continues to be, expended to reduce standby power
consumption by both national and international organisations (EPA, 2007a).
Many of the new IT based home and also workplace devices rely on data
centres for much of their of information exchange. However, these Data Centres
are themselves using increasing large amounts of electrical power.

Data Centre power consumption
Data centres are: “facilities that primarily contain electronic equipment for data
processing data storage, and communications networking” and “… have
become essential to the functioning of business, communications, academic
and governmental systems” (EPA, 2007c). However, servers and network
devices can produce a lot of waste heat the amount of which has been
increasing over time (Kotadia & Morton, 2007). Data centres also can be very
noisy due to internal device cooling fans, air-conditioning systems and noise
from disks. Dubesh notes the OSH problems and noise energy wastage from
such devices (Dubash, 2006). Furthermore: “The performance per dollar of IT
equipment continues to increase dramatically. Less obvious is that the power
consumed per computer rack or cabinet has also jumped dramatically” (Brill,
2007). The excess heat must be removed to prevent overheating (Barker,
2006). Dubesh notes that: “Some see liquid cooling as the answer – and its
certainly quieter but the added complexity and risk involved has caused most to
shy away from it. Although it’s several orders of magnitude more efficient at
carrying away waste heat” (Dubash, 2006).
Brill has noted that: “IT’s layout of the computer room dramatically affects the
amount hardware that can be cooled consistently (poor layout choices can cut
usability by 50 percent)” (Brill, 2007). The American Society of Heating,
Refrigerating and Air Conditioning Engineers (ASHRAE) note that alternating
cold rack aisles and hot rack aisles can help to avoid overheating equipment
(ASHRAE, 2004). Avoiding equipment failure due to reducing such hotspots
could also mean that there is a possibility of reducing the overall cooling
requirements. There is also a possibility that such waste heat could be reused.
However, this may cause problems in some cases which could be due to the
designs based upon office block cooling systems (Brill, 2007). It has been
pointed out by Greenburg that the energy intensity of data centres is over 40
times higher than conventional office blocks (Greenberg et al, 2006).
The EPA note that the use of Generation (DG) electricity generation from a close by
generator could significantly increase the energy efficiency (EPA, 2007c). Combined
Heat and Power (CHP) uses the energy in the waste heat to provide the energy for
cooling the data centre (EPA, 2007c) which would also reduce the energy loss in the
electrical power distribution for the power stations. The EPA further list fourteen CHP
operations, mostly set in California (EPA, 2007c). CHP and DG can also help to ensure
continuation of power because if one source of power should fail the power grid supply
can be used as a backup source (Bailey et al, 2002). An EPA report to Congress notes
that: “The energy used by the nation’s servers and data centers is significant. It is
estimated this sector consumed about 61 billion kilowatt-hours (kWh) in 2006 (1.5
percent of total U.S. electricity consumption) for a total electricity cost of about $4.5
billion” (EPA, 2007c). The EPA further note that: “Federal servers and data centers
alone account for 6 billion KWh (10 percent) of this electricity use, for a total cost of
about $450 million annually” (EPA, 2007c).
The EPA have noted that estimates of the US enterprise storage devises that is the types
used in data centres as of three classified tiers, as shown in Figure 3, which notes the
increase in the U.S. energy usage throughout this range of data centre classifications.

2000

2001

2002

2003

2004

2005

2006

Localised data
center
(Dozens to a hundred
servers)

0.28

0.37

0.46

0.56

0.59

0.66

0.78

Mid-tier data centre
(Hundreds of
servers)

0.25

0.33

0.42

0.50

0.59

0.66

0.78

Enterprise-class
data center
(Hundreds to
thousands of servers)

0.57

0.74

0.90

1.07

1.23

1.35

1.58

Total

1.10

1.44

1.79

2.13

2.49

2.74

3.22

Figure 3 Estimated energy use in U.S. data centres in billions of kWh per year
2000 to 2006 (EPA, 2007b) Derived from communication from Osterberg
(Osterberg, 2007).
The EPA has postulated that the increasing data centre electricity consumption
levels could be reduced by best practice and state of the art changes. This
could encompass an improvement to layout of the networking devices within
the centre to avoid overheating certain areas, improved cooling systems, better
designed buildings, devices, energy intensive components, and metering of
electricity usage. Often a data centre is not metered separately (EPA, 2007b).
The EPA note that: “Advanced metering would provide data center managers
with the information they need to save energy and money as part of an effective
operations and management (O&M) practice” (EPA, 2007b). The U.S.
Environmental Protection Agency (EPA) note the problems of split incentives
where the facility side of the operation are responsible for the energy and
cooling costs resulting form IT purchase decisions (EPA, 2007c).
It should also be noted that some IT based activities also have the possibility to
save energy in the case of home working and reducing travelling due to video
conferences and student home ecourse access rather than needing to travel to
lectures.
Conclusions
Standby power usage is increasing and can result in a considerable load and
cost when taken national or globally. This has attracted the attention of a range
of government agencies and researchers worldwide. There is a global effort to
reduce the standby power consumption levels of modern electronic devices. It
may be possible to reduce standby power consumption by rearranging devices
to by fed from different switched power sockets which can be switched on and
off independently, but it is important to adhere to relevant safety regulations and
advice. Data centre power consumption as been increasing over time. Server
power demands due to increasing power consumption of processors and the
use of multiple processor CPUs is leading to situations where the extra cost of
cooling equipment purchase and operation can also result in increasing energy
usage and costs. Data centre layout and metering, amongst many other factors,

could be improved to help to reduce this trend. There is also the possibility of
increasing energy efficiently of some data centres via the use of DG and DHP
systems. This can also help to ensure continuation of power because should
one source of power fail the mains grid supply can be used as a backup source.
Reducing both data centre power requirements on the large scale and standby
power requirements on the small scale could both make an important
contribution to the vital task of reducing overall energy consumption of IT
devices.
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