. In this paper, we will investigate the performance of two recently implemented machine learning algorithms on a number of large text categorization problems. The two algorithms considered are set-valued RIPPER, a recent rule learning algorithm [Cohen, 1995a; Cohen, 1996] , and sleeping ezperts, a new on-line learning method. Permission to make digital/hard copy of all part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, the copyright notice, the title of the publication and its date appear, and notice is given that copying is by permission of ACM, Inc. To copy otherwise. to rermblish. to Dost on servers or to redistribute to lists, requires prior sp;cific permi&ion andlor fee. phrases which appear in the document are extracted from the pool and their weights are normalized so that they sum to 1. Following the same steps as in the training phase (but without updating the weights) the master's prediction is then computed from the weighted sum of the active miniexperts. The actual classification is done by comparing the master's prediction with the threshold OC. Analysis of the general sleeping experts algorithm is beyond the scope of this paper and will be presented elsewhere. linear, context-insensitive classifier. On average, both RIPPER and sleeping experts with four word phrases achieve lower error rates than the linear classifiers. RWPER achieves a lower error rate than Rocchio, the better of the two linear classifiers, on seven of nine categories, and has a higher error rate only twice. Using four word phrases, sleeping experts achieves a lower error rate than Rocchio on eight of the nine categories, and achieves an identical error rate once. experts performance is even stronger, relative to the other algorithms. We conjecture that this difference is due to the fact that sleeping experts, an on-line algorithm, can adapt to distributions that vary over time, whereas the batch algorithms Rocchio and RIPPER cannot adapt in this manner. We hope to investigate this issue more fully in the near future.
A comparison to the more recent results of Lewis et al. can be found in Table 4 , which indicates the average performance of RIPPER, sleeping experts, our implementation of Rocchio's algorithm, and also three additional linear classifiers: Widrow-Hoff EG, another on-line scheme that uses multiplicative updates; and a version of Rocchio that uses a threshold chosen to optimize the F measure at~= 1. (Recall that our implementation of Rocchio chooses a threshold so as to minimize error rate. ) Compared to the AP titles corpus, this corpus has fewer examples, more categories, and longer documents. The stories in the Reuters-22173 corpus average some 78 words in length, not includhg stopwords. The vocabulary size is roughly comparable, with 37,141 words appearing in the training corpus.
To evaluate performance, precision and recall were used. These measurements were micro-avemged; in microaveraging, the total number of false positive, false negative, true positive, and true negative predictions across alf categories is computed, and these totals are used to compute recall and precision. Performance was further summarized by a break-even point-a hypothetical point, obtained by interpolation, at which precision equals recall. 
