Consider the nonlinear fractional programming problem max{f(x)lg(x)lxES}, where g(x»O for all XES. Jagannathan and Dinkelbach have shown that the maximum of this problem is equal to ~O if and only if max{f(x)-~g(x) IXES} is 0 for ~=~O.
1. Introduction (1.1) Consider the following nonlinear fractional programming problem:
, x€S where g(x) > ° for all x € S . The next problem is associated with (1.1).
(1. 2) maximize
z(l;) =f(x) -!;g(x). x€S
The maximum value of (1.2) is denoted zo(!;).
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Jagannathan [3] and Dinkelbach [1] have shown that the maximum of f(x)/g (x) of (1.1) is equal to!;O satisfyingzoC!;o) =0.
A special case of (1.1) is discussed in this paper, in which f(x) and g (x) are quadratic functions, and S is a polyhedron defined by a set of linear inequalities:
QF :
maximize 1 t t I t t (2 x ex +1' x +8)/(2 x Dx +p x +q)
(1. 3) subject to Ax 5, b,  where e is an nxn negative definite matrix, D is an nxn positive semidefinite matrix, A is an mxn matrix, 1', pare n-vectors, b is an m-vector, and x is an n-vector of variables. t denotes the transpose. All coefficients in matrices and vectors are reals. It is also assumed that 1 t t 2xeX+1'X+8~0 for some J~ € S (1. 4)
t t 2xDx+px+q>0 for all x €S,
where S = {x lAx 5, b } .
Corresponding to problem QF, (1.2) is written as follows. Based on the above observation, this paper proposes two algorithms which are both proved to be finite. Some computational results are given in Section 6.
Q(!;
)
Algorithm based on parametric programming
It is known [1, 3] that zO(s) defined above is a continuous decreasing convex function of S, which also satisfies zO(O) ~O (by (1.4)) and ZO(oo) =_00.
(See Fig .1 [5, 2] : (The Wolfe's method is used in the experiment of Section 6.)
Given an optimal tableau for Q'(~i)' an optimal tableau for Q'(~i+l) is easily obtained by using the parametric programming technique developed by Ritter [4] and Wolfe [5] 
Finiteness of Algorithm A
Provided that a finite algorithm is used to solve Q'(~i) in Step A2 (see Remark 2.1), Algorithm A is proved to be finite if the number of intervals of zO(~) each of which corresponds to a basis (see Section 2) is finite. Since the number of possible bases of (2.1) is finite, it then suffices to show that the same basis B appears only finitely many times corresponding to different intervals.
Note that the finiteness is not tirvial since there is a case in which the same basis corresponds to more than one interval, as given in the next example. It also helps to visualize the idea used in the proof for the finiteness in the latter half of this section. subject to
The objective function of Q(~) is then given by Constraint (2.1) of the Kuhn-Tucker theorem is
Now take the following basis 1 It.
(-2-Q/t.
1 It.
Since ll.>O for any ~, and It was first proved by Ritter [4] in a more general setting that a basis
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B appears only finitely many times as feasible basis when ~ is continuously increased.
181
In the following, the same result is proved by deriving an explicit upper bound (not given in [4] ) on how many times a basis B appears in Step A2, by refining the argument used in Sections 3 and 4 of [4] .
It is known in the theory of quadratic programming (e.g., [4] ) that condition ytu=O of (2.2) permits us to consider only a basic solution with basis of the form
where A =[~~J ' and (kxn) matrix Al has full rank. Thus we consider in the subsequent discussion only bases in this form. Since K(~) is assumed to be negative definite, (3.3) holds for any ~. Proof.
The last relation follows from (3.3) and the property that -AlK(;) -1 Alt is
Q.E.D. 
Note that only the numerator is important from the view point of the sign, since the denominator t:. does not change its sign by Lemma 3.1. From (3.5), the degrees of the numerators of x B ' u B ' Y B are obtained, using that a(~) is linear in ~ :
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Li=l -T--(m-I). Q.E.D.
As mentioned in remarks given to Algorithm A, the case of D=O has also other computational advantages. The computational experiment in Section 6 is therefore done for this simple case only. -------- 
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If z (E;.' )$0 or E;.' =00, go to B4 ; otherwise The computational process of these algorithms are illustrated in Fig.2 , in which solid arrows correspond to Algorithm B and broken arrows to the Dinkelbach's method. E;i generated in the Dinkelbach's method is shown with bar ~i to distingush it from E;i of Algorithm B. It is noted that E;i+l obtained in
Step D3 (resp.
Step B3) is given as the intersection point of E;-axis and the line tangent to zO (E;) at ~i (resp. E;i'). From Fig.2 , it may be seen that Algorithm B requires less number of iterations than the original Dinkelbach's method. For various sizes n and m of QF, coefficients are randomly generated by the following rule :
C : A negative definite symmetric matrix C of size nxn is obtained by C =_ppt for a nonsingular matrix P. P is generated by (i) randomly specifying non zero elements of P with probability NZC (program parameter), (ii) assigning a nonnegative (two digit) number randomly taken from the uniform distribution with interval [0.0, 9.9] to each non zero element, and (iii) randomly inverting the sign of nonzero elements with probability NC (program parameter). Note that C has a considerably higher non zero density than NZC ; for example, C of two typical problems in Table 1 have nonzero densities 89.5% for NZC=0.4 and 56% for NZC=O. 25 .
A : An mXn matrix A is generated by (i) randomly specifying non zero elements with probability NZA (program parameter), (ii) assigning a nonnegative (three digit) number randomly taken from interval [00.0, 99.9] to each nonzero element, and (iii) randomly inverting the sign of nonzero elements with probability NA (program parameter). Tables 1 and 2 summarize the computational results. The results in Table   1 are the average of 10 problems with n=m=20, while Table 2 lists results for each problem of larger size. (f) Including the computation for A3, A4 (or B3, B4).
From these results, it may be concluded that Algorithm A is slightly faster than Algorithm B but there is no significant difference. It is also noticed that computation for Q' (~O) (the first one) in Step A2 or B2 is rather expensive compared with the rest (Le., computation for Q' (~.), i>O) It is also observed that program parameters specifying the ratios of nonzero and negative coefficients do not have much influence on the relative behavior of Algorithms A and B, though the higher values tend to increase the computation time. Table 1 includes problems with various parameter values.
In conclusion, it can be said that the quadratic fractional programming problem with D=O is a rather easy nonlinear programming problem, which can be solved in computational effort only slightly greater than that required for the well known (concave) quadratic programming problem.
