Our project studies the quantification of the uncertainty in fat-fraction estimates using Magnetic Resonance Imaging (MRI). The measured fat fraction is |F | |F | + |W | , where F is the fat signal and W is the water signal obtained using MRI. The fat and water signal magnitudes have a Rician distribution. However, the fat fraction has an unknown probability distribution. Knowing the fat-fraction probability distribution will provide us with a better understanding of the uncertainty of fat-fraction estimates used for the diagnosis of liver disease. Our current research focuses on finding the analytic distribution of the fat fraction and numerical simulation using Monte Carlo methods. In the analytic approach, we derived the probability density function of the fat fraction where the fat and water magnitudes follow a normal distribution (restricted to non-negative values) because the normal distribution approximates a Rician distribution for large signal-tonoise ratio (SNR). In the numerical approach, we applied Monte Carlo methods to optimize the fat-fraction estimation, compared analytic with numerical results, and found cases where current estimates of the fat fraction are inaccurate for low SNR.
Introduction

Motivation
In many developed countries, especially the United States, the percentage of the population that is obese is on the rise. A recent study, by the Organization for Economic Cooperation and Development (OECD), Figure 1 : Clinical image of the fat fraction obtained using MRI. This is a patient with a large amount of fat in the liver. A mild case of NAFLD would have a fat fraction of about 10% [2] ; this patient has about 50%.
The liver, subcutaneous fat (mostly fat) and stomach (mostly water) are labeled to illustrate the variability of the fat fraction in tissue. Image courtesy of Scott B. Reeder, M.D., Ph.D.
looked at this epidemic, and estimates that by the year 2020, 75% of Americans will be obese. There are many health problems associated with obesity, in particular, non-alcoholic fatty liver disease (NAFLD), which affects 30% of adults and 10% of children in the United States. NAFLD can lead to cirrhosis, hepatocellular carcinoma, and ultimately, liver failure. The current standard for diagnosing NALFD is through a liver biopsy, an invasive procedure that samples a piece of tissue from the liver. However, a biopsy has its limitations, as there is the assumption that the tissue sample that tests 1/50,000th of the liver is representative of the entire liver. With each sample there is high variability and as a result, the biopsy can give an inaccurate measurement [1] .
In addition to its limitations, a biopsy is painful and expensive. This leads to an interest in using a non-invasive method in its place. One method of interest is MRI which uses strong magnetic fields and radio frequency excitation to manipulate the magnetization of some atoms in the body. This is read by a scanner which is recorded into an image. An MRI scan provides good contrast of different tissues in the body including water and fat. Adjusting the parameters, or settings, on the scanner can provide different levels of contrast. A study by Reeder [1] has shown promise in using MRI as a non-invasive method for quantifying fatty liver disease. The way the fat content of a tissue is quantified is through the fat fraction.
The current focus of our research is the quantification of the uncertainty of the fat fraction associated with MRI (as shown in Figure 1 ).
Fat Fraction
We are defining the measured fat fraction of a volume to be η = |F | |F | + |W | , where F and W are the complex fat and water signals picked up by the MRI scan. The measurement process generates a signal with real and imaginary components that follow a normal distribution, such that the fat and water measurements follow the model given by:
where µ F and µ W are the noise free complex fat and water measurements, W ∼ N (0, σ 2 ) + iN (0, σ 2 ) and
A signal taken from an MRI scan is complex and taking the magnitude of the signal allows us to analyze the intensity of the pixel the signal represents. The magnitude of the signals (|F | and |W |) follow a Rician distribution [3] . However, when the signal-to-noise ratio (SNR) (mean to standard deviation ratio)
is sufficiently large (i.e., µ σ > 3), the fat and water magnitudes are reasonably approximated by a normal distribution restricted to non-negative values [3] .
Methods
Analytical
We simplified the probability model for the fat fraction by assuming the SNR was sufficiently high such that the fat and water magnitudes follow a normal distribution. We let X = |F | and Y = |W |. Assuming 
Numerical
The analytic expression for the distribution of the fat fraction when the fat and water magnitudes follow a Rician distribution is still unknown. Numerical simulations provided us with intuitive ideas and allowed us to explore different properties of the probability density function (pdf) of the fat fraction. We utilized Graphical User Interfaces (GUIs) to visualize the Monte Carlo simulations, used to verify analytical results, and as an aid in optimization. Our first GUI, used to verify analytic results, allows the user to control the sample size and the mean and variance for the fat and water components. Along with plotting normalized histograms for the fat and water components, the GUI plots a histogram for the fat fraction, where the true value is identified. The true fat fraction cannot be determined in clinical settings. However, since we controlled the parameters, we were able to use the GUI to determine how closely our estimation procedure estimated the true fat fraction.
We quantified the accuracy of our fat-fraction estimate by computing the sample mean squared error
Copyright © SIAM Unauthorized reproduction of this article is prohibited ( MSE). The sample MSE is the average of the square of the error, given by
where y is the true fat fraction,ŷ is obtained from simulation, and n is the total number of simulated observations. Note, that when MSE = 0 the estimator of the fat fraction (ŷ) predicts the true value (y) of the fat fraction perfectly.
By design, the MRI scanner allows the user to adjust the variances of the signals. This creates a trade-off between the variances [6] . This trade-off depends on the imaging parameters in a complicated way, and thus to simplify our analysis, we chose the relationship between the variances to be σ
While this is not the actual relationship between the variances, it is a simplified approach that can give us an idea of how we can change the parameters to obtain a more accurate fat-fraction estimate by minimizing the sample MSE [6] . Our second GUI allows the user to input values for the means of the fat and water, and based on the chosen relationship, explores the effect different values for the variances of fat and water have on the sample MSE. We want to find the values of the variances that result in the lowest sample MSE, because they would tell us what values to put on the MRI scanner to obtain the best estimate of the fat fraction.
Results
Analytical
For our derivation, we make a few assumptions of the signal X = |F | and Y = |W | obtained from an MRI. We assume the |F | and |W | signals are independent. In reality, this is only approximately true. In addition, we assume the SNR ( µ σ > 3) and thus water and fat magnitudes approximately follow the following distribution [3] ,
Hence, the probability density function of fat fraction U = X X + Y with high SNR is,
where
and A = µ 2 x + σ 2 x and B = µ 2 y + σ 2 y . The analytic pdf was verified through Monte Carlo experiments, shown in Figure 2 . The details of this derivation are included in Appendix A.
Copyright © SIAM Unauthorized reproduction of this article is prohibited = 0.9, SNR=3). In both of these simulations we used a sample size of 10, 000.
We also explored the accuracy of the distribution of the fat fraction where the |F | and |W | have a low SNR ( µ σ < 3), see Figure 3 . The |F | and |W | only follow a normal distribution at high SNR. Thus, the analytical distribution best describes the data at high SNR. As the SNR decreases we see the analytic distribution becomes less accurate. In both of these simulations we used a sample size of 10, 000.
Numerical
Monte Carlo simulations allowed us to explore the pdf of the fat fraction without needing to make the normal approximation, which is specially useful at low SNR. Our goals were to understand when our current estimation techniques gave good estimates and to optimize the variances of the fat and water components in order to obtain an accurate estimate of the fat fraction. We chose the relationship between the variances to always be σ 2 F + σ 2 W = 1 and looked at two different cases.
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Case 1: Equal Means
When the means of the fat and the water are set to be equal to each other, the results with the lowest sample MSE are obtained when the variances of the fat and water are relatively equal, at about 0.5 ( Figure   4 ). We verified these results using the histograms and were able to understand the behavior of the fat-fraction distribution with equal means and variances ( Figure 5 ). Copyright © SIAM Unauthorized reproduction of this article is prohibited
Case 2: One Mean is a Tenth of the Other
When the mean of one component is set to be one-tenth of the mean of the other, the results with the lowest sample MSE are obtained when the variance of the component with the smaller mean (i.e., the fat variance) is minimized ( Figure 6 ). This is an important result because in clinical settings it is common for the mean of the fat to be one-tenth of the mean of the water [2] . 
Discussion
Fat-Fraction Expression
We were able to derive an expression for the fat fraction assuming the magnitudes of the fat and water followed a normal distribution. This is an important step towards finding an expression where the magnitudes of the fat and water follow a Rician distribution. Our result is only applicable for high SNR.
Monte Carlo Simulations
Our simulations have given us insight to the relationship between the means and variances of the fat and water components, and how they affect the accuracy of our fat-fraction estimate. We know that depending on the values of the fat and water means, the variances should be changed according to our MSE optimization.
For our chosen relationship between the variances, this requires a trade off. It may be necessary to increase the noise in one parameter estimate (water or fat) in order to obtain a more accurate fat-fraction estimate.
We would not have been able to predict the results from our optimization before running the simulations.
We would expect that the MSE would be different for a fat fraction of 0.5 than 0.9 because fat fraction needs to be between 0 and 1. This would lead the distribution with a fat fraction with mean 0.9 to be skewed but one with mean 0.5 could be symmetric. This, however, would not allow us to predict how the MSE would change with the changes in the variances of the water and fat before running the simulations.
In Figure 7 , we set the mean of the fat to be one-tenth of the mean of the water, and the variances to
Copyright © SIAM Unauthorized reproduction of this article is prohibited correspond with the results of our MSE optimization. The fat and water magnitude histograms appear to follow a Rician distribution and the actual fat fraction is very close to the mean of our simulation. This can be seen numerically as the sample MSE is very low at 0.00846. As optimizing the MSE is a goal of our project, this is the type of result we would like to see.
In Figure 8 , we keep the parameters for mean of the fat to be one-tenth of the mean of the water, but change the variances to go against our MSE optimization results. The importance in this case is that the actual fat fraction varies significantly from our simulated fat fraction. With these parameters, it does not appear that our fat-fraction simulation estimates the true fat fraction very well. This is further verified numerically, since the sample MSE is larger at 0.124. We would have expected our estimate of the fat fraction to be worse for low SNR but this MSE allows us to quantify by how much.
As our fat-fraction simulations represent the industry standard in estimating the fat fraction, this result is alarming. This shows that the current estimates for fat fraction used for diagnosis of disease, under certain circumstances are inaccurate. Results are exact mirror images when we switch means and have the mean of water be one-tenth of the mean of the fat.
Our results show that our estimated value for the fat fraction does not consistently predict the true fat fraction with accuracy (at low SNR). Since our simulations were run in the same way the fat fraction is currently estimated, it is apparent that the industry standard for estimating the fat fraction at low SNR requires a new approach that yields a more accurate fat-fraction estimate.
Future Work
As our research continues, we have plans for both the analytic and numerical aspects of the project.
Analytically, we will work towards finding an expression for the distribution of the fat fraction, where the water and fat magnitudes follow a Rician distribution [3] . Numerically, we will explore a more realistic relationship between the variances of the fat and water components in an attempt to understand their effect on the fat-fraction estimate. We hope to gain sufficient understanding to enable us to explore a more clinically accurate model. We also hope to use approximate methods for the variance of functions of random variables to explain some of the results, for example, why the MSE of the fat fraction is less when the variance of the fat is small when the fat fraction is 1/10. Finally, we will use the theory of maximum likelihood estimation (MLE) to determine whether there is a better estimator for the fat fraction. The MSE of the MLE at high SNR could help us connect the analytic results in this paper with the numerical results. A more general MLE (computed numerically) could provide a better way of estimating the fat fraction at all SNR.
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• We assume the |F | and |W | signals are independent.
• We assume the SNR is sufficiently high to use the normal approximation for the Rician [3] and thus each having the following distribution in Eqn 1.
• Note that because | · | ≥ 0, the normal approximation is restricted to non-negative values.
Suppose X = |F | and Y = |W | have the distribution described in Eqn 1. Then, their joint density is
We want to find the distribution of X X + Y .
The Jacobian is
Then |J| = |v(1 − u) + uv| = |v|.The joint density of f uv (u, v) is using the method for a bivariate transformation of random values [4] ,
Expanding the quantities in the exponential,
Then the exponent is equal to:
y Au, and
For a joint density f U,V (u, v) we get,
To find the probability density function of the fat fraction, we integrate the joint density function with respect to v ∈ (0, ∞) (i.e. the marginal distribution of u),
We then let
We solve each integral separately. We solve, Integral 1: Hence we found the probability density function of the fat fraction when signal-to-noise ratio is high given by Eqn 1 : 6 References
