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In recent years we see an increasing interest in infinite delay equations. The 
main reason is that equations of this type become more and more important 
for different applications. Regardless of the specific problem one has to deal 
with it is in most cases necessary to establish some fundamental theory as, for 
instance, existence, uniqueness of solutions and continuous dependence on 
initial data. Also in the last few years we find an increasing number of papers 
where the general theory of linear and nonlinear semigroups or evolution 
operators is applied to functional differential equations. 
Of fundamental importance for all approaches is the right choice of the state 
space which in most cases is a Banach space of functions or of equivalence 
classes of functions. For equations with bounded delays this in general is not 
a difficult problem. But for infinite delay equations the choice of an appropriate 
state space is no more trivial. It was natural to investigate which properties of 
the state space are sufficient in order to establish the fundamental theory for 
infinite delay equations. Up to now the most thorough discussion of this problem 
is contained in [12]. The set of axioms given there seems to be in more or less 
final form. Other systems of axioms are just slight modifications of those given 
in [12] (cf., for instance, [18, 211) or consider more special cases (as in [6, 17). 
Section 1 of this paper can be considered as a discussion of the axioms given 
in [12] which results in a somewhat streamlined version of these axioms. It 
should be mentioned here that state spaces for equations with bounded retarda- 
tion are included as special case, of course. 
In Section 2 we prove existence, uniqueness and continuous dependence of 
solutions concentrating on the nonstandard situation where the right-hand side 
of the equation is not defined for elements in the state space but only for 
representatives of elements in the state space. Such situations occur for instance 
if difference-differential equations are considered in a space like UP x L2(-r, 
0; Rn) because one wants to utilize Hilbert space methods (cf., for instance, 
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The main result of Section 3 deals with equivalence of the given functional- 
differential equation and an integral equation in the state space which in some 
cases has to be considered pointwise. For the bounded delay case such a result 
is contained in [14]. One important application of this integral equation is to 
approximation problems (see [13, 141, for instance). 
Finally we investigate in Section 4 properties of the evolution operator and 
its family of infinitesimal generators assuming global existence, uniqueness of 
solutions and continuous dependence on initial data. Our results show that in 
general, i.e., without additional assumptions on the right-hand side of the 
equation, it is not possible to characterize these generators by using the right- 
hand side of the equation only. 
1. GENERAL AXIOMS FOR THE STATE SPACE 
In this section we discuss general conditions for Banach spaces of equivalence 
classes of functions defined on the interval (- co, 0] which make it possible to 
develop the fundamental theory (i.e., to prove results on existence, uniqueness 
and continuous dependence of solutions, etc.) for functional differential equations 
with infinite delay. The axioms we present here follow closely those given by 
Hale and Kato in [12]. In fact, the content of this section could also be charac- 
terized as a discussion of the set of axioms given in [12]. 
Let Y be a real Banach space with norm 1 * 1 and 57 be a real vector space of 
functions p: (-co, 0] - Y. Assume that there is a seminorm p defined on % 
such that the space X = S/p of all equivalence classes of functions in 9? with 
respect to p is a Banach space under the induced norm I] x 11 = p(v), v E x. 
Given any p E CJ let [v] denote the equivalence class of 9, in X. 
Given a function p: (- 03, a) + Y, we define for t E (- co, a) the functions 
cpt: (-co,O]+Y by &)=v(t+s), s~(-~~01. For ar>O, t,~lW and 
9) E % let sa,Jv) be the set of all functions 4: (-00, t, + a] + Y such that 
r+$, = CJI and 9 is continuous on [to, t, + a] (on [t, , co) in case 01 = co). 
Furthermore we put 9$t, = (JWEg <,t,(p). In case to = 0 we just write 9,(p) 
and sm. 
Our axioms on % are the following: 
(hl) Foranyor>Oandany#~9Ewehaver,&E%foralltE[0,cr]. 
(h2) There is a constant K > 0 such that 
I P(O)1 < KPb-4 
for all F E 95. 
(h3) There exists a continuous, nonnegative function e(a) defined for 
a! > 0 such that 
for all # E e(O). 
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(h4) If, for any 9 E 9 and 01 > 0, p(v) = 0 and 4 E gE(p) is such that 
c&) = 0 for s E (0, CL] then p(#,) = 0. 
Axiom (h2) guarantees that [v] = [#] implies ~(0) = #(O). Therefore for any 
x E X the value 
x(O) = q(O), v E x, 
is well defined. This is very natural for problems like initial value problems 
for functional-differential equations where one wants a solution to start at a 
preasigned value in the space Y. Therefore axiom (h2) implies: 
(h2’) There exists a constant K > 0 such that 
for all x E X. 
We define 9, x E =%& to be equivalent, # N x, if and only if [&,I = [xt,l 
and $(s) = x(s) for t, < s < to + 01 (for t, < s < co in case 01 = co). The 
equivalence class of # E sa t under “IV” is denoted by [#I*. For such an 
equivalence class y the vai&s y(s) = #(s) E Y for s E [to, t, + a] and JC = 
[I,&,] E X where # is any representative of y are uniquely determined. Therefore 
we define for .y E X, t, E R and 01 > 0 
and Fa,to = ~xexF,,,o(x). Again we write F,(x) and F, in case t, = 0. Axioms 
(hl) and (h4) imply that for y E F,,,o the element yt E X, t E [t, , t, + a], is well 
defined by 
Yt = Wtl 
for any * Ey. 
From (h3) we obtain: 
(h3’) There exists a continuous nonnegative function e(a) defined for 
01 > 0 such that 
IIY, II G 44 =& I Y(S)1 
for all y E Fa(0). 
Similarly (h4) implies: 
(h4’) For any 01 3 0 and any y E F,(O) such that y(s) = 0, s E (0, LY], we 
have 
ya -= 0. 
That it is possible to define continuous prolongations of elements in X instead 
of % is important in case where one wants to consider initial data in X, i.e., 
that part of a solution corresponding to t > t, (= initial time) should only 
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depend on the class in X and not on the special choice of a representative of 
this class. 
For v E .%Y and O( > 0 let vu denote the static continuation of IJJ defined by 
VW = da + s) for s E (--cc, -a), 
= do) for s 6 [--CL, 01. 
By (hl) v” is in % and by (h2) we have @(s) = p(s) for s E [--a, 0] provided 
[v] = [#I. Therefore (h4’) shows that 
for x E X, t > 0 and any F E x defines a family of operators X + X. It is easy 
to see that this family is a semigroup, i.e., S,,, = SJ, for s, t 3 0. 
In order to define St it would be sufficient to have: 
(al) For any t > 0 and q E X the static continuation q~* is also in % and 
p(v) = 0 implies p(#) = 0. 
In addition we formulate a weaker version of (hl): 
(a2) For any ol > 0 and $ E %(O) we have r,$ E % for all t E [0, a]. 
It is quite easy to see that 
(hl), (h2), (h4) are equivalent to (al), (a2), (h2). 
Axioms (hl)-(h4) make it possible to define the semigroup S, , t > 0. It is 
natural for many problems to demand: 
(h5) S, , t > 0, is a strongly continuous semigroup of bounded linear 
operators. 
It is well known from the theory of C,-semigroups that under condition (h5) 
there exist constants M 3 1 and w E R such that 
II &x II < Mew* II x IL 
for all x E X. Using (h5) and (h3) we get: 
t > 0, (1.1) 
(a3) For anyxEX, 01 30, andanyyEF,(x) the map t-+yr, tE[O,a], 
is continuous. 
Note that this is axiom (83) in [12]. I n order to prove (a3) we decompose yt 
into 
yt = stx + Zt , (l-2) 
where z EFJO). Stx is continuous in t by axiom (h5) and zt by axiom (h3) (for .a 
we may take the representative I/J such that #(s) = 0 for s < 0). 
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Using (1.2) and (1.1) together with (h3) we obtain 
II yt II < Met II x II + 4) ;zzt I Y(s) - r(O)l- (1.3) 
For the sake of completeness we next discuss an axiom which appears in [12] 
as axiom (013). 
For t > 0 and v E 3 the restriction of v to the interval (-CO, -t) is denoted 
by p-t and the restriction to [-t, 0] by 9 +t. Following Hale and Kato we define 
the seminorms pPt and P+~ on X by 
P-W = $$inf{ PW 
and 
P+“(X) = $?p4P(#) I 
There is a slight difference in the defi 
zj E 9” and Z/J-~ = vet}) 
4 E 3 and #+” = v+“}). 
nition of p-t in [ 121 compared with that 
given here, because in [12] the interval (-co, -t] is used instead of (- co, -t). 
So in general, for x E X, p-“(x) in [12] will be at least as large as p-“(x) defined 
here. But our definition has some advantage as we shall see below. 
Since p-“(x) < I) x II and p+“(x) < II x I(, th ese seminorms are continuous and 
therefore XAt = X/P-~, X+.t = X/p+” are Banach spaces under the induced 
norms II . IIX-ty II * IIX+t t respectively. For x E X the equivalence classes in Xbt 
and X+t are denoted by [xl5 and [zc]“, . The spaces Xet and X+t are the precise 
definitions of what one intuitively would call the restriction of the Banach 
space X onto the intervals (-cc, -t) and E--t, 01, respectively. 
The following axiom seems to be quite natural in this context: 
(h6) Foranyg,E%andt 30 
P(T) G P-Ybl) + P,Ybll)~ 
or equivalently 
(h6’) II x II d 11[4! L--t + II[& IX+: , for all x E X and t >, 0. 
As in [12] we define the family of operators 9: X -+ Xet, t > 0 by 
2X = [S,x]t , x E x. 
Then for any rp~x and any #ES such that #J(S) =dr+s), SE(-cc, -t), 
we have 
2.x = [y]” , 
where y = [I,%]. This is an easy consequence of the definition of pet. One only 
has to prove p-t([# - $1) = 0. The operators # are not exactly the same as 
defined in [12] because of the slight difference in the definition of pet. 
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From the definition of 9 and 11 ~-~(zc)ll < 11 x 11, x E X, it is obvious that under 
(h5) 
for t > 0 and x E X. So # is a family of bounded linear operators with locally 
bounded norm. 
The role of axiom (h6) may be more clear from the considerations to follow. 
The first observation is that (h6) implies: 
For any t >, 0, X is metrically isomorphic to 
D, = ((yl , ya) E Xpt x X+’ / y1 = [xl” , y2 = [xl: for some 2c E X] 
This follows from 
II x II < P-“(X) + P+“(X) G 2 II 32 II 
for all t > 0, x E X. 
Let us denote by X,, the closed subspace of X defined by 
x0 = {x E x I x(0) = O}. 
LEMMA 1.1. .4ssume (hl)-(h4) and (h6). 
(a) For any x E X and t > 0 we have 
II #X /IXet < II S,x II < II 7% Il,_t + Wt + 1) II x II. 
(b) For any x E X0 and t 2 0 we have 
II s,x II = II & Ikt ’ 
Proof. Concerning part (a) we only need to prove the estimate above for 
11 S,x II. By (h6’) we get 
II stx II d P-Vtx) + P+Y&“) 
= II T-tx IIX-* + p+yStx). 
Given x E X, we obtain for v E x 
P+VW = p+fWl) < infM#) I * E % ICI(s) = do), s E [-C 011 
-0 for N(O) = ~(0) = 0, 
< p(&> if x(O) f 0, 
where $ E St+r(0) is chosen such that 
#(s) = q(O) on [I, t + 11 and sup I &)I = I dW. 
oaKt+1 
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By (h3) we have 
P($t) < 4 + 1) /do)1 d Wt + 1) II x II 
which finishes the proof. 
Part (b) of the lemma shows that the spaces GXO and S,X,, are isometric. 
The next lemma reveals the situation encountered in many examples of 
spaces 3 where (h6) holds. 
LEMMA 1.2. =Issume (hl)-(h4) and (h6) 
(a) X+O is metrically isomorphic to I’. 
(b) If all ‘p E 2” are continuous at 0 then X and X-O are isometric 
(c) If S for any g, also contains the function 9 dejined by $5(s) = y(s) for 
s E (- co, 0) and e(O) = 0 then X-O is cJometric to the subspace 2 = {[$I ( v E a} 
of X. As a consequence, X and k’ x X are metrically isomorphic. 
Proof. Using (h2) and the definition of p+O it is not difficult to see that 
La = {Y E x I 4% = Yvm 
So we have a one-to-one correspondence between X+O and Y. The estimate 
is obtained by using (h2) and the definition of p+“. By (hl) and the charac- 
terization of [x]~ given above each [xl”, has a representative y = [qi] such that 
9 E %(O) and SU~~~~Q 1 q(s)\ = 1 q(O)\ = 1 x(O)\. An application of (h3) gives 
which completes the proof of part (a). 
Under the assumptions of part (b) we have 
II[.v]~ II.~-O = p’(x) = inf(inf(p(#) I # E 3 and $(s) = ~(4 for s E (-=o, 011) 
= inf(p(cp)) = )I x (I. 
9lE.v 
This also shows [zc]: = {x) for x E X. 
In order to prove part (c) we take x E X, 9 E x and define y = [$I. 
Then 
p-O@ - y) = x$iJinf{p(#) I # E F and #(s) = x(s) for s < 0)) 
= 0, 
148 KAPPEL AND SCHAPPACHER 
since we may take x(s) = 0 for s < 0, x(O) = ~(0) and # = 0. This shows 
For any y E [*v]o such that y(0) = 0 we have 
p-“(r) < IIY II Q P-O(Y) + P+“(Y) = P-“(Y)- 
Note that p+“(y) = 0 for any y E X with y(O) = 0 by part (a) of the lemma. 
Therefore we have proved that X and X-O are isometric. The rest follows 
using part (a). 
For any x E X we call [Vr]” = A the function component and [xl”, the 
vector component of x. Note, that this would not make sense if we used the 
definition of [xl” given in [12], because this would always give [xl” = (“v>. 
For the convenience of the reader we give a short comparison of the axioms 
given here with those used in [12] and in [21]. With respect to [21], however, 
one should be aware that there X needs not to be Banach space. It is not 
difficult to check that 
(~1) and (or4) of [12] coincide 
with (hl) and (h2), respectively. 
Furthermore, 
(al)-(ol4) and (/31) of [12] 
imply (hl)-(h4). 
Since the estimate given in Lemma 1.1, (a) is also valid under axioms (al)-(or4) 
and (/?l) of [12] axiom (82) could be weakened by just demanding that ,a is 
bounded for any /3 > 0, provided that also (83) is assumed. This is true, because 
this weaker version of (p2) together with (153) already implies that St is a strongly 
continuous semigroup of bounded linear operators, i.e., (h5) holds. Therefore 
we have also: 
(al)-(a4), (BlH83) of WI 
imply (hl)-(h5). 
Finally, axiom (h6) is slightly stronger than (013) in [12] because of the difference 
in the definition of pPt. The very important inequality (1.3) which is equivalent 
to (2.1) of [12] is obtained without using (h6). So all results concerning the 
fundamental theory of FDEs with infinite delay given in Sections 2 and 3 of 
[12] can also be obtained under the axioms given here without using (h6). We 
only use (h6) for the comparison of 9 and S, . But it seems to be possible to 
obtain the other results of [12] without using TV. One only has to impose con- 
ditions on the restriction of the semigroup S, , t > 0, to the subspace X,, . 
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With respect to the axioms in [21] we have for the case of Banach space: 
(Al) and (A2) in [21] are equivalent to (al), 
(h2) implies (A3) and (h3) is equivalent to (A6). 
(A6) implies that (h3) is true with a nondecreasing function e(a) which of course 
can be replaced by a continuous function. 
(Al) and (A5) are equivalent to (hl) and (A4) 
implies that St , t > 0, is a strongly continuous semigroup 
(of not necessarily bounded operators). 
EXAMPLES I. 1. Let 55 = C,(- 00, 0; Y) be the Banach space of all bounded 
uniformly continuous functions v: (-co, 0] + Y equipped with the sup-norm. 
Then .% satisfies (hl)-(h6). Note, that we can put 9 = X in this case. 
1.2. For any real y let Z = C,(- co, 0; Y) be the Banach space of all 
continuous functions v: (-c-o, 0] + I’ such that lim,,-,z eySpl(s) exists. Again 
we identify 57 and X. The norm on X is given by 
// x II,, == sup evS / x(s)l. 
-u;<BSO 
(hl) is clearly satisfied and (h3) holds with e(a) = 1 in case y 3 0 and e(m) = 
e-y” in case y < 0. (h4) is obvious and 
II XII, = m=( sup eys I44I, sup ev* Ix(s)I) 
--;o<8<-t 4Q!!3SO 
for any t 3 0 proves (h6). In case y > 0 the spaces Xdt and X+t are isometric 
to the subspaces {x E X I x(s) = e-y(s+t) x(-t) for s E [-t, 0]} and (x E X I 
x(s) = x(-t) for s E (-00, -t)}, respectively. In case y < 0 the situation is 
similar. Since lim,,-, ey”q(s) exists for any v E % also axiom (h5) is satisfied. 
1.3. Let g: (- co, 0] - Iw be a nonnegative function such that 
(i) g is locally integrable over (-co, 0] and 
ess supg(s) < co 
4</3SO 
for all t > 0 
and 
(ii) there exists a nonnegative function G: (- 00, 0] -+ R such that for 
almost all s E (- 00, 0] 
At + 4 G G(t) g(s) for all t < 0. 
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For 1 < p < co let 3 = 6p,“(- co, 0; Y) be the vector space of all measurable 
functions q: (-co, 0] --, Y such that 
If we take the seminorm 
then the Banach space X is isometric to Y x L,P(- co, 0; Y) (compare this 
with Lemma 1.2, (c)). 
In order to show that (hl) is satisfied take a p, E 9 and a 4 E Fa(v), 01 > 0. 
Then 
1" I #,(s)lpg(s) ds = j-" I &)I"g(s - 4 ds + lo I #(a + 41p&) ds 
-cc --co -a 
shows that $a is in 9gP(-~, 0; Y). (h2) is obvious and (h3) follows from 
for any a! > 0 and # E ga(0). (h4) is easy to check if we note that according to 
(ii) in case g + 0 we have (s I g(s) > 0) = [--I, 0] for some Y > 0. For t > 0 
we have 
p-qpl) = (J_-,’ I d41P&) qp 
and 
P+~(M) = (I PIN + .cp, I d4l”&) dsjl”- 
From this it is obvious that (h6) holds. We leave it to the reader to verify axiom 
(h5). For more detailed discussions of these spaces we refer to [6, 12, 211. 
A very careful study of this type of spaces is also carried out in [17], where 
instead of the measure gd0 more general measures p are considered. To be 
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more specific let p be a real valued measure on the u-algebra of Lebesgue- 
measurable subsets of (-00, 0] and let % = @r’(p), 1 < p < oo, denote the 
linear space of all Lebesgue-measurable functions v: (-CO, 0] --f Rn such that 
The following axioms are used in [17]: 
(~1) ~1 is nonnegative. 
(~2) p is nontrivial. 
(~3) p(K) < 03 for any compact subset KC (--a, 01. 
(~4) The singular part of TV with respect to the Lebesgue-measure is zero 
except for an atom at 0. 
The measure p is normalized by putting ~((0)) = 1. For any v E BP(p) also 
the function g(0) = ~(0) for 0 E (-co, 0) and ~(0) = 0 is also in J%‘(P). Denote 
by Z0 the subspace of these functions. Then axiom b5) of [17] can be written 
in the following form: 
(~5) v* E T0 for all t 3 0 and 97 E %,, . 
The next axiom, 
(~6) p(E) = 0 for a measurable subset of (-co, 0) implies p(E - t) = 0 
for every t > 0, 
implies that [v] = [#] for v, # in Z,, g ives [I$] = [#“I for all t > 0. It is quite 
easy to see that 
(~1 H4 imply (hl I-W). 
Moreover, it is shown in [17] that under conditions (pl)-(~6) the operators St 
are well-defined bounded linear operators X + X. The family St, t > 0, 
is a semigroup which is strongly continuous on (0, co), but in general not 
strongly continuous at t = 0. Under the additional axiom 
(~7) t+ll&ll b is ounded on some interval [0, a), u > 0, 
it is shown in [17] that St , t > 0, is a C,-semigroup. The example given in 
[17] in order to show that (~7) is not implied by (~1)+6) shows at the same 
time that (h5) is not dependent on (hl)-(h4). 
1.4. Let 3 = Yp”(- co, 0; I’) be the linear space of all functions which are 
essentially bounded on (-co, 01. With the seminorm 
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the space X is isometric to Y x L”( - co, 0; Y). We leave the easy verification 
of (hl)-(h4) and (h6) to the reader. Obviously axiom (h5) is not satisfied. 
1.5. Let S = A!(- co, 0; Y) be the space of all functions q~ such that 
supplied with the seminorm 
P(v) = I do)1 + ““,P (J,:,,, I &)I A). 
Axioms (hl)-(h4) and (h6) are easily verified. Note, that all spaces Y x LP(- co, 
0; Y) are continuously embedded into Y x M = 9?/p [7]. (h5) is not satisfied 
for Y x M. Indeed define the function v by 
?a = 0 for s E [-2K, -2K + I], 
and 





k = 1, 2,... . p,isinY x Mandforanyt >Owehavep(@--)= 1. 
1.6. We leave it to the reader that axioms (hl)-(h6) are satisfied if for 
1 < p < 00 and r > 0 we take % to be the space of all measurable functions 
qJ:(-03,0]+ Y which are continuous on [-Y, 0] and 
p(p) = (-=& I ds>l” +Jim&) I&>I” q1’p -=c cx3. 
The function g: (-co, 0] + Iw is as in Example 1.3. 
2. EXISTENCE, UNIQUENESS, CONTINUATION, AND CONTINUOUS DEPENDENCE 
The objective of this section is to investigate some of the fundamental proper- 
ties of solutions of the following Cauchy problem. Suppose f is a map IR + Y, 
where J2 is a subset R x 3. Given t, E R and p E 9, we consider the Cauchy 
problem 
w = f (C 4, t 2 &I, (2-l) 
xtO = P- (24 
INFINITE DELAY EQUATIONS 153 
For 01 > 0 the intervals [to, a t + a) and [to , t, + CY] are denoted by 1. and 
1, , respectively. A function x: (-co, t, + CY) -+ Y, 01 > 0, is called a solution 
of (2.1), (2.2) on 1, if 
(9 xt, = 7-3 
(ii) (t, xt) E 52 for almost all t E 1, , 
(iii) t -+f(t, xt) is integrable on 1, , and 
(iv) x(t) = v(O) + $J(s, x,) ds for all t ~1~. 
From (iv) it follows that x(t) is differentiable a.e. on & and (2.1) holds a.e. on 
this interval (cf. [5, p. 1401). 
The conditions imposed on f and 52 in this section mostly are concerned with 
prolongations of initial functions including possible candidates for solutions 
and the behavior off along such prolongations. 
(Al) Assume that 01 > 0, x E X and y EF~,~,(x) are given and that for at 
least one # Ey 
t - f(C 1Crt)v tEI=, 
defines an integrable map. Then for all x EJJ 
t - fk xth t ET, 
defines a map in the same equivalence class of Ll(t, , t, + CL; Y). 
In the situation of (Al) the class oft -+f(t, &), t of,, # EY, inL,(t,, to + CZ; Y) 
is uniquely determined by y. We therefore write t +f(t, yJ, t ~1, . But note, 
that f(t, yJ may not be defined for any (t, yt), t E 1, (regardless if the elements 
yt , t E 1, , are uniquely determined by y which is true under conditions (hl) 
and (h4)). 
PROPOSITION 2.1. Suppose that (h2) and (Al) hold and that x(t) is a solution 
of (2.1), (2.2) on Z, . Then for any # E [go] there is a solution y(t) of (2.1) on I, 
suchthatyt,=~undy~Za=x~ZI,. 
The proof of this proposition is obvious. Under the conditions of Proposi- 
tion 2.1 the class in F,,,O([v]) of a solution x(t) of (2.1), (2.2) on 1, is uniquely 
determined. In this situation we therefore consider solutions as elements in 
F,,tO(xO) with initial data to E Iw and x0 E X. 
For fixed to E R, r,~ E 9” and given constants 01 > 0, p > 0 we define 
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The following Caratheodory type conditions will be used: 
(A2) There exist constants 01 > 0, /3 > 0 and an integrable function m: 
1, + 8% such that 
(i) t +f(t, &), t ~1% , defines a measurable map for all # E V& . 
(ii) 1 f(t, &)I < m(t) a.e. on & for all + E V& and 
(iii) $J(s, $,) ds + $J(s, xs) ds for all t E .& and all #, x E Y& such 
that 
my I #(s) - x(0 - 0. 
Assumption (A2), (i) implies a weaker property than axiom (hl), namely I/J~ E Z 
for almost all t E 1, and all 4 E V& . 
THEOREM 2.1. Suppose Y = (w” and wume (AZ) for t,, E R md 9, E 5%“. 
Then the Catchy problem (2.1), (2.2) has a solution on some interval 1, . 
Proof. Choose 01, fl and m in accordance with (A2) and define 
s = (4 I r, I 4 E “u;,,>* 
S is a closed, bounded and convex subset of C(t, , to + a; W). For any # E S 
we denote again with z,5 the unique function in Vaa.s whose restriction to i;, is 4. 
Define the operator Ton S by 
t ~1~) $ E S. By (A2), (i) and (ii), the operator T is defined on S. From (A2), 
(ii) we get 
IV?)(t) - do)1 < is” m(s) ds, tcl,, 
i.e., for 01 sufficiently small T is a map S -+ S. Using again (A2), (ii) we obtain 
1 $# f(s, #J ds 1 G l” m(s) ds, t’, t” E I= , (2.3) 
which together with the boundedness of S shows that TS is precompact. The 
estimate (2.3) also proves that the set {T$ - TX 1 #I, x E S} is equicontinuous. 
Therefore (A2), ( iii im ) pl ies maxh /(Z’+)(s) - (TX)(S)! --+ 0 as maxf, 1 #J(S) - x(s)/ 
--t 0, i.e., T is continuous. An application of Schauder’s fixed point theorem 
finishes the proof. 
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Remark 2.1. The reason for the taking Y = W in Theorem 2.1 is that for 
a general Banach space Y we had also to prove that r, = {(T+)(t) 1 (G E S} is 
precompact in Y for all t E& in order to show that TS is precompact. (cf., for 
instance, [19, p. 1491). But we only can prove that the sets r, are uniformly 
bounded which is enough in case Y = [wn only. 
The conditions imposed in Theorem 2.1 are not quite standard ones. First 
of all, f is not defined on a subset of the Banach space X but on a subset of b. 
This, for instance, would be useful if for an equation involving concentrated 
delays one would like to take as state space one of the spaces given in Example 1.3. 
Such a choice can be advantageous if numerical approximation of solutions is 
intended (cf., for instance, [2, 31 where it was very advantageous to use a Hilbert 
space as a state space). Condition (A2) as well as (Al) in most cases is very 
easy to verify. If condition (Al) does not hold we obviously have chosen a wrong 
state space. 
For x E X and Q > 0, t3 > 0 it makes sense to define 
If j is defined on a subset a of R x X then (A2’) we define to be the condition 
of j which we get from (A2) replacing Va,B by V,,, and taking y E ITass instead 
of I,!I E V=,s . This certainly makes sense if axioms (hl) and (h4) hold, because 
theny,EX, ttzIa, is well defined for y EF,,~~(x) (see Section 1). Given to E R 
and x0 E X we consider the initial value problem 
i?(t) = j(t, Xt), Xt, = Lx-0 (2.4) 
under the additional assumption (h2). 
A solution of (2.4) on 1, is an element x E F,V,O(xo) such that 
(i’) xtO = x0, 
(ii’) (t, zt) E 0 for almost all t E 1, , 
(iii’) t + f(t, xt) is integrable on 1,) and 
(iv’) x(t) = x0(O) + ji,$s, x,) ds for all t E 1, . 
Quite analogously to Theorem 2.1 we can prove 
THEOREM 2.1’. Supp_ose Y = W and that axioms (hl), (h2) and (h4) are 
satisfied. Let f-be a map IR -+ [w “, fi C [w x X. i-f (A2’) holds for to E [w and x0 E X 
then the Cauchy problem (2.4) has a solution on some interval 1, . 
As a corollary we get a Peano-type existence theorem. 
COROLLARY 2.1. Assume Y = W and that axioms (hl)-(h5) hold. If l? is an 
open subset of R x X and f : fi + W is continuous, then for any (to , 9) E s”i the 
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Cauchyproblem (2.4) has a solution on some intervallE . This solution is continuously 
d#erentiable on I, and the d#erentiul equation in (2.4) holds for all t E I, . 
Proof. We only have to verify condition (A2’). By continuity of J there exists 
a constant M > 0 and an open neighborhood U of (to, x”) such that 1 j(t, y)l <M 
for all (t, y) E U. Under the axioms imposed on X, (a3) is true, i.e., there exist 
01 > 0, /3 > 0 such that (t, S,xO)E U, tEf,, and (t,yJE U for all yE VaT,,a. 
Moreover, t + yt is continuous on & for ally E Va,s . This proves (A2’), (i) and 
(ii). For yr , ya E V,,, with maxIa 1 yr(s) - yl(s)/ ---f 0 w-e also have (yJt - 
(y& + 0 in X for all t ~1, by (h3’). By continuity off and boundedness of 
{{(fit, yt) ( t E& , y E V,,,} we see that also (A2’), (iii) is satisfied. 
In order to get uniqueness of solutions we assume that f satisfies a BorisoviE- 
Turbabin type condition (cf. [4, 141): 
(A3) There exist (Y > 0, ,!I > 0 and a nonnegative bounded function y(t) 
defined on j= such that 
0) t --f f (t, &), t E ja , defines an integrable function for all # E Va,s , 
(ii) I J:,, [f (s, A) - fb xJ1 ds I < y(t) maxIa I 3(s) - x(s)l for all t E rb 
and all tj, x E Ve,s, and 
(iii) lim t-to+0 Y(t) = 0. 
THEOREM 2.2. Suppose (A3) holds for to E !R and 9) E SF. Then the Catchy 
problem (2. l), (2.2) has a unique solution on some interval & . 
Proof. Since we do not assume Y = EP, we cannot use Theorem 2.1 for 
existence. Choose ol, /3, and y(t) according to condition (A3). Furthermore, 
define the set S and the operator T as in the proof of Theorem 2.1. By (A3), (i) 
the operator T is defined on S. Using (A3), (iii) and the estimates 
IKTW) - v(O)1 G / (f 6, A) ds 1 
< / k:f (s, d ds 1 + At) my I 4(s) - dW a 
and 
IG’Y)(t) - (TxWl d At) mi” I W - x(s)1 
a 
for t ~1~ and 4, x E S (which we get from (A3), (ii)) one obtains that for OL 
sufficiently small T is a contraction on S. 
COROLLARY 2.2. Let the assumption of Corollary 2.1 with the exception of 
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1’ = W be satis$ed. If in addition there exists a neighborhood N of (tO , x0) and a 
constant L > 0 such that 
I fc:(t, Yl) - f(t, Y2)l G L II Yl - Y2 II 
for all (t, yI), (t, yz) in N, then the Cauchy problem (2.4) has a unique solution on 
some interval 1, . 
We leave the very easy proof to the reader. Condition (A3) is true with 
y(t) = L j-1 e(s) ds. 
Remark 2.2. The direct generalization of the original BorisoviE-Turbabin 
condition (which was for spaces like those in Example 1.3) would instead of (A$ 
(ii) demand that 
1 j-1 [fb A) -f (s> xd ds ( < 5Wp-“U$t - xtl) (2.5) 
for all t E 1, and 4, x E VU,s , where y(t) is some nonnegative, bounded function 
defined on 1, . It is natural that p-O([#, - xt]) instead of p(#, - xt) appears on 
the right-hand side of (2.5), because p would emphasize the value t)(t) - x(t) 
which is not essential on the left-hand side of (2.5). If we assume (h3) then for 
all ol > 0 and all # E sa(0) 
where P(a) < e(a). This together with (2.5) immediately implies (A3), (ii) with 
y(t) = f(t) k(t - to). For the spaces of Example 1.3 we have 
~?(a) = (fag(s) ds)“’ 4 0 as 01 --j O+. 
Therefore, in order to have (A3), (“‘) ‘t m I su ffi ties to have f(t) bounded in (2.5): 
Remark 2.3. The following example due to Seifert [22] shows that even in 
case of an autonomous equation with p globally Lipschitz on X for a solution 
of (2.4) the differential equation might hold a.e. in 1, but not for all t E 1, . The 
reason for this is, as it will turn out, that axiom (h5) is not satisfied for the 
underlying state space. 
Take % = X = BC(- co, 0; R), the Banach space of all continuous, bounded 
functions on (- 00, 0] supplied with the sup-norm, and define 
f(q) = sup P(-@+‘+g, VEX. 
n=1.2,... 
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It is not difficult to see that 
for all 9, 4 E X. It is also easy to see that existence and uniqueness of solution 
for this example is guaranteed by Theorem 2.2. Consider (2.4) with t,, = 0 
and (p(r) = sin 3, 7 < 0. Then 
X(T) = sin iL for T < 0, 
7 for O<T<I 
is a solution of (2.4) on [0, 1) in the sense of the definition given in this section. 
But t - &) is not continuous on [0, 1) ( i.e., is not ~1). Indeed take positive, 
relative prime integers p, q,p < q and consider those of the points t,,, = 
(r/2)l/*(p/q) which are in [O, 1). Then 
j(xt,,,) = sup 
f=O....,U-I 
sin (i $ - 2kr$ ( 1. 
For t = (rr/2)‘&, OL irrational, in [0, 1) we get I = 1. The reason for the 
discontinuity of the map t -+ f(xJ is that the map t -+ & is in general not 
continuous (namely for all #E Fa(v,) with q~ not uniformly continuous on 
(-co, 01). So (h5) is not satisfied. 
With respect to continuation of solutions one can prove results analogous 
to those given in [12] for the case wherefis defined on a subset of lR x X. Here 
we just state a rather weak result which considers the case wherefis defined on a 
subset D of IF! x 3”. 
PROPOSITION 2.2. Assume (hl), (h2) and that 
(i) for all /3 > 0 there is an M > 0 such that 
I fk Ml G M 
fw all 01 > 0, t ~1, and Q/J E 9& , 
(ii) (A2) holds for all points of Q, and 
(iii) for all OL > 0, /3 > 0 
Suppose x(t) is a noncontinuuble solution of (2.1), (2.2) OIZ [to , 6) and W is a 
boynded subset of R x X. Then there exists a sequence (tR) such that t, + 6 - 0 
as k ----f co and (tr , [x/J) $ Wfor all k. 
Proof. Suppose the result is not true. Then there exists a 0 E [to, 6) such 
that (t, [JZ~]) E IV for all t E [a, S), i.e., by (h2) we have that {x(t) ( t E [to, 6)) is 
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bounded, say, ) x(t)1 < Mr for all t E [to , S). Condition (i) implies ] f(t, xt)j < M 
for all t E [to , S), i.e., x satisfies a uniform Lipschitz-condition on [to, 6). 
Therefore x(S) = lim,,,-, x(t) exists and x can be considered as an element of 
%to.M, 3 which implies (6, 3~~) E Sz by condition (iii). Since (A2) holds for 
(6, x,), Theorem 2.1 shows that x can be continued beyond S. 
In order to get results on continuous dependence of solutions on initial data 
we make use of the following lemma on continuous dependence of fixed points 
on parameters. We state here a version for sequences of operators. 
LEMMA 2.1. Suppose that I’ is a closed, bounded and convex subset of a Banach 
space and T, T, , n = 1, 2 ,..., are mappings r + r such that 
(i) T, T, , n = 1, 2 ,..,, are continuous on r and 
Tnrxk + TX as k--+a 
for any monotone sequence nl, -+ co and any sequence xB - x, 
(ii) Tr u urcl TJ is precompact, and 
‘3 
(iii) the solution x,, of TX = x is unique in T’. 
Then x, --t x,, as n + co, where x, is any solution of T,,x = x in r. 
For a proof we refer to [l 11, Section 12.2, Lemma 2.1, and Corollary 2.1. 
For constants cr. > 0, /3 > 0, and a subset U of X we define 
r n,R.~ = h E F,(a) I a E u and ,z;g I 44 - r(to + 4 < PI, 
where to E R, y” E X and y EF~,~,(x”) are fixed. The following assumption makes 
sense if (Al) is true for to E R, x0 E X: 
(A4) For any 01 > 0 and y EF,.&O) such that t + f(t, yt) is in U(t, , 
to + a; Y) (see the paragraph following (Al)) th ere exists a neighborhood U of x0, 
constants 6 > 0, ,!I > 0 and a function m EL’(t, - 6, to + OL + 6; R) such that: 
(9 t + f (t, ztPs,) is in L’(s, , so + ol; Y) and 1 f(t, zt+)/ < m(t) a.e. on 
[so , so + a] for all z E r,,,,, and all s,, E [to - 6, to + 61. 
(ii) J~~‘tf(s, z,-,J ds - ,:I+‘f (s, ws+,) ds for all t E [0, OL], all so E [to - 6, 
to $- S] and all z, w E r,,,,, such that z. --f w. in X and max,G,(, 1 z(s) - zu(s)l 
--+ 0. 
THEOREM 2.3. Suppose I’ = UP and choose to E 88, v E X. Furthermore we 
assume: 
(a) (hl)-(h5) are true for 9”. 
(b) (Al) holds for to, v and (A4) for t, , x0 = [v]. 
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(c) The Cauchy problem (2.1), (2.2) has a unique solution x(.; t, , 9) 
existin;g on some interval [to , t+). 
Then for any p > 0 with to + p < t+ and any e > 0 there exists Q K > 0 
such that fog / s, - t,, j < K and 11 x0 - y” /I < K any sohstion x(*, so , y*) of (2.1) 
with initial data so, y” exists on [so, to + p] and 
I x(t; so, y”) - x(t; to f x”)l -c 6 
for all t E [max(so , to), to + p]. 
Proof. Choose U, 6, /3 and m according to condition (A4) for 01 E (p, tf - to) 
and y EF&XO) defined by y(t) = x(t; to, a+), t E [to, to + a]. We choose 
sequences t, - to , .? -+ x0 and define K to be the closed convex hull of 
{xn 1 n = 1, 2,...) u {J?}. K is also compact and we may assume KC U, 
p + 6 < (Y, t, E (to - 6, to + 8) and 1 x”(O) - x0(0)1 < 1512 for all n. We choose 
where y < *(a - p) has to be determined later. Since K is convex and compact, 
S is isometric to a closed, convex and bounded subset of the Banach space 
X x C(0, y; P). For z E S we may take /I z /Is = I] x, I] + rnaxacs+ j x(s)]. The 
operators T and T, , n = 1,2 ,..., on S are defined by 
@‘z)(t) = 9(O) + Ltf (to + $9 G)& 
(TX), = x0 
and 
By (Al) and (A4), (i) these operators are operators S - 
(i) one immediately gets the estimates 
* L~fil(4. Using tA4), 
WW - r(to + t)l d j,@ m(s) ds + I x0(O) - r(to + t)l, 
NT&W) - YPO + a < L:“‘; m(s) ds + I ~~(0) - ~@)I + I fi(O) - y(to + t)l, 
lCW(t’) - V’.W’)l < [*I: m(s) ds, 
0 
and 
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for all z E S, t E [0, 71 and 0 < t’ < t” < y. This shows that we may choose y 
sufficiently small, so that T and T, , n = 1,2,..., are operators S + S. Moreover 
the set {TX 1 [0, 71 1 z E S} u uz=‘=, {T,p 1 [O, ~1 / x E s) is equicontinuous and 
uniformly bounded. By compactness of K we have that TS U UT=‘=, T,,S is 
precompact. As in the proof of Theorem 2.1 we see that T and T, , n = 1,2,..., 
are continuous (using (A4), (ii)). A ssumption (c) implies that z = Tz has a 
unique fixed point in S which is the solution x(*, t, , 9) considered as an element 
in &,(x0). 
For sequences 9 -+ z, 9, z in S and nk --f co we obtain 
l~L$W) - VW 
< I x+W) - 4O)I + / s,” [f(tnk + s, z,li) -f(to + s, 41 ds 1 
for t E [0, ~1. From xn +- x0 it is clear that xnr(0) -+ x0(0) in W by (h2). For 
the integral we have 
IS f [f(f + s, ~2) - f(to + s, dl ds 1 
6 IS ot [f(Lk + s, z,‘) - f (to + s, z,~)] ds 
+ / lot if@, + s, z,L) -f(to + s, -TJI ds 1 
+ 1 j-t*‘” [f(s, 6-t.) -fb &,>I ds 1 
+ 1 lt [f(to + s, ~2) -fPo + s, 41 ds 1 
= :I+ **. fIV, 
where we have assumed tnk < to . The case to < tnk is handled in an analogous 





I+II< m(s) ds + m(s) ds + 0 as k-co. 
%k t”k+t 
Also, 
IV-+0 as k+oo 
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by (A4), (ii). In order to deal with III we define 5” by 
.3(T) = xyt, - t,, + T), 7- 2 0, 
-k 
x0 = x;& . 
We choose y in addition so small that z,~ E U for s E [0, 2y] which is possible by 
(a3). Then we get 
III = 1 6’*” [f(s, &) -As, &,>I ds 1 - 0 as K-+cc 
by (A4), (ii). This finishes the proof of 
IS ot [f(h, + s, z,‘) - f(f, + s, 41 ds ( - 0 as f~ - ~0, 
which together with ( Tnkz:z”), - ( Tx)~ = xnk - ~0 ---f 0 as k -+ 0~) implies 
T % ,$+ TX as k-cc 
because of the equicontinuity of the family of maps t + J: [f(tn, + s, z,k) - 
f(t, + s, z,)] ds. Lemma 2.1 implies that for any solution x”(t) of (2.1) on 
[f, ! t, + y] with initial data t, , &vn we have 
n-k-ycy I xn(tn + s) - x(t, + s; to, x”)l + 0 as 72 --j co. (2.6) . . 
The rest of the proof proceeds in steps of length y. We just indicate the next 
step. For any 71 choose a solution x”(t) of (2.1) on [t, , t, + y]. Let yn and y” 
denote the elements in S(= r,,,,,) defined by x”(t) and y(t) = x(t; to , ti), 
respectively. Then take Ki to be the closed convex hull of {yn 1 n = nr, n,+l,...} 
u {y”} in S, where n, is chosen sufficiently large so that 
S, = (x E r2v,0,K 1 x, = w, for a w E Kr> 
is well defined. This choice of n, is possible by (2.6). For z E S, we put /I z IJs, = 
jl Z, I/ + maxoGsGzv 1 z(s)l. The operators T1 and T,l are defined by 
p-z)(t) = x(to + y; to > x0> + s )r, + 5 4 ds for t E [Y, 271, 
= x(t, + t; to ) x0) for t E [O, ~1, 
(T?x), = x0, 
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and, for n >, nr , 
(T,lz)(t) = Xn(ci + y; t, , xn) + j” f(tn + s, 4 ds for t E [Y, 274, Y 
= xyt, + t; t, ) P) for tE[O,yl, 
(Tnyo = .I+, 
respectively. Analogously as in the case of the operators T, T, above we can 
see that for n sufficiently large Tl and T,,l are operators S, --f S, and that we 
can take the same y as before. Here we have to use (2.6) also. The proof of 
TA,,zh‘ + T’z as k --f 00, where n6 - co and 9 - z in S, is quite analogous as 
before and can be done with the same y. 
By this continuation procedure we obtain in a finite number of steps 
of$lfz3 1 x”(t, + s) - x(t, + s; to, x0)1 --t 0 as 124%. 
. .a 
This and the uniform continuity of “(to + s; to, x0) for s E [0, a] implies the 
result of the theorem. 
The proof of this theorem shows that continuous dependence just on x0 and 
not on to could be proved much easier and under less restrictive conditions. 
For instance, axiom (h5) would not be needed for this simpler case (axiom (h5) 
had to be assumed, because we used (a3)). 
The result of Theorem 2.3 is restricted to the case I’ = lP for the same 
reason as Theorem 2.1. It is possible to prove a continuous dependence result 
also for the general case by assuming a stronger version of (A3) (in the same 
sense as (A4) is stronger than (A2)) an d using instead of Lemma 2.1 a similar 
one for contraction maps. 
By similar considerations as in the proof of Corollary 2.1 it can be shown that 
under the conditions of Theorem 2.5 in [ 121 also the conditions of Theorem 2.3 
here are satisfied. 
Remark 2.4. The conditions of Theorem 2.3 imply that there is a neigh- 
borhood U of x0 in X such that the solutions of (2.1), (2.2) with initial data 
(to, J”) exist. This puts some severe restrictions on the right-hand sides of 
(2.1). Note, that the domain off is assumed to be a subset of R x ?Z”. In many 
cases the following modification of Theorem 2.3 will be useful. Define fi = 
([v] 1 (to , 9)) E Q} and assume that 
(i) Q is convex and closed, and 
(ii) if x(t) is a solution of (2.1), (2.2) with x0 = [y] on 1, then there exists 
a neighborhood U, of x0 and a constant /3 > 0 such that 
Z,EB for t 151~ 
and all 
.‘z E ra.s.“,rli) * 
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Then in condition (A4) one has to replace r,,,,, by I’,,B,vno and in Theorem 2.3 
one has in addition to assume y” ~0. 
Since most of the conditions imposed in this section on the right-hand side 
of Eq. (2.1) are not the standard ones, it might be useful to consider a simple 
situation which provides some motivation. Let the map h: W”” --f [w” and the 
constants 0 < h, < ... < h,,, be given and consider Eq. (2.1) with 
f(t, Xt) = h@(t), x(t - h,) ,..., x(t - h,)). (2.7) 
A natural state space would be C(--h, , 0; W). But for some problems it would 
be useful to work in one of the spaces of Example 1.3. Problems of this type are 
control and approximation problems. So let us consider as state space the space 
of Example 1.3 with 1 ,< p < co and 
x(4 = 1 for 6J E [--h,, , 01, 
= 0 for 0 < -Jr, . 
It is obvious that X is metrically isomorphic to W x LP(--h, , 0; W). 
f(t, v) is defined on R x -Ep”(-h, , 0; W) in this case but not for elements 
in R x X (we identify ygP(--co, Rn) with ZP(---h, , 0; W)). For instance, 
the scalar equation 
R(t) = xyt - 1) 
has no solution for to = 0 and v(s) = 1 s /-lj2, s E [-I, 0), ~(0) = iy E R. If q 
is square integrable we do have a unique solution. 
Let h satisfy a local Lipschitz condition, i.e., for all A4 > 0 there exists a 
constant L(M) > 0 such that 
for all (y. ,..., ym) and (z, ,..., zm) with Cj”=, 1 yi 1 < M, xi”=, 1 zj 1 < M. Then 
Eq. (2.1) with right-hand side given by (2.7) for all 9 E 5Yn(--hm , 0; W) has a 
unique solution provided L(M) satisfies L(M) < aMq + p with nonnegative 
constants (T, p, q and we take p > q + 1 (cf. [14, p. 3931). Since in many cases 
we are not interested in unbounded initial data, we may take 
Q = R x {v E 6pp(--h, , 0; KY) 1 p bounded on r--h,, 01). cw 
Then it is quite easy to show that conditions (Al) and (A2) are satisfied in case h 
is continuous. Therefore Proposition 2.1 and Theorem 2.1 apply. If h satisfies 
a Lipschitz condition as given above then also (A3) is valid for all bounded v 
and we have uniqueness of the corresponding solutions by Theorem 2.2. If the 
Lipschitz constant L(M) satisfies a growth estimate as given above and if p > 
q + 1 then (A3) is true for all y E J?P(---h, , 0; W). If Sz is defined as in (2.8) 
and h is continuous then also Proposition 2.2 is valid. 
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If h is Lipschitzean withL(M) satisfyingL(M) < aMq + p and if p 3 4 + 1, 
then it is not difficult to see that also condition (A4) holds (cf. Remark 1.2 and 
condition (H2) in [14]) and Theorem 2.3 is directly applicable. If on the other 
hand L(M) does not satisfy the above growth condition with p > Q + 1, then 
we have to use the modification of Theorem 2.3 as given in Remark 2.4. In 
doing so for a fixed constant K > 0 (and t, = 0) we define 
QK = 1’~ E-LpD(--h, , 0; !W I I ds)l < K on L--h,, 01) 
and 
Then0 is convex and closed, i.e., condition (i) of Remark 2.4 holds. Condition (ii) 
of Remark 2.4 is satisfied for x0 E fi provided j3 is chosen sufficiently small. Then 
an easy calculation shows that the modification of (A4) as given in Remark 2.4 
is satisfied. 
3. EQUIVALENCE WITH AN INTEGRAL EQUATION IN THE STATE SPACE 
In this section we are concerned with the equivalence of the Cauchy problem 
(2.1) (2.2) to an integral equation in the state space. In the finite delay case this 
integral equation turned out to be useful for approximation of solutions (cf., 
for instance, [13, 141). Our approach here for the infinite delay case follows 
closely that used in [15] for the finite delay case. Throughout this section we 
assume that axioms (hl)-(h4) and (h6) are satisfied and that for 
(Al) is true. 
f:sz+ Y, SZCR x3-, 
For to E R and q E 97 let x(t) be a solution of (2.1), (2.2) on 1, , OL > 0. Since 
(Al) is assumed, 
t -+ z(t) = [XJ, tef,, (3.1) 
defines a map 1, + X (cf. Proposition 2.1). By the results of Section 1 we 
equally well could define z(t) = yt , t E f, , where y is the class of x(t) in 
%,Cd- 
For any open interval I C (- co, 0) we define the seminorm p, on X by 
p,(x) = $ni(inf(p($) I # E I, #(s) = v(s) for all s E I)). 
Since p, is continuous on X, the factor space XI = X/p, is a Banach space 
under the induced norm. For y E X the equivalence class of y in X, is denoted 
by [y], . In the special case I = (-co, -t) we have X, = X-t. 
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DEFINITION 3.1. Suppose that the maps y: 1, + X and x: 1, - 5? are given. 
x is called a consistent selection of y if and only if 
(i) x(t) E y(t) for all t E 1, , and 
(ii) for all t, , t, with t, ,( t, < t, < t, + OL, and all open intervals 
1 C (- CO, t, - t,] the equality 
in X, implies 
[YMlr = rStg-tIYMl (3.2) 
X(h)(S) = xw”“-“w for all s E 1. (3.3) 
We remember that x(tJ@l denotes the static continuation of x(ir). 
LEMMA 3.1. For x E ~$,(IJI) the map t -+ xt , t E 1, , is a consistent selection 
of the map t --f [q], t E 1, . 
Proof. For given t r , t, with t, < t, < t, .< t, + 01, let 1 be an open interval 
in (--CD, t, - t,]. Then it is easy to see that [[xt,]], = [Stp-tl[xfl]]l. But it is 
also trivial that x~,(s) = xi;--“l(s) for s E I. 
LEMMA 3.2. i2n element x E 9a,t,(v), 01 > 0, is a solution of (2.1) (2.2) on 
j= if and only if for a consistent selection x(t) of [xt] the map s + f (s, x(s)) is 
integrable on & and 
49 = ~(0) + I’f(s> x(s)) ds (3.4) 
hl 
foralltEIu. 
Proof. If x is a solution then we may take x(s) = x, as a consistent selection 
of [xJ by Lemma 3.1. Conversely suppose that (3.4) holds for some consistent 
selection x(s) of [zcJ. It is easy to see that y(t) = [xJ, t E 1, , has property (3.2) 
for any open interval IC (-co, 0). Therefore (3.3) implies that there exists a 
function 4: (-cc, t, + a) - Y such that x(s) = #s on 1, . For this function we 
have 4(s) = #s(O) = x(s)(O) = x,(O) = x(s), i.e., 4 is a representative of the class 
y of x in F,.&v]). By (Al) we may replace x(s) by x, in (3.4), i.e., .T is a solution 
of (2.1) (2.2). 
If f is defined on a subset of [w x X then the necessary and sufficient condition 
of Lemma 3.2 reduces to: s --f f(s, [xJ) is integrable on 1, and x(t) = 
~(0) + jiO f (s, [xJ) ds which is trivial. 
In our approach we consider the Cauchy problem (2.1), (2.2) as a perturbation 
of the extremely simple problem 
L+(t) = 0, t > to, 
(3.5) 
xtO = v. 
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Obviously, (3.5) has a unique solution x on I, given by 
44 = do), s 3 to, 
= 94s - to), s <to. 
The corresponding map as defined in (3.1) is 
z(t) = [xtl = fLo[d t > to. 
For the considerations to follow we restrict the class of admissible spaces 
further by assuming: 
(h7) (i) .f contains for all a E Y the function v(s) = 0, s < 0, 
v(O) = a. 
(ii) For any on (- 00, 0) uniformly bounded sequence (v,J 
in S with E, = supp vn C (-co, 0) we have 
provided meas E, + 0 as n + co. 
For instance, (h7) is satisfied for Examples 1.3 and 1.5 and does not hold for 
Examples 1.1, 1.2 and 1.4. Condition (h7), (i) together with (h6) means that X 
is metrically isomorphic to Y x X...O (cf. Lemma 1.2). 
Corresponding to the right-hand side of (2.1) we defme the operators F(s) by 
where the function 4: (-co, 0] -+ Y is defined by 
*w = 0 
= f (s, d 
for r < 0, 
for 7 = 0. 
Note, that 4 E .?Z by (h7), (i). 
LEMMA 3.3. Assume that (hl)-(h4), (h6), (h7) are satis$ed and let 1 be a 
map I = [to , T] --f 3, to < T. Then the function 
s - f (s* 5(s)) 
is integrable on Z if and only if 
s - &-.&) 5(s) 
is integrable 071 I. 
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Proof. We first suppose that f (s, c(s)) is integrable. Then there exists a 
sequence of simple functions converging a.e. on I to f (s, c(s)), i.e., for each n 
there is a partition of 2$ = {s E I 1 f (s, c(s)) # 0} into disjoint and measurable 
sets E,“, j = l,..., k, , and functions fn(s) which are constant on the sets E,” 
and zero on I\,&, such that fn(s) -+ f (s, c(s)) a.e. on I. We also may assume that 
each Ein is contained in an interval of length <l/n. 
We fix sjn E Ej”, j = I,..., k, , and define the functions I#~: I -+ .~z^ by 
v4MT) = fn(s) for 7 3 sjl’ - T, 
-0 for T < sjR - T, 
(3.6) 
for s E Ejn, 7 E (-co, 0] and t,&(s) = 0 for s E I\,& . By (h7), (i) and (hl) I&(S) 
is in S and it is clear that 
44 = bfL(41~ s E I, 
defines a sequence of simple functions I - X. Let ss E Za be a point where 
fn(sO) -+ f (so, [(s,,)) as n - cc and for each 12 choose j, such that s, E Ej”, . 
Then we get the estimate 
II %so~(so) &o) - Jc,(so)ll 
< K[i f ($0 9 &o)) -f&d + $‘-“(skO&o) ((so) - %(So))l 
with some constant K > 0 because X is metrically isomorphic to Y x X0. 
The first term on the right-hand side approaches zero as n -+ CC by assumption 
and we only have to consider the second term. A representative of 
Sr-,OJ(so) {(so) - .zn(so) is xn = #(so) - &(so), where #n is given in (3.6) and 
z)(s), s E I, is given by 
vw(4 = f (s, I(s)) for s-T<r<O, 
=o for 7 < s - T. 
(3.7) 
For this representative we have the estimate 
I Xn(41 
G If (so 2 Go)) - L(%)l for min(O, 9, + l/n - T) < 7 < 0, 
G I f (so , 5(so))l + I hdso)I for si,, - l/n - T < 7 < min(O, sj, + l/n - T), 
= 0 for T < Sj, - I/n - T. 
We define x,,* = xn - x,l, where xnl(r) = f(so , [(so)) - k(so) for min(0, 
sin + I/n - T) < 7 ,( 0 and xn1(7) = 0 elsewhere. Then x,l, xn2 E % by (h7), (i) 
and (hl). Therefore 
P-“(rxnl> G P-“uinll) + P-“uxn’l)~ 
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Using (h6) and (h3) we get for x n1 the estimate (Y = -min(O, sin + l/n - T)) 
P-“(Lvnll) G ll[~nllll =P+r([xnll) G 4r + 1) I fbo , 5(soN - ~n(~o>l, (3.9) 
where we have used p-‘([x,‘]) = 0. Instead of using (h6) and (h3) we also could 
assume (h5), which together with (h7), (i) implies I1[xnl]li < Me0r I f(so , [(so)) - 
&(s,)I with some constants M, w. From the definition of xla2 and (3.8) it is clear 
that (h7), (ii) applies to the sequence (xnz) and we get 
i-2 P-“uXn21) = 0. 
This together with (3.9) proves p-O([x,]) + 0 and therefore 
Thus, s - sr-sJ+) 5( ) s is strongly measurable on 1. The estimate (we use 
again (h6) and (h3)) 
II &-SW) S(4ll = P:--“(SY-.m 5(s)) 
< 1 c7gzto+l 44 I fb 5(s)) I 
for s E I finally implies that s; SrJ+) l(s) ds exists. 
If, on the other hand, s -+ S,JJ(s) <( ) s is integrable on I then by (h7), (i) 
also s - &--P(s) 5(s)(O) = f(s, 5(s)) . is integrable on 1, which finishes the 
proof of the lemma. 
Assume that axioms (hl)-(h4), (h6), (h7) hold and that the map 1;: I + S, 
I = [to, T], is such that f(s, c(s)) is defined a.e. on 1. We put 
4) = ST-J(S) I;(s), SEI, (3.10) 
and choose the representative #(s) of x(s) given in (3.7). Furthermore, we define 
the function g: I x (-co, 0] -+ E’ by 
ids3 4 = W(d? (s, T) EI x (-co, 01. 
Lemma 3.3 tells us that s, x(s) ds exists if and only if J1f(s, c(s)) ds does. Then 
it is trivial that also s,g(s, 7) ds exists for all r < 0 and 
x(4 = &s, 4 ds = l;f(s 5(s)) ds for TE(--T,O], 
(3.11) 
= 0 for T<--T. 
From (h7), (i) it is obvious that we have (j, x(s) ds)(O) = j,f(s, I(s)) ds. Moreover 
the function x is in I by (hl). It is natural to demand: 
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(h8) If x given by (3.10) is integrable over I then the function x defined 
in (3.11) is a representative of JI x(s) ds. 
LEMMA 3.4. Suppose that XTpt, = {x E X I x = [v] with supp q~ C [to - T, 0]} 
is a closed subspace of X and X,+ C L,P(t, - T, 0; Y), 1 < p < co, where the 
measure p on [to - T, 0] has an atom at 0. Zf in addition, with some constant 
h’0 9 7 
II x II‘.,9 G k II x II (3.12) 
for all x E X,-,0 then condition (h8) is satis$ed for Z = [t, , T]. 
Proof. Since XT_“? is closed we have y = s1 x(s) ds E XrPI, provided the 
integral exists. Condmon (3.12) implies that s, x(s) ds considered as a Bochner 
integral in L,p(t, - T, 0; Y) is also given by y. The function x given in (3.11) 
determines a class z in XrPtO which is the same as the class in L,p(t,, - T, 0; Y). 
By Lemma 2.2 in [IS] we have z = y in Lup(t,, - T, 0; Y) and therefore also in 
X+, C X, which proves the lemma. 
From Lemma 3.4 we can see that (h8) is trivially satisfied for the spaces of 
Example 1.3. (h8) is also true in case of Example 1.5. For given r > 0 we 
choose the integer n, such that n, < r < n, + 1 and the measure p = h + 6, 
(h the Lebesgue measure on [-r, 0] and 6, the Dirac point measure at 0). With 
p = I we get 
We now can state and prove the main theorem of this section: 
THEOREM 3.1. Suppose axioms (hl)-(h4), (h6), (h7), and (h8) are true for X 
and assume (Al) for f. For to E [w and q~ E % let x: (--CD, to + a) + Y, CL > 0, 
be a function with xtO = yz Then x is a solution (2.1), (2.2) on Ib, if and only ifthere 
is a function z: Z, + X and a consistent selection 5 of z stih that 
.2(t)(o) = x(t) (3.13) 
and 
for all t6Z,. 
44 = LJd + j-1 &-sW 5(s) ds (3.14) 
Proof. Suppose first that z(t) satisfies (3.13) and (3.14). If we evaluate 
(3.14) at T = 0 we get 
.x(t) 1 v,(O) + j-:,,s, 5(s)) ds, tEz,. (3.15) 
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Note, that $, f(s, k’(s)) ds exists by Lemma 3.3. Axiom (h8) for T = t implies 
that x defined in (3.11) is a representative of jiO S,-,F(s) c(s) ds. Therefore 
vf-fo + x is a representative of z(t). From (3.15) and xt, = q it is clear that 
xt = q*ptO + x, i.e., [xt] = z(t) and <( ) s is a consistent selection of [xJ. There- 
fore, by Lemma 3.2, x(t) is a solution of (2.1), (2.2). 
Conversely if x(t) is a solution of (2. I), (2.2) we define l(t) = zct and z(t) = [xt], 
t E I, . By Lemma 3.1, 1 is a consistent selection of z. Since x(t) is a solution 
of (2.1), (2.2) we have 
44 = do) + jf:f,s, xs) & tgI,. 
By Lemma 3.3, siO S,&(s) t(s) d s a so 1 exists for t E I, , a representative being x 
defined in (3.11) (by (h8)). But this implies 
[xtl = b~~-‘~l + [xl = ~,-&1 + jt: &-,Wx, ds, 
t ~1, , which is (3.14). Of course, z(t)(O) = x(t) by definition of z(t). 
From the proof given above the following corollaries are immediate. 
COROLLARY 3.1. Let the assumptions of Theorem 3.1 be satisjied. Then x is a 
solution of (2.1), (2.2) if and only if 
[xtl = &-,,[vl + ht &--sFW, 6 tEIa, 
0 
Note that Theorem 3.1 not only characterizes solutions of (2.1) (2.2) in 
terms of the integral equation (3.14) but also establishes a one-to-one corre- 
spondence between solutions of (2. l), (2.2) and those solutions of (3.14) where 5 
is a consistent selection of z. 
COROLLARY 3.2. Suppose in addition to the conditions of Theorem 3.1 that 
there is an Y, 0 < Y < co, such thatfor any (t, p)), (t, 4) E 52 we hawep(p, - #) = 0 
if and only if v(s) = 4(s) a.e. on (-co, -T) and v(s) = 1+4(s) fw all s E [-Y, 0] 
(for all s E (-co, 0] in case Y = co). Then x is a solution of (2.1), (2.2) on I, 
if and only if for all t E I, 
xt(~> = ~(0) + [:“f (s, .2’s) ds for 7 E [to - t, 01, 
(3.16) 
= p)(t - t, + 7) for 7 E (-co, t, - t), 
where the equality is a.e. for 7 E (-co, -I) and for all 7 E [-r, 01. 
<05/17/Z-7 
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The proof of this corollary is clear because both sides of (3.16) are represen- 
tatives of the same class in X. 
Theorem 3.1 and Corollaries 3.1 and 3.2 apply immediately for the state 
spaces of Examples 1.3 and 1.5. In case of Examples 1.1, 1.2, 1.4, and 1.6 we 
may choose X to be a space of the type given in Example 1.3 such that Q C Z? 
and then apply Corollary 3.2 to X. The characterization of solutions of (2.1), 
(2.2) by (3.16) is valid for those f which satisfy (Al) in the bigger space X. For 
instance we may take g(s) = ers with l > 0 in case of Examples 1.1 and 1.4, 
g = 1 for y < 0 and g(s) = e(y+e)s, c > 0, for y > 0 in case of Example 1.2. 
If f is defined on a subset of R x X rather than [w x 3 then under the 
conditions of Theorem 3.1 ((Al) is automatically satisfied) we get: 
For t, E W, v E % let x: (- 03, t, + LY) -+ Y, 01 > 0, satisfy xt, = v. Then x 
is a solution of (2.1) (2.2) if and only if there exists a function Z: I, -+ X such 
that z(t) = [.vJ, t E Ir, , and 
z(t) = St-t,[vl + j-t St-P(s) 44 4 tEI,. (3.17) 
to 
Note that in this case F(s) is an operator defined on some subset of X. 
If in addition (h5) is true for X, then S, , t > 0 is a C,-semigroup and therefore 
its infinitesimal generator A, exists. In this case we may view (3.17) as the 
variation of constants formula for the abstract Cauchy problem 
du 
5 (t) = (A0 + W)) u(t), t 3 to, 
4to) = [VI* 
But under the axioms imposed on X it is in general not possible to determine A, 
explicitly. In the next section we shall give some results in this direction. 
4. PROPERTIES OF THE EVOLUTION OPERATOR 
Throughout this section we assume that axioms (hl)-(h5) are true for X, 
that solutions of (2. l), (2.2) exist uniquely for all to > 0, v E % and that (Al) 
holds for all to > 0 and v E ?Z. Moreover, we assume that all solutions of (2. l), 
(2.2) exist on [to, co) and depend continuously on initial data in the sense of 
the assertion in Theorem 2.3. 
Under these assumptions the discussion following Proposition 2.1 shows that 
a solution of (2.1), (2.2) determines uniquely a class y = y(t,, , x0) in FtO,m(XO), 
x0 = [q]. For t > to we define the operator U(t, to): X + X by 
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The two-parameter family U(t, to) has the following properties: 
U(t, t) = id, , t 3 0, 
w, s) w, to> = U(t, to), t, < s d t, 
‘iy w, to) = qt, 4)) 
fort > t,and.rEXand 
for all sequences Xn 
take the right-hand 
Property (4.2) is 
f-E, w, hJxn = w, to)x, to -==c t, (4.5) 
+ x and t, + to . Equation (4.4) also holds for t = to if we 
limit. 
clear since y$t, , x) = x, (4.3) follows by uniqueness of 
solutions, (4.4) is true by (a3) and (4.5) follows from continuous dependence of 
solutions on initial data together with (h3). 
In the usual terminology the family {U(t, to) 1 t > to > 0} with the properties 
listed above is called a strongly continuous evolution operator on X. For short, 
we call it the solution operator of Eq. (2.1). If f does not depend explicitely 
on t then we have U(t, to) = U(t - to, 0) and the family T(t), t > 0, defined 
by U(t, 0) = T(t) is a strongly continuous semigroup of continuous operators 
on X. 
The family (A(t) 1 t > 0) of infinitesimal generators of U(t, to) is defined by 
dom A(t) = 
I 
x E X 1 /id+ i (U(t + h, t)x - x) exists\, 
(4.6) 
A(t)x = k+ $(u(t + h, t)x - x), x E dom A(t). 
The abstract theory of evolution operators does not provide much information 
about the family A(t) in the situation considered here. Even in the case of 
nonlinear strongly continuous semigroups a complete theory is available only 
for semigroups of exponential type (i.e., there exists a real constant w such that 
(I T(t)x - T(t)y 11 < ewt I/ x - y/I for t > 0, x, y E X) on a space X whose 
dual space X* is uniformly convex (cf. [l]). But already semigroups associated 
with very simple autonomous equations are not of this type (cf., for instance, 
[23, p. 761). Questions of particular interest are whether dom A(t) is nonempty, 
if there exists a subset D of X which is invariant under U(t, to) and, of course, 
how A(t) acts on dom A(t). 
In order to investigate the properties of the solution operator and its in- 
finitesimal generator in the general case we introduce some technical notations. 
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Define on F, the sequence (q,J of seminorms by 
for z EF, . We take the topology on F, generated by (Q,J. zTz --t z in F means 
zon -+ so in X and z”(s) + Z(S) uniformly an compact subset of [O, co). 
LEMMA 4.1. F, is a Frkchet space, i.e., metrizable and complete. 
Proof. A (translation invariant) metric on F, is given by d(z, w) = 
Cr=, (l/2”) qn(z - W) and completeness is established very easily. 
The family Yf, t > 0, of operators F, -+ F, is defined by 
spz = y, 
where y is the unique element in F,,, such that y. = zt and y(s) = x(t + s), 
s E [O, co). 
LEMMA 4.2. Sp, , t > 0, is a locally equicontinuous semigroup on F, , i.e., 
(i) Y. = idFm , 
(ii) spt+$ = sP,YS for s, t 2 0, 
(iii) lim,,,,, ~~==Sp,zforallz~F,andt~O, 
(iv) Yt is a continuous linear operator for any t 3 0, and 
(v) for any T > 0 the family {Yt ) t E [0, T]}, is equicontinuous. 
Proof. The first two statements are obvious. Property (iii) follows easily 
from (a3) and the definition of YS. If zn + 0 in F, then zbn - 0 in X by (h3) 
and (h6) and zn(t + s) -+ 0 uniformly for s in compact subsets of [0, co). 
Therefore also (iv) is true. Property (v) follows from [16, p. 2591 because F, is 
barreled. 
PROPOSITION 4.1 [15, Proposition 1.31. The infinitesimalgenerator do of Sp, , 
t > 0, is densely defined and closed. 
Right from the definition of the infinitesimal generator we get 
LEMMA 4.3. (a) z E F, belongs to dom do if and only if z is continuously 
daj%rentiable on [0, co) and 
exists in X, where w E F, is defined by w. = z. and w(s) = z(0) + sz’(0) for 
s > 0. 
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(b) y = dszfor z E dom & is giwen by 
and 
yo = fip+ f (wt - zo) 
y(s) = z’(s), s > 0. 
Proof. From the definition of the topology on F, we immediately get that 
z E dom do and y = doz are equivalent to 
lim sup I!. [z(t + s) - z(s)] -y(s) 1 = 0 
t-a+ O<&<n t 
for n = 1, 2,..., and 
by+ f ((9+). - x0) = y. in X. (4.8) 
Relation (4.7) is equivalent to existence and continuity of d+z/dt on [0, oo), 
which in turn is equivalent to existence and continuity of z’(s) on [0, co) (cf., 
for instance, [24, p. 2391). 
By definition of Sp, we have (~Y~sptz)~ = zt . We define u E F, by u. = 0 and 
U(S) = z(s) - z(0) - sx’(0) for s >, 0. For t >, 0 choose the representative 9 of 
(1 /t)ut defined by 
v(s) = 0 for s < -t, 
= (llt)[+ + s) - z(O) - (t + s) .qO>] for s E [-t, 01. 
For any s E [-t, 0] there exists an sr E [0, t + s] such that 
f [z(t + s) - z(0) - (t + s) z’(O)] = F (z’(s*) - z’(0)). 
Since z’ is continuous on [0, co), we get 
1 
lim -f+ =: 0 
t-,0+ t 
by axiom (h3). From this the rest of the proof is clear. 
If we impose more structure on the state space X we can correlate dom zZo 
and dom -go , where A, denotes the infinitesimal generator of St . 
PROPOSITION 4.2. Suppose that in addition axioms (h6) and (h7) are true for X. 
Let A, be the injkitesimal generator of St , t > 0. Then z E F, is in dom &s if 
and only if 
z. E dom A, 
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and x is continuously diflerentiable on [0, co). Moreover y = z+z is dejned by 
~0 = A,n, + v, 
Y(S) = .q, s > 0, 
where v(0) = z’(0) and [v]” = 0. 
Proof. If we define u E F, by or, = 0 and u(s) = sz’(0) for s 3 0, then 
Wt = St.30 -k ut , t >, 0. According to (h7), (i) the functions 
*w = 0 for s<-t, 
t+s = y-- z’(0) for s E [-t, 0), 
z= 0 for s=O 
and 
x(4 = 0 for s < 0, 
= z’(0) for s=-0 
are in Z and I+J -+ x is a representative of (I/@, . By (h7), (ii) we get p-O([$]) + 0 
as t --f O+. Using (h6) we have lim,,,+( l/t& = v. Therefore lim,,,+( l/t)(wt - x0) 
exists if and only if so E dom A, . The assertion on y = doz is clear. 
The connection between the semigroup 9’r and the evolution operator C.J(t, to) 
is easily established. 
We define the projection Q : F, --t X by 
It is trivial that Q is a continuous linear operator. 
DEFINITION 4.1. A family of operators U(t, to), t >, to > 0. on X is 
called a translation if for any x E X there is a z EF, such that 
W, tab = Q=%,z for all t 3 to. 
LEMMA 4.4. The solution operator associated wit/i Eq. (2.1) is a translation. 
Proof. For x E X and to > 0 take z EF, defined by a0 = x and B(S) = 
y(t, , x)(t, + s) for s > 0. Then it is immediate that 
Qq.,,z = Z.--t 0 = y,(t, , x) = qt, t,)x. 
INFINITE DELAY EQUATIONS 177 
For a specific equation (2.1) and t, 3 0 we define the subsets &(t,J and 
Zf+(to) of F, by 
z E .&(tJ if and only if there exists an x E X such that 
z,, = yt,(to , .Y) and z(s) = y(to , x)(t, + s) for s > 0 
and 
z E Zj+(to) if and only if there exists an x E X such that the 
right-hand derivative y’(t,, , x)(t, + 0) exists, z0 = yt,(to , x) and 
z(s) = x(0) + sy’(t, , x)(t, + 0) for s >, 0. 
Roughly speaking, Zf(to) is the set of translations to the left by t, of all those 
classes in F+ which correspond to a solution of (2.1), (2.2) with initial time to. 
If it is clear which f is understood we simply write Z(t,,) and Z+(t,). 
LEMMA 4.5. .&(to) is a closed subset of F, . If f is linear then it is a closed 
linear subspace. 
Proof. Assume that zn - z for a sequence (ZP) in Z(t,). Then .zgn - z,, in X. 
By continuous dependence of solutions on initial data we have z”(s) = 
y(to , zon)(to + s) + y(to , zo)(to + s) uniformly for s in compact subsets of 
[0, 00). This and z”(s) ---f z(s) uniformly on compact subsets of [O, co) implies 
z(s) = y(to , zJ(t, + s), s > 0, i.e., z E Z(t,). 
LEMMA 4.6. Define Q(t,) = Q 1 Z(t,), t, > 0. Then Q(t,) is a homeomorphism 
of Z(t,) onto x. 
Proof. It is clear that Q(t,,) is continuous and onto. Suppose Q(t,)z = Q(t,)w 
for a, w E 2(t,), i.e., z0 = w, . By uniqueness of solutions we have z = w, i.e., 
Q(t,,) is one-to-one. If UP + x” in X then by continuous dependence on initial 
data yt,(to , x”) -+ yt,(to , 9) in X and y(t,, , xn)(to + s) - y(to , x“)(tO + s) uni- 
formly in s on compact subsets of [O, co), i.e., Q-lx” - Q-lx”. 
PROPOSITION 4.3. Let U(t, to) be defined by (4.1) and A(t) by (4.6). Then 
(a) dom A(t) = Q(dom do n Z+(t)) for t > to . 
(b) A(t)x = Qedoz for x E dom A(t), where z is the element in Z+(t) such 
that Qz = x. 
(c) U(t’, t)[Q(dom do n Z(t)] C dom A(t’) for t’ >, t. 
(d) For any x E Q(dom do n Z(t,)) we have 
g qt, t,)x = k!(t) U(t, t,)x 
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for t > to, i.e., U(t, t&c is a strong solution of the abstract Cauchy problem 
ti(t) = A(t) u(t), u(t,,) = x E Q(dom do n Z(Q). 
Proof. Take z E dom do n Z+(t) and define x = Qz. Then U(t + h, t)x = 
Q9& + uh where u E F, is the function defined in the proof of Lemma 4.3. 
From (I/h)(U(t + h, t).v - X) = (I/h) Q(y;lz - z) -t (I/h&, and lim,,,+(l/h)u, 
= 0 (cf. proof of Lemma 4.3) we get 
i.e., x E dom A(t) and A(t)x = Q&&. 
On the other hand for x E dom A(t) y’(t, x)(t + 0) exists by definition of A(t) 
and by (h2). Choose z E Z+(t) with Qz = X. z is continuously differentiable on 
[0, co) and 
= A(t)x. 
By Lemma 4.3 this proves a E dom &s (note that the function w of Lemma 4.3, 
(a) coincides with z here), i.e., .r E Q(dom &s n Z+(t)). 
In order to prove (c) take x E Q(dom J;s n Z(t)) and let z be the unique 
element in dom &a n Z(t) with Qz = x. Since Sg dom &a C dom eti0 (cf. [16, 
Proposition 1.31) and 9’t,-tZ(t) C Z(t’), we also have 
,SP,-,(dom &a n Z(t)) C dom &a n Z(t’) for t’ > t. 
Using U(t’, t)x = Q9’t,-tz we get 
U(t’, t)x E Q(dom J& n Z(t’)) C dom A(t’). 
The proof of Q(dom .@a n Z(t’)) C d om d(t’) is the same as above for 
Q(dom &, n Z+(t’)) C dom A(t’). 
Finally, in order to prove (d) we take x E Q(dom do n Z(t,)). This implies 
U(t, t,)x E dom A(t) for all t 3 t, and 
; U(t, t& = 1:~ ; [U(t + h, t,)x - U(t, t&l 
= hl+ ; [U(t + h, t) U(t, t,)x - U(t, t,Jx] 
= A(t) U(t, t&A 
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As an immediate consequence we get from Proposition 4.3, (a) together with 
Lemma 4.3 and Proposition 4.2 the following results on dom A(t). Remember, 
that y(t, x) denotes the unique class in Ft.,(x) determined by the solution of 
(2. I), (2.2) with initial data (t, x). 
PROPOSITION 4.4. (a) .t E X is in dom A(t) if and only $. 
(i) ~‘(t, x)(t -$- 0) exists, and 
(ii) lim,,,, (l/h)(w, - x) exists in X, where w EF, is dejned by w, = x 
and w(s) = x(0) + sy’(t, x)(t + 0) for s > 0. 
For .v E dom A(t) we hazre A(t).r = lim,,,+(l/h)(w, - x). 
(b) Suppose X satisjies in addition axioms (h6) and (h7). Then x E X is in 
dom A(t) ?jc and on& q 
(i) y’(t, x)(t + 0) exists, and 
(ii) JC E dom A, . 
For .x E dom A(t) we have A(t)x = A,x + v, where v E X is defined by v(O) = 
y’(t, x)(t + 0) and [v]; = 0. 
This proposition shows that dom A(t) is very much dependent on the right- 
hand side of Eq. (2.1) in general. One would like to give a characterization of 
dom A(t) in terms of the right-hand side of (2.1). This is possible only under 
additiona assumptions. We just list a few situations here without trying to 
cover all special cases: 
(a) Tn the general case we first have to investigate under what circumstances 
lim,,,+(l/h)(w, - x) exists in X, where w EF, is such that w0 = x and W(S) = 
x(O) + sp for s > 0 with an eIement p E Y. For Examples 1.1 and 1.2 this is 
the case if and only if 
and 
x has on (- 00, O] a bounded and uniformly continuous 
derivative and $O-) = p 
x has on (- CO, 0] a continuous derivative .I? which is 
in C,,(- co, 0; Y) and $O-) = p, 
respectively. In both cases we have lim,,,(l/h)(wh - x) = f. 
If f is defined on [O, co) x X (and not on [0, co) x 3) and the map 
s - f (SF %), s B t, 
is right-hand continuous at s = t for all .V E X and z E Ft,.Jx), then for any 
XEX we have 
Y’(4 x)(t f 0) = f (t, x). 
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Therefore x is in dom A(t) if and only if limh+,,+(l/h)(wh - x) exists in X, 
where now w E F, is defined by w,, = x and w(s) = x(O) + sf(t, x) for s > 0. 
Therefore in this special case we have 
dom A(t) = {x E X 1 A? E X and k(O-) = f(t, x)} 
and 
A(t)x = k 
for Examples 1.1 and 1.2. 
(b) If in addition X satisfies (h6) and (h7) and if for any solution of (2.1), 
(2.2) with initial data t > 0, x E dom A, the right-hand derivative at t exists, 
then 
dom A(t) = dom A,, 
i.e., dom A(t) is a dense linear subspace of X. In order to have this property of 
solutions it is sufficient that f can be defined on [0, co) x W, where W = 
(x, 1 s > 0, z E F,(x), .3: E dom A,} and that the map 
s - f(S, 4, s > t, 
is right-hand continuous at s = t for all x E dom A, and z EF+(x). This 
applies, for instance, to the situation considered at the end of Section 2. There 
we have 
x E dom 4, if and only if there exists an absolutely 
continuous representative v of N such that + E 5P(--h, , 0; W). 
The set W is given by 
x E W if and only if x has a continuous representative 9. 
f can be defined on Win a unique way by putting 
f (4 = f(v) = Gq%.., d--hrA x E w, 
where v is the unique continuous representation of x. Thus, in this situation 
we have 
dom A(t) = dom A, 
and 
A(t)x = A,x + z’, x E dom A, , 
where a(O) = f(x) and [v]” = 0. 
In case of Example 1.3 Lima in [ 171 characterized dom A, under the additional 
hypothesis: 
(,&) If 91 is a representation of an x E X then 1 v lB is locally integrable. 
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If dp = gd8 then this hypothesis means, that for any compact interval I C 
(--co, 0] there exists a constant m such that g(s) > m a.e. on I. Under this 
additional condition in [17] it is shown that 
x E dom A, if and only if there exists a representative 
v E x which is absolutely continuous on compact intervals 
with + E 5? = BP(~). Moreover, A,x = [$J] where $(O) = 0 
and4 =+on(--co,O). 
Finally we want to indicate an other approach to the existence problem for 
equations of type (2.1). This approach is due to Webb and was pursued in 
several papers (cf., for instance, [lo, 231). It is based on the general theory of 
semigroups or evolution operators and is especially suited for the case where 
Eq. (2.1) is the abstract version of a partial differential equation with delays. 
In the first step put 
a!(t) = {Z E F, j z E dom &,, and S(O) = f(t, zO)} 
and define the operators B(t), t > 0 by 
dom B(t) = Qg(t), 
B(t)x = Qd+z for N = QZ E dom B(t). 
An equivalent definition would be 
x G dom B(t) if and only if f(t, x) is defined and 
lim,,,+( 1 /h)(wuh - x) exists for w defined by w0 = x, 
w(s) = x(O) + sf(t, x), s > 0, 
and 
In the second step impose conditions on f such that the assumption of the 
Crandall-Liggett theorem [8] (in the autonomous case) or of the Crandall-Pazy 
theorem [9] (in the time dependent case) are satisfied. If this is the case the 
family ‘B(t) generates an evolution operator V(‘(t, t,) on X. If this evolution 
operator is the solution operator of Eq. (2.1) then necessarily V(t, t,,) has to 
be a translation in the sense of Definition 4.1. For the special state spaces 
X = C(-Y, 0; Y) and X = I- x D-Y, 0; Y) this was proved by Plant in [20]. 
Finally one has to investigate in what sense the element y EF~~,~ given by 
yr, = x and y(t) = (V(t, t&)(O) is a solution of Eq. (2.1). This is a rather 
difficult question (cf., for instance, [lo, 231). 
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