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Abstract
In this work, the reliable variational iteration method is used to determine rational solutions for the KdV, the K(2,2), the Burgers,
and the cubic Boussinesq equations. The study highlights the efﬁciency of the method and its dependence on the Lagrange multiplier.
Rational solutions are obtained directly in a straightforward manner.
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1. Introduction
In this work, the variational iteration method (VIM) developed by He in [5–13] will be used to conduct an analytic
study on the KdV, the K(2,2), the Burgers, and the cubic Boussinesq equations. The method gives rapidly convergent
successive approximations of the exact solution if such a solution exists, otherwise approximations can be used for
numerical purposes. The method is used effectively in [1,2,5–13,15,16] among many others.
A substantial amount of research work has been directed for the study of the nonlinear dispersive KdV, K(2,2),
Burgers, and the cubic Boussinesq equations given by
ut − 3(u2)x + uxxx = 0, (1)
ut + (u2)x + (u2)xxx = 0, (2)
ut + 12 (u2)x − uxx = 0 (3)
and
utt − uxx + 2(u3)xx − uxxxx = 0, (4)
respectively. Eq. (1) is the pioneering equation that gives rise to solitary wave solutions. Solitons: waves with inﬁnite
support are generated as a result of the balance between the nonlinear convection (un)x and the linear dispersion uxxx
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in these equations. Solitons are localized waves that propagate without change of their shape and velocity properties
and stable against mutual collisions.
The K(n, n) equation
ut + (un)x + (un)xxx = 0 (5)
developed in [18] is the pioneering equation for compactons. In solitary waves theory, compactons are deﬁned as
solitons with ﬁnite wavelengths or solitons free of exponential tails [18]. Compactons are generated as a result of the
delicate interaction between nonlinear convection (un)x with the genuine nonlinear dispersion (un)xxx in (5).
The Burgers equation appears in ﬂuid mechanics. This equation incorporates both convection and diffusion in ﬂuid
dynamics, and is used to describe the structure of shock waves.
However, the cubic Boussinesq Eq. (7) gives rise to solitons and appeared in the works of Priestly and Clarkson [17].
Kaya [14] examined this equation by using Adomian decomposition method developed in [3,4] and used thoroughly
in [19–24]. This equation has been investigated for solitary waves and for rational solutions as well. Solitons and
compactons with and without exponential wings, respectively, are termed by using the sufﬁx on to indicate that it has
the property of a particle, such as phonon, peakon, cuspon, and photon.
A vast amount of research work has been invested in the study of solitons and compactons of Eqs. (1)–(5). It is the
goal of this work to effectively employ theVIM to establish rational solutions of the KdV, the K(2,2), the Burgers, and
the cubic Boussinesq equations. As stated before, the method is reliable and efﬁcient to handle linear and nonlinear
problems in a straightforwardmanner. Unlike theAdomian decompositionmethod, where computational algorithms are
normally used to deal with the nonlinear terms, theVIM is used directly with no requirement or restrictive assumptions
for the nonlinear terms.
Another important advantage is that the VIM method is capable of greatly reducing the size of calculations while
still maintaining high accuracy of the numerical solution. In what follows we will highlight brieﬂy the main points of
each of the method, where details can be found in [5–13].
2. He’s VIM
Consider the differential equation
Lu + Nu = g(t), (6)
where L and N are linear and nonlinear operators, respectively, and g(t) is the source inhomogeneous term. In [5–13],
the VIM was introduced by He where a correction functional for Eq. (6) can be written as
un+1(t) = un(t) +
∫ t
0
(Lun() + Nu˜n() − g()) d, (7)
where  is a general Lagrange’s multiplier, which can be identiﬁed optimally via the variational theory, and u˜n is a
restricted variation which means u˜n = 0. By this method, it is required ﬁrst to determine the Lagrangian multiplier 
that will be identiﬁed optimally. The successive approximations un+1, n0, of the solution u will be readily obtained
upon using the determined Lagrangian multiplier and any selective function u0. Consequently, the solution is given by
u = lim
n→∞ un. (8)
In what follows, we will apply the VIM method to four physical models to illustrate the strength of the method and
to develop rational solutions for these models.
3. The KdV equation
We ﬁrst consider the KdV equation
ut − 3(u2)x + uxxx = 0, u(x, 0) = 6x. (9)
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The correction functional for (9) reads
un+1(x, t) = un(x, t) +
∫ t
0
()
(
un(x, )

− 3(u˜n)
2(x, )
x
+ 
3(u˜n)(x, )
x3
)
d. (10)
This yields the stationary conditions
′ = 0,
1 +  = 0. (11)
This in turn gives
 = −1. (12)
Substituting this value of the Lagrangian multiplier into functional (10) gives the iteration formula
un+1(x, t) = un(x, t) −
∫ t
0
(
un(x, )

− 3(u˜n)
2(x, )
x
+ 
3(u˜n)(x, )
x3
)
d, n0. (13)
Selecting the initial value u(x, 0)=6x for u0(x, t), and using (13) we obtain the following successive approximations:
u0(x, t) = 6x,
u1(x, t) = 6x(1 + 36t),
u2(x, t) = 6x(1 + 36t + 1296t2 + 15 552t3),
u3(x, t) = 6x(1 + 36t + 1296t2 + 15 552t3 + 1 119 744t4 + 20 155 392t5) + small terms,
u4(x, t) = 6x(1 + 36t + 1296t2 + 46 656t3 + 1 679 616t4 + 60 466 176t5 + 2 176 782 336t6) + small terms,
...
un(x, t) = 6x(1 + 36t + 1296t2 + 46 656t3 + 1 679 616t4 + 60 466 176t5 + 2 176 782 336t6
+ 78 364 164 096t7 + · · ·). (14)
Recall that
u = lim
n→∞ un, (15)
that gives
u(x, t) = 6x
1 − 36t , |36t |< 1. (16)
4. The K(2,2) equation
We next consider the K(2,2) equation
ut + (u2)x + (u2)xxx = 0, u(x, 0) = x, (17)
that was examined for compactons. The correction functional for (17) reads
un+1(x, t) = un(x, t) +
∫ t
0
()
(
un(x, )

+ (u˜n)
2(x, )
x
+ 
3(u˜n)
2(x, )
x3
)
d. (18)
Proceeding as before we ﬁnd
 = −1. (19)
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Substituting this value of the Lagrangian multiplier into functional (18) gives the iteration formula
un+1(x, t) = un(x, t) −
∫ t
0
(
un(x, )

+ (u˜n)
2(x, )
x
+ 
3(u˜n)
2(x, )
x3
)
d, n0. (20)
Selecting the initial value u(x, 0) = x for u0(x, t) and using (20) we obtain the following successive approximations:
u0(x, t) = x,
u1(x, t) = x(1 − 2t),
u2(x, t) = x(1 − 2t + 4t2 − 83 t3),
u3(x, t) = x(1 − 2t + 4t2 − 8t3 + 323 t4 − 323 t5) + small terms,
u4(x, t) = x(1 − 2t + 4t2 − 8t3 + 16t4 − 32t5 + 64t6) + small terms,
...
un(x, t) = x(1 − 2t + 4t2 − 8t3 + 16t4 − 32t5 + 64t6 − 128t7 + · · ·). (21)
Recalling that
u = lim
n→∞ un, (22)
hence we obtain the exact solution
u(x, t) = x
1 + 2t . (23)
5. The Burgers equation
We next consider the modiﬁed KdV (mKdV) equation
ut + 12 (u2)x − uxx = 0, u(x, 0) = x. (24)
The correction functional for (24) reads
un+1(x, t) = un(x, t) +
∫ t
0
()
(
un(x, )

+ 1
2
(u˜n)2(x, )
x
− 
2(u˜n)
2(x, )
x2
)
d. (25)
This again yields
 = −1. (26)
Substituting this value of the Lagrangian multiplier into functional (25) gives the iteration formula
un+1(x, t) = un(x, t) −
∫ t
0
(
un(x, )

+ 1
2
(u˜n)2(x, )
x
− 
2(u˜n)
2(x, )
x2
)
d. (27)
Selecting the initial value u0(x, 0) = x for u0(x, t) and using (27) we obtain the following successive approximations:
u0(x, t) = x,
u1(x, t) = x(1 − t),
u2(x, t) = x(1 − t + t2 − 13 t3),
u3(x, t) = x(1 − t + t2 − t3 + t4) + other terms,
...
un(x, t) = x(1 − t + t2 − t3 + t4 − t5 + · · ·). (28)
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Recall that
u = lim
n→∞ un, (29)
hence the exact solution
u(x, t) = x
1 + t (30)
follows immediately.
6. The cubic Boussinesq equation
We ﬁnally consider the cubic Boussinesq equation
utt − uxx + 2(u3)xx − uxxxx = 0, u(x, 0) = 1
x
, ut (x, 0) = − 1
x2
. (31)
The correction functional for (31) reads
un+1(x, t) = un(x, t)
+
∫ t
0
()
(
2un(x, )
2
− 
2(u˜n)(x, )
x2
+ 2
2(un(x, ))3
x2
+ 
4un(x, )
x4
)
d. (32)
This yields the stationary conditions
1 − ′ = 0,
( = t) = 0,
′′ = 0. (33)
This in turn gives
 =  − t . (34)
Substituting this value of the Lagrangian multiplier into functional (32) gives the iteration formula
un+1(x, t) = un(x, t)
+
∫ t
0
( − t)
(
2un(x, )
2
− 
2(u˜n)(x, )
x2
+ 2
2(un(x, ))3
x2
+ 
4un(x, )
x4
)
d. (35)
The given initial values admit the use of
u0(x, t) = 1
x
− t
x2
. (36)
Using (35) we obtain the following successive approximations:
u0(x, t) = 1
x
− t
x2
,
u1(x, t) = 1
x
− t
x2
+ t
2
x3
− t
3
x4
+ small terms,
u2(x, t) = 1
x
− t
x2
+ t
2
x3
− t
3
x4
+ t
4
x5
− t
6
x7
+ small terms,
u3(x, t) = 1
x
− t
x2
+ t
2
x3
− t
3
x4
+ t
4
x5
− t
6
x7
+ t
7
x8
− t
8
x9
+ small terms,
...
un(x, t) = 1
x
− t
x2
+ t
2
x3
− t
3
x4
+ t
4
x5
− t
6
x7
+ t
7
x8
− t
8
x9
+ · · · , (37)
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and in a closed form by
u(x, t) = 1
x + t . (38)
7. Discussions
There are two main goals that we aimed for this work. The ﬁrst is to show the power of the VIM and its signiﬁcant
features. The second is to employ this method to obtain rational solutions for nonlinear dispersive equations.
It is obvious that the method gives rapid convergent successive approximations without any restrictive assumptions
or transformation that may change the physical behavior of the problem. The He’sVIM gives several successive approx-
imations through using the iteration of the correction functional. Moreover, the VIM reduces the size of calculations
by not requiring the tedious Adomian polynomials, hence the iteration is direct and straightforward. For nonlinear
equations that arise frequently to express nonlinear phenomenon, the He’s VIM facilitates the computational work and
gives the solution rapidly if compared with Adomian method.
The KdV, K(2,2), Burgers, and the cubic Boussinesq equations were examined for rational solutions only, whereas
soliton solution will be examined in a forthcoming work. The desired solutions were obtained rapidly and in a direct
way. The two goals were achieved.
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