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Introduction
In a world with no missing markets, no informational asymmetries and no transaction costs, credit supply and demand should be equalized by an appropriate interest rate level, with no need for a financial sector. A vast literature, both theoretical and empirical, studies the effects on the economy when these conditions do not hold. In the real world, information asymmetries and transaction costs for acquiring information create the need for a financial system. The role 444 Maria Cristina T. Terra of the financial sector is then, in summary, to allocate savings to the best investment projects, to monitor managers, and to diversify risk (see Levine (1997) for a discussion on the roles of the financial system). In such an environment, financial system imperfections create credit restrictions, which in turn may affect firms' investment decisions.
There is an ample literature that seeks empirical evidence of credit constraints by looking at the firm's investment decision. (For surveys on the subject, see, for example, Hubbard (1998) and Schiantarelli (1996) . Bond and Van Reenen (1999) survey more broadly microeconometric research on investment and employment, including their theoretical underpinnings.) This paper uses one of the methodologies advanced by this literature to investigate whether Brazilian firms' investment decisions are affected by credit constraints. More specifically, this paper examines the cash flow sensitivity in a sales accelerator investment demand model. The intuition for this test is the following. If the estimated investment demand model captures all relevant variables that guide investment decisions, cash flow should not affect investment. However, if the firm is credit constrained, then investment decision is affect by the firm's cash flow.
One of the advantages of using firm data, instead of aggregated data, is that it allows investigating distinct behavior among different types of firms. This paper explores this feature by studying the behavior of alternative groupings of firms, so that we can compare firms considered a priori to be subject to stronger financial constraints, with those considered to have more access to financial markets. This is a common practice in this literature. (See, for example, Fazzari, S. M. et al. (1988) and Whited (1992) ). The groupings of firms used in this paper are large and small firms, multinational and domestic firms, and firms more and less dependent of external finance. The first two divisions are common in the literature, but the last one has never been used before. The division into subgroups should be based on criteria that are correlated neither to investment nor to cash flow. The external finance dependence used in this paper is the criterion that better fits this requirement.
This paper also explores an alternative approach to the cash flow sensitivity test. In a credit-constrained environment, more access to credit should boost investment in more external finance dependent firms. Hence, instead of including cash flow in the investment equation, we include a term that tries to capture whether firms that are more dependent on external funds and that have more access to credit do invest more. The description of this novel approach is presented in section 3.
The paper has four sections. Section 2 presents the data used, and describes the pattern of finance of Brazilian firms. Section 3 estimates investment equations to capture the effects of credit constraints. Section 4 concludes.
The Data and Pattern of Finance
The data set comprise balance sheet data for firms that are required by law to publish them. The data were collected by IBRE (Instituto Brasileiro de Economia, Getulio Vargas Foundation) from Gazeta Mercantil and Diário Oficial, from 1986 to 1997, with the number of firms in each year ranging from 2,091 to 4, 198 . From the original sample, those firms which had data published for all years considered were selected 1 -from 1986 to 1997 2 -a total of 550 firms. Non-industrial firms were excluded, as well as those with missing data. The sample used is composed of 468 firms, broken down by sector as indicated in table 1. The analysis starts with a description of the firms' patterns of finance. Two leverage measures are calculated: the ratio between liabilities and assets, and the ratio between debts and assets. 3 Figure 1 presents evolution of debts and assets for the whole sample of firms' averages, and table 2 presents the averages across subperiods : from 1986 to 1989, from 1990 to 1993, and from 1994 to 1997 . Over the first period, liabilities and debts were stable in relation to total asset ratios, averaging 35% and 11%, respectively. There was a slight increase in both measures during the second period. Firms were clearly becoming more leveraged over the last period, 1994-1997, when liabilities averaged 47% and debts 16% of total assets. The set of firms is divided into subgroups, trying to identify possible differences in finance patterns across different groupings or across different time periods. The subgroup division is based on a priori hypothesis with respect to firms' credit access. It is reasonable to assume that larger firms would have more access to credit markets than smaller ones. As Gertler and Gilchrist (1994, p. 313) argue, " while size per se may not be a direct determinant [of capital market access], it is strongly correlated with the primitive factors that do matter. The informational frictions that add to the costs of external finance apply mainly to younger firms, firms with a high degree of idiosyncratic risk, and firms that are not well collateralized. ... These are, on average, smaller firms." The finance pattern evolution for those two groups of firms is indeed interesting, as shown in figures 2a and 2b. Although leverage measured as liabilities as a share of total assets does not differ between the two groups of firms, the debts to assets ratio is quite different between them. Large firms have higher debts to assets ratio throughout the whole time frame, compared to small firms. There are two alternative explanations for the higher indebtedness of large firms compared to that of small firms. Low indebtedness for small firms may be either the result of pure financial decisions or an indication of the credit restrictions they face. If the first alternative is true, some firms simply chose to use fewer external loans, and those are coincidentally the small ones. If the latter is true, a group of firms was credit-restricted, and therefore it was not possible for them to be more leveraged. The empirical exercise performed in section 3 tries to identify which explanation is more consistent with the data. Rajan and Zingales (1998) presume that there is a technological reason for some industries to depend more on external finance than others. They argue that " to the extent that the initial project scale, the gestation period, the cash harvest period, and the requirement for continuing investment differ substantially between industries, this is indeed plausible. Furthermore, we assume that these technological differences persist across countries, so that we can use an industry's dependence on external funds as identified in the United States as a measure of its dependence in other countries." (Rajan and Zingales, 1998, p. 563.) They construct a measure of external dependence for different industries, using data on external finance for U.S. industries. Rajan and Zingales (1998) By using the measure constructed in that paper, which is reproduced in table 3, firms have also been divided according to their external dependence: firms in the sectors exhibiting more external dependence have been separated from those firms in sectors presenting less finance dependence. 4 It is interesting to note that in Brazil, as figure 3a shows, more financially dependent firms are on average more leveraged than less financially dependent firms, looking at the ratio of liabilities to assets 5 . That is, firms more in need of external finance according to the external dependence measure exhibit greater use of external finance. With respect to the debts to assets ratio, there is no systematic difference between these two groups: in some periods firms in less dependent sectors have a higher debts to assets ratio, compared to more dependent ones; in other periods they have a lower measure (figure 3b). Finally, the sample of firms is divided between multinational and domestic firms. The motivation for this division is that multinational firms may have more access to international credit markets, and therefore they may be less creditconstrained. In both leverage measures, figures 4a and 4b show higher leverage for multinational firms until 1993, and higher leverage for domestic firms from then on. 1986  97  96  95  94  93  92  91  90  89  88  87  1986  97  96  95  94  93  92  91  90  89  88  87 3. Econometric Analysis Fazzari, S. M. et al. (1988) was the first of several papers to estimate investment demand models including cash flow as an independent variable to determine the extent to which firms are credit constrained. The reasoning is that if firms are not credit-constrained, their cash flow variations should not affect investment decisions, after investment opportunities are controlled for. The general form for the investment equations they estimate is:
where: I it and K it represent investment and capital stock of firm i at time t; X represents a vector of variables affecting firms' investment decisions, according to theoretical considerations; and u it is an error term. In some specifications, the Q investment model is estimated by using Tobin's q as the vector X, and including the cash flow variable in the equation. In other specifications, the accelerator model of investment is used, and the X vector is replaced by contemporaneous and lagged sales to capital ratios.
Using a different method, Whited (1992) estimates Euler equations for an optimizing investment model under two different assumptions: when firms are credit-constrained, and when they are not. Gertler and Gilchrist (1994) , on a different approach, study whether small and large firms respond differently to monetary policy. They find that smaller firms have a much stronger response to monetary tightening than larger firms, indicating they are more credit-constrained. All these studies use data for U.S. firms.
The accelerator model specification from Fazzari, S. M. et al. (1988) will be reproduced for Brazilian data to identify the existence (or not) of credit constraints. 6 The empirical exercises performed here are based on the sales accelerator investment demand model, where investment is explained by current and past sales. Cash flow is included as an explanatory variable for investment, as shown in the equation:
where: S it represents the sales of firm i at time t. Cash flow should not be a significant explanatory variable for investment, except when firms are credit-constrained. That is, the parameter α should not be significant for firms that are not creditconstrained, and it should be positive and significant for credit-constrained firms. Table 4 presents the initial results. The first estimation method used was OLS, and the results are in columns (1)-(3). These regressions include firm-specific effects and time dummies for each year, but the coefficients are not reported. First, the investment accelerator model is estimated without including cash flow as an explanatory variable. The best specification for our data is the one including one lag of the sales variable. As column (1) of table 4 shows, variations in the sales variables explain 53% of investment changes. When cash flow is included in the regression (column (2)), independent variables explain 82% of investment variations, and cash flow has a positive and significant coefficient (with t-statistics of 10.35). According to our conjecture, this is an indication that firms were creditconstrained over the time period studied. All regressions were also estimated in first differences 7 , and the results were qualitatively similar to the ones reported here.
One should note, however, that the period under study encompasses two distinct situations with respect to capital inflows. From 1986 to 1994 there was very little external capital inflow into Brazil, and from 1994 to 1997 current account deficits increased substantially, reaching 4% in 1997. It is possible that the higher capital inflow increased the credit supply, therefore lessening firms' credit constraints. A slope dummy for cash flow for the period 1994-97 has been included in the regression. This variable equals cash flow and capital ratio for the years 1994 to 1997, and is zero for the rest of the period. If firms were less credit-constrained over 1994-1997, this slope dummy should not be positive. That is not the case though, as shown in table 4 column (3). The slope dummy coefficient is positive, with a t-statistic of 2.29. Thus, there is no evidence that firms became less credit-constrained over the period with high external capital inflow.
A major problem with the OLS estimation is that it does not provide a consistent estimator when the independent variable is endogenous. Hence, if there are other variables that affect simultaneously investment and cash flow, or investments and sales, then the OLS estimator will not be consistent. The solution is then to use instrumental variables for the independent variables, and to estimate by the method of moments. The equation was estimated in levels and in first differences, using lagged values for cash flow and for sales as instruments for these variables, and the results are presented in columns (7)- (12) of table 4. We have also computed a dynamic OLS (columns (4)-(6) of table 3), to make the results comparable with the GMM. It is very interesting to note that both the sign and magnitude of the coefficients are very similar in all regressions presented in table 4. In sum: the coefficient for cash flow is positive and significant, indicating that firms are credit constrained, and the cash flow slope dummy for the period 1994-1997 is also positive and significant, presenting no indication that credit constraints were lessened over the period. Note: The dependent variable is investment-capital ratio. The CF/K slope dummy is a variable that has value equal to CF/K for the years 1994 to 1997, and zero in all other years. Regressions (1)-(9) were estimated using firms' fixed effects, but the coefficients are not reported. For regressions (10)-(12), all variables are in first differences, and there are no dummies for firms. All regressions were estimated using year dummies for every year, but the coefficients are not reported. The t-statistics in parentheses are based on White heteroskedasticity-consistent standard errors.
The next step is to investigate possible differences in credit constraint across groups of firms, based on a priori hypothesis with respect to firms' credit accessibility. The subgroup divisions used here are the ones described in section 2. We start by splitting the sample according to firm size, and the regression results are presented in table 5. The regression was estimated using OLS, dynamic OLS, GMM, and GMM in first differences. Like the results from the whole sample regressions, the different methods of estimation yielded similar results. Cash flow coefficients are positive and significant for both groups of firms, in all estimation methods. The coefficient is somewhat larger for the group of large firms in all regressions. As for the cash flow slope dummy for the period 1994-97, it was positive in the case of smaller firms, and not significantly different from zero for larger firms. Therefore, there is no indication of less credit constraints over the period, for both groups.
Instead of splitting the sample into subgroups, another specification was used, which will be denoted here as "slope dummy specification". In this specification, slope dummies for a subgroup of firms are included in the regression, which are equal to cash flow for the alternative grouping of firms, and zero otherwise. These slope dummies should capture differences in the cash flow coefficient for the different subgroups of firms. One advantage of this specification compared to estimating separate regressions for each subgroup is that it provides a statistical test for the difference of the cash flow coefficient for the different subgroups. Hence, we will be able to check whether the bigger cash flow coefficient for large firms found in table 5 is significantly different from the coefficient for small firms. Table 6 presents the results for the regressions including a cash flow slope dummy for large firms. The regressions were estimated using OLS, dynamic OLS, GMM and GMM in first differences. The null hypothesis that the cash flow coefficient is equal for large and small firms cannot be rejected, as shown is columns (1), (3), (5), and (7). Hence, the slope dummy specification corroborates the results from regression in subgroups that both large and small firms are credit constrained, and, in addition, it shows that both types of firms are equally credit constrained over the period as a whole. Note: The dependent variable is investment-capital ratio. The CF/K slope dummy is a variable that has value equal to CF/K for the years 1994 to 1997, and zero in all other years. Regressions (1)-(12) were estimated using firms' fixed effects, but the coefficients are not reported. For regressions (13)-(16), all variables are in first differences, and there are no dummies for firms. All regressions were estimated using year dummies for every year, but the coefficients are not reported. The t-statistics in parentheses are based on White heteroskedasticity consistent standard errors. Note: The dependent variable is investment-capital ratio. The CF/K slope dummy is a variable that has value equal to CF/K for the years 1994 to 1997, and zero in all. Regressions (1)-(6) were estimated using firms' fixed effects, but the coefficients are not other years reported. For regressions (7)-(8), all variables are in first differences, and there are no dummies for firms. All regressions were estimated using year dummies for every year, but the coefficients are not reported. The t-statistics in parentheses are based on White heteroskedasticity-consistent standard errors.
When a cash flow slope dummy for the period 1994-97 is included (columns (2), (4), (6), and (8)), we find that the cash flow coefficient for that period is lower in large firms, although also positive and significant. 8 The cash flow coefficient for large firms in the period 1994-97 is negative and significant in the GMM and GMM in first differences specifications. This can be an indication that large firms are less credit constrained than smaller one over the period from 1994 to 1997. Figures 2a and 2b from section 2 showed that large firms have higher debt to assets ratio compared to small firms. The result from the regressions in table 6 indicate that the difference in indebtedness between the two groups of firms may be due to discriminated access to credit only over the period 1994-97. The dependent variable is investment-capital ratio. The CF /K slope dummy is a variable that has value equal to CF /K for the years 1994 to 1997, and zero in all other years. Regressions (1)-(12) were estimated using firms' fixed effects, but the coefficients are not reported. For regressions (13)-(16), all variables are in first differences, and there are no dummies for firms. All regressions were estimated using year dummies for every year, but the coefficients are not reported. The t-statistics in parentheses are based on White heteroskedasticity-consistent standard errors.
International credit markets may also be more accessible for multinational firms, compared to domestic ones. Table 7 present the results for the regressions estimated for multinational and domestic firms separately. Here again, all cash flow coefficients are positive and significant, indicating credit constraints for both groups. The cash flow slope dummy for the period 1994-97 is positive and significant for domestic firms, and not statistically different from zero for multinationals. Note: The dependent variable is investment-capital ratio. The CF/K slope dummy is a variable that has value equal to CF/K for the years 1994 to 1997, and zero in all other years. Regressions (1)-(6) were estimated using firms' fixed effects, but the coefficients are not reported. For regressions (7)- (8), all variables are in first differences, and there are no dummies for firms. All regressions were estimated using year dummies for every year, but the coefficients are not reported. The t-statistics in parentheses are based on White heteroskedasticity-consistent standard errors. Table 8 presents the results from regressions using the whole sample with cash flow slope dummies for multinational firms. For the period as a whole, the cash flow coefficient is not significantly different between the two groups of firms. There is an important difference in the cash flow slope dummy for 1994-1997 for the two groups: for domestic firms this coefficient is positive and significant, whereas for multinational firms it is negative and significant. This can be interpreted as an indication that multinational firms were less credit-constrained than domestic ones over the period 1994-97, when there was a large capital inflow. Hence, the capital inflow seems to have lessened only multinational firms' credit constraint. The sample is also split according to external dependence, using Rajan's and Zingales' (1998) measure, and the estimated regressions are presented in table 9. The cash flow coefficients are positive and significant in all regressions, but they are higher for less-dependent firms. The results from the slope dummy specification, in columns (1), (3), (5), and (7) of table 10, show that the cash flow coefficient for more dependent firms is significantly smaller than that of less dependent firms. One interpretation is that less-dependent firms would use less external finance, therefore their investment would be more cash flow sensitive. The cash flow slope dummy for more dependent firms 1994-97 is not significantly different from zero in all regressions presented in table 10. Note: The dependent variable is investment-capital ratio. The CF/K slope dummy is a variable that has value equal to CF/K for the years 1994 to 1997, and zero in all other years. Regressions (1)-(6) were estimated using firms' fixed effects, but the coefficients are not reported. For regressions (7)- (8), all variables are in first differences, and there are no dummies for firms. All regressions were estimated using year dummies for every year, but the coefficients are not reported. The t-statistics in parentheses are based on White heteroskedasticity-consistent standard errors.
The results so far indicate credit restrictions across the whole sample of firms, and also across subgroups formed by larger and smaller, multinational and do-mestic firms, more and less externally dependent. The only instances of creditconstraint reduction was among large and among multinational firms, from 1994 to 1997. Kaplan and Zingales (1997) argue that investment-cash-flow sensitivities do not provide a useful measure of finance constraints, introducing controversy regarding the validity of this methodology. An alternative empirical exercise is then performed, without the use of cash flows, motivated by Rajan and Zingales (1998) . Rajan and Zingales (1998) investigate the effect of financial sector development on industrial growth. Their main hypothesis is that " industries that are more dependent on external financing will have relatively higher growth rates in countries that have more developed financial markets" (p. 562). They use industry-level data for several countries to estimate an equation where industry growth is explained by the interaction between an industry's external dependence and the country's financial development, controlling for country indicators, industry indicators, and that industry's share in the country's economy. That is, they have an equation that tries to capture possible variables that explain differences in industry growth rates in different countries, and they include a new variable in the equation, namely external dependence multiplied by financial development. Their conjecture is that if financial development is indeed important for growth, the coefficient of this interaction variable should be positive: more dependent industries would tend to grow faster in a more financially developed environment.
Further Results
We borrow this idea from Rajan and Zingales (1998) in the following way. In a financially constrained environment, more dependent firms that have access to credit should be relatively better off. Less dependent firms, on the other hand, should not be much affected by credit access. Hence, when explaining cross-firm investment levels, more dependent firms would tend to invest more when they have more access to credit, in a credit-constrained environment.
The empirical implementation is carried out by estimating the investment accelerator model, including the interaction between external dependence and credit access. Firm size is used as a proxy for credit access. If Brazil has a creditconstrained economy, and if firm size is a good proxy for credit access, the coefficient for the dependence and firm size interaction term should be positive. Table  11 presents the results. The estimated OLS regression is presented in column (1). The coefficient for the interaction term is indeed positive and statistically significant: more dependent and larger firms do invest more. The results are the same in the dynamic OLS (column (2)), using GMM with lagged variables as instruments (column (3)), and estimating GMM in first differences (column (4)). 9 (3) were estimated using firms' fixed effects, but the coefficients are not reported. For regression (4), all variables are in first differences, and there are no dummies for firms. All regressions were estimated using year dummies for every year, but the coefficients are not reported. The t-statistics in parentheses are based on White heteroskedasticity-consistent standard errors.
In this empirical specification, it makes no sense to divide the sample of firms into large and small firms, because the criteria used for such divisions is already contained in the new independent variable used. An alternative grouping of firms is used, based on asset growth. One group, denoted "winners" , is composed of those firms that presented an above average asset growth rate over the period, and the other group, "losers", is composed of firms with asset growth rate below average. The interaction term (external dependence times firm size) is positive and significant in both subgroups, in all estimation methods used, as shown in table 12. It is interesting to note, though, that the coefficient is more than four times larger for the group of loser firms. Note: The dependent variable is investment-capital ratio. The CF/K slope dummy is a variable that has value equal to CF/K for the years 1994 to 1997, and zero in all other years. Regressions (1)-(6) were estimated using firms' fixed effects, but the coefficients are not reported. For regressions (7)-(8), all variables are in first differences, and there are no dummies for firms. All regressions were estimated using year dummies for every year, but the coefficients are not reported. The t-statistics in parentheses are based on White heteroskedasticity-consistent standard errors. Note: The dependent variable is investment-capital ratio. The CF/K slope dummy is a variable that has value equal to CF/K for the years 1994 to 1997, and zero in all other years. Regressions (1)-(6) were estimated using firms' fixed effects, but the coefficients are not reported. For regressions (7)-(8), all variables are in first differences, and there are no dummies for firms. All regressions were estimated using year dummies for every year, but the coefficients are not reported. The t-statistics in parentheses are based on White heteroskedasticity-consistent standard errors.
The regression was also estimated using the whole sample of firms and including an interaction term slope dummy for winner firms. The results, presented in table 13, show that the coefficient for the interaction term slope dummy is negative and significant in the OLS regression. This means that the interaction coefficient for winner firms is lower than for loser firms, although both are positive. 10 In the GMM regressions, however, the interaction term slope dummy coefficient is not significantly different from zero, indicating no difference in the behavior of those two groups of firms.
Conclusion
This paper investigated credit constraints in Brazil using firm's balance sheet data. The empirical analysis tried to answer two key questions: whether firms' investment decisions are affected by credit constraints, and whether credit constraints differ among different groups of firms. Following a well-established trend in the empirical literature, an investment accelerator model was estimated, including cash flow as an explanatory variable. The model posits that if firms are not credit-constrained, the cash flow coefficient should not be a significant, once investment determinants are controlled for. According to the estimated results, Brazilian firms are indeed credit-constrained. The only instance in which credit constraints seemed softer was among multinational and among large firms, during the 1994-97 period.
Additionally, an alternative approach to the cash flow-sensitivity model was applied. The investment accelerator model was re-estimated, this time including an interactive term between external dependence and credit access. The results show that firms more in need of external financing and with more access to credit tend to invest more.
All told, both methodologies clearly indicate that Brazilian firms operate under credit constraints in their investment decisions.
