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Abstract
This thesis investigates energy efficient communication in wireless networks. The work
considers energy efficiency from both a device and a network perspective.
Firstly, we investigate the energy efficiency (EE) of a receiver equipped with large antenna
arrays. In a receiver architecture, operating either at millimeter wave (mmWave) or at
microwave (massive multiple input multiple output (MIMO)), the use of a high resolution
analog-to-digital converter (ADC) is traditionally considered as a main bottleneck to achieve
an energy efficient design. To address this issue, in contrast to previous works, we compared
the performance of analog, hybrid and digital beamforming (ABF, HBF and DBF) based
receiver architectures with low resolution ADCs, and show that when power consumption
of all receiver components is taken into account DBF results in a better spectral, power
and energy efficiency than ABF and HBF in most scenarios for both control plane and
data plane communication. Results also show that based on the ADC power consumption
model there is an optimal number of ADC bits that results in a maximum EE (defined as
capacity/total power consumption). To further reduce the power consumption of DBF, a
novel variable resolution ADC architecture is proposed, which motivates the use of variable
resolution ADCs instead of conventional fixed resolution ADCs. To address the issue of
energy consumption related to the directional cell search associated with a large antenna
array system, we propose to exploit the availability of context information to reduce the
search delay associated with ABF and propose a low power phase shifters network based
receiver architecture which compares and selects the best beam in analog hardware and
requires only a single RF chain. We also propose a higher sub-carrier bandwidth based
control plane structure to reduce the energy consumption of the directional cell discovery
process.
ii Abstract
Secondly, we study energy efficient communication in a multi-hop flooding network. Par-
ticularly, we study and analyze how in a multi-hop network a hybrid automated repeat request
(HARQ) scheme based on fountain codes can reduce the probability of failure at the destina-
tion. The analysis is performed for both unrestricted and restricted flooding scenarios, and
results verify that below a certain minimum link failure probability restricted flooding per-
forms similar to unrestricted flooding but with fewer transmissions compared to unrestricted
flooding. This reduction in number of transmissions is directly related to an improvement in
energy efficiency of an overall network. Moreover, we also proposed two practical restricted
flooding policies; 1) Predetermined restriction, which performs similar to restricted flooding,
and 2) Adaptive restriction, which adapts its number of transmissions according to the link
failure probability and performs similar to unrestricted flooding. Furthermore, we also study
the performance of a network in the presence of helping nodes which can decode and generate
extra redundancy packets in the network. Results show that the inclusion of helping nodes
can further reduce the number of transmissions compared to a case where only the source is
transmitting.
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1
Introduction
The work presented in this thesis is focused on energy efficient communication in wireless
networks. Two important aspects of wireless communication have been studied. The first part
focuses on fifth generation (5G) cellular communication, where the efficiency of a millimeter
wave (mmWave) receiver (equipped with large antenna arrays) using low resolution analog-
to-digital converters (ADC) has been studied and analyzed. Receiver energy efficiency has
been examined considering both data plane (DP) and control plane (CP) communication.
The second part focuses on energy efficient communication in a multi-hop network, where
focusing on the controlled flooding of fountain codes, a trade-off between the number of
transmissions and the amount of redundancy injected into the network has been studied and
analyzed. The energy efficiency is directly related to the total number of transmissions in a
multi-hop network, and therefore, the goal is to achieve a desired success probability at the
destination with a minimum number of transmissions, which improves the energy efficiency
of the network.
Energy efficiency is already a key concern, and will be even more critical for future wireless
communication. This is important from both a device and a network perspective [1]. Firstly,
future transmitters/receivers (especially operating at mmWave) are expected to be equipped
with large antenna arrays that can result in an increase in power consumption compared to
current single antenna devices. This makes energy efficient communication a critical issue
especially at the receiver where the power consumption of the ADC is considered as a main
bottleneck. Secondly, an increase in the number of connected devices and in the size of multi-
hop networks suggests to incorporate transmission efficient routing protocols to achieve better
energy efficiency at the network level by reducing the number of transmissions. In this thesis,
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we address both these aspects, and study the regimes which can be beneficial to improve
energy efficiency.
In this chapter we introduce those topics and provide the outline of the thesis. Particularly,
in Section 1.1 we introduce 5G and highlight the importance of energy efficiency, while in
Section 1.2 we introduce the topic of controlled flooding of fountains codes. Finally, in Section
1.3 we provide a brief outline of rest of this thesis.
1.1 Receiver Efficiency in 5G Cellular Communication
Each generation of cellular or mobile communication has emerged with certain key tech-
nological advancements [2]. For instance, the first generation (1G) of mobile communication
started with analog voice communication, which was improved to digital voice communica-
tion and messaging in the second generation (2G). The third generation (3G) extended 2G
by adding data communication. Finally, the fourth generation (4G) incorporated orthogonal
frequency division multiplexing and all IP based communication, which allows mobile users
to experience high speed broadband internet with very low latency.
Currently, 4G technology is successfully fulfilling the requirements of the mobile users.
However, the future market trends (2020 and beyond), such as ubiquitous connectivity, in-
ternet of things (IoT), smart cities, machine-to-machine communication, tactile internet, etc,
suggest a need for a new generation of mobile communication [3, 4]. Moreover, Cisco Visual
Networking Index (VNI) forecasted an exponential increase in the Compound Annual Growth
Rate, reaching 24.3 exabytes per month by 2019, which cannot be accommodated with the
current Long Term Evolution (LTE) standard [5].
Therefore, fifth generation of mobile communication will be necessary to address the de-
mands of future communication. The key requirements for 5G to enable the above mentioned
(and many others) objectives are summarized below [3,6–9]:
• Higher System Capacity: 5G requires to manage large volumes of traffic, and there-
fore requires many orders of magnitude higher capacity than the current 4G standard.
The target is to achieve a 1000x increase in capacity compared to today’s networks.
• Higher Data Rate: 5G has to support higher data rates, around 1 Gbps. The
requirement is to have an increase of 100x in user throughput compared to LTE.
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• Support of Massive Connectivity: To support IoT, a 100x increase in simultaneous
device connectivity is mandatory.
• Reduced Latency: To provide faster access and to support technologies such as tactile
internet, a latency of less than a millisecond is a key requirement.
• Reduced Cost, Higher Energy Efficiency and Robustness: In the context
of green communication and of a massive increase in the number of communicating
devices [10], energy consumption should be reduced by a factor 1000x. Moreover,
robustness against emergencies is also a necessary requirement.
The first part of the thesis mainly focuses on the last point i.e., hoq to improve energy
efficiency while achieving the required data rates and reduced cell search latency. There are
two main competing technologies to support the data rate requirements of 5G; 1) communica-
tion at millimeter wave (mmWave), and 2) massive multiple input multiple output (MIMO).
Both technologies rely on large antenna arrays and therefore require a much higher number
of additional analog blocks, which significantly increases the power consumption, especially
at the receiver. In this thesis, we study the energy efficiency of a mmWave receiver, and
identify the choice of an appropriate beamforming scheme for both control and data plane
communication.
Large antenna arrays are inevitable for future wireless communication networks. For
instance, massive MIMO and mmWave which are considered as prime candidates for 5G
wireless communication will be equipped with large antenna arrays [11–15]. Firstly, in massive
MIMO, large antenna arrays are required to exploit the spatial degrees of freedom which
eventually result in an increased capacity. Secondly, at mmWave huge bandwidth is available
to fulfill the data rate requirements of 5G cellular networks. However, frequencies at these
wavelengths suffers from high path-loss. To reduce this path-loss, and therefore to improve
coverage, beamforming gain using large antenna arrays is an essential requirement. 1.
Beamforming is a key technology for both massive MIMO and mmWave communication.
Analog, Hybrid and Digital are the available beamforming/combining schemes for MIMO
communication systems [16]. Although a fully digital architecture, which requires a separate
1Although the main focus of this work is on mmWave, the results related to the architecture of variable
resolution ADCs are in general valid for receivers with large antenna arrays (i.e., for both mmWave and
massive MIMO).
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RF chain per antenna element, is a popular choice in classical systems, it is not generally
considered as a viable option for large antenna arrays due to the high power consumption
of analog-digital signal processing components [17]. This is even more critical at mmWave
frequencies where the power consumption of an Analog to Digital Converter (ADC) in a
receiver grows linearly with the system bandwidth. However, multiple options exist to reduce
power consumption, such as the use of 1) analog combining (AC) [18], 2) hybrid combining
(HC) [19], and 3) low-resolution ADCs [20,21].
This thesis studies the feasibility of all these options. Particularly, we identify, 1) the
scenarios where AC can be advantageous, 2) whether HC always consumes lower power,
especially when the power consumption of all the receiver components is taken into account,
and 3) what is the minimum number of ADC bits that would limit the power of a DC
architecture but still manage to provide an acceptable system performance.
Specifically, in contrast to previous works, a detailed analysis and comparison of power,
energy and spectral efficiency of the mentioned combining schemes with low resolution ADCs
will be presented. We also show that there is an optimal number of bits (4-5) that maximizes
the energy efficiency. Then, a variable resolution ADC architecture will be proposed which
provides a power efficient solution compared to fixed resolution ADC based receivers. We
then study the directional initial cell discovery problem and show how the availability of
context information can be useful and propose a low power phase shifters network based
architecture to mitigate the errors in the available context information. We also compare
different beamforming schemes in terms of power, latency and energy consumption. The
outcome of this part of the thesis is the following:
“A fully digital architecture with low resolution ADCs and while taking into account power
consumption of all receiver components may actually result in a better spectral, energy and
power efficiency than other available beamforming architectures in many use-cases.”
1.2 Energy Efficient Communication in Multi-hop Networks
The second part of this thesis is related to the study of energy efficient communication in
a multi-hop flooding wireless network. Since the last decade, energy efficient communication
in a multi-hop flooding network has been a key topic of interest [22–24]. In addition to energy
efficiency, reliable communication is also another important aspect. Flooding is one of the
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options to improve the reliability of communication in a multi-hop network. However, this
increases the number of nodes and hence the number of transmissions required to forward
a packet towards its destination. Therefore, uncontrolled flooding may results in a higher
number of transmissions which is directly related to an increase in the energy consumption
(and therefore reduced energy efficiency).
The focus of this part of the thesis is on delay tolerant networks and on erasure channels
(where the packet loss probability may be unknown a-priori). Typical examples of such
scenarios are file transfer and over the air software updates. In such scenarios the main
priority is to transfer data successfully, while delay may be less important. To achieve high
reliability, most recent wireless standards use a combination of automatic repeat request
(ARQ) and forward error correction (FEC), i.e., hybrid ARQ (HARQ). In ARQ, the receiver
detects whether or not there is an error in the received message. In case of an error, a negative
acknowledgement (NAK) is sent back to the transmitter, and the packet is retransmitted,
while in case of successful reception, the receiver sends back an acknowledgement (ACK) to
the transmitter. To further improve the reliability, ARQ is combined with FEC and termed
as hybrid automatic repeat request. The use of rate-less codes as FEC in case of an erasure
channel is a popular choice. Rate-less codes allow a near-instantaneous adaptation to the
channel quality and are well suited for communication in wireless networks. An important
class of rate-less codes is fountain codes, which are well known to improve the reliability of
successful communication [25–27]. In this work we evaluate a network performance where
the source transmits packets using fountain codes.
We will consider a multi-hop network, where the source transmits fountain coded packets
to the destination separated by r relay stages, and each relay stage consists of Ni nodes.
In this flooding based scenario, we will investigate and analyze the performance in terms of
probability of successful reception at the destination. Although the combination of flooding
and fountain codes in a multi-hop network achieves very high reliability, it may result in
unnecessary transmissions and therefore in an overall reduction of the energy efficiency of the
network. To address this issue, we will study a trade-off between the amount of redundancy
added by the fountain codes and the required number of transmissions while achieving the
required probability of success at the destination.
Specifically, in contrast to previous works, we will devise a probabilistic model to evaluate
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the probability of successful decoding (of a fountain coded packet) at the destination in a
multi-hop flooding network, as a function of the number of forwarding nodes, the link error
probability and the amount of redundancy injected into the network. The model will consider
both restricted and unrestricted flooding scenarios, and will allow to evaluate the number
of transmissions required to achieve a certain probability of success at the destination as a
function of the link error probability. Two practical routing protocols will be proposed to
model the restricted flooding case. The model will then be extended to study the impact of
helper nodes (which can add extra redundancy in the network) on the reduction of required
transmissions. We will also show that our proposed model matches the simulations very well.
The outcome of this part is the following:
“In comparison to unrestricted flooding, restricted flooding of fountain coded packets can
achieve better energy efficiency without any performance degradation.”
1.3 Outline
As mentioned earlier, this work studies energy efficiency from a device perspective and a
network perspective. Particularly, in Chapters 2-4, we will discuss mmWave receiver energy
efficiency for 5G, while in Chapter 5 we will study energy efficient transmission in a multi-hop
wireless network. Moreover, due to wide span of topics addressed in this work, each chapter
will include its own separate introduction/related work sections. The rest of the thesis is
organized as follows:
• Chapter 2 discusses the power and energy efficiency of a mmWave receiver architec-
ture. A comprehensive comparison of different beamforming schemes is presented while
considering low resolution ADCs.
• Chapter 3 highlights how the availability of variable resolution ADCs can further
reduce the power consumption of a fully digital architecture.
• Chapter 4 discusses directional cell discovery and provides a comprehensive compari-
son based on access error probability, time vs power consumption trade-off and energy
consumption of different beamforming schemes.
• Chapter 5 focuses on controlled flooding of fountain codes. Considering a multi-hop
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scenario a trade-off between the amount of redundancy injected in the network and the
required number of transmissions has been analyzed.
• Chapter 6 provides the conclusions.

2
Millimeter Wave Receiver Efficiency
This chapter introduces the popular millimeter wave receiver architectures for Analog,
Digital and Hybrid combining (AC, DC and HC) schemes. Then, primarily focusing on
low resolution Analog-to-Digital Converters (ADCs), we analyze and compare the power
consumption (considering all receiver components) of Analog, Digital and Hybrid combining
architectures. We show how the power consumption of these combining schemes varies with
a change in the number of antennas, the number of ADC bits (b) and the bandwidth (B).
Moreover, we compare different ADC power consumption models, and show that for a certain
range of number of antennas, b and B, DC may actually have a comparable and lower power
consumption than AC and HC, respectively. In addition, we also show how the choice of an
appropriate beamforming scheme depends on the signal-to-noise ratio regime.
We then extend our analysis one step further and study the capacity and the energy
efficiency of Analog, Hybrid and Digital Combining (AC, HC and DC) for millimeter wave
(mmWave) receivers. We take into account the power consumption of all receiver components,
not just ADCs, determine some practical limitations of beamforming in each architecture, and
develop a performance chart that enables a comparison of different architectures at a glance.
We consider an Additive Quantization Noise Model (AQNM) to evaluate the achievable rates
with low resolution ADCs. We show that there is an optimal number of ADC bits that
maximizes the energy efficiency. Our analysis also shows that AC is only advantageous if the
channel rank is strictly one or the power constraint is very stringent. Otherwise, we show
that the usual claim that DC requires the highest power stems from a quite conservative
focus only on ADCs. Rather, considering the power consumed by all mmWave receiver
components, DC may result in a better efficiency than HC in many use-cases. Therefore,
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DC due to its versatility and the uncertainty on future mmWave conditions, seems to be the
most future-proof architecture.
2.1 Introduction
The millimeter wave spectrum (30-300 GHz), where a very large bandwidth is available,
is considered as a prime candidate to fulfill the data rate requirements of future broadband
communication [11–14,28]. However, communication at these frequency bands exhibits high
pathloss [11]. To overcome this high pathloss, spatial beamforming/combining using large
antenna arrays is considered as an essential part of a mmWave communication system.
Analog, Hybrid and Digital are the available beamforming/combining schemes for MIMO
communication systems [16]. Although a fully digital architecture, which requires a separate
RF chain per antenna element, is a popular choice in classical systems, it is not generally
considered as a viable option for large antenna arrays due to the high power consumption
of analog-digital signal processing components [17]. This is even more critical at mmWave
frequencies where the power consumption of an ADC in a receiver grows linearly with the
system bandwidth. However, multiple options exist to reduce the power consumption
1. The use of AC, which requires a single Radio-Frequency (RF) plus ADC chain, consumes
least power and is an attractive choice whenever the advantages of digital processing
techniques (mainly spatial multiplexing) are not required [18].
2. The use of HC, which performs combining in both the analog and the digital domain
with a reduced number of RF chains, at the cost of lower flexibility than fully digital
architectures [19].
3. The use of low-resolution ADCs (for example, 1 bit) while maintaining the Digital
Combining (DC) MIMO architecture [20,21].
In this chapter, we show in Section 2.2 that the general perception regarding the high
power consumption of DC is not always justified when the power consumption of all receiver
components is considered. Rather, there is a certain range of system bandwidth (suitable to
fulfill the requirements of certain key functionalities of future wireless communication) and
ADC resolution (to avoid any significant performance loss) for which DC results in a power
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consumption lower than HC and comparable to AC while providing the flexibility of digital
processing, which makes DC an attractive candidate for mmWave receiver design.
We then extend our analysis and in Section 2.3 we provide a comprehensive character-
ization of the Spectral Efficiency (SE, defined as capacity/bandwidth) versus the Energy
Efficiency (EE, defined as capacity/total power consumption) of AC, HC and DC architec-
tures for a wide variety of possible scenarios. Our results show that in a wide range of
use-cases DC may be a more attractive choice than HC in terms of both SE and EE. Pri-
marily, we argue that the popular notion that DC has the highest power consumption, based
solely on ADC power, is quite narrow. Rather, DC with low resolution ADCs may result in a
lower power consumption than HC when the power consumption of all receiver components
is taken into consideration.
2.1.1 Related Work
Recent works study energy efficient designs, particularly focusing on how the system
capacity varies as a function of the ADC resolution. In [29], the capacity of a quantized
MIMO system along with coding has been studied, while in [30] the capacity and bit error rate
for a quantized MIMO system was analyzed. In [31] a capacity lower bound for a quantized
MIMO system with Gaussian input were analyzed. However, the quantized capacity model
is only optimal at low SNR regimes. In [32], an exact nonlinear quantizer model is utilized
to evaluate the optimal capacity for a 1-bit ADC. In [33], considering a MIMO channel and
an additive quantization noise model (AQNM, an approximate model for ADCs), a joint
optimization of ADC resolution and number of antennas is studied. In a recent work [34],
the authors studied how the number of ADC bits b and the bandwidth (sampling rate) B of
ADCs affect the total power consumption for AC and DC based receivers with a stringent
power constraint such as a mobile station. They studied the optimal b and B which maximize
the capacity for AC and DC only for low power receiver design while also showing that DC
with similar power budget to AC may achieve a higher rate than AC when the channel state
information is available at the transmitter. In another recent work [35], the EE and SE for
low resolution ADC HC architecture is studied. The authors only show the advantages of a
low resolution HC with few RF chains over an infinite resolution ADC for DC and HC.
Recently, energy efficient architectures for HC are proposed [36, 37]. In [36], an energy
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efficient HC architecture has been proposed where each RF chain is only connected to a
subset of antennas. In [37], to further reduce the power consumption of a conventional HC
with phase shifters, switch based architectures are proposed, where at a particular instant
only a reduced set of antennas (equal to the number of RF chains) is selected and connected
to the RF chains. However, in both works the proposed architectures result in a lower SE
than the fully connected phase shifter architecture.
In [38,39], the SE of uplink massive MIMO with low resolution ADCs is studied, and it is
shown that few ADC bits are enough to achieve almost the same SE of unquantized MIMO,
and in [38] it is also shown that a 2-bit ADC achieves good performance for a small Rician
k-factor.
To the best of our knowledge, there is no previous work that compares the total power
consumption of AC, HC and DC based receiver design for different values of the number of
receive antennas Nr, the number of ADC bits b, and the bandwidth B. In Section 2.2, we
provide a comprehensive comparison of total power consumption of different beamforming
schemes while considering ADC power models. We also discuss the relationship of the signal-
to-noise ratio (SNR) with the ADC resolution and how it affects the choice of an appropriate
beamforming scheme.
Moreover, there are no previous works that analyze and compare AC, DC and HC for
a finite resolution ADC (i.e., quantized MIMO system), and study their trade-off in terms
of both EE and SE. In Section 2.3, we would like to highlight that our model identifies and
overcomes some limitations of previous frameworks on this topic.
• First, some works on HC benchmark their proposal against ideal unquantized DC [19,
37,48]; thus, rather than evaluating which architecture requires less power, these works
focus on how close HC performance is to ideal DC. This framework inherently assumes
that HC is preferable over low-resolution DC, whereas we show that this may not be
true in many cases.
• Second, some works do not account for some components in the HC architecture, such
as the signal splitters (SP) or phase shifters (PS) [17,19]. These components, too, have a
non-negligible power signature. Our analysis takes into account the power consumption
of all the components of the receivers as considered in the recent literature [34,37].
• Third, we take into account that system designers may express different preference
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for SE and EE. We express such preference as a multi-objective utility maximization
problem where the relative weight of SE vs EE is a free parameter. This gives new
insights on the choice between HC and DC that complements their separate analysis
in [35].
• Fourth, we consider point-to-point Downlink and Uplink scenarios to study the effect of
the number of receive antennas. The results show that for the Downlink (i.e., the case of
a mobile receiver with fewer antennas), DC outperforms HC for all levels of preference
between SE and EE. On the other hand, in the Uplink case (i.e., a base station receiver
with many antennas) DC is preferable if SE and EE have similar importance, but HC
is preferable if the operator only desires to maximize EE while accepting a degradation
in SE.
• Fifth, we observe that the power consumption figure of merit for ADCs varies 3 orders
of magnitude between different references in the literature. Likewise, the power con-
sumption of phase shifters varies 2 orders of magnitude in references. We discuss the
origin of this variation, and evaluate the three receiver architectures with two types of
component models: Firstly, we consider existing state-of-the-art devices, and secondly,
we study how the results would change with a plausible future projection of technology
improvements, based on existing hardware surveys.
• Sixth, we emphasize that the trade-off between EE and SE is critically dependent on
the component characteristics. It is incomplete to study power consumption with only
one typical set of values, even if these are very well documented in industry feedback
as in [35]. We encourage independent researchers to reproduce our analysis for their
own set of component parameters using a web tool we have made available [49]. In the
tool, our proposed analysis can be extended by the user through the specification of
any desired power consumption value for each component.
2.2 Receiver Power Consumption Comparison
In mmWave receiver design, the ADC is usually considered to be the most power hungry
block. In general, DC, which requires a number of ADCs (NADC) equal to twice the number
of receive antennas (separate ADCs for each inphase and quadrature phase signal) is typically
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Fig. 2.1. Analog Combiner. Fig. 2.2. Digital Combiner.
assumed to result in maximum power consumption, while AC with NADC “ 2 is the least
power consuming scheme. On the other hand, Hc requires NADC “ 2ˆNRF where NRF ď Nr
is the number of RF chains, and generally is assumed to have a lower power consumption
than DC.
The commonly accepted conclusion that DC suffers from high power consumption is the
result of implicitly assuming the use of high resolution and wide band ADCs, that therefore
dominate the overall power budget. However, the power consumption of an ADC is directly
proportional to the number of quantization levels and to the sampling rate. In addition, for
different beamforming schemes, a power consumption comparison only based on ADCs can
result in a different outcome with respect to what would be obtained when considering the
total power consumption, especially when the resolution and/or the bandwidth of the ADC
are not large. In this section, we compare the total power consumption (PTot) of AC, DC and
HC by considering a low power ADC (LPADC) and a high power ADC (HPADC) models,
and for different values of Nr, B and b. Our results show that
• PTot for all beamforming schemes increases with an increase in Nr, b or B;
• for fixed Nr and B, there is a maximum number of bits (b
˚) up to which DC is more
energy efficient than HC;
• for fixed Nr and b, there is a maximum bandwidth B
˚ up to which DC is more energy
efficient than HC;
• DC always has higher power consumption than AC, however, for small b and B the
difference is relatively small and therefore, in those configurations, DC may still be
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Fig. 2.3. Hybrid Combiner.
an attractive option, also in view of the much greater flexibility provided by digital
processing;
• in comparison to HC, if the ratio of NRF and Nr remains constant, b
˚ and B˚ for DC
both increase with an increase in Nr;
• the variation in b has a more significant effect at high SNR than at low SNR.
Finally, the choice of the appropriate beamforming scheme depends not only on the total
power consumption but also on the SNR regime. Although the qualitative trends among
different beamforming schemes are rather predictable, the precise quantification of these
relationships and the results presented in this section are useful to precisely characterize the
regimes where the various beamforming options are to be preferred.
2.2.1 System Model
Common mmWave receiver architectures for AC, DC and HC are shown in Figures 2.1,
2.2 and 2.3, respectively. For all schemes, it is assumed that mixing is done in RF. The total
power consumption PTot of these beamforming schemes can be evaluated as
1
PACTot “ NrpPLNA ` PPSq ` PRF ` PC ` 2PADC (2.1)
1Note that our power consumption model for analog, digital and hybrid combining schemes does not account
for the digital interface.
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PHCTot “ NrpPLNA ` PSP `NRFPPSq
`NRF pPRF ` PC ` 2PADCq
(2.2)
PDCTot “ NrpPLNA ` PRF ` 2PADCq (2.3)
where PRF represents the power consumption of the RF chain and is given by
PRF “ PM ` PLO ` PLPF ` PBBamp (2.4)
and PLNA, PPS, PC , PM , PLO, PLPF , PBBamp , PADC , and PSP represent the power con-
sumption of low noise amplifier (LNA), phase shifter, combiner, mixer, local oscillator2, low
pass filter, baseband amplifier, ADC, and splitter, respectively. In our analysis, the power
consumption of all other components except the ADC is considered independent of the system
bandwidth, whereas PADC increases linearly with B and exponentially with b [43]. Therefore,
considering Nyquist sampling rate, PADC in terms of B and b is given by
PADC “ cB2b “ cBR (2.5)
where c is the energy consumption per conversion step, and R “ 2b is the number of quan-
tization levels of the ADC. The value for c is 12.5 pJ [42] and 474 fJ [44] for HPADC and
LPADC, respectively.
2.2.1.1 PTot Comparison
A comparison of PACTot , P
HC
Tot and P
DC
Tot is shown in Figures 2.4 and 2.5 for B equal to 100
MHz and 1 GHz, respectively. In these plots, Nr is set to 16 and 64, b is varied from 1 to 10,
and NRF “ 4 for HC. Moreover, PLNA “ 39 mW, PPS “ 19.5 mW, PM “ 16.8 mW, [41], [45]
c “ 494 fJ [44], PLO “ 5 mW, PLPF “ 14 mW, PBBamp “ 5 mW [42] and PSP “ 19.5 mW.
Note that the results shown in Figures 2.4 and 2.5 are for the LPADC considered in [44]3.
In Figures 2.4 and 2.5, results show that PTot increases with an increase in Nr, B or b, as
expected. Firstly, note that AC consumes the least power for every configuration. Secondly,
DC always has some configuration for which it has a lower power consumption than HC. This
2We considered a separate local oscillitor for each RF chain as in [42].
3Similar results can be obtained by considering HPADC (with c « 12.5 pJ) as in [42], which results in a
reduced range of b or B for which DC has a lower power consumption than AC or HC. We will mention the
range of b and B for HPADC whenever necessary.
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Fig. 2.4. PTot for different beamforming
schemes vs b for B “ 100 MHz and Nr “
16, 64.
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is because PADC increases exponentially with b, and therefore for small b there is no significant
power consumption due to PADC with respect to the other components in Eq. (2.3). For
instance, an ADC with 6 bits only consumes 31.6 mW whereas a single LNA consumes 39
mW of power. This suggests that in a low bit multi-antenna receiver, the power consumption
of an LNA may be of more concern for an energy efficienct receiver design. Moreover, at
low b, the power consumption of additional components in HC, e.g., phase shifters, becomes
dominant and therefore HC may even result in a higher power consumption than DC. Note
that the value of b which results in a lower PDCTot in comparison to P
HC
Tot (for fixed NRF )
decreases with an increase in Nr and B. For instance, for Nr “ 64 and with B “ 1 GHz
and B “ 100 MHz, PDCTot is less than PHCTot up to 6 bits and 9 bits, respectively. Moreover,
similar results obtained by considering an HPADC model [42] (not shown here), show that
PDCTot always results in a higher power consumption than P
AC
Tot for the configurations used in
Figure 2.4 and 2.5. However, DC results in a lower power consumption than HC for B “ 100
MHz and B “ 1 GHz and with Nr “ 16 only for a range of b up to 5 and 2, respectively. A
further discussion on the impact of the number of bits is given in Section-2.2.2.
We next provide analytical formulas to identify B˚ and b˚ for which PDCTot is similar to
PHCTot , for a general Nr. This is useful to properly characterize the regions in which DC is to
be preferred over the HC alternative.
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2.2.1.2 Evaluation of b˚ and B˚
We now compare DC with HC, and evaluate the maximum number of bits b˚ and the
maximum bandwidth B˚ which satisfy the condition that PDCTot ď PHCTot 4.
To find the values of b˚ and B˚ that result in the same total power consumption for
HC and DC we first evaluate the intersection point of Eqs. (2.2) and (2.3). This gives the
following result
pNr ´NRF qPRF ` 2pNr ´NRF qPADC “ NrNRFPPS `NRFPC `NrPSP (2.6)
and therefore b˚ and B˚ for HC and DC can be calculated as
R “ NrpNRFPPS ` PSP q `NRFPC ´ pNr ´NRF qPRF
2pNr ´NRF qcB
b˚ “ tlog2pRqu
(2.7)
B˚ “ NrpNRFPPS ` PSP q `NRFPC ´ pNr ´NRF qPRF
2pNr ´NRF qcR (2.8)
where txu represents the floor of the variable x, i.e., the largest integer ď x. Eqs. (2.7) and
(2.8) hold for NRF ă Nr. Now if Nr Ñ8, b˚ and B˚ are given by
b˚ “
Z
log2pNRFPPS ` PSP ´ PRF
2cB
q
^
(2.9)
B˚ “ NRFPPS ` PSP ´ PRF
2cR
(2.10)
Eqs. (2.9) and (2.10) show that, for a large number of antennas, the values of b˚ and B˚
for DC are inversely related to B and b, respectively, and directly related to NRF . Moreover,
for constant PPS , PRF , PSP , c, NRF and b or B, Eqs. (2.9) and (2.10) also provide a lower
bound for b˚ and B˚, respectively, for any Nr. In addition, note that if NRF increases in
proportion to Nr, then the values of b
˚ and B˚ will increase with an increase in Nr.
A detailed analysis is shown in Figures 2.6 and 2.7, where we assume NRF “ Nr{8. This
increase in NRF in proportion to Nr ensures that the system performance comparison among
HC and DC remains the same. In Figures 2.6 and 2.7, b˚ and B˚ are plotted, respectively,
for different values of Nr while considering both LPADC and HPADC. As expected, b
˚ and
B˚ for HC and DC are higher for LPADC than for HPADC. Moreover, b˚ and B˚ increase
4Figures 2.4 and 2.5 show that DC consumes higher power than AC. Therefore, we are not further analyzing
the condition PDCTot ď P
HC
Tot
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with an increase in Nr. This is due to the dependence of NRF on Nr. This shows that large
antenna systems with DC based receivers can take advantage of a large bandwidth and/or
a higher number of ADC bits while keeping the power consumption similar to that of HC.
Moreover, by increasing the Nr{NRF ratio, the number of RF chains for a fixed Nr decreases
and therefore PHCTot decreases. This decrease in P
HC
Tot results in a reduction of b
˚ and B˚.
Moreover, note that for B “ 1.5 GHz and Nr “ 256, the DC receiver outperforms HC
when using ADCs with up to b “ 4 and b “ 8 bits for HPADC and LPADC, respectively.
These values of b are large enough not to result in any significant SNR loss compared to a
high resolution ADC, as discussed in Section 2.2.2. With these configurations, DC may be a
preferable option than HC for mmWave receiver design. It is also important to note that with
an increase in Nr it is very difficult to acquire the complete channel state information with
a fully digital architecture (i.e., DC) as it requires a very high complexity receiver design,
whereas HC decreases this complexity but at the cost of lower flexibility. Therefore, the choice
between DC and HC may also depend on flexibility and/or complexity, which are directly
related to the application requirements. The detailed study of these complexity/flexibility
issues is left as a future work. Finally, as B increases b˚ decreases (Figure 2.6) and similarly
B˚ decreases with an increase in b (Figure 2.7). This shows a trade off between the choice of
b and B, which means that for a high bandwidth receiver design b should be reduced to keep
the total power consumption within the required budget and vice versa.
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Table 2.1. η for different values of b
b 1 2 3 4 5
η 0.3634 0.1175 0.03454 0.009497 0.002499
2.2.2 ADC Bits vs SNR
We now extend our analysis to study how a change in the number of ADC bits affects
the SNR. We consider an AQNM based model as in [44]. For this model, the effective SNR
(γef ) is defined as [46]
γef “ p1´ ηqγ
1` ηγ (2.11)
where γ and γef represent the SNR of a high resolution ADC and the effective SNR of a low
resolution ADC, respectively, and η is the inverse of the signal-to-quantization-noise ratio of
the ADC, which depends on the quantizer design, the input distribution and the number of
bits b. For a gaussian input distribution, the values of η for b ď 5 are listed in Table 2.1, and
for b ą 5 can be approximated by η “ π
?
3
2 2
´2b [38].
Figure 2.8 shows how γef varies with the number of ADC bits. Each curve corresponds
to a different value of γ, where γ is varied from ´10 to 20 dB. The results show that there
is a number of bits bm after which any further increase in b will not result in a significant
increase in γef , as γef » γ for b “ bm. Moreover, they also show that bm increases as we
move from low to high SNR regime. For instance, bm for η “ ´10 dB is 3 bits, whereas for
η “ 20 dB it goes up to 6 bits. Therefore, the SNR regime which identifies bm is also directly
related to the choice of the appropriate beamforming schemes.
2.2.2.1 PTot vs γef Comparison:
To summarize the analysis and to better identify the appropriate configuration for DC,
we now show a comparison between PTot and γef for different values of b. In particular, we
combine the results provided in Figure 2.8 with those of Figures 2.4 and 2.5, and plot the
effective SNR performance γef vs. the total power consumption, PTot (where the different
points on the curves correspond to different values of b), thereby highlighting the tradeoff
between the power spent and the performance achieved.
Figures 2.9 and 2.10 show a comparison between PTot and γef for a low and high power
consumption ADC model, respectively. Results are obtained for γ “ 10 dB, NRF “ 4,
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Fig. 2.8. Change in effective SNR γef with a variation in the number of ADC bits b.
Nr “ 16 and for B “ 1 GHz and B “ 100 MHz. Markers on each curve correspond to
increasing values of b when going left to right, where b varies from 1 to 6 and from 1 to 5 in
Figures 2.9 and 2.10, respectively. Results show that an appropriate configuration for DC is
directly related to the ADC power consumption values. For instance, with LPADC (Figure
2.9), DC has lower power consumption than HC even up to 6 bits, for both B “ 1 GHz and
B “ 100 MHz. However, with HPADC, DC has a similar power consumption to HC up to 5
and 2 bits for B “ 100 MHz and B “ 1 GHz, respectively, and rapidly becomes worse as the
number of bits is increased. Note that, with 5 bits, γef is almost equal to a value which it
can attain with infinite b. Therefore, DC with LPADC is an attractive choice, and preferable
to HC for both B “ 100 MHz and B “ 1 GHz, whereas with HPADC, DC is a feasible choice
only for B “ 100 MHz.
The results also show that AC is always a better option from a power consumption
perspective. However, note that DC for both B “ 100 MHz and B “ 1 GHz with LPADC
and for B “ 100 MHz with HPADC results in approximately 30% more power consumption
in comparison to AC, and this percentage increases with an increase in B or Nr. Therefore,
for receivers with a relatively small number of antennas and low bandwidth requirements,
DC may be a preferable choice as, for a limited increase in the total power consumption, it
provides significant advantages in terms of flexibility, thanks to digital processing.
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2.2.3 Discussion
In this section, we discuss the choice of an appropriate beamforming scheme from the
device (the MS or the BS) and the communication signal (control plane or data plane)
perspective, as a function of the typical parameters of each configuration. We discuss the
choice of the beamforming scheme for the device and the communication signal separately.
In the former, we identify an appropriate beamforming scheme both at the MS and at the
BS, focusing on their different form factor and application requirements. In the latter, we
identify the preferable beamforming scheme focusing on the different bandwidth requirements
for control plane (CP) and data plane (DP) communication5.
2.2.3.1 Optimal Beamforming Scheme at the MS and at the BS
The MS and the BS can accommodate different numbers of antennas and have different
application requirements. The MS can accommodate only a small number of antennas due
to its small form factor and has simple application requirements, whereas the BS can ac-
commodate a much higher number of antennas and has typically more advanced application
requirements such as to ensure multi-user communication, etc.
2.2.3.1.1 Mobile Station To ensure the constraints of a limited power budget and a
small form factor, we assume that the MS can have at most 16 antennas (as assumed in most
5Note that all these comparisons follow from the power consumption values of the receiver components
mentioned in Section 2.2.1, and therefore the desirable configuration of any beamforming scheme may vary
with the change in the component’s power consumption values. However, the general trend among the different
beamforming schemes would remain the same, and the corresponding numerical values can be easily derived
from our general analysis in Section 2.2.1.
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works). It can be seen from Figures 2.9 and 2.10 that with Nr “ 16, the appropriate beam-
forming schemes are AC and DC. The choice between these schemes is application dependent.
For instance, during initial cell search, where the MS has to look in different angular direc-
tions to receive the synchronization signals, the formation of multiple simultaneous beams can
be advantageous and therefore justify the additional power consumption. In this case, DC
may in fact be a preferable choice than AC as it allows to form multiple simultaneous beams
which result in a lower search delay and in a reduced energy consumption, whereas with an
AC based receiver the MS has to look in all angular directions sequentially to identify the
desired BS, which will increase the initial cell search delay and the total energy consumption.
However, if the desired beamforming direction is already available and the advantages of DC
are not required (e.g., as in context information based schemes [47]), then AC can be a better
option.
2.2.3.1.2 Base Station The base station has to simultaneously serve multiple MSs and,
in contrast to the MS, can accommodate higher Nr and has a much higher power available.
For analysis, we set the minimum Nr “ 64 for the BS receiver design. Moreover, to fulfill
the requirement of serving multiple MSs, we primarily focus on the comparison of HC and
DC, as with AC at a particular instant a BS can communicate with only a single or a limited
number of MSs.
As discussed in Section 2.2.1, the choice of the appropriate beamforming scheme between
HC and DC depends not only on Nr, b and B, but also on NRF . As shown in Figure 2.6, with
LPADC model and low NRF , DC has a similar power consumption to HC up to 6 bits even
with B “ 2 GHz, which makes DC an appropriate choice with LPADC model, whereas in case
of HPADC the resultant b˚ or B˚ for DC is relatively low. Moreover, HC generally allows
to simultaneously communicate in only NRF different directions, whereas DC with the same
number of antennas can cover a much higher angular space and therefore can communicate
with a larger number of MSs. With this difference, and considering an interference free
scenario, DC can result in much higher capacity as compared to HC. However, to get the
capacity with HC similar to DC and keeping Nr fixed, we need to increase the number of RF
chains which then results in an increase in PHCTot , which corresponds to an increase in B
˚ and
b˚, which may make DC a more preferable design choice than HC even with HPADC.
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2.2.3.2 Optimal Beamforming Scheme for Control and Data
Typically, the control plane (CP) and the data plane (DP) have different data rate require-
ments. The CP has a low data rate requirement, which corresponds to a lower bandwidth,
whereas the DP requires higher B to support high data rate. From the MS perspective, a
power efficient receiver may require separate beamforming schemes for CP and DP signaling
(Figures 2.9 and 2.10). For instance, to reduce the initial cell search delay during CP sig-
naling and based on the low B requirement for CP, DC can be a preferable choice even with
HPADC. However, when the beamforming direction is already established and under the high
data rate requirements of the DP, AC may be a valid choice, especially at the MS side. On
the other hand, for BSs that have to support more advanced applications and to support
many users simultaneously, DC may be a preferable choice for both CP and DP signaling.
In the next section, we will study how the capacity and the energy efficiency of different
beamforming schemes vary with a change in the number of ADC bits.
2.3 Receiver Spectral and Energy Efficiency
In this section we study and analyze spectral and energy efficiency of a mmWave based
MIMO system. Particularly, we study the capacity and energy efficiency of analog, hybrid
and digital Combining for a millimeter wave receiver with low resolution ADCs. In our
analysis we show that
• SE in a quantized channel approaches that of an ideal unquantized channel as the
number of ADC bits grows. Moreover, as SNR increases the number of bits required to
approximate the unquantized performance also increases.
• EE is convex in the number of bits and achieves a maximum at a certain optimal
resolution that is directly related to the SNR and inversely related to the ADC power
figure of merit.
• AC achieves both the best SE and EE when the mmW channel has rank 1 and/or in
very low SNR links, and is the only viable architecture under a very stringent power
constraint.
• DC always outperforms HC in terms of SE. In some cases it also has better EE, while
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in other cases DC with 3-5 bits offers a trade-off with some more SE and only slightly
worse EE than HC. This depends critically on how pessimistic are the ADC and Phase
Shifter power models, the channel gain impact on SNR, the number of receiver antennas,
and the number of parallel RF lines in the HC architecture. There is no one-size-fits-all
universally best scheme.
2.3.1 System Model
In 5G mmWave cellular systems, a distinction is usually made between the Base Station
(BS) and the User Equipment (UE). Typical UE values are 16 antennas and 1 W power,
while typical BS values can be 64 or more antennas and 5 W power in small pico-cells, or
50 W in large macro-cells. Moreover, the system bandwidth varies from 500 MHz up to 7
GHz [34].
For our channel model, however, we simply distinguish between transmitter and receiver
roles, where each role may be played by either a BS or a UE depending on the appropriate
choice of the parameters for transmitted power and number of transmit and receive antennas.
We obtain analytical expressions for SE and EE as a direct function of the number of antennas
and of the SNR of the link, obtaining results that apply to all mmWave devices. Note that
we considered hybrid architectures and finite quantization only at the receiver, whereas we
assume that the transmitter implements ideal Digital Preprocessing (DP). This assumption
is used in related works and is the most relevant case for this work in which we study whether
AC, HC or DC perform better, due to the fact that 1) if HC outperforms DC using DP, then
the use of Hybrid Preprocessing can only make DC even worse; and 2) if DC outperforms HC
with DP then switching to HP+DC (where HP stands for Hybrid Processing) or HP+HC
to reduce Digital-Analog Converter (DAC) power consumption is never necessary, because
the power consumed by the receiver’s ADC is of more concern than that of the transmitter’s
DAC, and therefore if DC is preferable so will be DP.
We consider a point-to-point multiple input multiple output (MIMO) mmWave channel
where the transmitter is equipped with Nt antennas and the receiver with Nr antennas. The
channel has bandwidth B and a delay spread much smaller than the transmission frame
duration, so that inter-symbol interference can be disregarded or simply suppressed using a
prefix of negligible duration. Without inter-symbol interference, the received signal can then
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be expressed as [50]
y “ Hx` n (2.12)
where x and y represent the transmitted and the received symbol vectors at discrete time
instants with period 1{B, respectively, n is the i.i.d. circularly symmetric complex Gaussian
noise vector, n „ CN p0, NoIq, and H represents the Nr ˆ Nt channel matrix that varies
following a fast block-fading model that remains constant for a small number of symbols
and takes independent identically distributed values across blocks; this means that the rate
of the system is the ergodic rate (average mutual information over the realizations of H).
The mmWave channel matrix is randomly distributed following a random geometry with a
moderate number of propagation paths (order of tens) grouped in very few clusters of similar
paths (average 1.9) [14,48]
H “
d
NtNr
ρNcNp
Ncÿ
k“1
Npÿ
ℓ“1
gk,ℓarpφk `∆φk,ℓqaHt pθk `∆θk,ℓq (2.13)
where ρ is the distance dependent path-loss, Nc is the number of independent clusters, Np
represents the number of paths per cluster, gk,ℓ „ CN p0, 1q is the small scale fading associated
with the ℓth path of the kth cluster, φk and θk P r0, 2πq represent the mean angle of arrival
(AoA) and angle of departure (AoD) of the kth cluster at the receiver and at the transmitter,
respectively. The AoA and AoD of each path within each cluster vary around the mean
direction of that cluster, with a standard deviation θRMS . We represent by ∆φk,ℓ and ∆θk,ℓ
„ N p0, θ2RMSq the differential AoA and AoD of the ℓth path of the kth cluster.
Here, we model the antenna arrays at both the transmitter and the receiver as uniform
linear arrays (ULA) with adjacent antenna spacing of half the wavelength of the transmitted
signal (λ{2). Under this model, a spatial signature vector at for the transmit array can be
expressed as a function of the AoD as follows
at “ 1?
Nt
r1, ejπ sinpθq, ..., ejpNt´1qπ sinpθqsT (2.14)
where T denotes transpose, and an analogous expression characterizes the spatial signature
vector for the receiver, ar. Finally, for a 28 GHz channel, the path-loss from [51] is
ρLOSpdBq “ 61.5 ` 20 log10pdq ` ξ, ξ „ N p0, 5.8q,
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ρNLOSpdBq “ 72` 29.2 log10pdq ` ξ, ξ „ N p0, 8.7q,
where d represents the distance between the transmitter and the receiver on a straight line
while the variation of distances traversed by different paths is captured in gk,ℓ.
The parameters suggested to model 28 GHz channels in the literature [51] are Np “
20, Nc „ maxtPoissonp1.8q, 1u and θRMS „ 10o. In our evaluations, in addition to Nc „
maxtPoissonp1.8q, 1u and Np “ 20, we also consider a rank 1 channel with Nc “ Np “ 1 to
study the effect of the low rank channel matrix H on the choice of an appropriate combining
scheme.
2.3.1.1 Quantized Received signal
The rate of the quantized MIMO channel with a 1 bit ADC under an exact non linear
quantization model is shown in [32]. However, such exact non-linear models are difficult to
derive for a higher number of bits. A common approximation for the performance of quantized
systems is the lower bound for the achievable rate, obtained modeling the quantization as an
additive Gaussian noise with power inversely proportional to the resolution of the quantizer,
that is, 2´b times the receiver input power where b is the number of ADC bits. In recent
studies [34], [38], this Additive Quantization Noise Model (AQNM) has been applied to the
study of mmWave quantized signal modeling with an arbitrary number of ADC bits.
2.3.1.2 Received Signal Model with AQNM
We consider that the received signals at each antenna may be subject to some analog
processing prior to quantization. This RF-processed received signal is converted to the digital
domain by multiple ADCs (one ADC for each inphase and quadrature component for each
vector dimension). The AQNM represents the quantized version yq of the received signal
(3.1) as
yq “ p1´ ηqpHx` nq ` nq (2.15)
where nq is the additive quantization noise and η is the inverse of the signal-to-quantization
noise ratio, which is inversely proportional to the square of the resolution of an ADC (i.e.,
η92´2b). For a Gaussian input distribution, the values of η for b ď 5 are listed in Table 2.1,
and for b ą 3 can be approximated by η “ π
?
3
2 2
´2b [38]. We denote by γq the signal-to-noise
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ratio SNR of yq, given by
γq “ p1´ ηq2pHRxxHHqpp1 ´ ηq2NoI`Rnqnqq´1 (2.16)
where superscript H denotes conjugate transpose, HRxxH
H is the received signal at the
output of the quantizer, Rxx is the input covariance, No is the noise power, and Rnqnq “
ηp1´ηqpHRxxHHq`NoI [52] is the covariance of the quantization noise. Substituting Rnqnq
in (2.16) yields
γq “ p1´ ηqpHRxxHHqpNoI` ηpHRxxHHqq´1, (2.17)
and finally, in terms of the SNR of the unquantized signal (γ), γq can be written as [46]
γq “ p1´ ηqγ
1` ηγ (2.18)
At low SNR, γq can be approximated as p1 ´ ηqγ, while at high SNR and for finite bits b,
the quantized SNR γq is tightly upper bounded by minp1´ηη , γq. Note that, for a very high
resolution, η Ñ 0, and γq in (2.17) will be equal to the SNR of the unquantized signal γ.
Finally, the achievable rate of the MIMO link with an AQNM signal in (2.15) is given as
Cq “ EH
„
max
Rxx
B log2
ˇˇˇ
ˇI` p1´ ηqpHRxxHHqpNoI` ηpHRxxHHqq´1
ˇˇˇ
ˇ

(2.19)
2.3.2 Receiver Architectures
This section characterizes the achievable rates in mmWave links with three types of re-
ceiver architectures featuring quantization. For all three cases, the transmitter architecture
is considered to be always fully digital with ideal MIMO processing. We also assume the
availability of channel state information (CSI) both at the transmitter and at the receiver
and we design the MIMO processing accordingly.
The three architectures are termed Analog, Digital, and Hybrid, and represented in Fig-
ures 2.1, 2.2 and 2.3, respectively. The difference between the three architectures consists in
their different analog processing hardware prior to the ADC, which modifies the total num-
ber of RF and ADC units, and the number of digital signal dimensions that may be further
processed by digital stages.
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2.3.2.1 Analog Combining
The first architecture is Analog Combining, which is motivated by the fact that typically
ADCs are considered as the most power-hungry receiver components. Therefore, in this
architecture all multiple-antenna processing is performed in the analog domain to minimize
power consumption. The architecture in Figure 2.1 features one phase shifter per receive
antenna and an analog signal adder; together, these devices implement analog beamforming
and deliver a scalar combined signal to a one-dimensional RF and ADC chain.
The quantized received signal yq with analog combining at the receiver and digital beam-
forming at the transmitter is given by
yq “ p1´ ηqpwHr Hwtx`wHr nq ` nq (2.20)
where wt represents the digital beamforming vector at the transmitter such that ||wt||2 “ 1
andwr is the analog combining vector at the receiver with a constant amplitude per coefficient
|wr,i| “ 1{
?
Nr due to its implementation using phase shifters.
The additive quantization noise variance is given by ηp1 ´ ηqp|wHr Hwt|2P ` Noq, where
P is the average transmitter power. Finally, the ergodic rate maximization problem6 with
analog combining is given as
CAC “ EH
„
max
wr ,wt
B log2
ˆ
1` p1´ ηq|w
H
r Hwt|2P
No ` η|wHr Hwt|2P
˙
s.t. |wr,i| “ 1?
Nr
,
||wt||2 “ 1,
(2.21)
Due to the fact that CSI is available for each channel realization, and the fact that (2.21)
is a monotonic function of |wHr Hwt|2, the maximization of the ergodic rate is achieved by
maximizing this beamforming gain independently for each channel realization7.
6Notice that the achievable rates are evaluated based on a fast fading channel model (as used in [35]) which
may have practical limitations for mmWave channels due to the very short coherence time. However, capacity
evaluation based on long term channel statistics (which requires a separate system model) is left for future
work.
7Note that at a particular time instant AC can only look in a single combining direction and therefore it
requires a longer duration than DC or HC to acquire the complete CSI in all angular directions. This delay
may degrade the performance of the AC scheme. However, in this work we compute the achievable rate of
the AC scheme considering that the CSI of all angular direction is already available and therefore we are not
incorporating the loss related to the identification of the right beamforming vector(or direction). However,
note that the change in the directional beamforming vector is related to the long term channel statistics
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The transmitter beamforming vector, which has fewer constraints, can be simply assigned
the value that maximizes the gain for a given value of wr. This consists in implementing
a matched filter at the transmitter with value wt “ H
Hwr
||HHwr||2
, where the normalization is
required to satisfy the transmit power constraint.
By using the matched filter at the transmitter, we can rewrite the problem as finding the
receive beamforming vector that maximizes |wHr H|2. If wr had no per-coefficient amplitude
constraints, the optimal receive beamforming would be the eigenvector umax associated with
the largest singular value σmax of matrix H, i.e.,
umax “ arg max
wrPCNr
|wHr H|2, (2.22)
However, since the analog scheme can only alter the phase of a constant-amplitude beam-
forming vector, the exact optimal analog beamforming vector is, in turn, expressed as
w˚r “ arg max
wr:|wir|“1{
?
Nr
|wHr H|2. (2.23)
Finally, due to the fact that the problem in (2.23) is more difficult, in our model we consider
that the receiver instead settles for an approximate solution consisting in the projection of
the unconstrained optimal beamforming vector u from (2.22) to the nearest point over the
space of constant-amplitude vectors, i.e.,
w˜Hr “
1?
Nr
pe>u1max , e>u2max , . . . e>uNrmaxqT (2.24)
2.3.2.2 Digital Combining
The second architecture is Digital Combining, which is motivated by the fact that digital
MIMO processing has in general fewer constraints and can achieve higher gains. Therefore,
in this architecture all multiple-antenna processing is performed in the digital domain to
maximize the rate. The architecture in Figure 2.2 features no analog processing; each antenna
directly delivers its received signal to a dedicated RF and ADC chain. A quantized signal with
Nr dimensions is processed by a Digital MIMO processor that allows the spatial multiplexing
of up to Ns ď minpNt, Nrq symbol streams. The quantized received signal with digital
whereas we evaluate the achievable rates considering a fast fading channel. Therefore, the loss associated with
the selection of the right beamforming vectors can be negligible.
2.3. Receiver Spectral and Energy Efficiency 31
combining is given as
yq “ p1´ ηqpWHr HWtx`WHr nq `WHr nq (2.25)
where Wr and Wt are the digital combining and beamforming matrices, respectively. Note
that, as combining is performed after quantization, the DC matrix also multiplies the quanti-
zation noise. To calculate the supremum achievable rate with DC, we design the beamforming
and combining matrices corresponding to the singular value decomposition of the channel ma-
trix i.e., H “ UΣVH , where U and V are the left and right singular matrices, respectively,
and Σ is a diagonal matrix with the singular values. Now, by applying a transmit beam-
forming matrix Wt “ V and receive combining matrixWr “ UH , Eq. (2.25) can be written
as
yq “ p1´ ηqpUHUΣVHVx`UHnq `UHnq
“ p1´ ηqpΣx`UHnq `UHnq
(2.26)
Finally, we allocate the transmit power across the singular values of Σ using the water filling
algorithm, and the rate with DC results in
CDC “ EH
„
max
Rxx
B log2 det
ˇˇˇ
ˇI` p1´ ηqΣRxxΣHpNoI` ηUHdiagpUΣRxxΣHUHqUq´1
ˇˇˇ
ˇ

(2.27)
where the input covariance matrix that maximizes the rate for each channel realization,
Rxx, appears also in the noise term. This means that with b bits the optimal pRxxq˚b is
not exactly the same as the optimal for the unquantized channel, pRxxq8˚, calculated using
the water-filling algorithm. However, as the number of quantization bits grows we have
limbÑ8pRxxq˚b “ pRxxq8˚. Therefore, in our DC model we use a near-optimal water-filling
input distribution that lower bounds the achievable rates for DC and approaches the optimal
as b increases.
At low SNR, the waterfilling algorithm allocates all the power to the maximum singular
value, and therefore the beamforming and combining vectors are just the right and left
singular vectors (vmax and umax) corresponding to the maximum singular value, respectively.
This shows how the optimal number of spatial streams, Ns, may be smaller than minpNt, Nrq;
compared with AC, which only provides beamforming gain, DC can provide the advantages
of both spatial multiplexing gains at high SNR and beamforming power gains at low SNR.
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Although DC achieves a rate similar to AC at low SNR, the former is always better than
the latter, due to the fact that the DC architecture does not impose constant-amplitude
constraints in the receive combining vector. The rate with DC as SNRÑ 0 is given as
CDC
SNRÑ0“ EH
„
B log2
ˆ
1` p1´ ηq|u
H
1 Hv1|2P
No ` η|uH1 Hv1|2P
˙
(2.28)
2.3.2.3 Hybrid Combining
The third architecture is Hybrid Combining, which is motivated by the high rate and
the low power consumption of Digital and Analog combining architectures, respectively, and
tries to strike a balance between the two. The architecture in Fig. 2.3 features an analog
processing stage with multiple banks of phase shifters, each with an independent analog
adder, RF and ADC chain. The analog processing reduces the dimensions of the received
signal to a numberNRF greater than one (analog case) but smaller thanNr (digital case). The
analog processed signal with NRF dimensions is quantized and digitally processed allowing
the spatial multiplexing of up to Ns ď minpNt, NRF q ď Nr symbol streams. The quantized
signal with HC is given by
yq “ p1´ ηqpWHBBWHRFHWtx`WHBBWHRFnq `WHBBnq (2.29)
where WRF and WBB are the RF and the baseband combining vectors, respectively. Let
ne “ WHRFn represent equivalent receiver noise, He “ WHRFH represent an NRF ˆ Nt
equivalent channel matrix, and He “ UΣVH represent its singular value decomposition.
The digital baseband combiner may be set to WBB “ UH , and its corresponding transmit
beamformer to Wt “ V, which leaves the quantized signal in (2.29) written as
yq “ p1´ ηqpΣx `UHneq `UHnq (2.30)
Similar to the analog case, the design of WRF is affected by the phase shifter with constant
amplitude constraints. The unconstrained optimization should maximize the result of a
water-filling over the NRF singular values of the equivalent channel He “ WRFH, and
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results in the following optimization problem
WidealRF “ arg max
WRF PCNrˆNRF
maxř
pi“P
ÿ
SpWRFHq
σ2i pi, (2.31)
where SpWRFHq denotes the spectrum of the matrix and σ2i is the ith eigenvalue. However,
the analog processors can only alter the phase of constant-amplitude values of WRF . This,
in turn, is expressed as
W˚r “ arg max
WRF :|W ijr |“1{
?
Nr
maxř
pi“P
ÿ
SpWRFHq
σ2i pi. (2.32)
However, the latter optimization poses a number of issues. First, the selection of the best
beamforming matrix in (2.32) is not a linear problem because the target function contains a
power allocation. Second, the formulation of (2.32) satisfies the norm constraints but does
not satisfy the semi unitary constraints of the hardware. Therefore, to satisfy both norm and
semi unitary constraints we select WRF using a practical approximate solution by using an
alternate projection method [53]. The procedure is summarized in Algorithm 1 and consists in
an alternate-projection iterative method. The algorithm starts by generating a semi unitary
matrix WSU , which is equal to the first NRF vectors of the left singular matrix of H. In the
next step, the RF combining matrix W˜RF is generated such that the corresponding elements
have similar phase as that ofWSU but with constant normalized amplitude. In the next step,
W˜RF is again projected back to the semi unitary matrix WSU . The process continues until
the algorithm converges (i.e., the matrix coefficients change less than a small step threshold
value). The convergence properties of the algorithm are studied in [53]. This results in a
Algorithm 1 Alternate projection method for design RF combining matrix for HC
Initialize WSU = [u1 . . .uNRF ] P U,where H “ UΣVH
while not converging do
[W˜RF sij “ 1?Nr exppj>rWSU sij), @i, j
WSU “ pW˜RFW˜˚RF q´
1
2W˜RF
end while
similar yq as obtained with DC in (2.26). However, U has a dimension of NRF instead of
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Nr, due to the limited number of RF chains. The achievable rate with HC is given as
CHC “ EH
„
max
Rxx
B log2 det
ˇˇˇ
ˇI` p1´ ηqΣRxxΣHpNoI` ηUHdiagpUΣRxxΣHUHqUq´1
ˇˇˇ
ˇ

(2.33)
Although the two rate expressions for DC and HC are similar, the rate of HC is upper
bounded by the rate of DC due to the fact that the selection ofWRF is subject to a constant
amplitude constraint associated with the analog combiners. We also point out that in our
formulation we use infinite-resolution phase shifters for AC or HC, whereas in practice only
finite-resolution quantized phase steps are employed. Therefore, the rates achieved following
(2.21) and (2.33) are in fact greater than what would be obtained with a quantized phase
shifter constraint.
Lastly, note that as was the case with DC, the input covariance matrix that maximizes the
HC rate with b bits, pRxxq˚b , is not that which is calculated with the water-filling algorithm,
pRxxq8˚. This means that our implementation using water-filling is slightly lower than the
maximal rates achievable with a HC scheme in (2.33). Nevertheless, our comparison between
DC and HC remains valid due to the fact that we apply a simplification of the same type to
both models and, since the simplification is worse for low b and we are primarily interested
in when DC with a few bits outperforms HC with many bits, in fact this simplification is
slightly skewed in favor of HC.
2.3.2.4 Spectral Efficiency Calculation
We compare the average achievable rates for AC, DC and HC mmWave links as a function
of the number of ADC bits. Figures 2.11 and 2.12 show the rate vs ADC bits when the
number of propagation clusters and paths per cluster pNc, Npq are p1, 1q for an ideal rank 1
channel, and when they are pPoissonp1.8q, 20q for a more realistic channel model as in [51],
respectively. We evaluate the theoretical integrals for the averages of Eqs. (2.21), (2.27),
and (2.33) using the Monte-Carlo numerical integration method with 1000 realizations of the
channel distribution per point. We consider Nt “ 64, Nr “ 16, NRF “ 4, bandwidth B “ 1
GHz, and a total transmit power of 30 dBm. We show results for ´20 and 0 dB SNR not
including antenna gain, which corresponds to an approximate communication range of 100
m for NLOS and LOS, respectively.
In both figures we can see that, for all architectures, the rate grows up to a certain number
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Fig. 2.11. Achievable rate vs ADC bits com-
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Fig. 2.12. Achievable rate vs ADC bits com-
parison for AC, DC and HC schemes for
pNc, Npq “ pPoissonp1.8q, 20q.
of ADC bits and saturates afterwards, so that a further increase in b does not improve the
SNR of the quantized signal. The threshold appears later when the unquantized signal SNR
(γ) is higher, and more bits are necessary to reach saturation.
The results show that the DC architecture outperforms the other schemes for both cases
of propagation paths. This is due to the fact that DC does not have constant amplitude
constraints in the beamforming coefficients. Moreover, in the case of pNc, Npq “ p1, 1q,
i.e., if the channel has rank 1, spatial multiplexing is not possible, and AC can perform
similarly to HC or DC, but only for a high number of ADC bits. In the opposite case, for
pNc, Npq “ pPoissonp1.8q, 20q, AC achieves significantly lower rates at high SNR because it
cannot exploit spatial multiplexing, unlike HC and DC. At low SNR, AC is closer to HC and
DC because the water-filling algorithm concentrates all the power in one eigenvalue and there
is no multiplexing gain anyways. This shows that the appeal of AC schemes is strongest for
single-path sparse propagation environments and low-SNR links. Finally, even though HC
exploits spatial multiplexing, its rate is always slightly lower than DC due to the constant
amplitude constraint of the RF combining matrix (WRF ) and also to the fact that DC’s
spatial multiplexing gain is not upper bounded by NRF .
2.3.3 Energy Efficiency Analysis
Looking only at rate, the straightforward choice for a mmWave receiver design would
be a fully digital architecture (i.e., DC), which can exploit the maximum advantages of
both beamforming and spatial multiplexing techniques, outperforming AC and HC. However,
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Table 2.2. Power consumption of each device
Device Notation Value
Low Noise Amplifier (LNA) [41] PLNA 39 mW
Splitter PSP 19.5 mW
Combiner [41] PC 19.5 mW
Phase shifter [54,55] PPS 2 mW or 0
Mixer [45] PM 16.8 mW
Local oscillator [37] PLO 5 mW
Low pass filter [37] PLPF 14 mW
Base-band amplifier [37] PBBamp 5 mW
ADC PADC cB2
b
generally, these advantages of DC are tied to a higher power consumption at the receiver.
Thus, although DC results in the maximum achievable rates, it may not be an energy efficient
receiver option.
In particular, in the large bandwidth operation expected at mmW, the ADC is usually
considered to be the most power hungry block and thus the power consumption of DC is
penalized by its high number of ADCs (NADC), equal to twice the number of receive antennas.
In comparison, AC, only requiring 2 ADCs, would be the the least power consuming scheme,
and HC, requiring NADC “ 2 ˆ NRF , is generally assumed to have a power consumption
in-between AC and DC.
Nonetheless, looking only at the ADC, and disregarding the power consumption of other
analog components that are not necessary for DC, may be misleading. Particularly, if the
power consumption of phase shifters and analog combiners is non-negligible, HC may be
penalized due to the fact that it requires a large number (up to NRF ) of both analog blocks
and ADCs at the same time.
In this section we develop a detailed study of the EE of the three architectures, defined
as
EE “ Cq
PTot
(2.34)
where Cq is the achievable rate of the quantized signal corresponding to different combining
schemes and PTot is the total power consumption of the mmWave receiver design correspond-
ing to analog, digital and hybrid combining architectures.
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Table 2.3. ADC power per sample and per level, c
Scenario Value Generation
LPADC 5 fJ/step/Hz Ideal future value
IPADC 65 fJ/step/Hz Intermediate Power (Recently proposed)
HPADC 494 fJ/step/Hz State of the art
2.3.3.1 Power Consumption Model
The devices required to implement each mmWave receiver architecture are displayed
in Figures 2.1, 2.2 and 2.3, respectively. The total power consumption PTot of AC, HC
and DC schemes is evaluated by the expressions shown in Equations (2.1), (2.2), and (2.3),
respectively. The component power consumptions are detailed in Table 2.2. The power
consumption of all components except the ADC is independent of the bandwidth B and the
number of bits b, whereas PADC increases exponentially with b and linearly with B and with
the ADC Walden’s figure of merit c [43] (the energy consumption per conversion step per
Hz).
It must be noted that, depending on the choice of power values for each component, our
model may give a different outcome about whether HC or DC performs better. For example,
if we used a very high ADC Walden’s figure of merit, e.g., 12.5 pJ/step/Hz as in [42], we
would heavily penalize DC, giving an unfair advantage to HC. Likewise, if we considered a
very high Phase Shifter power consumption, such as 19.5 mW in [41], we would be similarly
giving an unfair advantage to DC.
In this work we have selected two reasonable component power consumption models that
we approximately identify with two generations of technology, current and upcoming. The
considered ADCs Walden’s figure of merit is detailed in Table 2.3.
• The High Power ADC (HPADC) model is based on an existing device that supports
sampling at Gs/s and has been referenced in related literature such as [34]. In order to
give Phase Shifters appropriate power consumption values, we pair the existing ADC
model with an existing PS model with PPS “ 2 mW, referenced in [54].
• The Low Power ADC (LPADC) model considers a likely future best-case scenario de-
duced from the hardware survey in [56]. Likewise, we pair this “best case future sce-
nario” with a best case phase shifter model, with negligible power consumption „ 0
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2.3.3.2 Energy Efficiency Calculation
We analyze the EE of each receiver architecture using the power values per component
defined in Tables 2.2 and 2.3. We show the EE vs number of ADC bits in the HPADC
scenario for two SNR values, ´20 dB and 0 dB, when the number of propagation clusters
and paths per cluster pNc, Npq are p1, 1q and pPoissonp1.8q, 20q, in Figures 2.13 and 2.14,
respectively. In this analysis we have considered a mmWave antenna array with Nt “ 64,
and Nr “ 16, a hybrid scheme with NRF “ 4, and a channel with bandwidth B “ 1 GHz.
The plots show that all combining schemes have an optimal number of ADC bits which
results in a maximum EE, with EE increasing for b lower than the optimal, and decreasing
for any further increase of b above the optimal. The optimal point is influenced by both the
flat saturation of rate as a function of b, which depends on SNR, and by the exponential
increase in ADC power consumption with b.
Comparing the three receiver architectures, we note that surprisingly DC offers the highest
EE of the three schemes with a HPADC model in a dense multi-path environment with high
SNR (Figure 2.14 for 0 dB) whereas AC achieves highest EE in case of a single cluster/single
path scenario or low SNR (Figure 2.13 and Figure 2.14 for ´20 dB). Note that DC EE decays
rapidly when b is beyond the optimal, and thus HC outperforms DC when both have a high
number of bits. However, it is incorrect to extrapolate from this that HC always outperforms
8ADC power values are rapidly changing, and we consider the extreme cases of well-established HPADC [34]
and future LPADC [56]. Very recently a new Intermediate Power ADC (IPADC) has been proposed in [57],
given this dynamic situation, we complement our study with a method and a web visualization tool so that
researchers can reproduce the charts and easily bring in the advances in ADC technology to our model.
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DC. Also note that in Fig. 2.14 at high SNR, DC has higher EE than other schemes up
to 6 bits, and this number of bits is high enough to avoid any noticeable degradation in SE
(see Fig. 2.12). We also mention that the number of ADC bits also affects the choice of the
modulation scheme, for instance ADCs with only 1 or 2 bits cannot support higher order
modulation schemes such as 64-QAM, which may also result in a reduction of the achievable
rate compared to a high resolution ADC.
Comparing the SNR across the same architecture, we observe that the rate saturation
occurs at a higher number of bits when SNR is larger, and therefore the optimal number of
bits increases with SNR. Moreover, when the SNR is low, AC has better performance than
HC and DC, due to the fact that at low SNR the water-filling algorithm focuses all the power
in a single singular value of the channel and HC and DC do not exploit spatial multiplexing
gains.
It must be noted that the DC receiver with highest EE and the receiver with the highest
SE do not have the same number of bits. For this reason, in the next section we develop a
framework to compare receivers in the two dimensions.
2.3.4 Trade-off Analysis and Effect of Parameters
In this section, we develop the full two-dimensional SE and EE comparison of DC, HC,
and AC receiver architectures. To this end, we create comparison charts that represent the
EE and the SE of each receiver design, making it possible to study the choice of appropriate
receiver schemes for different needs, and to observe the trade-off between the two metrics.
We write EE as a function of SE as
EE “ B ˆ SE
Po ` PaNr ` 2NrPADC
paq“ SEpPo ` PaNrq{B ` 2Nrc2b
pbq» SE
pPo ` PaNrq{B ` 2Nrc
b
2
π
?
3
γ
p1`γq2´SE´1
(2.35)
where we denote by Po the power consumption of all fixed receiver components and by Pa the
power consumption of all per-antenna analog receiver components except ADCs, (a) comes
from PADC “ cB2b in Table 2.2 and (b) comes from combining (2.18) and η » π
?
3
2 2
´2b.
This expression displays three behavior regimes:
1. At pPo ` PaNrq{B " 2Nrc
b
2
π
?
3
γ
p1`γq2´SE´1 EE grows linearly with SE.
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2. At pPo ` PaNrq{B » 2Nrc
b
2
π
?
3
γ
p1`γq2´SE´1 a transition occurs.
3. At pPo ` PaNrq{B ! 2Nrc
b
2
π
?
3
γ
p1`γq2´SE´1 EE decreases exponentially with SE.
In order to know whether a receiver architecture is better or worse than another, we must
look at the SE and EE around the transition point in regime 2. For the sake of a simple
discussion let us consider Po ! NrPa and focus on the term NrPa. We can calculate a point
in the transition regime S˜E by solving the equation Pa{B “ 2c
b
2
π
?
3
γ
p1`γq2´S˜E´1 , which
may be rewritten as S˜E “ log2 γ`1
γ` 2
π
?
3
r Pa2Bc s2
. Ideally we would be interested in finding some
optimal SE˚ that maximizes EE in (2.35). However, note that if SE is much higher or lower
than S˜E the system would behave in regimes 1 and 3, respectively, whereas SE˚ belongs to
regime 2 by definition. Therefore, we can obtain some general insight about SE˚ through its
similarity to S˜E.
Let us compare two receivers with SNRs γp1q and γp2q and analog RF chain power con-
sumptions P
p1q
a and P
p2q
a . Let us define a difference in parameters ∆P 2a “ pP p2qa q2 ´ pP p1qa q2,
and define the required SNR difference ∆γ˚ “ γp2q ´ γp1q such that receiver #2 achieves a
greater or equal value in S˜E than receiver #1.
∆γ˚ “ pγ
p1q ` 1qppP p2qa q2 ´ pP p1qa q2q
pP p1qa q2 ´ π
?
3
2 pBcq2
(2.36)
where we observe that if Walden’s figure of merit c is low, a higher SNR is required to achieve
the same SE in a receiver with the optimal EE. However, if c is high, ∆γ˚ changes sign and
is negative. This means that the value S˜E » SE˚ to maximize EE decreases, and that fewer
bits are used in the optimal ADC configuration. But since the use of fewer bits increases the
quantization noise, such a system can operate with a lower unquantized SNR without losing
performance. In summary, switching from DC to HC can produce a significant gain or a
significant loss depending critically on the component parameters and preference of EE over
SE. This calls for an analytic framework that optimizes both EE and SE at the same time.
For each architecture, we plot a curve in a chart representing the evolution of its SE
versus EE performance as the number of ADC bits b increases from 1 to 8, at increments
of 1. The highest points in the chart correspond to highest SE and the rightmost points in
the chart correspond to highest EE. Generally speaking, the closer a point to the top-right
corner, the better. However, this guideline is not precise enough to fully describe the needs
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of receiver designers. Thus, we construct a multi-objective utility optimization interpretation
of the charts that allows to describe all the points of interest in the graph quantitatively. For
this we consider a free parameter α P r0, 1s that represents the receiver designer’s preference
between higher EE and higher SE. The “receiver utility” according to the designer’s preference
can be expressed and maximized as
U “ max
tHC,DC,ACu
max
bPt1...8u
αEE` p1´ αqSE (2.37)
Clearly, with α “ 0 the above problem maximizes SE, and with α “ 1 it maximizes EE.
Moreover, the above problem is easy to solve due to the small size of the exploration set, so
we can obtain the solution for all values in the range α P r0, 1s. The set of solutions obtained
for all values in the range of α correspond to all the receiver designs that designers with
different preferences would choose. Hence, receivers not in the set of feasible solutions would
never be of use. In the following SE-vs-EE charts, we have highlighted the points that are
possible utility maximization solutions with a circle.
In this analysis, we observe the SE vs EE trade-off between AC, HC and DC for both the
Downlink and the Uplink scenarios. We first compare the performance of different beamform-
ing schemes both in the high and the low SNR regimes. We then investigate the dependence
of the SE vs EE trade-off results on the component parameters (ADC and the phase shifter
power consumption). Finally, we study how the behavior of HC varies with a change in NRF .
2.3.4.1 Uplink-Downlink differences at high SNR
We now investigate the SE vs EE trade-off for AC, DC and HC schemes consider-
ing both the Uplink and the Downlink scenarios. For both scenarios, we set pNc, Npq “
pPoissonp1.8q, 20q, and NRF “ 4. For the Downlink, we set Nt “ 64 and Nr “ 16, whereas
for the Uplink, Nt “ 16 and Nr “ 64.
Figures 2.15 and 2.16 show the SE vs EE trade-off in the high SNR regime for the Downlink
and the Uplink scenarios, respectively. In the charts we observe that as b is increased, the
curves first reach upward and right, and then wrap around and EE returns to the left corner
while SE continues increasing. This is consistent with the analysis of (2.35).
Each curve can be interpreted as an “achievable region” where receivers of each type can
operate. The larger the area covered by a curve, the more versatile the corresponding receiver
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Fig. 2.15. SE vs. EE comparison in high
SNR regime for AC, DC and HC schemes for
a Downlink scenario with a HPADC model,
and with pNc, Npq “ pPoissonp1.8q, 20q.
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Fig. 2.16. SE vs. EE comparison in high
SNR regime for AC, DC and HC schemes for
an Uplink scenario with a HPADC model,and
with pNc, Npq “ pPoissonp1.8q, 20q.
design. Moreover, the points maximizing (2.37) for different values of α are highlighted.
Note that the number of bits that maximize SE may not maximize EE. For instance, in
Figure 2.15 the circled point in the left top corner maximizes SE (α “ 0) corresponds to
b “ 8, whereas the circled point in the right top corner maximizes EE (α “ 1) corresponds to
b “ 5. Notice also that the number of bits which maximizes for different combining schemes
may not be the same, i.e., AC, HC, and DC achieve maximum EE with b “ 7, 6 and 5,
respectively.
In the charts we observe that, for Downlink, DC dominates other schemes. Note that DC
with 4 or 5 bits consumes lower power than the HC scheme (for any number of ADC bits)
while achieving better EE than AC or HC and also achieving higher SE.
Note that in Downlink the receiver is equipped with only Nr “ 16 antennas. The power
consumption increases in Uplink where the receiver has Nr “ 64 antennas. This increase
affects all schemes but is more severe for DC. Uplink HC with 6-8 bits achieves better (or
equivalent) EE than DC with any number of bits, but only HC with 7 bits is actually selected
for its utility, whereas DC is used not only for the highest SE (b “ 8), but also at many
points with a good EE (b “ 5, 6) that meet the utility-maximization criteria depending on
the designer preference parameter α P r0, 1s.
Finally, a constant device power consumption reference grid has been added to the chart
(diagonal dotted lines). For a given power constraint, only points below the corresponding
rule in the grid may be selected. In Downlink, only AC is a viable receiver below 1 W,
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Fig. 2.17. SE vs. EE comparison in low
SNR regime for AC, DC and HC schemes for
a Downlink scenario with a HPADC model,
and with pNc, Npq “ pPoissonp1.8q, 20q.
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Fig. 2.18. SE vs. EE comparison in low
SNR regime for AC, DC and HC schemes for
an Uplink scenario with a HPADC model, and
with pNc, Npq “ pPoissonp1.8q, 20q.
whereas above 1 W DC outperforms the other schemes. In Uplink, only AC is viable below 3
W. In the range 3´ 5 W, HC presents a better choice. Finally above 5 W, DC outperforms
HC again. Thus, surprisingly, DC is a better receiver for both smaller devices (such as a UE
with 1-3 W) and larger devices (such as a macro cell BS with 6-50W), while HC is better
for mid-range power devices (such as a pico cell BS with 3 ´ 5W). In devices below 1 W
AC should be used. Note that these observations apply only to receivers fabricated with
the component consumption values listed in Tables 2.2 and 2.3. Engineers should generate
charts for their own components following the example in this paragraph and using the tool
available at [49].
Note that we consider high SNR where HC and DC schemes exploit spatial multiplexing
gains and are significantly better than AC. Moreover, we consider the HPADC scenario with
existing ADC and PS device models. Finally, we only consider NRF “ 4 in the HC scheme,
where an improved EE can be achieved with fewer RF chains, at the cost of SE, and since
the channel can support higher spatial dimensions, up to minpNt, Nrq “ 16, the SE can also
be augmented by increasing NRF . We investigate the impact of all these parameters in the
following sections.
2.3.4.2 Uplink-Downlink differences at Low SNR
The performance trade-off of AC, HC, and DC schemes in low SNR regime for the Down-
link and the Uplink is shown in Figures 2.17 and 2.18, respectively.
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Fig. 2.20. SE vs. EE comparison for
AC, DC and HC schemes for an Uplink sce-
nario with a LPADC model with pNc, Npq “
pPoissonp1.8q, 20q and NRF “ 4 for HC.
We note that at low SNR (and both in the Downlink and Uplink scenario) water-filling
concentrates all the transmitted power in one single strongest dimension (singular value)
of the channel. Thus, low-SNR links with water-filling become effectively rank-1 channels,
which were shown in Subsection 2.3.2.4 to achieve very similar SE with AC, HC and DC for
a sufficient number of bits. HC and DC cannot exploit any multiplexing gain and have a
fairly small difference in SE compared to AC, so AC with its simpler hardware displays much
better energy efficiency and covers a wider area towards the right.
The relation between HC and DC follows a similar trend as what was observed in the
high SNR case, with the addition of a point of the AC architecture being added to the set of
solutions to the multi-objective utility maximization for the maximal values of EE.
2.3.4.3 Improvement of ADC and Phase Shifter Power Model
Now we study the influence of the component characteristics, and particularly ADC and
Phase Shifter power consumption, on the EE vs SE trade-off. We improve the HPADC model
employed in Subsection 2.3.4.1, where we considered state of the art devices with parameters
c “ 494 fJ and PPS “ 2 mW. Now, we introduce a “reasonable best-case future evolution”
set of values considering that the Walden’s figure of merit of the ADC can improve up to 5
fJ [56] and the Phase Shifter power consumption can be reduced almost to zero, PPS „ 0 [55].
Figures 2.19 and 2.20 show the SE vs EE plot with the improved component characteristics
for the Downlink and the Uplink scenarios, respectively. The charts show that, in general,
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EE is improved after switching to better ADC and PS parameters. In all schemes, the ADCs
power consumption is so low that, in the considered range, the lines do not twist at some
optimal number of bits, after which EE starts decreasing. Instead, for b ď 8, EE always
increases with b and the lines are nearly straight. This improvement of EE is better exploited
by DC, which dominates HC completely in Downlink, whereas in Uplink achieves significantly
greater SE with very slightly worse EE than HC. Still, HC is selected if maximal EE is desired.
If we compare schemes point-to-point at the same number of bits, DC combining always
performs better than HC for the same value of b. However, if we make a comparison based
on a fixed SE value, for instance SE = 40 bps/Hz, then HC with 8 bits would be a better
choice than DC with 4 bits in Uplink scenarios.
Note that in the utility maximization combining SE and EE, again DC is superior in the
Downlink while both HC and DC are possible choices in the Uplink scenario on similar terms
as in previous sections. However, all points of interest are so close to one another that the
SE-vs-EE trade-off is rendered nearly irrelevant by the ADC technology improvement. Thus,
for the rest of our analysis below we only focus on the HPADC component model.
2.3.4.4 RF chains comparison
We now observe the effect on the SE vs EE trade-off for HC as the number of RF chains
is changed. Increasing NRF increases SE but also the power consumption, potentially leading
to a drop in EE. We compare the performance for both the Downlink and the Uplink while
considering both the high and the low SNR regime.
Figures 2.21 and 2.22 show the SE vs EE trade-off for the Downlink in the high and
in the low SNR regimes, respectively. At high SNR, an improvement both in SE and in
EE is observed by increasing NRF from 2 to 4, i.e., EE is improved from 15 Gbits/J to
19 Gbits/J whereas SE is improved from 22 bits/s/Hz to 32 bits/s/Hz. This is due to the
fact that NRF “ 2 is not sufficient to fully exploit all spatial multiplexing gains available in
the channel. Thus, SE increases much more than the power consumption, and as a result
EE improves. However, a further increase in NRF only improves SE slightly and EE starts
decreasing because a spatial multiplexing gain greater than 4 is much less likely in the random
channel with pNc, Npq “ pPoissonp1.8q, 20q. Also note that DC is indifferent to the number of
RF chains and provides all the best SE and EE multi-objective utility maximization solutions
46 Chapter 2
0 5 10 15 20 25
0
10
20
30
40
50
60
1W
3W
5W10W20W50W
Energy Efficiency (Gbits/J)
S
p
e
c
tr
a
l 
E
ff
ic
ie
n
c
y
 (
b
it
s
/s
/H
z
)
 
 
HC (N
RF
=2), (SNR = 0 dB)
HC (N
RF
=4), (SNR = 0 dB)
HC (N
RF
=8), (SNR = 0 dB)
HC (N
RF
=10), (SNR = 0 dB)
DC (SNR = 0 dB)
Downlink, High SNR and HPADC
Fig. 2.21. SE vs. EE comparison in high
SNR regime for AC, DC and HC schemes
for a Downlink scenario with a HPADC
model with pNc, Npq “ pPoissonp1.8q, 20q and
NRF “ 2, 4, 8, 10 for HC.
0 2 4 6 8 10
0
2
4
6
8
10
12
14
16
1W
3W
5W10W20W50W
Energy Efficiency (Gbits/J)
S
p
e
c
tr
a
l 
E
ff
ic
ie
n
c
y
 (
b
it
s
/s
/H
z
)
 
 
HC (N
RF
=2), (SNR = −20 dB)
HC (N
RF
=4), (SNR = −20 dB)
HC (N
RF
=8), (SNR = −20 dB)
HC (N
RF
=10), (SNR = −20 dB)
DC (SNR = −20 dB)
Downlink, Low SNR and HPADC
Fig. 2.22. SE vs. EE comparison in low SNR
regime for AC, DC and HC schemes for a
Downlink scenario with a HPADC model with
pNc, Npq “ pPoissonp1.8q, 20q and NRF “
2, 4, 8, 10 for HC.
ranging from 5 to 8 bits.
At low SNR, there is no significant spatial multiplexing advantage, and therefore HC
seems to perform better with NRF “ 2. Thus, the optimal number of RF chains is SNR
dependent, a troublesome handicap for HC since usually the same hardware is built in all
devices and has to be able to operate at different distances in a network. The only scenario
where HC achieves EE similar to DC is with NRF “ 2 and under low SNR, whereas at
high SNR the same scheme has a 35% lower EE with HC than with DC. Therefore, another
advantage of DC is the ability to adapt digital signal processing to varying channel conditions,
which suggests that DC may be a preferable option in the Downlink.
Figures 2.23 and 2.24 show the SE vs EE trade-off for the Uplink in the high and in the
low SNR regimes, respectively. Here we considered NRF “ 2, 4, 8 and 12. The curves for the
Uplink follow a similar trend as what was observed for the Downlink scenario, i.e., there is an
optimal number of RF chains which maximizes the SE vs EE trade-off and a further increase
in NRF decreases EE while SE remains nearly the same. At high SNR, NRF “ 8 achieves
the best SE vs EE trade-off whereas at low SNR NRF “ 4 performs best. Note that in the
Uplink with either NRF “ 4 or 8, HC with the optimal NRF achieves better EE than DC
in both low and high SNR regimes and the multi-objective utility maximization does switch
between DC (when greater SE is preferred) and HC (when greater EE is preferred). Again,
the problem of SNR dependence in the selection of the number of RF chains negatively affects
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the versatility of HC.
2.4 Conclusions
In this chapter, we studied and analyzed the performance of popular millimeter wave
receiver architectures based on analog, digital and hybrid combining schemes. We compared
these combining architectures focusing on low resolution ADCs and taking into account the
power consumption of all receiver components. Results showed that the common perception
regarding high power and high energy consumption of DC is not always justified. Rather,
there are many use-cases where DC results in a better power, spectral and energy efficiency
than other combining schemes. Particularly, DC with fewer ADC bits than HC shows a
better spectral efficiency vs energy efficiency trade-off. However, a comparison with the same
high number of ADC bits results in favor of HC. Moreover, AC is only favorable for single
dominant path channels or devices with stringent power constraints. We also showed that
there is an optimal number of bits that maximizes the energy efficiency.

3
Bit Allocation in Variable Resolution ADCs
In future high-capacity wireless systems based on mmWave or massive multiple input
multiple output (MIMO), the power consumption of receiver Analog to Digital Converters
(ADCs) is a concern. Although hybrid or analog systems with fewer ADCs have been pro-
posed, fully digital receivers with many lower resolution ADCs (and lower power) may be a
more versatile solution. In this chapter, focusing on an uplink scenario, we propose to take
the optimization of ADC resolution one step further by enabling variable resolutions in the
ADCs that sample the signal received at each antenna. This allows to give more bits to
the antennas that capture the strongest incoming signal and fewer bits to the antennas that
capture little signal energy and mostly noise. Simulation results show that, depending on
the unquantized link SNR, a power saving in the order of 20-80% can be obtained by our
variable resolution proposal in comparison with a reference fully digital receiver with a fixed
low number of bits in all its ADCs.
3.1 Introduction
Future wireless communications are expected to leverage large antenna arrays at the base
station to achieve higher data rates, both in new mmWave bands and at standard frequencies
with massive MIMO [14, 15]. Fully digital receiver architectures, where each antenna is
connected to an independent Analog to Digital Converter, can provide maximum flexibility
but could display too high component power consumption due to the exponential increase
of ADC power with the number of bits [17]. Note that the concept of green communication
and the deployment of ultra-dense small cells motivate the reduction of power consumption
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at the base station.
There are two strategies to mitigate the power consumption of receivers with many an-
tennas:
1. Use Analog or Hybrid Combining (AC or HC) to perform all or a part of the MIMO
operations in analog circuitry and sample only one or a few signals with ADCs [18,19].
2. Use fully Digital Combining (DC) with reduced ADC resolution (for example, 1 or a few
bits), which can offer even better power efficiency if the power of the radio-frequency
(RF) components is taken into account [20,39,58].
In this work, focusing on an uplink scenario, we propose a further improvement to the
fully-digital low-resolution strategy by studying the possibility of enabling a variable number
of bits in each ADC of the DC system. Compared to a conventional approach to low-resolution
DC, where each RF chain has equal ADCs with the same fixed number of bits bref , we propose
to assign some ADCs a slighly higher number of bits bhigh ą bref , while the rest of the RF
chains have an even lower number of bits (blow ă bref). Our results show that the same
capacity of the fixed-bit system can be achieved using two variable-bit values with a power
saving between 20 and 80%, depending on the link pre-quantization Signal to Noise Ratio
(SNR).
3.1.1 Related Work
Recent works such as [29–31] study the capacity and energy efficiency (EE) of large
antenna array receiver designs depending on the ADC resolution. The effect of the number
of ADC bits b and sampling rate B on capacity and power consumption is analyzed in [34]
for both AC and DC.
DC systems using low-resolution ADCs to reduce power consumption are further analyzed
in [38,39], showing that a few bits are enough to achieve almost the spectral efficiency (SE)
of an unquantized system of the same characteristics.
It is possible to use analog switches instead of analog mixers to create a hybrid scheme
that samples only the best subset of the antennas of the array to reduce power consumption,
as proposed in [37]. In addition to switching the best antennas to high resolution ADCs, it
is possible to add 1-bit ADCs to sample the rest of the antennas as in [59], achieving a large
fraction of the capacity of a full-high-resolution architecture.
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In this work we show that these configurations with antenna selection (equivalent to 0
bit ADCs) or only 1 bit, combined with a few very high resolution ADCs, are not necessarily
optimal, and a milder variation in the number of bits such as blow “ 4 vs bhigh “ 6 works
better.
3.1.2 Our Contribution
In this work, we focus on low resolution ADCs and discuss how the availability of variable
resolution ADCs can reduce the receiver power consumption compared to a receiver with
fixed resolution on each ADC. We primarily focus on a simple case where the ADCs offer
only two operation modes, with low and high resolutions. We believe such simplified model
is a good starting point to open this topic and can be more easily imagined as a practically
feasible hardware.
We propose two different algorithms depending on whether ADCs can only take two
resolution values, or can also be completely shut off to also incorporate the benefits of antenna
selection. We perform an analysis of power consumption with a constraint that the varibable-
resolution scheme achieves the same SNR after quantization and capacity compared to the
reference fixed-resolution model. We show that
• A receiver with two-level ADC resolution can achieve similar capacity to a fixed reso-
lution scheme such as [38,39] in practical systems with high SNR. However, instead of
2 bits like in [38] our reference is the fixed resolution that achieves the best trade-off
between SE and EE under our channel model, which is bref “ 5 according to results in
Chapter 21.
• The power saving is related to the two levels of resolution selected, blow and bhigh.
Robust performance at low SNR is obtained for not-too-low blow and not-too-high bhigh,
whereas at high SNR more power is saved with more extreme differences between blow
and bhigh.
• The power saving increases slightly with a larger number of antennas, and so enabling
variable resolution is even more interesting in “massive MIMO” systems.
1This may be visualized using the tool available at http://enigma.det.uvigo.es/~fgomez/mmWaveADCwebviewer/,
by selecting the HPADC (High-Power ADC) option and the values of the parameters discussed later in this
work.
52 Chapter 3
3.2 System Model
3.2.1 mmWave Channel
We study mmWave point-to-point uplink MIMO links with an Nt antenna transmitter, an
Nr antenna receiver and bandwidth B. We assume that there is no inter-symbol interference,
as in previous models such as [60]. The received signal in each symbol period 1{B is
y “ Hx` n (3.1)
where x represents the transmitted symbol vector, n is the independent and identically
distributed (i.i.d) circularly symmetric complex Gaussian noise vector, n „ CN p0, NoIq,
where No represents the noise power, and H represents the Nr ˆ Nt channel matrix. The
mmWave channel matrix H is randomly distributed following a random geometry with a
small number of propagation paths (order of tens) grouped in very few clusters of similar
paths [60], and is obtained as
H “
d
NtNr
ρNcNp
Ncÿ
k“1
Npÿ
ℓ“1
gk,ℓarpφk `∆φk,ℓqaHt pθk `∆θk,ℓq (3.2)
where the terms in this expression are generated according to the mmWave channel model
in Chapter 2. Here ρ is the pathloss, gk,ℓ is the small scale fading coefficient associated with
the ℓth path of the kth cluster, at and ar are spatial signatures of the transmit and receive
arrays, and the θ’s and ∆θ’s and φ’s and ∆φ’s are the angles of departure and arrival for a
small number of propagation paths Np grouped in even fewer non-independent clusters Nc.
It must be noted that, due to this small number of paths, despite having large dimen-
sions, the matrix H has a low rank and an even lower number of dominant eigenvalues
are responsible for 95% of the energy transfer in the channel. H is generated in [60] using
Nc „ Poissonp1.8q and Np “ 20. In this chapter, we generate H instead with Nc “ 2,
Np “ 10 for absolute compatibility with fixed-resolution power consumption values obtained
in Chapter 2, where Nc is selected as a constant and varied to study its effect. Moreover, it is
noted in [60] that for the median channel a single spatial dimension captures approximately
50% of the channel energy and two degrees of freedom capture 80% of the channel energy.
We also performed our own Monte-Carlo verification with 104
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Fig. 3.1. Digital Receiver with ADC with bi bits on each antenna RF chain.
that the first eigenvalue is responsible for over 50% energy transfer with probability 0.95 and
for over 75% of the energy transfer with probability 0.6.
Therefore, for the sake of space and simplicity, in our analysis we assume that the trans-
mitter has the channel state information (CSIT) and implements a beamforming scheme that
concentrates all the signal in the single strongest eigenvalue of the channel matrix. That is,
if H “ UΣVH is the Singular Value Decomposition of the channel, the transmitter sends a
scalar symbol, x, projected over the row vm of V
H associated with the strongest eigenvalue
on the diagonal Σ. Thus the signal at the transmitter array is x “ vmx and the received
signal may be expressed as
y “ umσmx` n (3.3)
where σm is the maximum singular value, and um is the corresponding left singular vector.
3.2.2 Variable-bits ADC Receiver
The DC receiver is illustrated in Fig. 3.1. After the signal (3.1) is received, the signal at
each antenna i is quantized by an ADC with bi bits. Due to the fact that we are only concerned
about power consumption in this work, but not the maximum number of components, we
illustrate the variable resolution ADC with the simplified architecture in Fig. 3.2, consisting
in a pair of fixed-resolution ADCs that can be alternatively switched in and out of the
circuit. This simplified architecture serves to illustrate some interesting gains and open
the discussion on variable resolution ADCs, while we leave the design of resource-efficient
variable-resolution ADC architectures for future research. Moreover, the use of switching
hardware guarantees that ADCs can be commuted with the same time resolutions used in
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ADC    
-bit
ADC    
Fig. 3.2. A simplified 2-level variable-resolution ADC.
antenna selection schemes, allowing us to disregard potential issues with power-up time of
ADCs. Note that there are very few works regarding the design of variable-bit ADC, for
instance [61], however, we believe that the improvement shown with variable resolution ADCs
for large antenna arrays will motivates ADC researcher to develop power efficient variable
resolution ADCs.
We represent the signal after quantization using the Additive Quantization Noise Model
(AQNM) [34] approximation by adding an additive white noise nq that models the quantiza-
tion distortion of each coefficient yi of the signal (3.1), producing a quantized output in each
ADC that satisfies
y
q
i “ p1´ ηiqyi ` nqi (3.4)
where ηi is the inverse of the signal-to-quantization noise ratio at antenna i, and is inversely
proportional to the square of the resolution of the i-th ADC (i.e., ηi92´2bi). The quantization
noise in each antenna nqi is AWGN distributed with variance ηip1´ ηiqE
“|yi|2‰.
We can write the quantized signal as a vector by denoting the quantization terms in a
diagonal matrix, producing
yq “ DpHx` nq ` nq,
D “
¨
˚˚˚
˚˚˚
˝
p1´ η1q 0 . . . 0
0 p1´ η2q . . . 0
...
...
. . .
...
0 0 . . . p1´ ηNrq
˛
‹‹‹‹‹‹‚
,
(3.5)
where D “ p1´ ηrefqI when the number of bits is the same in all ADCs.
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For a Gaussian input distribution, the values of η for b ď 5 are listed in Table 2.1, and
for b ą 5 can be approximated by η “ π
?
3
2 2
´2b [38]. We denote by γq the SNR of yq, given
by
γq “ pDHRxxHHDHqpD2No `Rnqnqq´1 (3.6)
“ pDHRxxHHDHqpD2No ` ppI ´DqpHRxxHH `N0IqDHqq´1 (3.7)
where Rnqnq and Rxx represent the covariance matrix of the quantization noise and of
the transmitted symbol, respectively. Note that (3.7) is valid for any type of transmission,
and in this work we can simplify it for our particular choice of single dominant eigenvalue
beamforming. We replace Rxx “ |x|2vmvHm, and the optimal receiver for this transmission is
Maximum Ratio Combining so the SNR becomes
γq “
ÿ
i
σ2m|uim|2p1´ ηiq2
N0p1´ ηiq2 ` pN0 ` σ2m|uim|2qηip1´ ηiq (3.8)
where uim is the ith element of the dominant eigen vector. By imposing the constraint of
using single dominant eigenvalue beamforming, we are able to express the SNR as a sum of
per-RF-chain partial SNR’s as γq “
ř
i γ
i
q, where the quantized signal from each antenna has
partial SNR γiq “ σ
2
m|uim|2p1´ηiq2
N0p1´ηiq2`pN0`σ2m|uim|2qηip1´ηiq . Also we can define the unquantized SNR
per antenna γi “ |u
i
m|2σ2m
N0
such that γiq “ p1´ηiqγi1`ηiγi .
Finally, the capacity of the MIMO link, which in general is
Cq “ EH
„
max
Rxx
B log2
ˇˇˇ
ˇI` p1´ ηqpHRxxHHqpNoI` ηpHRxxHHqq´1
ˇˇˇ
ˇ

, (3.9)
can be particularized with our transmitter constraints to
Cq “ EH rlogp1` γqqs (3.10)
where E r.s represents the expectation.
3.2.3 Digital Receiver Power Consumption
The devices required to implement the mmW receiver architecture are displayed in Fig.
3.1. All receiver schemes considered in this work have the same RF components and we are
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only interested in the variation of ADC power consumption as a function of their number of
bits.
The power consumption of the i-th ADC, denoted as P iADC “ cB2bi , increases expo-
nentially with the number of bits bi and linearly with the bandwidth B and with the ADC
Walden’s figure of merit c [43] (the energy consumption per conversion step per Hz). The
aggregate power consumption across all the ADCs in the system is
P TotADC “
ÿ
i
P iADC “ cB
˜ÿ
i
2bi
¸
(3.11)
where it must be noted that we consider that all ADCs have the same Walden’s figure of
merit despite the variation of bits.
3.3 Analysis of the Variable-Bit ADC System
We compare a reference receiver with a fixed number of bits in all ADCs, bref , and a
receiver where the number of bits on each ADC can be selected at any time instant between
two possible values, blow and bhigh, depending on the instantaneous unquantized SNR’s in
each of the antennas γi.
With regard to the capacity of the channel, we must note that as bi grows, ηi decreases
exponentially to 0. Each term in (3.8) of the form γiq “ σ
2
m|uim|2p1´ηiq2
N0`σ2m|uim|2ηip1´ηiq increases monoton-
ically as ηi Ñ 0. Thus, the per-antenna SNRs always increase with bi. Moreover, the higher
|uim|2, the more the increase in SNR derived from assigning more bits to the i-th antenna.
With regard to the power consumption, denoting the number of antennas with bhigh bits
by Nhigh, we write the normalized power consumption (ratio between the power consumption
with variable and fixed resolution) as
ξ “ cBpNhigh2
bhigh ` pNr ´Nhighq2blowq
cBNr2bref
“ Nhigh
Nr
2bhigh´bref `
ˆ
1´ Nhigh
Nr
˙
2blow´bref
(3.12)
The design of our variable-bit ADC system must satisfy that
• In order to be able to replicate the capacity and/or power consumption of the reference
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system, we select bit values
blow ď bref ď bhigh.
• If we wish for the variable-bit system to consume less, or equal power as the reference
system, we must have
Nhigh ď 2
bref´blow ´ 1
2bhigh´blow ´ 1Nr (3.13)
• For any antenna i, the increase in SNR obtained by increasing its number of bits to
b1i ą bi is independent of the state of the other antennas.
• If any pair of antennas i, j satisfies |uim| ą |ujm| but bi ă bj , then the system achieves
higher effective SNR and the same power consumption if we swap bi and bj .
The above ideas inspire the Greedy Bit Allocation (GBA) algorithm that allocates bits
to ADCs in descending order of the values of |uim|, implicitly obtained from the order of γi.
The GBA algorithm only allows antennas to use blow or bhigh bits, starts with all ADCs in
Algorithm 2 Greedy Bit Allocation
Reference effective SNR γref
Measure unquantized SNR on each antenna γi
Order the RF chains as γ1 ě γ2 ě . . . γNr
Start assuming Nhigh “ 0, bi “ blow@i
while
řNr
i“1 γ
i
q ă γrefq do
Nhigh “ Nhigh ` 1
bi “ bhigh
end while
the low assignment, and swaps to a higher number of bits one antenna at a time until the
system has the same effective SNR of the reference. Two outcomes are possible: if at the end
of the algorithm the number of high-resolution RF chains is Nhigh ă 2bref´blow´1
2
bhigh´blow´1Nr, power
has been saved by GBA. Otherwise, GBA wastes more power than a reference scheme with
fixed resolution bref .
Two weaknesses of GBA are that it does not work for blow “ bref and that it always
requires to have all antennas active. We add these functionalities to the improved Greedy
Antenna Selection and Bit Allocation (GASBA) algorithm.
In the GASBA algorithm, three values are allowed per ADC, 0, blow or bhigh bits. The
algorithm combines the mechanics of antenna selection and bit allocation, enabling the re-
ceiver to exploit a combination of high-resolution RF chains, lower-resolution RF chains, and
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disabled RF chains. This algorithm can replicate all allocations possible with GBA and also
perform some new allocations in the style of antenna selection.
Algorithm 3 Greedy Antenna Selection and Bit Allocation
Reference effective SNR γref
Measure unquantized SNR on each antenna γi
Order the RF chains as γ1 ě γ2 ě . . . γNr
Start assuming Non “ 0, Nhigh “ 0, bi “ 0@i
while
řNon
i“1 γ
i
q ă γref do
Non “ Non ` 1
if Nhigh ă 2bref ´blow´1
2
bhigh´blow´1Nr then
Nhigh “ Nhigh ` 1
bi “ bhigh
else
bi “ blow
end if
end while
3.3.1 Initial SNR Measurement
We assume that channel state information of each receive antenna is perfectly known.
In practice, an estimation of the SNR will be needed. The impact of imperfect initial SNR
estimation is left as part of our future work. For example in [61], an ADC design is proposed
where inputs with lower voltage use 6 bits and inputs with higher voltage use 4 bits. Such
a design could be easily modified to operate in the opposite way, giving 6 bits to the signals
with the higher voltage. Since the average thermal noise per antenna is the same, the SNR
is directly proportional to the squared voltage in the antenna circuits in receivers without
Automatic Gain Control (AGC), and is proportional to the ratio between the squared voltage
and the amplifier gain in receivers with independent AGC for each antenna.
3.4 Numerical Simulations
In this section we present the power saving achieved by GBA and GASBA algorithms,
studied by Monte Carlo simulation with results averaged over 1000 independent realizations.
We discuss the performance for different combinations of blow, bhigh for both algorithms. In
the simulations, the transmitter is always equipped with 4 antennas whereas the number of
receive antennas can be either 64 or 256. We consider a mmWave link with B “ 1 GHz and
vary the unquantized link SNR from ´20 to 20 dB (except for Figures 3.3 and 3.4, where it
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Fig. 3.3. Greedy Bit Allocation with bref “ 5
and Nr “ 64
−20 −15 −10 −5 0 5 10 15 20 25 30
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
SNR (dB)
N
o
rm
a
liz
e
d
 P
o
w
e
r
N
t
 = 4, N
r
 = 256, b
ref
 = 5
 
 
b
ref
 = 5
b
low
,b
high
 = 4,6
b
low
,b
high
 = 2,8
b
low
,b
high
 = 2,6
b
low
,b
high
 = 4,8
b
low
,b
high
 = 1,8
Fig. 3.4. Greedy Bit Allocation with bref “ 5
and Nr “ 256
is varied from ´20 to 30 dB) with a step of 5 dB. The unquantized SNR is the product of
transmitter power and pathloss, divided by the noise power N0.
We display the normalized power consumption ξ (3.12) vs the unquantized SNR for sys-
tems that achieve the same quantized SNR (and thus, capacity). We use references that have
5 or 4 bits resolution, which achieve the best EE of a fixed-resolution system according to
results shown in Chapter 2.
3.4.1 GBA
We begin with the results for the GBA algorithm. Figs. 3.3 and 3.4 show the normalized
power consumed by the receivers with GBA for Nr “ 64 and Nr “ 256 receive antennas,
respectively, and bref “ 5. The result shows that above certain SNR values the variable reso-
lution architecture displays lower power consumption than the fixed resolution architecture.
Note that the configurations where blow, bhigh is relatively close to bref (e.g., blow, bhigh “
4, 6) result in a lower power consumption for almost the complete range of an unquantized
SNR. This is due to the fact that, in circumstances where the quantization noise of the
reference is smaller or comparable to the unquantized signal noise, using a high blow (i.e.,
close to bref) already achieves a capacity close to the reference, and thus it only takes very
few RF chains with bhigh bits to close the gap.
Secondly, note that in the settings with very low blow (i.e., with blow “ 1, 2 bits) a large
power is saved at very high SNR, but the variable resolution system consumes even more
power than the reference at low SNRs. This is due to the fact that if the number of bits is
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sufficient, a quantized system operates very close to the capacity of an unquantized system,
but the threshold that marks this “sufficient” number of bits grows with the unquantized SNR
(Section 2.2). Therefore, at high operating SNR the contribution of RF chains with blow is
not significant, and the use of smaller blow saves power without harming the capacity much,
while on the other hand the few ADCs with very high resolution (for instance bhigh “ 8)
improve the SNR much more than many RF chains with moderate resolution. Therefore
smaller blow and higher bhigh works better at high SNR.
Conversely, at low SNR, to achieve the capacity of the reference resolution system, a dra-
matic increase in the number of high resolution ADCs is required, which increases the power
consumption of variables bits scheme even more than the reference fixed-bit architecture. For
instance, with pblow, bhighq set to p1, 8q, p2, 8q and p4, 8q, the consumed power is lower than
the reference only when the SNR is above 10 dB. This is because bhigh produces no significant
improvement in the SNR (i.e., “zooming in the noise”) and choosing bhigh closer to bref results
in a lower power consumption.
The impact of the number of receive antennas can be observed by comparing Figs. 3.3 and
3.4. For instance, with blow, bhigh “ 4, 6, the power of the variable resolution system compared
to the fixed resolution reference is in the range 95-80% for both antenna configurations
Nr “ 64 and Nr “ 256. On the other hand, at the same high SNR of 20 dB, the variable
architecture with blow, bhigh “ 1, 8 can achieve a power saving of 69% with 64 antennas,
whereas the system with 256 antennas can increase the power saving to 75%. It seems
that the number of antennas affects the gains more for more extremely separate resolution
values that work well at high SNR, whereas it has a negligible impact for narrowly separated
resolution values that work well at all SNRs.
Finally, note that there is a certain operating SNR after which the normalized power
saturates. This is more obvious in Figure 3.3 where the plot is extended up to 30 dB. This
is due to the fact that few fixed number of bhigh ADCs are enough to get a capacity of a
reference. Moreover, with blow, bhigh “ 4, 6, a minimum power is achieved at 10 dB and 15 dB
SNR for Nr “ 64 and Nr “ 256, respectively. This is due to the phenomena explained above
that at very low (high) unquantized SNR the contribution of bhigh (blow) to the quantized
SNR is not very significant.
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Fig. 3.6. Greedy Antenna Selection and Bit
Allocation with bref “ 5, Nr “ 256
3.4.2 GASBA
To address the increased power consumption issues of GBA, we now discuss the perfor-
mance of GASBA which also puts constraints on the total power consumed by the high-
resolution antennas. Note that GBA always tries to achieve the rate of the reference, and
sometimes this causes power consumption to be greater than the reference. However, in
GASBA, the maximum Nhigh (3.13) ensures that the power consumption of the variable ar-
chitecture is bounded by the reference. Therefore, after reaching the maximum power limit,
GASBA algorithm stops assigning more higher resolution antennas to match the capacity of
the reference fixed-bit architecture. GASBA algorithm keeps the power under control while
trying to achieve a capacity as close to the reference as possible. Particularly, depending on
the configuration of variable-bit, GASBA may result in a slight degradation and improve-
ment in system capacity (compared to the fixed resolution architecture) at low and high SNR,
respectively.
Figs. 3.5, 3.6 show the results for GASBA with bref “ 5, Nr “ 64 and Nr “ 256,
respectively. Note that the normalized power of any variable resolution configuration at any
operating SNR is less than or equal to the power consumed by the reference architecture,
thanks to the design of the algorithm to stop activating high-resolution RF chains when a
certain limit is reached. At the lowest SNR values, the normalized power consumption of
GASBA algorithms becomes flat as all antennas are assigned with ADCs with maximum Nhigh
(3.13), and in these scenarios the GASBA algorithm gives up trying to make the variable-
resolution system capacity match the reference. Fig. 3.8 illustrates this. Also note that, for
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Fig. 3.8. GASBA does not always match the reference capacity at low SNR.
some configurations of blow, bhigh, the maximum value of Nhigh may not be an integer (Eq.
3.13), and therefore in those cases floor of Nhigh is selected due to which the curves stay below
reference even when all antennas are utilized (Figure 3.5-3.7).
The power savings improve at high SNR. This is due both to the effects described for
GBA above, and to the fact that a system with higher captured energy per antenna does not
need so much beamforming gain and can make do with activating fewer RF chains. In fact,
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at higher SNRs using only the RF chains with bhigh bit ADCs is enough to provide equal
capacity as the reference, and the GASBA algorithm greatly reduces the subset of selected
antennas at high SNR, keeping power consumption minimal.
The results show that at low SNRs the configurations with blow and bhigh closer to bref
(i.e., blow, bhigh “ 4, 6 or 2, 6) are the only ones that can always achieve the same capacity as
the reference. Moreover, these configurations also results in some power consumption savings
at low SNR (e.g., at SNR = 0 dB). This follows from the fact that at low SNR too many bits
do not provide significant improvement (i.e., “zooming in the noise”), so many antennas are
activated regardless. A smaller bhigh results in a higher upper limit to Nhigh, and the use of
many moderately-high resolution antennas is preferable over few very high resolution ones.
Conversely, as SNR increases it is preferable to use few antennas with many bits. At higher
SNRs, the systems with very high bhigh start to display the best power savings. However, these
values must not be too extreme for a given SNR. For example, at 10 dB the configuration
2, 6 actually performs better than 2, 8. Nonetheless, the curves for bhigh “ 8 display a more
abrupt decrease. The value of blow is irrelevant at high SNR because those RF chains are
never turned on, differently from GBA where it had some small impact.
Note that in the entire range ´20 to 20 dB SNR, which is quite reasonable for wireless
communication, the variable resolution scheme with blow, bhigh “ 4, 6 always results in a
reasonable power reduction without any degradation in the achievable capacity for both
GASBA and GBA algorithms. Thus, the variable-resolution model in [59] with blow “ 1,
despite showing impressive gains at very high SNR, may not be the best configurations for
all systems.
Note that although the GASBA algorithm always results in a lower power consumption
than the reference fixed resolution architecture, there are regimes where GBA consumes
lower power than GASBA for the same number of bits configuration in their ADCs. For
instance, with 256 antennas the configuration blow, bhigh “ 4, 6 at -10 dB SNR displays a
normalized power of 0.90 (Fig. 3.4) and 0.95 (Fig. 3.6) for GBA and GASBA, respectively.
This is because the GASBA algorithm starts by trying to approximate the capacity of the
reference using only bhigh ADCs and therefore in certain regimes GASBA may assign high-
resolution ADCs to antennas where low-resolution ADCs could have done the same job (low-
SNR antennas where the quantization noise is small or negligible compared to the thermal
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noise).
Finally, in Fig. 3.7 we observe the effect of changing the reference for a variable resolution
GASBA system compared versus bref “ 4. The results show that with a reduction in bref
the difference in power consumption between the fixed and variable resolution techniques
increases (compare Figs. 3.6 and 3.7). This is because a reduction in bref also reduces the
target reference capacity and therefore the required number of ADCs with bhigh bits decreases.
In summary, the use of variable resolution ADCs can provide a significant decrease in the
power consumption in comparison to a fixed resolution ADC architecture, ranging from 20%
at 0 dB SNR up to 80% at 20 dB.
3.5 Conclusions
In this chapter, we proposed and analyzed a variable-bit DC receiver architecture. The
results showed that the proposed solution can provide 20-80% power reduction (depending on
the SNR regime) compared to a fixed-bit receiver architecture. The performance is analyzed
based on two greedy algorithm, 1) greedy bit allocation which saves power only at high SNR
but always tries to achieve the capacity of the fixed-bit reference architecture, and 2) greedy
antenna selection and bit allocation which always consumes a power less than or equal to
that of the reference fixed-bit design but may result in a slight capacity degradation at low
SNR.
4
Directional Cell Discovery
In this chapter, we study receiver efficiency from a control plane perspective. Particularly,
we investigate the choice of an appropriate beamforming scheme based on latency, power
consumption, energy consumption and probability of access associated with directional cell
search in mmWave communication.
In mmWave communication, beamforming is considered as a key technology to combat
the high path-loss, and unlike in conventional microwave communication, beamforming may
be necessary even during initial access/cell search. Beamforming solutions proposed for
LTE are quite different from what is required for mmWave communication. In LTE, initial
access is performed using omnidirectional communication, and beamforming is used only
when directional information is available after initial physical layer access. However, in
mmWave communication beamforming may be required even during the initial access/cell
search process to overcome the coverage problems of omnidirectional communication with
mmWaves. In this chapter, we study and compare analog, digital, hybrid beamforming
and also propose a low power phase shifters network based architecture. Focusing on the
directional initial cell search problem, we compare these schemes in terms of their consumed
power and energy and of the associated delay and probability of access error.
Particularly, we introduce the topic and discuss the related work in Section 4.1. In Section
4.2 we discuss that analog beamforming can still be a viable choice when context information
about mmWave base stations (BS) is available at the mobile station (MS), and also propose
a low power phase shifters network based architecture. In Section 4.3 we further extend
our analysis and compare the energy consumption associated with different beamforming
architectures in the context of directional cell search. Finally, we conclude the chapter in
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Section 4.4.
4.1 Introduction and Related Work
In the past few years, there has been an increased interest in millimeter wave technol-
ogy to fulfill the data rate requirements foreseen for fifth generation cellular communica-
tion (5G) [62]. However, frequencies in mmWave bands experience high path-loss, which in
comparison to microwave bands may result in a significant coverage reduction when consid-
ering omnidirectional communication. To overcome these coverage issues, beamforming at
mmWave is an effective solution, and is necessary even during initial cell discovery. Moreover,
the small wavelengths at mmWave frequencies allow a large number of antennas to be packed
in a small space, and this allows to generate high gains and highly directional beams.
In addition, low latency is also an essential requirement for 5G [12]. Low latency can
be achieved by incorporating a high bandwidth sub-carrier. However, this increase in the
bandwidth requires higher sampling frequency for an analog-to-digital converter which corre-
sponds to a higher power consumption. This power consumption and latency product is even
more critical during initial cell discovery (due to large search delays) and directly dictates
the choice of an appropriate BF scheme (especially for the MS’s receiver design).
Analog, Digital and Hybrid beamforming (ABF, DBF and HBF) are the commonly dis-
cussed BF schemes for mmWave communication [16]. The choice of an appropriate BF
scheme is critically related to its power consumption, and it is even of more importance for a
mmWave receiver design especially at the MS which has limited available battery. In general,
as discussed in earlier chapters, DBF requires a separate RF chain for each antenna element
and therefore consumes the highest power, whereas ABF consumes the least power. However,
DBF allows to form multiple simultaneous beams to cover the whole angular space, whereas
ABF only converges to a single beam at a particular time instant. Therefore, ABF results
in a larger time delay than DBF or HBF due to the additional time required to form beams
in different directions to cover the whole angular space. This shows a trade-off between the
power consumption and the directional search delay, which is critical during initial cell dis-
covery (ICD). In this chapter, we study the performance of different beamforming schemes
in terms of probability of access error and also study the power consumption vs time delay
trade-off along with the energy consumption, and identify the appropriate BF scheme at the
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MS for ICD.
4.1.1 Related Work
Recently, two different approaches have been considered for directional initial access/cell
discovery. Firstly, in [47], considering a HetNet scenario, context information (CI) regarding
mobile station (MS) positioning is provided to the mmWave base station (BS) by the mi-
crowave BS. Based on this, the mmWave BS points its beam (using analog beamforming)
in the desired direction. The authors also address the issue of erroneous CI, proposing that
the BS, in addition to searching in the CI based direction, also searches the rest of the an-
gular space by forming beams in different directions and also with different beamwidth (to
increase the coverage). Results showed that the enhanced cell discovery, where in case of
positioning error the BS searches the adjacent angular directions, outperforms the greedy
search approach where the BS searches the angular space sequentially. In addition, at the
MS, omnidirectional reception is considered, which in comparison to a directional reception
results in a reduced gain. Recently, the authors of [47] extended their work by considering a
more complex channel model with multiple rays and obstacles [63].
Secondly, a non context information based approach is used in [46,64,65]. In [46], omni-
directional and random directional transmissions are considered from the mmWave BS, and
the MS can perform either analog, digital or hybrid beamforming. It is observed that using
an omnidirectional transmission at the BS and digital beamforming at the MS outperforms
the other schemes. However, the use of omnidirectional transmission at the BS during ini-
tial synchronization/access will reduce coverage, while random directional transmission will
result in large delays.
In [64], exhaustive and hierarchical searches are compared while considering analog, digital
and hybrid beamforming at the BS and the MS. In exhaustive search, the whole angular
space is covered by sequentially transmitting beams in a time division multiplexing fashion,
and initial beamforming is done by selecting the best combination of Tx-Rx beams. The
hierarchical search, instead, is a multiple step process. In the first step, a MS initially
utilizes fewer antennas to form a relatively small number of wide beams. The received signal
is combined with all the beams and the best combiner beam is selected as a reference for
the next step, where several narrower beamwidth combiners are formed, within the initially
68 Chapter 4
selected beam. Considering scenarios with limited mobility, the process finishes when the
combiner beam is within the range of 5˝ to 10˝. However, selecting an incorrect combiner in
the initial stage can result in an initial access error in the following stage.
Recently, in [65], iterative and exhaustive search schemes using analog beamforming have
been studied and compared, and the authors showed that the optimal scheme depends on
the target SNR regime.
The authors in [66] suggested to scan the complete angular space sequentially to identify
the best BF direction both at the MS and the base station (BS). A delay based comparison
for initial access in mmWave cellular networks is studied in [67], where it is shown that DBF
has a lower delay than ABF without any performance degradation.
In [44], the total power consumption based comparison of an ABF and a DBF for the
mmWave receiver at the MS is studied. Results showed that with low power ADC and a
fixed power budget, DBF may result in a higher capacity than ABF when the channel state
information is available at the transmitter. In contrast to previous works, in this work we
consider the availability of CI regarding the mmWave BS positioning at the MS, and consider
beamforming both at the MS and at the BS. Moreover, focusing on initial cell discovery (ICD)
for the CI and the non-CI based scenario, we also study power consumption vs time delay
trade-off and identify the choice of an appropriate BF scheme based on the total energy
consumption.
4.2 Context Information based Directional Cell Discovery
In this section, we study and compare analog, digital, hybrid and phase shifters network
based beamforming schemes and evaluate their performance considering the availability at
the MS of context information regarding positioning of the mmWave BS.
Among the proposed beamforming schemes for initial cell search, analog beamforming is
a power efficient approach but suffers from its inherent delay during the initial cell search
phase. In this work, we argue that the availability of context information can reduce the
search delay associated with the analog beamforming architecture. However, the performance
of analog beamforming degrades in case of angular errors in the available context information.
To address this, we present an analog beamforming receiver architecture that uses multiple
arrays of Phase Shifters and a single RF chain to combat the effect of angular errors, showing
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that it can achieve the same performance as hybrid beamforming.
4.2.1 Our Approach
Analog beamforming (ABF) results in a lower power consumption compared to digital
and hybrid beamforming (DBF and HBF) but has been shown to have comparable perfor-
mance in terms of initial access probability when combined with an exhaustive search [64].
Although the exhaustive approach is not preferred in general due to its inherent search delay,
the availability of CI can greatly improve its delay performance. Particularly, CI reduces
the uncertainty in AoA, i.e., based on angular error statistics, it either provides the cor-
rect beamforming direction or reduces the directional search to some short angular interval
r´φmax, φmaxs. To address this, in contrast to [47], we consider the availability of CI at the
MS, so that the MS, rather than searching the whole angular space, will form its combining
beam only in the direction provided by the CI1. This will result in a reduced initial cell search
delay and, in comparison to omnidirectional reception (as in [47]), the ABF at the MS will
provide a higher gain. Moreover, the availability of CI at the BS does not necessarily mini-
mize the delay, as if there are multiple MSs belonging to different beams the BS has to scan
all of them, losing at least part of the delay savings. On the contrary, in initial cell search the
MS typically listens to a single (or a small number of) BS, and therefore the availability of
CI allows it to form a single beam in the right direction, thereby avoiding the beam scanning
delay.
We consider a HetNet scenario for transferring the CI to the MS, where a microwave BS
during the exchange of the initial control signals also transfers the location information of
the mmWave BS (e.g., global positioning system (GPS) coordinates) to the MS. Although,
GPS based CI provides accurate position information, it also has some limitations, e.g., 1) in
indoor scenarios it is difficult to receive GPS signals, and 2) to form a beam in the desired
direction, in addition to GPS coordinates, information regarding mobile orientation is also
necessary. To address this, possible options could be, 1) to consider CI as the beamforming
vector associated with the last communicating direction or 2) CI regarding the desired beam-
forming direction can be predicted based on the statistics of recent communicating directions.
1The initial cell search delay associated with the directional communication (for NBS “ 64 and NMS “ 16
with ABF) is roughly around 10 ms (Section 4.3.3), and is small enough to ingnore the rotational motion of
the MS, which makes the directional signal reception at the MS a feasible option.
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These options (non-GPS based) also have their pros and cons. For instace, CI can be com-
puted locally, however, the accuracy of CI depends on how the current beamforming vector
is associated with the last communicating direction or with the statistics of recent commu-
nicating directions. In this work, we focued on GPS based CI and a detailed performance
comparison of different schemes for obtaining CI is left as part of the future work.
Due to the recent increase in location based applications and GPS positioning accuracy,
GPS based CI may be considered as a viable option. We assume that the GPS coordinates
of the MS are already available. The MS, after acquiring the CI, figures out the expected
angle of arrival (AoA) and aligns its beam in the required direction to receive the initial
synchronization signals from the mmWave BS. In this work, our results give a quantitative
evaluation of the benefit of having CI, by measuring how much better a mmWave system
can perform with the availability of CI. A detailed assessment of the cost of obtaining the CI
with assisted GPS will be provided in the next section.
Specifically, in this section we address the following issues:
• how ABF with CI performs in comparison to ABF with non CI based approaches
(Random [46] and Exhaustive [64] search);
• how the angular error in the provided CI will affect the performance of the initial access
process;
• how the optimal number of MS antennas that results in the best access performance
varies with the angular error in the available CI.
Finally, we propose an analog beamforming based phase shifters network (PSN) architec-
ture (see Figure 4.1) to mitigate the effect of the angular error in the available CI, and also
compare its performance with hybrid and digital beamforming in terms of initial access error
and power consumption.
The rest of this section is organized as follows. In Section 4.2.2, we define the MIMO based
system with beamforming and extend the idea to CI and also present our PSN architecture.
Next, we discuss the simulation results for the different mentioned beamforming schemes in
Section 4.2.3.
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4.2.2 System Model
Consider a downlink mmWave MIMO communication system, with NBS BS antennas and
NMS MS antennas. A typical MIMO received signal model, without considering beamform-
ing, is given as [50]
y “
?
PHs ` n (4.1)
where H is NMS ˆ NBS matrix which represents the channel between the BS and the MS,
s and y are the transmitted and received symbol vectors, respectively, P is the transmitted
power, and n is the complex white Gaussian noise, n „ CN p0, σ2q. The mmWave MIMO
channel can be modeled with a few scatterers (L) [62] and is well represented by the following
geometric model [48]
H “
d
NBSNMS
ρL
Lÿ
l“1
ηlaMSpφlqaHBSpθlq (4.2)
where H represents the conjugate transpose, ρ is the path-loss, ηl is the complex gain as-
sociated with the lth path, aMS and aBS are the spatial signatures of the MS and the BS,
respectively, and φl and θl P r0, 2πq represent the AoA and angle of departure (AoD) of the lth
path at the MS and the BS, respectively. In this work, for simplicity we restrict our analysis
to single path line of sight (LOS) scenarios and therefore will not consider the subscript l in
further analysis, whereas the study of a multi-path scenario is left as future work. Moreover,
both the MS and the BS are equipped with a uniform linear array (ULA). Now, considering
the ULA at the BS, aBS is defined as
aBS “ 1?
NBS
r1, ejp2π{λqd sinpθq, ..., ejpNBS´1qp2π{λqd sinpθqsT (4.3)
where T represents the transpose, d is the spacing between antenna elements, and λ is the
wavelength of the transmitted signal. For d “ λ{2, aBS becomes
aBS “ 1?
NBS
r1, ejπ sinpθq, ..., ejpNBS´1qπ sinpθqsT (4.4)
and the spatial signature aMS can be defined similarly.
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Fig. 4.1. A Phase Shifters Network based receiver architecture.
4.2.2.1 Signal Model with Analog Beamforming
The received signal, after applying beamforming and combining at the transmitter (the
BS) and the receiver (the MS), can be written as
y “
?
PwHMSHwBSs ` wHMSn (4.5)
where wBS and wMS are the transmit beamforming and receiver combining vectors, respec-
tively. For simplicity in the notation, the subscripts for the BS and the MS are removed in
our general description of beamforming vectors, however, we explicitly use them whenever
necessary.
Considering ABF, the beamforming vector wmodels the analog phase shifters which apply
successively progressive phases to the antenna elements. These phase shifters are digitally
controlled and thus result in a finite number of possible phases. Considering q quantization
bits, 2q different phases can be applied to each element of an antenna array. The set of these
quantized phases is represented as
t “
"
0, 2πp 1
2q
q, 2πp 2
2q
q, ..., 2πp2
q ´ 1
2q
q
*
(4.6)
and with N antennas, a codebook of 2qN beamforming vectors can be generated. However,
in order to reduce the complexity, we only consider a subset of this codebook, and let W “
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rw1 w2 . . . wNq s represent an N ˆ Nq reduced size codebook, where each column of W
represents a unique beamforming vector. Now for a quantized phase ϑi P t, we generate the
receiver combining vector wi as
wi “ 1?
N
r1, ejϑi , ej2ϑi , ..., ejpN´1qϑisT (4.7)
where i “ 1, 2, . . . Nq. Moreover, we set the cardinality of W as cardpWq “ Nq “ 2N , and
therefore by definition ofwi in (4.7), the required number of quantization bits is q “ log2p2Nq.
This gives an acceptable performance, as shown in [68]. The transmitter and the receiver
beamforming vectors are assumed to be defined according to the above approach, and WMS
and WBS represent the beamforming codebooks at the MS and the BS, respectively.
4.2.2.2 MS Combining Vector Selection with the Available CI
We consider a scenario where the BS transmits sequentially in different angular directions
using ABF, and the MS combines the received signal with a combining vector selected based
on the available CI. Note that the quantized phase ϑi is related to the physical AoA (φ) as
φ “ sin´1pϑi{πq. The MS first estimates the CI based AoA (φCI) and then identifies ϑi that
minimizes the angular distance with φCI . Finally, the combining vector that corresponds to
the best ϑi is selected. This combining vector maximizes the norm |wiMSHaMSpφCIq|, where
aMSpφCIq represents the CI based estimated spatial signature at the MS. This maximization
problem can be expressed as
w‹MS “ argmax
wi
MS
|wiMSHaMSpφCIq|
s.t. wiMS PWMS
(4.8)
the formulation of (4.8) also maximizes the signal to noise ratio (SNR) of the received signal
(Equation (4.5)), expressed as
SNR “ |w
H
MSHwBS |2P
||wHMS||2σ2
(4.9)
where P is the power of the transmitted signal, and σ2 is the noise power.
We now extend this approach by considering an error in the available CI. This will add an
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angular error φe to the estimated AoA, which may result in a wrong selection of ϑi and wMS ,
which finally decreases the SNR of the received signal. We model φe as uniformly distributed
in r´φmaxe , φmaxe s, where φmaxe represents the maximum angular error2. The amount by which
φe affects the selection of ϑi is related to the 3 dB beamwidth θBW of the antenna array, which
for a ULA with d “ λ{2 and N antennas can be computed as θBW “ 2 sin´1p0.891{Nq [69].
Therefore, for a reliable performance it is desirable to have φmaxe ď θBW . However, to
address larger φmaxe , i.e., φ
max
e ą θBW , one possible solution is to increase θBW by reducing
the number of antennas at the cost of a reduced gain. The other option is to form multiple
beams simultaneously, as discussed in the next section.
4.2.2.3 Phase Shifters Network to Combat φe
The performance of ABF (which only results in a single beam) starts degrading as φmaxe
becomes comparable to θBW . A solution to mitigate the effect of large φ
max
e is to form
multiple simultaneous beams and then identify among them the best combining vector. HBF
or DBF are attractive options to form multiple simultaneous beams3, but at the cost of higher
power consumption. Compared to a fully Digital architecture (DBF), HBF is preferred for
mmWave communication due to its lower power consumption because of its reduced number
of RF chains. However, the required number of ADCs in HBF, which are considered as the
main power hungry blocks in mmWave receiver design, increases proportionally to the number
of RF chains. Therefore, in comparison to ABF, HBF and DBF may result in significantly
higher power consumption.
To jointly address the issue of higher power consumption and large φmaxe , we propose a
phase shifters network (PSN) architecture. The architecture of PSN is similar to ABF but
instead of forming a single beam with one combining vector, PSN allows the formation of
multiple beams simultaneously by using multiple combining vectors. The idea is to form
multiple beams and identify the best combining vector which corresponds to the desired AoA
all in the analog domain. Therefore, PSN provides a power efficient design with only two
ADCs (for the inphase and the quadrature phase signals), whereas in HBF the number of
ADCs is directly proportional to the number of RF chains. The PSN receiver architecture is
2The general trends followed by different beamforming schemes (as shown in Section 4.2.3) will be main-
tained if different angular error distributions are used.
3For details regarding HBF and DBF, see [48] and [70], respectively.
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shown in Figure 4.14, where NC is the number of combiners. The number of simultaneous
beams is equal to NC , where phase shifters connected to a particular combiner represent a
unique receiver combining vector. The received signal is combined with NC combining vectors
and the output of each combiner is compared using a comparator and with the help of a switch
only the output of the best combiner (the one with the strongest signal) is forwarded to the
ADC for further digital processing.
The architecture of PSN is also similar to HBF, with the exception that it consists of a
single RF chain and allows beamforming only in the analog domain. Therefore, in comparison
to HBF and DBF, PSN does not provide the advantages of digital beamforming. However,
during cell search the inherent advantages of digital beamforming like multiplexing, interfer-
ence cancellation or multiuser communication are not required at the MS5. Therefore, PSN,
thanks to its lower power consumption receiver design, is a viable option for mmWave initial
cell search.
To form multiple beams, the selection of the main combining vector for PSN follows a
similar formulation as in Equation (4.8). However, in contrast to ABF where only a single
combining vector is required, to form multiple beams in PSN NC different combining vectors
from codebook WMS must be used. Among the NC different combining vector, the main
combining vector is selected according to (4.8), while the other NC ´1 combining vectors are
selected fromWMS such that they have minimum angular distance from the main combining
vector. According to the formation of the combining matrix WMS, this results in a selection
of NC ´ 1 combining vectors that are adjacent to the main combining vector. This is a
suitable choice as WMS is generated in a way to ensure that the gain fluctuation among any
two adjacent combining vectors is within 1 dB [68].
4.2.3 Simulation Setup and Results
In our performance evaluation, we assume that the CI of the mmWave BS is already
available at the MS and with this location information the MS can point its beam in the
desired direction. We also assume that the mmWave BS always transmits the signal in differ-
4Note that PSN compares and selects the best beam in analog. Therefore, the advantage of an SNR
improvement using matched filer is not available which may result in a wrong beam selection at low SNRs.
5 Note that, in order to get the highest energy efficiency in the first phase of initial access while enjoying the
advantages of digital beamforming in subsequent phases and during data communication, the PSN architecture
can be easily converted to HBF by switching the output of each combiner to a separate RF chain rather than
to the comparator. A detailed study of such hybrid architecture is part of our future work.
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Fig. 4.2. A comparison of Random Search, Exhaustive Search, and CI based schemes.
ent directions sequentially using ABF, while for a better comparison different beamforming
schemes are considered at the MS. A more comprehensive comparison considering different
beamforming options also at the BS is left for future study.
In our simulations, we consider a single path LOS scenario pL “ 1q, carrier frequency of 28
GHz, transmit power of 30 dBm, noise figure of 5 dB, thermal noise power of ´174 dBm/Hz,
path-loss exponent of 2.2, and 64 transmit antennas at the BS. The simulation results are
averaged over 105 different channel realizations for each Tx-Rx distance. We evaluate the
performance in terms of access error probability PAccEr, which is defined as the probability
that the SNR of the received signal at the MS (Eq. (4.9)) is below a certain threshold Θ.
PAccEr “ PrpSNR ă Θq (4.10)
In our simulations this threshold Θ is set to ´4 dB [64].
We start with a comparison of our proposed CI (with ABF) based initial cell search scheme
with two non CI (with ABF) approaches, namely Random search (RS) [46] and Exhaustive
search (ES) [64]. Figure 4.2 shows how PAccEr for CI and non CI based approaches varies
for different values of Tx-Rx Distance and NMS . Results show that RS performs worst in
comparison to the other two schemes. This is because in RS a MS forms its beam in a
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randomly selected direction, and therefore it is less likely to form a beam in the required
direction, which results in a higher initial access error. Also in RS, as NMS increases, the
beamwidth gets narrower and the MS has to form more beams to cover the complete angular
space, and therefore the probability of finding the right combining beam decreases, which
results in an increase in PAccEr. On the other hand ES, where a MS searches the whole
angular space sequentially, and our proposed CI based initial cell search approach show
similar performance. However, considering ABF both at the BS and the MS, the exhaustive
approach has a large search delay because cardpWBSqˆ cardpWMSq joint angular directions
need to be considered, whereas for our CI based approach this search delay is reduced to
cardpWBSq ˆ 1, at the cost of obtaining CI. For the rest of this section, the performance
evaluation is only focused on the CI based approach. We now discuss how the CI based
approach performs in the presence of the angular error in the available CI, and also how this
angular error is related to NMS .
In Figure 4.3, PAccEr is plotted for different values of φ
max
e , while considering 4 and 16
antennas at the MS, respectively. As expected, for φmaxe “ 0, with an increase in NMS
the beamforming gain increases, and therefore PAccEr decreases. For both NMS “ 4 and
NMS “ 16, PAccEr increases with an increase in the Tx-Rx distance or the angular error φe.
The increase in PAccEr with an increase in φ
max
e for NMS “ 4 is not very significant due to
its wider beamwidth (θ4BW “ 25.7˝). However, in the case of NMS “ 16, the beamwidth
decreases (θ16BW “ 6.38˝), and therefore with an increase in the angular error it is more likely
that the incoming signal will not fall within θBW , and this results in a significant increase in
PAccEr.
Figure 4.3 also highlights how the angular error is related to the optimal number of
receive antennas. It is observed that when the angular error starts falling outside of θBW
of the estimated beam, PAccEr also increases. Therefore, an increase in NMS makes it more
susceptible to angular errors and hence results in even worse performance. It is obvious
from Figure 4.3 that the optimal number of antennas varies with φmaxe . For instance, with
φmaxe “ 0˝, NMS “ 16 is the better option, whereas for φmaxe “ 10˝, NMS “ 4 performs
better than NMS “ 16. Moreover, for φmaxe “ 5˝, NMS “ 16 has a lower PAccEr for Tx-
Rx distance 50 m and above, whereas below 50 m NMS “ 4 is a preferable choice. This
shows a tradeoff between distance dependent path-loss and φe. At short Tx-Rx distance,
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Fig. 4.3. Access error probability vs Tx-Rx distance for ABF with CI for different values of NMS
and with φmaxe .
φe has more significance on PAccEr and therefore NMS “ 4 performs better, however as the
Tx-Rx distance increases the path-loss also increases and therefore NMS “ 16 with higher
beamforming gain results in a lower PAccEr.
We now compare the performance of PSN with ABF and show how PSN can mitigate
the effect of φe. For PSN, we consider NC “ 3. Figure 4.4 presents a comparison of ABF
and PSN for different angular errors. For both schemes, PAccEr increases with an increase
in φmaxe or Tx-Rx distance. However, PSN performs better than ABF, and is less prone to
a small increase in φmaxe . For instance, the performance of PSN is unaffected for φ
max
e “ 5˝,
whereas there is an increase in PAccEr for φ
max
e “ 10˝. This is because the PSN architecture
allows to form multiple simultaneous beams and is able to capture the signal energy even in
the presence of angular errors. The performance of PSN in case of angular error improves
with NC , as a larger NC will result in more combiner beams covering more angular space
and thus is less susceptible to angular errors.
As PSN outperforms ABF in case of erroneous CI, we now further evaluate its performance
by comparing it with HBF and DBF. In simulations, for PSN and HBF NC “ NRF “ 3.
Figure 4.5 presents a comparison of DBF and HBF with PSN. It is depicted that DBF
shows a stable performance with an increase in the angular error. This is because DBF allows
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to form multiple beams which allows the MS to look in all angular directions simultaneously,
and therefore the performance of DBF is not effected by angular errors (but at the cost of
higher power consumption). Note that the performance of PSN and HBF for small angular
errors is similar to that of DBF.
Moreover, for φmaxe “ 0˝, HBF results in a slightly lower PAccEr than PSN due its ad-
ditional digital baseband combiners (which further minimizes the distance between φCI and
ϑi), but the performance difference between PSN and HBF diminishes with an increase in
φmaxe . Also, note that the digital baseband combiner in HBF requires additional RF chains,
which results in higher power consumption. Therefore, PSN is a viable solution as it provides
significant power savings at the cost of only a small performance degradation at lower φmaxe .
In order to make the above considerations about power consumption of the various beam-
forming schemes more precise, we study how the total receiver power consumption PTot,
varies with an increase in the number of ADC bits for ABF, DBF, HBF and PSN. In our
evaluation, we consider NC “ NRF “ 3 and NMS “ 16. PTot for ABF, HBF and DBF can
be calculated similar to Equations (2.1), (2.2) and (2.3), respectively, whereas for PSN can
be calculated as
PPSNTot “ NMSpPLNA ` PSP `NCPPSq
`NCPC ` PRF ` PComp ` PSw ` 2PADC
(4.11)
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where PRF “ PM ` PLO ` PLPF ` PBBamp represents the power consumption of the RF
chain, and where PLNA, PPS , PC , PM , PLO, PLPF , PBBamp , PADC , PSP , PSw and PComp
represent the power consumption of low noise amplifier (LNA), phase shifter, combiner, mixer,
local oscillator, low pass filter, baseband amplifier, ADC, splitter, switch and comparator,
respectively. The power consumption of an ADC scales exponentially with the number of
bits and linearly with the sampling rate [43] and can be calculated similar to Eq. 2.5. For
B “ 500 MHz and b “ 5, the power consumption of an ADC in [42] is considered as 200 mW,
and this correponds to c “ 12.5 pJ. For details regarding the power consumption of other
components is according to the values mentioned in Chapter 2.
Figure 4.6 shows that with an increase of b there is an exponential increase in power
consumption. As expected, PTot for ABF is always lower than for the other beamforming
schemes, and hence ABF with CI is a suitable option for initial access considering small
angular errors. On the other hand, DBF always has higher power consumption than other
beamforming schemes except for b “ 1. Finally, PSN consumes lower power than HBF
irrespective of the number of ADC bits. Moreover, the PTot difference for PSN and HBF
increases with an increase in b. Therefore, PSN with PTot less than DBF and HBF is a viable
option even for high resolution (i.e., higher number of bits) ADC based mmWave receiver
design.
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Fig. 4.6. Power consumption comparison of ABF, DBF, HBF and PSN.
In next section we will take our analysis one step further and study how delay and energy
consumption associated with the initial cell discovery process vary with a change in the
sub-carrier bandwidth.
4.3 Directional Cell Discovery: Energy Consumption
In this section, we provide an energy consumption based comparison of different beam-
forming schemes while considering both a low power and a high power analog-to-digital con-
verter for a millimeter wave based receiver at the MS. We analyze both context information
(GPS positioning based) and non context information based schemes, and show that analog
beamforming with CI (where the mmWave base station’s positioning information is already
available at the MS) can result in a lower energy consumption, while in all other scenarios
digital beamforming has a lower energy consumption than analog and hybrid beamforming.
We also show that, under certain scenarios, the recently proposed phase shifters network ar-
chitecture can result in a lower energy consumption compared to other beamforming schemes.
Moreover, we show that the energy consumption trend among different beamforming schemes
is valid irrespective of the number of ADC bits. Finally, we propose a new signaling structure
which utilizes a relatively higher frequency sub-carrier for primary synchronization signals
compared to other signaling, which allows a further reduction in initial cell search delay and
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energy consumption at the MS.
4.3.1 Our Work
In this work, we compare the receiver energy consumption (EC) associated with different
BF schemes during initial cell discovery. Primarily, we focus on an EC comparison among the
ABF, DBF, HBF and PSN receiver architectures at the MS. EC is computed as the product
of power and time delay. Power consumption for different beamforming schemes is computed
considering similar mmWave receiver architectures as in Chapter 2, while delay is calculated
following a synchronization signaling structure as used in LTE. For power consumption, we
consider both a low power ADC (LPADC) and a high power ADC (HPADC) model. We
also consider both context information and non CI based scenarios for initial cell discovery.
In CI based ICD, we consider that the GPS coordinates of the mmWave base stations (BS)
position are provided to the MS by the microwave BS. We divide the CI based scenario into
1) where the GPS coordinates of the MSs positioning are already available, and 2) where the
MS has to acquire its GPS coordinates by using assisted GPS (AGPS) which introduces an
additional delay6. Moreover, we only consider CI based scenario for AFB, HBF and PSN,
as DBF already allows to form multiple beams simultaneously to cover the complete angular
space, and therefore CI for DBF will not result in any notable advantage. In the rest of the
section, we refer to non CI based scenario as nCI, CI with GPS coordinates already available,
i.e., CI with no delay as CInD, and CI with the delay of acquiring the GPS coordinates as
CID. Considering the above mentioned scenarios, we show that
• All BF schemes have a similar time delay for CInD scenario, whereas in other scenarios
DBF has a minimum delay.
• EC of all beamforming schemes decreases with an increase in the sub-carrier bandwidth.
• ABF (for both LPADC and HPADC) only results in a lower EC in the CInD scenario.
• In all scenarios except CInD, DBF results in a lower EC than ABF and HBF.
• PSN has a lower EC than other BF schemes for higher sub-carrier bandwidth.
6As acquiring GPS coordinates directly from the MS results in a larger delay and energy consumption, we
restrict our analysis to the AGPS case.
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Fig. 4.7. LTE FDD frame structure.
• The EC trends among different BF schemes are independent of the number of ADC
bits.
Finally, we propose a new signaling structure for 5G, where the primary synchronization
signals are generated with a higher sub-carrier bandwidth while all other signaling is per-
formed at a lower bandwidth. This allows the BS to cover the angular space with a relatively
short delay than with lower sub-carrier bandwidth, and therefore also reduces the energy
consumption.
4.3.2 Initial Cell Discovery
Initial cell discovery procedures proposed for conventional cellular networks are relatively
different from what is required for mmWave cellular communications. Conventionally, the
transmission and the reception of the primary synchronization signals (PSS) and secondary
synchronization signals (SSS) (essential for ICD and synchronization) at the BS and the MS,
respectively, is done omnidirectionally. However, in mmWave cellular networks, directional
communication is essential even during the ICD process to exploit the BF gain. In addition to
beamforming, reduced latency is another important requirement for 5G cellular networks and
this can be achieved by increasing the bandwidth of the sub-carrier BSC which also increase
the total system bandwidth BTot. An increase in BTot reduces the latency, but results in a
higher power consumption at the mmWave receiver, mainly because the ADC needs to sample
the incoming signal at a higher rate. We next discuss the LTE control signaling model to
evaluate the synchronization signaling time delay.
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Table 4.1. Synchronization Signal Time Period and Total System Bandwidth (BTot) Associated
to Different BSC
BSC (MHz) 0.015 (LTE) 0.25 0.5 1 10
TPSS 5 ms 0.3 ms 0.15 ms 75 µs 7.5 µs
BTot (MHz) 1.4 23.3 46.7 93.3 933.3
4.3.2.1 Initial Cell Discovery in LTE
To initialize the ICD procedure, the MS starts looking for the reception of the syn-
chronization signals (i.e, PSS and SSS). These synchronization signals provide the initial
synchronization and also identify the physical layer cell identity. There are 504 different
physical layer cell identities, where the SSS has 168 sequences and provides the cell identity
group and the PSS has 3 different sequences and provides identity within the cell identity
group. In FDD, the PSS and the SSS are transmitted once every 5 ms for a duration of
71.4 µs (Figure 4.7). Both synchronization signals constitute 6 resource blocks (corresponds
to 72 sub-carriers) with 62 sub-carriers centered around DC (irrespective of the operating
bandwidth of LTE) while the rest 10 sub-carriers are unused. After the successful reception
of the PSS and the SSS, the MS finishes the initial cell discovery and starts the initial access
process.
4.3.2.2 Extension to mmWave
Unlike in LTE, in mmWave 5G cellular networks an additional requirement for initial
cell discovery is to identify the required beamforming direction to improve the SNR at the
receiver. In comparison to LTE, this identification of the beamforming direction results in
an additional ICD delay. This delay depends on the size of the antenna array and on the
beamforming scheme incorporated both at the MS and at the BS. In this work, we consider 64
antennas at the BS and 16 antennas at the MS, which with beamspace beamforming requires
64 ˆ 16 “ 1024 different directional scans (ND) to cover the complete angular space. The
total ICD delay is a combination of the delay associated with 1) the control signaling (PSS
and SSS) and 2) the identification of the beamforming direction.
4.3.3 Energy Consumption in mmWave ICD
We measure the energy consumption for different BF schemes considering the three dif-
ferent scenarios discussed in Section 4.3.1. As EC is computed as the product of power
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Table 4.2. tDel for Different BF Schemes Corresponding to Different ICD Scenarios, with ABF
at the BS
tDel (nCI) tDel (CInD) tDel (CID)
ABF 1024 ˆ TPSS 64ˆ TPSS 64ˆ TPSS ` tCI
DBF 64 ˆ TPSS 64ˆ TPSS 64ˆ TPSS
HBF 256ˆ TPSS 64ˆ TPSS 64ˆ TPSS ` tCI
PSN 256ˆ TPSS 64ˆ TPSS 64ˆ TPSS ` tCI
consumption and time delay, we first compute the time delay associated with nCI, CInD
and CID, whereas the power consumption of the different BF schemes will be studied in the
following subsections.
4.3.3.1 Time Delay
We follow the LTE signaling structure to calculate the delay associated with the reception
of synchronization signals, and identify the delay corresponding to different values of the
sub-carrier bandwidth BSC . This delay corresponds to the time period associated to the
transmission of the PSS signal, TPSS, for different ICD scenarios, as shown in Table 4.1.
To receive the initial synchronization signals, the MS has to look in each BF direction for
a duration of TPSS. Therefore, the total time delay tDel can be computed as the product
of TPSS and ND. The total time delay corresponding to different BF schemes and different
ICD scenarios is shown in Table 4.2. We consider only ABF at the BS while the MS can
form its combining beam using either ABF, DBF, HBF or PSN. This shows that the BS at
a particular instant can transmit the synchronization signal only in one angular direction,
therefore the BS requires 64 (equal to the number of antennas) different transmissions at
separate time instants to cover the whole angular space. Moreover, the angular search delay
at the MS is related to the available beamforming scheme.
With ABF, the MS has to look in 16 different angular directions, which results in ND “
64ˆ 16 “ 1024, the maximum scan search delay. Unlike ABF, ND for HBF (PSN) is directly
related to the number of available RF chains (combiners). In this work, the number of RF
chains and combiners for HBF and PSN is set to 4. This allows both architectures to form 4
simultaneous beams in different angular directions, and therefore ND “ 64 ˆ 16{4 “ 256 for
both HBF and PSN. Finally, DBF only requires 64 directional scans to cover the complete
angular space. The above mentioned ND corresponds to the nCI scenario, and tDel can be
computed as the product of ND and TPSS (Table 4.2). This tDel nCI showed that DBF has
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Table 4.3. Receiver Power Consumption for Different BF Schemes for HPADC
BSC DBF ABF HBF PSN
15 KHz 1.31 1 2.43 2.49
250 KHz 1.87 1.03 2.57 2.52
500 KHz 2.57 1.07 2.72 2.56
1 MHz 3.67 1.15 3.02 2.63
10 MHz 25.1616 2.4891 8.369 3.978
Table 4.4. Receiver Power Consumption for Different BF Schemes for LPADC
BSC DBF ABF HBF PSN
15 KHz 1.28 0.996 2.43 2.3
250 KHz 1.3 0.998 2.43 2.3
500 KHz 1.32 0.999 2.44 2.3
1 MHz 1.37 1 2.45 2.31
10 MHz 2.22 1.06 2.66 2.36
the least delay whereas ABF results in maximum delay.
We consider the availability of CI only for ABF, HBF and PSN, as the fully digital archi-
tecture in DBF allows to form beams in all angular directions simultaneously, and therefore
CI will not provide any significant advantage with DBF receivers. The availability of CI is
advantageous for ABF, HBF and PSN as it reduces the number of directional scans. With
the availability of CI with no delay (i.e., CInD), the receiver already has the knowledge of
the appropriate combining direction and therefore the number of directional scans for ABF,
HBF and PSN with CInD is similar to that for DBF (i.e., 64). This shows that tDel for CInD
for all beamforming schemes is similar.
Finally, a scenario where the GPS coordinates of the MS are not available (i.e., CID)
results in an additional time delay. To acquire the GPS coordinates, we considered an AGPS
protocol in which the time delay tCI corresponding to the acquisition GPS coordinates is
generally communication channel dependent. However, to simplify the analysis we consider
the Time to first fix (TTFF) with AGPS to be approximately around 1 s (as mentioned
in [71]), and assume tCI “ 1.5 s, slightly more than TTFF. This is a relatively short delay,
however, we show that even this short tCI results not only in a higher delay but also in a
relatively higher energy consumption compared to the other design choices.
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4.3.3.2 Power Consumption
Receiver power consumption is an important concern due to the utilization of huge band-
widths at mmWave communication. In this work, we consider the total power consumption
of the receiver. The power consumption of all other components except ADC is considered
independent of the total system bandwidth. We consider two different power consumption
models for an ADC, i.e., a low power and a high power ADC7
The total system bandwidth (as shown in Table 4.1) is an important parameter, as an
increase in BTot linearly increases the ADC power consumption (as BTot defines the required
sampling rate of an ADC). BTot is directly proportional to the sub-carrier bandwidth due
to which an increase in BSC results in a higher BTot and therefore a higher ADC power
consumption. BTot for different BSC is computed following the LTE format used for the
1.4 MHz bandwidth. In LTE, with 1.4 MHz of bandwidth, 6 RBs are transmitted at each
time instant. A RB consists of 12 sub-carriers with BSC = 15 KHz. This corresponds to
a bandwidth of 1.08 MHz for 6 RBs, and therefore with total bandwidth of 1.4 MHz, the
utilized bandwidth is 77.14% (i.e., 1.08 MHz ˆ 100{1.4 MHz “ 77.14%). BTot for different
BSC can be computed similarly and is listed in Table 4.1.
The power consumption (in Watts) of different beamforming corresponding to different
BSC for a HPADC and a LPADC is listed in Table 4.3 and Table 4.4, respectively. The power
consumption values are obtained for a 6 bits ADC. The listed power consumption values for
different beamforming schemes are computed considering the same receiver architecture and
per component power consumption values as mentioned in Chapter 2, Section 2.2 and Chapter
4, Section 4.2. The listed values show that the rate of increase in the power consumption is
related not only to an increase in BTot but also to the choice of the ADC design. For instance,
the rate at which power consumption increases for HPADC is much higher as compared to
LPADC. Moreover, DBF with LPADC results in a lower power consumption than HBF and
PSN even for BSC “ 10 MHz.
Finally, the energy consumption (EC) can be computed by evaluating the product of the
total power consumption and the time delay.
7The power consumption of an ADC, denoted as PADC “ cB2
b, increases exponentially with the number of
bits b and linearly with the bandwidth B and with the ADC Waldens figure of merit c. For a HPADC c “ 12.5
pJ whereas for a LPADC c “ 494 fJ (Chapter 2, Section 2.2), to better quantify the energy consumption of
different beamforming schemes at these two power extremes.
88 Chapter 4
10
4
10
5
10
6
10
7
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
 
 
DBF
ABF
HBF
PSN
E
n
er
gy
C
on
su
m
p
ti
on
(J
ou
le
s)
BSC
nCI HPADC (10 bits ADC)
Fig. 4.8. Energy consumption vs BSC for different beamforming schemes in the nCI scenario
and HPADC.
4.3.4 Results
We now discuss the energy consumption trend followed by different BF receiver architec-
tures during the ICD, and identify the choice of the appropriate BF scheme for nCI, CInD
and CID scenarios while considering both a low power and a high power ADC model. The
energy consumption of different BF schemes considering different BSC is computed using the
power consumption and time delay values listed in Tables 4.3, 4.4 and 4.2, respectively. All
results except those in Figure 4.8 (where we considered 10 bits) are obtained for a 6 bits
ADC.
Figures 4.8, 4.9 and 4.10 show the energy consumption vs BSC for the nCI scenario.
The plots show that the energy consumption of all BF schemes decreases (with a decreasing
slope) with an increase in BSC
8, and this decrease in EC is more rapid up to BSC “ 0.3
MHz. This follows from the fact that tDel decreases with an increase in BSC , therefore the
EC of the receiver components other than ADC decreases. However, the EC of an ADC
remains constant as the power consumption of the ADC increases with the same rate with
which tDel decreases. The plots also show that, even with a single RF chain, ABF results in
a higher EC relative to the other beamforming for both the HPADC and the LPADC model.
8 the plots of Figures 4.11-4.14 also show a similar trend i.e., decrease in the EC with an increase in the
BSC
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Fig. 4.9. Energy consumption vs BSC for
different beamforming schemes in the nCI sce-
nario and HPADC.
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Fig. 4.10. Energy consumption vs BSC for
different beamforming schemes in the nCI sce-
nario and LPADC.
This shows that tDel for ABF is large enough (due to higher ND) to dominate the lower
power consumption of the ABF which results in the highest EC for ABF. On the other hand,
interestingly, DBF always has a lower EC than ABF and HBF, irrespective of the number
of ADC bits and of the ADC power model. However, the difference among the EC of DBF,
ABF and HBF decreases with an increase in BSC and starts converging to a similar EC. We
will discuss this convergence later.
The EC trend followed by PSN is relatively different than what is observed for other
BF schemes. Firstly, PSN has a higher energy consumption than DBF at lower BSC , but
results in a lower EC than DBF at higher BSC . The converging value of the EC of PSN
is also low compared to other BF schemes. This is because the PSN architecture requires
ADCs similar to ABF but with much fewer ND. Secondly, the intersection point between
DBF and PSN shifts towards lower BSC with an increase in the number of ADC bits. This
is because an increase in bits results in a higher ADC power, due to which the ADC power
starts dominating the power consumption of the other components, which results in a rapid
convergence in the EC of PSN. Finally, from Figures 4.8 and 4.9 it is obvious that the EC
trend among different BF schemes is valid irrespective of the number of ADC bits.
Figures 4.11 and 4.12 show an EC comparison among different BF schemes for a CInD
scenario. In this scenario, it is considered that the GPS coordinates of the MS are already
available and therefore all BF schemes have a similar tDel. The plots show that ABF has
the lowest EC in this scenario. This is due to the reduction in ND thanks to the availability
of CI regarding the direction of the mmWave BS. Also note that, despite the availability of
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Fig. 4.11. Energy consumption vs BSC for
different beamforming schemes in the CInD
scenario and HPADC.
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Fig. 4.12. Energy consumption vs BSC
for different beam in the CInD scenario and
LPADC.
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Fig. 4.13. Energy consumption vs BSC
for different beam in the CID scenario and
HPADC.
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Fig. 4.14. Energy consumption vs BSC
for different beam in the CID scenario and
LPADC.
CI, DBF has a lower or similar EC compared to PSN and HBF up to BSC “ 10 MHz and
BSC “ 1 MHz for a LPADC model and a HPADC, respectively. The trend among HBF and
PSN is similar to what was observed for the nCI scenario. Although these results depict the
feasibility of ABF for ICD considering the CInD scenario, to better analyze the feasibility
of ABF it is also important to note that the performance of ABF degrades with an increase
in the error in the available CI, where PSN has a more robust performance (as shown in
Section 4.2). Therefore the choice of the appropriate BF scheme for the CInD scenario not
only depends on the minimum EC but is also important to quantify the performance of a
particular BF scheme in the case of erroneous CI.
Figures 4.13 and 4.14 show the EC vs BSC for a CID scenario. To compute the additional
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Fig. 4.15. Energy consumption convergence for different BF schemes.
EC corresponding to the acquisition of the GPS coordinates of the MS, the time delay is
considered to be 1.5 s (as mentioned in Subsection 4.3.3.1) and the power consumption is
assumed to be 100 mW. The results show that ABF has a lower EC than HBF and PSN for
small values of BSC , but the EC of ABF, HBF and PSN is higher compared to what observed
for nCI and CInD scenarios. This is because the EC associated to the acquisition of GPS
coordinates is high enough that all BF schemes result in a higher EC. Moreover, DBF (for
both HPADC and LPADC model) has a lower EC than other schemes for all values of BSC .
Therefore, the CID scenario not only results in a higher EC for ABF, HBF and PSN but also
introduces an extra time delay.
It is important to note that, for a very high value of BSC , even though DBF may have
a minimum search delay and results in a lower (in the CID scenario) or similar (in the nCI
scenario) EC compared to other beamforming schemes, it can consume a very high power
(e.g., with HPADC, PDBF “ 25 Watt for BSC “ 10 MHz, see Table 4.3). This suggests that
DBF, for a very high values of BSC , may not be an effective beamforming scheme for power
constrained devices, such as a MS.
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4.3.4.1 EC Convergence
A common trend that can be observed in Figures 4.8-4.14 is the convergence of the EC
with an increase in BSC . This is because the time delay is higher at lower BSC , which makes
the EC of all components other than the ADC more significant. However, with an increase
in BSC the EC of the ADC starts dominating. Therefore, the convergence value for the nCI
scenario (convergence for CID and CInD can be computed similarly) can simply be calculated
by evaluating the EC of the total number of ADCs present in a particular BF scheme. The
EC of a single ADC can be computed as
EADC “ PADC ˆ tDel “ cBRˆ tDel (4.12)
where EADC and PADC are the energy and power consumption of an ADC, c is the energy
consumption per conversion andR is the resolution of an ADC. Equation (4.12) shows that the
EC of an ADC remains constant irrespective of BSC , as an increase in BSC will decrease tDel
and vice-versa. The convergence value of a particular BF scheme can be found by computing
the product EADC and the number of ADC based on a particular BF scheme. The results for
EC convergence are shown in Figure 4.15, where the convergence value is shown for different
numbers of ADC bits while considering ABF, DBF, HBF and PSN schemes. The results
show that PSN has the minimum value of the EC convergence for any number of ADC
bits, whereas all other beamforming schemes converge to the same value. This is because
the product of ND and the number of ADC for ABF, DBF and HBF has a similar result.
However, a PSN architecture which allows to form multiple simultaneous beams and compare
them in the analog domain requires a single RF chain (i.e., similar number of ADCs as used
for ABF) and can cover the complete angular space with fewer directional scans than ABF,
and therefore PSN results in a lower EC.
4.3.5 Higher BSC for PSS Signaling
Usually, control plane signaling requires less bandwidth compared to data plane signal-
ing. For instance, in LTE the reserved bandwidth for synchronization signaling is limited
to 1.4 MHz, whereas the total system bandwidth can be as large as 20 MHz based on the
data rate requirement of the mobile user. A lower bandwidth definitely requires less power
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Fig. 4.16. Proposed slot structure for PSS.
consumption. However, as already shown, an increase in the sub-carrier frequency reduces
not only the initial cell search delay but also the EC. By combining the above two points
i.e., 1) the difference in the bandwidth of data plane and control plane signaling and 2) a
higher sub-carrier bandwidth results in a lower latency and EC, we now propose a new sig-
naling structure for 5G cellular networks, where PSS utilizes a relatively higher sub-carrier
bandwidth compared to other signaling. The maximum increase in the PSS sub-carrier band-
width (BSC,PSS) can be set to the maximum available bandwidth (BTot) for data plane. We
next discuss the proposed signaling structure and briefly discuss its performance, whereas a
detailed analysis is left as future work.
The proposed slot structure for 5G containing PSS is shown in Figure 4.16, where TSC,PSS
and TSC represent the time period of the higher bandwidth PSS sub-carrier and reference
sub-carrier bandwidth (i.e., BrefSC ) used for other signaling, respectively, CP represents the
cyclic prefix interval corresponding to TSC,PSS and k is a constant which represents the
fractional increase or decrease in BrefSC or TSC for PSS. In Figure 4.16, k is set to 8, and
therefore in the time duration TSC , 8 primary synchronization signals can be transmitted.
This is because, according to the proposed structure, BSC,PSS is increased k times, which
reduces the transmission time required for PSS by a factor of k compared to what is required
for sub-carriers with bandwidth BrefSC . This allows to transmit multiple BSC,PSS signals in
either a different or the same angular direction in a similar time interval as that of other
signaling, i.e., TSC . This has two main advantages, 1) k PSS signals can be transmitted in
the same angular direction to capture higher energy in a reduced time, and 2) transmit k
PSS signal into different angular direction to cover more angular space in a relatively shorter
time interval to reduce the initial cell search delay. In this work we only discuss the latter.
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Fig. 4.17. Energy consumption reduction with higher bandwidth sub-carrier for PSS.
According to the proposed scheme, the reduction in the directional search delay with
higher BSC,PSS compared to B
ref
SC can be given as
tDel,Red “ tDel
k
(4.13)
where tDel,Red is a reduced delay. Note that this reduced delay is similar to what we would
get with k times higher (fixed) sub-carrier bandwidth for all signaling. However, with the
proposed structure (assuming ABF), the BS can transmit k PSS signals in consecutive time
instants in k different directions whereas with same BSC the BS can transmit PSS only in a
single direction every TPSS. We next discuss the EC vs k relationship.
Figure 4.17 shows the EC for different values of k. The plot shows that the EC decreases
with an increase in k, and therefore the proposed signaling structure indeed reduces the EC.
Moreover, the reduction in EC is similar to what can be achieved by using a fixed higher
bandwidth sub-carrier BhighSC for all signaling, as tDel for both cases is similar. Therefore,
the proposed structure with higher BSC,PSS can achieve a low EC (similar to what can be
achieved with a higher BhighSC ), without increasing BSC for other signaling (which allows ADCs
to operate at lower sampling rate especially during data communication, which reduces the
power consumption).
4.4. Conclusions 95
4.4 Conclusions
In this chapter we studied and analyzed different aspects of the directional initial cell
discovery process in mmWave cellular systems. We compared the performance of ABF,
HBF, DBF and PSN architectures in terms of probability of access error, latency, power
consumption and energy consumption. The results showed that ABF can perform better
than other schemes when context information regarding the mmWave BS is available without
any significant delay. However, the performance of ABF degrades in case of erroneous CI.
To address this, we proposed a low power phase shifters network based architecture which
allows to form and compare multiple beams in analog simultaneously. We also showed that
in all other scenarios (i.e., non CI based or CI with delay), DBF results in a lower delay and
a similar or lower energy consumption then other beamforming schemes.

5
Energy Efficient Flooding of Fountain Codes
In this chapter, we investigate and analyze the transmission efficiency (which translates
into energy efficiency) from a multi-hop network perspective. We consider a multihop net-
work where a source node must reliably deliver a set of data packets to a given destination
node. To do so, the source applies a fountain code and floods the encoded packets through
the network, until they reach their destination or are lost in the process. We model the prob-
ability that the destination can recover the original transmissions from the received coded
packets as a function of the network topology and of the code redundancy, and show that our
analytical results predict the outcome of simulations very well. These results are employed
to find a good working point on the tradeoff between the probability of success of end-to-
end communications and the number of packet transmissions that take place in the network.
Note that the reduction in the number of transmissions improves energy efficiency. We also
propose practical policies to approximate the behavior of restricted and full flooding based
only on local decisions at each node, and conclude by providing simple approximations for the
probability that a given packet is lost on the route to the destination. Finally, we also analyze
how the availability of a helper node which decodes and injects extra redundancy packets in
the network can further reduce the required number of transmissions, and therefore improves
the energy efficiency of the network.
5.1 Introduction
In the past decade, multi-hop flooding networks have been of great interest in the research
community. Flooding based transmission improves the communication reliability as a desti-
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nation can receive multiple copies of the same packet transmitted from different nodes. In
addition, multi-hop routing allows to improve the communication range. Such networks are
an attractive choice in scenarios where infrastructure is non-existent or unusable. Examples
of such scenarios include emergency recovery, rescue operation, and underwater networks. For
instance, the peculiar nature of the underwater channel limits the probability of successful
communication. In addition, an underwater channel only supports acoustic waves over long
range communication which substantially limits the data rate compared to terrestrial wire-
less networks. Note that communication at higher frequencies suffers from high attenuation
which limits the communication range. In this scenario, communication reliability and data
rate (while keeping a similar communication range) can be improved by using the advantages
of flooding and multi-hop communication, respectively.
Although multi-hop flooding networks improve the reliability and range of communica-
tion, such wireless communication networks also result in a lower energy efficiency (due to
redundant transmissions) which is of concern in future wireless communication. To address
both reliability and energy efficiency, we study a trade-off between the required number of
transmissions and the probability of success at the destination. We devise restricted flooding
models to reduce the required number of transmissions while keeping the desired probability
of success at the destination.
In addition to flooding, coding can be incorporated to further improve the communication
reliability. In this work, we consider fountain codes which are well known for improving
probability of successful communication. Fountain codes [25, 72] have been introduced to
achieve reliable communications in generic networks, where the packet loss probability may
be unknown a priori. The latter condition makes fountain codes particularly well suited to
wireless networks [73,74], where the ability to dynamically adjust the amount of redundancy
offers a means to compensate for link breakages and communication failures [75].
In multihop wireless networks, and especially in those conditions where a high degree of
reliability is sought [76], fountain-coded packets may be coupled with some form of redundant
network-layer transmission pattern, e.g., flooding [77]. Flooded fountain codes introduce a
double layer of redundancy: on one hand, each coded packet inherently carries information
about other source packets, thereby providing utility not just to an intended relay, but rather
to all upstream nodes receiving the packet; on the other hand, each coded source packet
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is repeated by a number of relays that participate in the flooding process. While this sub-
stantially increases the opportunities for each node between a source and its destination to
correctly decode the packets (and thus be able to retransmit them), the amount of packet
replication that results is potentially excessive, and may lead to a waste of resources and
therefore is not energy efficient.
Still, fountain codes have been widely considered in the literature as a flexible error control
technique in both wired and wireless networks experiencing erasure channels. For example,
the SYNAPSE++ protocol [73] employs a fountain code to reliably disseminate firmware over
a wireless sensor network. Fountain codes have also been shown to improve the performance
of unicast communications, provided that early acknowledgment packets are sent in order
to prevent the generation of useless redundancy [78]. In [76], the introduction of fountain
codes in vehicular networks leads to a significant performance improvement compared to a
simpler approach where data packets are periodically retransmitted. Delay-Tolerant Net-
works (DTNs) [79] and distributed storage systems [80] also benefit from the distribution of
redundancy that comes from the use of fountain codes. Therefore, it is important to design a
procedure to disseminate fountain-coded data through a network in an effective yet controlled
way, that exploits the double level of redundancy of coding and flooding in order to deliver
packets successfully, while at the same time avoiding the consumption of an excessive amount
of resources (e.g., avoiding useless transmissions and the resulting energy wastage).
In our recent work [81], we analyzed the interplay between fountain codes and flooding,
by considering both a full flooding and a restricted flooding policy. Given the amount of
redundancy generated at the source, the number of hops, and the number of relays that
interact at each hop, we derive the average number of transmissions required to achieve
a prescribed probability of success at the destination. The latter is employed to analyze
the interplay between the number of transmissions and the code redundancy. Note that in
this chapter we focus on the reduction in the number of transmissions, which can directly
be translated into a reduction in the energy consumption or an improvement in the energy
efficiency.
In this work, we extend the work in [81] in several respects. First, while we maintain
the analytical model simple and tractable, we extend simulations to include a more realistic
physical layer model including path loss and fading. Simulations are then employed to validate
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our analytical results, which are extended to forecast the behavior of the network in different
topologies and under different deployment assumptions. Our policies are evaluated based both
on a simple error model and on a more realistic block fading model, which are compared to
validate our analysis via simulation results. Second, we propose a simple family of policies
that implement restricted flooding distributedly and based only on the local decisions of each
node. We also formulate an adaptive policy that approaches the behavior of full flooding, but
with a significantly lower retransmission overhead. Both policies combine forwarding ideas
with practical medium access control-level issues that help reduce the complexity and cost
of packet forwarding. Finally, we introduce low-complexity approximations to the analytical
formulas in our model.
The remainder of this chapter is organized as follows. In the next section we survey the
related literature. In Section 5.3 we introduce our network model and analytically character-
ize the probability of success and the number of transmissions taking place in the network
under different packet forwarding schemes, and introduce practical and distributed forward-
ing policies; in Section 5.4, we evaluate the performance of these policies compared to the
results from the analytical model; in Section 5.5 we discuss several possible extensions to
our work and develop one such extension in detail. Section 5.7 provides the conclusions, and
finally in Section 5.8 we provide low complexity approximations of our analysis.
5.2 Related Work
Several works in the literature have applied fountain codes to scenarios of interest, mostly
considering end-to-end communications throughout a network. In [75], an analytical model
is provided for the throughput performance of a fountain code transmitted through either
a conventional or a cooperative multihop network, both in the delay tolerant and in the
delay-constrained case, assuming a Nakagami fading model. The work in [82] derives an an-
alytical expression for the average number of received packets in delay-constrained networks,
whereas [78] measures the complexity of different fountain code relaying strategies. In [83],
the authors consider a multihop scenario with a single node at each relay stage, and ana-
lyze the probability distribution of the transmission time in the presence of interference from
randomly distributed nodes. However, in [75, 78, 82], multihop communications take place
through a single, fixed path determined a priori, rather than considering a flooding scenario
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as we do in this work.
In [84], erasure codes have been applied to multicast transmissions of short duration
in a single-hop cellular scenario. Fountain codes have also been shown to improve data
dissemination [85], MAC layer communications [86] and reliable transport [74] in underwater
networks. Random linear packet coding is applied to single-hop broadcast networks in [87].
Transmit power adjustment policies are proposed based either on the performance of the worst
link or on the average performance of all links. In [88], in order to increase the reliability
of packet delivery over multihop unicast connections, a node determines the lost packets
thanks to an implicit acknowledgment procedure and retransmits them at a later time if
needed. In [89], restricted flooding is proposed, where a node transmits with probability p
after receiving the mth copy of a message, where p is selected based on percolation theory.
Several approaches have been proposed to mitigate the overhead coming from the excessive
transmission redundancy. In [90], a network coding based approach is discussed to figure out
the minimum forwarding probability required to achieve a given outreach probability over
random graphs. The authors in [91, 92] discuss dynamic probabilistic broadcasting schemes
in MANETs: the retransmission probability is adjusted based on the number of neighboring
nodes (the higher the number of neighboring nodes, the lower the rebroadcasting probability).
In [93], adaptive probabilistic flooding is applied to path discovery in multipath routing: the
retransmission probability of advertisement messages is progressively reduced to limit the
flooding process. A similar scheme is also considered in [94] to reduce transmissions in a
vehicular ad hoc network, where the rebroadcasting probability is tied to the vehicle speed.
Recently [95] proposed that a node tunes network coding based on estimates of the packet
reception probability for the neighboring nodes, in order to maximize the aggregate number
of source packets decoded by all neighbors while limiting the dissemination delay. These
estimates are evaluated based on the link quality correlation among the neighboring nodes.
In [96], lower bounds for the required number of packet retransmissions at the MAC
layer are derived in order to support broadcast with and without applying network coding
techniques. In [97], a reliable broadcast transmission approach based on random linear net-
work coding is considered, in which all source packets are initially transmitted, and once the
ACK/NACK storm has finished, the source transmits network-coded packets to improve the
performance of the worst receiver. In [98], the authors proposed a low complexity and energy
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efficient fractional transmission scheme (FTS) broadcasting approach that employs fountain
codes over a multihop wireless network. Based on hop distance, a fraction of the encoded
packets to be transmitted to a particular node is assigned among its neighboring nodes. If
the sum of the received fractions exceeds one, then the assigned fractions can be adapted
to reduce the number of redundant transmissions. After successful decoding, a node starts
transmitting additional encoded packets.
Unlike in previous works, in this work we study the interaction of flooding and fountain
codes via a fundamental approach. We start with a mathematically tractable model of the
network performance that is proven to match realistic simulations quite accurately. We em-
ploy the analysis to identify desirable working points in terms of retransmission overhead and
probability of success, and finally proceed to propose heuristic policies that can approximate
the desired probabilistic forwarding behavior, in terms of both probability of success and
overhead. Unlike in such works as [88, 89, 93], our practical policies rely on decisions that
are made by each node in a fully distributed manner. Unlike [90,95–97], our policies do not
rely on further network coding, so that the source can be in control of the behavior of the
flooding process.
5.3 Scenario Description, Analytical Model, and Practical Flood-
ing Policies
We consider a multihop network scenario, where a source S has m packets to send to
a given destination node D. To protect the communication from packet losses, the source
encodes these m packets into M ą m packets using a random fountain code over the Galois
field of size η, Fη, η ě 2. We define E “ M ´m to be the number of redundancy packets
injected in the network to favor the decoding process at the destination and to combat packet
loss over the network links. All packets are forwarded towards the destination through a
multihop network where we assume that there are r relay stages between S andD, where each
stage i consists ofNi relays. This way, the shortest path joining S andD consists of r`1 hops.1
1It could be argued that allowing nodes at generic stage i to receive transmissions from farther stages rather
than just i ´ 1 would help improve the probability of correct reception at stage i and, as a consequence, at
the destination as well. In our extensive set of simulations (not shown here due to lack of space) we confirmed
that this is not the case, except in a very restricted set of scenarios with benign channels (i.e., very low p)
and very few nodes in each stage. The latter is specifically typical of standard multi-hop routing scenarios,
which are not the focus of this work. In all other cases, the gain is negligible because either a) the probability
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In addition, we assume a Bernoulli error model, whereby the probability of packet error over
each link is constant and equal to p. While this assumption is required to make the problem
tractable, we will show in Section 5.4 that it is a very good approximation for more realistic
link error models. In the following three subsections, we will model the forwarding process
from S to D, by considering different types of flooding. We will derive the probability that D
can decode the fountain code, as well as the number of transmissions that the network carries
out to advance the fountain code packets towards the destination. Specifically, Section 5.3.1
focuses on a baseline, unrestricted flooding paradigm; Section 5.3.2 describes distributed and
tunable forwarding policies to achieve a good tradeoff between the probability of decoding
success at D and number of transmissions in the network. Section 5.3.3 extends the analytical
model to a form of restricted flooding, which is leveraged to provide insight on the practical
policies; finally, Section 5.3.4 comments on the fundamental interplay between the Galois
field size employed for the fountain code and the network performance.
5.3.1 Unrestricted flooding model
We start by assuming that the forwarding paradigm adopted in the network is a baseline
full flooding, i.e., a multihop forwarding process where every unique packet is transmitted
once by the source, and forwarded exactly once by each node that correctly receives it.
Possible collisions among the transmissions by two or more relays of either the same or
different stages can be avoided in several ways. Feasible measures include channel sensing,
fine-tuned backoff times and transmission pipelining [73], and typically introduce additional
delays. However, we note that applications relying on flooding to convey data through a
network are typically most likely concerned about the probability of successful delivery than
they are about the time it takes to achieve it. Therefore, in this work, we focus mainly on
the probability of success, discuss a model to measure it, and present effective distributed
ways to achieve successful packet delivery while limiting the number of transmissions in the
network. In this light, a collision avoidance mechanism that introduces some delay is not a
restraining assumption.2
of error from stage i´ 2 to stage i is very high or b) the flooding process compensates for transmission errors
and is thus the main reason behind successful reception at stage i.
2A possible alternative for collision modeling would be to incorporate the probability of collision into the
link error probability p. Such an extension entails the analysis of a very interesting interplay between MAC-
and routing-level performance, and is left as a future extension.
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Fig. 5.1. Reference scenario for a multihop network with multiple relay stages between a source
S and a destination D. The probability of error over any link is equal to p.
For reference, a scheme of our network scenario is provided in Fig. 5.1.
We recall that, assuming at least ℓ ą m packets are received by D, the probability Pe,D
that D cannot decode the fountain code is upper-bounded by [99]
Pe,D ď η´pℓ´mq (5.1)
where η is the size of the Galois field over which the code is designed, e.g., η “ 2 for a binary
fountain code.
Based on the assumptions above, we now derive the probability of decoding error at D.
Assume for the moment that r “ 1, i.e., there is only one relay stage between S and D, and
the length of the path from S to D is 2 hops. The event that a given encoded packet does
not reach D is equivalent to the event that no relay received the packet correctly, or that all
relays that received the packet fail to forward it further to D. The probability of this event
is
q1 “
N1ÿ
j1“0
ˆ
N1
j1
˙
pj1p1´ pqN1´j1pN1´j1 “ `p` p1´ pqp˘N1 , (5.2)
where the argument of the summation means that if N1 ´ j1 nodes out of N1 receive the
packet correctly, all these nodes fail in forwarding it to D over the second hop. We note
that the number of nodes that fail to receive a packet at the relay stage follows a binomial
distribution BpN1, p, j1q with parameters N1 and p, hence its average is N1p. Considering the
degenerate cases where p “ 1, j1 “ N1 (all nodes fail to receive if the link error probability
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is identically 1) and when p “ 0, j1 “ 0 (all nodes are successful if the link error probability
is identically 0), we note that BpN1, p, j1q should be extended to yield 1 in both cases. We
therefore define
B
`
N1, p, j1
˘ “
$’’&
’’%
1 if p “ 1, j1 “ N1 or p “ 0, j1 “ 0 ,ˆ
N1
j1
˙
pj1p1´ pqN1´j1 otherwise .
(5.3)
Assume now that r “ 2, i.e., there are two relay stages between S and D, respectively
containing N1 and N2 relays. The probability that a packet is correctly received by any given
number of relays 1, 2, . . . , N2 of stage 2 depends on the number of nodes that successfully
received the same packet at stage 1. Hence the probability that the packet does not reach D
is
q2 “
N1ÿ
j1“0
N2ÿ
j2“0
B
`
N1, p, j1
˘
B
`
N2, p
N1´j1 , j2
˘
pN2´k , (5.4)
where we note that, for a given number j1 of nodes that failed the reception at stage 1, the
probability of failing to advance a packet from stage 1 to any node in stage 2 is pN1´j1 . In the
general case, there are r relay stages between S and D, and the expression for the probability
of error can be given as
qr “
N1ÿ
j1“0
N2ÿ
j2“0
¨ ¨ ¨
Nrÿ
jr“0
B
`
N1, p, j1
˘
B
`
N2, p
N1´j1 , j2
˘ ¨ ¨ ¨ B`Nr, pNr´1´jr´1, jr˘pNr´jr , (5.5)
where j1, j2, . . . , jr is the number of relays that failed the reception of the packet at the
first, second, up to the rth stage, respectively, and therefore pNr´1 ´ jr´1q is the number
of nodes which received the packet correctly at the pr ´ 1qth relay stage. Finally, by virtue
of the approximate formula in (5.1), D fails to decode the fountain code with probability
1 whenever it correctly receives only m or fewer coded packets, whereas the probability of
decoding failure is upper-bounded as in (5.1) whenever at least m ` 1 packets are received.
Therefore we have the following upper bound:
Pfailpqrq ď
mÿ
k“0
B
`
M, 1´ qr, k
˘ ` Mÿ
k“m`1
B
`
M, 1´ qr, k
˘
η´pk´mq (5.6)
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which in non-degenerate cases can be explicitly re-written as
Pfailpqrq ď
mÿ
k“0
ˆ
M
k
˙
qM´kr p1´ qrqk `
Mÿ
k“m`1
ˆ
M
k
˙
qM´kr p1´ qrqk η´pk´mq , (5.7)
where k ´m is the number of extra packets received by D.
The formula in (5.5) does not admit a closed-form expression, and neither do (5.6)
and (5.7). However, we will now illustrate a conveniently compact way to write (5.5), which
will be leveraged to compute other metrics. We start by grouping the probabilities that a
given number of relays fail packet reception at a given stage into matrices. To do so, we
define the following probabilities
pS,j “ B
`
N1, p, j
˘
(5.8)
pi,jk “ B
`
Ni, p
Ni´1´j , k
˘
(5.9)
pD,k “ pNr´k . (5.10)
In particular, pS,j is the probability that j nodes at the first relay stage fail to receive the
packet from S; pi,jk is the probability that k nodes at the ith relay stage fail to receive the
packet given that j nodes failed to receive it at stage i ´ 1; pD,k is the probability that
the destination D fails to receive the packet, given that k nodes (out of the available Nr
nodes at stage r) failed to receive it at stage r. We now define the column vectors pS “
r pS,0 pS,1 ¨ ¨ ¨ pS,N1 01ˆpNmax´N1q sT , pD “ r pD,0 pD,1 ¨ ¨ ¨ pD,Nr 01ˆpNmax´Nrq sT ,
and the matrix
Pi “
»
——————–
pi,00 ¨ ¨ ¨ pi,0Ni
...
. . .
... 0pNi´1`1qˆpNmax´Niq
pi,Ni´10 ¨ ¨ ¨ pi,Ni´1Ni
0pNmax´Ni´1qˆpNmax`1q
ﬁ
ﬃﬃﬃﬃﬃﬃﬂ
, (5.11)
where Nmax “ maxiNi, and we remark that pi,Ni´1Ni “ 1 is the only non-zero element of the
Nith row. Eq. (5.5) can now be rewritten as
qr “ pTS
˜
rź
i“1
Pi
¸
pD , (5.12)
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where it is intended that P1 “ INmax`1, the pNmax ` 1q ˆ pNmax ` 1q identity matrix. The
value of qr thus derived can be finally plugged into (5.7) to obtain an upper bound to the
probability of decoding the fountain code at D.
We illustrate the formulation above via a simple example. Consider a scenario with r “ 2
and N1 “ N2 “ 1. In this case, pS “ r1´ p psT , pD “ rp 1sT , and matrix P1 is given as
P2 “
»
–B`1, p, 0˘ B`1, p, 1˘
B
`
1, 1, 0
˘
B
`
1, 1, 1
˘
ﬁ
ﬂ “
«
p1´ pq p
0 1
ﬀ
. (5.13)
Finally we have
q2 “ pTSP1P2pD “
“
1´ p p‰
»
–1´ p p
0 1
ﬁ
ﬂ
»
–p
1
ﬁ
ﬂ “ p1´ pq2p` p1´ pqp` p (5.14)
For convenience, note that (5.5) for r “ 2 can be rewritten as
q2 “
N1´1ÿ
j1“0
N2ÿ
j2“0
ˆ
N1
j1
˙
pjp1´ pqN1´j1
ˆ
N2
j2
˙
ppN2´j1qkp1´ pN1´j1qN2´j2pN2´j2 ` pN1 , (5.15)
where the last term conveys the fact that if all nodes at stage 1 fail to receive a packet from
the source, the destination will also fail to receive it. For N1 “ N2 “ 1 and r “ 2, (5.15)
expands to
q2 “ p1´ pq2p` p1´ pqp` 0` p , (5.16)
where the four terms are computed for pj1, j2q “ p0, 0q, p0, 1q, p1, 0q and p1, 1q, respectively.
We now observe that (5.14) equals (5.16) as expected, and both equal 1´ p1 ´ pq3, i.e., the
probability of error over a 3-hop path, where the error probability over each link is p.
Along the same lines of (5.12), we now compute the average number of transmissions that
all nodes carry out to advance a given packet towards the destination (regardless of whether
the packet actually reaches the destination or not). Focus on relay stage i and assume that
ji´1 nodes failed the reception of the packet at stage i ´ 1. The conditional number of
transmissions that take place at stage i is equal to the number of nodes that received the
transmission correctly, and its average over the distribution of the successful nodes at stage
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i can be found as
ui|ji´1¨¨¨j1 “
Niÿ
ji“0
B
`
Ni, p
Ni´1´ji´1 , ji
˘pNi ´ jiq “ Nip1´ pNi´1´ji´1q , (5.17)
where the latter equality is valid in non-degenerate cases. Eq. (5.17) must be averaged over
ji´1, ji´2, . . . , j1 to yield the unconditional average number of transmissions at the ith relay
stage. Call this quantity ui. To compute the average of (5.17), we can replicate the structure
of (5.12) by first defining the column vectors
ti “
“
Ni Ni´1 ¨ ¨ ¨ 1 0
‰T
. (5.18)
At this point, ui “ pTS
`śi´1
j“0Pj
˘
ti, and the average total number of transmissions is found
as
Tavg “ 1`
rÿ
i“1
ui . (5.19)
We remark that u1 “ N1p1´pq and u2 “ N2
`
1´pp`p1´pqpqN1˘, after which no closed-form
expression can be obtained for the remaining uis.
If we assume that each stage hosts the same number of relays N , then Pi “ P @i, where
P is an N ˆN matrix, and we can simplify (5.12) to yield
qr “ pTSPr´1pD , (5.20)
and Tavg “ 1`
řr
i“1 p
T
SP
i´1ti.
5.3.2 Distributed Flooding Policies
In many cases, typically if the link error probability is sufficiently low, the multiplicity of
the flooding process is excessive, and leads to several packet replicas being uselessly transmit-
ted, without noticeably increasing the success probability at the destination. It is therefore
appropriate to design practical flooding policies that attempt to reduce this number of trans-
missions, by having each node decide locally if it should retransmit a given packet or not,
without explicit coordination mechanisms.
We achieve this by allowing the nodes to overhear nearby traffic to understand how many
relays have retransmitted a given packet at each stage. We design two policies for this purpose:
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the first is named Predetermined Restriction (PR), the second Adaptive Restriction (AR). PR
is aimed at enforcing a maximum number of transmitters per stage. Conversely, the objective
of AR is to keep the flooding process running by adapting to the network conditions: if many
successful retransmissions are detected, fewer nodes will tend to transmit; if overheard traffic
suggests that a given packet is not being correctly advanced to subsequent stages, more nodes
will act to support the flooding process.
For all policies, we assume the presence of a MAC protocol that avoids the collision
between retransmissions by different relays. In practice, this can be achieved with very
high probability by having relays back off before performing a retransmission, where the
length of the backoff interval is drawn within a sufficiently long backoff window, or by loosely
synchronizing subsequent relay stages in order to make transmission pipelining possible [73].
To fix ideas, in the following we assume the case of a backoff-based MAC protocol. We also
assume that each node listens to the channel during the backoff period and, when its own
backoff timer expires, the decision to transmit or not is made based on the policies described
in the following subsections.
5.3.2.1 Flooding with Predetermined Restriction (PR)
The PR flooding policy prescribes that a node at a given stage should avoid retransmitting
a packet if it overhears at least one retransmission of the same packet by any other node at the
same stage, and the SNR of this transmission is greater than a prescribed value θr. Therefore,
we can approach some desired average maximum number of relays per stage, Nˆ res, by varying
θr.
To formalize the above ideas, assume, without loss of generality, that the nodes are
ordered and numbered increasingly in subsequent relay stages, i.e., those of the first stage are
numbered from 1 to S1, those of the second stage from S1`1 to S2, and those of the ith stage
from Si´1 ` 1 to Si, where Sk “
řk
ℓ“1Nℓ. As a packet is forwarded from stage i´ 1 to stage
i, the nodes at stage i start entering backoff periods to relay the packet, and keep listening
for retransmissions in the meantime. As a node, say j, is ready to retransmit a packet from
stage i, it will check if there exists at least one additional relay Si´1 ` 1 ď k ď Si, for which
γkj ě θr, where γkj is the SNR of node k’s transmission as measured by node j. In this case
the node will refrain from transmitting, otherwise it will relay the packet to the next stage.
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We note that, by increasing θr, fewer overheard retransmissions will meet the SNR threshold;
in turn, the probability that a node is silenced decreases, and the average number of relays
per stage increases. Conversely, by decreasing θr, a node can be silenced on average by a
larger number of retransmitted packets, hence the probability that the node will refrain from
retransmitting increases, which in turn will limit the average number of relays per stage, like
setting a value for N res as in Section 5.3.3. For example, in our scenario (see Section 5.3),
setting θr « 21 dB corresponds to N res “ 2, whereas θr « 40 dB corresponds to N res “ 8.
5.3.2.2 Flooding with Adaptive Restriction (AR)
The AR policy is designed to achieve a high probability of success while at the same
time reducing the overhead of the full flooding mechanism. Focusing on a given packet with
sequence number n, the AR policy proceeds over the following two steps.
Step 1: perform a relaying step according to the PR policy. At a generic stage i, this will
result in some nodes having relayed the packets, whereas other nodes will have refrained from
doing so according to the rules of the PR policy (see Section 5.3.2.1). Call C
psq
i pnq the set of
the nodes silenced at stage i: we note that the set can vary for different packets, hence for
different values of n. All nodes in C
psq
i pnq remain in a listening state and attempt to overhear
the nodes at stage i` 1 forward packet n further on to stage i` 2.
Step 2: Any node that hears n being transmitted at least once from stage i ` 1 to stage
i ` 2 exits the flooding process for packet n permanently. Conversely, the nodes that could
not hear n being forwarded from stage i`1 to stage i`2 assume that the forwarding process
might have been unsuccessful. Therefore, they exit silence and relay packet n from stage i
to stage i ` 1. We note that this further transmission step may result in additional nodes
that receive the packet successfully at stage i ` 1. In the meantime these nodes will have
overheard other transmissions in their neighborhoods, and will also decide to transmit or not
according to steps 1 and 2 of the AR policy. However, in no event will a node forward a
received packet more than once. Therefore, the number of transmissions carried out under
the AR policy will be always less than or equal to that of unrestricted flooding. Both the PR
and AR policies work based on the idea that forwarding operations could take advantage of
some inherent MAC-level mechanisms that are typically present in MAC protocols for wireless
networks, including idle listening and backoff. Instead of restricting such operations to the
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role of informing the MAC logic, we leverage on them to optimize the flooding performance by
achieving a good tradeoff between the probability of decoding success at D and the number
of transmissions. Further insight on this aspect is provided in our performance evaluation in
Section 5.4.
5.3.3 Restricted flooding model
Both the PR and the AR policies act by reducing the total number of relays per stage,
either in a fixed (PR) or in an adaptive fashion (AR). An analytical framework to assess
the performance of these policies can be provided by extending the model of Section 5.3.1
to include restricted flooding. Restricted flooding is generally defined as a flooding policy
where some nodes refrain from forwarding a packet even though they received it correctly.
In this work, we model restricted flooding as a limit N res on the maximum number of nodes
that relay a packet at each stage.3 To simplify the analysis, we assume that the number of
successful nodes is known to all relays of a given stage, and that some form of arbitration
takes place, in order to make sure that up to N res relays transmit. This assumption will be
relaxed later in the design of our heuristic policies.
Under the assumptions above, the analysis carried out so far offers a straightforward way
to model restricted flooding. Assume that we have the same number of relays at each stage,
which is the case, e.g., in (5.20): the analysis can be easily extended to the more general case
of Eq. (5.12). Restricting the maximum number of relays to N res means that whenever more
than N res relays correctly receive a packet at a given stage, only N res of them will actually
retransmit. This can be modeled by setting the first N ´N res` 1 lines of matrix P in (5.20)
to be equal to the vector
pres “ r ppN´Nresq0 ppN´Nresq1 ¨ ¨ ¨ ppN´NresqN sT (5.21)
3Note that, in this model, N res denotes the (exact) maximum number of nodes that will forward a correctly
received packet at any stage, as opposed to the average number of nodes allowed to forward a packet at each
stage in the PR and AR policies, which was denoted as Nˆ res in Section 5.3.2.
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to yield
Pres “
»
—————————————–
ppresqT
...
ppresqT
ppN´Nres`1q0 ¨ ¨ ¨ ppN´Nres`1qN
...
. . .
...
pN0 ¨ ¨ ¨ pNN
ﬁ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
. (5.22)
In the same vein, pD becomes
presD “ r pD,N´Nres ¨ ¨ ¨ pD,N´Nres pD,N´Nres`1 ¨ ¨ ¨ pD,N sT , (5.23)
so that qresr “ pTS pPresqr´1 presD , and the probability that D fails to decode the fountain code
is Pfailpqresr q. To compute the average number of transmissions in the network, we first define
the column vector
tresD “
“
N´N res ¨ ¨ ¨ N´N res N´N res´1 ¨ ¨ ¨ 0
‰T
, (5.24)
and finally the average number of transmissions is found as
T resavg “ 1`
rÿ
i“1
pTS pPresqi´1 tresD . (5.25)
5.3.4 Selecting the Galois field size η
Before proceeding to present analysis and simulation results in Section 5.4, it is useful to
choose the size of the Galois field over which the flooded fountain code is designed. We do
this by evaluating the interplay between the Galois field size and 1´ Pfail. In fact, a typical
fountain code packet contains an encoding vector that defines how many packets have been
linearly combined, and with which coefficients. Designing the fountain code over a small
Galois field (at the minimum, F2) keeps the encoding vector short at one bit per encoded
packet; however, in this case Eq. (5.1) dictates that the probability of successful decoding at
the destination becomes lower for a fixed number of redundancy packets E. Conversely, a
large Galois field (e.g., F256 as typically assumed in rateless code design) provides a higher
probability of success for equal E, but at the same time it increases the size of each coded
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Fig. 5.2. 1´Pfailpqrq vs. Otx for different values of ξ, E and of the probability of link error p. For
each value of p, a set of markers of the same color is shown; the set is spanned from bottom-left to
top-right by increasing ξ from 1 to 8. The results show no significant improvement in 1´ Pfailpqrq
for ξ ě 4.
packet. Given that we consider the flooding of fountain codes through a network, where each
packet is expected to be retransmitted several times by different nodes at each hop, we need
to find a good tradeoff between the overhead yielded by the encoding vector size, and that
yielded by the number of extra packets.
Assume that each packet has the following structure: a fixed overhead that represents
generic protocol information (e.g., Time-To-Live and version fields, flags, etc.) of size αfix; a
sequence number that distinguishes different sequences of m source packets, of size αseq; and
an encoding vector of mˆ ξ bits, where ξ “ log2 η, and η is defined in (5.1); finally, a payload
of L bits. We calculate the transmission overhead affecting a sequence of m source packets
as
Otx “ pm` Eqpαfix ` αseq `mξq ` E ¨ Lpm` Eqpαfix ` αseq `mξ ` Lq . (5.26)
Fig. 5.2 shows a plot of 1 ´ Pfailpqrq vs. Otx for different values of ξ, E and 1 ´ p. The
packet parameters are αfix “ 24 bits, αseq “ 8 bits, L “ 256 bits. For each value of 1 ´ p,
a set of markers of the same color is shown; the set is spanned from bottom-left to top-
right by increasing ξ from 1 to 8. Three sets of curves are shown, respectively for E “ 1,
E “ 4 and E “ 8: a curly brace encompasses the horizontal span of each set. As expected,
the probability of success increases with increasing ξ, and with increasing E for fixed ξ.
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However, both improvements come at the cost of an increase in Otx. While the increase of
Otx with E is expected and depends on the configuration of the code, the value of ξ can still
be optimized. In particular, we observe that 1´Pfailpqrq remains almost constant after ξ “ 4.
Therefore, we will fix this value throughout the rest of this work.
5.4 Numerical results
5.4.1 Simulation scenario
We now present some results related to the flooding of fountain codes through a multihop
network. We will show that our analytical model, albeit based on a simple uniform Bernoulli
error process, matches simulations based on a more realistic Rayleigh fading propagation
model with good accuracy, provided that an appropriate map between the error probability
p of the Bernoulli model and the average probability of error in the Rayleigh fading scenario
is used.
The simulations are set up as follows. We represent each relay stage as a set of nodes
whose position is drawn at random within a cell of size 20 m ˆ 60 m, where the centers of
any two nearest cells are ∆ “ 60 m apart. This scenario makes it possible to test that our
analysis is still valid even after removing one of the assumptions of Section 5.3, namely that
any two nodes belonging to subsequent relay stages are always connected. The source S and
the destination D are located, respectively, at the center of the first and last cells. We assume
that all nodes transmit with a power PT . Therefore, if two nodes i and j are located at a
distance dij , the Signal-to-Noise Ratio (SNR) γij of the link between the two nodes can be
computed as
γij “
ρij PT d
´k
ij
PN
(5.27)
where k is the path-loss exponent, ρij is an exponentially distributed power fading coefficient
of average value 1 (which corresponds to a Rayleigh fading amplitude) representing the fading
realization on the link from i to j, and PN is the noise power. We assume that a transmission
from i to j is successful only if γij ě θ, where θ is a minimum SNR threshold.
In order to compare the Rayleigh fading simulations with the Bernoulli link error model
presented in Section 5.3, we map the parameter p of the Bernoulli model to the average error
probability computed via a stochastic geometry argument. Consider two nodes i and j, where
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i belongs to stage ℓ, ℓ “ 1, 2, . . . , r ´ 1 and j to stage ℓ ` 1. Without loss of generality, let
ℓ “ 1, i.e., focus on the first and second relay stages. Call pxi, yiq and pxj, yjq the coordinates
of nodes i and j, and assume that they take values in r0,Xis, r0, Yis, r∆,∆ ` Xjs, r0, Yj s,
respectively. In our simulation scenario, Xi “ Xj “ 20 m, Yi “ Yj “ 60 m and ∆ “ 60 m.
The map is obtained as follows:
p “
ż Xi
0
dxi
ż Yi
0
dyi
ż ∆`Xj
∆
dxj
ż Yj
0
dyj
ż `8
0
dρij
e´ρij
AiAj
1
„
ρij PT d
´k
ij
PN
ă θ

, (5.28)
where Ai “ XiYi, Aj “ XjYj, e´ρ{pAiAjq is the joint distribution of fading and of the
locations of nodes i and j, and 1r ¨ s denotes the indicator function, which returns 1 whenever
the argument is true. We remark that (5.28) averages the value of the indicator function over
all random parameters that concur to the computation of the link error probability. Such
an average is by definition the probability of a Bernoulli event [100, Section 3.1], which is
fully in line with our Bernoulli link error probability model. In the following, we set k “ 2,
PT “ 34 dBm and PN “ ´17 dBm, we consider the network to be composed of r “ 5 relay
stages, and we assume that there are exactly 10 nodes in any stage, i.e., N1 “ ¨ ¨ ¨ “ Nr “ 10.
Different probabilities of success are obtained by varying θ between 0 and 20 dB. All results
are averaged over 2000 random draws of the nodes’ positions, and over 10 different fading
realizations for each position draw.
In the next subsection, we will discuss the performance of flooded fountain codes in the
presence of both full and restricted flooding. In Subsection 5.5.1, we show the flexibility of
our formulation by extending the analysis to the case of a “helper” node injecting additional
redundancy in the network, and discuss the optimal placement of that node. In Section 5.3.2,
we discuss practical policies for the distributed realization of full as well as restricted flooding.
5.4.2 Performance of fountain codes under unrestricted flooding
We start from Fig. 5.3, which shows 1´Pfailpqrq vs. p in the case of unrestricted flooding,
by comparing our analytical model against Rayleigh fading simulation outcomes, for two
different values of E. We observe that the probability of decoding success at the destination
for E “ 8 remains practically equal to 1 for p ď 0.75, after which it sharply falls and becomes
practically 0 for p ě 0.85 due to the excessive number of forwarding errors. The anticipated
effect of a lower number of redundancy packets, for E “ 2, is that the probability of success
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Fig. 5.4. Average number of nodes that re-
ceived a given packet correctly as a function
of the relay stage (from 1 to 5) for different
values of p. For sufficiently high link error
probability (p “ 0.8), in every stage there exist
some nodes that fail to receive a given packet.
is practically 1 only for p ď 0.5, and the transition to 0 is also smoother. In both cases,
Fig. 5.3 shows a very good agreement between the simulations and the analytical model.
A second metric of interest for characterizing the network behavior is the average number
of nodes that successfully receive a given packet at each relay stage for different values of p.
This metric is depicted in Fig. 5.4. The results show that the number of successful nodes at
each stage increases for decreasing p and that, even for moderately high values of p (up to 0.6
in Fig. 5.4), practically all Nr “ 10 nodes in the last relay stage have correctly received the
packet. Conversely, p “ 0.8 reduces the number of correct transmissions, and it is difficult for
the flooding process to involve several nodes before the packet traverses the last relay stage.
In all cases, the simulations match the analysis very well.
One of the main conclusions from the previous results is that 1´ Pfailpqrq remains equal
to 1 even for significantly high values of p. This further motivates the design of practical
policies that achieve the probability of success of unrestricted flooding, while requiring fewer
transmissions. The following section presents the performance evaluation of the PR and AR
policies, introduced in Section 5.3.2.1 and 5.3.2.2.
5.4.3 Performance of the PR and AR policies
The behavior of the PR and AR policies is simulated by assuming the Rayleigh fading
propagation model discussed in Section 5.4.1, and compared to the analytical model for
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values of Nˆ res, compared to the analysis for
unrestricted flooding..
unrestricted flooding via the map for p in (5.28).
Fig. 5.5 shows a plot of the probability of correct decoding at D against p obtained via the
simulation of the PR and AR policies, compared to the unrestricted flooding analysis. For the
latter, this is equivalent to 1´Pfailpqrq. The PR and AR curves are plotted for different values
of Nˆ res. There are N “ 10 nodes in all relay stages, and the number of redundancy packets
transmitted by the source S is fixed to E “ 4. Considering the PR policy, we observe that
increasing the Nˆ res parameter (by choosing θr as explained in Section 5.3.2.1) correspondingly
increases the number of relays that are allowed to re-forward a packet at each stage. This
progressively improves the probability of success as a function of p, until it finally matches
that of unrestricted flooding for Nˆ res “ 10. Contrary to the PR policy, the AR policy is
adaptive. Posing restrictions on the number of forwarders via Nˆ res makes the policy react
by allowing more silenced relays to retransmit, upon failing to hear relays at the next stage
re-forward a packet. Therefore, as we observe from Fig. 5.5, the success probability of the AR
policy is always comparable to that of unrestricted flooding. This proves the effectiveness of
the policy at compensating for forwarding errors.
It is interesting to evaluate the behavior of the PR and AR policies in terms of the number
of transmissions performed per each packet carried through the network. This metric is
depicted in Fig. 5.6 for PR, and shows the expected behavior that a higher value of Nˆ res
results in more relays being activated per stage, hence in more transmissions. For the same
configurations shown in Fig. 5.6, we observe a steady increase in the number of transmissions.
For Nˆ res “ 10, PR transmits practically as many packets as unrestricted flooding. A different
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behavior is observed for the average number of transmissions per packet of the AR policy,
shown in Fig. 5.7 as a function of p. When p ă 0.2, the low probability of error makes the
choice of Nˆ res “ 4 very inefficient, as in this condition it is highly likely that the nodes will
hear the transmissions of their neighbors, refrain from transmitting, and hear the packet be
correctly retransmitted by the nodes at the next stage. Instead, only a few relays will suffice
to correctly convey a packet to D. In this respect choosing, e.g., Nˆ res “ 2 would achieve very
good probability of success with about half the transmissions compared to the case Nˆ res “ 4.
The ranking among the curves is progressively inverted when p increases, as in this case more
relays are needed to guarantee success. For example, for p “ 0.5, Nˆ res “ 4 yields fewer
transmissions than even Nˆ res “ 1 (which is too restrictive, and often causes several silenced
nodes to transmit, after they fail to hear the relays at the next stage forward the packets
further on). Fig. 5.7 also suggests that Nˆ res “ 2 and Nˆ res “ 3 constitute good choices for
almost all values of p, except perhaps if p ă 0.2. Finally, note that the AR policy performs
similar to unrestricted flooding in terms of probability of successful decoding at D (Fig. 5.5),
but requires much fewer transmissions to attain this, as confirmed by Fig. 5.7.
5.4.4 Insight from the restricted flooding model
The restricted flooding model described in Section 5.3.3 offers a good means to understand
the behavior of the PR and AR policy. In Fig. 5.8, we consider the interplay between the
probability of decoding success at D and the number of transmissions performed in the whole
network. The graph shows a comparison between restricted flooding (lines) and the PR policy
(markers), for p “ 0.5 and for different values of N res, Nˆ res and E. The restricted flooding
curves are spanned from left to right by increasing N res, the PR curves by increasing Nˆ res:
in both cases the effect is to increase the probability of decoding success at the price of an
increase in the number of transmissions. The figure marks four choices of the pNˆ res, Eq pairs
that achieve a probability of success of at least 0.9. We observe that the PR policy is an
effective distributed implementation of restricted flooding, and that it helps achieve the same
performance in terms of number of transmissions, at the price of a very small decrease in
the success probability, mainly due to the distributed implementation. In any event, the
mismatch becomes negligible for Nˆ res ě 3.
Fig. 5.9 compares the performance of the AR policy against the analysis of restricted
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compared to restricted flooding, for p “ 0.5
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creasing N res (for restricted flooding) or Nˆ res
(for the PR policy).
flooding for p “ 0.5 and for different values of N res, Nˆ res and E. The plot suggests that
the AR policy behavior typically leads to an increased number of transmissions. However,
this is compensated by the advantage of a higher probability of success. This is especially
the case for low values of E, which implies that the typical overhead achieved by the AR
policy is lower (see also Fig. 5.2). Once the probability of success has achieved a value of
about 1, a further increase of Nˆ res yields a negligible improvement and, as expected, causes
the number of transmissions to increase. In any event, the increase is limited with respect to
plain restricted flooding, as the AR policy achieves a very high probability of success already
for low values of E. For example, for E “ 2 the AR policy already attains a probability
of success close to 1, and requires fewer transmissions than plain restricted flooding would
require to achieve the same result.
5.5 Extension: Helper nodes
The study presented in this work considers fountain-coded data flooded through a network
up to a given destination, and provides fundamental insights on the interplay between the
probability of success and the number of transmissions required to achieve it. In the process,
two policies are proposed to optimize the flooding process by reducing the total number of
transmissions without decreasing the probability of success. The study lends itself to several
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extensions, in terms of both functionality and modeling. In the following subsection, we
extend the study by allowing relays that successfully decoded the fountain-coded packets
from the source to become “helper nodes,” and inject additional redundancy. In general, this
redundancy will be different from that sent by the source, and thus will help the destination
decode the source packets.
5.5.1 Additional redundancy from intermediate “helper” nodes
In the following, we assume that there exists one node that received enough packets to
decode the fountain code and reconstruct the original information sent by the source S. This
node becomes able to inject additional redundancy packets, different from those generated
by S, in order to favor the correct decoding of the m source packets at D. We call this node
a helper node, and refer to it via the subscript h. We will now elaborate on the performance
of the network in the presence of a helper, we provide design guidelines for where this node
should be placed, and discuss the utility yielded by the presence of additional helper nodes.
We start by noting that node h must belong to one of the relay stages between the source
S and the destination D. In particular, we assume that out of the r stages that separate
S from D, there are u stages between S and h, and v stages between h and D, so that
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r “ u ` v ` 1. After successful decoding, h transmits Eh additional redundancy packets, in
order to increase the probability of successful decoding at D. For this analysis, we assume
that only one helper node exists in the network.
We start from the probabilities qu that a packet fails to reach node h after u relay stages,
and qv that D fails to receive an extra redundancy packet transmitted by h; using the same
formulation of (5.12), we can write
qu “ pTS
˜
uź
i“1
Pi
¸
pD , qv “ pTS
˜
vź
i“1
Pi
¸
pD . (5.29)
The probability of decoding failure at the relay stage of the helper node is found via qu as
Pfailpquq ď
mÿ
j“0
ˆ
M
j
˙
qM´ju p1´ quqj `
Mÿ
j“m`1
ˆ
M
j
˙
qM´ju p1´ quqj η´pj´mq . (5.30)
The probability that at least one node successfully decodes the fountain code (out of N nodes
belonging to the relay stage of node h) is 1 ´ PfailpquqN . Now, a fountain decoding failure
occurs at D in one of the following two cases: i) h fails to decode the fountain code and
thus cannot help: in this case, D may fail to decode after the M packets transmitted by S
according to the same arguments in Section 5.3.1; ii) h successfully decodes the fountain-
coded packets received from S and floods Eh extra redundancy packets towards D, but D
still fails to decode. The total probability of failure is finally upper-bounded by
`
1´ PfailpquqNu`1
˘
P
hlp
fail pqr, qvq ` PfailpquqNu`1Pfailpqrq, (5.31)
where P hlpfail pqr, qvq is the probability of fountain decoding failure at D, given the probability qr
that D fails the reception of a packet from S, and the probability qv that D fails a reception
from h. As in (5.7), we distinguish between two cases, namely that D receives up to m
packets and that D receives more than m packets. In both cases, the packets may either
come only from S or be a combination of packets from S and h. We have:
P
hlp
fail pqr, qvq ď
mÿ
j“0
mintEh,m´juÿ
k“0
ˆ
M
j
˙
qM´jr p1´ qrqj
ˆ
Eh
k
˙
qEh´kv p1´ qvqk (5.32)
`
Mÿ
j“maxt0,m`1´Ehu
Ehÿ
k“maxt0,m`1´ju
ˆ
M
j
˙
qM´jr p1´ qrqj
ˆ
Eh
k
˙
qEh´kv p1´ qvqkη´j`k´m .
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In the computation of the average number of transmissions T hlpavg in the presence of h, we need
to account for the extra effort paid by the network to forward h’s packets. We have
T hlpavg “MTavgpS Ñ Dq `EhTavgphÑ Dq , (5.33)
where
TavgpS Ñ Dq “ 1`
rÿ
i“1
pTS
˜
i´1ź
j“0
Pj
¸
ti , TavgphÑ Dq “ 1`
vÿ
i“1
pTS
˜
i´1ź
j“0
Pj
¸
ti (5.34)
respectively represent the average number of transmissions from S to D and the average
number of transmissions from h to D.
Fig. 5.10 plots the probability of successful decoding at the destination in the presence of
a helper node, as a function of the relay stage where the helper is located, and for different
values of the link error probability p, where N “ 10, r “ 5 and E “ 1. We observe that the
actual value of the success probability increases with the number of redundancy packets sent
by h, Eh, and that the best performance for each value of p depends on the relay stage where
h is located.
For example, consider the case of p “ 0.7. Choosing to have h at stage 4 would make
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the success probability achieve a value of «1 for Eh “ 8 packets. However, this is not the
case if the helper node h is placed at any other relay stage, especially at the 1st or 5th
stage. Similarly, for p “ 0.6 and, say Eh “ 3, having the helper node at stage 3 achieves a
probability of success very close to 1, whereas a placement in any other stage would be less
effective.
While the position of node h that maximizes the success probability depends also on N
and E, the example above shows our point that h should not be located too close to S or D.
The intuition behind the above result is that if h were too close to S, it would not benefit from
the flooding of source packets and the higher decoding probability that results. Conversely,
if h were too close to D, any sufficiently high probability of error would make the packet
flooding process die out before reaching h. In turn, h would not be able to reconstruct the
source information and inject new redundancy packets. Moreover, even if h could decode the
message, extra redundancy packets would not benefit from the flooding process on the way
to the destination.
Assuming that h is located at stage 4, in Fig. 5.11 we show the interplay between the
probability of decoding success at D and the number of transmissions in the network in the
presence of h. We consider restricted flooding (see Section 5.3.3) and plot different curves,
each for a different value of E. All curves are spanned from left to right by increasing N res.
In addition to these curves, we plot a set of points described by the triplets pN res, E,Ehq,
which correspond to the cases where a helper node is present. We observe that the inclusion
of h helps reduce the average number of transmissions (where the saving is larger for higher
values of E). In fact, the best probability of success for the same total redundancy E ` Eh
would be achieved if S sent all the redundancy itself. However, this would also lead to the
largest possible number of transmissions because of the flooding process. Having a helper
node between S and D helps save considerable resources by reducing the total transmissions
while not harming the probability of success. This demonstrates the feasibility of the helper
node solution.
Having assessed the impact of one helper and discussed how to optimize its location in the
network, we now consider the possibility of having either limited or unlimited helper nodes,
and to allow each helper to inject either a limited or an unlimited number of redundancy
packets.
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More specifically, in the same simulation scenario considered so far, we allow any in-
termediate node that correctly received a sufficient number of packets from S to become a
potential helper. When a helper injects additional redundancy packets, these may be received
by intermediate nodes and thereby generate additional helpers in a sort of avalanche effect.
Helpers act only if D failed to decode the fountain code via the source packets relayed by the
network. In this case, we pick a helper node at random and let it transmit one redundancy
packet each time. This packet will be flooded through the network between the helper and
D and, if received by D, it will help decoding the fountain coded packets of S. The duration
of this process and the set of helper nodes are regulated by the following four policies:
1) Limited number of helpers, limited redundancy per helper : nodes that decoded the foun-
tain code using only the packets received from S can become helpers (no avalanche). Only
one redundancy packet can be transmitted by each helper.
2) Unlimited number of helpers, limited redundancy per helper : any node that decoded the
fountain code using any set of packets, including those sent by other helpers, can become a
helper itself (avalanche allowed). Only one redundancy packet can be transmitted by each
helper.
3) Limited number of helpers, Unlimited redundancy per helper : helper avalanche not al-
lowed, helpers can transmit an unlimited number of redundancy packets, until the destination
decodes the packet successfully.
4) Unlimited number of helpers, Unlimited redundancy per helper : helper avalanche al-
lowed, helpers can transmit an unlimited number of redundancy packets.
We compare the four policies above with the case of a single helper node chosen at random
in the network, and allowed to transmit unlimited redundancy packets, akin to the case
discussed for Figs. 5.10 and 5.11.
Fig. 5.12 shows the probability of successful decoding at D for N res “ 6 and E “ 2.
The leftmost curve correspond to the case where only S transmits. Any helper node policy
provides better performance. Specifically the policies allowing only limited redundancy per
helper tend to fail for 0.7 ď p ď 0.8, as transmission failures prevent D from receiving the
helper packets; moreover it becomes increasing less likely that there are any helpers at all.
Conversely, the policies that allow unlimited redundancy per helper achieve a very good
performance. In particular the policy allowing unlimited helpers and redundancy per helper
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Fig. 5.12. Probability of decoding success
at D against p for different helper policies.
The best performance is achieved when one or
more helper nodes are allowed to send an un-
limited number of redundancy packets. N res “
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Fig. 5.13. Conditional average number of
transmissions per packet against p, for the
only cases where helper nodes are needed to
achieve correct decoding at D. The most ag-
gressive helper policies experience failure only
if p is sufficiently high to avoid that any
helpers actually exist. N res “ 6, E “ 2.
only fails in those cases where no helper is present in the network.
The cost of the improvement in the probability of success is measured by the number
of transmissions carried out to relay each packet in the network. For those cases where the
helper nodes actually transmit, this metric is shown in Fig. 5.13. The policies with limited
redundancy per helper progressively decrease their number of transmissions for p ě 0.7,
supporting the discussion above. Conversely, the policies allowing unlimited redundancy keep
increasing the number of transmissions until p is sufficiently high to prevent the generation
of helpers in the network. The total average number of transmissions in Fig. 5.14 (taken over
both the cases where helpers act and those where they do not), further confirms the above
discussion, and shows that the largest number of transmissions is reached for very high values
of p, as expected.
We remark that a helper node injects redundancy packets only when it has successfully
decoded the source packets. Removing the latter constraint would mean that the injected
redundancy could only help recover the set of source packets originally encoded into the
fountain-coded packets received by the helper. The evaluation of this case is left as a future
extension.
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5.6 Cross-Layer Optimization
In this work, we particularly focused on the routing layer and studied a trade-off be-
tween the required number of transmissions and the probability of successful decoding at the
destination. However, MAC layer issues, particularly interference and the associated retrans-
mission delay has not been addressed. As mentioned earlier, flooding based networks are
more popular for delay tolerant networks, where the main goal is the tranmission reliability
rather than the associated delay, and therefore our network layer based approach fulfills the
requirements of such networks. However, we do point out that the cross-layer optimization,
i.e., optimizing both reliability and delay at the same time would be an interesting extension
to our work.
Another important aspect would be to investigate the performance of our proposed re-
stricted flooding protocols jointly with the MAC protocol, i.e., analysis of transmission delay
of predetermined and adaptive restriction policies considering a particular MAC layer proto-
col. This may also provide an interesting trade-off between energy efficiency and achievable
throughput of the network. Moreover, a scenario where both adaptive and predetermined
can be selected interchangeably at a particular relay stage to maximize energy efficiency or
throughput could also be worth investigating.
Therefore, one possible future extension of our work would be the optimization of cross-
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layer design, i.e., network optimization considering both MAC and routing layer protocols.
5.7 Conclusions
In this chapter we analyzed a multi-hop flooding network, where the source is transmitting
fountain coded packets towards the destination. We devised a probabilistic model to evaluate
the probability of successful decoding as a function of the link error probability, the network
topology, the number of forwarding nodes, and the amount of redundancy introduced in
the network. We proposed two practical restricted flooding policies, i.e., 1) predetermined
restriction which performs similar to our analysis of restricted flooding, and 2) adaptive
restriction which performs similar to unrestricted flooding but saves energy by reducing the
required number of transmissions. We further included helper nodes (any intermediate relay
in the network) in our model which can decode and inject extra redundancy packets in the
network. Results showed that the inclusion of helper nodes can further reduce the required
number of transmissions.
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5.8 Low complexity approximations to qr
Since the computation of qr in (5.5) involves several binomial coefficients, it is convenient
to discuss a few ways to approximate it. First of all, observe that
`
pk`p1´pkqp˘N ą pN , where
the lower bound is tighter for smaller p. Using this argument, the sum over jr in (5.5) is lower-
bounded by pNr , after which all other sums are identically 1. Hence a first approximation
to (5.5) is the lower bound qr ą pNr . This is equivalent to assuming that the flooding process
gets started with probability 1 (i.e., that at least one node at the first stage receives the
packet correctly), that any given packet percolates through the network, and that all relays
at stage r receive the packet correctly from any of the relays that correctly received it at
stage r ´ 1. In this case, the packet fails to reach D only if all nodes at stage r fail their
transmission, an event which has probability pNr .
The approximation above is accurate only for small values of p. A better approximation
is achieved by considering that at least one relay at stage 1 must receive the packet correctly
for the flooding process to get started. This corresponds to the following lower bound
qr ą p1´ pN1qpNr ` pN1 , (5.35)
where if all relays at stage 1 are erroneous (with probability pN1) the delivery of the packet
to D fails with probability 1.
A further improvement of the approximation above requires to deal separately with the
following three cases: a) no nodes, b) one node, or c) more than one node receives a packet
correctly at a given stage. Call fippq the probability that the delivery of a given packet from
relay stage i to destination D fails, and focus on the first relay stage, which includes N1 relays.
The probability that all nodes fail the reception of a packet transmitted from the source, case
a), is pN1 , and in this case f1ppq “ 1. Case b) occurs with probability N1 pN1´1p1 ´ pq, and
in this case we compute the probability that the packet does not reach D depending on the
outcome of the receptions at the second stage, i.e., f1ppq “ f2ppq in case b). Finally, in case
c) we assume that if two or more nodes receive the packet correctly, then the flooding process
will lead to a progressive increase of the number of relays that receive the packet correctly at
each subsequent stage, until ultimately all Nr nodes at the rth stage will have a copy of the
packet and will be able to transmit it to the destination. Therefore, this event occurs with
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probability 1 ´ pN1 ´ N1 pN1´1p1 ´ pq, and f1ppq “ pNr in this case. In the generic case of
stage i we have
fippq “ pNi ` fi`1ppqNi pNi´1p1´ pq ` pNr
`
1´ pNi ´Ni pNi´1p1´ pq
˘
, (5.36)
and at the the final stage r we have
frppq “ pNr ` pNr pNr´1p1´ pq ` ξ
`
1´ pNr ´Nr pNr´1p1´ pq
˘
, (5.37)
where we note that the probability of error in case b) is exactly p, since the rth stage is the
last one. The probability of error in case c), ξ, can be approximated by observing that if the
most likely event is that two nodes received a packet correctly, the delivery of the packet to D
fails if these two nodes fail their transmission toD, hence ξ « p2. Finally, we can approximate
the probability of error at D as qr « f1ppq. Note that ξ « p2 does not provide a lower bound
to the error probability. To obtain a lower bound, we must replicate the argument employed
for case c) in fippq, see (5.36), and set ξ “ pNr . However, this results in a larger maximum
deviation from the actual value of qr.
In Fig. 5.15, we compare the accuracy of the three approximations proposed above by
assuming that Ni “ N @i, and by considering two scenarios: r “ 2, N “ 2 and a second
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network with more hops but higher connectivity (r “ 5, N “ 10). All approximations except
the looser pN function achieve a satisfactory degree of accuracy for sufficiently low values
of p. The meaning of “low” in this context depends on how likely it is for the flooding
process to get started and involve an increasing number of relays at each stage, ultimately
all relays at stage r. For both pairs of r and N , we observe that the simpler pN function
is substantially improved by the p1´ pN qpN ` pN approximation, as the latter models more
accurately the probability of error over the hop from the source to the first relay stage.
Finally, the recursive approach involving f1ppq approximates qr even better, and therefore
represents a valid alternative to the exhaustive computation of qr in (5.5).
Fig. 5.16 extends the analysis of the approximations qr to the computation of the decoding
probability 1´Pfailpqrq, for E “ 2 and E “ 4. We set m “ 10, r “ 5 and N “ 10. Also in this
case, the f1ppq approximation to qr makes it possible to correctly reproduce the probability
of failure at D with good accuracy for p ď 0.7, after which the deviation becomes larger.
Higher values of p would be anyway of little interest for practical network analysis.
6
Conclusions
This thesis studied two main aspects of energy efficiency in wireless communication.
Firstly, we studied and analyzed the energy efficiency of a receiver equipped with large an-
tenna arrays, where we primarily focused on quantized millimeter wave receiver architectures
and showed that there are regimes where digital combining can be an energy efficient option
compared to other beamforming schemes. Secondly, we analyzed a multi-hop flooding net-
work where the source transmits fountain coded packets towards the destination. To improve
the energy efficiency of such networks, we investigated the minimum number of transmissions
required to forward a packet successfully to the destination. We also studied a trade-off be-
tween the amount of redundancy and the number of transmissions while maintaining a certain
required probability of success at the destination. We next summarize the main outcomes of
these works.
6.1 Millimeter Wave Receiver Efficiency
We studied millimeter wave receiver efficiency from two main aspects (Chapters 2-4).
Firstly, focusing on data plane communication, we investigated power, energy and spectral
efficiency of analog, digital and hybrid beamforming schemes. Secondly, focusing on control
plane communication, we studied the performance of ABF, DBF, HBF and PSN architectures
in the context of directional initial cell discovery.
Results showed that contrary to general perception, DBF with low resolution ADCs and
up to certain maximum bandwidth (suitable to support requirements of future communi-
cation) may achieves better power, energy and spectral efficiency than other beamforming
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schemes. The main highlights of these works are summarized as follows:
6.1.1 General Conclusions
We first investigated power consumption of analog, digital and hybrid beamforming mil-
limeter wave receiver architectures. We showed there is a certain range of number of receive
antennas, number of ADC bits and bandwidth upto which DBF results in a lower power
consumption than HBF. Secondly, we investigated spectral and energy efficiency of ABF,
DBF and HBF schemes with low resolution ADCs. Results showed that there is an optimal
number of bits which maximizes energy efficiency. We also showed that in contrast to gen-
eral perception regarding high energy consumption of a fully digital architecture, there are
many use-cases where DBF achieves better spectral efficiency vs energy efficiency trade-off
compared to ABF and HBF architectures. Thirdly, to further reduce the power consumption
of a fully digital scheme, we proposed a receiver architecture with variable resolution ADCs.
We showed that the proposed architecture can provide power savings in the range of 20-80%,
depending on the operating SNR.
We then investigated the performance different beamforming architectures from an initial
cell discovery perspective. The performance is analyzed based on probability of access error,
delay, power consumption and energy consumption. Firstly, to reduce delay, we proposed a
context information based cell search approach, where location information of the millimeter
wave BS positioning is available to the MS. We showed that when accurate CI is available
then ABF performs better than other schemes, however, the performance degrades in case of
erroneous CI. To address the issue of erroneous CI, we proposed a low power PSN architecture,
which combines and compares multiple beams (in analog) simultaneously but requires only
a single RF chain. Secondly, we studied the impact of bandwidth, and showed that the
delay and the energy consumption decrease whereas the power consumption increases with
an increase in the bandwidth. We showed that ABF performs better when CI is available
without delay, whereas in other scenarios (i.e., no CI or CI with delay) DBF results in a
lower energy consumption and a lower delay than other schemes. However, results showed
that DBF is power efficient only up to certain range of bandwidth, and therefore at very
high bandwidths DBF may not be a feasible option for power constrained devices (such as
the MS). Finally, to further reduce the initial cell search delay, we proposed a new signaling
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structure, where the control plane sub-carrier is composed of higher sub-carrier bandwidth
compared to the data plane sub-carrier.
Detail outcomes of each chapter are summarized below:
6.1.2 Power, Spectral and Energy Efficiency
In Chapter 2, we argued that a comparison of different beamforming schemes solely based
on ADC power consumption does not give full insight, and the results can be quite different
when the total power consumption of the mmWave receiver is considered. Based on a detailed
power consumption analysis, we showed that there are cases in which DC can still be a viable
option compared to the other beamforming schemes. In particular, considering both a high
power and a low power ADC for a mmWave receiver model, we showed that for a certain
range of NANT , b and B, DC may result in a lower power consumption than HC. The results
also showed that with a low number of antennas (e.g., as in case of the MS), DC power
consumption may be comparable to (or only slightly higher than) AC power consumption.
Moreover, with SNR as a figure of merit, we showed that the number of ADC bits for DC
which results in a similar power consumption as in HC is large enough to avoid any loss in
SNR.
We further studied the spectral and energy efficiency trade-off for analog, digital and
hybrid combining schemes. Firstly, we showed that there is an optimal number of ADC bits
which results in maximum energy efficiency. Moreover, the results show that, AC achieves
the best EE only in low-SNR or low-rank channels. Whereas for any other mmWave channel
and hardware scenario, DC and HC alternate depending critically on the system parameters
input to the model and the preference of the receiver designer between maximizing EE or SE.
There is a range of components that favor the usage of DC with a low number of bits, which
does not seem to be accurately represented by the popular claim that DC always consumes
more power, based only on ADC power consumption with a high number of bits.
The ideal scenario for AC is a receiver with very tight power constraints in a mmWave
rank-1 channel. The former may be relevant for future low-power systems such as machine-
type communications, but the latter may not be entirely plausible, considering that with a
ă 10 mm wavelength all small objects in the surroundings can become potentially relevant
reflectors.
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We have shown that the conventional wisdom that hybrid combining architectures are
preferable over fully digital ones is not universally true. Rather, the mmWave channel pa-
rameters and component power consumption parameters, which can vary up to a couple of
orders of magnitude between different papers in the literature, determine critically the re-
lationship between DC with few bits and HC. In this work, we provided a comprehensive
power-consumption comparison method and propose a performance chart technique that al-
lows to choose between HC and DC depending on the given component parameters. We
also provided a multi-objective optimization interpretation to list a collection of points in the
chart that are optimal under different preference weights assigned by the system operator to
the utility of SE and EE.
We have also shown that if the receiver has a smaller antenna array, or if a subset of
the antennas may be turned off to save power, HC does not have an advantage over DC
architectures. Particularly, we showed that in the Downlink where the receiver is equipped
with a low number of antennas, DC achieves better performance than HC, whereas in the
point to point Uplink, HC offers better EE while DC with fewer bits offers a balance between
SE and EE.
Moreover, even with high power ADCs, we have shown that if the scattering environment
is not-so-sparse (e.g., with pNc, Npq “ pPoissonp1.8q, 20q), the spatial multiplexing gains of
DC in the Downlink achieve either a higher rate than HC (if the hybrid scheme uses fewer
RF chains) or a similar rate with better energy efficiency (if the hybrid scheme increases
the number of RF chains). We showed that there is an optimal number of RF chains which
maximizes EE in HC, but this value changes with SNR and a single implementation of a
receiver cannot have the optimal value for all distances occurring in a typical network. Recall
that the accurate model has an average of 1.8 clusters with 20 paths per cluster, with ranks
1-10 being frequent, and thus the mmWave channel model is the best possible scenario for
HC to compete against DC.
The analysis is also more in favor of HC in the uplink scenario, due to the higher number
of receive antennas in the BS. However, even though HC achieves the highest EE, DC with
fewer bits still achieves a good EE and a greater SE, potentially being preferable when both
characteristics are equally desired by the system operator.
While in our work we focused on spectral and energy efficiency, size and cost are other
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important dimensions that need to be considered, although we may expect that these factors
will become less important as technology becomes more mature and 5G mmWave devices are
produced and deployed in very large numbers.
6.1.3 Variable Bits ADCs
In Chapter 3, we proposed variable resolution ADC in fully digital receiver architectures
with large antenna arrays. This variable-resolution ADC approach can be seen as a general-
ization of antenna selection and other 1-bit ADC proposals.
We discussed models for a mmWave uplink scenario with a scalar transmitted signal
and beamforming over a sparse scattering channel matrix where a single dominant eigen-
value is responsible for most of the energy transfer of the system. We have noted the usual
power-consumption model for ADCs, and proposed a simple “first-attempt” type of two-level
resolution ADC system design. We have also designed two algorithms to operate in our
model, one that merely alternates between high and low resolution states for the ADCs, and
one that adds a third off state inspired by proposals of antenna-selection techniques.
We have studied the capacity and power consumption of the mmWave link under this
variable resolution model, and shown that there can be very significant power gains up to
80% in variable-resolution quantization schemes, depending on the link SNR pre-quantization.
Our results also show that the benefits are greater with not-so-low and not-so-high numbers
of bits for the low and high resolution levels of the ADCs, respectively. This approach seems
to outperform the existing literature proposing variable resolution systems with 1 bit for the
lowest resolution ADCs.
We would also like to point out that, even though the power savings obtained in our
results are not so impressive in the lower SNR regimes, such low-SNR systems do not usually
benefit from the kind of spatial multiplexing gains that are the staple of Digital Combining.
Therefore, instead of choosing variable-vs-fixed resolution ADCs, at lower SNRs a more
radical switch to Analog Combining would make more practical sense.
In the future, we will extend the analysis of variable resolution ADCs design with full
spatial multiplexing and optimize the choice of the variable bits based on the power and
capacity constraints.
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6.1.4 Directional Cell Discovery
In Chapter 4, we investigated the directional initial cell discovery related to millimeter
wave communication. We studied how the availability of CI at the MS can reduce the inherent
search delay of ABF. However, the performance of ABF starts degrading with an increase of
the angular error in the available CI. We also showed that the optimal number of receiver
antennas is related to the angular error. In addition, considering small angular errors in
CI, ABF with lower power consumption is the best option for initial access. Moreover, we
presented an analog beamforming based PSN architecture with a single RF chain to mitigate
the effect of the angular error. Simulation results validate that this solution has equivalent
performance to HBF, while exhibiting lower power consumption. This makes PSN a viable
approach for initial cell search in mmWave 5G cellular networks.
We then extended our analysis and studied the directional initial cell discovery in the
context of an energy consumption comparison of ABF, DBF, HBF and PSN schemes. We
considered both context information (CInD, CID) and non context information (nCI) based
scenario. We showed that the perception regarding the higher energy consumption of DBF is
not true during the directional initial cell discovery phase. Rather, DBF has a lower energy
consumption than ABF and HBF with much lower angular search delay for both CID (i.e.,
context information with delay) and nCI scenarios. We would also like to point out that
above a certain sub-carrier bandwidth a fully digital architecture starts consuming very high
power. This suggests that at a very high sub-carrier bandwidth, DBF may not be a feasible
option for power constrained devices (such as a mobile station). Moreover, our proposed PSN
architecture has a lower energy consumption than other beamforming schemes at higher sub-
carrier bandwidth for the nCI scenario, whereas ABF has minimum energy consumption in
the CInD (i.e., CI with no delay) scenario. We also showed that energy consumption results
presented in this work (especially related to ABF, DBF and HBF) are valid irrespective of
the number of ADC bits.
In the future, we will study the bandwidth vs noise power trade-off and identify the regimes
where the energy consumption and the detection probability are optimized. In the future,
we will also extend our work to multipath scenarios, and study how different beamforming
schemes perform in the presence of multiple transmitting BS. We will also evaluate the optimal
number of receiver antennas based on the statistics of the angular error.
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6.2 Energy Efficient Flooding of Fountain Codes
In Chapter 5, we considered the controlled flooding of fountain-coded packets throughout
a multi-hop network, and analytically determined the probability that the destination can
recover the original data packets as a function of the number of nodes in the network, of
the link error probability and of the amount of redundancy generated by the code. We
showed that our model matches simulation results very well. Based on the conclusions drawn
from the model, we designed practical, distributed policies that achieve the same success
probability performance while requiring fewer (re)transmissions to advance a packet through
the network. We measured the performance of these policies and justified their behavior
in light of an analytical model for flooding under a restriction on the number of relays per
hop. Among several possible extensions to this work, we considered the case of intermediate
relays being able to decode the source packets and thereby inject additional redundancy in
the network. We thoroughly developed and evaluated this case.
Future extensions may involve, e.g., the inclusion of plain retransmissions (without de-
coding the fountain code) or the explicit modeling of MAC-level issues such as backoff mech-
anisms, interference and collisions.
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