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We study the photo-induced superconductivity in a two-valley semiconductor with a massive Dirac
type band structure. The superconducting phase results from the out-of-equilibrium excitation of
carriers in the presence of Coulomb repulsion and is stabilized by coupling the driven semiconductor
to a bosonic or fermionic thermal bath. We consider a circularly-polarized light pump and show
that by controlling the detuning of the pump frequency relative to the band gap, different types of
chiral superconductivity would be induced. The emergence of novel superconducting states, such as
the chiral p-wave pairing, results from the Floquet engineering of the interaction. This is realized
by modifying the form of the Coulomb interaction by projecting it into the states that are resonant
with the pump frequency. We discuss a promising experimental platform to realize our proposal.
Introduction.— Possibility of generating superconduc-
tivity (SC) in driven systems has been long investigated
in semiconductors [1], and it has been argued that under
population inversion repulsive interactions can lead to a
superconducting instability [2–5]. Recent developments
in Floquet band engineering [6–11] has revived interest in
periodically driven interacting quantum phases of matter
including periodically driven superconductors [12–18]. In
particular, recently such effects were studied in hexago-
nal semiconductors such as hexagonal Boron-Nitride or
two dimensional transition metal dichalcogenides [19]. It
has been proposed that light-induced non-thermal popu-
lation occupation can lead to interband superconducting
correlations in the presence of repulsive interactions and
fermionic or bosonic baths [20]. Therefore, it is intriguing
to question whether more exotic form of superconductiv-
ity could be achieved in such driven systems.
In this Letter, we show that the extension of these ideas
could lead to creation and manipulation of topological
superconducting phases. In particular, we show that op-
tical pumping of electrons in such two-dimensional semi-
conductors can generate topologically non-trivial chiral
SC [21, 22] in the prethermal regime [23, 24]. The idea
is illustrated in Fig.1(a), where we apply a circularly po-
larized laser field, in the presence of an external bath to
create the population imbalance, required for the devel-
opment of a non-equilibrium superconducting phase.
The key underlying mechanism for the development
of unconventional superconductivity in our system is the
following. By varying the frequency of the optical pump,
we excite photocarriers of select momentum classes. Due
to the optical valley polarization, this leads to an asym-
metric occupation distribution around the resonance sur-
faces in the two valleys, as shown in Fig.1(b). This
non-equilibrium occupation creates an effective interband
population inversion around one of the valleys, as illus-
trated in Fig.1(c), which leads to an interband pairing
of electrons for a repulsive density-density interaction,
FIG. 1. (a) Relevant processes and generalized occupation
probabilities in a two-dimensional semiconductor around the
two Dirac points represented by ±K. The Rabi frequency
around the K (−K) valley, and the system-reservoir couplings
are labeled by Ω¯
(+)
k (Ω¯
(−)
k ), and Γ, respectively. n
(±)
v,k (n
(±)
c,k )
and σ
(±)
k represent the occupation probabilities of the va-
lence (conduction) band polarization around the ±K val-
leys, respectively, and s
(+)
k (s
(−)
k ) labels the anomalous inter-
band Cooper pairing between conduction band around valley
K (−K) and valance band around valley −K (K). (b) The
driven (static) energy spectrum in the rotating frame plotted
with a solid (dashed) line. The intensity pattern of the two
bands is colored according to their population. (c) The in-
terband pairing population, nηsc,k ≡ 1 − nηv,k − n−ηc,−k, where
η = (±), changes sign from one valley to another implying
that an effective attractive interaction can be generated from
a repulsive interaction.
i.e., the population inversion effectively changes the in-
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2teraction sign. To study this pairing, the bare density-
density interaction should be projected into the band
basis, composed of Bloch wave functions. Due to the
non-zero Berry curvature of Bloch wave functions around
each valley, the effective interaction has a chiral nature,
and can be decomposed into different angular momen-
tum channels where each channel has a different depen-
dence on the momentum of electrons. Combined with the
fact that the momentum distribution of the excited pho-
tocarriers are controlled by the frequency of the pump,
our setup allows for engineering the dominant form of
electron-electron interaction. Consequently, we find fre-
quency regimes where a chiral p-wave pairing becomes
more favorable than a s-wave pairing.
Our results indicate that the periodic drive could be
a powerful tool to not only engineer a band, but also
control the form and strength of the interaction. Pre-
vious examples include controlling the Haldane pseudo-
potential in fractional quantum Hall systems to generate
novel fractional Hall phases [25, 26] and inducing effective
three-body interactions [27].
Model.— The system considered in this Letter con-
sists of a two-dimensional semi-conductor with honey-
comb lattice structure, such as a single layer hexago-
nal Boron nitrate (h-BN) [28, 29] or transition metal
dichalcogenides (TMD) [30, 31]. The electronic band
structure consists of two degenerate valleys and the bro-
ken inversion symmetry leads to a gap at two Dirac points
K and K′ = −K at the corners of Brillouin zone (BZ).
The semiconductor is driven by a laser beam, whose fre-
quency is slightly larger than the semiconductor gap. The
Hamiltonian describing the system’s interaction is given
by
H = HK +He−e, (1)
consisting of a driven kinetic term (HK) and an electron-
electron interaction (He−e).
The Hamiltonian for the driven semi-conductor has the
form
HK =
∑
a,b
c†a,k [(dk + Ω(t)) .τ ab − µk1ab] cb,k, (2)
where c†a,k is the electron creation operator of sublattice
type a, τi with i = {x, y, z} is the Pauli matrix acting
on the sublattice space in the unit-cell, and µk is the
chemical potential. The effective low-energy Hamiltonian
for the two valleys corresponds to
dk = (vkx, ηvky,m− κk2), (3)
with its components denoted by di’s with i = {x, y, z},
and k denoting the deviation from the K or −K points in
the BZ, and m, v and κ, corresponding to the band gap,
Fermi velocity, and the band curvature, respectively. We
have also used k2 = k2x + k
2
y, and η = ±1 to label the
K and −K valleys [32]. For simplicity, we ignore the
effect of the physical spin and we expect when the spin-
orbit coupling is not large compared to the semiconduc-
tor gap, the inclusion of the spin does not significantly
affect our results [4]. In the following, we denote the cor-
responding eigenenergies and eigenstates of the undriven
Hamiltonian by α,k and |uα,k〉, where the valence and
conduction bands are labeled by α = {v, c}, respectively.
To include the effect of the optical drive, we consider the
minimal coupling (k→ k+eA), where the laser field with
a counter clock-wise polarization is described by the vec-
tor potential A(t) = A0(cosωt, sinωt, 0), where A0 and
ω label the amplitude and frequency of the pump, re-
spectively and we have set ~ = 1.
The Rabi frequency associated with the pump in the
sublattice basis is
Ω(t) = eA0v(
cosωt, η sinωt,−2κ
v
(kx cosωt+ ηky sinωt)
)
, (4)
where we have only kept the linear terms in A0.
For the electron-electron interaction, we consider a re-
pulsive density-density potential U(r− r′), with the cor-
responding Hamiltonian
He−e =
∫
d2rd2r′
∑
a,b
ψ†a(r)ψ
†
b(r
′)U(r− r′)ψb(r′)ψa(r),
(5)
where ψ†a(r) represents the electronic creation operator
with the sublattice index a at position r. To study
the possibility of Cooper pairing between electrons, we
assume that the dominant form of the interaction is a
screened Coulomb interaction [33]. Therefore, in passing
to the momentum space, such interactions can be treated
as a constant coupling. Denoting the Fourier transform
of interaction potential in Eq.(5) by Ukk′ , this implies
that Ukk′ = g/N , where g is the interaction strength and
N stands for the number of particles in the unit-cell. To
further simplify our analysis, we restrict our interactions
to intra-valley scattering events such that in Ukk′ , k and
k′ belong to the same valley.
In order to create an effective population inversion, we
need a thermal bath. Our bath can have a fermionic
or bosonic nature, however, here, we only consider a
bosonic bath composed of photons or phonons which is
experimentally more feasible and leave the study of the
fermionic bath to the supplemental. We assume that
the bath has a continuous spectrum and can induce re-
laxation processes between the valence and conduction
bands via absorption/emission of photons.
Master equation.— To examine the out-of-equilibrium
nature of the superconducting phase in our system, we
consider a thermal reservoir at a fixed temperature T
and governed by the Bose-Einstein distribution nB(ε) =(
1 + e−βε
)−1
, where β = (kBT )
−1. Assuming that the
3system-bath coupling is sufficiently weak and the bath
has a short auto-correlation time, we employ the Born-
Markov approximation in order to trace out the reservoir
degrees of freedom from the equations of motion (EOM).
To eliminate the explicit temporal periodicity of the sys-
tem’s Hamiltonian, we consider large pump frequencies
compared to Rabi frequencies, which allows us to use the
rotating wave approximation (RWA). The result of this
procedure is an effective static master equation for the
density matrix of the system ρs [34]. By a slight abuse
of notation and using the same labels to represent the
electronic operators in the rotating frame, the resulting
master equation reads,
∂tρs(t) = −i[Hs, ρs]
+
∑
α=v,c
Γα
(
Lα,kρsL
†
α,k −
1
2
{L†α,kLα,k, ρs}
)
. (6)
where the dissipator operators are Lv,k = L
†
c,k = c
†
c,kcv,k.
Associated with these dissipators we assume momentum
independent decay rates Γα corresponding to an effective
population nB such that Γv = ΓnB , and Γc = Γ(1 + nB)
[35]. We emphasize that Hs now denotes the transformed
system’s Hamiltonian in the rotating frame which we de-
rive its ingredients in what follows.
Rotating Frame Transformation.— By applying the
RWA to the time dependent term Ω(t) in Eq.(2), this
term in the rotating frame is replaced by the static pa-
rameters Ω¯
(+)
k , and Ω¯
(−)
k around the K and −K Dirac
points, respectively. These vectors are described by [36],
Ω¯
(+)
k = eA0v
(
1 +
κk2
m
− v
2k2
4m2
, 0, 0
)
, (7)
and
Ω¯
(−)
k = eA0v
(
v2(k2y − k2x)
4m2
,−v
2kxky
2m2
, 0
)
. (8)
The asymmetric behavior of these two pumping terms is
revealed in the asymmetric magnitude of the gap open-
ings in the two valleys as pictured in Fig. 1(b).
The modification of the form of electron-
electron interactions becomes transparent through
a mode decomposition of the field operator
ψa(r) =
∑
α={v,c};k
1√
S
uaα,ke
ik.rcα,k in Eq. (5), where S
is the quantization area of the system. The resulting
projected Hamiltonian has a contribution in the Cooper
channel for the interband pairing as [37],
He−e =
∑
k,k′
U¯kk′c
†
v,kc
†
c,−kcc,k′cv,−k′ , (9)
and the projected density-density interaction becomes,
U¯kk′ =
g
N
〈uv,k|uv,k′〉〈uc,−k|uc,−k′〉. (10)
We see that the Bloch wave functions which encompass
the topological characteristics of the system, control the
form of electron-electron interactions. The crucial ef-
fect of the Berry curvature of the band structure on the
electron-electron interactions is embedded in the Bloch
wave function overlaps in Eq. (10). The momentum de-
pendence of Bloch overlaps which should be inserted in
Eq.(10) can be decoupled in three channels according to
their angular momenta,
〈uvk|uvk′〉〈uc−k|uc−k′〉 =
∑
l=0,1,2
f
(l)
k f
(l)
k′ e
−il(φk−φk′ ), (11)
where f
(0)
k = (1 + dz,k/dk) /2, f
(1)
k = vk/dk,
f
(2)
k = v
2k2/
(
2dk(dk + dz,k)
)
and dk = |dk|.
For momenta close to the corners of BZ, the in-
teraction Hamiltonian takes the form, U¯kk′ =
g
(
1 + F4 (2k.k
′ − 2zˆ.k× k′ − k2 − q2)) /N, where we
have defined the Berry curvature at the Dirac point
as F = v2/m2. Recently, such Berry phase induced
modifications of the electron-electron interaction has
been associated with the modification of excitonic
spectrum [38, 39].
Mean-Field analysis.— To study the possibility of the
Cooper pair condensation, we use a mean-field (MF) ap-
proximation for the electron-electron interaction and ex-
press it as,
He−e = −
∑
η=±1;k,k′
∆η∗k U¯
−1
kk′∆
η
k′
+
∑
η=±1;k
(
∆η∗k cc,−ηK−kcv,ηK+k + h.c.
)
. (12)
Notice that by explicitly using the valley momentum
±K and the valley index η = (±), we have intro-
duced two pairing order parameters ∆
(±)
k , depending
on whether the valence electrons around the K valley
and conduction electrons around −K valley are bound
to each other or vice versa. Employing the MF ex-
pression above, and truncating the hierarchy of many-
body correlation functions, we can use Eq. (6) to write
a closed set of equations for the occupation numbers
nηα,k = tr(ρsc
†
α,ηK+kcα,ηK+k), the polarization σ
η
k =
tr(ρsc
†
c,ηK+kcv,ηK+k), and the anomalous pairing s
η
k =
tr(ρscc,−ηK−kcv,ηK+k).This approach leads to legitimate
results at the onset of the SC phase transition, where the
distinction between the Bogoliubov quasi-particles and
electrons is negligible. The EOM for nηα,k and σ
η
k in the
absence of pairing are familiar and usually known as the
optical Bloch equations in the literature [40, 41]. Thus,
here we only present the EOM of the interband pairing
and leave the detailed derivation of the EOMs to the
supplemental,
∂ts
η
k = −it,ksηk − i∆k(1− nηv,k − n−ηc,−k)−
1
2
Γts
η
k, (13)
4where the total decay rate is Γt = Γv + Γc, and the
energy gap between the conduction and valence band is
t,k = v,k+c,k. Note that on the right side of this equa-
tion, the two occupation probabilities in the parenthesis
belong to two different valleys. This is a manifestation
of the Cooper pairing which couples quasiparticles at op-
posite momenta, and therefore different valleys. Hence,
in general the EOMs at the two valleys should be solved
together, details are discussed in the Supplementary Ma-
terial.
We notice that in the steady state, which is reached at
a time scale set by Γ’s, the interband pairing is controlled
by the effective interband pairing populations nηsc,k ≡
1 − nηv,k − n−ηc,−k. We remark that since nηv,k and nηc,−k
can be independently populated because of the optical
valley selection rules, under non-equilibrium conditions
the pairing population can acquire a finite value.
To explicitly demonstrate that a finite interband pair-
ing can be obtained, we derive the self-consistency equa-
tion of the anomalous pairing. This equation in the pres-
ence of dissipation is retrieved from the saddle point of
the total dissipative action [19, 42, 43]. At the onset of
the phase transition the gap equation can be linearized
and approximated by ∆ηk = −
∑
k′ U¯kk′∆
η
k′Re [s
η
k′/∆
η
k′ ]
[44]. After inserting for the steady state value of the
anomalous pairing we get,
∆ηk = −
∑
k′
U¯kk′
t,k′
2t,k′ + Γ
2
t
nηsc,k′∆
η
k′ , (14)
where we see that nηsc,k′ effectively determines the inter-
action sign. Due to the asymmetry of the Rabi frequen-
cies at the two valleys, the steady state values of the
occupation probabilities at the two valleys differ signifi-
cantly which is depicted in Fig. 1(b). For the polarization
we have chosen, this leads to a positive (negative) value
for n
(+)
sc,k (n
(−)
sc,k) as it is displayed in Fig. 1(c). Thus, with
a repulsive interaction, we can have a SC instability by
developing a non-vanishing value for the order parameter
∆
(−)
k , while ∆
(+)
k remains vanishing. We drop the valley
superscript in ∆
(−)
k and rewrite Eq.(14) using the steady
state values of the population,
∆k =
∑
k′
t,k′
2t,k′ + Γ
2
t
U¯kk′
1 + 2nB
( 1
2ζ
(−)
k′ + 1
− 1
2ζ
(+)
k′ + 1
)
∆k′ ,
(15)
where ζηk = (Ω¯
η2
x,k + Ω¯
η2
y,k)/(
2
d,k +
1
4Γ
2
t ), and the detuning
frequency is d,k = c,k − v,k − ω. Since we have only
considered direct optical transitions, ζηk is essentially the
pairing population in each momentum class, in the weak-
drive limit, and in the absence of interaction. The form
of U¯kk′ crucially determines the form of the resulting gap.
In fact, the self-consistency equation above can be solved
using a simple ansatz for the gap-function of the form,
∆
(l)
k = e
−ilφkf (l)k ∆
(l). (16)
FIG. 2. Critical coupling for development of three different
types of superconducting pairing as a function of drive fre-
quency. We choose evA0/m = 0.2, Γ/m = 0.0002, v/(ma) =
0.4, κ/(ma2) = 0.04, µ/m = 0.1, EΛ/m = 0.5, nB = 0.001
where a is the lattice constant. Inset: f (l) form factors as a
function of the resonant frequency. The frequency at which
the p-wave dominates the s-wave SC is comparable to the
frequency where the corresponding form factors’ curves cross
each other.
where l = {0, 1, 2} can be ascribed to the angular mo-
mentum of the s, p and d-wave pairing modes and f (l)’s
play the role of the SC form factors. Using this ansatz,
the linearized gap equation for the three different types
of pairing decouple and the critical value of the coupling
strength is determined by,
1
g
(l)
crit
=
1
N
∑
k′
f
(l)2
k′
t,k′
2t,k′ + Γ
2
t
( 1
2ζ
(−)
−k′ + 1
− 1
2ζ
(+)
k′ + 1
)
,
(17)
where on the right-hand side we have used the orthogo-
nality of angular harmonics eilφk , so that we only need
to consider the contribution of U¯kk′ in the lth channel.
To perform the momentum integration in (17), since we
have a continuum model, we assume an ultraviolet (UV)
energy cutoff. As illustrated in Fig.1(c), the main contri-
bution to nsc,k comes from around the resonance energy
surface where the detuning frequency vanishes d,k ' 0.
Hence, we consider a given UV cutoff EΛ around this
surface and show that the resulting phenomena are inde-
pendent of the exact value of this parameter [45].
The frequency of the pump laser determines which mo-
mentum classes are resonantly excited. It is apparent
from Eq.(14) that only the states with negative nsc,k can
form pairing. Moreover, since the projected Coulomb in-
teraction has momentum dependence, the critical value
of the coupling strength depends on the pump frequency.
After scaling units and making quantities dimensionless
this behavior is depicted in Fig.(2) where we notice that
the preferred form of pairing transforms from s-wave to
5p-wave as the drive frequency increases. This transition
can be ascribed to the momentum dependence of the SC
form factors. In the inset of Fig.(2), these form factors
are plotted as a function of the frequency associated with
the momentum of the resonant energy surface. Here,
we see a similar behavior as in the main plot of Fig.(2),
where by increasing the frequency the initially dominant
s-wave form factor becomes subdominant with respect
to the p-wave form factor. We also note that the slight
discrepancy between the frequency of the crossing points
in the two plots is due to the integration over the form
factors and the finite width of nsc,k in the gap equation
which causes the frequency dependence of gcrit lag behind
that of f l’s.
Other than the frequency of the pump, the critical
value of the coupling depends on the amplitude of the
pump. This is shown in Fig.(3), where the horizontal
axis has been chosen to be the dimensionless parame-
ter evA0/Γ which appears in the gap equation through
ζk. We notice that unlike Fig. 2, the critical coupling
strength of all the three SC modes always decreases as
the pump amplitude increases. Specifically, in the low-
intensity limit (evA0 . Γ), the critical coupling is in-
versely proportional to the intensity ∝ ( ΓevA0 )2 which
could be associated with the fact that the peak value of
excited population (|n(±)sc,k| ' ζ(+)k ) increases linearly with
the intensity. At higher intensities, where evA0 & Γ, this
behavior changes, since the width of n
(±)
sc,k, i.e., the num-
ber of momentum classes participating in pairing, keeps
increasing. In other words, we do not see any saturating
behavior by increasing the drive amplitude evA0/Γ, be-
cause while the peak value of |n(±)sc,k| in Fig.1 is saturated
with increasing evA0, its width keeps increasing with the
drive amplitude. In the inset of Fig.(3), the behavior of
gcrit in terms of the energy cut-off EΛ is shown. Once EΛ
becomes comparable to the band gap, the cutoff depen-
dence of g−1crit becomes insignificant.
Experimental feasibility. While in general investigating
the experimental feasibility of our proposal is material-
dependent, here we provide an estimate for the re-
quired optical field amplitude based on the typical energy
scales in the two-dimensional two-valley semiconductors.
Specifically, to verify the feasibility of the realization p-
wave SC in our model, we need to estimate the required
critical coupling constant. The promising two dimen-
sional semiconductor to realize the phenomena outlined
in this letter are h-BN with the band gap of the order of
6 eV [46] or TMDs with the band gap of the order of 2
eV [47]. The screened Coulomb interaction g can be as
large as 2 eV [33], which is comparable to the band gap of
these materials. Thus, based on Fig. 3, the ratio evA0/Γ
should be of order 103 or larger. Since, typically the in-
verse decay rate is of the order of picoseconds [48], this
implies that the required Rabi frequency for our proposal
should be at least 100 THz. Recently, such strong Rabi
FIG. 3. Critical coupling for development of superconducting
pairing in three different channels as a function of the drive’s
amplitude. We choose ω/m = 3, Γ/m = 0.0002, v/(ma) =
0.4, κ/(ma2) = 0.03, µ/m = 0.1, EΛ/m = 0.5, nB = 0.001.
Inset: Critical coupling as a function of the UV energy cutoff
in the model. We fix the drive amplitude evA0/m = 0.2. The
color coding is the same as in Fig. 2.
frequencies have been used to generate the light induced
anomalous Hall effect in graphene [11]. In this work, a
field strength A0 of order 10
−6 sV/m, was utilized. Given
the Fermi velocity of the order 106 m/s [49], this results
in a Rabi frequency around 500 THz which is sufficient
for our proposal.
The lack of screening, which leads to large Coulomb in-
teraction is essential for development of SC phase. At the
same time, the large Coulomb interaction also leads to
large exciton binding energy in TMDs, and it might ap-
pear that exciton formation could compete with the for-
mation of superconductivity. This issue can be avoided
by strongly optically pumping the system well-above the
band gap. More precisely, for the formation of excitons,
the excited electrons should relax to the bottom of the
conduction band by coupling to optical phonons. The
effective energy associated with inverse relaxation rate
of excited carriers to the bottom of the band through
optical phonons is 2 meV[50] which is two orders of mag-
nitude smaller than the Rabi frequency being more than
100 meV. Correspondingly, in our derivation, we ignore
the contributions of the density-density interaction lead-
ing to exciton formation.
In summary, we show an approach to create non-
equilibrium superconducting chiral pairing in semi-
conductors, with optical drive, and discuss that the re-
quired tools to realize this proposal is within recent ex-
perimental capabilities. More broadly, such optical drives
not only can make Floquet band engineering possible,
but also can lead to engineering the form and strength of
the effective interaction. Possible signature of unconven-
6tional Floquet superconductivity in the form of optical
signatures of transient edge states is an intriguing sub-
ject for future studies.
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1Supplementary Material
DERIVING THE EQUATIONS OF MOTION
Bosonic Bath
In this section of the supplemental, we obtain the equations of motion (EOM) in the presence of a bosonic bath. In
general, the bath used in our formalism and its coupling to our system can be described by the following Hamiltonian,
Hb =
∑
k
νkb
†
kbk (S1)
Hs−b =
∑
k
λk
(
bkc
†
c,kcv,k + h.c.
)
. (S2)
Using such a bath, leads to a master equation as,
∂tρs(t) = −i[Hs, ρs] +
∑
α=v,c
ΓαL[Lα,k]ρs. (S3)
where the action of the Lindbladian superoperator L with a quantum jump operator L on the density matrix ρ, is
defined as L[L]ρ = LρL† − 12{L†L, ρ}. While in general the decay rates depend on the coupling constant λk and the
density of states of the bath, to simplify our formalism we consider constant decay rates, Γv = ΓnB , and Γc = Γ(1+nB),
where nB denotes the effective Bose-Einstein population of the bath which we assume is momentum-independent.
Here, we are interested in the EOM for the occupation probability, nηα,k, the polarization, σ
η
k, and the anomalous
pairing, sηk = tr(ρscc,−ηK−kcv,ηK+k). For convenience of labeling we define the notation n
η
αα,k ≡ nηα,k, and nηcv,k ≡ σηk.
To derive the EOM for an arbitrary operator O = tr(ρsOˆ) in the Schrodinger equation we use ∂tO = tr(Oˆ∂tρ). To
write down the EOMs for these quantities we also need the following identities
tr(Oˆ[H, ρ]) = tr([Oˆ, H]ρ) (S4)
tr(OˆL[L]ρ) = 1
2
tr([L†, Oˆ]Lρ) + 1
2
tr(L†[Oˆ, L]ρ). (S5)
We can study the contributions of the Hamiltonian and Lindbladian in the time evolution separately. For the kinetic
Hamiltonian part with HK = c
†
α,khαβ,kcβ,k we can use the following identities,
∂tn
η
µν,k
∣∣∣
HK
= tr(c†µ,ηK+kcν,ηK+k∂tρ) = −i
∑
α={v,c}
(hνα,kn
η
µα,k − hαµ,knηαν,k). (S6)
Similarly, for the interband pairing we get,
∂ts
η
k
∣∣∣
HK
= tr (cc,−ηK−kcv,ηK+k∂tρ) = −i(c,k + v,k)sηk. (S7)
We can also compute the commutators of the anomalous pairing and the electron-electron interaction which is
He−e =
∑
η=±1;k
(
∆η∗k cc,−ηK−kcv,ηK+k + h.c.
)
+ const. (S8)
The corresponding commutator becomes,
∂ts
η
k
∣∣∣
He−e
= −i∆k(1− nηv,k − n−ηc,−k). (S9)
For the Lindbladian contributions we employ Eq.(S5) to obtain,
∂tn
η
v,k|L = −ΓnBnηv,k + Γ(1 + nB)nηc,k, (S10)
∂tn
η
c,k|L = ΓnBnηv,k − Γ(1 + nB)nηc,k, (S11)
∂tσ
η
k|L = −Γ
(
1
2
+ nB
)
σηk, (S12)
∂ts
η
k|L = −Γ
(
1
2
+ nB
)
sηk. (S13)
2After combining the Hamiltonian and Lindbladian contributions, we get,
∂tn
η
v,k = −i(V ηx,k − iV ηy,k)ση∗k + i(V ηx,k + iV ηy,k)σηk − i∆ηksη∗k + i∆η∗k sηk − ΓnBnηv,k + Γ(1 + nB)nηc,k, (S14)
∂tn
η
c,k = i(V
η
x,k − iV ηy,k)ση∗k − i(V ηx,k + iV ηy,k)σηk − i∆−η−ks−η∗−k + i∆−η∗−k s−η−k + ΓnBnηv,k − Γ(1 + nB)nηc,k, (S15)
∂tσ
η
k = i (c,k − v,k − ω)σηk − i(V ηx,k − iV ηy,k)(nηc,k − nηv,k)− Γ
(
1
2
+ nB
)
σηk, (S16)
∂ts
η
k = −i(c,k + v,k)sηk − i∆ηk(1− nηv,k − n−ηc,−k)− Γ
(
1
2
+ nB
)
sηk. (S17)
Notice that should we want to take exciton formation into account, in the third equation above which is the EOM
for the polarization, we need to consider the Hartree-Fock contribution of the electron-electron interaction in the
particle-hole channel. This adds a term as −i∑ηk′ U¯kk′σηk′ on the right-hand side of the third equation above. We can
show that in our system exciton formation and the Cooper instability do not compete with each other. Therefore,
even in the presence of a finite density of excitons, we can still have a phase transition into a superconducting state.
Thus, in our derivation we drop such terms to simplify our analysis. From the third and fourth equations above, we
can obtain the anomalous pairing,
sηk = −
∆ηk(1− nηv,k − n−ηc,−k)
t,k − iΓ( 12 + nB)
. (S18)
and the polarization,
σηk =
(V ηx,k − iV ηy,k)(nηc,k − nηv,k)
d,k + iΓ(
1
2 + nB)
, (S19)
where d,k ≡ c,k − v,k − ω. These relations can be inserted in the first two EOMs in the steady state,
0 = ζηk
(
nηc,k − nηv,k
)
+ δηk
(
1− nηv,k − n−ηc,−k
)
− γvnηv,k + γcnηc,k, (S20)
0 = −ζηk
(
nηc,k − nηv,k
)
+ δ−ηk
(
1− n−ηv,−k − nηc,k
)
+ γvn
η
v,k − γcnηc,k, (S21)
where we have defined
γv ≡ nB
1 + 2nB
, γc ≡ 1 + nB
1 + 2nB
. (S22)
The equations at the two valleys should be solved together. This gives,(
ζ
(+)
k + δ
(+)
k + γv
)(
n
(+)
v,k −
1
2
)
−
(
ζ
(+)
k + γc
)(
n
(+)
c,k −
1
2
)
+ δ
(+)
k
(
n
(−)
c,−k −
1
2
)
=
γc − γv
2
, (S23)(
ζ
(+)
k + δ
(−)
k + γc
)(
n
(+)
c,k −
1
2
)
−
(
ζ
(+)
k + γv
)(
n
(+)
v,k −
1
2
)
+ δ
(−)
k
(
n
(−)
v,−k −
1
2
)
=
γv − γc
2
, (S24)(
ζ
(−)
−k + δ
(−)
k + γv
)(
n
(−)
v,−k −
1
2
)
−
(
ζ
(−)
−k + γc
)
(n
(−)
c,−k −
1
2
) + δ
(−)
k
(
n
(+)
c,k −
1
2
)
=
γc − γv
2
, (S25)(
ζ
(−)
−k + δ
(+)
k + γc
)(
n
(−)
c,−k −
1
2
)
−
(
ζ
(−)
−k + γv
)(
n
(−)
v,−k −
1
2
)
+ δ
(+)
k
(
n
(+)
v,k −
1
2
)
=
γv − γc
2
. (S26)
where the effective Rabi frequency and pairing amplitude are respectively given by,
ζηk =
(Ω¯η2x,k + Ω¯
η2
y,k)
2d,k + (
1
2 + nB)
2Γ2
, (S27)
δηk =
|∆ηk|2
η2t,k + (
1
2 + nB)
2Γ2
. (S28)
3The resulting equations can be rewritten in a matrix form,
ζ
(+)
k + δ
(+)
k + γv −ζ(+)k − γc 0 δ(+)k
−ζ(+)k − γv ζ(+)k + δ(−)k + γc δ(−)k 0
0 δ
(−)
k ζ
(−)
−k + δ
(−)
k + γv −ζ(−)−k − γc
δ
(+)
k 0 −ζ(−)−k − γv ζ(−)−k + δ(+)k + γc


n
(+)
v,k − 12
n
(+)
c,k − 12
n
(−)
v,−k − 12
n
(−)
c,−k − 12
 = 12(γc − γv)

1
−1
1
−1
 .
(S29)
Here, we are mainly interested in studying the onset of the SC phase transition which implies that we can ignore the
pairing amplitude in the above equations. In the limit where the effective Rabi frequency around the −K valley i.e.
Ω¯
(−)
k , is negligible, these probability populations become,
n
(+)
v,k =
1
2
+
γc − γv
2(2ζ
(+)
k + γv + γc)
, (S30)
n
(+)
c,k =
1
2
− γc − γv
2(2ζ
(+)
k + γv + γc)
, (S31)
n
(−)
v,−k = 1, (S32)
n
(−)
c,−k = 0. (S33)
Let us further assume that nB = 0 which results in γv = 0, and γc = 1. In this limit, it is evident that we can have
an effective SC population inversion around one of the valleys because,
1− n(+)v,k − n(−)c,−k '
1
2
− 1
2(2ζ
(+)
k + 1)
(S34)
1− n(−)v,−k − n(+)c,k ' −
1
2
+
1
2(2ζ
(+)
k + 1)
. (S35)
We should hint that in the weak-drive limit, the right-hand side reduces to +ζ
(+)
k and −ζ(+)k . More generally, we
have,
1− n(+)v,k − n(−)c,−k =
−1
2(1 + 2nB)
(
1
2ζ
(+)
k + 1
− 1
2ζ
(−)
−k + 1
)
, (S36)
1− n(−)v,−k − n(+)c,k =
1
2(1 + 2nB)
(
1
2ζ
(+)
k + 1
− 1
2ζ
(−)
−k + 1
)
. (S37)
where we have used the fact that at every momentum we have n
(+)
v,k +n
(+)
c,k = 1. These equations lead to the linearized
gap equation in the main text i.e. Eq.(15).
FERMIONIC BATH
Here, we show that we can obtain similar results with a fermionic bath at a fixed temperature T , described by the
Hamiltonian [19]
Hb =
∑
k,α
ωα(k)b
†
α,kbα,k. (S38)
We consider a system-bath coupling which allows exchanging particles between the system and the reservoir,
Hs−b =
∑
k,α
tα(k)
[
c†α,kbα,k + b
†
α,kcα,k
]
. (S39)
4Starting with the system-bath coupling term, we assume a thermal Fermi-Dirac distribution for the bath DOF at
temperature T , so that these DOF can be traced out. After applying the RWA and eliminating the oscillating terms,
we arrive at the following master equation for the density matrix of the driven semiconductor:
∂tρs(t) = −i[Hs(t), ρs] +
∑
k,α=v,c
Γα(k)
(
nFα,kL[c†α,k]ρs +
(
1− nFα,k
)L[cα,k]ρs), (S40)
where nFα,k = n
F (α,k) is the Fermi-Dirac distribution. The decay rates Γα(k) = 2pi
∑
a |ta|2ν(α,k)uα∗a,kuαa,k where
ν() represents the density of states of the bath’s electrons at energy .
For the pairing amplitude between the valence α = v and conduction band α = c, this yields,
∂tsk
∣∣∣
H
= tr(c†c,kc
†
v,k∂tρ) = i(c,k + v,k)sk. (S41)
For the Lindbladian part we get,
∂tOˆ = 1
2
Γαβn
F
a
(
tr([cα,k, Oˆ]c†β,kρ) + tr(cα,k[Oˆ, c†β,k]ρ)
)
+
1
2
Γαβ(1− nFa )
(
tr([c†α,k, Oˆ]cβ,kρ) + tr(c†α,k[Oˆ, cβ,k]ρ)
)
,
(S42)
where we have used the creation and annihilation operators in the rotating frame. Consequently, we can assume that
oscillating terms in the rotating frame can be ignored. This way, we can time average over the Lindbladian which
results in considering only the diagonal terms in the above with α = β.
∂tOˆ
∣∣∣
RW
=
1
2
Γααn
F
α
(
tr([cα,k, Oˆ]c†α,kρ) + tr(cα,k[Oˆ, c†α,k]ρ)
)
+
1
2
Γαα(1− nFα )
(
tr([c†α,k, Oˆ]cα,kρ) + tr(c†α,k[Oˆ, cα,k]ρ)
)
.
(S43)
Without loss of generality, in the rest of this section, we assume momentum independent dissipation rates and we
label its diagonal components by Γα. The terms obtained from expanding the right-hand side are similar to the terms
obtained in the Bosonic case. The final result of this expansion reads,
∂tn
η
v,k = −i
(
V ηx,k − iV ηy,k
)
ση∗k + i
(
V ηx,k + iV
η
y,k
)
σηk + i∆
η
ks
∗
k − i∆η∗k sk − Γv(nηv,k − nFv,k), (S44a)
∂tn
η
c,k = i
(
V ηx,k − iV ηy,k
)
ση∗k − i
(
V ηx,k + iV
η
y,k
)
σηk + i∆
−η
−ks
−η∗
−k − i∆−η∗−k s−η−k − Γc(nηc,k − nFc,k), (S44b)
∂tσ
η
k = i(c,k − v,k − ω)σηk − i
(
V ηx,k − iV ηy,k
)(
nηc,k − nηv,k
)
− 1
2
(Γc + Γv)σ
η
k, (S44c)
∂ts
η
k = −i (c,k + v,k) sηk − i∆ηk
(
nηv,k + n
−η
c,−k − 1
)
− 1
2
(Γc + Γv) s
η
k. (S44d)
where as before we have ignored the terms which are relevant in exciton formation. Next, we derive the steady state
solution by assuming constant densities and pairing amplitudes in the rotating frame. We start by obtaining the
equations for the anomalous pairing,
sηk = −
∆ηk
(
1− nηv,k − n−ηc,−k − 1
)
t,k − i2Γt
(S45)
where we have defined t,k = c,k+ v,k, and Γt = Γc+Γv. In the next step, we consider the EOM for the polarization
σk,
σηk =
(
V ηx,k − iV ηy,k
)(
nηc,k − nηv,k
)
d,k +
i
2Γt
. (S46)
where we have defined d,k = c,k − v,k − ω. Inserting these two equations in the occupation probabilities we get,
0 = ζηk
(
nηc,k − nηv,k
)
+ δηk
(
1− nηv,k − n−ηc,−k
)
− γv
(
nηv,k − nFv,k
)
, (S47a)
0 = −ζηk
(
nηc,k − nηv,k
)
+ δ−ηk
(
1− n−ηv,−k − nηc,k
)
− γc
(
nηc,k − nFc,k
)
. (S47b)
5where the effective Rabi frequency and the effective pairing amplitudes are,
ζηk =
Ω¯η2x,k + Ω¯
η2
y,k
(2d,k +
1
4Γ
2
t )
(S48)
δηk =
|∆ηk|2
(2t,k +
1
4Γ
2
t )
. (S49)
As in the bosonic case, we need to solve four equations simultaneously,(
ζ
(+)
k + δ
(+)
k + γv
)(
n
(+)
v,k −
1
2
)
− ζ(+)k
(
n
(+)
c,k −
1
2
)
+ δ
(+)
k
(
n
(−)
c,−k −
1
2
)
= γv
(
nFv,k −
1
2
)
, (S50a)(
ζ
(+)
k + δ
(−)
k + γc
)(
n
(+)
c,k −
1
2
)
− ζ(+)k
(
n
(+)
v,k −
1
2
)
+ δ
(−)
k
(
n
(−)
v,−k −
1
2
)
= γc
(
nFc,k −
1
2
)
, (S50b)(
ζ
(−)
−k + δ
(−)
k + γv
)(
n
(−)
v,−k −
1
2
)
− ζ(−)−k
(
n
(−)
c,−k −
1
2
)
+ δ
(−)
k
(
n
(+)
c,k −
1
2
)
= γv
(
nFv,−k −
1
2
)
, (S50c)(
ζ
(+)
k + δ
(+)
k + γc
)(
n
(−)
c,−k −
1
2
)
− ζ(−)−k
(
n
(−)
v,−k −
1
2
)
+ δ
(+)
k
(
n
(+)
v,k −
1
2
)
= γc
(
nFc,−k −
1
2
)
. (S50d)
where Γt = Γv + Γc, γα = Γα/Γ. We can rewrite these equations in a matrix form,
ζ
(+)
k + δ
(+)
k + γv −ζ(+)k 0 δ(+)k
−ζ(+)k ζ(+)k + δ(−)k + γc δ(−)k 0
0 δ
(−)
k ζ
(−)
−k + δ
(−)
k + γv −ζ(−)−k
δ
(+)
k 0 −ζ(−)−k ζ(−)−k + δ(+)k + γc


n
(+)
v,k − 12
n
(+)
c,k − 12
n
(−)
v,−k − 12
n
(−)
c,−k − 12
 =

γv(n
F
v,k − 12 )
γc(n
F
c,k − 12 )
γv(n
F
v,−k − 12 )
γc(n
F
c,−k − 12 )
 .
(S51)
In general one needs to invert the matrix on the left to find the solutions for the occupation probabilities. As the
first step, we consider the linearized gap equation where we only consider the solutions of the above equation in the
zeroth order of ∆k. Furthermore, we consider the zero-temperature limit where n
F,v/c
k = 0, 1 where ∆
(−)
−k = 0 for k
around the K′ Dirac cone. This yields,
n
(+)
v,k + n
(−)
c,−k − 1 =
γvγc(γcζ
(+)
k − γvζ(−)−k ) + (γ2c − γ2v)ζ(−)−k ζ(+)k(
γcζ
(−)
−k + γvγc + γvζ
(+)
k
)(
γcζ
(+)
k + γvγc + γvζ
(−)
−k
) +O(∆2). (S52)
n
(−)
v,−k + n
(+)
c,k − 1 =
γvγc(γcζ
(−)
−k − γvζ(+)k ) + (γ2c − γ2v)ζ(−)−k ζ(+)k(
γcζ
(−)
−k + γvγc + γvζ
(+)
k
)(
γcζ
(+)
k + γvγc + γvζ
(−)
−k
) +O(∆2). (S53)
We can further simplify these relations in the limit that the Rabi frequency around the K ′ point is negligible,
n
(+)
v,k + n
(−)
c,−k − 1 '
−γcζ(+)k
(γv + γc)ζ
(+)
k + γcγ
v
+
ζ
(−)
−k
γc
, (S54)
n
(−)
v,−k + n
(+)
c,k − 1 '
γvζ
(+)
k
(γv + γc)ζ
(+)
k + γcγ
v
− ζ
(−)
−k
γv
. (S55)
The above relations can be employed for the interband pairing which can be used to derive the gap equation. To
perform this task we need to write the self-consistency definition of mean field order parameter. The result of this
calculation yields,
∆ηk = −
∑
k′
U¯kk′
t,k′
2t,k′ + Γ
2
t
nηsc,k∆
η
k′ , (S56)
where we have used the definition nηsc,k = 1−nηv,k′ −n−ηc,k′ . As in the bosonic bath case, we can see that this equation
can be only satisfied around one of the valleys, which for our choice of the laser’s polarization will be the K valley.
6Therefore, we can drop the valley index and rewrite this equation as,
∆k = −
∑
k′
U¯kk′
t,k′
2t,k′ + Γ
2
t
( γcζ(+)k
(γv + γc)ζ
(+)
k + γcγv
− ζ
(−)
−k
γc
)
∆k′ . (S57)
Since the only difference of this gap equation and the gap equation in the bosonic bath case is in the effective value
of nηsc,k, we can use the same ansatz for the pairing amplitude as before,
∆
(l)∗
k = e
−ilφkf (l)k ∆
(l). (S58)
Using this ansatz we can evaluate the critical value of the coupling constant g numerically. After employing the same
integration method, we obtain a similar behavior for gcrit as a function of the frequency of the pump, and we observe
that a transition from a s-wave SC pairing to a p-wave pairing is possible.
ROTATING WAVE TRANSFORMATION
The equations of motion (EOM) in our derivation are solved in the rotating frame. Here, we mention how we
apply the required rotation. We first consider a generic traceless two-by-two Hamiltonian hk = dk.τ where τi with
i = {x, y, z} are the Pauli matrices. The eigenstates of this Hamiltonian up to a some phase factors are given by,
|uc,k〉 = 1
(2dk(dk + dz,k))
1/2
(
dk + dz,k
d+,k
)
, |uv,k〉 = 1
(2dk(dk + dz,k))
1/2
(
d−,k
−(dk + dz,k)
)
, (S59)
where d±,k = dx,k ± idy,k.
To apply the rotating wave approximation to a non-diagonal Hamiltonian, we need to first transform the Hamiltonian
into the energy basis where it is diagonal and then apply a time-dependent rotation to the two energy levels so that the
time dependence of the two transformed eigenstates becomes approximately the same. The first transformation is done
through a similarity transformation by the unitary matrix Uk =
(|uv,k〉 |uc,k〉), where we have used the eigenstates of
the undriven Hamiltonian, and the second transformation is realized by the diagonal time-dependent transformation
diag(eiωt/2, e−iωt/2). The combination of these two transformation is Rk(t) =
(|uv,k〉eiωt/2 |uc,k〉e−iωt/2). Therefore,
denoting the electronic spinors in the lab frame and the rotating frame via ΨTk ≡ (ca,k, cb,k), and Ψ˜Tk ≡ (c˜v,k, c˜c,k),
respectively, we have Ψk = Rk(t)Ψ˜k. We apply this transformation to all of the terms in the Hamiltonian system.
While the undriven Hamiltonian is trivially diagonalized, the pump Hamiltonian should be obtained after averaging
over time. To evaluate the temporal average of the drive term it would be convenient to decompose the time dependent
terms as,
Ω(t) = Ωc cos(ωt) + Ωs sin(ωt). (S60)
where Ωc = eA0v(1, 0,−2κv kx) and Ωs = eA0v(0, η,−2κv ky). Correspondingly, the expression that must be averaged
over time is R†k(t)Ω(t)Rk(t).
Similarly, we need to transform electron-electron interaction term by rotating the electronic creation and annihilation
operators and averaging over time. The final result of this calculation, in addition to the right-hand side of Eq.(10),
has other contributions which include the overlap of the valence and conduction wave functions at close momenta
which makes such terms negligible.
Here, we mention that in order to integrate the gap equation, we consider an energy cutoff with respect to the
resonance surface. The resonance ring in the BZ is define by ω = 2d(kres) demanding that,
kres =
1
2
√
ω2 − 4m2
v2 − 2mκ, (S61)
where kres is the radius of the resonance ring. We can also use the above equation to define the integral bounds of
the radial momentum through the UV energy cutoff EΛ as follows,
k
(±)
Λ =
1
2
√
(ω ± EΛ)2 − 4m2
v2 − 2mκ . (S62)
7Furthermore, we note that we have used this relation in the main text to define the form factors as a function of the
frequency f (l)(ω). In particular, to determine the frequency where a transition from the s-wave SC to p-wave SC
occurs, we should satisfy,
f (0)(kres(ω)) = f
(1)(kres(ω)), (S63)
where f
(0)
k = (1 + dz,k/dk) /2, f
(1)
k = vk/dk. From here, we can observe that in order to satisfy this condition,
it is desirable to have a positive band curvature κ so that dz,k and correspondingly f
(0)
k would decrease with the
momentum. Therefore, since f
(1)
k increases monotonically with the momentum, this condition can be satisfied with
smaller values of the momentum deviation from the valley center.
