We present a novel approach to the calculation of the Coulomb and exchange contributions to the total electronic energy in self consistent field and density functional theory. The numerical procedure is based on the Cholesky decomposition and involves decomposition of specific Hadamard product matrices that enter the energy expression. In this way, we determine an auxiliary basis and obtain a dramatic reduction in size as compared to the resolution of identity ͑RI͒ method. Although the auxiliary basis is determined from the energy expression, we have complete control of the errors in the gradient or Fock matrix. Another important advantage of this method specific Cholesky decomposition is that the exchange energy and Fock matrix can be evaluated with a linear scaling effort contrary to the RI method or standard Cholesky decomposition of the two-electron integral matrix. The methods presented show the same scaling properties as the so-called local density fitting methods, but with full error control.
I. INTRODUCTION
The efficient calculation of self consistent field ͑SCF͒ or density functional energies is of profound importance in modern computational chemistry. Linear scaling formalisms have been developed by many groups. However, these algorithms only work efficiently for large systems in very small basis sets. 1 When more accuracy is needed, larger basis sets are essential, and for these cases the resolution of identity ͑RI͒ method 2, 3 has been used to reduce the scaling. The RI method has worked very well for the calculation of the Coulomb contribution to the Fock matrix, but the exchange contribution cannot be evaluated with the same benefits. We shall discuss these problems in more detail. Another complication using the RI method is that the accuracy of the results is not easily controlled as the approach typically uses atomcentered preoptimized auxiliary basis sets. This implies that the errors will scale with the size of the system and can be quite significant. A typical argument found in the literaturethat the error due to the incompleteness of the auxiliary basis is much smaller than the basis set error-speaks in favor of the RI method. 4 However what seems forgotten is the fact that calculated size-extensive properties cannot be used to extrapolate to the basis set limit as the errors can be larger than the accuracy of the extrapolation procedures. [5] [6] [7] In this paper, we report an approach similar to the RI method that avoids the use of preoptimized auxiliary basis sets. We simply determine the auxiliary basis using the decomposition developed by Cholesky ͑1875-1918͒ and published by Benoit 8 in 1924. The idea to apply the Cholesky decomposition to the two-electron integral matrix was first suggested by Beebe and Linderberg 9 some 30 years ago. The Cholesky decomposition is the only numerical procedure known to the authors that can remove the zero or small eigenvalues of a positive semidefinite matrix without calculating the entire matrix. This makes the procedure truly unique, and the possibilities to obtain tremendous computational savings are apparent. Just consider the two-electron integral matrix. In the limit of a complete basis, the number of integrals scales as N 4 , but the number of nonzero eigenvalues scales as N in the limit of a complete basis ͑N is the size of the basis͒. Despite this, the Cholesky decomposition does not seem to have received much attention in the quantum chemistry community, and only recently has the method come into focus. There are a few notable exceptions, especially the developments by Røeggen and Wisløff-Nilssen, 10 who have used the Cholesky decomposition of the two-electron integrals in the implementation of geminal models. The use of the Cholesky decomposition in connection with the calculation of derivative integrals has been discussed by O'Neal and Simons. 11 More recently, Koch et al. 12 developed an implementation of the Cholesky decomposition of the two-electron integrals aiming at large scale applications. The decomposition was shown to give very large savings in the evaluation of the SCF, density functional theory ͑DFT͒, and second order Møller-Plesset perturbation theory ͑MP2͒ for large basis sets. Since this implementation in a local version of the DALTON program 13 the Cholesky decomposition has formed the basis for many computational developments and applications. [14] [15] [16] [17] [18] [19] The strategy has subsequently been adopted by the group around the MOLCAS program, 20 and Aquilante et al. 21 recently documented the usefulness in multiconfigurational SCF calculations. Recently Røeggen and Johansen 22 reported a parallel implementation of the Cholesky decomposition that shows a practically linear scaling with the number of compute nodes. However, the future use of Cholesky decomposition based methods will depend on the abilities to evaluate molecular derivatives. This has very recently been demonstrated by Aquilante et al. 23 al-though efficiency was not the focus in this implementation. In any case, the standard Cholesky decomposition 9, 12 is still perceived to be a rather complicated procedure; 24 this view is not shared by the authors that actually find it striking in its simplicity.
The use of the RI representation of the two-electron integral matrix is sometimes referred to as density fitting. 25 This name is rather misleading as the method goes much further than fitting a density. The most correct description would probably be to denote it as an inner projection method. The concept of inner projections was introduced into quantum chemistry by Löwdin 26, 27 in his landmark papers on perturbation theory from 1965 to 1971, which appeared several years before Whitten 28 addressed the issue of integral approximations. The Cholesky decomposition is a powerful method to determine the optimal basis in the inner projection. In this paper, we depart from many of the previous ideas and take inner projections to an extreme. The key ingredient, the auxiliary basis, will not be preconstructed in any form, not preoptimized like in RI methods for all molecular systems or, like we have done previously, 12 Cholesky decomposing the two-electron integral matrix for the molecular system in question. We will determine the optimal auxiliary basis when evaluating individual terms in the iterative processes. This should ensure that the minimal auxiliary basis is used at any given time. Of course this comes at a price, but we will show that using the Cholesky decomposition it is indeed possible to determine the optimal auxiliary basis very efficiently and in the same procedure calculate the target quantity. Although the method is also applicable to electron correlation models, we focus in this paper on the Coulomb and exchange contributions to the energy and Fock matrix. In the section containing our conclusions, we briefly discuss the applicability to MP2, coupled cluster, and explicitly correlated methods. We start our analysis with some general considerations regarding the Cholesky decomposition.
II. THE CHOLESKY DECOMPOSITION
The Cholesky decomposition of a real symmetric positive semidefinite matrix M is most pedagogically defined in terms of the recursive formula
where the Cholesky vectors are defined as
͑2͒
As the M matrix is also positive semidefinite, we may repeat the process using M and in this way continue until all the diagonal elements are below a predetermined threshold T. After completion we obtain an approximate representation of the matrix M given by
where J labels the auxiliary basis and we have introduced the positive semidefinite error matrix ⌬ with matrix elements smaller than the threshold T. We note that all rows and columns in the error matrix corresponding to the decomposed diagonals will be zero ͑⌬ Jp = ⌬ pJ =0͒, as can be easily seen in Eq. ͑1͒. To perform an incomplete Cholesky decomposition does not require the entire M matrix to be calculated; only the diagonal elements and the relevant columns given by the auxiliary basis J are needed. This is actually the power of the Cholesky decomposition because after the inclusion of each additional Cholesky vector all the diagonal elements become smaller and the Cauchy-Schwarz inequality is improved,
The Cholesky decomposition is equivalent to Löwdin's inner projection, as discussed by Beebe and Linderberg. 9 We may express this as
where the metric matrix S is defined as the M matrix in the subspace spanned by the auxiliary basis S IJ = M IJ . The Cholesky vectors can be calculated by performing a Cholesky decomposition of the S matrix,
where we assume that S is positive definite and K is lower triangular ͑note that the Cholesky decomposition is unique for positive definite matrices͒. We then obtain the following expression for the Cholesky vectors:
This can easily be shown using the following explicit expressions for K and K −1 :
͑9͒
Equation ͑7͒ establishes the formal equivalence between the Cholesky decomposition and the inner projection. As we only need to decompose the S matrix, we may formulate a direct Cholesky decomposition algorithm where the elements of the matrix M entering Eq. ͑7͒ are calculated on the fly. This will eliminate the storage of the Cholesky vectors but will require the recalculation of the M matrix elements. For application to the two-electron integral matrix, we can initially decompose the S matrix spanned by the atom-centered orbital pairs and remove the linear dependence in this set. 29 This should then be followed by including auxiliary basis functions from the entire product space. Such an implementation will make the Cholesky decomposition limited by computational time only. An implementation of this direct procedure is in progress.
In most applications, the accurate calculation of the M matrix is not the objective but rather the expressions where it enters. In many cases, the M matrix enter in the following functional form:
where V p are the elements of some arbitrary vector. We may obtain large computational reductions decomposing the matrix
͑11͒
depending on the screening induced by V p . The main objective of this paper is to explore these possibilities. We denote Z as the characteristic matrix, as this characterizes the problem at hand. In order to control the accuracy needed in the minimization of E, we need to analyze the errors in the gradient. We write the functional in Eq. ͑10͒ as
͑12͒
and we have determined the auxiliary basis such that
where T is the decomposition threshold. The gradient is now written in the following form:
When the index p belongs to the auxiliary basis, the error terms will be zero as ⌬ Jp = 0. The remaining terms will be bound by the inequality
and we observe that the decomposition threshold is the control parameter, and the upper limit to the error in the gradient can be calculated from the diagonal elements of the error matrix ⌬ that is available after the completion of the Cholesky decomposition. Another way to view the calculation of the functional and gradient is to consider the following positive semidefinite matrix of double the original dimension:
and we observe that the expression for the gradient in the off-diagonal block in Eq. ͑17͒ is identical to the terms in Eq. ͑14͒, except for a factor of 2. As the gradient is obtained from the decomposition of a positive semidefinite matrix, we have shown that the gradient approximation given by Eq. ͑14͒ is robust, as defined by Dunlap et al. 30 The advantage with the double dimension expression is that we see how to control the decomposition when decomposing the Z matrix in Eq. ͑11͒. We may simply keep track of the two diagonals simultaneously, and we can choose the threshold in the two blocks separately if only the off-diagonal block is to be computed.
In passing, we note that during a typical optimization we update the V p vector and need to calculate a new gradient using ͑V p + Ṽ p ͒,
If the results from the computation of the first term is available, then the second term can be calculated decomposing the matrix Ṽ p M pq Ṽ q . This may require a smaller effort, especially if the update is small. Needless to say, the errors are governed by the inequality in Eq. ͑15͒ and may easily be calculated.
III. ORBITAL LOCALIZATION
Before we begin the discussion of the Coulomb and exchange contributions, a few words on localized orbitals are needed. We denote the one-electron density in the atomic orbital ͑AO͒ basis D ␣␤ and Cholesky decompose 31 it,
where Greek letters label AOs. The individual orbital contributions to the density are denoted as
These socalled Cholesky orbitals ͕C ␣ k ͖ have recently been shown to be orthogonal, 31 i.e.,
͑20͒
where ͗ ␣ ͉ ␤ ͘ is the AO overlap matrix and ͕ ␣ ͑r ជ͖͒ are the AOs. Furthermore, the Cholesky orbitals are localized as the Cholesky decomposition preserves the sparsity of the AO density matrix. We shall employ these orbitals throughout this paper. In passing we note that we recently developed a modified orbital localization procedure for subsystems aiming at calculating size-intensive molecular properties. 32 The subsystem localization is obtained by restricting the decomposed diagonals to the AOs that are centered in the subsystem. This localization procedure could offer some advantages compared to the straightforward Cholesky decomposition of the density used here, mainly due to the more chemical distribution of the orbitals on atomic centers. We shall investigate this alternative localization procedure elsewhere. Other localization procedures can be used, but the advantage of the Cholesky localization is the ease of evaluation.
IV. THE COULOMB ENERGY
When evaluating the performance of algorithms, we shall investigate two limiting cases. The first is the complete basis set limit where we keep the number of atoms fixed and increase the cardinal number 5 of the basis set. The other is the limit of a large system where we keep the basis set fixed and increase the number of atoms. The conventional direct SCF method scales around N 4 in the limit of a complete basis. However, depending on the density screening of higher angular momentum basis functions and the integral evaluation algorithm, the scaling can be much higher. In the limit of a large system, the scaling of the direct SCF is N 2 due to the Coulomb contribution, as the exchange contribution scales linearly when the density scales linearly with system size. The scaling of the standard Cholesky decomposition is N 3 in the limit of both a large system and a complete basis, not including the integral evaluation time.
Our starting point is the definitions of the Coulomb energy and Fock matrix expressed in terms of the AO density,
From the energy, we obtain the characteristic matrix
which is written as the sum of individual orbital charge density interactions. The Cholesky decomposition of M ␣␤,␥␦ C provides the optimal auxiliary basis that can fit the real space density,
which ensures a prespecified accuracy T in the Coulomb energy E C . Thus we have that
where I and J label the product functions in the auxiliary basis and S IJ = ͑I ͉ J͒ is the corresponding two-electron integral. The approximate Coulomb energy can be evaluated using the Cholesky vectors ͕L ␣␤ J ͖ directly,
and the Fock matrix is calculated from either of the expressions
where we have used Eqs. ͑6͒ and ͑7͒ to express the Fock matrix in terms of the previously calculated Cholesky vectors. The errors in the Fock matrix are determined by the inequality in Eq. ͑15͒, and this approach is similar to the RI method using an auxiliary basis that has been determined using the standard Cholesky decomposition. As we shall see in Sec. VI, the size of the auxiliary basis is dramatically reduced as compared to the standard Cholesky decomposition of the two-electron integral matrix. The computational scaling of evaluating the Fock matrix in Eq. ͑27͒ is N 2 in the limit of a complete basis. This can be made linear in N if we only evaluate the Fock matrix with one occupied index. The scaling of the decomposition in Eq. ͑25͒ will become independent of the size of the basis due to the exponential convergence of SCF and DFT models with respect to the cardinal number of the basis 33 ͑screening of the high angular momentum functions͒. Consequently the number of Cholesky vectors will become constant in the limit of a complete basis. In the limit of a large system, we expect the decomposition in Eq. ͑25͒ to scale quadratically in the integral calculation part and cubically in the decomposition as the number of Cholesky vectors scale linearly. In Sec. VI we demonstrate the rapid convergence of the decomposition. We denote this approach as the Coulomb decomposition.
As pointed out by many authors, the applicability of the RI method is eventually limited by the calculation of the inverse matrix in Eq. ͑25͒ as this will scale cubically with the size of the molecular system. This can be avoided if we consider a different specific Cholesky decomposition as we realize that the complete Fock matrix is not needed in the optimization of the energy. To calculate the gradient, we only need the Fock matrix with one occupied index and one general AO index,
This will clearly improve the screening also in the case when the basis set contains higher angular momentum functions. The matrix that enters this Fock matrix is an off-diagonal block of the positive semidefinite matrix,
and thus the elements of the off-diagonal block are limited by the inequality
͑30͒
This suggests a Cholesky decomposition that is controlled by the largest diagonal elements in the two sub-blocks. If we denote the indices of the largest diagonal elements in the upper and lower blocks as ͑␣␤͒ and ͑͒, respectively, then we choose the auxiliary function that gives the largest product,
as this choice will favor minimizing the off-diagonal elements entering the characteristic matrix in Eq. ͑29͒. However, there might be situations where different strategies would be preferred, for instance, when the sizes of the diagonal elements in the upper and lower submatrices differ significantly. In that case, the sum of the diagonal elements will be more appropriate than the product in Eq. ͑31͒. The Fock matrix can be obtained directly from the Cholesky vectors according to the following expressions:
We observe the computationally simple expression in terms of sums of the nonzero elements of the Cholesky vectors. We should emphasize that the Cholesky decomposition of the double dimension matrix is not needed, but only the screening protocol is based on the double dimension matrix when decomposing the two-electron integral matrix. The computational scaling of this approach is quadratic with respect to the size of the molecular system, and we have in this way bypassed the cubic scaling of the inverse matrix construction. This is easily seen as the localized orbital C ␤ k will restrict the AO index, making the upper diagonal block in Eq. ͑29͒ a local quantity in the limit of a large system. Furthermore, assuming that the density scales linearly with the size of the system, we obtain an overall quadratic scaling. The method can be compared to what some authors denote local density fitting. The most important difference is that we have strict error control with the same quadratic computational scaling as the local density fitting methods described by Polly et al. 25 and Sodt et al. 34 Moreover, diffuse basis sets can be used without any computational penalties, which is not the case for local density fitting procedures. Another clear advantage is that the auxiliary basis is determined in an optimal way for a given density and orbital localization. Thus the basis will be significantly smaller than the preoptimized auxiliary basis set employed in RI methods even compared to the preoptimized Coulomb specific auxiliary basis sets. We denote this approach the Coulomb-k decomposition, but we have not implemented this yet since in most applications the Coulomb decomposition is not dominating.
For delocalized systems, such as metals, the scaling behavior of the density matrix is not linear with the size of the system. This will clearly have implications on the scaling properties of the above mentioned methods. When the delocalization can be associated with a small number of orbitals, we may split the density into two separate contributions, one for the insulator part and one for the delocalized part, such that
We now assume that the rank of the insulator part is much higher than the delocalized part and that the insulator density scales linearly and the delocalized density scales quadratically with the size of the system. To illustrate, without too much details, consider the evaluation of the Coulomb energy for the density in Eq. ͑34͒. The method specific Cholesky decomposition may take advantage of this splitting by considering the matrix
When the rank of ⍀ DD is much smaller than the rank of ⍀ II , we may evaluate the off-diagonal contributions to the energy, only decomposing the diagonal elements in the lower diagonal block ⍀ DD . The ⍀ II contribution to the energy can be obtained considering a similar characteristic matrix as in Eq. ͑29͒,
where the orbitals in D ␣␤ k are restricted to the localized insulator part and thus a quadratic procedure is obtained. This implies that the delocalized part of the density will only affect the computational prefactor and a quadratic scaling will be maintained.
Although the above discussed algorithms are not linear scaling procedures, the computational prefactors have been significantly improved, as we shall see in Sec. VI. We stipulate that a combination of the continuous fast multipole method 35 ͑CFMM͒ for the long range interactions and the Coulomb decomposition for the short range interactions could lead to an efficient linear scaling procedure. Complications in CFMM arising from diffuse functions will require a separate procedure. 36 In the next section, we discuss the exchange contributions and show that linear scaling is indeed possible using the method specific Cholesky decomposition.
V. THE EXCHANGE ENERGY
The exchange terms are notoriously complicated in connection with the RI and Cholesky decomposition methods as the direct usage of the Cholesky vectors determined from the standard Cholesky decomposition of the two-electron integral matrix,
implies an N 4 scaling when evaluating the exchange contribution to the Fock matrix in the limit of a complete orbital basis. This should be compared to the direct SCF that also displays an N 4 scaling in the contraction of the density with the integrals, and thus no apparent saving is obtained. In fact, the largest saving obtained using the Cholesky decomposition is in the evaluation of the two-electron integrals. This can be quite significant as the scaling of the integral evaluation increases strongly with the cardinal number, and the decomposition only needs to be done once. However, the usefulness of this method is limited as many quantum chemical applications are performed using medium sized basis sets, and then the advantages compared to direct SCF are much smaller. Recently, Aquilante et al. 37 developed a quadratic scaling procedure for contracting density and Cholesky vectors using a screening protocol. The method, however, relies on the standard Cholesky decomposition in Eq. ͑37͒ and thus displays an overall cubic scaling with the size of the system. As pointed out by the authors, the direct SCF evaluation of the Fock matrix is faster than the Cholesky decomposition for medium sized basis sets, and thus savings first start to appear when the number of Fock matrix evaluations is high. This is the case when correlated wave functions or molecular properties are to be evaluated.
The method specific Cholesky decomposition offers different ways of evaluating the exchange contributions to the Fock matrix. We shall here discuss three algorithms for evaluating the exchange part of the Fock matrix where two of them display a linear scaling behavior with respect to the size of the system. We start our discussion with the large basis set case.
The exchange energy and Fock matrix are defined as ͑with opposite signs͒
and the energy expression leads to the following definition of the characteristic matrix:
As the rank of the two-electron density matrix,
scales as the number of kl-pairs, a decomposition of the matrix in Eq. ͑40͒ will not lead to any reductions in rank compared to the standard Cholesky decomposition. We may, however, in analogy with the Coulomb decomposition, define an exchange density matrix D ␣␤ X as the sum of the transition densities that enter the expression above. We introduce the following notation:
and note that D ␣␤ X has rank 1. The exchange density has been normalized with respect to the number of electrons N e such that
where we have used the orthogonality of the Cholesky orbitals in Eq. ͑20͒. The construction of D ␣␤ X is motivated by considering the functional
where the characteristic matrix is given as
The diagonal kl-blocks enter the expression for the exchange energy in Eq. ͑38͒. When determining the auxiliary basis for an exchange energy calculation, we may choose to decompose this characteristic matrix as the accurate representation of this matrix will ensure the accuracy in the diagonal blocks and thus the exchange energy. Therefore we recommend decomposing the matrix
to determine the optimal auxiliary basis to be used in the calculation of the exchange energy. The number of nonzero terms in the characteristic matrix will depend on the type of system we study. In compact systems, the matrix contains ͑N e / 2͒ 4 terms of the same size and the normalization in Eq. ͑43͒ is appropriate as ͑N e / 2͒ 2 terms enter the exchange energy. In the limit of a large system ͑and a linear scaling AO density͒ the exchange energy contains N e / 2 terms and the characteristic matrix contains ͑N e / 2͒ 2 terms. In this case a more appropriate normalization would be ͱ N e / 2. We must emphasize that changing the normalization corresponds to changing the threshold of the decomposition. In practical applications, a calibration needs to be performed to determine the threshold that is adequate. After the auxiliary basis has been determined, we evaluate the Fock matrix using the inner projection expression. The scaling of the method is the same as for the standard Cholesky decomposition but with the number of auxiliary functions dramatically reduced. We shall, in brief, call this approach exchange decomposition, and the performance is discussed in Sec. VI. An alternative 36 to decompose the matrix in Eq. ͑48͒ is to use a screening protocol based on the characteristic matrix in Eq. ͑47͒. Before we describe the other algorithms, we would like to point out an interesting property of the functional in Eq. ͑46͒. In the limit where the exchange contributions are zero, the remaining elements in the functional sum up to give the Coulomb energy. As the density in Eq. ͑43͒ has rank 1, this implies that the Coulomb energy can be evaluated as a single orbital self-energy,
͑YY͉YY͒, ͑49͒
where the orbital is defined in Eq. ͑44͒. This could have some computational implications for the evaluation of long range Coulomb interactions when the orbitals do not overlap and the exchange contributions are zero. We denote the next algorithm as the Exchange-k decomposition and start the analysis from the exchange Fock matrix
considering the characteristic matrix
The decomposition of this matrix will provide a specific auxiliary basis for each localized orbital C ␣ k , making the matrix local in the limit of a large system, and thus the auxiliary basis is independent of the system size. However, since only two orbital indices are screened, large basis sets will add to the computational prefactor while still maintaining the linear scaling. The individual contributions to the Fock matrix are calculated directly from the Cholesky vectors in the following form:
Since the error in the SCF energy is typically quadratic in the norm of the gradient and we directly decompose the matrices entering the Fock matrix, we may choose a higher threshold. When the iterative process is completed, we calculate the energy using a lower threshold if needed. Furthermore, the expressions in Eqs. ͑51͒-͑53͒ suggest a simple parallel implementation where the contribution for each orbital is calculated on a separate compute node with memory requirements scaling linearly with the size of the system. In most cases some of the localized orbitals have a significant overlap, and a common auxiliary basis is more efficient. In such cases we can consider characteristic matrices of the form
and determine the decomposition sequence from the diagonal elements of this matrix. In practice it is sufficient to decompose the two-electron integral matrix, but the screening of the diagonals should be carried out based on the matrix above. We will not elaborate on this screening protocol here 36 but just mention that decomposing the sum of the diagonal block matrices will, in general, not lead to a favorable Cholesky decomposition. This is simply due to the fact that the decomposition of Hadamard product matrices gives an overall rank equal to the product of the ranks of the individual matrices.
As mentioned above, only two indices are screened in the Exchange-k decomposition, and we shall now consider an algorithm, denoted as the Exchange-kl decomposition, where all orbital indices are screened. Using the expression for the exchange energy in Eq. ͑38͒, we analyze the characteristic matrix
The decomposition of this matrix gives an auxiliary basis for each kl-pair individually. The exchange energy is obtained directly from the Cholesky vectors as in Eq. ͑26͒ for each kl-pair. The Fock matrix with one occupied index can be evaluated from the sum of contributions
These are calculated in terms of the auxiliary basis in the following form:
where I and J label the auxiliary basis determined in Eq. ͑55͒ and S = KK T . The errors are controlled by the inequality in Eq. ͑15͒. Clearly the efficiency of this decomposition is determined by the locality of the orbitals. However, in the limit of a large basis, many kl-pairs will have a significant overlap, and in this situation it might be more advantageous to find a common auxiliary basis for some of these pairs. This can be achieved by considering a matrix similar to Eq. ͑54͒ to control the selection of the decomposition sequence.
In order to avoid the inverse matrix in Eq. ͑58͒ and to obtain a more direct control of the errors in the Fock matrix contributions F ␣k l , we consider the matrix
where F ␣k l is the off-diagonal matrix and where we have suppressed the k and l indices in the Cholesky vectors. The Fock matrix contribution is then obtained from an expression similar to Eq. ͑33͒,
͑60͒
As we have shown in the above analysis of the exchange contribution, there are many different ways to introduce the method specific Cholesky decompositions. In Sec. VI we will gain insight into the applicability of the methods presented.
VI. RESULTS AND DISCUSSION
In order to show the behavior of the decompositions outlined in the previous sections, we present results for four different systems: an alpha helix glycine structure with up to 30 glycine units, a water molecule, a benzene molecule, and a helium crystal. The crystal has two layers with a quadratic shape, and the nearest neighbor distance is 4.2 Å, as found experimentally by Schuch and Mills. 38 The glycine structure is shown in Fig. 1 , with the geometry obtained from the MOLDEN program. 39 All calculations were performed with a local version of the DALTON program 13 on a Xeon 2.66 GHz quad-core processor. Timings are compared to the direct SCF as implemented in DALTON. Even though the direct SCF of DALTON is perhaps not the fastest available code, we still find it appropriate for comparison since this allows us to use the same integral evaluation code everywhere. The timings for the direct SCF refer to a complete Fock build ͑with a screening threshold of 10 −7 ͒, and the timings for all decompositions have been obtained using the density from a Hückel initial guess. Throughout we have used the correlation consistent basis sets cc-pVXZ augmented with diffuse functions where X = D , T , Q ,5,6,7. Including diffuse functions is important for the evaluation of many molecular properties, and they are also notoriously challenging for reduced scaling methods and are thus suitable for showing the strengths and possibilities of Cholesky decomposition based methods compared to the alternatives. The well behaved convergence toward the basis set limit with respect to the cardinal number X also makes the correlation consistent basis sets excellent to investigate the scaling behavior of our methods. Point group symmetry has not been used in any of the reported calculations.
We start analyzing the results for the Coulomb decomposition. As we discussed in Sec. IV, the number of Cholesky vectors will be constant in the limit of a complete basis set. In Table I , we show the number of auxiliary functions obtained for water and benzene using different basis sets. We have used two different densities, a converged SCF density and a Hückel density. For the converged density, we observe a practically constant number of Cholesky vectors, as anticipated. This is not the case for the Hückel density that shows a small linear increase with respect to the cardinal number, and this suggests that the initial density should be obtained from a converged density using a smaller basis set. Comparing the number of auxiliary functions required in the Coulomb decomposition and the standard Cholesky decomposition, the differences are impressive. For aug-cc-pVQZ, the differences represent a factor of 20, and for aug-ccpV7Z, the factor is 30-60 depending on the density used. This means that for the Hückel density, the integral time will be 30 times shorter in the Coulomb decomposition, but in fact it is 75 times faster due to favorable screening. The decomposition time is reduced by a much larger factor due to the cubic scaling and is for these cases negligible. Compared to RI auxiliary basis sets that are normally around three times the number of basis functions, the reduction is about a factor of 7 for aug-cc-pVQZ. This is a very significant difference for such a small system and a high price to pay when error control is also lost. For benzene the number of auxiliary functions increases almost linearly with the number of electrons compared to water. For the aug-cc-pVQZ basis set, the standard Cholesky decomposition and RI methods require nine and seven times as many auxiliary functions as needed for the Coulomb decomposition. We now turn our attention to the fairly sparse helium crystal using an aug-cc-pVQZ basis that is essential in describing the dispersion interaction in this system. In Table II we report the number of Cholesky vectors needed to obtain an accuracy of 10 −8 . The small number of auxiliary functions needed cannot be matched by any other method, and we observe the complete failure of the standard Cholesky decomposition in this case. The number of auxiliary functions is only 10% of the size of the basis set. This clearly demonstrates the power of the Coulomb decomposition. For the alpha helix glycine chain, which is an electron rich and compact system, we observe a relative increase in the number of auxiliary functions compared to the other systems. From Table III we observe that the number of Cholesky vectors is twice the number of basis functions for an accuracy of 10 −8 . In production applications, most quantum chemists will be satisfied with less accuracy. Incidentally, the Coulomb decomposition for five glycine molecules with a threshold of 10 −4 gives 223 auxiliary functions compared to 1132 for 10 −8 . This should be compared to the 1908 auxiliary functions typical of the RI method. Detailed timings for the Coulomb decomposition are reported in Tables  III-V. Interestingly, the helium crystal shows sublinear scaling both in integral and decomposition times; this could be attributed to the crystal symmetry. For the glycine alpha helix, we observe a dramatic increase in decomposition time due to the cubical scaling, and for 25 glycine molecules it dominates over the integral calculation. This problem can be resolved using the Coulomb-k decomposition that only scales quadratically. We will be reporting on this in a forthcoming paper. Needless to say, compared to the timings of one Fock matrix construction in the direct SCF, we observe a many orders of magnitude difference in favor of the Coulomb decomposition.
The evaluation of the exchange contributions will, in general, require a larger auxiliary basis than Coulomb contributions. The Exchange decomposition has been designed for the case where the occupied orbitals share many AOs as in compact systems using large basis sets. For medium size basis sets and systems such as benzene, the number of auxiliary functions is about the same as the number of basis functions, using a 2 / N e normalization in Eq. ͑43͒ of the Q X functional. In the case of the helium crystal, we report numbers without any normalization as the system is very sparse. The exchange basis is twice the size of the Coulomb basis and could actually be used to calculate both terms. However, as seen from Table II, Coulomb is faster than Exchange͑1͒, and to use a common basis will lead to a longer execution time. For the glycine chain, we report in Tables III and V two   TABLE II 
in parentheses. The number of atoms in the crystal is denoted as # helium, and N is the number of basis functions. The decomposition threshold is 10 −8 . There is no normalization ͓see Eq. ͑43͔͒ in the Exchange͑1͒ decomposition.
# helium
Estimated using scaling between 49 and 64 helium atoms.
TABLE III. Number of Cholesky vectors ͑auxiliary functions͒ for different decompositions for an alpha helix glycine chain using an aug-cc-pVDZ basis set. For Coulomb and Exchange͑1-2͒ decompositions, the threshold is 10 −8 , and for Exchange-k the threshold is 10 −4 . The normalization values ͓see Eq. ͑43͔͒ used in the Exchange͑1͒ and Exchange͑2͒ decompositions are 1 and ͱ 2 / N e , respectively. The number of basis functions is denoted as N.
Exchange-k SCD a   1  160  258  736  534  1524  1792  2  279  469  1213  771  3034  3071  3  398  688  1850  1145  4562  4345  5  636  1132  3033  1752  8054  6899  10  1231  2264  6262  3361  18 730  13 195  14  1707  3177  8606  4311  27 5892  0  2421  4545  12 601  5994  40 8042  5  3016  5665  15 954  7369  51 6873  0  3611  6815¯8346  62 690ā Timings for SCD in seconds: 56 ͑35͒, 182 ͑139͒, 453 ͑435͒, 1572 ͑3055͒, and 7750 ͑43487͒ for 1, 2, 3, 5, and 10 glycine molecules, respectively. For comparison, 30 glycine molecules using 3-21G ͑1273 basis functions͒ ͓Coulomb: 1197 ͑842͒, Exchange͑1͒: 2632 ͑4258͒, Exchange-k: 2662 ͑1216͒, SCD: 3467 ͑13725͒, and direct SCF: 5779͔. Timings for integral evaluation and decomposition are given separately with the decomposition times in parentheses.
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normalizations ͑that effectively correspond to a change in threshold͒: one with no normalization denoted as Exchange͑1͒ and one with ͱ 2 / N e denoted as Exchange͑2͒. To determine the auxiliary basis using Exchange͑1͒ will give a basis that will be too large, and Exchange͑2͒ is more appropriate due to the compactness of the system. The size of the auxiliary basis is 1.5 times the size of the corresponding Coulomb basis and is still smaller than that for the RI method. However, in production calculations the threshold or normalization should be chosen to give the desired accuracy in the energy. Regarding the execution times for Exchange͑2͒, we observe that for 30 glycine molecules the decomposition time dominates, and in this case Exchange-k might be a better algorithm. Another way to bypass the almost cubic scaling is to study matrices of the form
using an obvious notation from the previous sections. However, we shall not analyze this any further here. The Exchange-k decomposition for the glycine chain is carried out with a threshold of 10 −4 as we may evaluate the Fock matrix directly from the Cholesky vectors, and the error in the energy is quadratic in the accuracy of the Fock matrix. If the energy is calculated using this Fock matrix, then the accuracy will be the same as in the Fock matrix. The characteristic matrix for the Exchange-k decomposition is that of Eq. ͑51͒, where we screen two of the orbital indices. The Exchange-k scaling for glycine is almost linear, having an exponent of 1.35 when going from 25 to 30 glycine molecules and an exponent of 1.75 when going from 10 to 14 units. This means that the onset point for the linear scaling is reached at approximately 30 glycine units. As seen in Figs. 2 and 3, the integral time starts to scale linearly before the decomposition time. For those readers who might be interested in using very small basis sets, we report in the footnote of Table III timings for 30 glycine molecules using the 3-21G basis set. In this case the Coulomb decomposition is about three times faster than direct SCF, and Exchange-k is about the same. The standard Cholesky decomposition is not the method of choice for this system, as we have already explained. The glycine chain is an electron rich and compact system, and the Exchange-kl decomposition will therefore not be the method of choice for this system. The number of kl-pairs scales quadratically with the number of electrons, and the same number of characteristic matrices in Eq. ͑55͒ needs to be decomposed in the Exchange-kl decomposition. Prescreening of the diagonal elements reduces the number, but in electron rich systems, it may still be expensive due to overlapping auxiliary bases among the kl-pairs. The strength of the method lies in the very local nature of the characteristic matrix. In Table II this strength becomes clear. The helium crystal has both of the properties for making Exchange-kl the preferred choice: it has few electrons and is spatially extended. The total number of vectors for the helium crystal, as presented in Table VI 3 . ͑Color online͒ The decomposition time is displayed for the glycine alpha helix using different decomposition algorithms. In particular, we note the near linear scaling of the Exchange-k algorithm ͑see text͒ and the cubic scaling of the Coulomb decomposition.
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Method specific Cholesky decomposition J. Chem. Phys. 129, 134107 ͑2008͒ ally demanding to handle than that for Exchange͑1͒. However it still demonstrates the local nature of the kl-pairs since it is linear with the size of the system. The total cost for Coulomb and Exchange-kl decompositions is many orders of magnitude smaller than that for the direct SCF. Finally, we will address the accuracy of the decomposition algorithms discussed previously. Besides the reductions in computational effort documented above, the advantage using the Cholesky decomposition to determine auxiliary bases is that we can control the accuracy using a single threshold. In Table VII we report energy optimizations of the water molecule using Coulomb and Exchange-k decompositions. For Coulomb we exclude the exchange term, and for Exchange-k we exclude the Coulomb term. The converged energies are compared to corresponding results obtained using the standard Cholesky decomposition. The total SCF energy is obtained combining the two approximations, and errors are reported compared with standard SCF energies. As expected, lowering the threshold an order of magnitude reduces the error in the Coulomb and the exchange contributions with an order of magnitude. Needless to say, the largest error between Coulomb and Exchange-k will determine the overall error in the total SCF energy. In Table VIII we address the errors in the Exchange decomposition in Eq. ͑48͒ using different normalization factors of the density in Eq. ͑43͒. We observe that increasing the size of the basis set improves the accuracy of the energy, and the normalization or the threshold can actually be increased to give the same accuracy in the energies. When the density is converged, we may increase the integral accuracy and calculate the energy more accurately. The errors reported demonstrate how exceedingly stable the Cholesky decomposition really is.
VII. CONCLUSIONS
We have presented a detailed discussion of the Coulomb and exchange contributions in the framework of the method specific Cholesky decomposition. The flexibility of the method is illustrated by the variety of algorithms discussed.
TABLE VI. Number of Cholesky vectors ͑auxiliary functions͒ for different decompositions for a helium crystal in an aug-cc-pVQZ basis set. The decomposition threshold is 10 −8 , and N is the number of basis functions. There is no normalization ͓see Eq. ͑43͔͒ in the Exchange͑1͒ decomposition.
For the Coulomb contributions, we have shown a very large reduction in the computational prefactor compared to the standard Cholesky decomposition. In the large basis set limit, we obtain auxiliary bases that are smaller than the total number of orbitals-eventually this becomes constant in the basis set limit. For large systems the Coulomb decomposition scales cubically with system size and the integral part quadratically, but the computational prefactor is dramatically reduced compared to the standard Cholesky decomposition, which has a similar scaling. We outlined a quadratic scaling algorithm that has a similar scaling as local density fitting procedures, but with full error control. For the exchange contributions, we have introduced an exchange density that can be used to determine auxiliary bases for large basis set cases. We show a clear reduction of the computational prefactor as compared to the standard Cholesky decomposition. We have discussed two linear scaling algorithms for large systems. The Exchange-kl is optimal for sparse systems, and the Exchange-k is optimal for intermediate size systems. The latter should not be used if high angular momentum functions are present in the basis set as they are not screened.
The actual algorithmic implementation has not been discussed in detail. However, the purpose of this paper is to describe the theoretical foundation, and the implementation of the screening algorithms used will be the subject of a forthcoming paper. 36 It should be emphasized that the implementations of the screening protocols are essential to obtain the reductions in computational effort reported.
As promised in Sec. I, we now address the question of applicability in electron correlation models. For the simple MP2 model, the answer is affirmative as the integrals with two occupied indices, ͑␣k ͉ ␤l͒, can be evaluated using the characteristic matrix given in Eq. ͑54͒. We also anticipate that coupled cluster models will benefit from an implementation of the method specific Cholesky decomposition. Using the notation of Koch et al., 40 we consider the computational intensive B-term in the coupled cluster singles and doubles model,
We now fix the ij indices and perform a sparse LU-factorization
where we have suppressed the ij indices on the right-hand side. Thus the B-term can be evaluated in the form
which can be evaluated using the algorithms outlined in this paper. The efficiency of such an approach will be determined by the locality of the orbitals. For large basis sets, many of the ij-pairs will have overlapping auxiliary bases, and a simultaneous treatment will be necessary. Numerical experiments should be conducted to obtain more insight into the problem. In explicitly correlated methods, the main obstacle is the evaluation of complicated integrals, 41 and we may apply the method specific Cholesky decomposition also in this case. We can illustrate this considering two real commuting operators G and H, where GH need not be positive definite. We construct the positive semidefinite characteristic matrix using the state vector ͉⌿͘, .
͑65͒
We obtain from the decomposition of this matrix the following inequality:
͑66͒
and we observe a clear improvement of the straightforward Cauchy-Schwarz inequality, 
