I. INTRODUCTION

M
ONITORING long-term millimeter-level deformation of urban infrastructures is an important field in remote sensing. Synthetic aperture radar (SAR) interferometry is so far the only imaging-based method to assess the deformation in such accuracy. Credited to the launch of meter-resolution spaceborne SAR sensors [1] as well as the development of multipass interferometric SAR (InSAR) techniques such as persistent scatterer interferometry (PSI) and SAR tomography (TomoSAR), it is now also feasible to monitor individual buildings over a large area in high detail.
The state-of-the-art method of multipass InSAR mainly leans toward the optimal parameters retrieval on a pixel basis, i.e., the estimation of the 3-D position and the deformation parameters of scatterers. Moreover, the inevitable SAR sidelooking imaging geometry results in undesired occlusion and layover especially in urban areas [2] , rendering the SAR images difficult to interpret. For example, Fig. 1 shows a comparison of the optical and SAR images of the same area (Potsdamer Platz, Berlin). The rich details in the optical image are buried underneath the strong reflection of the façade in the SAR image, i.e., superposition of the reflections from multiple sources in one pixel. This renders the current approach of pixel-based deformation analysis and manual identification of the region of interest less competent for understanding the semantics of the object being analyzed. Only until recently, the first investigation of semantic-level urban deformation analysis in InSAR has been presented in [3] and [4] . This paper proposes a framework for semantic urban infrastructure monitoring using multipass InSAR and optical images. We aim to combine InSAR and optical images by complementing the high-precision deformation estimates of InSAR with the high interpretability of optical images. The focus of this paper is put on linking the optical image to the SAR image by 3-D matching and projection.
0196-2892 © 2016 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. The proposed framework leads to a few contributions to the remote sensing community. We addressed the 3-D coregistration of side-and nadir-looking point clouds in urban areas, e.g., nadir-looking optical and side-looking InSAR point clouds. We also addressed the texturing of InSAR point cloud with optical semantics without explicit reconstruction of 3-D model. Last but not least, the joint deformation analysis using optical and SAR images leads to a new perspective in multipass InSAR.
II. METHDOLOGY OVERVIEW
The general framework of the proposed approach is shown in Fig. 2 . The framework applies to a stack of SAR images and a pair of (or more) optical images. The focus of this paper is put on linking the attributes from optical image to the SAR image by 3-D matching and projection. The basic idea is to match the 3-D models derived from SAR and optical images, respectively. As a result, the 2-D SAR and optical images will also be matched. Only then, the following semantic label texturing and joint deformation analysis can be conducted. The detailed procedures of the proposed framework are as follows.
1) Three-dimensional Reconstructions: They perform the retrieving operation. a) Retrieving the 3-D positions and deformation parameters of the scatterers from the SAR image stacks. Since urban area is of our main interest, tomographic SAR inversion, including SAR tomography and differential SAR tomography, is employed in order to resolve a substantial quantity of layovered scatterers. TomoSAR is the most computationally expensive step in the framework. In addition, TomoSAR and other multipass InSAR algorithms typically require a fairly large SAR image stack (>20 images). The computational and image resources are the main limitation for this step. b) Retrieving the 3-D positions of points from the optical images using stereo matching with structure from motion (SfM) if necessary. III. RELATED WORK
A. Differential SAR Tomography
Regarding urban area monitoring using multipass InSAR, TomoSAR in its differential formulation [6] - [9] is the most competent method because of its capability of separating layovered scatterers in one pixel and estimating their motion parameters. Fig. 3 shows the SAR imaging geometry of a range-azimuth pixel, where the reflections of multiple sources are layovered in one range-azimuth-elevation resolution cell.
The reflectivity profile γ (s) along the third dimension elevation s is integrated into one range-azimuth pixel, as shown by the following equation [9] - [11] :
(1) Fig. 3 . SAR imaging geometry (modified after [8] ). Multiple scatterers are layovered in one resolution cell, which became one range-azimuth pixel. TomoSAR retrieves the whole reflectivity profile γ (s) using multiple images acquired at slightly different antenna positions.
where g n is the complex SAR pixel value in the nth image, s is the extent of the elevation direction, and ξ n = 2b n /(λR) is the spatial frequency, which is related to the baseline b n of the nth image, the radar carrier wavelength λ, and the radar range R.
TomoSAR retrieves the full reflectivity profile γ (s) from multiple observations. Equation (1) can be discretized as
where g ∈ C N is the observation vector, R ∈ C N×L is the so-called steering matrix, which is a discrete Fourier transform according to ξ n and the discretization level L in the elevation direction, and ε ∈ C N is the noise assumed to be complex circular Gaussian distributed. The discretization level L is usually much larger than the number of images N. Therefore, (2) is often underdetermined and can be even ill posed due to the irregularity and small span of the baseline. Hence, regularization is required. The Tikhonov regularization of the estimator is equivalent to the maximum a posteriori estimator with white noise and white prior, which is usually realized using singular value decomposition-based methods [8] , [10] . From the reconstructed reflectivity profile, multiple scatterers can be separated, and hence, the full 3-D (range, azimuth, and elevation) reflectivity distribution is obtained. The motion of scatterers can also be modeled and estimated by introducing new dimensions into the TomoSAR system model attributing to the motion of the scatterers [6] . For a motion model with M parameters, the extended TomoSAR system model is an M + 1-dimensional discrete Fourier transform [12] are the M motion models, e.g., η n = 2t n /λ for linear motion model and η n = 2 sin(2π(t n − t 0 ))/λ for seasonal motion model, with t n being the acquisition time in unit of year of the nth image with respect to the master image and t 0 the initial offset also in unit of year.
B. Multiview 3-D Reconstruction From Optical Images
Dense 3-D reconstruction from optical images is a classical topic in photogrammetry that is usually carried out by stereo matching. On the other hand, many algorithms were developed over the last decade to exploit the available unstructured image data. At the core of all algorithms are local image features that are matched to each other among the set of captured images. These relations allow recovering both the camera motion (camera parameters) and the scene structure (3-D geometry), which is why these algorithms are referred to as SfM [13] - [17] . Tremendous progress has been made and led to impressive results, even modeling whole cities from optical images only [13] - [15] . In the state-of-the-art methods, SfM is typically followed by a dense reconstructions step, e.g., semiglobal matching [18] , for 3-D reconstruction of an urban area.
The principle of SfM is shown in Fig. 4 . If all the red dots in the image are known to correspond to the same 3-D point, given its 3-D position and the cameras parameters, one can predict its positions in the images. Consequently, one can estimate its 3-D position and the cameras parameters by adjusting their values so that the difference between the predicted positions of the 3-D points in the images with respect to the observed ones is minimized. For example, Camera C has a large reprojection error; hence, the 3-D point estimates and the camera parameters should be adjusted accordingly.
Therefore, the SfM system model can be formulated as follows. Given a set of corresponding image points, where we usex i j to denote the i th points in image j , the projection from their real 3-D coordinates x i is [13] 
where f is the scalar camera focal length in number of pixels, R and t are the camera orientation matrix and translation vector, respectively, and is the projection function: (x, y, z) = (x/z, y/z). SfM is to estimate the unknown 3-D position and the camera parameters from the observations x i j . Assuming a Gaussian distributed reprojection noise, the maximum likelihood estimator of the parameters is [13] 
. (5) Sometimes, the camera radial and tangential distortions should also be taken into account and should be estimated [16] , [19] .
C. Optical and SAR Images Coregistration
Geometric coregistration is the basis of many higher level fusion algorithms. The current techniques are mostly based on matching of 2-D spatial features, e.g., contours, edges, and templates [20] - [25] . They are good for large-scale analysis but not applicable for the analysis of individual building, especially for high-resolution data.
Therefore, for the coregistration of optical and SAR images of urban area including many studies of their joint analysis, a precise 3-D model is crucial. For example, [26] - [28] used 3-D models reconstructed from photogrammetric measurements, precise airborne light detection and ranging (LiDAR) point cloud, and a PS point cloud retrieved from tens of highresolution TerraSAR-X spotlight images, respectively. Without a precise 3-D model, one needs to assume a strict prior [29] , such as rectangle footprint.
Considering the complex 3-D topography of urban area, there has not been an effective algorithm of matching SAR and optical image yet. The method presented in this paper transforms the 2-D image matching to 3-D point cloud coregistration. A handful of papers have explained the coregistration of very high-resolution InSAR point clouds [30] , [31] . In a broader context of 3-D point cloud coregistration, one of the most successfully methods is the iterative closest point (ICP) [32] . As its name implies, the ICP solves the following equation at each iteration:
where R and t are the rotation matrix and the translation vector, respectively, and x i and p i are the respective corresponding points in the reference (optical) and target point clouds (TomoSAR). Considering the anisotropic noises in the point clouds, [33] and [34] take into account the covariance matrix 
IV. COREGISTRATION OF TOMOSAR AND OPTICAL POINT CLOUDS
The 2-D SAR and optical image matching is transferred to 3-D point cloud matching. Any InSAR methods, including TomoSAR, deliver relative estimates with respect to a reference point whose height is usually unknown. Such a differential measurement is always performed in multipass InSAR processing in order to mitigate some common errors in each image, e.g., atmospheric effect or orbit errors. As a consequence, while being geocoded into Universal Transverse Mercator (UTM) coordinate, the TomoSAR point cloud is shifted from its true position by an unknown amount due to the unknown height of the reference point. The coregistration is then the estimation of the translation between two rigid point clouds, subject to a certain tolerance on rotation and scaling. A good matching is the key to find the camera position with respect to the SAR image.
Considering the different image characteristics of sidelooking SAR and nadir-looking aerial images used in our experiment, such a coregistration problem can be generalized to the matching of side-looking and nadir-looking point clouds.
The following issues must be taken into account.
1) Due to the nadir-looking geometry of the optical images, façade points barely appear in the optical point cloud, while they are prominent in the TomoSAR point cloud. This difference is exemplified in Fig. 5 (a) and (b), which corresponds to the TomoSAR and the optical point clouds of the same area in Berlin, respectively. 2) The noise of the TomoSAR point cloud is extremely anisotropic. The Cramér-Rao lower bound (CRLB) of the elevation estimate for pixels of high signal-to-noise ratio is [1] , [8] 
where σ b is the standard deviation of the baseline, N is the number of images, and SNR is the signalto-noise ratio in linear scale. For a typical stack of 50 TerraSAR-X images, the CRLB of a 10-dB pixel is about 1 m, which represents almost the best situation. On the contrary, the range and azimuth positions can be as accurate as 1 cm [35] - [37] . Considering the high dynamic range of the signal-to-noise ratio (SNR) in the scene, the elevation estimates are at least one to two orders of magnitude worse than those of range and azimuth. In the UTM coordinate, the error in elevation is mostly transferred to the east and up directions for TerraSAR-X data, since the satellite is roughly on a polar orbit.
A. Coregistration Algorithm
The typical point cloud coregistration problem employs the ICP algorithm. However, ICP requires a good initial alignment. The unique modalities of optical and TomoSAR point clouds have driven our algorithm to be developed in the following way.
1) Edge Extraction: It involves the following steps.
a) The optical point cloud is rasterized into a 2-D height image. b) The point density of TomoSAR point cloud is estimated on the rasterized 2-D grid. c) The edges in the optical height image and in the TomoSAR point density image are detected. These edges both correspond to the façade locations in the point clouds.
2) Initial Alignment: It is done horizontally and vertically as follows: a) horizontally by cross correlating the two edge images; b) vertically by cross correlating the height histogram of the two point clouds.
3) Refined Solution: It involves the following steps.
a) The façade points in the TomoSAR point clouds are removed, because the optical point cloud contains nearly no façade point. b) To refine the coregistration of the two point clouds, an anisotropic ICP (AICP) with robustly estimated covariance matrices was applied. The covariance is estimated using a robust M-estimator.
1) Two-Dimensional Edge Extraction:
The rasterized optical height image and TomoSAR point density image are produced by computing the mean height and counting the number of points inside each grid cell, respectively. The edges can be extracted from these two images using an edge detector, such as a Sobel filter [38] . The thresholds in the edge detector are decided adaptively, so that the number of edge pixels in the two edge images are on the same order. Fig. 6 is a comparison of the binary edge images of TomoSAR and optical point clouds. These edges correspond to the position of façades. Fig. 7 . Two-dimensional cross correlation of the edge images of TomoSAR and optical point clouds. The larger the area of the edge images is, the more prominent and unambiguous the correlation peak will be. For the size of an entire city, a single prominent peak can usually be found. 
2) Coarse Alignment:
The coarse alignment provides an initial solution to the ICP algorithm which is known to suffer from finding a local minimum. The coarse alignment in the horizontal and the vertical directions are carried out independently. The horizontal shift is found by cross correlating the binary edge images of the two point clouds. The larger the area is, the more prominent and unambiguous the correlation peak will be. Fig. 7 shows the 2-D correlation of two edge images, where a single prominent peak is found. The vertical shift is found by cross correlating the height histograms of the two point clouds, which is shown in Fig. 8 . The accuracy of the coarse shift is of course limited by the discretization level in the edge image and the height histogram. Nevertheless, this is sufficient for our application.
3) Robust Anisotropic ICP: The final solution is obtained using an AICP algorithm based on the coarse alignment. The key of the AICP lies on the covariance matrix C ε i ε i of each point pair x i (optical) and p i (TomoSAR). Assuming that the noise of optical point cloud is not correlated with that of the TomoSAR point cloud, C ε i ε i can be computed by [33] 
where C p i p i and C x i x i are the covariance matrices of the TomoSAR and the optical points, respectively. As mentioned before, the dynamic range of the SNR of TomoSAR points is very high. In particular, closely space pixels may have a dramatic SNR difference. This renders their positioning error distribution nonergodic when selected for covariance estimation. To this end, a robust estimation of the covariance matrix-a topic that has not been addressed in any previous ICP algorithms-is necessary.
To this end, we introduce an M-estimator [39] to robustly estimate the covariance matrix. Given a set of M samples X = [x 1 , x 2 . . .] ∈ R, the M-estimator is an iteratively reweighted sample covariance matrix [40] - [42] 
where k is the iteration index, ε i = x i −x withx being the estimated sample mean, and w(x) is a robust weighting function. The weighting function downweights heavily deviated samples whose whitened residual ε T iĈ −1 k ε i is large. We choose the t-distribution weighting function, which can handle heavily tailed distributions [41] . For 3-D point cloud, it is as follows:
where ν ∈ R + is the degree of freedom of the t-distribution. The lower the ν, the more robust but less efficient (under Gaussian distributed noise) of the estimator, and vice versa. ν is typically set to 2-5.
V. TOMOSAR POINT CLOUD TEXTURING
Texturing the TomoSAR point cloud is the step to link the semantics from the optical images to the deformation parameters of the TomoSAR point cloud, which can only be done upon obtaining the position and the orientation of the cameras with respect to the TomoSAR point cloud. This is equivalent to solving the visibility/occlusion problem for a given camera viewpoint. Fig. 9 illustrates the occlusion of TomoSAR points where certain points are only visible to certain images.
For solving the occlusion in a spaceborne TomoSAR point cloud, the following two issues should be taken into consideration. 
1) Typically, solving the occlusion of a point cloud requires
reconstructing the 3-D surface and testing the depth of each point. This is known as the z-buffer algorithm. However, reconstructing a reliable 3-D surface from TomoSAR point cloud still remains a challenging task, although there are some pioneer works on reconstructing façades and roofs [43] - [45] . Therefore, the employed technique should avoid surface reconstruction. 2) Second, one point can be visible from multiple images.
A strategy should be developed to choose the appropriate textures from multiple optical images. The textured point cloud should be visually consistent.
A. Point-Based Rendering
Hidden point removal (HPR) operator was introduced in [46] , which is an elegant solution to avoid reconstructing surface or even surface normal in solving the occlusion problem. HPR inverts the point cloud using certain functions, so that all the visible points will lie on the convex hull of the inverted point cloud. And hence, finding the visible points becomes equivalent to computing the convex hull of the inverted point cloud.
The most common inverting function is the spherical flipping. Given a point x, the spherical flipping function is defined as follows [46] :
where r is the radius of a multidimensional sphere. Fig. 10 illustrates the transformation function and HPR in 2-D. The blue dots are the original noisy point cloud. And the red dots are the inverted one for the given camera viewpoint O. The bottom of the blue point cloud is visible to the camera. After inversion, these points lie closely to the convex hull of the inverted point cloud. However, as mentioned in [47] , the original HPR performs poorly in the presence of noise. Considering the much larger noise in the spaceborne TomoSAR point cloud than in a typical computer vision problem, the HPR is not directly applicable.
Mehra et al. [47] suggested including a buffer zone around the convex hull, so that all the points in the buffer zone can be marked as visible. Inspired by this, we introduced a visibility potential, which is a Gaussian function of the point-to-convex hull distance d
where σx is the norm of the total noise standard deviations (along all the three directions) in the inverted point cloud. σx is related to original point cloud. Consider the very anisotropic noise of TomoSAR point cloud, we define the standard deviation in the native SAR coordinate range, azimuth, and elevation being [σ σ kσ ], where k > 1. As mentioned in Section IV, this factor k is about 10 to 100. Hence, the noise in range and azimuth can be neglected. Transforming to the UTM coordinate, the standard deviation for east (x), north (y), and up (z) is approximately [kσ/ √ 2 σ kσ/ √ 2] (assuming a near polar orbit and 45°of incidence angle). The maximum σx is derived to be
where x min is the minimum distance of the original point cloud to the viewpoint.
B. Consistency Check
Many points are visible to multiple images. Selecting the most appropriate image for texturing should consider the visual consistency of the textured point cloud as well as the optical quality of the texture, since pixels located far away from the center of an image often have oblique angle with poor resolution.
We use the information of the neighboring points to check the consistency of the texturing, so that closely spaced points will select texture from the same optical image. First, for each point, a score similar to [5] is obtained with respect to each image as follows:
where j is the image index, p j is the visibility potential (13) , and d j is the inverse of the distance to the viewpoint of camera j . d j can be regarded as the resolution of the image at the point. Equation (15) basically favors an image with greater visibility and shorter distance. The image with the largest score is selected as the initial texture source image. Second, to decide the final texture source image for each point, we search the k nearest neighbors of each point and perform a weighted multiclass majority voting. The weight is a Gaussian kernel as a function of the distance of the neighbor points to the center point. The largest weight is assigned to the point itself and lower weights are assigned to the points further away. The image with the highest votes is selected as the final texture source.
VI. PRACTICAL DEMONSTRATION
This section demonstrates the proposed framework by examples of railway and bridge monitoring, which are important ground infrastructures that require systematic monitoring. Monitoring large façades is also a potential application, given oblique aerial images, which are unfortunately not available in this paper.
A. Data Sets 1) SAR:
The SAR data sets consist of two stacks of TerraSAR-X high-resolution spotlight images of Berlin with a spatial resolution of about 1 m. The two image stacks were acquired from February 2008 to March 2013 with about 100 images each. They were acquired at ascending and descending orbits, respectively, which provide a full coverage of the whole city. More information of the two SAR image stacks can be found in Table I . 
B. Three-Dimensional Reconstructions 1) TomoSAR:
The InSAR stacking was performed by the German Aerospace Center (DLR)'s integrated wide area processor (IWAP) [48] based on its predecessor PSI GENESIS [49] . The atmospheric phase correction and the following D-TomoSAR processing was performed by Tomo-GENESIS [50] , [51] -a TomoSAR software of the DLR for large urban area monitoring. It is developed based on the work of [8] , [9] , [12] , and [51] - [53] . It delivers a 5-D point cloud-3-D position plus linear deformation rate and amplitude of seasonal motion-from a stack of SAR images of urban area. Fig. 11 shows the TomoSAR point clouds from the two image stacks reconstructed by the SVD-Wiener [8] (Fourierbased) algorithm in Tomo-GENESIS. The two point clouds are coregistered using a feature-based matching algorithm, which estimates and matches common building edges in the two point clouds [31] . The combined TomoSAR point cloud has about 40 million points. The point density is about 10 6 /km 2 , which is even comparable to some LiDAR product. It enables the retrieval of the features of an individual building. Behind each of these points, the linear deformation rate and the amplitude of seasonal deformation were also estimated. Fig. 11 . Fused TomoSAR point cloud of Berlin, which combines the result from an ascending stack and a descending stack. The height is color coded. The coordinate is UTM. Fig. 12 . Optical point cloud of Berlin reconstructed using the structure from motion and dense matching. The height is color coded. The colorbar and area are identical to those in Fig. 11 . The coordinate is UTM.
2) Optical:
The 3-D reconstruction in optical images was carried out by the commercial software Pix4D [54] . It calibrates the camera model as well as the positions and orientations of the cameras. Fig. 12 illustrates the reconstructed 3-D optical point cloud showing the area identical to that in Fig. 11 . The point cloud contains 35 million points. However, basically no façade point exists, which contradicts the rich façade points in the TomoSAR point cloud.
C. Point Cloud Accuracies 1) TomoSAR Point Cloud: InSAR methods, like TomoSAR, always provide relative estimates, i.e., positioning and deformation estimates are referred to a selected reference point. The relative positioning accuracy, i.e., relative to the reference point, depends on the SNR and the number of images (8) . For the TomoSAR point clouds in this paper, the accuracy ranges from 4 m to 40 cm, which correspond to an SNR of −10 to 10 dB.
Absolute TomoSAR/InSAR, also referred to as geodetic TomoSAR/InSAR, is still a very new and open research topic [55] . The preliminary study on several manually selected points with an extremely high SNR suggests a positioning accuracy of up to 20 cm [55] , [56] .
2) Optical Point Cloud: The global localization accuracy of the optical point cloud is given by the accuracy of the exterior parameters of the camera, which are about 5 cm in position and 5×10 −4°i n orientation after adjustment. This translates to about 10 cm at a 4000-m altitude where the images were taken.
The relative accuracy of the optical point cloud depends on the stereo matching algorithm, e.g., semiglobal matching. Since we used a commercial software, the algorithm behind it is unknown. However, at best, the standard deviation of the 84 ground control points is 3 cm. Also by checking some flat surfaces in the optical point cloud, the accuracy in height is about 20 cm.
D. Point Cloud Coregistration
Since the optical point cloud is quite accurate and ground control points were used, the scaling and rotation are therefore not considered in the coregistration. Fig. 13(a) demonstrates the coregistered point cloud combining the optical and two TomoSAR point clouds. Fig. 13 shows the area identical to those in Figs. 11 and 12 . Successful coregistration can be confirmed by seeing the correct location of the façade points in Fig. 13(b) , which shows a close-up view of the matched point cloud with different colors representing different point clouds. The ground points in Fig. 13(b) were removed for a better visualization.
As no ground truth of the coregistration of the optical and TomoSAR point clouds is available, we used a simulation to assess the performance of the robust AICP. An LiDAR point cloud of a building in Berlin about 10 000 points with centimeter accuracy was used as the reference point cloud, i.e., optical point cloud. We simulated nonergodic noise for the reference point cloud with an SNR distributed from −10 to 10 dB, which well simulated the noise in the TomoSAR point cloud. The noisy LiDAR point cloud is then translated to simulate the target point cloud, i.e., TomoSAR point cloud. Fig. 14 shows the original and noisy LiDAR point clouds. Fig. 15 compares the translation errors of the original ICP, the AICP, and the AICP with M-estimate (MAICP) of the covariance matrix at each iteration. All three algorithms converge. The comparison shows that MAICP outperforms the other methods in terms of coregistration accuracy and convergence rate. In theory, AICP should also outperform ICP. However, the incorrect covariance matrix estimation due to nonergodic noise leads to its worse performance than the original ICP. This implies that a robust estimation of the covariance matrices is necessary in such a case. The same experiment was also performed on several other typical benchmark point clouds, such as the Stanford bunny. Consistent results were obtained.
E. TomoSAR Point Cloud Texturing
By applying the texturing algorithm, Fig. 16 shows the first meter-resolution spaceborne TomoSAR point cloud of an urban area textured with optical color. Fig. 16(b) and (c) shows the zoomed-in views of the Berlin Central Station and the high-rise building of Universitätsmedizin Berlin, which are indicated by the red arrows in Fig. 16(a) . The black parts are where no TomoSAR point was reconstructed. The proposed framework successfully projects optical images onto the urban TomoSAR point cloud, including points on large façades and points on ground objects.
On the other hand, it is also possible to project the 2-D optical image onto the 2-D SAR image geometry. Fig. 17 shows the SAR amplitude image and the optical image projected onto the SAR range-azimuth geometry. This is also the first high-resolution urban optical image projected onto the SAR geometry. The Berlin Central Station and the hospital are also indicated by the red arrows in Fig. 17 . 
F. Optical Image Classification
The optical images were classified patchwisely using the bag of words (BoW) [57] method, which is a well-known technique in the computer vision community. As this is not the focus of this paper, the readers are kindly referred to the original literature for more information. For the deformation analysis in this paper, we classified the railway and the river class, since we found an interesting deformation pattern on the railway and bridges. Classification on large façades is also a potential application, which of course requires oblique optical images.
The classification is supervised. Training patches were manually selected for each class. The classification is done patchwisely in the large aerial image. The feature used is simply the RGB value in a 3 × 3 sliding window in the patch. The classifier is a linear SVM [58] implemented in an opensource library VLFeat [59] . Fig. 18(a) shows the classification result, where the red path is river, the green path is railway, and the blue path is bridge. The bridge label is derived by filling the gap between the river segments. Small clusters do appear as false alarms. However, they can be easily removed by postprocessing. These labels can be projected onto the SAR image or the TomoSAR point cloud, in order to perform further analysis. For example, Fig. 18(b) shows the railway label (after postprocessing, as explained in Section VI-G) projected onto the SAR image geometry identical to that in Fig. 17 .
G. Railway Monitoring
Based on the classification, the corresponding points in the TomoSAR point cloud can be extracted by projecting the classification label onto the point cloud. A smooth spline function was fitted to the east-north coordinates of the railway points to connect separated segments. For example, the railway label is disconnected due to the presence of the Berlin Central Station. Fig. 19(a) shows the extracted continuous railway points overlaid on the optical image. The color shows the amplitude of seasonal motion. This motion is mostly caused by the thermal dilation of the steel railway because of the seasonal temperature change. It can be observed that the railway deformation experiences certain periodic discontinuity. It is suspected to be caused by the mechanical joints between different railway segments.
For monitoring these discontinuities, the raw TomoSAR estimates are relatively noisy due to the relative low SNR of some scatterers. To filter out the noise, a special prior was employed, i.e., the thermal dilation of a steel beam is linearly proportional to its length at its first approximation [60] . That is to say, the railway deformation parameters is piecewise linear and the scatterers on the same cross section of the railway undergo similar deformation. Therefore, the deformation estimates can be filtered by minimizing its total generalized variation along the railway direction (with the second-order derivative, which favors a piecewise linear structure)
where a is the deformation estimates along the 1-D railway direction (i.e., unfold the railway to a straight line), f is the filtered version of a, and f is the second-order derivative of f.
As shown in literature of total generalized variation [61] , [62] , the L 1 norm of second-order derivative is convex and lower semicontinuous and one can solve it using convex optimization solvers.
The filtered deformation estimates are shown in Fig. 19 (b), in comparison with the unfiltered estimates Fig. 19(a) . The noise has been greatly reduced while the discontinuity is well preserved. To have a quantitative comparison, Fig. 20(a) plots the original (indicated by the blue curve) and the denoised (indicated by the red curve) deformation estimates as a function of the 1-D railway direction. The original estimates have a standard deviation about 1-2 mm, which concealed some edges where the magnitude of the deformation is low. The filtering successfully reconstructs the edges.
By detecting the peaks in the derivative of the deformation function, the location of the discontinuities can be detected. A constraint was put on the minimum distance between two peaks representing the minimum length of a railway segment. The detected peaks in the deformation's derivative can be seen in Fig. 20(b) (indicated by the red inverted triangles). The positions of the peaks on the railway are shown as the green dots in Fig. 21 . Each green dot represents the midpoint of its railway cross section. In Fig. 21 (bottom) , the close-up view of the two joints in the optical image is provided. As the optical image has limited resolution, we also provide a higher resolution one (7-cm ground spacing) [18] in Fig. 22 . It can be clearly observed that the railway joints are shown as dark lines in the optical image.
However, further investigation shows that such large mechanical joints appear close to only railway stations. Visual inspection of the high-resolution image of other parts of the railway does not find obvious mechanical joints. Therefore, a more general cause of the discontinuities in the deformation still requires further investigation.
H. Bridge Monitoring
By analyzing the gaps of the river segmentation and assuming that the gaps are caused by bridges, the bridge positions can be detected. Without going into too much detail, the extracted bridge points overlaid on the optical image are shown in Fig. 23 , where the color represents the amplitude of seasonal deformation. The upper bridge belongs to a segment of the railway, which is known to have thermal expansion. The middle bridge undergoes a 5-mm seasonal motion on its west end and 2 mm at the east end. This suggests a more rigid connection of the bridge to the foundation at its east end. The two lower bridges are stable according to the motion estimates.
VII. CONCLUSION
This paper presents the first joint semantic analysis of optical images and the meter-resolution spaceborne InSAR point cloud in an urban area. Through a 3-D geometric fusion of the optical images and the InSAR point cloud, the attributes from the optical image, e.g., color, semantic labels, can be projected onto the InSAR point cloud. We presented the first urban "SARptical" image, which is the optical image projected onto SAR image geometry.
The experiments show that a robust estimation of point covariance matrix is mandatory in applying the AICP algorithm to a TomoSAR point cloud. An example on railway monitoring discovers that the periodic deformation pattern along the railway in Berlin is caused by the mechanical joints between railway segments only for several locations close to railway stations. No visible mechanical joint is identified for other locations, which leads to a further investigation of the cause of deformation.
This paper also opens some new perspectives in highresolution urban remote sensing, for example, systematic monitoring of large façades, which requires high-resolution oblique optical images and the development of façade classification algorithm, and joint classification of the high-resolution optical image and the InSAR point cloud/SAR image, which can utilize InSAR attributes such as 3-D position and deformation parameters as additional features in the classification. For all these methods, the main challenge remains at the positioning accuracy of spaceborne InSAR point cloud, which is on the order of 1 to 10 m for TerraSAR-X with its three imaging modes. Future work on improving the positioning accuracy of TomoSAR, e.g., by exploiting joint sparsity [63] or object-based TomoSAR inversion [64] , is the key in the joint analysis of high-resolution urban optical and SAR images.
