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MATHEMATICS 
DER FUBINISCHE SATZ. II 
VON 
J. RIDDER 
(Communicated at the meeting of October 29, 1960) 
C. Anwendung von mehrfach iterierten extremen "Riemann"-
Integralen 
§ 6. Wie in den Par. 1 his 2bis wird hier die Integraldefinition aus 
Das abstrakte Integral II, §§ 6-10 2) zugrunde gelegt. 
Neben den Raumen X(i) von§ 1 betrachten wir einen dritten Raum X<3) 
mit zugehOrigen k<3>, u(3l(e<3>), p<3>(e<3>), n<3>(e<3>), t<3>(e<3>). Es laBt sich der 
Produktraum (X<I> x X<2>) x X<3>, mit zugehorigem beschrankt additivem 
Korper k<I,2;3) und zugehoriger beschrankt additiver Mengenfunktion 
u<I,2;3), bilden. Jede zu k(l,Z;3> gehorende Menge ist Summe von endlich 
vielen, paarweise fremden, zu (k<1> x k<2>) x k<3) gehorenden Mengen 
(et<1> x et<2>) x et<3>(i= 1, ... , n) und 
n n 
u<I,2;3) [ ~ (et<I> x et<Z>) x ei(3)] = ~ { u<I>(et(l>) x u<z>(et<Z>)} x u<3>(et<3>). 
i=l i=l 
Weitere durch Permutation der Zahlen 1, 2, 3 entstehende Produkt-
raume und zugehorige Korper und Mengenfunktionen konnen mit den 
im vorigen Absatz betrachteten (X<l) X X<2>) X x<s>, k(1,2;3), u<I,2;3), u.s.w. 
als zusammenfallend betrachtet werden. Wir fuhren darum fur diese 
Raume u.s.w. die Schreibweisen: X<l,2,3), k<I,2,3), u<I,2,3), u.s.w. ein. 
Die Bedeutungen von X(1•2·····n>, k(l,z, ... ,n), u<l,Z, ... ,n), u.s.w., bei n eine 
naturliche Zahl ~ 2, werden hiernach deutlich sein. Jede Funktion 
u<I,z, ... ,n) ist fur die Mengen von k(l,z, ... ,n) beschrankt additiv; ebenso ihre 
positive Variation ~(I,z, ... ,n), ihre negative Variation n<I,z, ... ,n) und ihre 
Totalvariation t<I,2, ... ,n). 
Anwendung der Darstellungen (1), (lbis), (Iter) (§ 1) liefert bei eU> E k(J) 
(j=l,2,3): 
~(1,2,3l(e<I> x e<Z> x e<s>) = p<l>(e<I>). p<Z>(e<Z>). p<3>(e<3>) l 
+n<l>(e<ll) ·n<Z>(e<z>) ·p<S>(e<S>) ( 4 
oder ~ ~ .(1,2,3)(e<l> x e(2) x e<S>) 
+n<I>(e<I>) ·p<2>(e<2>) -n<s>(e<s>) ( i=l J ' 
+p<l>(e<l>) ·n<Z>(e<z>) ·n<s>(e<S>) ) 
[n<I,2,3)(e<I> x e(2) x e<3>)i = [n<I>[·p(2) ·p(3) +p<l) ·[n<2>[·p(3) +p(l) ·p(2) ·[n<s>i + 
4 




Die Erweiterung auf den Fall n ~ 4 bietet keine Schwierigkeit. 
Zu den Mengen von k<1•2, ... ,n) gehort eine Klasse £(1,2, ... ,n) von Treppen-
funktionen {qJ(x<1>, ... , x<2>)}; jede derartige Funktion hat eine Darstellung 
m 
L ai . Xet(l) X ... X et(n) (x(l)' ... ' x<n>), 
i~l 
mit { ai} (reelle) Konstanten, Xet(I> x ... x et(n> charakteristische Funktion 
von ei(1) x ... x ei(n) E k(1,2, ... ,n); £(1,2, ... ,n) ist als Vektorverband (oder 
Rief3scher Raum) aufzufassen (vergl. § 1). Auch zu den Raumen X(i) 
definiert man Vektorverbande L(i) von Treppenfunktionen {qJ(xU>)}, aus-
gehend von den zu k(i) gehorenden Mengen. 
Definitionen von I<J>(qJ(x<J>)), Ip(n(qJ(xU>)), IlnU>I(qJ(xU>)), It(n(qJ(xU>)) 
(j=l, ... ,n) wie in §1 fiir j=l,2. 
Definitionen von I(1, ... ,n)(qJ(x<1>, ... , x<n>)), It(I, ... ,n), I:p1(l, ... ,n» Iq/l, ... ,n> 
in X<1 .... ,n) wie die von I<1•2>(qJ), It(I,2h I:p/1,2» Iqj(I,2) in X(1,2) (§ 1). 
Es wird ohnemehr deutlich sein welche dieser linearen Funktionale 
nicht-negativ, welche von beschranktem Typus sind. Sie erfiillen alle 
Bedingung b 6), wodurch in den Raumen X(J)(j = 1, ... , n) und X<1,2, ... ,n) 
die zitierte Integraldefinition anwendbar wird. 
Jede Funktion qJ(x<1l, x<2>, ... , x<n>) E £(1,2, ... ,n) ist bei konstantem 
(x<1l, ... , x<n-1)) eine Funktion aus L<n> (ev. identisch Null); das Elementar-
integral I<n>(qJ) ist in X<1, ... ,n-1) zu £(1, ... ,n-1) gehorende Treppenfunktion; 
das Elementarintegral I<n-ll[I<nl(qJ)] ist in X(l, ... ,n-2) zu L(l, ... ,n-2) ge-
hOrende Treppenfunktion; ... ; das Elementarintegral I (2) [I (3) [ ••• [I (n) ( qJ)] ... ] 
ist in X<Il zu £(1) gehorende Treppenfunktion. Mittels Induktion folgen 
aus (2), (2bis) u.s.w. (§ 1) folgende Relationen: 
(19) 
I(l, ... ,n)(qJ) = I(ll[I(2l[ ... [I<nl(qJ)] ... ], 
It(l, ... ,n)(qJ) = It(l)[It(2)[ ... [lt(n)(qJ)] ... ], 
I:p1(l, ... ,n)(qJ) = Ip(I)[Ip(2)[ ... [Ip(n)(qJ)] ... ], und analog bei 
I:Pi(l, ... ,n)(qJ) (j = 2, ... , 2n-1), 
Iq1(I, ... ,n)(qJ) = Iln(I>I[Ip(2)[ ... [Ip(n)(qJ)]. .. ], und analog bei 
Iq1(l, ... ,n)(qJ) (j=2, ... , 2n-1). 
Die Betrachtungen von§ Ibis lassen sich hier anwenden auf die Produkt-
raume X<J> x R1(j = 1, ... , n) und X<I, ... ,n) x R1. Neben (3) und (4) findet 
man hier, bei e<J> E kU>(j = 1, ... , n), 
(20) ~ T(i) [.Qa(XeU>; XU>)]= t(il(e<J>); T(1, ... ,n) [.Qa(Xe(l) X ... X e(n); X(1, ... ,n))] = 
( = f(l, ... ,n>(e(l) x ... X e<n>); 
fiir die zugehorigen MaBe ist, bei e<Jl E k 2 U>, e E k2(I, ... ,n) (oder bei 
.Qa(Xeu>; XU>) E K2<J>, .Qa(Xe; X(l, ... ,n)) E K2(1, ... ,n)), 
(21) mT(n[.Qa(XeU>; XU>)]= Vt(n(e<J>); mT(l, ... ,n>[.Qa(Xe; X(l, ... ,n>)] = Vt(I, ... ,n)(e). 
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§ 7. Fiir eine nicht-negative Funktion f (x<ll, x<2>, x<S>), mit aufjerer 
Ordinatenmenge F E K 1 (1,2,3l(in X<1,2,3) x R1) gibt es zu willkiirlich positivem 
e eine nicht-negative Treppenfunktion fo(x(l)' x<2>' x(3)) E L<1.2,3) mit auBerer 
Ordinatenmenge Fo ~Fund T<1,2,3l(Fo)<Ta<1,2,3)(F)+s; nach (19) und 
(20) ist 
T<1·2·3>(Fo) = lt!1,2,sJ(/o) = lt!l)[Jt!2>[Jt!sJ(/o)]]. 
Nun laBt sich nacheinander ableiten (vergl. § 2): 
b(x<ll, x<2l) = Ta<Bl(F) ~ T<Bl(Fo) = Jt(sJ(/o) = d(x<ll, x<2l), 
b0(x<ll) == Ta<2>(B) ~ T<2>(D) = Jt!2>[Jt(s)(fo)] = do(x<1>), 
Ta<1l(Bo) ~ T<1l(Do) = Jt!l>[Jt!2)[Jt(sJ(/o)]] = lt!1,2,sJ(fo) = 
wodurch = T<1·2·3>(Fo) < Ta<1•2•3>(F)+s, 
fX!l>dT<1>Jx(2)dT<2>Jx(s)dT<Bl. f(x<ll, x<2l, x<Sl) ~ 
~ Ix(1,2,s)dT<1,2,3l. f(x(ll, x<2l, x<Sl). 
Mit Hilfe der inneren MaBe findet man eine analoge Relation; zusammen-
genommen: 
Jx(1,2,a)dT<1.2,3l · f ~ Jx(l)dT<1>Jx(2)dT<2>Jx(s)dT<s>. f ~ 
~ Jx(l)dT<1>fx(2)dT<2>fx(a)dT<3> · f ~ 1x(1,2,s)dT<1•2·3> ·f. 
Hilfssatz III. Hat Fein T<1,2,3l-Ma(3 (also FE K2(1,2,3l), so existiert, 
nach Definition B), das (RS)l-Integral von f nach T(1,2,3) uber X<1,2,s), mit 
(22a) - -l Jx(1,2,s) f dT<1·2·3> = mT!1,2,s>(F) = Ta<1,2,3l(F) = Tt<1,2,3l(F) = 
= Jx(l)dT<ll Jx(2)dT<2> Jx(s)dT<s>. f = Jx(l)dT<I>Jx(2)dT<2>Jx(s)dT<3>. f. 
DieErweiterungauf den Falleines Produktraumes X<1.2, ... ,n)(n~ 4) ist evident. 
Hilfssatz IV. Hat die in X<1,2,3) definierte Funktion f(x<ll, x<2l, x<Bl) 
im allgemeinen sowohl positive wie negative W erte, so gibt es die Zerlegung 
f= f+- j-. 1st nun f (RS)l-integrierbar (nach der in § 6, Anfang ange-
deuteten Def.) in bezug auf «P<1·2,3l, und sind dabei die au[jeren Ordinaten-
mengen F+ (von f+) und F- (von j-) E K 2(1,2,3), so ist l fx(1,2,s>(RSh f dT<1·2·3> = Jx(l)dT<1>fx(2)dT<2>fx(s)dT<3> · f (22b) 
= Jx(l)dT<1>Jx(2)dT<2>Jx(s)dT<B> · f; 
dabei ist 2o) 
Ix(2)dT<2>fx(a)dT<3> ·I- Ix(2)dT<2>fx(s)dT<3> · f+-Jx(2>dT<2>Jx(s)dT<3> · j- ~ 
~lX!2>dT<2>Jx(s)dT<3> · f+- fx(2)dT<2>fx(s)dT<3> · j- = Jx(2)dT<2>Jx(s)dT<3> ·f. 
Die Erweiterung auf den Fall eines Produktraumes X(l, ... ,n>(n ~ 4) ist 
evident. 
20) Vergl. Hilfssatz II. 
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§ 7bis, Fur die Mengen von K<1,2,3) fuhren JlJ1(1,2,3J(tp) und Iq1(1,2,aJ(T) zu 
fur diese Mengen beschrankt additiven, nicht-negativen Mengenfunktionen 
~1 (1,2,3), :0,1<1,2,3) (j = 1, ... , 4). Die Mengen von K 2(1,2,3) sind nicht nur 
T<1,2,3)-meBbar, sondern auch ~1 (1,2,3)_ und :D/1,2,3)_meBbar (j = 1, ... , 4). 
Mit (19) erhalt man neben (22b) acht weitere Relationen derselben Art 
fiir eine Funktion f(x(l), x<2>, x(3)) = f+- j- mit F+ und F-E K 2<1,2,3); 
u.a. [vergl. die Ableitung von (6a) bis (6d)]: 
(23a) Ix(l,2,3) f d ~1<1 · 2 ·3> = Ix(l)dP(l>Jx(2)dP<2>Jx(a)dP<3> · f 21 ) 
und 
Man hat (vergl. § 2bis) fur die Mengen von K(J): G(J)=P<J>, lg<J>I=iN<J>I 
4 (j = 1, 2, 3), fur die Mengen von K(1,2,3): Q(1,2,3) = 1 ~/1,2,3), lg(1,2,31 = 
4 i~l 
= 1 :0,1(1,2,3), 
i~l 





Ix(l,2,3) f dG<1,2,3) = 1 Ix(l,2,3) f d~/1,2,3) 
i~l 
4 
Ix(l,2,3) f d lg<1,2,3) I = 1 Ix(l,2,3) f d:D1<1,2,3). 
i~l 
Mit der Definition des (RS)l-Integrals in bezug auf @(1,2,3), 10) B) den 
acht Relationen wie (23a), (23b), und (24a), (24b) folgt: 
(25) 
Ix(l,2,3) f d<P<1,2,3) = Ix(l,2,3) f dG<1,2,3) - Ix(l,2,3) f dlg<1,2,3) I 
= Ix(l)dG<1>Jx(2)dG<2>Jx(3)dG<3>. f 
+ Ix(l)dlg(l>l]x(2)dlg<2>1]x(3)dG<3> · f 
+ Idlg<1>1]dG<2>]dlg<3>1· f 
+I dG(1) I dlg(2)1] dlg(3)1· f 
-I dlg(1)1 I dG(2) I dQ(3). f 
- I dQ(l) I dlg<2) I [ dG<3>. f 
- I dG(1) I dQ(2) [ dlg(3) I· f 
- I dlg(1) I I dlg<2) I I dlg(3) I· f. 
- -
21 ) Hier und im folgenden erhiiJt man das iterierte Integral durch eine will-
kiirliche feste Wahl der oberen und unteren lntegrale bei jeder der zugehorigen 
Mengenfunktionen (hier: P<2 ), P<Bl). Siebe auch Fui3n. 22. 
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Da 
(26) Ix<2JdG<2> Ix<sJdG<a>. 1-lx<2JdG<2l Jx<sldly<a>l· 1 22) 
bei festgehaltenem x<ll zwischen den Differenzen 
£x<2JdG<2> £x<aJdG<3> · 1- fx<2ldG<2> fx<sJdly<3>1· I 
und 
fx<2JdG<2> fx<aJdG<3> · l-£x<2ldG<2> £x<sJdly<3>1· I 
liegt, und beide Differenzen bei Integration nach G<ll den gleichen 
Integralwert liefern (vergl. Hilfssatz IV), ist auch (26) nach G<1> integrierbar, 
mit demselben Werte des Integrals. Aus diesem Zusammenhang und drei 
weiteren gleicher Art folgt, daB (25) sich andern HLBt in: 
Ix<l,2,3J ld<P<1•2•3> = Ix<lldG<1> Jx<2JdG<2> {[x<aJdG<3> · /-lx<sJdly<3>1· I} 23) 
+I dlg(lliJ dly(2ll{£ dG(3). 1-I dly(3)1. I} 
+I dlg(l) II dG(2) {] dly(3) I· I-I dG(3) . I} 
+I dG(l) I dly<2>1{] dly(3)1· 1-I dG(3). 1}, 
22) Die Bedeutung liegt auf der Hand (vergl. FuJ3n. 21); so ist z.B. 
Jx<2l dG<2l f x<Bl dG<Bl · 1 zu definieren als J x<2J dG(2) Jx<Bl dG<al ·I+-J x<2l dG<2l Jx<sl dG<3l · j-. 
23) Sind /l(x(l), x(2), x<Bl) und fg(x(ll, x<2l, x(Bl) ~ 0 in X<1,2,3), mit F 1 E K2<1,2,a), 
F2 E K2(l,2,a), so ist 
£x<2JdG<2l Jx<sJdG<BJ. h + £x<2JdG<2l Jx<sJdlg<all· f2 ;::::;; 
;::::;; lx<2JdG<2l[Jx<sJdG<al · h + lx<sJdjg<a>J· j2] 
;::::;; fx<2JdG(2lEfx<sJdG(3). /1 + fx<Bldlg<all· f2] ;::::;; fx<2JdG<2lfx<sJdG(3). /1 + 
+ fx<2JdG(2) fx<BJdlg(3ll· f2. 
/1 und f2 seien dabei derartig gewahlt, daJ3 bei geniigend groJ3em, positivem 
M: /1= f+M ~ 0, f2=- f+M ~0 in den Punkten einer Menge E E k(1,2,a), mit 
f=O auf der Komplementarmenge X<l,B,Sl-E; auch h und /2 seien dann identisch 
Null gewahlt in den Punkten von X<1 •2 ,3) -E. Dann folgt aus obigen Relationen: 
lx<2JdG<2>jx<sJdG<al · f- Jx<2JdG<2l fx<sJdjg<a>J· 1 ;::::;; 
;::::;; £x<2JdG<2l[Jx<sJdG<aJ.f- Jx<sJdlg<s>J·j] 
;::::;; Jx<2JdG<2l[fx<sJdG<a). f-Jx<sJdjg<alJ· j];::::;; ["\:<2JdG<2l fx<sJdG<sJ. f-
-Jx<2JdG<2l 1x<sJdjg(3lJ· f. 
Integration von (26) nach G<ll liefert somit einen Integralwert gleich 
fx<IJdG<ll 1x<2JdG(2l[£x<SJdG(3) · f- fx<aJdjg<BlJ· f] = 
= Ix<IJdG(ll fx<2JdG<2l[fx<aJdG<sl · f-Jx<aJdJg<s>J· j], 
d.i. gleich 
I x<Il dG<1l Jx<2l dG<2l £ x<SJ dtl><3l ·I = Ix<ll dG<1l fx<2l dG<2l fx<aJ dtl><3l ·f. 
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oder, gemaB den in Satz A enthaltenen Definitionen, 
oder 
Jx(l,2,3) I d</J(1,2,3) = Jx(l)dG<1> Jx,2)dG<2> Ix(s) d</J<3>. I 23) 
+ s dlg(l) I [ dlg<2> I I d<P<3>. I 
- s dlg<1> I I dG<2> I d<P<3>. I 
- -
- s dG(1) I dlg(2)1 I d</J(3). f, 
Jx(l,2,3) I d<JJ<1,2,3) = Jx(l)dG<1> I d<P<2> I d<JJ<3>. I 
-s dlg<1>1 I d<P<2> I d<P<3> · t 
- -
Wir erhalten den 
Satz C. Hat die in X<1,2,3) definierte Funktion f(x<ll, x<2>, x<3>)=f+-j-
ein (RS)l-Integral in bezug auf </J(1,2,3), und sind dabei die auf3eren Ordinaten-
mengen F+ (von f+) und F- (von j-) E K 2(1,2,3), so ist 
Jx,1,2,3) (RS)l I d</J<1,2,3) = Jx,l)d</J<1> [x(2)d<JJ<2> [x(s)d<JJ<3>. f. 24) 
Die Erweiterung auf den Fall eines Produktraumes X<1,2, ... ,n) (n~4) liegt 
auf der Hand. 25) 
§ 8. Unter Zugrundelegung der Integraldefinition aus Das abstrakte 
Integral III, § 12 2) lassen sich die Betrachtungen von § 3 wiederholen mit 
j = l, 2 ersetzt durch j = l, 2, 3 (allgemein: j = l, ... , n). Satz C behalt 
seine Giiltigkeit; die benutzten Integrale sind nun als (RS)2-Integrale 
zu betrachten. 
D. Anwendung von mehrfach iterierten 
"Lebesgue" -In tegralen 
§ 9. Unter D wird zugrunde gelegt die Integraldefinition aus Das 
abstrakte Integral III, §§ 19-22. 2) 
Die Annahmen seien dieselben wie in § 8. Die Notationen von § 6 
seien auch hier angewandt. Die fiir die Mengen von k(1,2 ,3) aus den u(j) 
ableitbare beschrankt additive Mengenfunktion u<1,2,3) (§ 6) ist hier 
a-additiv. Die zu den Vektorverbanden L(j) (j = l, 2, 3) und L(1,2 ,3) von 
Treppenfunktionen konstruierten Elementarintegrale I(j) (j = l, 2, 3) bzw. 
I<1,2,3) (§ 6) geniigen der Bedingung e (wie in § 8). 
Auch hier hat man Relationen wie (19). 
Aus den Elementarintegralen gehen (nach loc. cit. 2), §, 14, S. 363) 
fiir die beschrankt additiven Mengenki:irper K(j), K<1,2,3) (§ Ibis) beschrankt-
24) Natiirlich ii.ndert sich der Wert des iterierten Integrals nicht bei einer will-
kiirlichen Permutution der Zahlen I, 2, 3. 
25) Vergl. loc. cit. 11), S. 162 (§ 15). 
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und a-additive Mengenfunktionen l!JU>, l!J(1,2,3) hervor, mit positiver-, 
negativer- und Total-Variation G(i), G<1,2,3); g(i), g(1,2,3); T(i), T<1,2,3), alle 
ebenfalls beschrankt- und a-additiv. Fiir die charakteristischen Funk-
tionen hat man wieder Relationen wie (20), fiir die zu den Mengen-
funktionen T<i>, T<1.2,3) gehorigen a-additiven MaBe Relationen wie (21) 
(vergl. auch § 4). 
§ 10. Fiir eine nicht-negative Funktion f(x<1>, x<2>, x<a>) mit iiu[Jerer 
Ordinatenmenge FE K1 <1•2,3) (in X(1.2,3) x R1) leitet man, unter Anwendung 
von Relationen wie (19) und (20), ab: 
£x<1,2,a)dT<1·2·a> · f ~ ix<1>dT<1> £x<2>dT<2> £x<a>dT<a>. f ~ 
~ fx<l>dT<1> fx<2>dT<2> fx<a>dT<3> ·I ~ fx<l,2,a>dT<1•2•3> · f 
(vergleiche insbes. die Paragraphen 5 u. 7). Wir erhalten den 
Hilfssatz liP. Hat F ein T<1,2,3)-Ma[J (also FE K 2<1,2,3l), so 
existiert, nach Definition, das (LS)-Integral uber X<1,2,3) von f nachT<1,2,3), mit 
Jx<l.2,a) f ·dT<1•2·3) =mT<l,2,a>(F) =Ta<1,2,3l(F) =Ti(1,2,3l(F) = 
= fx<l>dT<1> fx<2>dT<2> fx<a>dT<3> ·f. 
Das iterierte Integral fx<2>dT<2> fx<a>dT<3> · f existiert fur alle Punkte x<1> E X<1>, 
diejenigen einer Menge E vom 'llT<wMa[J Null ausgenommen; in den 
Punkten von E darf dann das iterierte Integral durch willkurliche Werte 
ergiinzt werden. Existiert fur ein bestimmtes x<1> das iterierte Integral 
fx<2>dT<2> fx<a>dT<3>·f, so ist die Menge Ex<l> der Punkte x(2) EX<2>, in 
welchen fx<s>dT<3> · f nicht existiert, vom 'llT<wMa[J Null. 
Die Erweiterung auf den Fall eines Produktraumes X<1, ... ,n) (n~4) ist 
evident. 
Durch Anwendung von Hilfssatz Ill 0 auf f+ und j- folgt: 
Hilfssatz lV0 • Hat die in X<1,2,3) definierte Funktion f(x<1>, x<2>, x<a>} 
im allgemeinen sowohl positive wie negative W erte, mit der ublichen Zer-
legung f= f+- j-, ist sie (LS)-integrierbar in bezug auf l!J(1,2,3>, und sind 
dabei die iiu[Jeren Ordinatenmengen F+ (von f+) und F- (von j-) E K 2<1,2,3), 
so ist 
fx<1,2,a> (LS) f dT<1•2•3> = fx<l>dT<1> fx<2>dT<2> fx<a>dT<3> · f; 
das Integral 
fx<2>dT<2> fx<a>dT<3> · f= 15) fx<2>dT<2> fx<s>dT<3> · f+- fx<2>dT<2> fx<a>dT<3> ·t-
existiert au[Jerhalb einer Menge E in X<1> vom vT<1>-Ma[J Null. 
Die Erweiterung auf den Fall eines Produktraumes X<1, ... ,n) (n~4) ist 
evident. 
Bemerkung. Fiir die Punkte von X<1>-E existieren auch alle 
Integrale, welche aus fx<2>dT<2> fx<a>dT<3> · f+ und fx<2>dT<2> fx<a>dT<3> ·t-
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hervorgehen, wenn T<2) durch Q(2) oder jg<2>j und T<S> durch G<s> oder 
jg<s>i ersetzt wird. 
§!Obis. Von nun an lassen sich die Betrachtungen von § 7bis, welche 
zu dem Satz C fiihrten, auf den Fall des hier betrachteten Integrals in 
sinngemaBer Weise iibertragen (man beachte die a-Additivitat; auch die 
Bemerkung zu Hilfssatz IV 0 ). Sie liefern sodann: 
Satz co. Hat die in X<1,2,3) definierte Funktion f(x<1>, x<2>, x<S>)= f+- j-
ein (LS)-Integral in bezug auf @(1,2,3), und sind dabei die auf3eren Ordinaten-
mengen F+ (von f+) und F- (von j-) E K2<1•2·s>, so ist 
fx<1,2,a)(LS) f(x<1>, x<2>, x<s>) d@(1,2,3) = 
= Jx<I)d@<1> Jx<2)d@<2> fx<a)dq><s>. f(x<l>, x<2>, x<s>); 
dabei existiert das 4><2>-Integral fx<2)d4><2> fx<a)dq><s> · f fur alle Punkte 
x<1> von X<1>, diejenigen einer Menge vom vT<wMaf3e Null ausgenommen; 
in den Punkten von E sind die Werte des 4><2>-Integrals durch willkurliche 
W erte zu erganzen. 
Die Erweiterung auf den Fall eines Produktraumes X<l, ... ,n) (n~4) ist 
evident. 
Wie Satz B aus Satz A 0 oder Hilfssatz J0 (§ 5bis) folgt aus Satz co 
oder Hilfssatz IIJO der 
Satz D. Zu jeder uber X(l, ... ,n> in bezug auf q><l, ... ,n> (definiert gemaB 
§Ibis) (LS)-integrierbaren Funktion f(x<l>, ... , x<n>), mit der ublichen Zer-
legung f=f+-j-, gibt es eine uber X(l, ... ,n) nach q)(l, ... ,n) (LS)-integrier-
bare Funktion /o=fo+-fo-, mit fo+;;;;.j+, fo-;;;;.j-, fx<I ..... nd+dT<1 .... ,n)= 
= fx<I, ... ,ndo+dT<l, ... ,n>, fx<I, ... ,nd-dT(l, ... ,n) = fx<I, ... ,ndo-dT(l, ... ,n>, fur die 
sowohl Fo+ wie Fo- sick mittels abzahler vieler Mengen von K<l, ... ,n) uber-
decken la{Jt. 17) Nun ist 
fx<I, ... ,n)(LS) f(x(l), ... , x<n>) d@(l, ... ,n) = fx<I, ... ,n) fo(x(1), ... , x<n>) d@(l, ... ,n) = 
= fx<I)d4><1> fx<2)d@(2) ... fx<n)d@<n> · f0(x<l>, ... , x<n>); 
das 'VT<I)-Maf3 der Teilmenge von X<1>, in deren Punkten 
Jx<2)d4><2> ... fx<n)d@<n> · /o 
nicht existiert, ist Null; in diesen Punkten erganze man letztes Integral 
durch willkurliche Werte. 26) 
26) Vergl. loc. cit. 11), S. 163-165. - Im Beweise fur X<I,2,3) wird die Rolle 
von (6a)-(6d), mit (LS) statt (RS)!, im Beweise von Satz B iibernommen durch die 
acht Relationen, von welchen (23a), (23b), mit (LS) statt (RS)!, Beispiele sind. 
