ABSTRACT Image semantic segmentation has great development in many fields, and the lack of fully supervised segmentation labels has always been a major problem in the development of image semantic segmentation. In this paper, we propose a WAILS method to solve this problem. First, the image is coarsely segmented through a weakly supervised network at the image level. Second, to further obtain the shape of the target in the image, the watershed algorithm is used to refine the result of the coarse segmentation. Third, this refined image is used as a label for the first round of training of a fully supervised image semantic segmentation network. At last, the results are refined through the watershed as the label of the second round of fully supervised training and then it iterates. This method achieves the pixel-level semantic segmentation only through image-level labels and watershed pre-segmentation. Our method achieved good performance on the PASCAL 2012 dataset and the COCO dataset, while its segmentation accuracy surpasses all current weakly supervised semantic segmentation models in the category of bird, airplane, sheep, and so on.
I. INTRODUCTION
In the recent years, with the usage of deep convolutional neural networks, tremendous progress has been made in the study of semantic segmentation. With the proposition of various semantic segmentation models [1] - [9] based on deep convolutional neural networks, the precision of semantic segmentation is also increasing. Although the model of semantic segmentation is constantly being updated and improved, the demand for a correspondingly large number of data labels has always been a large obstacle to the development of semantic segmentation. For a normal image, it takes 20 minutes or more to manually make pixel-level annotations. However, the training of deep learning relies on a large amount of data, and it is extremely difficult to finish this marking task in the face of an image dataset containing tens of thousands or more data.
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In the past few years, many studies have simplified the labeling and training with the usage of weak supervision. Some classic weakly supervised image semantic segmentation label methods include point, scribble, and bounding box. For example, Bearman et al. [10] and Kwak et al. [11] marked a point at the target position and used this point as a semantic segmentation label to construct a loss function for this point. When the target occupies a large area in the image, it is not enough to use information of only one point to supervise. Therefore, Lin et al. [12] and Vernaza and Chandraker [13] propagated the scribble label, combined with spatial constraints, appearance, and semantic content, onto unmarked pixels based the graph model. Because the scribble label can mark more pixels in the target image than the point label, it achieves higher precision. But their common shortcoming is that they cannot constrain the overall structure of the target, which leads to the loss of the structure of the target part by the point label and the scribble label. In order to ensure that the complete pixel information of the target is segmented, Dai et al. [14] and Papandreou et al. [15] proposed a weakly supervised network based on the bounding box label, which saves the labeling time and makes full use of the border dataset. Although these methods reduce the manual marking time to a certain extent, additional manual annotation information is still needed. Image semantically segmented data sets often contain tens of thousands or even hundreds of thousands of images. Therefore, the additional manual annotation information becomes very expensive in the face of such large datasets. Currently, the image-level weak supervision method is the least expensive among all the weak supervision methods, because image-level annotation has been marked in the existing large image dataset (ImageNet [16] , COCO [17] , etc.). For a normal image, manually making image-level annotations may take only a dozen seconds or less, so that Imagelevel labels are ten orders of magnitude cheaper than other types of labels. Therefore, establishing an image-level weakly supervised semantic segmentation model is one of the best ways to solve the current scarcity of pixel-level labels.
However, in the weakly supervised semantic segmentation model, the serious challenge is that if there is no full level of supervision at the pixel level, the semantic segmentation model cannot accurately identify the shape and location of the target. To remedy this challenge, Zhou et al. [18] proposed a classic, image-level, weakly supervised network that uses the highlighting regions in the class activation map (CAM) to determine the location of the target in the image. On this basis, Pathak et al. [19] and Pinheiro and Collobert [20] proposed image-level labels for multiple instance learning, which can further optimized the shape of the target, but their segmentation accuracy is low. Some works account that training directly from image-level labels makes it difficult for the network to accurately identify the details of the target. Therefore, Wei et al. [21] proposed a method to improve the ability of image-level weakly supervised semantic segmentation by stepwise training from simple images which they create specially for training to complex images. But for the most part, creating a new data set is not an easy task, and a new data set will increase training time. Tokmakov et al. [22] and Hong et al. [23] estimated the shape of the target through a dynamic video. Each image in a dynamic video contains a continuous target, and the motion of the target in the video can be used as a basis for estimating the shape of the target. This method is limited to continuous dynamic video and is insufficient for segmenting unrelated single images. Yu et al. [51] proposed a weakly supervision network based on super-pixel grouping. This method is very effective in semantics segmentation of some videos, but the segmenting effect on a single image is not ideal. Saleh et al. [53] propose a novel method to extract markedly more accurate masks from the pre-trained network itself, but he did not improve the accuracy of the segmentation. Then, Huang et al. [50] designed a weak supervisory network, using seeded region growing to continuously update weakly supervised label, and achieved good segmentation accuracy. At the same time, Dilated (or Atrous) convolution is applied in many networks [24] , [25] , which can enlarge the receptive fields of feature maps to aggregate context information without increasing the number of parameters or the amount of computation. Wei et al. [26] used a variety of dilated convolution to increase the convolution field of view to meet the semantic segmentation of different targets. The dilated convolution [26] has achieved good segmentation on the PASCAL 2012 [27] dataset, but is still insufficient in some categories. Recently, Ahn and Kwak [49] proposed a new weak supervision method and achieved the best segmentation accuracy, mainly because they designed affinity net, a weakly supervised network which is clever but not very easy to train.
In order to pursue further improvement, we propose a WAILS method to remedy this challenge. In detail, we first get the approximate location of the target through a weak supervisory network at the image-level. Then use the Otsu [28] to obtain the coarse shape of the target. In order to accurately obtain the edge information of the target, we divide the original image into a large number of irregular background blocks or target blocks by the watershed algorithm. According to certain rules, the results of the coarse segmentation by Otsu [28] are further refined using these blocks, the details are in section III-B. However, the segmentation effect obtained only in this way is not satisfactory. Only use image-level labels for supervision, part of the structure of larger targets will be lost. Finally, we also trained a fully supervised semantic segmentation network with this coarsely segmented result as a label. And use the idea of iterative training to continuously optimize the segmentation results, as shown in Fig. 1 .
In summary, main contributions of our work are as follows:
1) WAILS completes pixel-level semantic segmentation with image-level labels without using additional monitoring information or relying on specific training data. 2) Combining the watershed algorithm with the depth model makes up for the problem that the depth model cannot accurately segment the target edge in weakly supervised semantic segmentation. 3) We use the results of weak supervised segmentation as pixel-level labels, design a full-supervised image semantic segmentation network, and further optimize the segmentation accuracy by iterative training. 4) WAILS has good performance on the Pascal 2012 [27] dataset and COCO [17] dataset, achieving the highest segmentation accuracy in the categories of airplane, birds, sheep and so on. The remainder of the paper is organized as follows. In Section II, we revisited related work on segmentation approaches. In Section III, the details of our methods are presented. In Section IV, we conducted experiments and discussed the results. Finally, In Section V, we made the conclusion. 
II. RELATED WORK
This section briefly reviews the application and development of Otsu [28] and watershed algorithms in image semantic segmentation. It further illustrates some of the applications of the Otsu [28] and watershed algorithms in WAILS. In addition, the basis of the iterative training idea in WAILS is introduced.
A. OTSU THRESHOLD COARSE SEGMENTATION
Among all segmentation techniques, several automatic threshold methods are widely used because of their advantages of simple implement and time saving. Method of Otsu [28] method, one of these methods, is frequently used in various fields [29] [30] . In recent years, Otsu [28] has been continuously explored and improved as a classic image segmentation algorithm [31] [32] . In this paper, we design an image-level weakly supervised network to get the CAM of target. Thus, the irregular border of the target is obtained. The CAM as a whole may be dark or bright in some cases, and when the uniform threshold is directly set to process these CAM, the background area and the target area will not be clearly defined. The Otsu [28] is very suitable in this situation, because it can generate thresholds based on the overall brightness of the CAM. Then, the target area and the background area are coarsely segmented. We call this process coarse segmentation.
B. WATERSHED PRESEGMENTATION
The result of coarse segmentation only through Otsu [28] is unreliable, because it loses too much detail about the target. Therefore, we use the watershed algorithm [33] to further optimize the segmentation results. The watershed segmentation method, which is widely used [34] [35] in the field of images, is a mathematical morphology segmentation method based on topological theory. The watershed algorithm has two primary advantages: 1) It is sensitive to the edge of the object [36] [37] .
2) The image is always divided into multiple closed regions. Based on these advantages, we refine the coarse segmented image of Otsu [28] . In detail, the watershed is introduced to pre-segment the original image into irregular blocks of different sizes. Each block can be regarded as a small whole, which either belongs to the target or belongs to the background. The result of the pre-segmentation is taken as the mask of coarse segmentation. However, some blocks may cover both the white target area and the black background area. Since the block is an independent whole, we determine whether the block is the target or background based on the VOLUME 7, 2019 ratio of the white area of the block to the black area of the block. When the ratio is greater than the threshold we set, all pixels in the block are considered to be target pixels and vice versa. According to this rule, the coarse segmentation image of the Otsu [28] threshold is refined again.
C. ITERATIVE TRAINING
The way of iterative training is not common in semantic segmentation models because pixel-level labels are usually deterministic while normal iteration refers to repeated training of the original image. However, in weakly supervised networks, iterative training [14] [15] is used to continually optimize the results of segmentation due to label uncertainty. After the coarsely segmented image is further refined on the presegmented image, the shape of the target has a preliminary recovery. But such results still do not meet the requirements of semantic segmentation. In order to achieve higher segmentation accuracy, we designed an iterative training method for the fully-supervised image semantic segmentation network based on the bounding box label [14] . In the literature [14] , each rectangle in training image must contain a target, and the area is covered by the rectangle as the target label for full supervision. The pixels in the border contain both the target feature and the background feature, while the pixels outside the border contain only the background feature. When the network is trained for the first time, the background feature can be well-recognized so that part of the background in the border can be segmented. Then, the results of the first training are trained as the second fully-supervised label. The target features in the border are more obvious, because part of the background area in the border has been segmented after the first training. The network can more accurately identify the target features and the background features after a second training session. With this loop, the network can ultimately segment the target and the background accurately. In this paper, we treat the results of weak supervision as the irregular border of the target and use it as the pixel-level label for the first iteration. See Part III for details.
III. METHOD
In this section, we specifically elaborated the implementation details of WAILS. First, we introduce a weakly supervised network based on image-level and perform coarse segmentation through Otsu [28] . Then we use the watershed for further optimization. Finally, the final semantic segmentation results are obtained through iterative training.
A. WEAKLY SUPERVISED NETWORK BASED ON IMAGE-LEVEL SEGMENTATION
Our weakly supervised network, similar as other networks in most analogous methods, mainly uses method of literature [18] to obtain the target CAM. This is the most basic part of our method, followed by the full supervision network and the iterative training optimization method. In our weakly supervised network, a structure is designed to obtain the CAM, which connects a global average pooling layer and a fully-connected classification layer to the last convolutional layer, as shown in Fig. 2 .
In Fig. 2 , the weakly supervised network, a classical fully convolutional neural network, is used to extract the features of the original image. To increase the convolution field of view, we use a 7×7 convolution kernel in the last convolution layer. Through global average pooling (GAP), the last layer of features is summarized as the corresponding activation score. Finally, the probability P i of each category is obtained through the fully connected layer:
where I refers to the input original image, σ is the weight of the convolutional neural network. F represents the whole convolutional network. S i is the score for each category, n is the number of categories. W ij is the weight between the j-th activation score and the i-th category, as shown in Fig. 2 . We optimize this weakly supervised network by the backpropagating cross entropy loss function:
where y i is the real category label whose value is 0 or 1, Loss w is the error between real value and the predicted value of the weakly supervised network. Then, the Map i can be obtained:
Map i is the CAM we need. As shown in Fig. 3(b) , the target is included in the highlight area of the CAM, but there is no accurate edge information. Therefore, to find the irregular border of the target, we coarsely segment the CAM by obtaining the adaptive threshold θ of the CAM through Otsu [28] :
Map i is divided into target pixels and background pixels with θ, where G is the variance between two classes, namely, the target part and the background part. ω 0 and ω 1 are the ratios of target pixels and background pixels to the entire image, respectively. µ 0 and µ 1 are the average grayscale values of the target pixel and background pixel, respectively. According to the principle of the Otsu [28] method threshold, when the optimal threshold θ is taken, the category variance G between the target and the background is the largest. At this point, we believe that the goal and background are reasonably segmented. If the target pixel is incorrectly divided into backgrounds or the background pixels are incorrectly divided into targets, the category variance G will become smaller. So we just need to find out the value of θ whenG is maximum. As shown in formula (6):
According to formula (6), we first map the pixel value of Map i to the range of [0, 255] . Then according to the pixel value in Map i , we set the threshold to calculate the category variance G from small to large , whose step size is 1. Finally, we find the largest G corresponding θ, and divide Map i according to θ, as shown in Fig. 3(c) .
B. WATERSHED ALGORITHM PRESEGMENTATION AND REFINEMENT
It can be seen from Fig. 3(c) that the coarse segmentation can only segment the approximate positional information of the target, and the shape of the target is completely obscured. Therefore, we can pre-segment the original image by the watershed algorithm and use the pre-segmented image to further refine the result of the coarse segmentation in section III-A. However, due to the noisy points or other interference factors in the original picture, the watershed algorithm often causes an excessive segmentation phenomenon, as shown in the segmentation result in Fig. 4(d) . Therefore, we adopt bilateral filtering [38] to reduce the image noise and smooth it before the watershed algorithm. The kernel function of the filter is:
In the formula (7), σ d and σ r are the distance smoothing parameter and color smoothing parameter, respectively. I (i, j) and I (kl) refer to values of pixel (i, j) and pixel (kl), respectively, in the original image I . The kernel function is composed of a spatial domain core and a pixel domain core, so Gaussian blurring is performed while a series of edge information is maintained in the original image. Then, the result of the bilateral filtering can be pushed by formula (8) :
In the formula (8), I D is the filtered image, as shown in Fig. 4(b) . Most of the noise has already been eliminated in I D , so the watershed algorithm performs well on it. We use the Canny [39] detector on I D to compute the main edges of the original image and take the resulting edge map as the seed point of the watershed. The segmentation result of the watershed is shown in Fig. 4(e) .
As shown in Fig. 4(e) , the original image is pre-segmented into irregular blocks of different sizes. Compared with Fig. 4(d) , the over-segmentation phenomenon is well eliminated. Each block can be regarded as a small whole in Fig. 4(e) , which either belongs to the target or belongs to the background. The result of the pre-segmentation is taken as the mask of Fig. 4(c) ; then, some blocks in Fig. 4(e) cover the white target area or the black background area in Fig. 4(c) . The block covering the white target area is considered to be the target block, and the one covering the black background area is considered the background block. If a block covers VOLUME 7, 2019 both the white target area and the black background area, we further distinguish them according to formula (9) :
S white (Block i ) and S block (Block i ) are the target block area and the background block area, respectively. If the ratio is greater than 1, the block will be considered to be the target block and vice versa. According to the principle of formula (9), the result of the coarse segmentation in section III-A is further refined by the result of presegmentation, as shown in Fig. 4(f) .
C. FULL SUPERVISION NETWORK
As shown in Fig. 4(f) , the shape and detailed information of the target are more obvious after we refining the result of the coarse segmentation by the watershed algorithm. However, some pixels of the object are lost and some background pixels are treated as targets wrongly. In order to solve these problems, we use the network structure of FCN-8s [1] as a fully supervised semantic segmentation network. As we all know, FCN-8s [1] is a classic full convolution network. It is based on VGG-16 [47] , removing the fully connected layer, then changing it to the convolutional layer, finally restoring the image to the original size by 3-layer deconvolution. FCN-8s [1] completes end-to-end pixel level semantic segmentation. The original image is used as input of fully supervised network, and the refine image is used as a pixel-level label for the first round of full supervision training. After the first round of full supervision network training, we can get the results of the first full supervision, as shown in Fig. 1(c) . Here we again refine Fig. 1(c) by the watershed algorithm presegmentation image in section III-B. The results are shown in Fig. 1(d) . Next, we conducted a second full-supervised training with Fig. 1(d) as a new label for the fully supervised network. Thus, the label of the next fully supervision is the result of the last fully supervision. It is worth noting that the results of each full supervision are refined by the watershed algorithm pre-segmentation image. After several iterations, the performance of the network semantic segmentation increasingly improves. The entire process is shown in Fig. 1 , and the pseudo-code is as follows.
The I here represents the input training image. Net weak and Net full respectively represent the weakly supervised network and the fully supervised network. i represents the category, H i and I ws are the result of rough segmentation and the result of watershed pre-segmentation respectively, and L represents label image of the full supervision.
IV. EXPERIMENT
In this section, we illustrate the details of the data set, data expansion, experimental parameters, and network structure. We also demonstrate the effectiveness of WAILS by comparing it with other weak supervision methods in the 
PASCAL 2012 [27] dataset and COCO [17] dataset. Finally, we discussed the advantages and disadvantages of WALIS. In the experiment, the IOU [40] is used as a measure of performance:
In this function, A is the target pixel manually labeled and B is the predicted target pixel while area represents the area function.
A. EXPERIMENTAL DATA
The PASCAL 2012 [27] dataset is often used to validate semantic segmentation algorithms. It contains 20 object classifications and one background classification. The whole RGB images are divided into three sets: 10582 images used for the training set, 1449 images used for the validation set and the remaining 1456 images used for the test set. The COCO [17] dataset has 82783 training images and 40504 validation images. It contains a background category and 80 target categories which are also further divided into 12 super categories. The label is the category of the image object. We expand the training set by performing random rotation, scaling, horizontal flipping and contrast modifications to the images.
B. NETWORK STRUCTURE DESIGN AND PARAMETER SETTING
The weakly supervised network uses VGG-16 [47] convolutional layers for image feature extraction with weights pre-trained on the ImageNet [16] dataset. Then, the fully connected layers of VGG-16 [47] are replaced by the structure we proposed, and the whole network is trained with a category label to obtain the CAM of the original image. The network architecture of the fully-supervised network references the structure of the FCN-8s [1] . In the first round of fully-supervised network training, the output of the weakly supervised network, which is coarsely segmented by the Otsu [28] and finely segmented by the watershed algorithm, is used as the label. According to literature [52] , the bigger the σ d , the more noise can be smoothed, while the smaller the σ r is, the more the edges of the object are retained. In this paper, the bilateral filtering parameters σ d and σ r of the watershed algorithm are set to 10 and 5, respectively. The minimum batch size is 16, and the learning rate is 0.00001 for the two networks. The GPU that we use is the NVIDIA Tesla k80 24G GPU. On top of this configuration, we take about 2.05s to test an image. But when we set batch size to 8, we found that the test time was around 3.38s. Although the number of test images has increased by 8 times, the test time has only increased by 0.5 times, which is related to the parallel operation of tensorflow.
C. PASCAL 2012 RESULTS
Labels in weakly supervised algorithms for image semantic segmentation mainly include point labels, scribble labels, bounding box labels, and image-level labels. The segmentation results with different methods in PASCAL 2012 [27] are shown in Table 1 .
It can be seen from Table 1 that the segmentation accuracy of the scribble label is much higher than that of the point label, since the scribble label marks more target pixels and is more restrictive for the position and shape of the target. Meanwhile, the bounding box labels has a complete absolute constraint on the position and shape of the target, so the segmentation accuracy of the border label is similar to that of the scribble labels, and is much higher than the segmentation accuracy of the point labels. In addition, the accuracy of SDI [42] exceeds that of the fully-supervised network FCN [1] with the training of additional data. It can be seen that the extra data set is very advantageous for weakly supervised training. Despite this, the segmentation accuracy of most image-level weakly supervised methods is less than 60% with extra data. Image-level weak supervision is indeed much more difficult than others method in semantic segmentation. However, with only imagelevel labels segmentation accuracy of WAILS can achieves 55.2% and 55.9% on the PASCAL 2012 [27] validation and test sets without extra data, respectively. The accuracy of WAILS surpasses MCNN [22] and TranserNet [41] , even though these two methods trained with additional data, and is only 3% lower than Saliency [44] and CrawSeg [23] . This also indirectly illustrates the powerful role of WAILS which can replace the superiority of additional data sets in weakly supervised segmentation to some extent. Compared with the full supervision, the difference in the division accuracy between WAILS and FCN [1] is reduced to 6.5% within the PASCAL2012 validation sets. This also reflects the excellent performance of WAILS.
Without additional training data, Table 2 and Table 3 show the detailed results of the semantic segmentation of WAILS and other image-level weakly supervised methods on the validation set and the testing set, respectively, of PASCAL VOC 2012 [27] . As shown in Table 2 and Table 3 , WAILS surpasses most of the current image-level weakly supervised methods. The accuracy of WAILS is even 25.4% higher than CCNN [19] and 19.7% higher than MIL+seg [20] . Affinity [49] has achieved the highest classification accuracy at present, but the affinity net is hard to train. Because the extraction of labels in Affinity net, and the balance between the three loss is difficult to control. However, our fully supervised network is already a mature model. Although the average accuracy of WAILS is lower than the latest method [26] [49] [50] , the segmentation accuracy in some categories is higher than [26] [49] [50] . For example, in the categories of airplane, bird and sheep, the highest segmentation accuracy is achieved.
D. THE INFLUENCE OF WATERSHED AND ITERATIVE TRAINING ON WAILS
In Table 4 and Table 5 , We recorded the process of WAILS gradually optimizing the accuracy of image segmentation. As can be seen from Table 4 , the accuracy of semantic segmentation by image-level supervision (IML) is only 42.2%, which is much lower than AE-PSL [46] . After the watershed algorithm, the segmentation accuracy reached 46.8%, which was 4.6% higher than IML, meaning that the watershed algorithm is very effective. Iterative training is another indispensable step in WAILS, because the segmentation accuracy increased by 8.4% from 46.8% after three iterations of full supervision. Similarly, in Table 5 , imagelevel supervision provides a base segmentation accuracy of 43.1%, and watershed and iterative training increase accuracy by 5% and 7.8%, respectively. This again proves that the application of watershed algorithm and iterative training in WAILS is valuable. The specific segmentation result is shown in Fig. 5 . 
E. DISCUSSION
The segmentation accuracy of WAILS on the PASCAL 2012 [27] dataset exceeds most of the similar methods, but is still unsatisfactory in the categories of chairs, bicycles, etc. We analyzed these types of images and found that they mainly contain too many hollow structures. As shown in the first line of Fig. 6 , the legs and the body of the target, such as on the tables and chairs, often constitute a hollow structure. The CAM, obtained by weak supervision only, contains the approximate contour and position information of the target. After coarsely segmenting by Otsu [28] , these hollowed parts are also considered part of the target. Additionally, the watershed algorithm cannot further subdivide the hollows. Finally, these hollow structures can only be considered as an integral part of the target and cannot be subdivided.
It can be seen in Table 2 and Table 3 that the best segmentation results are obtained in the categories of airplane, bird and sheep. Because the scenes of such targets are relatively simple and there are not too many hollow in the target, the watershed can obtain the shape and the details of the target well, as shown in the second line of Fig. 6 . So WAILS has a significant advantage over other methods in this category. In addition, after multiple training iterations of the fullysupervised network, the missing target parts of the weakly supervised network will appear again. As shown in Fig. 5(a) , the car targets in the second and third lines of the picture partially lost the structure of the tail after the weakly supervised network segmented picture. But the structure of the tail of the car was eventually retrieved after several iterations of fully supervised training, as shown in Fig. 5(c) , which proves the effectiveness of WAILS again. Fig.7 shows the specific segmentation results of WAILS on images of sheep, bird and airplane. We can see that segmentation results of WAILS for these types of targets is almost comparable to manual pixel-level labels. Especially on the segmentation of the target edge, WAILS performs really well.
F. COCO RESULTS
To further validate our approach, we performed the same weak supervised segmentation experiments on the COCO [17] dataset. Since COCO [17] dataset contains not only more images but also more category classifications than the PASCAL 2012 [27] , the segmentation on the coco dataset is much more difficult than on the PASCAL 2012 [27] . Our experimental results are shown in table 4 where we can see that our average segmentation exceeds BFBP [53] and SEC [45] . Although our average segmentation accuracy, comparing with others, is not the highest, the segmentation accuracy in some categories is the highest. Similar to the results on PASCAL 2012 [27] , we still have the best segmentation accuracy in the three categories, including birds, airplanes and sheep. In addition, excepting these three categories, we have found the highest segmentation accuracy in the categories, including traffic light, bear, banana, kite, and orange. This result is the same as that analyzed in IV-E. The scenarios, which these targets are locating in, are relatively simple, while there are not excessive hollow structures on the target.
V. CONCLUSION
Aiming at the problem of a lack of fully-supervised semantic labels in image semantic segmentation, we propose a weakly supervised semantic segmentation method WAILS based on image-level labels. On the PASCAL 2012 [27] and COCO [17] dataset, this approach achieved good segmentation performance. The segmentation accuracy of our method on the targets without hollow structures are far superior to other weakly supervision methods. Compared with the fully-supervised semantic segmentation method, the complexity of label production is greatly reduced, and a large amount of manual time and effort is saved. We hope to further improve the segmentation accuracy of this method in the future and better solve the problem of label production faced by deep learning in semantic segmentation.
