A method is described for optimizing the design of a time-of-¯ight neutron diffractometer designed to measure lattice parameters. Such diffractometers are now used extensively by engineers and materials scientists for measuring strain within metallic and ceramic components. The method presented relies on the identi®cation of a ®gure of merit (FOM) that accurately describes the performance of such an instrument. For the ®rst time, an FOM for an instrument exhibiting non-Gaussian peak shapes is described, and the methods by which this FOM may be maximized are described. Although the instrument described is based on the time-of-¯ight technique, the FOM derived may equally well be used to optimize a reactor-based instrument. While measuring peak position is a straightforward example, it is shown that similar ®gures of merit may be found for other peak shape parameters, and thus other types of instrumentation.
Introduction
The general principles of neutron time-of-¯ight powder diffractometers have been described elsewhere (Windsor, 1981) ; in this section we simply de®ne the nomenclature used. The essential components of a diffractometer on a pulsed neutron source are shown diagrammatically in Fig. 1 . Neutrons originate from the moderator (M) in short pulses (5± 50 ms) and travel to the sample (S) where they may scatter into a detector (D) situated at an angle of 2 to the incident beam. The neutrons originating from the moderator have a wide energy range from a few meV up to many eV.
While all diffractometers follow this basic layout, careful choice of instrument characteristics and optics allows the diffractometer to be tuned or optimized for particular types of experiments. The method for carrying out this optimization for an engineering strain scanner is presented in this paper. An evaluation of the parameters required for optimization of other types of instruments is also given.
The neutrons travel from the moderator along L 1 to the sample. A polycrystalline material, such as used in most metal engineering components, will then diffract only those neutrons that satisfy Bragg's law,
The diffracted neutrons travel a distance L 2 to the detector. The wavelength ! of a neutron is related to its velocity by
where h -is the Planck constant and m n is the mass of the neutron. The time-of-¯ight (t) of those neutrons which are detected is given by equation (3), where the total¯ight path L is L 1 + L 2 :
Thus if the detected neutron count is plotted as a function of time ( Fig. 2) , it will exhibit a series of peaks corresponding to the different d hkl lattice planes in the material. The shape of Figure 1 The main components of a time-of-¯ight diffractometer.
Figure 2
An example of a time-of-¯ight diffraction pattern from a steel sample. A Rietveld calculation ®t to the experimental data is also shown.
the peaks in this diffraction pattern, and hence the resolution of the diffractometer, are determined by the time distribution of the neutrons leaving the moderator (Fig. 3 ) and any variation in the path lengths taken by the neutrons reaching the detector. This latter contribution is known as thè geometrical' contribution to the resolution function. By measuring the time-of-¯ight (t) from the moderator to the detector, and knowing the diffraction angle (2) and path length L, the lattice spacing d hkl for the particular set of {hkl} lattice planes within the sample may be determined. Because a wide wavelength range is generally used in time-of-¯ight instruments, a large number of diffraction peaks are recorded simultaneously (see Fig. 3 ) and, in the case of cubic materials, the information from all of these diffraction peaks is often used to establish an average unit-cell size a, using the Rietveld re®nement technique (Rietveld, 1969; Daymond et al., 1997) .
Having determined a it is then, in principle, straightforward to calculate the strain (4) at that point in the sample from the relationship
where a 0 is the unit cell size of the unstrained material. It should be noted that the strain (4) thus measured is strictly a tensor quantity and the component measured is along the direction of q de®ned by the expression
where the directions k 0 and k 1 are along the incident and scattered directions of the neutron path, respectively, with q bisecting the vectors.
Contributions to resolution
One of the most important characteristics of a pulsed-source moderator is the time distribution of the neutron pulse, since this plays a key role in determining the resolution of the instrument. This time distribution, typically modelled as an exponential broadened by Gaussian and Lorentzian components, may be changed by the shape of the moderator, the moderating material, its`coupling' to the neutron source, and whether it is`poisoned'.
1 The shape of the distribution for neutrons with ! = 1 A Ê from the methane moderator at ISIS is given in Fig. 3 .
The shape of this pulse from the moderator controls one fundamental contribution to the resolution with which a measurement can be made. Since the distribution of neutrons emerging from the moderators (Taylor, 1984) is such that a useful approximation to the width (FWHM) of the peak I ! (t) is Át [ms] 9 7! [A Ê ], and using equation (2), we obtain the result that the uncertainty in measurement of ! arising from the ®nite size of the neutron peak is
where L is the distance over which the neutrons have travelled before detection, i.e. L = L 1 + L 2 (Fig. 1) . A second contribution to the resolution comes from the socalled`geometrical resolution' term. Since the illuminated sample volume is small compared with the moderator, the variations in path length are largely due to the variation in angle (Fig. 4) . That is, the angular contribution to resolution is de®ned by the moderator size as viewed from the sample (m), or in the case of a guide, the size of the guide aperture as viewed from the sample. It thus de®nes the uncertainty in angle of incidence of the neutron on the sample. There is another angular contribution to the resolution function, which is the size of the detection element as viewed from the sample; however, this is typically matched in size with the moderator contribution to the resolution.
2 The combined spatial contributions are known as the geometric resolution term; thus R Átat cot maL 1 X 7 Figure 3 The time distribution for neutrons with ! = 1 A Ê from the methane moderator, from a ®t to data from a Monte Carlo model of the target± moderator con®guration of the ISIS time-of-¯ight source (Bennington, 2001 ).
Figure 4
Schematic illustrating the possible angular range for neutrons passing from moderator to sample to detector.
The figure of merit
Neutron diffractometers are generally built as`all-purpose' instruments and their designs are compromises which balance the competing requirements to measure the intensities, positions and widths of diffraction peaks simultaneously. In the case of an optimally designed engineering strain scanner, such compromises are not too important, since the overriding requirement of the instrument is the accurate measurement of a lattice parameter, d hkl , at a known location within the material under study. That is, a strain scanner can be designed such that the peak position is obtained with a given uncertainty in a minimum time period, even if this compromises the uncertainty in determination of the other peak parameters.
To enable different instruments to be compared, it is reasonable to de®ne an FOM such that an increase of a factor of two in the source illuminating an instrument results in a factor of two increase in the FOM. It is also necessary to take into account the uncertainty of the result obtained. Hence the most useful high-level de®nition of an FOM for a strain measuring instrument will be`the inverse of the time taken to measure a d spacing to a given uncertainty'. A`least-squares' ®tting procedure is used to obtain d spacings from the observed diffraction patterns. It has been shown by Sivia (1996) that in the situation of an isolated Gaussian peak, the time (T) taken to measure (with an uncertainty of ') the position of a peak is
where w is the width of the peak and I is the (integrated) intensity within the peak recorded in unit time. Hence, the FOM required for an instrument concerned solely with measuring the peak position may be written as
if the peaks are Gaussian in shape and well separated. Although the result of equation (9) has been known for a Gaussian shape, its applicability to other shapes has often been assumed but not proved. In Appendix A, the`correctness' of equation (9) when an arbitrary peak shape is ®tted by the least-squares method is derived. Thus equation (9) may be used quite generally for establishing the performance of an instrument designed to measure the position of isolated peaks. The veracity of this result has also been demonstrated empirically by Webster & Kang (2001) , by deriving the positions of a large number of experimentally measured peaks by least-squares ®tting. These were measured at different facilities (reactor and pulsed-neutron sources, and an X-ray synchrotron source) on different materials.
. Plotting the uncertainty in position over width against the integrated counts in the peak results in the data shown in Fig.  5 . It can be seen that the data are consistent with equation (8). The variation between the observed slope (0.46) and that expected (0.5) is probably a result of the experimental data not producing solely individual isolated peaks with zero background.
From this it is clear that the above FOM, equation (9), must be maximized in the design of an optimized strain scanning instrument and that for a particular instrument the ratio of the FOM to those of other instruments quanti®es its relative speed of measurement.
Optimizing the primary flight path
An outline of the main features of a time-of-¯ight stress measuring instrument is shown in Fig. 1 . The instrument principally consists of a primary¯ight path (length L 1 ), a sample position, radial collimators in the secondary¯ight path which de®ne a gauge volume within the sample, and two large pixelated detectors at scattering angles of 90 on either side of the incident beam. The main characteristics of a neutron diffraction instrument are: the accessible q range, the resolution, the intensity and the background.
The principal design parameters that affect such characteristics are: Experimental veri®cation (Webster & Kang, 2001 ) of the form of equation (8).
Only the ®rst ®ve of these parameters will initially be considered in the optimization process. Each dimension of the gauge volume will generally be considered to be in the region of 1 mm for the purposes of the optimization, i.e. generally small compared with L 1 and L 2 . Similarly, the size of the detectors, while strongly affecting the performance of the instrument, is a parameter that is largely`uncoupled' to other design parameters, and is principally chosen on cost grounds.
The primary¯ight path is one of the key parameters in de®ning a time-of-¯ight instrument; in this section we consider how it may be determined from the performance of the instrument when used to measure a diffraction pattern. The uncertainty in measuring the strain is
which is closely approximated by
are the values of the lattice parameter measured from the single diffraction peak for the strained and unstrained material, respectively, and t and t 0 are the respective neutron times-of-¯ight.
If we further assume that the uncertainty in d 0 is matched to that of d, then
In order to understand how to calculate u t we must ®rst understand the components of the peak shapes contributing to a diffraction peak. We ®rst note that the detected time-ofight of a diffracted neutron, t, is made up of two terms:
t t m t L X 13 t m is the time at which the neutron leaves the moderator face and t L is the time-of-¯ight from the moderator face to the detector. Because of the ®nite size of the moderator and variations in the possible¯ight path, each of these components has a distribution function, which we will denote by P m (t m ) and P L (t L ). P m (t m ) is a function of the neutron wavelength and has been extensively discussed (Ikeda & Carpenter, 1985) . It is generally represented by a combination of truncated exponential functions convoluted with both Gaussian and Lorentzian components. Here we assume a simpli®ed model (Young, 1993) in which the shape of P m remains constant but the width of P m (w m ) is proportional to !. Thus From equation (3) and assuming the variation in t L to be principally caused by the Gaussian distribution of with width Á, the width of corresponding distribution in t L is w L t cotÁX 17
If we further adopt the reasonable assumption that the incident and scattered Á are matched, i.e. that the detector element size is matched to the resolution contribution from the incident Á, which is determined only by the distance from the moderator, then
Thus we have now shown that, with the above assumptions, both components of the widths of the peak shape are proportional to t L /L, and hence their convolution is also proportional to t/L, which may be written as
From the proof in Appendix A, we know that the uncertainty in determining the position of the diffraction peak, u t , is
where I is the intensity of the diffraction peak in unit time and T is the measuring (counting) time. Hence, combining equations (12), (19) and (20) gives
The effect of ®tting more than one peak to measure the same lattice parameter is to lower the uncertainty in the measured value. It is straightforward to show that the combined uncertainty ' a of a parameter a measured n times is 1a' 2 a n i1 1a'
Hence the uncertainty in the strain determined from a series of peaks is Since the FOM is proportional to the inverse of the time taken to measure the strain to a given uncertainty, the FOM for a collection of peaks is given by equation (24). It should be noted that this argument has not considered the fact that the different diffraction peaks may actually provide different information, for instance in the presence of material anisotropy (e.g. Daymond et al., 1997) :
5. The effect on the parameter L 1
In designing a time-of-¯ight instrument, one of the most important parameters to be determined is the primary¯ight path: the distance from the moderator to the sample. To calculate the FOM using a simple model of a powder diffraction pattern, the following approach was used. Equation (24) indicates that the important quantity to be calculated is the total intensity of the diffraction intensities that effectively contribute to the ®tted powder pattern. To do this we need the range of the powder diffraction pattern that may be regarded as`effective', and the sum of the diffraction intensities within this range.
To establish the range of the powder diffraction pattern we need to establish the maximum and minimum wavelength that can contribute. This is performed by ®rst establishing the value of ! min . We do this by assuming that the powder pattern is effective above the point where the resolution of the instrument is better than the average spacing between diffraction peaks. From a consideration of reciprocal space, it is straightforward to show that the density of powder diffraction peaks for simple cubic materials as a function of wavelength for a detector at 2 = 90 is given by
where a* is the reciprocal-lattice parameter for the simple cubic unit cell. Matching the time and geometrical resolution components, equation (6) The FOM for steel, including a sample contribution to resolution, comparable to unworked steel (Ád/d 9 7 Â 10 À4 ) for 25 and 50 Hz running. The continuous lines represent the FOM when ! max is chosen from the lattice parameter and ! min is determined from the available wavelength window. The broken lines represent the FOM when ! min is chosen from the limiting resolution term and ! max is determined from the available wavelength window. (c) The FOM for measurement of steel, including sample contributions to the resolution ranging from those typically observed in measurements on a number of materials from ceramic to martensite (Ád/d 9 2 Â 10 À4 , 7 Â 10 À4 , 2 Â 10 À3 , 6 Â 10 À3 ). ! max is chosen from the lattice parameter and ! min is determined from the available wavelength window, at a frequency of 50 Hz. Note that the FOM is on a log scale. (d) Comparison of the FOM obtained using¯at and a more realistic incident spectra, including a sample contribution to resolution comparable to unworked steel (Ád/d 9 7 Â 10 À4 ). ! max is chosen from the lattice parameter and ! min is determined from the available wavelength window, at a frequency of 50 Hz.
though at this stage it should be emphasized that we have not considered the sample contribution to the width. Equating the width to the average distance between peaks,
gives the value of ! min below which the pattern may be regarded as too dense to be effectively ®tted:
The value of ! max is given by either ! min + Á! (where Á! is the wavelength range of the instrument determined by the frameoverlap condition) or that set by the highest d spacing available for a particular material being studied. It should be noted that instead of de®ning the start of the wavelength range at ! min and calculating possible ! max (as above), we can equally simply require our diffractometer to de®ne ! max (from the highest d-spacing peak available) and instead calculate ! min (based on resolution or wavelength range); this choice has some effect on the optimization as will be seen. The intensity of powder diffraction peaks at a time-of-¯ight source was shown by Buras (1963) to be
where I 0 is the incident intensity, j the multiplicity and F the structure factor. We make a number of simplifying assumptions to start. Firstly, we shall assume that all jF 2 = 1. Secondly, remembering that we match geometrical and time resolution contributions and hence that the intensity falls off inversely with distance (i.e. I 0 = 1/L 1 ; see x6), and by including the density of peaks from equation (25) as well as a Debye±Waller term in equation (24), we can write the ®nal FOM as a function of the primary¯ight path L 1 :
This FOM includes no contribution from sample resolution. Fig. 6(a) shows the FOM calculated from this equation, as a function of primary¯ight path using an instrument running at 25 or 50 Hz (as would be possible using choppers on a 50 Hz source, with negligible effect on resolution). Firstly, it should be noted that there appears to be a clear advantage to running at 50 Hz, with the gain in¯ux from utilizing every neutron pulse more than compensating for the reduced wavelength band. Secondly, better performance is obtained at longer¯ight paths by making maximum use of the higher d-spacing peaks. When the higher d-spacing peaks are always used, the FOM continues to increase as the¯ight path is increased as the positions of a smaller and smaller number of peaks are more and more well determined. This effect is countered once a contribution from the sample resolution is included. Fig. 6(b) shows the FOM once a sample peak width equivalent to that of unworked steel is included:
where R is the sample resolution contribution, by analogy with equation (26), adding in quadrature to the instrument resolution term. It will be seen that an optimum value for L 1 is between 40 and 60 m for an instrument on a 50 Hz pulsed source such as ISIS. We can consider larger or smaller sample contributions to the resolution term and, as might be expected, the larger the sample contribution to resolution, the shorter the optimum¯ight path (Fig. 6c) . The inclusion of a Maxwellian incident intensity distribution appropriate for the ISIS source (e.g. ) has a small effect (Fig. 6d) , reducing the performance de®cit of running at 25 Hz when compared with 50 Hz at large¯ight paths. However, the effect is not large since the wavelength range under consideration (0.5±3 A Ê ) does not span large changes in the incident intensity pro®le. In a real diffractometer, a number of factors may in¯uence the relative merits of running at 25 and 50 Hz, for example the multiplicity term in equation (29) will tend to favour lower d spacings and hence wavelengths. We must also consider the requirement to study more complicated structural systems than iron or other cases when a broader wavelength band will often be required, particularly if more information than just a single lattice parameter is required.
The approach described is somewhat simpli®ed and obvious room for improvement can be seen, most particularly in the approximation of the value of jF 2 . A proper crystallographic model of the structure factor could be included, but is unlikely to alter signi®cantly the conclusions drawn.
Maximizing the flux of neutrons: solid angle and use of guides
One way in which the FOM can be maximized is by utilizing the fact that the primary measuring position in a strain scanning instrument is at a scattering angle (2) of 90
. At this scattering angle, the widths (w) of the peaks in the diffraction pattern (and hence FOM) are insensitive to changes in the vertical angle of incidence of the incident beam (Johnson et al., 1997) . Thus, while Liouville's theorem dictates that we cannot increase the¯ux of neutrons per unit solid angle incident on the sample (over that emanating from the moderator), we can increase the total¯ux of neutrons usefully incident on the sample by increasing the vertical divergence of the beam incident on the sample. In an optimized strain scanning instrument the vertical divergence of the neutron beam would therefore be increased to the maximum that can be achieved by the use of super-mirror guides above and below the incident beam. However, the length of the primary¯ight path and the angular divergence of the neutron beam in the horizontal plane play dominant roles in de®ning the widths of the diffraction peaks (w). In fact, to match the horizontal angular divergence to that due to the¯ight path, we ®nd that for a 50 m¯ight path this should be set to 100/50000. In this case the required divergence could be achieved by foreshortening the side walls of the neutron guide, such that they end at some distance before the sample. For example, the sides of a 25 mm wide guide would have to end $12 m before the sample.
Thus we have a scenario where the intensity is increased using guides above and below the sample, but where the extent of the guide is limited in the horizontal plane in order to maintain a high resolution (and thus falls off approximately linearly with distance). An important point should be noted for practical instrument design, when the desire to improve performance typically drives an increase in detector solid angle coverage. For 2 = 90 , even for detectors out of the horizontal plane, and for detectors at all 2 within the horizontal plane, the effect of vertical divergence is indeed negligible. However, for detectors where 2 T 90 , which are also out of the horizontal plane, the effect of vertical divergence can no longer be neglected. For example, if we wish the effect on resolution of vertical divergence to be less than that of horizontal divergence, using an m = 3 guide with sides ending 12 m before the sample position and top and bottom surfaces continuing to 1.5 m before the sample would limit the coverage of a square detector to approximately AE25 in both the vertical and the horizontal plane, about the nominal 2 = 90 . Of course, other issues must be addressed when the data from a large detector array are used to produce a single diffraction spectrum . However, the above argument does not address the issue that there may in some cases be a signi®cant sample contribution to the resolution term. While the optimized instrument described above will allow high-accuracy determination of the peak position and peak width in such a case, it is no longer necessarily the most ef®cient diffractometer. Ideally, the diffractometer resolution should therefore be matched to the sample resolution; as the resolution is coarsened a corresponding gain in intensity should be achievable. If only a limited group of samples is likely to be measured this is of course unnecessary, but more generally it suggests that a tuneable resolution diffractometer is required. The best resolution achievable will still be ®xed by the primary¯ight path and the detector element angular size. Tunable resolution instruments can be imagined in a number of ways, for example where the ®nal few metres of neutron guide can be switched by the user for absorber or Soller slits, as discussed by Wang (2000) . Fig. 7 shows the ®gure of merit obtained if a fully tuneable incident angular resolution is assumed for the diffractometer, by varying the distance from the sample at which the sides of a guide end and thus improving the incident¯ux. The time contribution to resolution is still de®ned by the¯ight path; the angular contribution is matched to the sample contribution. In this case the optimum¯ight path tends to be somewhat longer than those shown in Fig. 6 , and, as would be hoped, less sensitive to the sample contribution to resolution.
Optimizing other instruments
We have ignored the effect of background in the argument presented above; however, it is possible to quantify the FOM even in the presence of a substantial background. This simple analytical result follows the argument presented by Sivia (1996) and further detailed by Withers et al. (2001) ; it is correct in the asymptotic cases of high background (i.e. approximately equal errors for all points) and low background (i.e. approximately Poisson statistics); see Fig. 8 . In the intermediate regime, Sivia (1996) suggests that the form is correct to within $10%.
The expressions for an FOM for the determination of the amplitude and position of the peak in the presence of a background follow the approach given by Sivia (1996) , and a similar argument can be developed for width. This provides a complete set of expressions for an FOM for each parameter of the diffraction peak. Thus, de®ning P as the peak height and B as the background, we can determine the FOMs for an isolated Gaussian peak to be Of course, the exact parameters in front of the background term may well be different for other peak shapes. Note that in general for the high-background case, intensity becomes relatively more important than width.
Conclusions
We have presented arguments demonstrating an approach to the optimization of a diffractometer for engineering instru- The FOM for measurement of steel at 50 Hz running frequency, including sample contributions to the resolution ranging from those observed in measurements of ceramics to martensite (Ád/d 9 2 Â 10 À4 , 7 Â 10
À4
, 2 Â 10 À3 , 6 Â 10 À3 ). ! max is chosen from the lattice parameter and ! min is determined from the available wavelength window. The instrumental resolution has been tuned to match the sample resolution by varying the distance at which the sides of the guide end. Note that the FOM is on a linear scale.
ments. Utilizing a ®gure of merit allows a direct quanti®cation of the trade off between resolution,¯ux and background. The approach used suggests that the optimal engineering instrument for a 50 Hz time-of-¯ight source is approximately 50 m ight path, with variable horizontal divergence. The approach described has been used in the design of ENGIN-X, the second-generation strain measurement diffractometer at ISIS, due for commissioning in late 2002.
