Two-phase design can reduce the cost of epidemiological studies by limiting the ascertainment of expensive covariates or/and exposures to an efficiently selected subset (phase-II) of a larger (phase-I) study. Efficient analysis of the resulting dataset combining disparate information from phase-I and phase-II, however, can be complex. Most of the existing methods including semiparametric maximum-likelihood estimator, require the information in phase-I to be summarized into a fixed number of strata. In this paper, we describe a novel method for analysis of two-phase studies where information from phase-I is summarized by parameters associated with a reduced logistic regression model of the disease outcome on available covariates. We then setup estimating equations for parameters associated with the desired extended logistic regression model, based on information on the reduced model parameters from phase-I and complete data available at phase-II after accounting for non-random sampling design at phase-II. We use the generalized method of moments to solve overly identified estimating equations and develop the resulting asymptotic theory for the proposed estimator. Simulation studies show that the use of reduced parametric models, as opposed to summarizing data into strata, can lead to more efficient utilization of phase-I data. An application of the proposed method is illustrated using the US National Wilms Tumor study data.
Introduction
Modern epidemiological studies often require collection of information on a large number of factors, including lifestyle and behavioral factors, social and environmental conditions, and biomarkers. Measuring certain factors, such as novel biomarkers or physical activity levels based on wearable devices, can be cost-prohibitive. The difficulty can be overcome by employing a two-phase sampling design where at phase-I, a relatively large number of individuals are sampled from a target population for the ascertainment of a set of inexpensive covariates. At phase-II, a small sub-sample is then judiciously selected, possibly stratified by disease status and covariate information collected at phase-I, for the ascertainment of more expensive covariates. Two-phase sampling was first introduced by Neyman in 1938 as an approach for stratification and gradually, it gained popularity in many other fields including epidemiology, econometrics and GWAS (Neyman, 1938; Manski and Lerman, 1977; Pickles et al., 1995; Schaid et al., 2013; Thomas et al., 2013) . Several studies have illustrated the design and analysis of two-phase studies using the data from the National Wilms Tumor Study (D'Angio et al., 1989; Green et al., 1998; Breslow and Chatterjee, 1999) .
Existing methods for logistic regression analysis of two-phase epidemiological studies include weighted-likelihood (Flanders and Greenland, 1991) (WL) and conditional-likelihood (Wild, 1991; Hsieh et al., 1985; Breslow and Cain, 1988b) (CML) , which essentially focus on the analysis of the phase-II data, after accounting for sampling probability through weights or offsets, respectively. Information from phase-I data in these methods can be incorporated through post-hoc estimation of sampling weights based on available covariates. A variety of methods have been proposed to analyze two-phase designs under a semi-parametric missing data framework, where no modeling assumption regarding distribution of covariates is required. Examples include methods based on estimated-likelihood (Pepe and Fleming, 1991; Carroll and Wand, 1991; Hu and Lawless, 1996) , regression calibration (Chen and Chen, 2000) , pseudo-score (Chatterjee et al., 2003) , weighted likelihood with weights calibrated by various sample survey techniques (Breslow and Lumley, 2013) and semiparametric maximum likelihood (SPML) (Robins et al., 1994; Breslow and Holubkov, 1997; Scott and Wild, 1997; Lawless et al., 1999; Zhou et al., 2011; Qin et al., 2015) .
In this article, we address two major challenges associated with the existing methods. First, a variety of the existing methods assume that the available phase-I data can be summarized into a finite number of strata and as a result, they cannot effectively utilize information available on continuous covariates at phase-I. For example, many researchers have proposed semiparametric maximum likelihood estimation, but these methods are only efficient under the assumption that the phase-I data can be summarized into finite strata . Another challenge for the analysis of two-phase studies can arise in the setting of large consortium based studies that require data sharing. For example, large consortia have been formed for conducting GWAS of various diseases. In such consortia, studies often share individual-level data on samples (e.g. a case-control sample) which are genotyped, but individual-level data from the large underlying study (e.g. a cohort study) is not typically made available. In such a setting, it may be possible to get some summary-level information, such as estimates of parameters associated with a reduced model including some basic covariates. Thus, methods that can incorporate summary-level data from phase-I data can facilitate the incorporation of two-phase design methodology in consortia setting.
We propose a method for the analysis of two-phase studies with a binary outcome where phase-I data can potentially involve numerous covariates, some of which could be continuous. We summarize the information from phase-I data through parameters associated with the fitting of a reduced logistic regression model. We then use the individual-level data from phase-II and estimates of the reduced model parameters from phase-I to set up a set of estimating equations for inference on parameters associated with an extended logistic regression model of interest. We use the generalized method of moment (GMM) techniques for parameter estimation and asymptotic inference. Through simulation study and real data analysis, we show that the proposed method has the same efficiency as SPMLE when the phase-I data are discrete and yet it provides more flexibility to efficiently incorporate richer phase-I data by controlling the complexity of the reduced model.
The paper is organized as follows: in section 2, the notations and statistical formulation of the problem is described followed by asymptotic properties of the proposed estimator. In section 3, extensive simulations are conducted under different sampling designs to study the performance of the proposed method. In section 4, we illustrate applications of our method using data from the US National Wilms Tumor Study.
Models and Methods

Model Formulation
Let us denote the outcome of interest by Y , a binary variable taking values 1 and 0, and the set of full covariates by X, where dimension of X is q 2 . We assume the true relationship between Y and X is given by a full model (or an extended model) of the form,
.
(1)
Our goal is to estimate and draw inference about β 0 , the true value of β. Before we move onto the estimation procedure, we introduce the two-phase sampling design considered here.
Sampling Design
We assume at phase-I, N samples are randomly drawn from an underlying population on each of which Y and Z, a set of covariates of dimension q 1 , are observed. We assume Z to be a subset of X, but it could also include surrogates of some components of X where Z does not have any effect on outcome Y, given X. More specifically, we will assume P r(Y |X, Z) = P r(Y |X). Let S := S(Z) denote a set of stratifying variables in phase-I. From each of the strata defined by Y and S at phase-I, a random sub-sample is drawn in phase-II based on known selection probabilities denoted by π(Y, S).
Method
We first propose to summarize the phase-I data through a reduced model and use the reduced model parameters to establish an estimating equation for the full model parameters. We fit a reduced model of the form,
to the phase-I data.
We will denoteθ to be the maximum-likelihood estimator of θ and denote θ 0 as the asymptotic limit ofθ. Then, irrespective of whether the reduced model (2) is correctly specified or not, we can write E{S(Y, Z; θ)}| θ=θ 0 = 0, where S(Y, Z; θ) is the score function and the expectation is taken under the true data generating distribution. Assuming the maximal model (1) is correct and using the law of iterated expectation by, first, taking the expectation with respect to the conditional distribution of Y |X, and then, marginalising over the the joint distribution of X, we can rewrite the score equation as E{f (X, Z; β, θ)}| β=β 0 ,θ=θ 0 = 0, where f (X, Z, β, θ) := {expit(β T X) − expit(θ T Z)}Z (Chatterjee et al., 2016) . While evaluating this equation, we estimate the distribution of X empirically from the individual-level phase-II data with inverse probability weighting to account for non-random sampling design. Specifically, we can rewrite the expectation by, first, taking the expectation with respect to the conditional distribution of X|Y, S, and then, marginalising over the the joint distribution of (Y, S). Hence, an asymptotically unbiased estimating function for β, based on summary-level data (θ) available from phase-I, is given by,
where, R i is an indicator variable determining the selection of ith subject in phase-II. For rigorous derivation of the above estimating equation, see supplemental material. Further, we propose to use the following estimating equation to incorporate data from phase-II:
The above estimating equation corresponds to standard logistic regression score equation where the effect of non-random sampling is accounted through incorporation of offset parameter in the logistic model parameter as: γ(β) = β + (log π(1,s) π(0,s) , 0 T ) T (Breslow and Cain, 1988a) .
We define β GM M , the GMM estimator in two-phase design, to be the minimiser of the quadratic form,
. From now on, for simplicity, we denoteβ GM M byβ.
Assume the limiting value of n N to be λ, where λ ∈ (0, 1)
. Following the well established theory of GMM (Hansen, 1982; Engle and McFadden, 1994; Imbens, 2002) , we have the following theorem: 
The above asymptotic variance is minimized at the optimal C given by C opt = (∆Ω∆ T ) −1 . Then, the optimal asymptotic variance is given by (Γ T (∆Ω∆ T ) −1 Γ) −1 . We computeβ using the following standard iterated GMM algorithm (Hansen et al., 1996) . Algorithm:
(i) First we choose C to be an identity matrix and then minimize the quadratic form to get an initial estimate,β (1) .
(ii) Using the estimate obtained in step (i), we computeĈ =Ĉ opt = {∆Ω(β (1) )∆ T } −1 .
With thisĈ, we minimize the quadratic form to obtainβ (2) .
(iii) Iterate step (ii) with the estimate obtained in step (ii) till convergence.
For a rigorous proof of the theorem, see supplemental material.
Simulation Resembling US National Wilms Tumor Data
We conduct simulations to gain insight into the results from real data analysis (see section 4). The data contains 4028 children diagnosed with Wilms Tumor, the most common form of kidney cancer in the pediatric age group, recruited in the third and fourth clinical trial of the National Wilms Tumor study. Details of the study can be found elsewhere (D'Angio et al., 1989; Green et al., 1998; Breslow and Chatterjee, 1999) . The outcome variable of interest in this is study is relapse, a binary variable with 1 indicating that the patient's condition has deteriorated. The covariates of interest are: institutional histology (0 if favourable/1 if unfavourable); central histology (0 if favourable/1 if unfavourable); stage (0 if stage-I/1 if stage-II, 2 if stage-III and 3 if stage-IV) and age. There were two types of histology measurements available in the study. First, the institutional histology, i.e., the classification of the tumor into favorable and unfavorable, is according to the pathologist at the hospital where the children were admitted for their treatment. Because the data came from many different hospitals, it's expected that the institutional histology is likely to be more error prone due to variations associated with subjective judgements from the different pathologists. Thus, the NWTG re-evaluated histology using a central pathologist recruited for the entire study which was called central histology, the second measurement for histology available in the study. Imitating the structure of the real data, we assume an existence of four covariates, X 1 , X 2 , X 3 , and X 4 , where X 1 and X 2 are binary variables taking values 0 and 1; X 3 is an ordinal variable taking values 0,1,2 and 3; and X 4 is a continuous variable assumed to follow standard normal distribution. The covariates are simulated in a way such that the correlations among them are (ρ 12 , ρ 13 , ρ 14 , ρ 23 , ρ 24 , ρ 34 ) = (.73, .13, −.01, .09, .01, .27) and marginal probabilities for the discrete variables are: P r(X 1 = 1) = .9, P r(X 2 = 1) = .89 and (P r(X 3 = 0), P r(X 3 = 1), P r(X 3 = 2)) = (.39, .26, .23) . These values are calculated from the real data. The algorithm underlying the simulation mechanism is described elsewhere (Amatya et al., 2015) . Let D = (D 1 , D 2 , D 3 ) denote the set of dummy variables constructed for coding the variable, X 3 , in categorical form in the underlying models. We assume the relationship between Y and the covariates in the source population can be described by a logistic regression model of the form
These values are chosen by fitting the above model to the real data. The intercept parameter, β 0 , is chosen to be -3.6 yielding a disease prevalence of 6%. According to the above simulation scheme, we generated 10, 000 individuals in phase-I. We considered two sampling designs, a simple case-control design and a balanced design. Under the case-control design, an equal number of samples are randomly drawn from the two strata, Y = 1 and Y = 0, respectively. In the balanced design, we draw random samples jointly stratified by Y and X 1 so that the resulting sample is balanced across both the levels of Y and the levels of X 1 . Previous studies (Breslow and Cain, 1988b; Breslow and Chatterjee, 1999) have shown that a balanced sampling design can gain efficiency over standard casecontrol sampling for estimation of parameters associated with a covariate for which balancing is achieved. Here, we pretend that X 2 is not observed at phase-I.
For data analysis using the proposed method, we considered the following two logistic regression models for summarizing the phase-I data.
For comparison, we also implemented a semiparametric maximum-likelihood estimator (SPMLE) where the phase-I data were summarized into discrete strata as stratum probabilities. The strata were defined by the sampling design. Although, information on X 3 from phase-I was not a part of the sampling design, however, we used it in post-stratification. Besides, we sought to categorize X 4 and incorporate it in the post-stratification. But, this led to over-stratification in ∼ 30% of the simulations. Hence, we implemented the estimation procedure without including the information on X 4 from phase-I. The SPMLE was computed using the Chris and Wild's missreg package in R (Scott and Wild, 2006) .
From the results shown in Table 1 , we observe that GMM produced nearly unbiased estimates of the parameters, β = (β 0 , β 1 , β 2 , β 3 , β 4 , β 5 , β 6 ) and their standard errors; and was able to maintain the coverage probabilities at the nominal level. We further observe that when the phase-I data were summarized using a more saturated model (M2), there was a very substantial gain in efficiency for the GMM estimator compared to SPMLE for covariates associated with X 4 and its interaction with other covariates. This highlights the desirable attribute of the GMM estimator that it can efficiently borrow information available from phase-I covariates. However, we also observed that when the phase-I data were summarized using a less saturated model (M1), the GMM estimator can lose substantial efficiency compared to the SPMLE for parameters associated with several covariates.
Application to US National Wilms Tumor Data
In this section, we demonstrate an application of our methodology to simulated two-phase data constructed from the actual National Wilms Tumor study as described in section 3. Analogous to the study conducted earlier by Breslow and Chatterjee (1999) using this dataset, here we repeatedly simulate phase-II samples while keeping the phase-I sample to be fixed as the entire NWTS cohort (Breslow and Chatterjee, 1999) .
Let D and S denote the outcome variable of interest, relapse status, and a stratum indicator variable for institutional histology, respectively. Let Z denote central histology and W = (W 1 , W 2 , W 3 ) denote the set of dummy variables for stage, where W = 0 denotes stage-I. We assume the probability of relapse given all the covariates can be specified as,
where we implicitly assume that institutional histology has no information on relapse status other than central histology, given the rest of covariates. Since we have all the variables measured in the full cohort, we assume the ground truth to be the parameters associated with the model (3) fitted to the entire NWTS data. We simulate two-phase studies where we pretend that the institutional histology is available only at phase-II and we evaluate mean-squared errors of the GMM and SPMLE estimators around the ground truth.
Here, we describe the simulation of phase-II data. We classified all the subjects in phase-I into disjoint strata based on D and S, where the strata specific counts are provided in Table 2 . We considered two different designs, case-control and balanced (see Table 2 ). Here, the balanced design is defined in a similar way as described by Breslow & Chatterjee (Breslow and Chatterjee, 1999) by sampling all the relapsed cases and all the patients with unfavorable histology. We simulated 1000 different phase-II samples based on each of the designs with the associated sampling probabilities given in Table 2 .
We summarized the phase-I data by fitting the following logistic regression model,
, to the phase-I data where Z e denotes institutional histology which is an error prone version of central histology, Z. From the simulated individual-level phase-II data and the information on parameter estimates, (θ 0 ,θ 1 ,θ 2 ,θ 3 ,θ 4 ,θ 5 , θ 6 ), obtained from the fitted model in phase-I, we estimated the regression parameters associated with model (3) using our proposed methodology. Although, the variance-covariance matrix associated with the phase-I model parameters can be estimated from the phase-II sample, however, we estimated it from phase-I data as we have access to the entire dataset in this application.
To compare the performance of the GMM estimator with the SPMLE estimator, we estimated the latter using the Chris and Wild's missreg package in R (Scott and Wild, 2006) . In the estimation procedure, the stage variable was used in post-stratification to incorporate as much information as available from phase-I. Also, we attempted to include normalized age in discretized form for post-stratification to deploy maximum information from phase-I.
The categories were defined in an ad-hoc fashion, based on the indicator variable, ½ Age>−0.18 where -0.18 is the median of normalized age. However, this led to the failure of the SPMLE procedure, in ∼ 80% of the simulations, due to over-stratification leading some of the cells empty. Hence, we analyzed the data by including the stage variable in phase-I for poststratification.
We calculated the mean square error of the regression coefficients around the assumed ground truth. From Figure 1 and 2, we see substantial smaller MSE for the effect of age and its interaction with other covariates in both the designs. However, for some of the other covariates/terms, MSE for GMM is somewhat higher compared to SPMLE, but the loss of precision was not as much compared to the degree of gain seen for age-related coefficients. Also, we see that the loss in efficiency is alleviated for some of the covariates/terms other than age-related covariates in the balanced design compared to the case-control design. 
Discussion
In this article, we have proposed a novel method for the analysis of two-phase studies which can incorporate information from complex multivariate phase-I data through summary-level parameters associated with fitted reduced models. We showed through extensive simulation studies and real data analysis that summarizing phase-I data through a set of parameters associated with an underlying reduced model, in contrast to summarizing the information into a set of strata, can lead to a more efficient way of utilizing the phase-I data in the analysis. However, the reduced model should be made as saturated as possible as the size of the data permits. Use of a highly under-specified model can result in a substantial loss of efficiency (see Table 1 ).
We have considered scenarios where the selection probabilities were known by design. However, in large studies with complex designs, it may be considerably difficult to retrieve true selection probabilities. One of the examples is the UKBiobank where information on physical activity and imaging are obtained on sub-cohorts but the participation of subjects in sub-cohorts is non-random and is not under the control of the investigators (Bycroft et al., 2018; Elliott et al., 2018) . Alternatively, it may be feasible to estimate the selection probabilities in a post hoc fashion, by imposing a parametric model on the selection mechanism (Gilbert et al., 2014; Saegusa and Wellner, 2013; Breslow et al., 2009; Little, 2007; Pfeffermann, 1993) . In general, it would be a potential application of our method to such a large dataset and would be interesting to explore how the specification of such a parametric model affects the performance of GMM.
Our method relies on the generalized method of moments framework for drawing an inference. Alternatively, inference would also be conducted using empirical likelihood (EL) theory (Qin, 2000; Qin and Lawless, 1994) using a similar set of estimating equations. Executing the EL approach may be notably complex in spite of enjoying small sample properties. Application of EL approach in two-stage outcome-dependent sampling designs have been discussed in recent articles (Zhou et al., 2011; Qin et al., 2015) . Computationally, the proposed method appreciates the benefits of an iterated re-weighted least squares algorithm. However, additional work is needed to compare the two frameworks.
We assumed the phase-I sample to be a random sample. However, there are many epidemiological studies that employ case-control sampling at phase-I itself (Breslow and Cain, 1988a; Scott and Wild, 1997; Breslow and Holubkov, 1997) or/and considers even more complex designs, such as multi-phase design (Whittemore and Halpern, 1997) and partial questionnaire designs (Wacholder et al., 1994) all of which creates complex missing data by design. In those scenarios, we may need to amend the estimating equations accordingly to incorporate the particular design. Other extensions that merit future research include analysis of time-to-event outcomes based on hazard-based regression models under various two-phase sampling schemes for cohort studies, such as the case-cohort design (Zhou et al., 2019; Liu et al., 2018; Lin and Ying, 1993; Wacholder et al., 1989; Prentice, 1986) .
(RC4): The design matrix X is of full column rank.
The last condition also ensures local identifiability of β 0 which is practically more easy to check compared to the global identification condition, (RC1). 
whereÊ denotes empirical expectation. Let us denote expit(β T X i ) − expit(θ T Z i )Z i by f (X i , Z i , β, θ) and d,s N ds
note empirical selection probabilities. Under regularity conditions, (RC2) and (RC3) in appendix and using the fact thatπ(d, s) = π(d, s) + o p (1), we can replace the empirical selection probabilities with the known selection probabilities by design. Next, we show that the proposed two-stage GMM estimator is consistent and asymptotically normal similar to the proof provided in the supplementary material of our paper (Kundu et al., 2019) .
Consistency proof: First, we show it is an asymptotically unbiased estimating equation. By weak law of large numbers (WLLN), we have 1
, under the assumption that the full or the extended model is correct.
Let dim(θ) = q 1 and dim(β) = q 2 . Let U(β, θ)
Define U 0 (β, θ) := E{U(X; β, θ)} and Q 0 (β) := U 0 (β, θ 0 ) T CU 0 (β, θ 0 ). By (RC1) and Lemma 2.3 of Newey and McFadden (1994) , Q 0 (β) is uniquely minimized at β 0 . Since, f (X, Z; β, θ) is a continuous function in β and θ, therefore, U 1 (β, θ) is continuous in its parameters. Also, U 2 (β) is continuous in β. In fact, we can say that U(β, θ) is continuous for each (β, θ) ∈ D β × N (θ 0 ), where N (θ 0 ) is a compact neighbourhood around θ 0 . By triangle inequality, we have, ||U 1 (β, θ)|| ≤ 2R π(Y,S) ||Z|| ≤ K||Z||, where K = 2 minπ(Y,S) . Then, by Cauchy-Schwartz inequality and (RC3), we have E||U 1 (β, θ)|| < ∞ for each (β, θ) ∈ D β × N (θ 0 ). Similarly, we have E||U 2 (β)|| < ∞ for each β ∈ D β . Therefore, from lemma 2.4 of Newey and McFadden (1994) , U 0 (β, θ) is continuous and U n (β, θ) converges uniformly in probability to U 0 (β, θ). Since,θ is a consistent estimator of θ 0 , with probability 1, we have sup β∈D β ||U n (β,θ) − U 0 (β,θ)|| ≤ sup (β,θ)∈D β ×N (θ 0 ) ||U n (β, θ) − U 0 (β, θ)||. Hence, from the earlier result of uniform convegence, U n (β,θ) converges uniformly in probability to U 0 (β,θ) for β ∈ D β .
Next, we show that U 0 (β,θ) converges uniformly in probability to U 0 (β, θ 0 ). Note that, for any ǫ > 0, we have, with probabilty 1, sup β∈D β ||U 0 (β,θ)−U 0 (β, θ 0 )|| ≤ sup β∈D β E(sup ||θ−θ 0 ||<ǫ ||U(β, θ)− U(β, θ 0 )||). By dominant convergence theorem, E(sup ||θ−θ 0 ||<ǫ ||U(β, θ)−U(β, θ 0 )||) converges to 0 for every β ∈ D β as ǫ decreases to 0. Note that E(sup ||θ−θ 0 ||<ǫ ||U(β, θ) − U(β, θ 0 )||) decreases as ǫ decreases for each β. By (RC2) and Dini's theorem, E(sup ||θ−θ 0 ||<ǫ ||U(β, θ) − U(β, θ 0 )||) converges uniformly in probability to 0 for β ∈ D β as ǫ decreases to 0. Then, U 0 (β,θ) − U 0 (β, θ 0 ) converges uniformly in probability to 0 for β ∈ D β . Then, from the above two results, U n (β,θ) converges uniformly in probabality to U 0 (β, θ 0 ).
By the triangle and Cauchy-Schwartz inequalities,
SinceĈ is a consistent estimator of C, hence, by continuous mapping theorem, ||Ĉ − C|| converges in probability to 0. Since U 0 (β, θ 0 ) is continuous for β ∈ D β and D β is compact, sup β∈D β ||U 0 (β, θ 0 )|| 2 is finite. Since sup β∈D β ||U n (β,θ) − U 0 (β, θ 0 )|| converges in probability to 0, sup β∈D β ||U n (β,θ) − U 0 (β, θ 0 )|| 2 converges in probability to 0. Thus, Q n (β) converges uniformly in probability to Q 0 (β) for β ∈ D β . Recall that β 0 is the unique minimizer of Q 0 (β). By Theorem 2.1 of Newey and McFadden (1994) ,β is a consistent estimator of β 0 .
Asymptotic normality proof: Next, we derive the asymptotic distribution ofβ. Let G N (β) = ∂ ∂β U N (β). Then, G T N (β)CU N (β)| β=β = 0. By mean-value theorem,
whereβ ∈ (β 0 ,β). Pre-multiplying the above by G T N (β)C, we get 
∂θ U 1 (β 0 , θ)| θ=θ 0 Therefore, the influence function representation is given by, where Ω = E{Ψ(Y i , S i , X i ; β 0 , θ 0 )Ψ T (Y i , S i , X i ; β 0 , θ 0 )}, ∆ = I q 1 0 I q 1 0 λ −1 I q 2 0 .
Therefore, by Slutsky's theorem, we have √ N(β − β 0 ) D − → N(0, (Γ T CΓ) −1 Γ T C∆Ω∆ T CΓ(Γ T CΓ) −1 )
