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A GAUCHE PERSPECTIVE
ON
ROW REDUCED ECHELON FORM
AND
ITS UNIQUENESS
ERIC GRINBERG
Abstract. Using a left-to-right “sweeping” algorithm, we define the Gauche basis for the column space
of a matrix M . By means of the Gauche basis we interpret the row reduced echelon form of M , and give
a direct proof of its uniqueness. We conclude with pedagogical reflections.
1. Introduction
The Row Reduced Echelon Form of a matrix M , or RREF (M), is a useful tool when working with
linear systems [2, 6], and its uniqueness is an important property. A survey of papers and textbooks
yields a variety of proofs. Some are simpler [8] and shorter than others. Generally they begin with two
candidates for RREF (M) and conclude that these are equal. It is deemed desirable to have a direct
proof, one that simply identifies every atom and molecule of RREF (M) in terms of properties of M and
standard conventions. We use the Gauche basis of the column space of M to give such a proof, taking
the opportunity to view RREF from a shifted perspective and offering some reflections on teaching.
2. Conventions and Notations
We will work in the vector space Rp, consisting of p × 1 column vectors, and sometimes denote these as
transposed row vectors, e.g., ( 01...0 )t. We’ll adhere to the ordering conventions of left to right and up
to down. Thus the first column of a matrix is the leftmost, and first entry of a column is its top entry.
Recall the notation for the “canonical” or “standard” basis of Rp: {~ej} , where ~ej stands for the p × 1
column vector ( 0 ...0 1 0...0 )t with zeros throughout, except for a 1 in the jth entry. Recall also that the
span of a set S of vectors in Rp is the collection of all linear combinations of these vectors. Thus the
span of the singelton set {~v} consists of the set of all scalar multiples of ~v, i.e., a line in Rp, unless ~v = ~0,
in which case the span of {~v} is {~0}. We also have the degenerate case where S is the empty set; by
convention, the span of the empty set is {~0}.
3. The Remembrance of Row Reduced Echelon Form (RREF)
Given a matrix M , viewed as the coefficient portion of a linear system M~x = ~b, we can apply row
operations to M , or to the augmented matrix (M |~b), and corresponding equation operations on the
system M~x = ~b, to yield a simpler system that is solution-equivalent to the original. These operations
include scaling a row by a non-zero scalar, interchanging two rows, and subtracting a scalar multiple of
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one row from another row. This last operation is the most commonly used, and is sometimes called a
workhorse row operation. Starting with a matrix M and applying carefully chosen row operations, one
can obtain a matrix E with, arguably, the “best possible” form among all matrices row equivalent to M .
This is the Row Reduced Echelon Form of M , or RREF (M), or just RREF . We use the definite article
the because this form turns out to be be unique, as we’ll see.
A matrix E is in RREF if it satisfies the follow conditions.
• Pivots
Sweeping each row of E from the left, the first nonzero scalar encountered, if any, is a 1. We call
this entry, along with its column a pivot.
• Pivot Column Insecurity
In a pivot column, the scalar 1 encountered in the row sweep is the only non-zero entry in its
column.
• Downright Conventional
If a pivot scalar 1 is to the right of another, it is also lower down.
• Bottom Zeros
Rows consisting entirely of zeros, if they appear, are at the bottom of the matrix.
The label Pivot Insecurity requires explanation. We think of the pivot scalar 1s as insecure: they don’t
want competition from other nonzero entries along their column. Sorry pivots–row insecurity cannot be
accommodated.
4. A Gauche Basis for a Matrix with A Fifth Column
For the purpose of introduction and illustration we’ll begin with a specific matrix:
T ≡


2 1 7 −7 2
−3 4 −5 −6 3
1 1 4 −5 2

 .
We will “sweep” the columns of T from left to right, and designate each column as a keeper or as
subordinate. These are meant to be value-neutral, not value judgements, and we hope that no vectors
will take offense. For each column we ask
Can we present this column as a linear combination of keeper columns to its left? (LLQ)
We will call this the Left-Leaning Question, or LLQ for short. Columns for whom the answer is no will
be designated as keepers and the rest as subordinates.
When focusing on the first column of T , we recall the convention that a linear combination of the empty
set is, in the context of a vector space V , the zero vector of V . Thus the LLQ for the first column of T
is tantamount to asking:
Is this vector non-zero?
For T the answer is yes. Therefore, we adorn column one with the adjective keeper. In the aim of
responsible accounting, we “journal” our action with the vector ~J1 ≡ ~e1. (Recall that in our context ~e1
is the 3× 1 column vector with a 1 in the first entry and zeros elsewhere.)
Next, we focus on column two and the LLQ, which, in the current context, asks:
Is this column a scalar multiple of column one?
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The answer is no, so column two is a keeper, and we journal it with ~J2 ≡ ~e2.
The LLQ for third column asks if this column is a linear combination of the first two (keeper) columns
of T ; by inspection, column three is presentable as a linear combination of columns one and two, with
scalings 3, 1 respectively. So column three is subordinate and we journal our action with the vector
~J3 ≡ 3~e1 +1~e2, which encodes the manifestation of this vector as a linear combination of keeper columns
to its left: 

7
−5
4

 = 3 ·


2
−3
1

+ 1 ·


1
4
1

 ; ~J3 ≡


3
1
0

 .
Similarly, the fourth column of T is subordinate, and journaled with ~J4 ≡ (−2) · ~e1 + (−3)~e2. The fifth
and final column vector of T is not presentable as a linear combo of previous keepers. The reader is
invited to prove this or, alternatively, perform a half-turn on the solution box below.
(TakeatimesthefirstcolumnofTandaddittobtimesthesecondcolumn,and
lookatthetopandbottomentries.ToproducethefifthcolumnofT,weneed
2a+b=2andalsoa+b=2.Thisimpliesthata=0,andthenwerunintotrouble
withthemiddleentriesofourvectors.)
We declare the fifth column a keeper (at our peril), and journal it with ~J5 ≡ ~e3. Now form a 3× 5 matrix
using the vectors we journaled, in the order we journaled them:
(
~J1 ~J2 · · · ~J5
)
, or


1 0 3 −2 0
0 1 1 −3 0
0 0 0 0 1

 . (1)
This turns out to be the RREF of T , perhaps surprisingly. For an independent verification, using Gauss-
Jordan elimination on the same matrix T , see Example SAE in [3]. Notice that our procedure does not
show that (1) is row-equivalent to T , whereas the Gauss-Jordan algorithm, e.g., as in [3], does. It is
possible, however, to show directly that the Gauche procedure yields a matrix that is row-equivalent to
the original. In case anyone insists, we will prove this later on.
5. RREF is unique
Lemma. Let M be a matrix and let E a matrix in RREF which is row-equivalent to M .
If the pivots of E are in columns j1, . . . , jℓ, then
• Columns j1, . . . , jℓ of M form the Gauche basis for the column space of M .
• Each non-pivot column ~c of E is a linear combination of the pivot columns to its left. This
combination manifests the presentation of the corresponding column of M as a linear combination
of Gauche basis vectors to its left. The “top” entries of ~c encode this (unique) linear combination,
and the rest of the entries of ~c are “padded” zeros.
Note that if E has no pivots at all then M = E = 0, which is consistent with the vacuous interpretation
of the statement of the lemma.
Proof. It is well known that if M and E are row equivalent then the associated homogeneous linear
systems M~x = ~0 and E~x = ~0 have the same solutions. At the risk of slightly abusing language we state
that
Every linear property of the columns of M is also enjoyed by the columns of E,
and conversely.
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This assertion requires some reflection and interpretation. It is inspired, in part, by a deep principle in
the analysis of meromorphic functions [9]. For instance, the statement
The kth column of M is in the span of columns j1, . . . jℓ of M .
is equivalent to the statement
There are scalars α1, . . . αℓ so that α1~ej1 + . . . + α1~ejℓ − ~ek is a solution to M~x =
~0.
And ditto for E. Iterating the idea, we can express in this way the statement
Columns j1, . . . , jℓ form the Gauche basis of the column space of (·).
and others like it. Indeed, in this way, all assertions in the statement of the lemma may be translated
into assertions about solutions of the respective homogeneous systems. Hence these are shared values
[10] for E and M . 
Theorem. Let M be a matrix. Then there is one and only one matrix E in RREF which is row equivalent
to M .
Proof. The lemma above describes every entry of E in terms of conventions and properties of M , without
reference to any process for row reducing M to yield E, e.g., Gauss-Jordan elimination. This proves
uniqueness. For existence, one can invoke the Gauss-Jordan algorithm, or prove directly that E is row
equivalent to M , as is done elsewhere, and independently in this writing. 
6. Beyond the Fifth Column: a General Procedure
Here we detail the procedure for generating the Gauche basis for an arbitrary matrix and use it to produce
the corresponding RREF. For student readers, we suggest following the How To Read Mathematics ideas
of John H. Hubbard and Bill Thurston [5]: jump to the illustrative concrete example above, when a point
in the general procedure below appears nebulous.
Let M be a p × q matrix. We outline a general algorithm that transforms M into row reduced echelon
form without invoking row reduction. This manifests, among other things, the uniqueness of the row
reduced echelon form. Sweeping the columns of M from left to right, we will adorn some of the columns
with the title of keeper. Initially, the set of keepers is empty. Going from left to right, we take a column
of M and ask:
Is this column a linear combination of the keeper columns to its left?
We will call this the Left Leaning Question, or LLQ. For the first column of M this is tantamount to
asking
Is this column nonzero?
If so, we declare it a keeper and journal our action with the vector ~J1 ≡ ~e1. If the first column is zero, we
do not adorn it with the title of keeper; we call it subordinate and we journal our action with the vector
~J1 ≡ ~0.
In general, we examine the nth column of M and ask the LLQ. If this column is not in the span of
the current keeper set, we adorn this column with the keeper designation and journal our action with
the vector ~Jℓ + 1 ≡ ~eℓ+1, where ℓ+ 1 is the number of keepers adorned up to this step, current column
included. If the current column is presentable as a linear combination of (already designated) keepers,
say α1~k1 + . . .+ αℓ~kℓ, where the already designated keeper columns are {~ki}
ℓ
i=1, then we call the current
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column subordinate and journal our action with the vector ~Jn ≡ α1~e1 + . . .+ αn~eℓ, recalling that we are
focusing on column n and we have ℓ keeper columns already designated. The careful (or fussy, or both)
reader may object that the current column may be expressible as a linear combination of keepers in more
than one way. However, induction readily shows that at each stage the keeper set is linearly independent.
At the end of this procedure we obtain a matrix E of the same size as M .
Lemma. The matrix E is in row reduced echelon form.
Proof. In this discussion we will sometimes tacitly identify columns of E with corresponding columns
of M . We take row i of E and “sweep” it from the left. We encounter a first non-zero entry in only one
circumstance: where we meet a pivot of E, i.e., a journaled vector ~Jℓ corresponding to keeper column of
M . In the Gauche algorithm, whenever we introduce a new journal vector ~Jℓ, corresponding to a pivot,
the scalar 1 appears in a lower slot than those of any prior keepers, and prior subordinate columns are
linear combinations of prior keepers, so their entries are zero at this level as well.
What about the downright condition? If a pivot 1 is to the right of another, it is also lower down, as it
gets adorned with the keeper designation at a later stage and is journaled as ~ek with a larger value of k.
When the pivot journals stop, no further nonzero entries are journaled in rows lower than the row of the
1 entry in the last pivot column. Hence, in particular, all pure-zero rows are at the bottom of E. Thus
we have verified that E is in RREF. 
7. An Existential Question
The Gauche procedure takes a matrix M and associates with it a matrix E which is in RREF. But how
do we know that there exists a sequence of row operations taking M to E, i.e., why is E row equivalent
to M?
We can invoke the Gauss-Jordan elimination algorithm which yields a matrix in RREF that is row-
equivalent to M and then cite uniqueness considerations to conclude that our Gauche E must be that
matrix. But this is unsatisfying–we should be able to show directly that the Gauche-produced matrix E
is row-equivalent to M and, if one insists, we can.
Proposition. Given a matrix M , the Gauche-produced RREF matrix E ≡ E(M) is row equivalent to
M .
Proof. If M is the zero matrix then E = M and we are done. Otherwise, E has a first pivot column,
which corresponds to the first non-zero column of M , say column j1. Taking M and permuting rows we
obtain a matrix whose first non-zero column is number j1, and which has a non-zero entry in the first
slot; after scaling the first row we can assume that this entry is 1. Subtracting scalar multiples of the first
row from each of the other rows, i.e., employing workhorse row operations, we obtain a matrix whose
first non-zero column is the jth1 , with entries equal to those of ~e1. If E has no other pivot columns, all
later columns are scalar multiples of the jst1 , and we are done. If E has a second pivot column, say in slot
j2, then this column must have a non-zero entry below the first pivot. Permuting rows other than the
first and then applying workhorse-type operations and rescaling the top non-zero entry in this column
we obtain ~e2 in the j
nd
2 slot while retaining ~e1 in the first slot. Continuing this way we produce row
operations that place appropriate canonical vectors of the form ~eℓ in each of the pivot slots. Each of
the non-pivot columns is a linear combination of the pivot columns to its left, and requires no additional
“processing” by row operations. Thus we have manifested E ≡ E(M) as the result of a sequence of row
operations applied to M . 
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8. Reflections on Teaching
The method of elimination via row reduction may be introduced at the very start of a course on linear
algebra. Taking the Gauche approach to echelon form, we are led naturally, directly and concretely to
the notions of linear combination, span, and linearindependence. Definition and application are allied and
threaded. There is no need for a separate introduction with rationale for use. This brings to mind the
introduction, into a course on mathematical proof, of H. Furstenberg’s topological proof of the infinitude
of primes [4, 7]. Every such course covers Euclid’s proof of the same. Adding Fursternberg’s topological
proof leads directly to the basic set operations of intersection, union and complement. Here too, definition
and application are allied and threaded. They provide pedagogical advantages.
We conclude with a question: Is there a book proof (see [1]) of the uniqueness of RREF?
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