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Abstract
This paper establishes the blowup rate estimate near the blowup time for the heat
equation ut = ∆u with the nonlinear boundary condition un = up on the boundary
∂Ω × [0, T ) for a bounded Lipschitz domain and for the nonlinear boundary condition
un = exp(u) on the boundary for a two-dimensional disc with nonradially symmetric data.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
In this paper we study the blowup estimate for the solution of the problem
∂u
∂t
=∆u for x ∈Ω, t > 0, (1.1)
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∂u
∂n
= up for x ∈ ∂Ω, t > 0, (1.2)
u(x,0)= u0(x) for x ∈Ω, (1.3)
where Ω is a bounded Lipschitz domain in RN with boundary ∂Ω , n is the
exterior normal vector on ∂Ω , p > 1, and u0(x) 0.
The blowup rate has been extensively studied in the literature; see, for example,
[1–13].
It is well known that the solution to the system (1.1)–(1.3) blows up in a finite
time, for certain u0(x) (see [14,15]). It is proved that all solutions blow up in a
finite time, if u0(x) ≡ 0. This result was established in [16]. Questions like blowup
rate, blowup set, and asymptotic behavior were studied by a number of authors.
There is a nice survey [6] on this subject.
In the one space dimensional case as well as the radial symmetric case (which
is essentially one space dimension), the blowup rate, blowup set, and asymptotic
behavior were established in [7]. The several space dimensional case is different.
Under the assumption on the initial datum so that ut (x, t)  0, the blowup rate
estimate
u(x, t) C
(T − t)1/[2(p−1)] (T is the blowup time), (1.4)
for subcritical case 1 < p N/(N − 2) was established in [12,13]. The blowup
rate estimate is very useful in studying the system (1.1)–(1.3). Once (1.4) is
established, the energy estimate (see [13]) and nondegeneracy of the blowup point
(see [17]) would follow. These results are expected if one compares the system
(1.1)–(1.3) to the equation ut =∆u+ up with zero Dirichlet boundary condition
(see [8–11]).
In this paper we shall extend the results to Lipschitz domains. The heat
equation with un = f (u) on the boundary in a Lipschitz domain was studied
in [18]. Under some growth condition on f , they established L∞(Ω × (0, T ))
estimates on the solution in terms of sup0t<T
∫
Ω
|u(x, t)|r dx (r > 0 is related
to the growth rate of f ). In a special case of a square in a 2-dimensional domain,
they established the upper bound for blowup rate in the spatial direction ((x, y)
direction), and the lower bound in the t direction.
As our domain is assumed only to be Lipschitz, we need a local existence
result. This result is standard and we will state it at the end of this section.
Throughout this paper, we shall assume that u0(x) is smooth, and we establish
the following results:
Theorem 1.1. Let u be a nonnegative solution of (1.1)–(1.3) where Ω is a
bounded, piecewise C1+α , uniformly Lipschitz domain. Then all positive solutions
blow up in a finite time T and
max
x∈Ω
u(x, t) c
(T − t)1/[2(p−1)] , (1.5)
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for some c > 0.
For the upper bound, we need the additional assumption that ut  0 and
1 <p < (N − 1)/(N − 2), namely:
Theorem 1.2. Let u be a nonnegative solution of (1.1)–(1.3) where Ω is a
bounded, piecewise C1+α , uniformly Lipschitz domain. Assume that ∆u0(x) 0
in Ω and ∂u0(x)/∂n up0 (x), and that 1 <p < (N − 1)/(N − 2) for N > 2 and
1 <p <∞ for N = 2. Then
max
x∈Ω
u(x, t) C
(T − t)1/[2(p−1)] , (1.6)
for some C > 0.
The proofs of Theorems 1.1 and 1.2 are based on the scaling arguments. As our
domains are only Lipschitz, we do not have the regularity of the scaled solution
as in [12,13]. The integral equation method (which requires the C1+α boundary)
used in [13] will no longer apply here. In order to use only minimal regularity,
we discretize the time derivative and use the weaker regularity available for the
system on Lipschitz domains.
For systems with boundary heat source terms, one can use the method of con-
structions of auxiliary function for using maximum principles (see, for example,
[4], and the references in the recent survey [19]) to establish the rate estimates;
this approach works mostly only for one space dimensional case (or radially sym-
metric case, which is essentially one space dimensional). An alternative is to use
the local estimates through a scaling (see, for example, [1,12,13,17,20]). Using
the scaling methods, the rate estimates were extended to systems with coupled
nonlinear boundary heat source terms [1], as well as systems with other types of
nonlinearities [5].
The extra restriction on p in Theorem 1.2 will be used to derive the nonex-
istence results necessary to carry out the scaling arguments. Some nonexistence
results are also needed in deriving the upper bound estimates (see [13]). For the
half space case with un = up , the results were established in [20–23]. These re-
sults, however, are not available for infinite cone domains. We conjecture that the
nonexistence results extend to infinite cones for all 1 <p <N/(N − 2).
Remark. Although we stated our theorems for the heat equation, our method
also applies to other types of equations with boundary condition (1.2). The
examples include linear parabolic equations with coefficients depending only
on x (independent of t) and nonlinear equations with a growth rate less than the
“critical rate” (so that they are negligible in the scaled equation).
The scaling method works for the boundary condition such as un = up because
the scaled equation satisfies the same boundary condition. We need to overcome
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difficulties arising from the boundary condition if up is replaced by exp(u). We
now consider the system:
∂u
∂t
=∆u for x ∈Ω, t > 0, (1.7)
∂u
∂n
= exp(u) for x ∈ ∂Ω, t > 0, (1.8)
u(x,0)= u0(x) for x ∈Ω. (1.9)
This system was considered by Deng [4] in which the blowup rate is established
for one space dimensional solution using maximum principle and a careful
construction of auxiliary functions.
In this paper, we shall establish the following theorems:
Theorem 1.3. Let u be a nonnegative solution of (1.7)–(1.9) where Ω is a
bounded, piecewise C1+α , uniformly Lipschitz domain. Then all positive solutions
blow up in a finite time and
max
x∈Ω
u(x, t)−C + 1
2
log
1
T − t , (1.10)
for some constant C.
Under the additional assumptions that N = 2, Ω = B1(0) and
u0(x)= u0(r, θ) ∈ C2
(
Ω
)
, x = (r cosθ, r sin θ),
∂
∂θ
u0(r, θ) 0 for 0 θ  π,
u0(r, θ)= u0(r,−θ) 0 for 0 θ  π,
∆u0  0 for (r, θ) ∈Ω,
∂
∂r
u0  exp(u0) for r = 1, |θ | π. (1.11)
Theorem 1.4. Let u be a nonnegative solution of (1.7)–(1.9) where Ω is a disc
B1(0) in R2. Let the assumptions in (1.11) be in force. Then
max
x∈Ω
u(x, t) C + 1
2
log
1
T − t (1.12)
for some constant C.
The assumption N = 2 is needed in our proof for the nonexistence results. The
extra assumptions on the monotonicity of the initial data are needed in order to
derive necessary estimates for the solution of the scaled equation.
As our domain is only Lipschitz, we conclude this section by describing a local
existence and uniqueness result.
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Lemma 1.5. Let Ω be a bounded, piecewise C1+α , uniformly Lipschitz domain.
Suppose that
u0 ∈L∞(Ω),
f ∈C(Ω × [0,∞)× (−∞,∞)),
sup
x∈Ω, t∈[0,K], |u|K
|fu(x, t, u)|<∞ for any K > 0.
Then there exists an η > 0 such that the problem
ut =∆u for (x, t) ∈Ω × {t > 0},
∂u
∂n
= f (x, t, u) for (x, t) ∈ ∂Ω × {t > 0},
u(x,0)= u0(x) for x ∈Ω
has a unique weak solution u ∈ C(Ω × (0, η]) ∩ L2([0, η];H 1(Ω)). Note that
f (x, t, u(x, t)) is bounded and continuous for t > 0, a weak solution is well
defined. Furthermore, if the weak solution u ∈ C(Ω×(0, η])∩L2([0, η];H 1(Ω))
is defined for all 0 < η < δ and
lim sup
t→δ
sup
x∈Ω
|u(x, t)|<∞,
then the solution can be extended beyond t = δ.
Proof. The proof of the existence and uniqueness can be obtained by using
the contraction mapping principle. Define the mapping T :v ∈ M → u = T v
by taking the solution u of the heat equation with the boundary condition
∂u/∂n = f (x, t, v), and the initial condition u(x,0) = u0(x), where M = {v ∈
C(Ω × (0, η]) | ‖v‖L∞((Ω×(0,η))  ‖u0‖L∞(Ω) + 1}. It is clear that for v ∈M ,
we have T v ∈ L2([0, η],H 1(Ω)). By using a comparison function, one can show
that ‖T v‖L∞((Ω×(0,η))  ‖u0‖L∞(Ω) + 1, provided η is small enough. Thus [24,
p. 139, Theorem 6.44] implies that T v(x, t) is continuous on Ω × (0, η]. This
shows that TM ⊂M .
For v1, v2 ∈ M , T v1 − T v2 takes the zero initial data. Using the fact that
|f (x, t, v1) − f (x, t, v2)|  C|v1 − v2| and by [24, p. 139, Theorem 6.44], one
easily obtains, for some β > 0,
‖T v1 − T v2‖Cβ,β/2(Ω×[0,η])  C‖v1 − v2‖L∞((Ω×(0,η)).
This implies that
‖T v1 − T v2‖L∞((Ω×(0,η)) Cηβ/2‖v1 − v2‖L∞((Ω×(0,η))
 1
2
‖v1 − v2‖L∞((Ω×(0,η)),
provided η is small enough. Thus T is a contraction, which gives the existence
and uniqueness of a solution.
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Note that if the solution u is bounded for 0 < t < δ, then we have
‖u‖Cβ,β/2(Ω×[δ/2,δ]) <∞. It follows that limt→δ u(x, t) = u(x, δ) exists and is
a Hölder continuous function. We can then quote the first part of the lemma to
extend the solution beyond t = δ. ✷
This lemma implies that if [0, T ) is the maximal existence interval and T <∞,
then lim supt→δ supx∈Ω |u(x, t)| =∞; i.e., T is the blow-up time.
By the interior estimates, the weak solution u is clearly classical in the interior
of the domain Ω × (0, T ). It is Hölder continuous on Ω × (0, T ). If f is more
regular, as in the case f = (u+)p (p > 1) or f = exp(u), then u,Dxu are Hölder
continuous on the part of the boundary which is C1+α . Since we assume that
the boundary is piecewise C1+α , the Neumann boundary condition is satisfied
almost everywhere in the classical sense. It is also clear that the solution will be
continuous up to the initial time if we require more regularity on u0(x).
As we consider only the cases f = (u+)p or f = exp(u), there is no confusion
on what we mean by a solution.
For the blowup rate results in this paper, we shall establish the lower bound
(Theorems 1.1 and 1.3) in Section 2, and the upper bound (Theorems 1.2 and 1.4)
in Sections 3–5.
2. Lower bound
We first quote a simple lemma from [12].
Lemma 2.1. Suppose that q > 0 and
t0 < T, and tj → T as j →∞,
Mq(tj )(tj+1 − tj ) ()C for j = 0,1,2, . . . ,
M(tj+1)= 2M(tj ) > 0 for j = 0,1,2, . . . .
Then
Mq(t0) ()C
∞∑
j=0
(
1
2q
)j 1
T − t0 .
Proof. From [12], if we add the inequalities
tj+1 − tj  () C
Mq(tj )
= C
(
1
2q
)j 1
Mq(t0)
,
the conclusion follows immediately. ✷
34 J.-S. Guo, B. Hu / J. Math. Anal. Appl. 269 (2002) 28–49
Proof of Theorem 1.1. Let
M(t)=max
x∈Ω
u(x, t).
Define v(x, t) as
∂v
∂t
=∆v for x ∈Ω, t > t∗,
∂v
∂n
= vp for x ∈ ∂Ω, t > t∗,
v(x, t∗)=M(t∗) for x ∈Ω.
By comparison principle, we have
u(x, t) v(x, t) for t > t∗. (2.1)
We now introduce the scaling as in [13]. Take T/2 < t∗ < T , and let
ϕλ(y, s)= v(λy,λ
2s + t∗)
M(t∗)
for y ∈Ωλ, s > 0, (2.2)
where Ωλ = {y; λy ∈Ω}. We choose λ such that
λ
(
M(t∗)
)(p−1) = 1.
Then
λ→ 0 as t∗ → T − 0.
Clearly, ϕλ solves
∂ϕλ
∂s
=∆yϕλ for y ∈Ωλ, s > 0, (2.3)
∂ϕλ
∂n
= ϕpλ for y ∈ ∂Ωλ, s > 0, (2.4)
and
ϕλ(y,0)≡ 1 for y ∈Ωλ. (2.5)
Since ϕλ blows up in a finite time, there exist yλ ∈Ωλ, sλ > 0 such that
0 < ϕλ(y, s) < 2 for 0 < s < sλ, (2.6)
ϕλ(yλ, sλ)= max
y∈Ωλ
ϕλ(y, sλ)= 2. (2.7)
By the assumption, the boundary ∂Ωλ is uniformly in the class C0,1. Since ϕλ
is bounded by 2, we can apply Hölder estimates (cf. [24, p. 139, Theorem 6.44])
to obtain, for some β > 0,
‖ϕλ‖Cβ,β/2(Ωλ×[0,sλ])  C, (2.8)
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where the constant C is independent of λ. (Here we use the fact that the initial
data ϕλ(y,0)≡ 1 are Hölder continuous.) It follows that
1= ϕλ(yλ, sλ)− ϕλ(yλ,0) Csβ/2λ ,
and hence
sλ 
(
1
C
)2/β
≡ c. (2.9)
Choose t˜1 > t∗ such that
M
(
t˜1
)= 2M(t∗).
Since u(x, t) v(x, t) < 2M(t∗) for t∗ < t < λ2sλ + t∗, we conclude that
t˜1  λ2sλ + t∗.
It follows that
M2(p−1)(t∗)
(
t˜1 − t∗
)
M2(p−1)(t∗)λ2sλ = sλ  c,
M
(
t˜1
)= 2M(t∗).
We now use t˜1 as the new t∗ and repeat the process to obtain t˜2 such that
M2(p−1)
(
t˜1
)(
t˜2 − t˜1
)
 c, M
(
t˜2
)= 2M(t˜1).
We can proceed to obtain a sequence of {t˜j } satisfying the assumptions of
Lemma 2.1. Therefore
M(t∗) c
(T − t∗)1/[2(p−1)] . ✷
Proof of Theorem 1.3. It is clear that w(x, t)= exp(u(x, t)) satisfies
∂w
∂t
=∆w− |∇w|
2
w
for x ∈Ω, t > 0,
∂w
∂n
=w2 for x ∈ ∂Ω, t > 0,
w(x,0)= exp(u0(x,0)).
We let
M(t)=max
x∈Ω
u(x, t), N(t)= exp(M(t)).
For each t∗ ∈ (T /2, T ), the solution v(x, t) of
∂v
∂t
=∆v for x ∈Ω, t > t∗,
∂v
∂n
= v2 for x ∈ ∂Ω, t > t∗,
v(x, t∗)≡N(t∗)
36 J.-S. Guo, B. Hu / J. Math. Anal. Appl. 269 (2002) 28–49
satisfies v(x, t) w(x, t) for t > t∗. Therefore we can apply the same argument
as in the proof of Theorem 1.1 to obtain
N(t∗) c
(T − t∗)1/2 .
Thus
M(t∗)−C + 1
2
log
1
T − t∗ . ✷
3. Upper bound for the source up
Proof of Theorem 1.2. Under the assumptions on the initial data, we have
u(x, t)  u0(x) for t > 0 and thus we can apply the comparison to obtain
u(x, t + h) u(x, t) for h > 0, t > 0. It follows that
ut (x, t) > 0 for x ∈Ω, 0 < t < T .
Since the maximum cannot be attained in the interior of the domain, there exists
x∗ ∈ ∂Ω for each t∗ ∈ [T/2, T ) such that
M(t∗)=max
x∈Ω
u(x, t∗)= u(x∗, t∗).
We introduce a scaling as before
ϕλ(y, s)= u(λy + x
∗, λ2s + t∗ )
M(t∗)
for y ∈Ωλ, − t
∗
λ2
 s < T − t
∗
λ2
, (3.1)
where Ωλ = {y; λy + x∗ ∈Ω} and λ(M(t∗))(p−1) = 1. Then
∂ϕλ
∂s
=∆yϕλ  0 for y ∈Ωλ, − t
∗
λ2
< s <
T − t∗
λ2
, (3.2)
∂ϕλ
∂n
= ϕpλ for y ∈ ∂Ωλ, −
t∗
λ2
< s <
T − t∗
λ2
, (3.3)
ϕλ(0,0)= 1. (3.4)
We define sλ > 0 and yλ ∈ ∂Ωλ the same way as before:
0 < ϕλ(y, s) < 2 for − t
∗
λ2
< s < sλ, (3.5)
ϕλ(yλ, sλ)= max
y∈Ωλ
ϕλ(y, sλ)= 2. (3.6)
By the assumption, the boundary ∂Ωλ is uniformly in the class C0,1. Since ϕλ is
nonnegative and is bounded by 2, we can apply Hölder estimates (cf. [24, p. 139,
Theorem 6.44]) to obtain, for some β > 0,
‖ϕλ‖Cβ,β/2(Ωλ×[−1,sλ])  C, (3.7)
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where the constant C is independent of λ. We want to show that
sλ  C, (3.8)
where the constant C is independent of t∗, λ. Using (3.8), we immediately obtain,
for t1 = λ2sλ + t∗ (it is clear that t1 < T ),
M(t1)= 2M(t∗), (3.9)
M2(p−1)(t∗)[t1 − t∗] sλ  C. (3.10)
Now we use t1 as the new t∗ and obtain t2 < T such that
M(t2)= 2M(t1), (3.11)
M2(p−1)(t1)[t2 − t1]C. (3.12)
Continuing this process we obtain a sequence {tj } satisfying Lemma 2.1 with
q = 2(p− 1). Hence
M(t∗) C
(T − t∗)1/[2(p−1)] ,
for some constant C.
To finish the proof, it remains to establish (3.8). If (3.8) is not true, then there
exist λj → 0, (t∗j → T ), x∗j → x∗ such that
sλj →+∞, Ωλj →Ω0, (3.13)
where Ω0 is either a cone or a half-space under our assumptions. By the uniform
Hölder estimates (3.7), we have (by passing to a further subsequence if necessary),
for any K > 1,
‖ϕλj − ϕ‖C([Ωλj ∩{|y|K}]×[0,K2]) → 0.
Using interior and boundary regularity estimates for parabolic equations (see, e.g.,
[25,26]) on ϕλj , we find that ϕ satisfies
∂ϕ
∂s
=∆yϕ  0 for y ∈Ω0, 0 < s <∞, (3.14)
∂ϕ
∂n
= ϕp for y ∈ ∂Ω0, 0 < s <∞, (3.15)
ϕ(0,0)= 1, 0 ϕ(y, s) 2, (3.16)
‖ϕ‖Cβ,β/2(Ω0×[0,∞))  C, (3.17)
where the left-hand side of (3.15) is understood in the weak sense. Since ϕ is
bounded by 2 and monotone increasing in s, the limit
ψ(y)= lim
s→∞ϕ(y, s)
exists. It is clear that ψ ∈C∞(Ω0)∩Cβ(Ω0), and for any test function ζ(y) with
compact support in Ω0,
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∫
Ω0
ψ(y)∆yζ(y) dy = lim
τ→∞
τ+1∫
τ
∫
Ω0
ϕ(y, s)∆yζ(y) dy ds
= lim
τ→∞
τ+1∫
τ
∫
Ω0
ζ(y)
∂ϕ
∂s
(y, s) dy ds
= lim
τ→∞
∫
Ω0
ζ(y)[ϕ(y, τ + 1)− ϕ(y, τ )]dy = 0.
Thus
∆yψ = 0 for y ∈Ω0,
∂ψ
∂n
=ψp for y ∈ ∂Ω0,
1ψ(0) 2, 0ψ(y) 2,
‖ψ‖Cβ (Ω0) <∞. (3.18)
This is a contradiction to the nonexistence lemma below. The theorem is
proved. ✷
Lemma 3.1. Let Ω0 be a cone, 1 < p < (N − 1)/(N − 2) for N > 3 and
1 <p <∞ for N = 2, and ψ ∈C(Ω0) such that
∆yψ = 0 for y ∈Ω0,
∂ψ
∂n
=ψp for y ∈ ∂Ω0,
ψ  0. (3.19)
Then ψ ≡ 0.
Proof. We assume without loss of generality that the vertex of the cone is at the
origin so that for any y ∈Ω0 and λ > 0, we have λy ∈Ω0.
Next we show that if ψ(0)= 0, then ψ ≡ 0. This is not obvious as the strong
maximum principle cannot be applied because the boundary is assumed only to
be Lipschitz and the interior sphere condition may not hold at 0.
Define
e(r)= 1
rN−1
∫
Ω0∩∂Br (0)
ψ(y) dSy =
∫
{|ξ |=1}∩Ω0
ψ(rξ) dSξ .
Then
J.-S. Guo, B. Hu / J. Math. Anal. Appl. 269 (2002) 28–49 39
d
dr
e(r)=
∫
{|ξ |=1}∩Ω0
ξ · ∇ψ(rξ) dSξ = 1
rN−1
∫
Ω0∩∂Br (0)
∂ψ
∂r
(y) dSy
=− 1
rN−1
∫
∂Ω0∩Br (0)
∂ψ
∂n
dSy  0.
Therefore if ψ(0)= 0, then by continuity of ψ near 0, we obtain
0= lim
ε→0+e(ε) e(r) for r > 0.
It follows that e(r)≡ 0 for r > 0 and hence ψ(y)≡ 0.
Assuming that ψ(y) is not identically zero, we then derive that ψ(0) > 0. By
the continuity of ψ we derive that
ψ(y) c∗ > 0 for y ∈Ω0 ∩Bε(0), (3.20)
for some ε > 0. In the case N > 2, the function
h(y)= c∗
(
ε
|y|
)N−2
− c∗
(
ε
R
)N−2
satisfies
∆yh= 0 for y ∈Ω0 ∩ {ε < |y|<R},
∂h
∂n
= 0 for y ∈ ∂Ω0 ∩ {ε < |y|<R}.
Applying the weak maximum principle in Ω0 ∩ {ε < |y|<R}, we obtain ψ(y)
h(y) for y ∈Ω0 ∩ {ε < |y|<R}. Letting R→∞ we then derive
ψ(y) c∗
(
ε
|y|
)N−2
> 0 for y ∈Ω0 ∩ {|y|> ε}. (3.21)
Next let K > 1 be a large positive number and take a smooth cutoff function ζ(y)
such that
ζ(y)≡ 0 for {|y|K} ∪ {|y| 4K},
ζ(y)≡ 1 for {2K  |y| 3K},
0 ζ(y) 1, |∇ζ(y)| C
K
.
Multiplying the equation ∆ψ = 0 with ψ−1ζ 2 and integrating by parts, we obtain∫
∂Ω0
ζ 2
ψ
ψp dS +
∫ ∫
Ω0
ζ 2
|∇ψ|2
ψ2
dx
=
∫ ∫
Ω0
2ζ∇ζ ∇ψ
ψ
dx 
∫ ∫
Ω0
|∇ζ |2 dx +
∫ ∫
Ω0
ζ 2
|∇ψ|2
ψ2
dx.
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It follows that∫
∂Ω0
ζ 2ψp−1 dS 
∫ ∫
Ω0
|∇ζ |2 dx, (3.22)
which implies that, for some δ > 0,
δ
KN−1
K(N−2)(p−1)
 C
2
K2
|B4K(0)| C˜KN−2. (3.23)
This is a contradiction if 1 <p < (N − 1)/(N − 2) and K is large enough.
In the case N = 2, we use h(y) = c∗ − η log(|y|/ε) in the region {ε < |y|<
ε exp(c∗/η)} ∩Ω0 to conclude that (after letting η→ 0)
ψ(y) c∗ for y ∈ {|y|> ε} ∩Ω0.
The rest of the proof remains valid for all 1 <p <∞. ✷
4. Upper bound for the source exp(u)
We divide the proof of Theorem 1.4 into several lemmas. The simple scaling
method in the previous sections does not give us the necessary estimates. We
shall derive the necessary estimates in the following lemmas under the additional
assumptions.
Throughout this section we assume that u(x, t) is a solution of (1.7)–(1.9). We
assume that
ut (x, t) 0 for x ∈Ω, 0 < t < T, (4.1)
and let
M(t)=max
x∈Ω
u(x, t).
For each t∗ ∈ [T/2, T ), there exists x∗ ∈ ∂Ω such that u(x∗, t∗) =M(t∗). We
introduce a scaling
ϕλ(y, s)= u
(
λy + x∗, λ2s + t∗)−M(t∗)
for y ∈Ωλ, − t
∗
λ2
 s < T − t
∗
λ2
,
where
λ= exp{−M(t∗)}, Ωλ = {y; λy + x∗ ∈Ω}.
We can proceed in a same way as in Section 3. Since ϕλ blows up in a finite time,
there exists sλ > 0 such that
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ϕλ(y, s) 0 for s  0, y ∈Ωλ,
ϕλ(0,0)= 0,
ϕλ(y, s) < log 2 for s < sλ, y ∈Ωλ,
max
y∈Ωλ
ϕλ(y, sλ)= log 2. (4.2)
Lemma 4.1. Let (4.1) be in force. If there exists a constant C, independent of
t∗, λ, such that
sλ  C, (4.3)
then
M(t) C + 1
2
log
1
T − t . (4.4)
Proof. Let N(t)= exp{M(t)}. It is clear that for t1 = λ2sλ + t∗,
N(t1)= 2N(t∗), N2(t∗)(t1 − t∗)= sλ  C.
Using t1 as the new t∗, we can find t2 such that
N(t2)= 2N(t1), N2(t1)(t2 − t1) C.
Continuing this process as in Section 3, we find that
N(t) C√
T − t .
This is equivalent to (4.4). ✷
Since ϕλ(0,−T/(2λ2))→−∞ as λ→ 0, we can take µλ > 0 such that
ϕλ(0,−µλ)=−1.
Lemma 4.2. Let (4.1) be in force. Let N = 2 and Ω be a bounded, piecewise
C1+α , uniformly Lipschitz domain. If for any K > 1, there exist constants CK
and β > 0, independent of t∗, λ, such that
‖ϕλ(·,−µλ)‖Cβ(Ωλ∩{|y|K})  CK. (4.5)
Then (4.3) holds.
Proof. Since ϕλ is monotone increasing in s,
log 2 > ϕλ(y, s) ϕλ(y,−µλ)−C2K
for y ∈Ωλ ∩ {|y| 2K}, −µλ < s < sλ. (4.6)
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We can apply Hölder estimates (cf. [24, p. 139, Theorem 6.44]) to obtain, for
some 0< β˜  β ,
‖ϕλ‖Cβ˜,β˜/2([Ωλ∩{|y|K}]×[0,sλ])  C˜K . (4.7)
Assume for the contradiction that there is a subsequence
sλj →∞ for λj → 0.
By passing to a further subsequence if necessary, for any K > 1,
‖ϕλj − ϕ‖C([Ωλj ∩{|y|K}]×[0,K2]) → 0. (4.8)
Using interior and boundary regularity estimates for parabolic equations on ϕλj ,
we find that ϕ satisfies
∂ϕ
∂s
=∆yϕ  0 for y ∈Ω0, 0< s <∞, (4.9)
∂ϕ
∂n
= exp(ϕ) for y ∈ ∂Ω0, 0 < s <∞, (4.10)
ϕ(0,0)= 0, ϕ(y, s) log 2, (4.11)
‖ϕ‖
Cβ˜,β˜/2([Ω0∩{|y|K}]×[0,∞))  CK. (4.12)
As in the proof in Section 3, as ϕ(y, s) is monotone increasing and bounded
above, the function
ψ(y)= lim
s→∞ϕ(y, s)
is well defined and satisfies
∆yψ = 0 for y ∈Ω0,
∂ψ
∂n
= exp(ψ) for y ∈ ∂Ω0,
ψ(0) 0, ψ(y) log 2,
‖ψ‖
Cβ˜ (Ω0∩{|y|K}) <∞ for any K > 1. (4.13)
Using (4.5), we can use a further subsequence from (4.8) such that
ϕλj (y,−µλj )→ v(y),
uniformly on any compact sets. Since
∆yϕλj =
∂
∂s
ϕλj  0,
∂ϕλj
∂n
(y,−µλj )= exp{ϕλj } for y ∈ ∂Ωλj ,
ϕλj (y,−µλj ) ϕλj (y, s) for s >−µλj ,
ϕλj (0,−µλj )=−1,
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we conclude that
∆yv(y) 0 for y ∈Ω0, (4.14)
∂v
∂n
(y)= exp{v(y)} for y ∈ ∂Ω0, (4.15)
v(y)ψ(y) for y ∈Ω0, (4.16)
v(0)=−1, ‖v‖Cβ (Ω0∩{|y|K}) <∞ for any K > 1. (4.17)
Thus w(y)=ψ(y)− v(y) satisfies
w(y) 0 for y ∈Ω0, (4.18)
−∆yw(y) 0 for y ∈Ω0, (4.19)
∂w
∂n
(y)= exp{ψ(y)} − exp{v(y)} 0 for y ∈ ∂Ω0, (4.20)
∂w
∂n
(0) 1− exp(−1) > 0. (4.21)
By continuity, there exists a constant c > 0 such that
∂w
∂n
(y)= exp{ψ(y)} − exp{v(y)} c for |y|< c, y ∈ ∂Ω0. (4.22)
We next claim that in the case N = 2, (4.18)–(4.20) implies that w(y) is a
constant, which is a contradiction to (4.22).
In fact, let y˜ be the vertex of the cone. Then for any ε > 0, there is a δ > 0 such
that
w(y) > w(y˜)− ε for |y| = δ, y ∈Ω0.
Then the maximum principle implies that
w(y) > w(y˜)− ε− η log |y|
δ
for δ < |y|< δ exp(w(y˜)/η), y ∈Ω0.
Letting η→ 0+ and then ε→ 0+, we derive
w(y)w(y˜) for y ∈Ω0.
We can then proceed as in the proof of Lemma 3.1 to conclude that
e(r)= 1
r
∫
Ω0∩∂Br(y˜)
[w(y)−w(y˜)]dSy ≡ 0 for r > 0.
Thus w(y)≡w(y˜), and the lemma is proved. ✷
To finish the proof of Theorem 1.4, it remains to establish (4.5).
Remark. Note that the nonexistence result is not valid for the system (4.13). In
fact, in the case Ω0 is a half space {y1 > 0}, a solution is given by ψ(y)=−y1.
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5. Proof of (4.5)
We next establish (4.5) in the very special case that Ω is a disc in R2, and the
initial data are monotone in terms of the angle and even with respect to one of the
diameters. We do not assume that the data are radially symmetric.
We can always make a scaling to reduce the radius to 1. We assume that
Ω = B1(0)= {(r, θ); 0 r < 1, −π  θ  π}. (5.1)
For the initial data u0(r, θ), we assume that
u0 ∈C2
(
Ω
)
,
∂
∂θ
u0(r, θ) 0 for 0 θ  π,
u0(r, θ)= u0(r,−θ) 0 for 0 θ  π,
∆u0  0 for (r, θ) ∈Ω,
∂
∂r
u0  exp(u0) for r = 1, |θ | π. (5.2)
Although the assumptions in (5.2) seem to be very restrictive, there are many
functions satisfying that assumption. For example, one can take a perturbation of
radially symmetric data
u0(r, θ)= k(r)− εr cosθ,
where k(r) satisfies
k(r) c > 0, ∆k(r) 0, k′(1) < exp
(
k(1)
)
,
and ε > 0 is small enough. Under these assumptions, the solution u(r, θ; t) of
(1.7)–(1.9) satisfies ut (r, θ; t) > 0 for (r, θ) ∈ Ω . By applying the maximum
principle to the function u(r, θ; t)− u(r,−θ; t) in the domain {(r, θ); 0 r < 1,
0 < θ < π}, we obtain u(r, θ; t) ≡ u(r,−θ; t). This implies that the normal
derivative of u on the real line is zero, i.e., (∂/∂θ)u(r, θ; t) ≡ 0 for θ = 0,±π .
We next apply the maximum principle to the function (∂/∂θ)u(r, θ; t) in the
domain {(r, θ); 0  r < 1, 0 < θ < π}. Using the assumption (5.2), we obtain
(∂/∂θ)u(r, θ; t)  0 for 0  r < 1, 0 < θ < π . Since −∆u(· , · ; t)=−ut  0
for each t > 0, the maximum principle for elliptic equations implies that the
maximum must be attained at the boundary. The monotonicity property of
u(· , · ; t) in θ now implies that the maximum is always reached at the boundary
point (r, θ)= (1,±π). We summarize the results in the following lemma.
Lemma 5.1. Under the assumptions in (5.2), we have
ut > 0 for (r, θ) ∈Ω, 0 < t < T, (5.3)
M(t)=max
x∈Ω
u(r, θ; t)= u(1,π; t). (5.4)
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We next establish some estimates on the derivatives of u. In the proofs
throughout this section we shall use C,C1,C2, . . . , etc., to denote constants that
are independent of t∗ as t∗ → T .
Lemma 5.2. Under the assumptions in (5.2), we have
urr(1, θ; t) e2u(1,θ;t )+CeM(t∗) for |θ | π, 0< t < t∗, (5.5)
uθθ (1, θ; t)−e2u(1,θ;t )−CeM(t∗) for |θ | π, 0 < t < t∗, (5.6)
and
|ur | CeM(t∗) for 12 < r < 1, |θ | π, 0 < t < t
∗. (5.7)
Proof. It is clear that w = ur − eu satisfies the equations
wt =wrr + 1
r
wr + 1
r2
wθθ − 1
r2
w+ eu
(
u2r +
1
r2
u2θ
)
− 1
r2
eu.
Thus
wt −
(
wrr + 1
r
wr + 1
r2
wθθ − 1
r2
w
)
−4eM(t∗)
for
1
2
< r < 1, |θ | π, 0 < t < t∗,
w= 0 for r = 1, |θ | π, 0 < t < t∗.
By interior parabolic estimates, we also have∣∣∣∣ur
(
1
2
, θ; t
)∣∣∣∣C1M(t∗) for |θ | π, 0 < t < t∗. (5.8)
Thus, by maximum principle
w−C2eM(t∗)z(r) for 12 < r < 1, |θ | π, 0< t < t
∗, (5.9)
where z= 2(1− r) satisfies
zt −
(
zrr + 1
r
zr + 1
r2
zθθ − 1
r2
z
)
 1 for 1
2
< r < 1,
z= 0 for r = 1,
z= 1 for r = 1
2
,
where we take C2 such that
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C2  4, C2eM(t
∗)2(1− r) ∣∣(u0)r − eu0∣∣,
C2e
M(t∗) C1M(t∗)+ eM(t∗).
Such a C2 obviously exists since M(t∗)→∞ as t∗ → T .
It follows that
wr(1, θ; t)= lim
r→1−
−w(r)
1− r −C2e
M(t∗)zr(1) C3eM(t
∗).
Using the boundary condition, we derive (5.5). Using the boundary condition
again and the fact that
urr + 1
r
ur + 1
r2
uθθ =∆u 0,
we derive (5.6). Finally, using (5.8), we can apply the maximum principle to ur
directly to derive (5.7). ✷
We next give estimates on the solution u in a neighborhood of the point of the
maximum (r, θ; t) = (1,±π; t). Since u is even in θ , we state the next lemma
only for the upper half disc.
Lemma 5.3. Under the assumptions in (5.2),
0M(t∗)− u(r, θ; t∗)C(eM(t∗)(1− r)+ e2M(t∗)|θ − π |2)
for 1
2
< r < 1, 0 < θ  π. (5.10)
Proof. Since u reaches its maximum at (r, θ)= (1,π), the tangential derivative
at that point must be zero, i.e., uθ (1,π; t∗) = 0. By Lemma 5.2 (using (5.6) for
−uθθ ), for θ < π ,
uθ (1, θ; t∗)=−
π∫
θ
uθθ (1, ξ; t∗) dξ  C3e2M(t∗)|θ − π |.
Thus
M(t∗)− u(1, θ; t∗)=
π∫
θ
uθ (r, ξ; t∗) dξ  12C3e
2M(t∗)|θ − π |2. (5.11)
Using (5.7), we obtain
u(1, θ; t∗)− u(r, θ; t∗)=
1∫
r
ur (ξ, θ; t∗) dξ  C3eM(t∗)(1− r). (5.12)
Combining (5.11) and (5.12), the lemma follows. ✷
Next, we estimate the t derivative:
J.-S. Guo, B. Hu / J. Math. Anal. Appl. 269 (2002) 28–49 47
Lemma 5.4. Under the assumptions in (5.2),
0 d
dt
M(t) Ce2M(t). (5.13)
Proof. For each fixed t , u(r, θ; t) reaches its maximum at (r, θ) = (1,π). If we
fix r = 1, then the function u reaches its maximum at θ = π as a function of θ . It
follows that uθθ (1,π, t) 0. By (5.5) of Lemma 5.2, we obtain
ut (1,π, t) urr(1,π, t)+ ur(1,π, t) C4e2M(t) for 0 < t < T .
The lemma follows. ✷
For convenience, we shall use rectangular coordinates in the discussion of the
next lemma. We shall identify u(x, t) with u(r, θ; t) with the understanding of
x = (r cosθ, r sin θ).
Lemma 5.5. Let the assumptions in (5.2) be in force. Then there exists a β > 0
such that for any K > 0
‖ϕλ‖Cβ,β/2([Ωλ∩{|y|K}]×[−µλ,0])  CK, (5.14)
where ϕλ(y, s) = u(λx + x∗, λ2s + t∗)−M(t∗), x∗ = (cosπ, sinπ) = (−1,0),
M(t∗) = u(x∗, t∗), µλ > 0 is defined so that ϕλ(0,−µλ) = −1 and λ =
exp{−M(t∗)}.
This lemma implies (4.5).
Proof. Since we don’t have any regularity estimates for ϕλ(y,−µλ), we want
to show that ϕλ(y, s) is bounded on a larger time domain, say [Ωλ ∩ {|y| 
K}] × [−1−µλ,0], for any K > 1.
The condition on −µλ implies that M(−λ2µλ + t∗) = M(t∗) − 1. By
Lemma 5.4,
M(t∗)−M[−λ2(µλ + 1)+ t∗]
= 1+M(−λ2µλ + t∗)−M[−λ2(µλ + 1)+ t∗]
 1+ λ2 max
0<ξ<t∗
M ′(ξ) C5 for 0 < t∗ < T.
This implies that, for tλ =−λ2(µλ + 1)+ t∗,
M(tλ)= ϕλ(0,−1−µλ)−1−C5. (5.15)
By Lemma 5.3, we have, for any K > 1,
ϕλ(y,−1−µλ)−C6K2e2M(tλ)−2M(t∗) −C6K2
for y ∈Ωλ, |y|K. (5.16)
48 J.-S. Guo, B. Hu / J. Math. Anal. Appl. 269 (2002) 28–49
By monotonicity in t ,
−C6K2  ϕλ(y, s) 0 for y ∈Ωλ, |y|K, −1−µλ < s < 0. (5.17)
Now (5.14) is a direct consequence of the boundary estimates (cf. [24, p. 139,
Theorem 6.44]). ✷
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