We derive the asymptotic distribution of the parameters of the Berry et al. (1995) (BLP) model in a many markets setting which takes into account simulation noise under the assumption of overlapping simulation draws. We show that as long as the number of simulation draws R and the number of markets T approach infinity, our estimator is √ m = min(R, T ) consistent and asymptotically normal. We do not impose any relationship between the rates at which R and T go to infinity, thus allowing for the case of R T . We provide a consistent estimate of the asymptotic variance which can be used to form asymptotically valid confidence intervals. Instead of directly minimizing the BLP GMM objective function, we propose using Hamiltonian Markov Chain Monte Carlo methods to implement a Laplace-type estimator which is asymptotically equivalent to the GMM estimator. We thank the participants of the Conference in Honor of Daniel McFadden for helpful comments. Theodore Naff provided excellent research assistance. Any opinions and conclusions expressed herein are those of the authors and do not necessarily represent the views of the Federal Reserve System.
Introduction
With the availability of larger datasets, estimation of the Berry et al. (1995) (BLP) model through minimization of the simulated GMM objective function has become increasingly more computationally intensive. For instance, the Nielson RMS retail scanner dataset records sales information at the week-level for around 40,000 stores. By defining a market as a week/store combination and restricting attention to only California grocery stores that sold fresh strawberries in 2014, Compiani (2018) already has 86,562 markets. The traditional asymptotic theory for simulation estimators of nonlinear models under independent simulation draws either used a fixed number of simulation draws for each observation (McFadden (1989) , Pakes and Pollard (1989) ) or required that the number of simulation draws (R) increases faster than the than the square root of the number of markets ( √ T ) in order to eliminate asymptotic bias (Lee (1995) ). However, choosing a large number of simulation draws may be impractical when T is very large, which is becoming more common in the age of big data. It would be desirable to develop an asymptotic theory that eliminates asymptotic bias under the case of R T . Unfortunately we are unaware of any such results in the case of independent simulation draws where different draws are used in different markets.
We instead adopt the framework of overlapping simulation draws where the same draws are used in all markets, even though we acknowledge that there are efficiency gains from using independent simulation draws (Lee (1995) , Kristensen and Salanié (2017) ).
Our main contribution is to derive the asymptotic distribution of the BLP estimator in the case of overlapping simulation draws in a large R and large T setting. We show that our estimator scaled by √ m for m = min(R, T ) has zero asymptotic bias under the relatively weak conditions of R → ∞ and T → ∞, and it has an asymptotic variance term that consists of two parts, one for the sampling variance and another for the simulation variance.
An insightful paper that explicitly derives the asymptotic distribution of the BLP estimator in a many markets setting and accounting for simulation noise is Freyberger (2015) . His main results focus on the case of independent simulation draws, but he also states without proof a related result under overlapping simulation draws. In order for the asymptotic bias to disappear in the case of overlapping simulation draws, he requires lim T,R→∞ T R < ∞. We show that this condition is not necessary in order for the asymptotic bias to disappear. By changing the rate of convergence from √ T to √ m for m = min(R, T ), we can remove the asymptotic bias and allow for the case of R T , as long as R → ∞ and T → ∞.
On the computational front, we propose using Hamiltonian Markov Chain Monte Carlo (HMCMC) (originally developed by Duane et al. (1987) and discussed at length in Neal et al. (2011) ) to implement the Laplace-type estimator of Chernozhukov and Hong (2003) , which we show to be consistent for the true parameters and also asymptotically normal. We use HMCMC instead of standard MCMC because the former incorporates information about the gradient of the objective when searching for the optimum while the latter essentially uses a random walk. We compare the performance of our HMCMC routine to two other routines that seem to be commonly used: the nested fixed point (NFP) method originally proposed by Berry et al. (1995) and discussed further in e.g. Berry (1994) and Nevo (2000) and the mathematical programming with equilibrium constraints (MPEC) method discussed in e.g. Dubé et al. (2012) and Su and Judd (2012) . We find that our HMCMC method generally gives less biased estimates and empirical coverage frequencies closer to the nominal level than both NFP and MPEC. We acknowledge that many other methods exist such as Bayesian Hierarchal Models (Yang et al. (2003) ) or Nonparametric Instrumental Variables (Compiani (2018) ), but a comparison with these methods is beyond the scope of the paper.
Section 2 reviews the BLP model in greater detail. Section 3 contains the main components of the asymptotic theory, demonstrating consistency of the BLP estimator and deriving the asymptotic distribution which is normal with mean zero and variance which takes into account simulation noise. Section 4 provides a way for applied researchers to obtain consistent estimates of the standard errors. Section 5 discusses consistency and asymptotic normality of the Laplace-type estimator. Section 6 compares our results with Freyberger (2015)'s results. Section 7 outlines the results of Monte Carlo studies that compare HMCMC to NFP and MPEC and illustrate the severe undercoverage of confidence intervals obtained using the typical GMM standard errors which do not take into account simulation noise.
Section 8 concludes. Section 9 contains proofs of three main results. Proofs of the other results are in the supplement.
BLP Model
We follow the standard setup in Berry et al. (1995) . Each consumer r is choosing between J products and an outside good in T independent markets. Each consumer has her own individual taste parameters β r for products with observed characteristics x jt and unobserved characteristics ξ jt . Note that the ξ jt may be correlated among products in the same market.
Each consumer also has an idiosyncratic horizontal preference component rjt that is i.i.d.
Type 1 extreme value. The price of product j in market t is p jt .
The utility of consumer r choosing product j in market t is given by
where Σ 0 is assumed to be a diagonal matrix. The randomness of the individual taste parameters comes from the consumer types v r :
Define θ 0 ≡ (θ 0,1 , θ 0,2 ) , where θ 0,1 = (β, −α) and θ 0,2 = diag (Σ 0 ) is the d × 1 vector of the diagonal elements of Σ 0 . We rewrite the utility function using the mean utilities δ:
Note that we will suppress dependence of δ jt (θ) on X jt and ξ jt to simplify notation. The observed market share for product j in market t is the probability that the utility from purchasing product j is greater than the utility from purchasing any other product in market t. Let N (t) denote the set of products in market t. Let δ 0t and X t be vectors of δ 0jt and X jt for j = 1, ..., J. The observed market shares are
The BLP model is solved using a simulated GMM approach. Let Z t ∈ R L×J be a matrix of instruments that are uncorrelated with the unobserved product characteristics ξ t . The population moment conditions at the true parameters are γ
To form the sample moments, we need to obtain estimates of δ t at arbitrary values of θ. We do so by solving for the fixed point from equating the simulated market
1+ k∈N (t) exp(δ kt +µ rkt (θ 2 ,vr)) to the observed market shares S jt for all products j in all markets t. Berry et al. (1995) 
is a contraction mapping and that a unique fixed pointδ t (θ) exists.
We will suppress the dependence ofδ t (θ) on X t to simplify notation. Note thatδ t (θ) depends on θ 2 = diag (Σ) through µ rt . The θ 1 are already absorbed into the δ and do not affect the solution of the fixed point algorithm. The GMM estimates of θ 0 are found by minimizing a quadratic form in the sample moment conditionsγ (θ) = 1
Asymptotic Theory of Simulation Estimation
In order to derive the asymptotic distribution ofθ, we need to first derive the asymptotic distribution of the sample moment conditions √ mγ(θ 0 ) scaled by m = min(R, T ). Our strategy will be to take a first order Taylor expansion of the market shares and then invert the linearized market shares to obtain the linearized product qualitiesδ (θ 0 ) which will be shown to be √ R consistent for δ 0 . Next, we will express the sample moment conditions as the sum of two terms. The first term is a sample average while the second term is a two-sample U-statistic in the sample of simulation draws v r and the sample of covariates X t , instruments Z t , and product characteristics ξ t . We will employ the central limit theorems of Neumeyer (2004) to obtain the asymptotic distribution of the U-statistic. In order to show consistency ofθ for θ 0 , we will show that the sample moments converge uniformly to the population moments over the parameter space Θ. Afterwards, we will show thatθ is √ m consistent for θ 0 and derive the asymptotic distribution of √ m θ − θ 0 . We also provide a consistent estimate of the asymptotic variance.
Nonsingularity of Jacobian Matrix
Recall that the true (observed) market shares are
The simulated market shares at any θ arê
We can also define the market shares using arbitrary δ, X, θ, and F as
. We now state a result that is proven in Berry (1994) and Berry et al. (2013) regarding the nonsingularity of the Jacobian matrix of the market shares with respect to δ.
is nonsingular for all X, θ, δ, and F .
3.2
√ R Consistency ofδ at θ 0
The next proposition proves √ R consistency ofδ (θ 0 ) and provides a linearization that will appear in the two sample U-statistic for the sample moments. The strategy is to take a first order Taylor expansion of s(δ, X,F ; θ 0 ) − s(δ 0 , X, F 0 ; θ 0 ) with respect to both δ and F around some intermediate value betweenδ (θ 0 ) and δ 0 and betweenF and F 0 . Since F is a function, we use the Intermediate Value Theorem for functionals. Then, for E v [g(δ 0 , X, v; θ 0 )] ≡ g(δ 0 , X, v; θ 0 )dF 0 (v), as R → ∞ for any fixed T ,
Proof. See appendix section 9.1.
Asymptotic Distribution of Sample Moment Conditions
Next we derive the asymptotic distribution of
which are independent of each other. 
where
Proof. We give only a proof sketch. For a complete proof, see appendix section 9.2. The idea is to write the sample moment conditions scaled by √ m as the sum of two terms which are independent of each other and asymptotically normal:
The first term is one of the projection terms of a two-sample U-statistic and captures the simulation variance while the second term captures the sampling variance.
Uniform Consistency ofγ(θ) for γ(θ)
Before we can show consistency ofθ for θ, we need to show that the simulated moment conditionsγ(θ) are consistent for the population moments γ(θ) uniformly over θ ∈ Θ. The approach we take is to first show stochastic equicontinuity and then appeal to the fact that pointwise convergence to a continuous function over a compact set in combination with stochastic equicontinuity implies uniform convergence.
Theorem 4. Uniform Consistency ofγ(θ) for γ(θ): Suppose the following conditions are satisfied.
Then for any κ m → 0,
Proof. See supplement section 2.1.
Consistency ofθ
Theorem 5. (Consistency ofθ): Suppose the following assumptions and those in Theorem 4 are satisfied:
Proof. The proof is a direct application of the argmax continuous mapping theorem in van der Vaart and Wellner (1996) 
Proof. The first four conditions in Theorem 7.2 of Newey and McFadden (1994) are satisfied by assumption (i) in Theorem 4 and assumptions (i)-(iii) of the present theorem.
The fifth condition follows from Theorem 4.
Consistent Estimation of Variance ofθ
This section discusses how to compute standard errors that take into account simulation noise. Using the formula for the asymptotic variance ofθ, we can calculate the standard errors as the square root of the diagonal of the matrix:
Let us describe each of the components separately. The Jacobian of the sample moments can be estimated usinĝ
In order to estimate ∂δt(θ) ∂θ 2 θ , recall that the estimated market shares are
The fixed point solutionδ at each θ is found by equating the estimated market shares to the observed market shares:
The Implicit Function Theorem implies thatδ is continuously differentiable in θ. Sinceδ does not depend explicitly on θ 1 , it suffices to compute the derivative with respect to θ 2 , evaluated atθ 2 :
As noted by Berry et al. (1995) , a large number of simulation draws is required for accuracy of the numerical integrals in the expression for the derivative ofδ with respect to θ 2 .
The variance covariance matrix of the sample moments is estimated as follows:
The optimal weighting matrix is estimated as 
Then,
Proof. See supplement 2.2.
Consistency of Laplace type Estimator
Laplace type estimators (LTEs) provide a computationally attractive alternative to directly minimizing the GMM objective, which is nonconvex and contains many local minima. LTEs are typically computed using Markov Chain Monte Carlo (MCMC) methods which generate a series of parameter draws such that the marginal distribution of this series is approximately the quasi-posterior distribution of the parameters. It is well-known (see e.g. Chernozhukov and Hong (2003)) that LTEs can be more generally expressed as the minimizer of a quasiposterior risk function formed using a convex loss function.
Theorem 8. Asymptotic Normality of Laplace Estimator: Suppose the following conditions and those in Theorem 6 are satisfied.
(ii) π : Θ → R + is a continuous, uniformly positive density function.
is consistent for θ 0 and has the same asymptotic distribution asθ:
Proof. See appendix section 9.3.
Examples of LTEs include the quasi-posterior mean, which corresponds to ρ(u) = u 2 2 and the quasi-posterior median, which corresponds to ρ(u) = u 1 .
6 Comparison with Freyberger (2015) We now discuss how our results relate to Freyberger (2015) 's results for overlapping simulation draws. Freyberger (2015) conjectures without proof the following asymptotic distribution under overlapping simulation draws:
As shown in section 3 of the supplement, it turns out that our finite sample variance estimate is numerically identical to Freyberger (2015) 
Now we consider our estimator's Taylor expansion. It follows from theorems 3 and 5 that
Matching the terms in our expansion with those in Freyberger (2015)'s,
In the case of R T , the leading bias term is O p √ m R , which converges in probability to zero.
Monte Carlo
We conduct Monte Carlo simulations using empirical moments from the automobiles dataset of Berry et al. (1995) that is posted as supplementary material to Knittel and Metaxoglou (2014) . Berry (1994) , we assume a linear structure for marginal costs which depends only on the characteristics of the products: mc j = x j γ 0 + η j . Using some assumed true values for the cost parameter γ 0 and the means (θ 0,1 ) and standard deviations (θ 0,2 ) of the demand parameters, we simulate the market shares of the products and the outside good and compute prices for all products in a given market as the firms' best response functions in a game of Bertrand competition. Specifically, for each market t = 1...T , prices are determined as
where ω q are the Gauss-Hermite quadrature weights and the v q are the quadrature nodes.
Using the generated data and the computed prices, we apply the Hamiltonian Markov Chain Monte Carlo (HMCMC) algorithm to compute the LTE estimates of θ 0 . The benefit of using the HMCMC algorithm as opposed to a traditional Metropolis Hastings MCMC algorithm is that the former uses the gradient of the objective function to guide the search for the true parameter values while the latter is essentially a random walk which can take extremely long to converge for parameters of even moderate dimensions.
The assumed true values of θ 0 and γ 0 , with the exception of the coefficient on price, are obtained from Table IV in Berry et al. (1995) and repeated in Table 1 . We compare the empirical coverage frequencies of two types of confidence intervals:
We use the posterior mean asθ and the formulas provided in section 4 to computeΓ,Σ, and Ω. Results using the posterior median asθ are very similar and are available upon request. Table 2 provides the averageθ 1 computed using HMCMC, the average bias ofθ 1 , the averageθ 2 , the average bias ofθ 2 , the empirical coverage frequencies for θ 1 taking into account simulation noise, and the empirical coverage frequencies for θ 1 not taking into account simulation noise in settings with either 500 or 1000 markets and 20 products each.
We use 4000 Markov Chain iterations and burn in the first 2000 periods.
With the exception of the case of 500 markets and 50 simulation draws where there is overcoverage, the empirical coverage is fairly close to the nominal level of 95%. However, we would like to point out that the good coverage does not necessarily imply the parameter estimates have the correct sign or are close to the truth. For example, in the case of 500 markets and 100 simulation draws, the mean price coefficient is positive. In the case of 500 markets and 50 simulation draws, the mean price coefficient is more than three times too large. In the case of 1000 markets and 50 simulation draws, the mean price coefficient is more than three times too small.
Next we compare our HMCMC routine to two other commonly used methods for computing the parameter estimates: the nested fixed point (NFP) method as implemented in Conlon (2014) and the mathematical programming with equilibrium constraints (MPEC) method as implemented in Dubé et al. (2012) . Table 3 provides the averageθ 1 computed using MPEC, the average bias ofθ 1 , the averageθ 2 , the average bias ofθ 2 , the empirical coverage frequencies for θ 1 taking into account simulation noise, and the empirical coverage frequencies for θ 1 in settings with either 500 or 1000 markets and 20 products each. We can see that Table 4 provides the averageθ 1 computed using NFP, the average bias ofθ 1 , the averagê θ 2 , the average bias ofθ 2 , the empirical coverage frequencies for θ 1 taking into account simulation noise, and the empirical coverage frequencies for θ 1 in settings with either 500 or 1000 markets and 20 products each. We can see that NFP typically overcovers, and the average bias for some estimates can be quite high. Table 5 shows the average across-market means, mins, maxes, and quantiles of the estimated own price elasticities for the first product. The elasticities of the other 19 products are very similar and available upon request. We compute the bias between the price elasticities computed using the estimated parameter values versus those computed using the true parameter values. We can see that the elasticities computed using the HMCMC parameter estimates typically have smaller bias than those computed using the MPEC or NFP parameter estimates. The one exception is the case of 1000 markets, 20 products, and 50 Simulation Draws, in which case HMCMC has similar bias as MPEC, but still smaller bias than NFP.
We acknowledge that improvements in the various computational methods are on-going (see e.g. Conlon and Gortmaker (2019) ) and remain a good subject for further research. 
Conclusion
This paper has derived the asymptotic distribution of the parameters of the BLP model in the case of overlapping simulation draws. Asymptotics have been performed by sending the number of simulation draws and the number of markets to infinity but keeping the number of products in each market fixed. By writing the sample moment condition as a two-sample Ustatistic, we have shown that the simulated GMM estimator is asymptotically normal. Our results have allowed for the case where R T as long as both R → ∞ and T → ∞. We have derived the form of the asymptotic variance that accounts for both simulation variance and sampling variance and have also provided a consistent estimate which can be used to form asymptotically valid confidence intervals. To improve the computational performance, -19.091 -21.664 -20.342 -19.892 -19.356 -18.688 -17.622 -10.923 Bias and F * = t F F 0 + (1 − t F )F for t F ∈ [0, 1] and t δ ∈ [0, 1]:
In order to apply the Intermediate Value Theorem for functionals, we need to show that s(δ, X, F ; θ 0 ) is Fréchet differentiable in δ and F , that D δ s(δ, X, F ; θ 0 ) is continuous in δ, and that D F s(δ, X, F ; θ 0 ) is continuous in F .
First we compute the directional derivative of s(δ, X, F ; θ 0 ) in the directionδ (θ 0 ) − δ 0 evaluated at δ * and F * . Since g(δ, X, v r ; θ 0 ) ∈ (0, 1) , we can use Lebesgue's Bounded Convergence Theorem to interchange integration and differentiation.
The third equality follows from the fact that g(δ, X, v r ; θ) is differentiable in δ. Note that s δ (·) is a linear map for all δ and F because for all λ 1 , λ 2 ∈ R, h 1 , h 2 ∈ R JT ,
is also a bounded map for all δ because the elements of G δ (δ, X, v r ; θ 0 ) lie in (−1, 0) ∪ (0, 1) for all δ, X, and v r :
Therefore we have shown that s(δ, X, F ; θ 0 ) is Fréchet differentiable in δ and we can write
The directional derivative of s(δ, X, F ; θ 0 ) in the directionF − F 0 evaluated at δ * and F * is
Note that s F (·) is a linear map for all δ since for all λ 1 , λ 2 ∈ R, F 1 , F 2 ∈ F,
is also a bounded map for all δ and F because g(δ, X, v r ; θ 0 ) ∈ (0, 1) for all δ, X, and v r . For all F 1 ∈ F,
Therefore we have shown that s(δ, X, F ; θ 0 ) is Fréchet differentiable in F and we can write
To show that D F s(δ, X, F ; θ 0 ) is continuous in F , we will show that for all > 0, there
F − F , we can take = ν.
Now that we have checked that the Fréchet derivatives of s(δ, X, F ; θ 0 ) are continuous with respect to δ and F , we can apply the Intermediate Value Theorem to s(δ, X,F ; θ 0 ) − s(δ 0 , X, F 0 ; θ 0 ). Furthermore, Berry (1994) showed that for all X ∈ R d+1 , there exists a uniqueδ (θ 0 ) that solves s(δ, X,F ; θ 0 ) − s(δ 0 , X, F 0 ; θ 0 ) = 0. Therefore,
Rearranging,
We will show that √ R δ (θ 0 ) − δ 0 converges in distribution to a Gaussian random variable.
To do so, we first need to show that G = {g (δ, X, v r ; θ 0 ) : δ ∈ D} is a Donsker class. We will show that g (δ, X, v r ; θ 0 ) is Lipschitz in δ with a uniformly bounded Lipschitz constant, which is an example of a parametric class (van der Vaart (1998)). Since g (δ, X, v r ; θ 0 ) is continuously differentiable in δ, the intermediate value theorem implies that for all δ 1 , δ 2 ∈ D,
Recall that all of the elements of G δ (δ, X, v r ; θ 0 ) lie in (−1, 0) ∪ (0, 1) since ∂g jt ∂δ jt = g jt (1 − g jt ) for all j = 1...J, t = 1...T , and ∂g jt ∂δ kt = −g jt g kt for all k = j, t = 1...T . Therefore, sup δ∈D G δ (δ, X, v r ; θ 0 ) < ∞ and g (δ, X, v r ; θ 0 ) is Lipschitz in δ with uniformly bounded Lipschitz constant G δ (δ, X, v r ; θ 0 ) . Since we also showed in lemma 1 that G δ (δ, X, v; θ)dF (v)
is nonsingular for all δ, X, θ, and F , it follows that
Next, note that the intermediate value theorem implies there existsδ ∈ [δ * , δ 0 ] such that
Note that all of the elements of ∇ 2 δ g (δ, X, v r ; θ 0 ) lie in (−2, 0) ∪ (0, 2) since for all t = 1...T , ∂ 2 g jt ∂δ 2 jt = g jt (1 − g jt ) 2 − 2g 2 jt (1 − g jt ) for all j = 1...J, ∂ 2 g jt ∂δ 2 kt = −g jt (1 − g kt )g kt + g jt g 2 kt for all k = j ∂ 2 g jt ∂δ kt ∂δ jt = −g jt (1 − g jt )g kt + g 2 jt g kt for all k = j, and ∂ 2 g jt ∂δ kt ∂δ ht = −2g jt g kt g ht for all k = j, h = j, k = h. Therefore, sup δ∈D ∇ 2 δ g (δ, X, v r ; θ 0 ) < ∞ and ∇G = {G δ (δ, X, v r ; θ 0 ) : δ ∈ D} is a parametric class and therefore a Donsker class. It follows then that
Note that δ * is also √ R-consistent for δ 0 since it lies between the √ R-consistent estimator δ (θ 0 ) and δ 0 . SinceF is consistent for F 0 , and F * lies betweenF and F 0 , F * is consistent for F 0 . The continuous mapping theorem implies that
Therefore,
Proof of Theorem 3
Proof. From proposition 2, for all t = 1...T ,
The sample and population moments arê
Our sample moments scaled by √ m , where m = min(R, T ), can be rewritten as
Since X 1 , ..., X T , Z 1 , ..., Z T , ξ 1 , ..., ξ T and v 1 , ..., v R are drawn i.i.d. from two different independent distributions, the first term is a two-sample U-statistic:
We can decompose the two sample U-statistic into the sum of two projection terms and a remainder term. The first projection term integrates out the v r while the second term integrates out the Z t , X t , and ξ t .
(g t (δ 0t , X t , v r ; θ 0 ) − E v [g t (δ 0t , X t , v; θ 0 )]) dP (Z t , X t , ξ t ).
Neumeyer (2004) shows that
It follows from the Lindeberg-Levy central limit theorem that
where k = lim T →∞,R→∞ R T , Σ f = V ar(f (Z t , δ 0t , X t ; θ 0 )) = 0, and Σ h = V ar (h (v r ; θ 0 )).
Since {X t , Z t , ξ t } T t=1 are independent of {v r } R r=1 ,
Proof of Theorem 8
Proof. We first check that assumptions 1-4 of Chernozhukov and Hong (2003) are satisfied.
Condition (i) of Theorem 4 in combination with condition (i) of the present theorem is assumption 1 of Chernozhukov and Hong (2003) . Condition (ii) of the present theorem is assumption 2 of Chernozhukov and Hong (2003) . We assumed in Theorem 5 that inf ( γ(θ) W T − γ(θ 0 ) W T ) ≥ = 1. Assumption 4(i) is a quadratic expansion of the sample objective function around θ 0 , which we know to exist from differentiability of γ(θ) at θ 0 (condition (i) in Theorem 6). Assumption 4(ii) is the asymptotic normality of Γ W √ mγ(θ 0 ), which we showed in Theorem 6. Assumption 4(iii) follows from nonsingularity of Γ W Γ.
We show assumption 4(iv) by showing that the remainder term in the quadratic expansion of the sample objective function around θ 0 converges in probability to zero uniformly over θ in a δ m ball around θ 0 . Define
We can show that for any κ m → 0,
