Abstract-Clustering is one of the most versatile tools for data analysis. Over the last few years, clustering that seeks the continuity of data (in opposition to classical centroid-based approaches) has attracted an increasing research interest. It is a challenging problem with a remarkable practical interest. The most popular continuity clustering method is the Spectral Clustering algorithm, which is based on graph cut: it initially generates a Similarity Graph using a distance measure and then uses its Graph Spectrum to find the best cut. Memory consuption is a serious limitation in that algorithm: The Similarity Graph representation usually requires a very large matrix with a high memory cost. This work proposes a new algorithm, based on a previous implementation named Genetic Graph-based Clustering (GGC), that improves the memory usage while maintaining the quality of the solution. The new algorithm, called MultiObjective Genetic Graph-based Clustering (MOGGC), uses an evolutionary approach introducing a Multi-Objective Genetic Algorithm to manage a reduced version of the Similarity Graph. The experimental validation shows that MOGGC increases the memory efficiency, maintaining and improving the GGC results in the synthetic and real datasets used in the experiments. An experimental comparison with several classical clustering methods (EM, SC and K-means) has been included to show the efficiency of the proposed algorithm.
I. INTRODUCTION
Clustering has become an important field in Data Mining. It is used to find hidden information or patterns in an unlabeled dataset and has several applications related to biomedicine [1] , marketing [2] , image segmentation [3] and virtual worlds [4] amongst others.
The most classical clustering techniques, K-means [5] and Expectation Maximization (EM) [6] , come from Statistics. These parametric techniques have been used to solve several problems (i.e. data grouping), however, they are not suitable to solve other problems which requires a non-parametric approximation (i.e. image segmentation).
Spectral Clustering (SC) [7] have been designed to deal with non-parametric clusteting. SC uses a graph representation of the dataset and spectral analysis to generate the final clusters. SC has several problems related to its robustness and graph storage [8] .
In our previous work, we have proposed a Genetic Graphbased Clustering algorithm (GGC) [8] to deal with the robustness problem. It combines the classical K-Nearest Neighbourhood (KNN) algorithm [9] and the Minimal Cut measure [10] to search the best cut of the graph.
GGC uses the same graph representation that SC and also improves the robustness of the clustering results related to the metric used to measure the data similarity. However, this algorithm has the same memory usage problems than SC: It generates a matrix comparing all data instances pair to pair, whether the problem is focused on large datasets, this matrix becomes extremely big and it is difficult to store (and therefore to compute) all its information.
In this paper we propose a new algorithm named Multi-Objective Genetic Graph-based Clustering Algorithm (MOGGC). It is based on GGC and combines Multi-Objective Genetic Algorithms (MOGA) [11] with graph-continuity metrics to achieve two goals: Lower memory consumption and increased solution quality in comparison to GGC. In order to assess MOGGC performance, we compare it with three classical clustering algorithms (K-means, EM and SC) and the original GGC. The experimentation reported in this paper involves synthetic and well-known UCI datasets.
The paper is structured as follows: Section 2 explains the Related Work, Section 3 presents the algorithm, Section 4 reports the experiments and, finally, the last Section summarizes the conclusions and introduces future work.
II. RELATED WORK
The study of the clustering problems has become a very important topic over the last few years. The different methods are divided in three main categories [12] : partitional, which consists in a disjoint division of the data where each element belongs only to a single cluster; overlapping or non-exclusive, that allows each element to belong to multiple clusters and finally hierarchical, it nests the clusters formed through a partitional clustering method creating bigger partitions and grouping the clusters by hierarchical levels.
This work is focused on partitional clustering based on Graph Theory [10] . Some of these algorithms generate a graph from the datasets, where the graph structure defines a topology over the data according to its similarity. The most usual approaches try to cut the graph using different metrics such as NCut or RadioCut [10] . However other methods, known as Spectral Clustering (SC) methods [7] , are based on the Graph Spectrum analysis. SC was introduced by Ng et al. in [13] .
Graph-based clustering algorithms are divided in three main steps: 1) A Similarity Function is applied to all the pairs of data elements to generate a Similarity Graph. There are three different kind of similarity graph: the -neighbourhood graph or -Similarity Graph (all the components whose pairwise distance is smaller than are connected), the K-nearest neighbour graph or K size -Similarity Graph (the vertex v i is connected with vertex v j if v j is among the K-nearest neighbours of v i ) and the fully connected graph or full-Similarity Graph (all points with positive similarity are connected with each other).
2) The Laplacian Matrix (or Spectrum) of the Similarity Graph is extracted to study its eigenvectors. There are three different Laplacian matrices [7] that determine the different versions of the SC algorithm: Unnormalized SC (the Laplacian matrix is:
) and Normalized SC related to Random Walks (the Laplacian matrix is:
3) K-means, or other partitional clustering technique, is
applied to the matrix formed by the k-first eigenvectors to discriminate the information and assign the final clusters. The main problem of SC methods is related to the graph spectrum analysis. It requires to work with several matrices that generates a high computationally costs and a nonparallelizable structure that makes difficult to work with large datasets. To deal with this problem this work develops a genetic-based approach which minimizes the information taken from these matrices trying to achieve similar results as classical approaches. Our approach uses Genetic Algorithms (GA) and Multi-Objective Genetic Algorithms (MOGA).
GA has been traditionally used in optimization problems. The complexity of the algorithm depends on the codification and the operations that are used to reproduce, cross, mutate and select the different individuals (chromosomes) of the population [14] . This kind of algorithms applies a fitness function which guides the search to find the best individual of the population. GA has been successfully applied to the clustering problems, Hruschka et al. [12] present a complete survey with some examples of the different operations, codifications, fitnesses and genetic algorithms which have been used in the literature to deal with different clustering problems.
On the other hand, in this work we use a Multi-Objective Genetic Algorithm (MOGA) [15] . This approach is characterized by the capability to use opposite objectives in the same fitness function. The evolution of the individuals defines a Pareto Front where the best fitness value according to the metrics is found. These solutions are called dominant solutions and define a set of possible solutions to the problem.
MOGAs have been applied to several clustering problems [12] . There are usually two main approximations: some works generate a new MOGA to create a new clustering algorithm [16] , while others apply classical MOGAs to solve the problem of minimizing some cost functions which are the objectives of the fitness function [17] . The most classical MOGAs are SPEA2 (Second version of the Strength Pareto Evolutionary Algorithm [18] ), NSGA-II (Nondominated Sorting Genetic Algorithm [19] ) and PESA [20] amongst others. These algorithms have been applied in clustering problems with different results [17] . NSGA-II and SPEA2 have demonstrated to achieved good results applied to clustering problems, however, SPEA2 usually defines a better Pareto Front than NSGA-II [18] . This work is based on a MOGA implementation which optimizes two objectives using SPEA2.
III. THE MULTI-OBJECTIVE GENETIC GRAPH-BASED CLUSTERING (MOGGC) ALGORITHM
This section describes the Multi-Objective Genetic Graphbased Clustering (MOGGC) algorithm. MOGGC uses the SPEA2 algorithm for the genetic evolution of the set of solutions which are coded as the population. This algorithm is a MOGA which improves the results of the convergence through the Pareto Front.
SPEA2 starts with two populations P 0 and P 0 , the first is known as the internal population and the second is the external population which is initially empty (see line 1 of Algorithm 1). During each generation, the algorithm calculates the fitness of both populations (P t and P t ), and takes the non-dominant individuals to the external population of the next generation (see lines 3 and 4 of algorithm 1). If the external population is bigger than the initial size it is reduced and when the size is smaller it is filled with dominated individuals of the original populations using a truncation method (see lines 5 to 9 of Algorithm 1). Next, it fills a mating pool with individuals of P t+1 selected by binary tournament and applies the genetic operations to generate the new population P t+1 (see lines 13 and 14 of Algorithm 1). This algorithm keep a copy of the best Pareto Front selection of each generation in the external population, As K-means requires, it is necessary to give an initial number of clusters to MOGGC. It begins with a K sizeSimilarity Graph (see Section 2) in the same way that the Spectral Clustering algorithm makes. The population is a set of possible solutions (partitions) which evolves until the best solution is achieved, or the number of generations is ended. The fitness function is a quality measure for those solutions.
MOGGC is a continuity-based clustering algorithm that was created using GGC [8] as a starting point. GGC was created to improve the robustness of the solutions reducing the dependency to the metric parameters. It used an hybrid metric and a simple GA, instead of a multi-objective approach, to guide the heuristic search. Both algorithms MOGGC and GGC algorithms are applied in three steps: 1) Similarity Graph generation: a Similarity Function (usually based on a kernel) is applied to the data instances (i.e., the domain concepts), connecting all the points with each other. It generates the Similarity Graph. 2) Genetic search: Giving an initial number of clusters k clusters , the GA generates an initial population of possible solutions and evolves them using a fitness function to guide the algorithm to find the best solution.
Algorithm 1 Pseudo-code of the SPEA2 algorithm [18] Require: N (population set); N (archive size); T (generations) Ensure: A (non-dominated set) .
1: P 0 = random population; P 0 = ∅;
Calculate Fitness of P t and P t .
4:
Copy non-dominated individuals in P t and P t to P t+1
5:
if size(P t+1 ) > N then 6: reduce P t+1 7:
Fill P t+1 with dominated individuals in P t and P t
9:
end if
10:
if t == T or any stopping condition is satisfied then
11:
Break the loop.
12:
13:
Fill the mating pool with individuals of P t+1 selected by binary tournament.
14:
Apply the recombination and mutation to the mating pool and set P t+1 to the resulting population. 15 : end for 16: return A = {non-dominated individuals in P t+1 } It stops when a good solution is found, or a maximum number of generations is reached. 3) Clustering association: The solution with the highest fitness value is chosen as a solution of the algorithm and the data instance are assigned to the k clusters clusters according to the solution chosen.
A. Codification and Genetic operators
The codification is a simple label-based representation [12] . Each individual is a n-dimensional vector (where n is the number of data instances) which has integer values between 1 and the number of clusters. They represent a cluster selection for the dataset.
During the evolution process, the operators can create invalid individuals. These individuals represent solutions where one or more clusters have no elements. In this problem of partitional clustering, these solutions are not valid because the number of clusters is initially given. To avoid the invalid individuals generation problem, they receive a 0 fitness value. The operators used can be briefly summarized as follows:
• Selection: The selection process is a tournament selection.
• Crossover: The crossover exchanges strings of numbers between the two chromosomes (both strings have the same length).
• Mutation: The mutation is adaptive. It works as follows:
1) For each chromosome, it randomly chooses if the mutation is applied. The mutation probability is fixed at the beginning.
2) When a chromosome is chosen, it decides the alleles which are mutated. The decision considers the probability of the allele to belong to the cluster which have assigned. If the probability is high, the allele has a low probability of mutate and vice versa. In this algorithm, this probability is calculated applying the metric defined in the fitness function to one allele. 3) The alleles are mutated. The new value is a random number between 1 and the number of clusters.
B. The Fitness Objectives
The fitness function is divided in two objectives: improve the data continuity degree and improve the cluster separation. It uses a K size -Similarity Graph [7] as a starting point like other Spectral Clustering techniques. The K size value limits the memory used to a matrix K size ×N where N is the number of data instances.
1) Data Continuity Degree: This objective function is applied to each cluster. It calculates the total edges sum for each minimal spanning tree of each connected component of the K size -Graph G (see Algorithm 2) . Starting in the first node (it supposes, without loss of generality, that the nodes are numerically ordered), the algorithm generates two list: the first initially contains all nodes and the second is empty (see line 1 of Algorithm 2). While any of the lists contains at least one element, the first list will give to the second all nodes connected within the neighbourhood of the current node and internally will count the minimal spanning tree edges (see lines 3 to 9 of Algorithm 2). Due to the graph is not full-connected, this process will follow which each connected component (see lines 10 to 17 of Algorithm 2). This metric measures the continuity of the data as a graph structure inside the clusters. The arithmetic average value of the metric is the result of this objective.
2) Clusters Separation: The second objective of the fitness function is the cluster separation. To ensure the cluster separation the following metric has been applied to each cluster:
where C is a cluster, G is the K size -Graph, v i is the vertex i, w ij is the edge weight value from i to j. It calculates the arithmetic average value of the edge weights between the different clusters. The MOGA implementation is necessary due our current objectives from previous fitness functions. The two objectives are opposites: the first tries to improve the intra-clusters distance and the second the extract-cluster distance. In the first case, a single cluster would guarantee a maximum value while, in the second case, a cluster per instance would guarantee the maximum value.
C. Choosing the solution from the Pareto Front
Due the necessity to choose one of the solutions from the Pareto Front, the experimental results (see Section IV) Algorithm 2 Data Continuity Degree Algorithm Require: C cluster with an order relationship Ensure: ν (connectivity factor) .
1: Let L1 = C and L2 = ∅ and set ν = 1; 2: Move the first element of L1 to L2;
Set v i = the first element of L2 (Extract it from the list); 5: for v j ∈ G do 6: if vj ∈ L1 and v j > v i then
7:
Move v j from L1 to L2; 8: ν + +;
9:
end if 10:
end for
11:
if L2 = ∅ then
12:
if L1 = ∅ then 13: break;
15:
Move the first element of L1 to L2;
16:
end if 17: end while 18: return ν/|C|;
shows that the solution with the highest value of the Cluster Separation metric in the Pareto Front always obtains better accuracy values. Therefore, this value has been chosen as the algorithm solution.
D. Differences between MOGGC and GGC algorithm
The most important differences of MOGGC and GGC algorithm are both the structural differences of the algorithms and the fitness functions.
The structure of MOGGC is a MOGA while the structure of GGC is a simple GA. However, the codification and the operations are the same for both algorithms.
The fitness functions are highly different. While MOGGC uses a K size -Similarity Graph, GGC uses a full-Similarity Graph (see Section II). The main different between the two graphs is their memory size: a full-Similarity Graph is an N 2 matrix where N is the number of instances while a K sizeSimilarity Graph is a K size ×N matrix where K size << N . In the first case, the Similarity Graph grows exponentially while, in the second case, it grows linearly.
The fitness calculus are also different, MOGGC uses the Data Continuity Degree and the Clustering Separation metrics (see Section III.B) and GGC uses the Minimal Cut metric and a K-Nearest Neighbour (KNN) approximation [8] to calculate a single fitness value which is an equilibrium of these two measures.
IV. EXPERIMENTAL RESULTS
This section shows the experimental results. The first part, presents the datasets which have been used to test the algorithm. The second, describes the evaluation metrics and the experimental set-up. The third part, shows the results on the synthetic and real-world datasets which have been taken from the literature. Finally, the last part shows a comparison between the memory cost of GGC and MOGGC.
A. Evaluation Datasets
This section describes the different datasets which have been used for the algorithm testing phase. Synthetic and Real World datasets have been used to check the algorithm accuracy. These datasets have been extracted from different works related to clustering problems.
1) Synthetic datasets: The datasets which have been chosen are (see Fig. 1 ):
• Aggregation (Ag) [21] : This dataset is composed by 7 clusters, some of them can be separated by parametric clustering.
• Jain (Jn) [22] : This dataset is composed by two surfaces with different density and a clear separation.
This dataset is divided in 15 clusters which are clearer separated.
• Spiral (Sp) [24] : In this case, there are 3 spirals close to each other.
2) Real-World datasets: The datasets which have been chosen have been extracted from the UCI database [25] . They are the following: 
B. Evaluation Techniques and Experimental Setup
The MOGGC algorithm has been compared against different clustering algorithms. These algorithms have been taken from the literature and from our previous work. The classical algorithms which have been chosen are: K-means, Expectation Maximization and Spectral Clustering. Also, it has been compared against the previous implementation of GGC algorithm [8] .
The similarity between the clusters have been calculated using the following similarity metric:
where n is the number of elements, C i , C j the clusters which are compared, |C i | is the number of elements of cluster C i and δ q Ci is the Kronecker δ defined by:
where x q is an element. The evaluation process has calculated the maximum accuracy for all the algorithms. All of them have been executed 150 times per dataset. The metric which has been used for the evaluation of K-means and EM is the Euclidean Metric defined by:
Where
. And the metric for SC, GGC and MOGGC which has been used in the Similarity Matrix Generation is the Radial Basis Function (RBF) defined by [30] :
The σ value has been calculated using the approximation method elaborated by Andrew Ng in [13] .
Also, the genetic approaches have been initialized with different parameters. The best parameters for the GAs are shown in Tables I and V for GGC and Tables II and VI for MOGGC. These parameters have been chosen from the experimental results as the best convergence parameters found, nevertheless other parameter choices should obtain similar results. Finally, the K size value for MOGGC can be found in Table VIII . Fig. 1 shows the classification results of the different datasets. Table I and Table II show the best fitness values achieved by the GGC and MOGGC algorithms respectively and the parameters selection. In these cases, the σ parameter to generate the similarity matrix of the Spectral Clustering, GGC and MOGGC algorithms is 100 (it has been approximated using the method described by Ng et al. [13] ). The best accuracy results have been selected for the algorithms.
C. Synthetic results for the MOGGC algorithm
MOGGC and GGC correctly classify Aggregation. GGC achieves a fitness value of 0.99 which is the maximum value of fitness achieved by the algorithm (it might be a consequence of those elements which could belong to two clusters) and MOGGC achieves a fitness value of 1.0 for both, Data Continuity Degree and Clusters Separation which means that the continuity of the information of each clusters is high and also the differences between the clusters. EM, Kmeans and SC have problems related to the form of the data. These problems could be a consequence of local minimum convergence in the search space. Spirals is impossible to classify using parametric algorithms and the Euclidean distance (in this case, K-means and EM). This dataset is a perfect example for continuity-cluster separation algorithms such as SC, GGC or MOGGC, for that reason, all of them achieve the best accuracy values (see Table III ) with the highest fitness in GGC and MOGGC (see Tables I  and II) .
Jain is also difficult for parametric techniques. It produces low accuracy values for EM and K-means compared with SC, GCC and MOGGC. This dataset is usually used to test continuity-clustering algorithm modifying the density of the clusters, in this case, the first clusters has a clearly lower data density than the second. These non-parametric algorithms (including SC) have been designed to deal with this kind of problems as the accuracy and fitness results shows.
Finally, the R15 dataset is a good election to test MOGGC algorithm as a parametric algorithm. The results for this dataset shows that EM obtains the best results from classical algorithms. SC obtains worse results than EM due to the noisy information of the clusters, which cover the center of the image (see Fig. 1 ). MOGGC and GGC obtain the maximum accuracy values, however, the fitness values are lower than in the previous problems (see Tables I and II) . GGC fitness value might be a consequence of the noisy information because the clusters are closed to each other. That should be the reason because MOGGC has lower cluster separation (0.98). The continuity degree is also lower (0.87) than in the other cases, it must be because some instances of the clusters are separated from the rest.
This synthetic analysis gives some intuitions about the effectiveness of the MOGGC algorithm and the similarity between its results and GGC results. The following experiments will check the efficiency on real-world datasets.
D. Real-world results for the MOGGC algorithm
This section shows the results of the MOGGC algorithm applied to real world datasets. First, it is focused on the preprocessing phase of the datasets. Next, the experimental results obtained from MOGGC are compared against to the classical algorithms considered and GGC.
1) Preprocessing:
The preprocessing process is divided in two steps:
• The first step has been related to the study of the available variables through histograms and correlation diagrams which were used for dimension reduction. The information provided by this phase shows the values which are useless because, for example, are constants or have a high correlation (more than 0.85 if we consider that the correlation values is in range [0, 1]) with other variables. This means that they may variate the clustering results, if they are not eliminated, with redundant information. Those elements with missing values have been also deleted. • The second preprocessing phase consists on the normalization of the variables. First, the attributes with outliers are recentralized. After, the same range is applied for all.
We combine Z-score [31] to recentralized the distribution and avoid outliers and MinMax [32] to fixed the range of all the values between 0 and 1. Iris (Ir), Wine (Wn), Glass (Gl), Wine Quality (WQ) and Page Block (PB) datasets contain a few number of attributes. After the analysis of the variables, the correlation shows that the dimensionality reduction is not necessary. However, in the case of Libras Movement (LM) and Ozone Level Detection (OL) datasets there are a lot of attributes which do not contribute to the analysis due to the high correlation between them (see Table IV ). These attributes have been reduced in the first step leaving 18 of 90 attributes for Libras Movement and 28 of 73 for Ozone Level Detection. In the Ozone Level Detection datasets, there are several instances which contain missing values, all these instances have been omitted for the analysis (see Table IV ).
All the attributes from the datasets considered have been normalized applying the techniques of the second step.
2) Results:
The experiments have followed the same procedure that was made in the synthetic datasets experiments. The value of σ has been approximated to 100 for Iris, Wine and Glass, 2 for Libras Movement and Ozone Level Detected and 0.1 for Wine Quality and Page Block. The results are shown in Table VII .
The results for the Iris show that EM is the best classifier (with an accuracy of the 96,67%), MOGGC is the second (96%) and the GGC algorithm is the third (92%), it could be due Iris dataset has instances of different classes which are closed to each other, the GGC algorithm has problems to discriminate the boundary of the clusters specially when there are intersections between the clusters. This problem also affects to MOGGC algorithm. The fitness achieved by GGC and MOGGC is high in both cases (see Table V and VI), it means that the solution of the algorithm should be the best solution they are able to find.
The results for the Wine datasets shows that all the algorithm obtain high accuracy values (higher than the 95%), and the Genetic Algorithms obtain a perfect classification with the maximum fitness value for GGC and maximum Cluster Separation for MOGGC. These results are a consequence of the data distribution, the classes are clearer separated than in the Iris case (as the different clustering techniques show). It improves the results of the GGC and MOGGC algorithms, because the boundary is clearer.
Glass dataset is a difficult classification case, the results show that both, the classical and the new algorithms have problems to blindly separate the classes. In this case, SC obtains the best classical algorithm results while GGC obtains the same value of SC and MOGGC obtains the best results. However, the fitness metrics values are low for both which means that they might find other solutions in the search space although these solutions are those with higher fitness of the experimental tests.
Libras Movements dataset is also a difficult classification case, again the classical and the new algorithms have problems to blindly separate the classes. In this case, SC obtains the best results from the classical algorithms while GCC and MOGGC obtain the same results. However, the fitness metrics values are still low for both.
Ozone Level Detected is easier for the continuity-clustering algorithms. In this case, SC, GCC and MOGGC obtain the best classification results.
Wine Quality is a difficult problem for clustering techniques. The worst results are achieved by the parametric algorithms (the accuracy is lower than the 30%). The results of the non-parametric techniques are the same. MOGGC has a high value of the Clusters Separation fitness, which means that this solution is closed to the best solution that it is able to find. In the case of GGC, the fitness is 0.80, it means that the algorithm might be able to find others solutions although this value was the best convergence value reached by the algorithm.
Page Block is also a difficult problem for parametric approximation and a good memory efficiency example. The parametric algorithms have achieved low accuracy results while SC and MOGGC have achieved the same solutions. These results show that GGC and MOGGC have achieved the best solution according to the Cluster Continuity metric, however, in this case, the Continuity Degree Value is smaller than usual. Analysing the parametric clustering results, they show that the data instances within the clusters should be separated between them instead of have a clear union between them. MOGGC algorithms. There are some cases where the memory efficiency is highly relevant such as Ozone Level Detection, Wine Quality and Page Block. Specially, in the Page Block problem, the matrix takes up the 0.2% of the original matrix. This important improvement joined with the performance efficiency, makes the algorithm highly competitive against other approaches.
E. The memory optimization of the Similarity Graph

V. CONCLUSIONS AND FUTURE WORK
This work proposes MOGGC, a new clustering algorithm, inspired by GGC, that introduces Multi-Objective Genetic Algorithms. MOGGC uses a simple codification and GAbased operations combined with the SPEA2 algorithm. In comparison to GGC, the new algorithm requires less memory while, at the same time, increases the quality of the evolved clusters. MOGGC is applied to a reduced version of the Similarity Graph which is generated in the first step of the Spectral Clustering algorithm. The results, given in Section IV, show that the new algorithm obtains excellent results that are better than the classical algorithms, and has a similar (or better) classification results than previous obtained using GGC, while the memory usage is clearly optimized. The future work will be focused on several improvements that could be made to the MOGGC algorithm. On the one hand, the effects of noisy information should be deeply analysed, whereas on the other hand the number of clusters could be automatically selected using strategies such as crossvalidation. Finally, other fitness functions which could improve the MOGGC algorithm convergence, and the clusters quality, could be studied.
