We derive the thermodynamic conditions necessary for two elastoplastic solid phases to coexist in equilibrium. Beyond temperature, velocity, and traction continuity, these conditions require continuity of a generalization of the specific Gibbs free energy. We express this quantity in the Eulerian frame as well as the Lagrangian frame. We also show that two approaches in deriving the equilibrium conditions, one on the continuum level and the other on the atomistic scale, yield the same results. Finally, we discuss two possible interpretations for the Gibbs free energy, which lead to distinct generalizations, except in the case of inviscid fluids, where they coincide.
Introduction
Our goal is to derive the conditions that characterize the thermodynamic equilibrium of two coexisting solid phases for an elastoplastic material. These conditions answer the question: what are the proper boundary conditions at an interface between two solids in equilibrium? This question arises in many applications, such as those involving a transformation from one solid phase to another.
For inviscid fluids, the well-known conditions due to Gibbs provide a complete answer to the corresponding question. For solids, however, only approximate conditions are in widespread use. These approximate conditions are obtained by "extending" the conditions for fluids [1, 2] . Such extensions are not correct because the behavior of a solid is more complex than that of a fluid, being that the stress in a solid tensor, not simply a scalar.
In the present work, we follow a different approach. We examine the underlying principles that hold at a solid-solid interface, and we reformulate two different approaches to deriving the necessary conditions in the Lagrangian frame. The first approach [3] considers a solid to be a continuum; the second approach [4] views solids on atomistic scale. In reformulating each approach, we avoid assuming that either the transformation strain or the elastic strain is infinitesimal. However, the thickness of the interfacial region is neglected, and surface energy is not considered.
In addition to deriving them for the Lagrangian frame, we derive the equilibrium conditions for the Eulerian frame. In particular, we arrive at a transparent formula for the proper generalization of the Gibbs free energy. Deriving the equilibrium conditions on the continuum level in the Eulerian frame is a prerequisite for comparing the two Lagrangian approaches. We show that these two approaches produce identical thermodynamic equilibrium conditions.
One issue that we highlight is how best to define the Gibbs free energy for solids. We review how the Gibbs free energy for fluids is defined in order to guide the choice of definition for solids. Rather surprisingly, we find that two possible definitions of Gibbs free energy, one as a quantity that must be continuous across a material interface in equilibrium and the other as the chemical potential, yield different formulae for solids.
At the conclusion, we will have a set of necessary conditions for a solid-solid interface to be in equilibrium. In some applications, however, these conditions do not provide a set of boundary conditions that is complete, that is, fully determines the evolution of the interface. We assert that this situation is not a failure for the necessary conditions, but rather is inherent for solid-solid interfaces and that materialspecific interface conditions (e.g., a constitutive relation) are needed as supplemental boundary conditions.
Solid Interface Conditions Derived from the Rankine-Hugoniot Jump Conditions [3]
The continuum-level thermodynamic equilibrium conditions that hold at an interface between two solids can be derived from the Rankine-Hugoniot jump conditions. These conditions constrain the two states on either side of a discontinuity (which can represent a shock wave or a material interface) in conformance with conservation of mass, momentum, and energy.
Inviscid Fluid Dynamics.
As motivation, we first review the Rankine-Hugoniot jump conditions for inviscid fluid dynamics. Here, ρ is the mass density, u i is the particle velocity, ε is the specific internal energy, s is the specific entropy, p is the pressure, v := ρ −1 is the specific volume, q i is the specific heat flux, T is the temperature, s n is the interface propagation speed, m is the mass flux through the interface, and n i is the unit vector normal to the interface, pointing from the side labeled − to the side labeled +. Also, for a state quantity A, define ΔA := A + − A − and A := 1/2(A − + A + ). The well-known Rankine-Hugoniot jump conditions corresponding to mass, momentum, and energy conservation are [5] [6] [7] ρ − n i u i − − s n = ρ + n i u i + − s n =: m,
m Δε + p Δv + Δ n i q i = 0.
We also have the entropy inequality that
Notice that the mass jump condition implies that
Remark 2. We allow for heat flow across the interface so that the temperature can become continuous. When the temperature is uniform, the heat flux is zero.
A necessary condition for thermal equilibrium at the interface is that the temperature is continuous. Subtracting the entropy jump condition, multiplied by the common value of temperature, from the energy jump condition gives
Since
this inequality is equivalent to
In thermodynamic equilibrium, where m → 0 and no entropy is generated at the interface (i.e., the inequality becomes equality),
We recognize the quantity in brackets as the specific Gibbs free energy g := ε−Ts+ pv. The thermodynamic equilibrium conditions are therefore
where (11) and (12) derive from (5) and (2), respectively, in the limit as m → 0.
Lagrangian Elasticity.
We turn now to elasticity. In the notation, we employ for Lagrangian continuum mechanics, F i α is the deformation gradient, ρ 0 is the reference mass density (ρ 0 = ρJ, where J := det F), V i is the particle velocity, P iβ is the first Piola-Kirchhoff stress tensor, Q γ is the specific heat flux, S N is the interface propagation speed, and N α is the vector normal to the interface. The Rankine-Hugoniot jump conditions corresponding to continuity, momentum and energy conservation, and entropy balance are [8] 
Remark 3. Because N α and n i are related through n j = JN β (F −1 ) β j , our assumed normalization n i n i = 1 precludes setting N α N α = 1.
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The energy jump condition, combined with the mass jump condition, is
where v 0 := ρ 0 −1 . Subtracting the entropy jump condition, multiplied by the common value of temperature, we obtain
As
where C αβ = F iα F i β is the Cauchy-Green tensor, we find that
In thermodynamic equilibrium, where S N → 0 and no entropy is generated at the interface,
As we shall soon justify, we identify the quantity in brackets,
as the generalized specific Gibbs free energy. The thermodynamic equilibrium conditions are therefore
where (25) and (26) derive from (14) and (15), respectively, in the S N → 0 limit.
Remark 4. Notice that in contrast to the case of inviscid fluid dynamics, the tangential velocity jump is constrained to be zero; that is, there is no slip at the interface. If the continuity equation is not enforced at the interface, the two materials can slip relative to each other, in a manner controlled, for example, by a friction law.
Define the Eshelby energy-momentum tensor
Then, the generalized specific Gibbs free energy is related to the normal-normal component of M α
We may also express the Eshelby energy-momentum tensor in terms of the symmetric Piola-Kirchhoff tensor S αγ , which is defined by the relationship
When S αβ = −J p(C −1 ) αβ , as it is for an inviscid fluid, the tensor v 0 M α β reduces to gδ α β , so that g reduces to g. This result motivates calling g the generalized specific Gibbs free energy.
Eulerian Elasticity.
Next, we derive the equivalent form of the thermodynamic equilibrium conditions in the Eulerian frame. Recall that the Cauchy stress is
and that the spatial normal n i corresponding to N γ is
Therefore,
Thus,
and the thermodynamic equilibrium conditions are
Δ σ i j n j = 0,
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This notation is natural because the normal component of J i is J : n i J i = J. In terms of this notation, the generalized specific Gibbs free energy simplifies to
and the thermodynamic equilibrium condition is
When the Cauchy stress is decomposed as
where p := −(1/3)σ k k is the mean pressure and s i j is the deviatoric stress, then the generalized specific Gibbs free energy takes the form
Thus, the thermodynamic equilibrium condition is
If the Cauchy stress is an isotropic pressure, that is, s i j = 0, then g reduces to ε − T s + pv = g. More generally, we may derive the approximate form of the generalized specific Gibbs free energy in the small-strain limit. If i j denotes the infinitesimal strain, then b i j is related
to within second order in the displacement gradient. As a result,
where s nn := n i s i j n j and nn := n i i j n j . Thus, with σ nn := n i σ i j n j = −p + s nn ,
Notice that the quantity in brackets vanishes if s i j is diagonal.
Remark 5. The generalized Gibbs free energy for solids of Sections 2.2 and 2.3 are based on the conception that the Gibbs free energy is a quantity that is continuous at the phase boundary at the equilibrium. Another interpretation of the Gibbs free energy is that it is the proportionality coefficient between the increase in the total internal energy and the extra mass added to the system, that is, chemical potential. We examine this issue in the discussion.
Plasticity.
Deriving the proper equilibrium conditions from the Rankine-Hugoniot jump conditions that include the effects of plasticity requires the governing equations for the plasticity to be in conservative form. Unlike elasticity, the plastic response of a material depends on the type of a material, the deformation rate, and so forth; a universal form of the plastic flow equation is not available. In this paper, we consider one important class of plasticity, namely, viscoplasticity. In the following, we present the flow rule and hardening law for viscoplasticity in conservative form. We refer the readers to [8] for more details.
First of all, we decompose the deformation gradient as a product
where (F p ) aα , called the plastic part of the deformation gradient, is a matrix of the same type as the gradient of a map from the undeformed (Lagrangian) frame to an intermediate reference frame in which the material is in a stress-free state, and (F e ) i a , the elastic part of the deformation gradient, is a matrix of the same type as the gradient of a map from the intermediate reference frame to the deformed (Eulerian) frame. In addition, we define the plastic strain E p αβ to be
In general, the flow rule can be written aṡ
where K stands for extra internal variables such as a hardening parameter. The hardening law takes the forṁ
Both of these equations are in conservative form. The corresponding jump conditions are
When the interface is moving at the nonzero speed, we conclude that the jump in E p αβ and K vanish. Taking the limit S N → 0, we conclude that ΔE p αβ = 0,
at the interface. Together with (24)-(27), and (54) must be satisfied at the interface between viscoplastic materials in equilibrium.
Thermodynamic Equilibrium across a Coherent Interface [4]
In this section, we derive the thermodynamic equilibrium conditions across a coherent interface. A coherent transformation in a solid is a phase transformation in which the Journal of Thermodynamics three-dimensional lattice is preserved without rupture, and a coherent interface is an interface between the different phases of a coherent phase transformation. The treatment here is microscopic; that is, the phase transformation is viewed at the atomic level. In this view, lattice vectors parallel to the interface remain unchanged by the phase transformation.
Fundamental Equation of
State. Let us say that phase a is transformed into phase b. Let x i (i = 1, 2, 3) denote the spatial coordinates and X α (α = 1, 2, 3) the reference coordinates. We also use the superscripts a and b to distinguish between the phases a and b.
In terms of the deformation gradients F i α a and F i α b of phases a and b, the fundamental equations of state of the two phases are
Infinitesimal variations in the specific internal energies are given by the equations δε a = ∂ε a ∂F i α a δF i α a + ∂ε a ∂s a δs a ,
which can be rewritten as δε a = v 0 P iα a δF iα a + Tδs a ,
Geometry of a Migrating Coherent
Interface. The phase transformation of solid can be thought of as the migration of the interface between the two phases. The migration of the interface can be decomposed into the following steps.
(1) An imaginary cut is made along the interface.
(2) Points in a are moved by a distance δx i a , and points in b are moved by a distance δx i b .
(3) A volume of phase a is transformed into phase b, reestablishing the contact of the two phases.
These steps, which are illustrated in Figure 1 , help in constructing the mathematical formalism, but they are not necessarily physical. Note that only the difference of the displacements δx i b − δx i a matters and that this vector is determined by the difference between the lattice vectors of the two phases. If phase b has the larger specific volume, the two phases move apart in step (2) so as to make room for phase a to turn into phase b in step (3); otherwise, if phase a has the larger specific volume, parts of the two phases overlap after step (2) to accommodate the shrinkage in step (3). We can write the relative displacement of b with respect to a as
where δm is the mass transformed from phase a to phase b across a unit area of the interface in the reference frame. Thus, δm = nm I , where n is the number of atomic layers that are transformed and m I is the mass of a single atomic layer at the interface with unit reference are (which is the same for the two phases). We can infer that
where a i is a lattice vector in thermodynamic equilibrium that changes during the phase transformation and, therefore, is not parallel to the interface. If the two phases have rectangular crystal structures, a i is the lattice vector that is orthogonal to the interface in the reference state (assuming the reference frame is chosen to be an orthogonal one). From these definitions, we find that the interface moves by a distance δ in the reference frame such that
where ρ 0 is the reference mass density and v 0 is the reference specific volume (v 0 := ρ −1 0 ). As an illustration, we apply the result to a simple case where the lattice structures of two phases are orthogonal, and the lattice constant of phase b is twice longer than that of phase a. (Refer to Figure 2 .) Let us choose the reference frame that has the same structure as the phase a homogeneously. Suppose that one layer of phase a is transformed into phase b. Then, we have the relative displacement as δx b − δx a = a a . On the other hand, δm = m I and w = a a /m I so that we have the relation (59). (We have dropped the superscript i labeling a component of a vector, for only the normal component matters in this case.) As only one layer transforms, the distance in the reference frame that the interface moved is a a . It is also confirmed from the right-hand side of (61) that δm/ρ 0 = m I /(m I /a a ) = a a .
Conditions of Thermodynamic
Equilibrium. Assume that the system comprising phases a and b is in thermodynamic equilibrium. In particular, take the system to be stationary and assume that the temperature is constant throughout the system, since otherwise heat would flow. A fundamental property of a thermodynamic system in thermodynamic equilibrium is that, for an infinitesimal variation away from thermodynamic equilibrium state, with the entropy held fixed, the variation of the energy of the system vanishes
where
Here, V 0 a and V 0 b are the total volumes of phase a and b in the reference frame, and V is the volume of the region swept by the phase transformation. We proceed to derive conditions for thermodynamic equilibrium from this principle.
Using (58) for the internal energy variation, the total energy variation with the phase transformation becomes δE = V0 a v 0 P iα a δF iα a + Tδs a ρ 0 dV
In the region swept by the phase transformation, the volume element dV can be replaced by δ dA or v 0 δmdA, where δ and δm are defined in the previous section. With this replacement, (64) is rewritten as
where A is the area at the interface between two phases. On the right-hand side of (65), the variations in the displacement and the entropy are not independent. As (62) is valid only when the entropy is held fixed, we impose that We also rewrite the energy variation associated with the displacements by using the following identities:
and similarly
where N α a and N α b are unit vectors normal to the interface in the reference state, drawn outward from a and b, respectively, so that N α a = −N α b . Strictly speaking, the surface integrals in the first terms of the right hand side in (67) and (68) should be calculated over the whole surface boundaries of phase a and b. By assuming that the displacement is negligible on the surface away from the phase boundary (e.g., surrounded by a rigid wall), we reduce the integration area to the interface between two phases, A.
Therefore, with the aid of (59), we write the sum of the foregoing two integrals as V0 a P iα a δF iα
Using (66) and (69), the total energy variation (65) is
The variational factors in each integral of (70) are independent. The thermodynamic equilibrium condition (62) therefore implies that each integrand is zero.
(1) The volume integrals yield P iα ,α = 0 throughout the phases a and b,
which is the usual equation of mechanical equilibrium in the absence of body forces. Equivalently, σ i j , j = 0 throughout the phases a and b.
In deriving (72), we have invoked (31) and the Piola identity, [J(F −1 ) α i ] ,α = 0. (2) The first area integral yields P iα a N α a + P iα b N α b = 0 (73) on the interface. Equivalently, by (33), σ i ja n j a + σ i jb n j b = 0.
These equations mean that the traction (i.e., the normal stress)
applied to the interface is continuous, that is, t i a = t i b .
(3) Perhaps most importantly, the second area integral yields
at the interface. Equivalently,
To understand this condition better, we write σ i j = −p δ i j + s i j and find that
From the definition of w i , we derive that
where v a and v b are the specific volumes of phases a and b, respectively. Therefore,
or
where g is the usual specific Gibbs free energy. The extra term w i s i j n j accounts for the contribution from the tangential components of the displacement and stress.
Equivalence of the Derived Thermodynamic Equilibrium Conditions
In this section, we show the equivalence of the two sets of thermodynamic equilibrium conditions that have been derived in Sections 2 and 3.
(a) The temperature continuity condition, (24) or (36), of Section 2 corresponds to the somewhat stronger condition of temperature constancy assumed in Section 3. 
By the coherence of the phase transformation, there exists a lattice vector a α 0 in the reference frame that maps, under F i α a and F i α b , to the spatial lattice vectors a i a and a i b , respectively. By definition of w i ,
Recall that the deformation gradient F i α := ∂x i /∂X α satisfies
when it is smooth and satisfies the analogous jump conditions
at discontinuities. In other words, ΔF i α ∝ N α . The definition of J i := F i α N α /(N γ N γ ) determines the proportionality factor
As a result,
Summary and Discussion

Equilibrium Conditions.
In the subject of solid-solid phase transformations, the question-what are the correct thermodynamic equilibrium conditions between solid phases?-has not been answered satisfactorily. For inviscid fluids, the answer is continuity of (a) temperature, (b) velocity, (c) pressure, and (d) specific Gibbs free energy. The situation is more complicated for solids. The first issue concerns properly generalizing the Gibbs free energy when the stress tensor is not simply a pressure. Certainly, the term replacing pv in the usual Gibbs free energy should reduce to pv when the stress tensor is σ i j = −pδ i j . Yet, there are many combinations of stress, strain, and specific volume that satisfy this criterion. The second issue is whether there are enough conditions to determine the states of the two phases.
We have derived the following thermodynamic equilibrium conditions at the interface between two solid phases:
(1) continuity of the temperature,
(2) continuity of the velocity,
(3) continuity of the traction, (4) continuity of the generalized specific Gibbs free energy.
We assert that these results address the two issues mentioned above.
In constructing the thermodynamic equilibrium conditions for two solid phases, we have paid close attention to the origin of these conditions for the case of fluids. The fluid conditions are so physically intuitive that we often take them for granted. However, we recognize that the underlying physical principles are the conservation laws and the entropy inequality. These principles generate a complete set of conditions connecting the two phases. For fluids, these principles yield the commonly accepted thermodynamic equilibrium conditions.
For solids, we have derived the corresponding conditions in Section 2. The derivation yields a particular generalization of the specific Gibbs free energy
is generalized to
Perhaps surprisingly, the generalized specific Gibbs free energy is independent of the tangential-tangential components of stress. Because no thermodynamic equilibrium conditions involve stress components other than the tractions (t i = σ i j n j ), it might be thought that our derivation is incomplete. Nonetheless, the conditions that we derived are necessary and sufficient to conserve mass, momentum, and energy and to satisfy the entropy inequality. If these are all of the physical principles we require to be satisfied between two phases, these conditions are all we get. We conclude that any further conditions, if needed, must be materials-specific constitutive relations.
For example, these further conditions might specify the interfacial interaction between the phases. Do they slip freely past each other, or are they fixed together? Such a question, the answer to which reflects a material property, lies outside the scope of general thermodynamic arguments. Remark 6. A similar issue arises in any physical problem that treats an interface. In interfacial instability problems, like Rayleigh-Taylor or Richtmyer-Meshkov flows for solids, modeling requires assumptions concerning the properties of the material interface [9, 10] .
We emphasize that the derivation in Section 3 makes stronger assumptions (global thermodynamic equilibrium) and applies only to a very special type of phase transformation, a coherent transformation. In general, a phase transformation can link very different crystal structures, which might Journal of Thermodynamics 9 not be coherent. Even leaving aside melting and gasification, many types of phase transformation between solid phases are not coherent. Thus, the derivation in Section 2 is more general. Nonetheless, the detailed picture in Section 3 helps clarify the physics behind the thermodynamic equilibrium condition.
Gibbs Free Energy.
Before closing the discussion, we want to bring your attention to the interpretation of the Gibbs free energy. The generalized Gibbs free energy defined in (89) is interpreted as a quantity that should be continuous at the phase interface at the equilibrium (chemical potential). On the other hand, the Gibbs free energy can also be viewed as an increase in total internal energy with the addition of a unit mass to the thermodynamic system. In this section, we derive the Gibbs free energy based on the latter notion to find the result different from (89). For concreteness of the argument, we assume the thermoelasticity.
The equation of state for a thermoelastic material is
where u is specific internal energy, s is specific entropy and E αβ is Cauchy-Green Lagrangian strain tensor. Then, the fundamental thermodynamic identity for thermoelastic solids is
where S αβ := ρ 0 ∂u/∂E αβ is the symmetric Piola-Kirchhoff stress tensor and J := (det C) 1/2 is the Jacobian of F, which is such that ρ = J −1 ρ 0 . From (31), σ i j = J −1 F i α S αβ F β j . To better understand the work term J −1 S αβ dE βα in (91), we decompose the strain tensor E into the volumetric part and shear part. Let C αβ := J −2/3 C αβ , E αβ := 1 2 C αβ − δ αβ .
Note that det C = 1, that is, C is a shear strain. Using these definitions, the differential of E αβ is
and therefore,
where p := −1/3 tr σ is the mean pressure.
In terms of the Cauchy stress, this equation becomes
by observing that (C −1 ) αβ dE βα = 0 so that S αβ on the righthand side in (94) can be replaced by S αβ − 1/3S γδ C δγ (C −1 ) αβ , which equals J(F −1 ) α i (dev σ) i j (F −T ) j β .
Hence, we get the fundamental thermodynamic identity in Eulerian frame
Now, note that an external quantity Q of thermodynamic system satisfies Q = mq, where m is total mass of the system and q is corresponding specific quantity of Q. Hence, we write the internal energy, entropy, and volume as U total internal energy = mu, S total entropy = ms, V (total volume) = mv.
(97) Then, the fundamental thermodynamic identity (96), multiplied by V is
so that
Thus, we are led to identify the coefficient of dm as the specific Gibb free energy g := −T ∂U ∂m S,V,E = u − Ts + pv.
Note that there is no tensorial dependency and instead only pressure and volume enter the formula in contrast to (89). For fluids, the two interpretations yield the same definition.
