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Abstract
The persistent storage of big data requires advanced error correction schemes. The classical ap-
proach is to use error correcting codes (ECCs). This work studies an alternative approach, which uses
the redundancy inherent in data itself for error correction. This type of redundancy, called Natural
Redundancy (NR), is abundant in many types of uncompressed or even compressed files. The complex
structures of Natural Redundancy, however, require machine learning techniques. In this paper, we study
two fundamental approaches to use Natural Redundancy for error correction. The first approach, called
Representation-Oblivious, requires no prior knowledge on how data are represented or compressed in
files. It uses deep learning to detect file types accurately, and then mine Natural Redundancy for soft
decoding. The second approach, called Representation-Aware, assumes that such knowledge is known
and uses it for error correction. Furthermore, both approaches combine the decoding based on NR and
ECCs. Both experimental results and analysis show that such an integrated scheme can substantially
improve the error correction performance.
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2I. INTRODUCTION
A large amount of data is generated on the Internet everyday, and the feasibility of storing
useful data permanently has become a key concern. The most effective classic approach to
improve data reliability is to add external redundancy to data using Error Correcting Codes
(ECCs). We call such redundancy artificial redundancy. However, over time, errors accumulate in
storage systems and can exceed the decoding threshold of ECCs. To ensure permanent reliability
of data, many techniques have been explored to improve the error correction capabilities in long-
term storage systems. Recent progress in machine learning has offered an opportunity to employ
novel techniques to improve data reliability. One such approach is to use Natural Redundancy
in data for error correction.
By Natural Redundancy (NR), we refer to the redundancy that is inherent in data, which is not
artificially added by ECCs. It is abundant in many types of uncompressed or even compressed
files. For instance, consider the English language. When LZW (Lempel-Ziv-Welch) coding is
used with a fixed dictionary of 220 patterns (larger than many LZW codes in practical systems),
the language can be compressed to 2.94 bits/character. State-of-the art compression algorithms
(e.g., syllable-based Burrows-Wheeler Transform) can further reduce it to 2 bits/character [26].
However, even with such advanced compression techniques, the result is still far from Shannon’s
estimation of 1.34 bits/character, which is an upper-bound for the entropy of printed English [47].
For images, residual redundancy can also be abundant after compression, as made evident by
recent inpainting techniques of deep learning [56]. Such abundant Natural Redundancy can be
an excellent resource for error correction.
There are two fundamental ways to utilize Natural Redundancy in an information system. The
first way is enhanced data compression, which often uses deep learning to remove redundancy
further than before [30], [41]. It is a new and active research area, and compression ratios higher
than classic compression algorithms have been achieved in some cases (e.g., for high distortion
regimes).
The second way, which is the focus of this paper, is to use Natural Redundancy for error
correction. That is, a new decoder is designed to mine the Natural Redundancy in data, and
3utilize it for error correction. The decoder can be further combined with ECC’s decoder for better
performance. A strong motivation for this method is that modern storage systems already store
a massive amount of data, which would be very costly to reprocess. The Natural Redundancy
(NR) based decoder does not require systems to examine or modify any existing data. It only
requires an enhancement to the decoding algorithm itself. Therefore, it is compatible with storage
systems and convenient to use.
In this paper, we study two fundamental approaches to use Natural Redundancy for error
correction. The first approach, called Representation-Oblivious, requires no prior knowledge
on how data are represented or compressed in files. It uses deep learning to detect file types
accurately, and then mine Natural Redundancy for soft decoding. The second approach, called
Representation-Aware, assumes that such knowledge is known and uses it for error correction.
Furthermore, both approaches combine the decoding based on NR and ECCs.
The Representation-Oblivious approach is useful for many storage systems where error correc-
tion is a low-level function. In those systems, such as hard drives or solid-state drives (SSDs),
the controllers for error correction often have no access to information such as file types or
compression schemes. Deep learning is a very useful tool for learning the complex patterns in
data from scratch. And deep learning based classifiers are also suitable for decoding such data
with Natural Redundancy. The Representation-Aware approach is useful for storage systems
where error correction is a higher-level function. With knowledge on how data are represented,
better error correction performance can be achieved with suitable machine learning techniques.
This paper studies NR-based error correction for several types of data of common file types,
including HTML files, JPEG files, PDF files, LaTex files and language-based texts. It presents
new deep learning techniques for mining Natural Redundancy, and presents both soft-decoding
and hard-decoding algorithms based on NR that can be combined with LDPC codes. It presents
both experimental results and theoretical analysis for measuring the amount of Natural Redun-
dancy mined for error correction, and the results show that NR-based decoding can substantially
improve the error correction performance. (For instance, the Representation-Aware scheme can
improve the decoding threshold for erasures of LDPC codes by a factor of five, when the
4channel’s erasure rate is as high as 30%.) Furthermore, we also analyze the computational
complexity of using Natural Redundancy for error correction versus for data compression.
The rest of the paper is organized as follows. In Section II, we review related works. In Section
III, we present the Representation-Oblivious scheme, and combine it with LDPC codes to achieve
enhanced error-correction performance. In Section IV, we present a Representation-Aware scheme
for language-based texts, and analyze the performance of two approaches for combining NR-
based decoders with LDPC decoders: a sequential decoding scheme and an iterative decoding
scheme. In Section V, we study the computational complexity of using NR for error correction
versus for data compression. In Section VI, we present the conclusions.
II. RELATED WORK
In this section, we review related works, including joint-source channel coding (JSCC), de-
noising, recent results on NR-based error correction, and deep learning for information theory.
The idea of using the leftover redundancy at a source encoder to improve the performance of
ECCs has been studied within the field of joint source-channel coding (JSCC) [4], [16], [17], [18],
[20], [24], [39], [40], [42]. However, few works have considered the Representation-Oblivious
scheme. Furthermore, not many works have considered JSCC specifically for language-based
sources. Related to JSCC, denoising is also an interesting and well studied technique [1], [6],
[9], [11], [31], [37], [38], [44], [57], [55]. A denoiser can use the statistics and features of input
data to reduce its noise level for further processing. However, how to combine denoisers with
the recent progress in LDPC codes and machine learning has remained under-explored.
In recent works (including results from the authors of this work), machine learning and
algorithmic techniques have been used to exploit NR to correct errors in data [21], [22], [23],
[27], [33], [48], [49], [53], [54]. This work studies the Representation-Oblivious scheme for the
first time, and also presents new theoretical analysis for the Representation-Aware scheme.
In parallel, there have been numerous recent works on using deep learning for information
theory [19], [43], especially for wireless and optical communications. They mainly focus on
using deep learning to model complex channels, to design codes, and to approximate or improve
decoding algorithms [3], [8], [12], [25], [35]. In contrast to those works, this paper focuses
5on using machine learning for data with complex structures (instead of for complex channels),
and on exploring error correction for such complex data. These two different directions are
complementary in a communication or storage system, and can be integrated.
III. REPRESENTATION-OBLIVIOUS NR-DECODING
In this section, we study the Representation-Oblivious scheme for Natural Redundancy (NR)
based decoding. In this scheme, no prior information on the data is needed, including how data
are represented or compressed, which file type (e.g. HTML, JPEG, etc.) they belong to, or how
meta-data are appended to payload bits. This scheme has the benefit of having only minimal
requirements on practical storage systems such as hard drives and SSDs. Controllers of storage
systems can read out blocks of data and perform error correction (aided by NR-decoding) as
usual, without having to access file systems for additional information on the data. However,
the task is also challenging. For example, without knowing the data compression algorithm, we
cannot use its codebook to find patterns in the data. The patterns in data are highly complex, and
vary greatly for different file types. (For instance, bit patterns in HTML files and JPEG files are
very distinct from each other.) To address the challenges of this new error correction paradigm,
we use deep learning to perform error correction in three consecutive steps: (1) detect the file
type of the given block of noisy bits; (2) perform NR-based soft decoding for the block of noisy
bits; (3) use the NR-based soft-decoding results to improve the performance of ECC decoding.
Our coding scheme for Representation-Oblivious error correction using NR is illustrated in
Fig. 1. When files are stored, each file is partitioned into segments of k bits, and each file
segment is encoded by a systematic (n, k) ECC into a codeword of n bits. Then each ECC
codeword passes through a noisy channel, which models the errors in a storage device. During
decoding, first, a deep neural network (DNN) uses the k noisy information bits to recognize the
file type (e.g. HTML, LaTeX, PDF or JPEG) of the file segment. Then, a second DNN for that
file type performs soft decoding on the k noisy information bits based on Natural Redundancy,
and outputs k probabilities, where for i = 1, 2, · · · , k, the i-th output is the probability for
the i-th information bit to be 1. The k probabilities are given as additional information to the
ECC’s decoder. The ECC decoder then performs its decoding and outputs the final result. (In
6Fig. 1. Encoding and decoding scheme for a noisy file segment of an initially unknown file type. The k-bit file segment is
encoded by a systematic (n, k) ECC into an n-bit codeword. The codeword is transmitted through a channel to get a noisy
codeword. Two neural networks use NR to decode the k noisy information bits: the first network determines the file type of
the file segment, and then a corresponding neural network for that file type performs soft decoding for the k noisy information
bits. The soft decoding result and the noisy codeword are both given to the ECC decoder for further error correction.
our experiments, the ECC is a systematic LDPC code, and the k probabilities are combined
with the initial LLRs (log-likelihood ratios) for information bits to obtain their updated LLRs.
The LDPC code then runs its belief-propagation (BP) decoding algorithm.) In the following, we
present the detailed designs.
A. File Type Recognition using Deep Learning
We present here a Deep Neural Network (DNN) for file type recognition. The DNN takes
a noisy file segment of k bits, (y1, y2, · · · , yk), as input, and outputs one of T file types (e.g.,
HTML, LaTeX, PDF or JPEG). The errors in the file segment come from a binary-symmetric
channel (BSC) of bit-error rate (BER) p. We first introduce the architecture of the DNN and
its training method. We then present the experimental results, which show that it achieves high
accuracy for file type recognition.
1) DNN Architecture and Training: Our DNN architecture is shown in Fig. 2. It is a Con-
volutional Neural Network (CNN) that takes the k bits of a noisy file segment as input. In our
experiments, we let k = 4095. (The LDPC code we use is a (4376, 4095) code designed by
MacKay [34], which can tolerate BER of 0.2%. Both the code length and the BER are in the
typical range of parameters for storage systems.) The CNN has T outputs that correspond to
the T possible file types, namely, the T classification results. The output with the highest value
leads to the selection of the corresponding file type. In our experiments, we consider four file
types: HTML, LaTeX, PDF and JPEG. So T = 4. Note that HTML and LaTeX files are both
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Fig. 2. Architecture of the CNN (convolutional neural network) for File Type Recognition. Its input is a noisy file segment
of 4095 bits, and its output corresponds to T = 4 candidate file types (HTML, LaTex, PDF and JPEG). The CNN uses ReLU
and sigmoid as the activation function of its convolutional layers and output layer, respectively. It uses cross entropy as its loss
function. Its optimizer is chosen to be an Ada Delta Optimizer.
text sequences but have different file structures; PDF files contain both texts and images; and
JPEG files are images. In the following, we will present DNNs and experiments using these
parameters for the convenience of presentation. Note that the designs can be extended to other
file-segment lengths and more file types.
A large dataset has been used to train and test the CNN. For each of the T = 4 file types,
24,000 noiseless file segments are used for training data, 4,000 noiseless file segments are used
for validation data, and 4,800 noiseless file segments are used for test data. During training and
testing, random errors of BER p are added to each file segment, where each file segment uses
an independently generated error pattern.
2) Experimental Performance: The (4376, 4095) LDPC code used in our experiments can
correct errors of BER up to 0.2% by itself. (That is, when it is used in the conventional way
without the extra help of Natural Redundancy, it has a decoding threshold of 0.2%.) Our goal is
to use the Natural Redundancy in file segments to correct errors of substantially higher BERs.
So we have selected the target BER p with substantially higher values, ranging from 0.2% to
1.6%. We then train the CNN with the given target BER p.
8TABLE I
BIT ERROR RATE (BER) VS TEST ACCURACY FOR FILE TYPE RECOGNITION (FTR). HERE THE “OVERALL TEST
ACCURACY” IS FOR ALL 4 TYPES OF FILES TOGETHER. THE LAST FOUR COLUMNS SHOW THE TEST ACCURACY FOR EACH
INDIVIDUAL TYPE OF FILES. (THEIR AVERAGE VALUE IS THE OVERALL TEST ACCURACY.)
Bit Error Overall HTML JPEG PDF LaTeX
Rate Test Test Test Test Test
(BER) Accuracy Accuracy Accuracy Accuracy Accuracy
0.2% 99.61% 99.98% 99.52% 99.17% 99.77%
0.4% 99.69% 99.96% 99.60% 99.25% 99.96%
0.6% 99.60% 99.94% 99.48% 99.06% 99.90%
0.8% 99.69% 99.98% 99.50% 99.35% 99.92%
1.2% 99.66% 99.96% 99.23% 99.48% 99.96%
1.6% 99.58% 99.96% 99.60% 98.83% 99.92%
We measure the performance of the CNN by the accuracy of file type recognition (FTR),
which is defined as the fraction of file segments whose file types are recognized correctly. The
test performance is shown in Table I. It can be seen that file types can be recognized by the
CNN with high accuracy: for all BERs, the accuracy is close to 1.
We can also examine the accuracy for recognizing each file type, and see if there is variance
in performance from file type to file type. The results are shown in the last four columns of
Table I. It can be seen that overall, the accuracy is constantly high for all file types.
The CNN’s performance compares favorably with existing results on FTR, which has been
studied previously for applications such as disk recovery. The work [7] considered a classification
method for a pair of file types using Fisher’s linear discriminant and longest common subsequence
methods. The accuracy ranges between 87% and 99% depending on which pair of file types are
considered. The work [15] introduced an NLP (natural language processing) based method,
where unigram and bigram counts of bytes and other statistics are used to generate feature
representation, which is then followed by support vector machine (SVM) for classification of
various file types. The classification accuracy varies from 17.4% for JPEG files, 62.5% for PDF
files to 94.8% for HTML files. The work [2] used PCA (principal component analysis) and a
feed-forward auto-associative unsupervised neural network for feature extraction, and a three
layer multi-layer perceptron network for classification. The classification accuracy is 98.33% for
six file types while considering entire files instead of file segments. Our deep-learning based
9method can be seen to achieve high performance, without the need to train separate modules for
feature extraction and classification.
The CNN has robust performance because it works well not only for the BER it is trained for,
but also for other BERs in the considered range. (For example, a CNN trained for BER = 1.2%
also works well for other BERs in the range [0.2%, 2.0%].) For succinctness we skip the details.
The robustness of the overall error correction performance for different BERs will be presented
in Subsection C.
B. Soft NR-decoding by Deep Neural Networks
In this subsection, we study how to design DNNs that can perform soft decoding on noisy
file segments. For each of the T file types, we will design and train a different DNN, because
different types of files have different types of Natural Redundancy. Given a file type, we will
design a DNN whose input is a noisy file segment of k bits Y = (y1, y2, · · · , yk). As before, the
errors in the noisy file segment come from a binary-symmetric channel (BSC) of bit-error rate
(BER) p. The output of the DNN is a vector Q = (q1, q2, · · · , qk), where for i = 1, 2, · · · , k,
the real-valued output qi ∈ [0, 1] represents the DNN’s belief that for the i-th bit in the file
segment, the probability that its correct value should be 1 is qi. In other words, if we use
X = (x1, x2, · · · , xk) to denote an error-free file segment, and let it pass through a BSC of
BER p to obtain a noisy file segment Y = (y1, y2, · · · , yk), then qi is the DNN’s estimation for
Pr{xi = 1 | Y, p}. Note that the k bits are not independent of each other because of the Natural
Redundancy in them. So Pr{xi = 1 | Y, p} depends on not only yi and p, but also the overall
value of Y . The goal of the DNN is to learn the Natural Redundancy in file segments, and use
it to make the probability estimation qi be as close to the true probability Pr{xi = 1 | Y, p} as
possible, for each i and for each possible value Y of the noisy file segment. To train the DNN,
our optimization objective is to minimize the loss function
L =
1
k
k∑
i=1
[xi log2 qi + (1− xi) log2(1− qi)],
10
Fig. 3. General architecture of deep neural networks (DNNs) for NR-based soft decoding of noisy file segments. It consists of
L convolutional layers followed by L deconvolutional layers. The activation function for the last layer is relu, and is sigmoid
for the other layers. It uses cross-entropy as the loss function, and uses the Adam optimizer.
Fig. 4. Hyper-parameters of optimized DNN models for NR-based soft decoding, for T = 4 file types and different bit
error rates. Here L is the number of convolutional/deconvolutional layers, s = (s1, s2, · · · , sL) represents the filter sizes, and
m = (m1,m2, · · · ,mL) represents the numbers of feature maps.
which measures the cross-entropy between (x1, x2, · · · , xk) and (q1, q2, · · · , qk), over all samples
in the training dataset.
The architecture of the DNN is presented in Fig. 3. It is related to auto-encoders, which are
good choices for various applications related to denoising [52], [32]. The DNN model consists
of L convolutional layers followed by L deconvolutional layers. (Deconvolutional layers may
be seen as reverse operations of convolutional layers. Interested readers can refer to [10] for
more details.) The L convolutional layers have one-dimensional filters of size s1, s2, · · · , sL,
respectively, and the number of feature maps at the output of each layer is m1,m2, · · · ,mL,
respectively. The filter sizes and the number of feature maps for deconvolutional layers change
in the reverse order.
We optimize the hyper-parameters of DNNs (including filter sizes, number of feature maps,
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etc.) for each file type. Their performance is robust: an optimized DNN usually performs soft
decoding well for a wide range of BERs. However, the performance can be slightly improved
further if the hyper-parameters are also optimized based on BERs. Such optimization results are
presented in Fig. 4. (Here, for PDF and JPEG files, the hyper-parameters are optimized based
on two sub-ranges of BERs.) We will present their decoding performance (when combined with
ECC decoding) and robustness in the next subsection.
C. Combine Soft NR-decoding with Soft LDPC-decoding
In this subsection, we present a scheme that combines the soft NR-decoding, which applies
deep learning to noisy file segments of different file types, with soft LDPC-decoding. The
experimental results confirm that the scheme substantially improves the reliability of different
types of files.
We adopt a robust scheme here: the DNNs for file-type recognition and for soft decoding have
been trained with a constant BER pDNN , but they are used for a wide range of BERs p for the
BSC channel. (For example, the DNNs may be trained just for pDNN = 1.2%, but are used for
any BER p from 0.2% to 1.6% in experiments here.) We choose this robust scheme because
when DNNs are designed, the future BER in data can be highly unpredictable.
Given a noisy systematic LDPC codeword, we first use a DNN to recognize its file type based
on its k noisy information bits. Then a second DNN for that file type is used to do soft decoding
for the k noisy information bits, and output k probabilities: for i = 1, 2, · · · , k, the i-th output
qi represents the estimated probability for the i-th information bit to be 1. Those k probabilities
can be readily turned into LLRs (log-likelihood ratios) for the information bits using the formula
LLRDNNi = log(
1− qi
qi
)
For i = 1, 2, · · · , n, let LLRchanneli be the LLR for the i-th codeword bit (with 1 ≤ i ≤ k
for information bits, and k + 1 ≤ i ≤ n for parity-check bits) derived for the binary-symmetric
channel, which is either log(1−p
p
) (if the received codeword bit is 0) or log( p
1−p) (if the received
12
codeword bit is 1). Then we let the initial LLR for the i-th codeword bit be
LLRiniti = LLR
channel
i + LLR
DNN
i
for 1 ≤ i ≤ k, and
LLRiniti = LLR
channel
i
for k + 1 ≤ i ≤ n. We then perform belief-propagation (BP) decoding using the initial LLRs,
and obtain the final result.
Note that there is a positive – although very small – chance that the file type will be recognized
incorrectly. In that case, the incorrect soft-decoding DNN will be used, which is accounted for
in the overall decoding performance for fair evaluation. We measure the performance of the
error correction scheme by the percentage of codewords that are decoded correctly, which we
call Decoding Success Rate. (Let us call the scheme the NR-LDPC decoder, since it combines
decoding based on Natural Redundancy and the LDPC code.) We focus on BERs that are beyond
the decoding threshold of the LDPC code, because NR becomes helpful in such cases. Note that
the (4376, 4095) LDPC code used in our experiments has a decoding threshold of BER = 0.2%.
In our experiments, we focus on BERs p that are not only beyond the decoding threshold, but
also can be significantly larger: p ∈ [0.2%, 1.6%].
The experimental results for pDNN = 1.0% are presented in Fig. 5 (a). Here the x-axis is the
channel error probability p, and the y-axis is the Decoding Success Rate. (For each p, 1000 file
segments with independent random error patterns have been used in experiments.) The curve
for “ldpc” is the performance of the LDPC decoder alone, and the curve for “nr-lpdc” is for
the NR-LDPC decoder. It can be seen that the NR-LDPC decoder achieves significantly higher
performance. For example, as p = 0.6%, the decoding success rate of the NR-LDPC decoder is
approximately 4 times as high as the LDPC decoder.
The figure also shows the performance for each of the 4 file types. (The 4 curves are labelled
by “html”, “latex”, “pdf”, “jpeg”, respectively. Their average value becomes the curve for “nr–
ldpc”.) It shows that the error correction performance for HTML and LaTex files are significantly
13
a)
c)
b)
d)
Fig. 5. Decoding success rate vs BER for (a) pDNN = 1.0% , (b) pDNN = 1.2%, (c) pDNN = 1.4%, (d) pDNN = 1.6%.
better than for PDF and JPEG files. It is probably because the former two mainly consist of
languages, for which the soft-decoding DNNs are better at finding their patterns and mining their
natural redundancy, while PDF is a mixture of languages and images and JPEG is image only.
It is interesting to notice that even for JPEG files, when p > 0.6%, the NR-LDPC decoder again
performs better than the LDPC decoder, which means the DNNs can extract Natural Redundancy
from images, too. Fig. 5 (b) to Fig. 5 (d) show the performance for pDNN = 1.2%, 1.4% and
1.6%, respectively. The NR-LDPC decoder performs equally well in those cases, which proves
the value of Natural Redundancy for decoding.
In summary, although no prior information is known on data representation, deep learning can
recognize file types with high accuracy, and perform soft decoding effectively. When combined
with ECCs, it can improve the error correction performance substantially. It is expected that
with future improvements in deep learning, more natural redundancy can be mined from data to
improve the reliability of storage systems even further.
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IV. REPRESENTATION-AWARE NR-DECODING
The previous section studies Representation-Oblivious schemes. In this section, we study
schemes that are Representation-Aware: how the source data is mapped to bits in files is known.
This is also a highly useful scenario, especially when error correction is performed at a high level
in computer systems, or when the controller in storage devices perform their own compression
schemes. In this work, we focus on language-based data, which form an important part of big
data. In particular, we focus on the English language compressed by LZW algorithms. The
results can be generalized to more languages and other sequential compression algorithms, such
as Huffman codes [27] etc.
In this section, we first present an NR-based hard-decoding algorithm for languages, and
analyze its performance. We then study two important cases for combining NR-decoding with
ECC decoding: the sequential decoding scheme, and the iterative decoding scheme. For both
cases, we study how NR-decoding improves the decoding thresholds of LDPC codes. Both the
experimental results and the theoretical analysis show the ability of NR decoding to enhance the
reliability of storage systems.
A. NR-decoder for Languages
Consider English texts compressed by an LZW (Lempel-Ziv-Welch) algorithm that uses a
fixed dictionary of size 2`. In our experiments, we use ` = 20, which gives a dictionary of
220 patterns (larger than many practical LZW codes). The dictionary has 2` text strings (called
patterns) of variable lengths, where every pattern is encoded as an `-bit codeword. Given a
text to compress, the LZW algorithm scans it and partitions it into patterns, and maps them to
codewords. For example, if we compress “Flash memory is an · · · ”, “Flash m” gets mapped to
a 20-bit codeword, “emory i” gets mapped to another codeword and so on. The LZW code has
been constructed using the Wikipedia corpus. It can compress English texts to 2.94 bits/character,
which is substantially higher than the rate of 4.59 bits/character achieved by the commonly used
character-level Huffman codes. The fixed dictionary of the LZW code also makes it easy to use
in practice.
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In this section, we focus on bit-erasure channels. For long LZW-compressed texts with
erasures, to make the NR-decoding efficient, we present a decoding algorithm based on sliding-
windows of variable lengths as follows.
1) Baseline Algorithm: Let nmin and nmax be two integers, where nmin < nmax and let
` be the length of LZW codewords. We first use a sliding-window of nmin` bits to scan the
compressed text (where every such window contains exactly nmin LZW codewords of size `),
and obtain candidate solutions for each window based on the validity of words. (Specifically, if
the bits in the window contain t erasures, there are 2t possible solutions, each of which can be
mapped back to a text string. If all the whole words in the text string are valid words, the solution
is considered a candidate solution.) We then increase the size of the window to (nmin + 1)`,
(nmin + 2)`, · · · , nmax`, and do decoding for each size in the following dynamic programming
approach.
Consider a window of k` bits that contains k LZW-codewords C1, C2, · · · , Ck. Let S1 ⊆
{0, 1}(k−1)` be the set of candidate solutions for the sub-window that contains the LZW-codewords
C1, C2, · · · , Ck−1; and let S2 ⊆ {0, 1}(k−1)` be the set of candidate solutions for the sub-window
that contains the LZW-codewords C2, C3, · · · , Ck. (Both S1 and S2 have been obtained in the
previous round of decoding.) We now obtain the set of candidate solutions for the current
window, which contains C1, C2, · · · , Ck, this way. A bit sequence (b1, b2, · · · , bk`) is in S only
if it satisfies two conditions: (1) its first (k − 1)` bits are a solution in S1, and its last (k − 1)`
bits are a solution in S2; (2) the decompressed text corresponding to it contains no invalid words
(except on the boundaries). This way, potential solutions filtered by smaller windows will not
enter solutions for larger windows, making decoding more efficient. As a final step, an erased
bit is decoded this way: if any of the windows of size nmax` containing it (note that there are up
to 2nmax − 1 such windows) can recover its value, decode it to that value; otherwise it remains
as an erasure.
2) Phrase and Word Length Filter: To make the above decoding algorithm more efficient, we
also use phrases (such as “information theory”, “flash memory”) and features such as word/phrase
lengths. If a solution for a window contains a valid word or phrase that is particularly long, we
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Fig. 6. Co-location relationship between words and phrases. (a) A sample paragraph from Wikipedia (part of which was omitted
to save space). (b) Phrases in it that have the co-location relationship with “flash memory”.
may remove other candidate solutions that contain only short words. That is because long words
and phrases are very rare: their density among bit sequences of the same length decreases
exponentially fast as the length increases [21]. So if they appear, the chance that they are the
correct solution is high based on Bayes’ rule. The thresholds for such word/phrase lengths can
be set sufficiently high such that the probability of making a decoding error is sufficiently small.
3) Co-location Filter: We also enhance the decoding performance by using the co-location
relationship. Co-location means that certain pairs of words/phrases appear unusually frequently in
the same context (because they are closely associated), such as “dog” and “bark”, or “information
theory” and “channel capacity”. If two words/phrases with the co-location relationship are
detected among candidate solutions for two windows close to each other, we may keep them
as candidate solutions and remove other less likely solutions. The reason for this approach is
similar to that for long words/phrases. The co-location relationship can appear in multiple places
in a text, and therefore help decoding in non-trivial ways. For example, for the text in Fig. 6
(a), the words/phrases that have the co-location relationship with the phrase “flash memory” are
shown in Fig. 6 (b). How to find words/phrases with the co-location relationship from a corpus
of training texts is a well-known technique in Natural Language Processing (NLP) [36]. So we
skip its details here.
We present the above decoding algorithm’s performance for the binary erasure channel (BEC).
The output of the NR-decoder has both erasures and errors (which will be further decoded by
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ECC later on). Let  ∈ [0, 1] be the raw bit-erasure rate (RBER) of BEC. After NR-decoding,
for an originally erased bit, let δ ∈ [0, 1] denote the probability that it remains as an erasure,
and let ρ ∈ [0, 1 − δ] denote the probability that it is decoded to 0 or 1 incorrectly. Then the
amount of noise after NR-decoding can be measured by the entropy of the noise (erasures and
errors) per bit:
ENR() , (δ + (1− δ)H( ρ
1− δ )),
where H(p) = −p log p − (1 − p) log(1 − p) is the entropy function. Some typical values of
ENR() are shown in Table II. The reduction in noise by NR-decoding is
−ENR()

. The table
shows that noise is reduced very effectively (from 88.0% to 91.6%) for the LZW compressed
data (without any help from ECC), for RBER from 5% to 30%, which is a wide range for storage
systems.
RBER  0.05 0.10 0.15
δ 8.22× 10−2 8.67× 10−2 9.19× 10−2
ρ 9.18× 10−5 1.83× 10−4 1.82× 10−4
ENR() 4.18× 10−3 8.92× 10−3 1.42× 10−2
Noise 91.6% 91.1% 90.6%
reduction
RBER  0.20 0.25 0.30
δ 9.76× 10−2 1.05× 10−1 1.12× 10−1
ρ 3.61× 10−4 4.48× 10−4 7.11× 10−4
ENR() 2.04× 10−2 2.76× 10−2 3.60× 10−2
Noise 89.8% 89.0% 88.0%
reduction
TABLE II
NOISE REDUCTION BY NR-BASED LANGUAGE DECODER FOR DIFFERENT ERASURE RATES .
Suppose that the LZW-codewords, seen as information bits, are protected by a systematic
ECC. The NR-decoder can work collaboratively with the ECC decoder to maximize the number
of correctable erasures. We now study two important cases for combining NR decoding with
ECC decoding: the sequential decoding scheme, and the iterative decoding scheme.
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B. Sequential Decoding by NR and LDPC code
Fig. 7. Two schemes for combining NR-decoding with LDPC-decoding. (a) A sequential decoding scheme by NR and LDPC
code. (b) An iterative decoding scheme by NR and LDPC code.
This subsection discusses the combination of NR-decoder with LDPC codes. We protect
compressed text as information bits by a systematic LDPC code of rate R. The NR-decoder
studied here generalizes the one presented in the previous subsection: it decodes the information
bits by NR, and possibly the parity check bits as well using their relations with the information
bits. The decoding process is a concatenation of two decoders: (1) first, the NR-decoder corrects
erasures and outputs a partially corrected codeword; (2) then, the LDPC decoder takes that
codeword as input (where the erasure and error probabilities result from the NR-decoding),
and uses belief propagation (BP) for decoding. (See Fig. 7 (a) for an illustration.) We present a
theoretical analysis for the decoding performance, and show that the NR-decoder can substantially
improve the performance of LDPC codes.
Consider a binary-erasure channel (BEC) with erasure probability 0. Let us call the non-erased
bits fixed bits. Assume that after NR-decoding, a non-fixed bit (i.e., erasure) remains as an erasure
with probability p0(0) ∈ [0, 1], becomes an error (0 or 1) with probability (1− p0(0))γ0(0) ∈
[0, 1 − p0(0)], and is decoded correctly (as 0 or 1) with probability (1 − p0(0))(1 − γ0(0)).
(In general, p0(0) and γ0(0) can be functions of 0. Note that if the NR-decoder decodes only
information bits, and an erasure in the information bits remains as an erasure with probability
p0(0)
′, then p0(0) = Rp0(0)′+ (1−R). Also note that the LDPC decoder needs to decode all
bits with both errors and erasures.)
19
1) Decoding Algorithm: We design the following iterative LDPC decoding algorithm, which
generalizes both the peeling decoder for BEC and the Gallager B decoder for BSC [46]:
Algorithm 1. Generalized LDPC decoding algorithm.
1) Let pi ∈ [1, dv − 1] and τ ∈ [1, dv − 1] be two integer parameters;
2) In each iteration, for a variable node v that is an erasure, if pi or more non-erased message
bits come from dv − 1 check nodes and they all have the same value, set v to that bit value;
3) If v is not a fixed bit and not an erasure (but possibly an error) in this iteration, change
v to the opposite bit value if τ or more non-erased message bits come from dv − 1 check nodes
and they all have that opposite value. (The updated value of v will be sent to the remaining
check node in the next iteration.)
2) Density Evolution Analysis: We now analyze the density evolution for the decoding algo-
rithm, for an infinitely long and randomly constructed LDPC code of regular degrees.
For t = 0, 1, 2 · · · , let αt and βt be the fraction of codeword bits that are errors or erasures,
respectively, after t iterations of LDPC decoding. We have α0 = 0(1− p0(0))γ0(0) and β0 =
0p0(0). Let κ0 = 0(1− p0(0))(1− γ0(0)).
Theorem 2. For a regular (dv, dc) LDPC code with variable-node degree dv and check-node
degree dc, we have
αt+1 = α0Ct + κ0Dt + β0µt,
where
Ct = 1− (1− At)dv−1 +
τ−1∑
i=0
(
dv − 1
i
)
Bit(1− At −Bt)dv−i−1,
Dt =
dv−1∑
j=τ
(
dv − 1
j
)
Ajt(1− At −Bt)dv−1−j,
µt =
dv−1∑
m=pi
(
dv − 1
m
)
Amt (1− At −Bt)dv−1−m,
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whose component variables are computed iteratively as
At =
(1− βt)dc−1 − (1− βt − 2αt)dc−1
2
,
Bt =
(1− βt)dc−1 + (1− βt − 2αt)dc−1
2
.
For the LDPC code, we also have
βt+1 = β0(1− µt − νt),
where
νt =
dv−1∑
m=pi
(
dv − 1
m
)
Bmt (1− At −Bt)dv−1−m.
Proof: Consider the root variable node of a computation tree. After t iterations, let At
denote the probability that an incoming message to the root node from a neighboring check
node is an error, and let Bt denote the probability that the message is correct. Then 1−At−Bt
is the probability that the message is an erasure. Let µt (respectively, νt) be the probability that
among the dv−1 incoming messages from neighboring check nodes to the root node, pi or more
messages are errors (respectively, correct) and the remaining messages are all erasures. In the
(t+ 1)-th iteration, we can have an error in the root node in one of the following cases:
1) The root node was initially (namely, before decoding begins) an error (which has probability
α0), and either of the two disjoint events happens: 1) fewer than τ check-node messages
are correct and the remaining messages are all erasures, which happens with probability
τ−1∑
i=0
(
dv−1
i
)
Bit(1 − At − Bt)dv−i−1; 2) at least one check-node message is an error, which
happens with probability 1 − (1 − At)dv−1. The probability that either of the two events
occurs is Ct = 1− (1− At)dv−1 +
τ−1∑
i=0
(
dv−1
i
)
Bit(1− At −Bt)dv−i−1.
2) The root node was initially correct (which has probability κ0), but τ or more check-node
messages are errors and the rest are all erasures (which happens with probability Dt =
dv−1∑
j=τ
(
dv−1
j
)
Ajt(1− At −Bt)dv−1−j).
3) The root node was initially an erasure (which has probability β0), and pi or more check-node
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messages are errors and the rest are all erasures (which happens with probability µt).
Therefore the error rate after t + 1 iterations will be αt+1 = α0Ct + κ0Dt + β0µt. In the
(t + 1)-th iteration, we can correct an erasure at a root node correctly if the root node was
initially an erasure, and pi or more check-node messages are correct and the rest are all erasures.
This happens with probability β0νt. The root node will remain as an erasure if it is neither
corrected mistakenly nor corrected correctly. So the erasure rate after t + 1 iterations will be
βt+1 = β0(1− µt − νt).
Now we need to find the values of At, Bt, µt and νt. The incoming message from a check node
to the root node is correct if out of the dc−1 non-root variable nodes connected to the check node,
an even number of nodes are errors and the rest are all correct (i.e., neither errors nor erasures).
That probability is Bt =
b dc−1
2
c∑
k=0
(
dc−1
2k
)
α2kt (1 − αt − βt)dc−1−2k = (1−βt)
dc−1+(1−βt−2αt)dc−1
2
. The
incoming message from a check node to the root node is an error if out of the dc − 1 non-root
variable nodes connected to the check node, an odd number of nodes are errors and the rest are
all correct. That probability is At =
b dc
2
c∑
k=1
(
dc−1
2k−1
)
α2k−1t (1−αt−βt)dc−2k = (1−βt)
dc−1−(1−βt−2αt)dc−1
2
.
The probability that pi or more neighboring check-node messages are errors and the rest are all
erasures can be simplified as µt =
∑dv−1
m=pi
(
dv−1
m
)
Amt (1 − At − Bt)dv−1−m. The probability that
pi or more neighboring check-node messages are correct and the rest are all erasures can be
simplified as νt =
∑dv−1
m=pi
(
dv−1
m
)
Bmt (1− At −Bt)dv−1−m. This completes the proof.
3) Erasure Threshold: Define erasure threshold ∗ as the maximum erasure probability (for 0)
for which the LDPC code can decode successfully (which means the error/erasure probabilities αt
and βt both approach 0 as t→∞). Let us show how the NR decoder can substantially improve
∗. Consider a regular LDPC code with dv = 5 and dc = 100, which has rate 0.95 (a typical
code rate for storage systems). Without NR-decoding, the erasure threshold is ˜∗ = 0.036. Now
let pi = 1 and τ = 4. For LZW-compressed texts, when 0 = 0.2, the NR-decoder in the previous
subsection gives p0 = 0.143 and γ0 = 0.0003, for which the LDPC decoder has limt→∞ αt = 0
and limt→∞ βt = 0. (The same happens for 0 < 0.2.) So with NR-decoding, ∗ ≥ 0.2, which
means the improvement in erasure threshold is more than 455.6%.
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C. Iterative Decoding by NR and LDPC code
In this subsection, we study the decoding performance when we use iterative decoding between
the LDPC decoder and NR-decoder, as shown in Fig. 7 (b). (In last subsection’s study, the NR-
decoder is followed by the LDPC decoder, without iterations between them.) As before, we
focus on languages and systematic LDPC codes, and present a theoretical model for compressed
languages as follows.
Let T = (b0, b1, b2, · · · ) be a compressed text. Partition T into segments S0, S1, S2 · · · , where
each segment Si = (bil, bil+1, · · · , bil+l−1) has l bits. Consider erasures in the compressed text.
Let θ ∈ [0, 1], lθ , blθc and p ∈ [0, 1] be parameters. We assume that when a segment Si has at
most lθ erasures, the NR-decoder can decode it by checking the validity of up to 2lθ candidate
solutions (based on the validity of their corresponding words/phrases, grammar, etc.), and either
determines (independently) the correct solution with probability p or makes no decision with
probability 1− p. (Note that an NR-decoder does not have to check the 2lθ candidate solutions
one by one. For example, the NR-decoder introduced earlier can remove many invalid solutions
early on without exhaustive search.) And this NR-decoding operation can be performed only
once for each segment (because if the correct solution cannot be determined by such an NR-
based operation the first time, there is no guarantee that such operations in the future will find
the correct solution).
The parameter lθ here is used to bound the computational complexity and erasure-correction
capability of the NR-decoder in the worst case, and p models the probability of making an
error-free decision. This is a simplification of the practical NR-decoder shown in the previous
subsection that makes very high-confidence – although not totally error-free – decisions. The
model is suitable for compression algorithms such as LZW coding with a fixed dictionary,
Huffman coding, etc., where each segment can be decompressed to a piece of text. The greater
l is, the better the model is.
1) Iteration with LDPC Decoder: The compressed text T is protected as information bits by a
systematic LDPC code. The LDPC code uses the peeling decoder for BEC (where dc−1 incoming
messages of known values at a check node determine the value of the outgoing message on the
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remaining edge) to correct erasures. See the decoding model in Fig. 7 (b). In each iteration, the
LDPC decoder runs one iteration of BP decoding, then the NR-decoder tries to correct those l-
information-bit segments that contain at most lθ erasures (if those segments were never decoded
by the NR-decoder in any of the previous iterations). Let 0 < 1 be the BEC’s erasure rate. Let
′t and t be the LDPC codeword’s erasure rate after the t-th iteration of the LDPC decoder and
the NR-decoder, respectively. Next, we analyze the density evolution for regular (dv, dc) LDPC
codes of rate R = 1− dv
dc
.
Note that since the NR-decoder decodes only information bits, for the LDPC decoder, the
information bits and parity-check bits will have different erasure rates during decoding. Further-
more, information bits consist of l-bit segments, while parity-check bits do not. For such an l-bit
segment, if the NR-decoder can decode it successfully when it has no more than lθ erasures,
let us call the segment lucky; otherwise, call it unlucky. Lucky and unlucky segments will have
different erasure rates during decoding, too.
Every l-information-bit segment is lucky with probability p, and unlucky with probability 1−p.
A lucky segment is guaranteed to be decoded successfully by the NR-decoder once the number
of erasures in it becomes less than or equal to lθ; and an unlucky segment can be considered as
never to be decoded by the NR-decoder (because such decoding will not succeed). Since whether
a segment is lucky or not is independent of the party-check constraints and the LDPC-decoder,
for analysis we can consider it as an inherent property of the segment (which exists even before
the decoding begins).
2) Density Evolution Analysis: Define q0 = 1, qt , t′t and dt ,
′t
t−1
for t ≥ 1. Note that
decoding will end after t iterations if one of these conditions occurs: (1) ′t = 0, because all
erasures are corrected by the t-th iteration; (2) dt = 1, because the LDPC decoder corrects no
erasure in the t-th iteration, and nor will the NR-decoder since the input codeword is identical
to its previous output. We now study density evolution before those boundary cases occur.
For t = 1, 2, 3 · · · and k = 0, 1, · · · , l, let fk(t) denote the probability that a lucky segment
contains k erasures after t iterations of decoding by the NR-decoder.
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Lemma 3.
fk(1) =

lθ∑
i=0
(
l
i
)
(′1)
i(1− ′1)l−i if k = 0
0 if 1 ≤ k ≤ lθ(
l
k
)
(′1)
k(1− ′1)l−k if lθ + 1 ≤ k ≤ l
Proof: Consider the LDPC-decoding and the NR-decoding in the first iteration. Since the
initial erasure rate is 0, the erasure rate after LDPC decoding will now be ′1 = q00(1 −
(1− 0)dc−1)dv−1 where q0 = 1 by definition. The probability that an l-information-bit segment
contains exactly i erasures is given by
(
l
i
)
(′1)
i(1 − ′1)l−i, which is independent of whether
the segment is lucky or unlucky. Thus the probability that a lucky segment contains up to lθ
erasures is given by
∑lθ
i=0
(
l
i
)
(′1)
i(1−′1)l−i. All such segments are decoded by the NR-decoder
successfully, while the remaining segments are not. That leads to the conclusion.
Lemma 4. The erasure rate after the first iteration of NR-decoding is
1 = 0d1((1−R) +R(1− p)) + (
l∑
k=lθ+1
k
l
fk(1))Rp
Proof: After NR-decoding, the erasure rate of a lucky segment with k erasures is k
l
, and the
erasure rate for unlucky segments and parity-check bits is still ′1. We have d1 = 
′
1/0. Hence
the overall erasure rate after the 1st iteration of NR-decoding is 1 = 0d1((1 − R) + R(1 −
p)) + (
∑l
k=lθ+1
k
l
fk(1))Rp. (See Fig. 8 (b) for an illustration of the computation tree for density
evolution. For comparison, we show the tree for classic BP decoding for BEC in Fig. 8 (a).)
Lemma 5. The erasure rate after the second iteration of LDPC-decoding is
′2 = q0q10(1− (1− 1)dc−1)dv−1.
Proof: We have q1 = 1′1 . Since the NR-decoding of the 1st iteration reduces the overall
erasure probability by a factor of q1 (from ′1 to 1), and the root variable node of a computation
tree is chosen uniformly at random from the infinitely long and randomly constructed LDPC
code, the root node in the tree for the 2nd iteration of LDPC decoding now has the erasure
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probability q10. (See Fig. 8 (b).) Hence the equation for the LDPC-decoder for the 2nd iteration
will be given by ′2 = q0q10(1 − (1 − 1)dc−1)dv−1. Note that LDPC decoding is independent
of NR-decoding because the parity-check constraints are independent of the bits being lucky-
segment bits, unlucky-segment bits or parity-check bits. And note that d2 =
′2
1
is the probability
that an erasure remains as an erasure after the LDPC decoding. If d2 = 1, no change was made
by the LDPC-decoder; if d2 = 0, all erasures have been corrected. In both cases, the decoding
will end.
Lemma 6. For t ≥ 2,
fk(t) =

fk(t− 1) +
l∑
i=lθ+1
lθ∑
j=0
fi(t− 1)
(
i
j
)
(dt)
j(1− dt)i−j, if k = 0
0, if 1 ≤ k ≤ lθ
l∑
i=k
fi(t− 1)
(
i
k
)
(dt)
k(1− dt)i−k, if lθ + 1 ≤ k ≤ l
Proof: Now consider the second iteration of NR-decoding. We only consider the case when
0 < d2 < 1. A lucky segment has zero errors after the second iteration if an only if either one
of the two cases happen : 1) the segment already has zero errors after the first iteration, or 2)
the segment had lθ + 1 or more errors after the first iteration and it has at most lθ erasures after
second iteration of the LDPC-decoding. Thus if k = 0,
fk(2) = fk(1) +
l∑
i=lθ+1
lθ∑
j=0
fi(1)
(
i
j
)
(d2)
j(1− d2)i−j
A lucky segment cannot have k ≤ lθ erasures (with k ≥ 1) after the second iteration of NR-
decoding (because if so, it would have corrected those erasures). So we have fk(2) = 0 for
that case. Finally, a lucky segment has lθ + 1 ≤ k ≤ l erasures if and only if it had k or more
erasures after the first iteration of NR-decoding and it has k erasures after the second iteration
of LDPC-decoding. Thus
fk(2) =
l∑
i=k
fi(1)
(
i
k
)
(d2)
k(1− d2)i−k if lθ + 1 ≤ k ≤ l
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The remaining cases can be analyzed similarly. That leads to the conclusion.
We now present the analytical formulas for the density evolution of the iterative LDPC-NR
decoding scheme. Its proof follows the previous lemmas.
Theorem 7. For t ≥ 1,
t = ((1−R) +R(1− p))0(
t∏
i=1
dt) +Rp
l∑
k=lθ+1
k
l
fk(t),
′t = (
t−1∏
m=0
qm)0(1− (1− t−1)dc−1)dv−1.
Proof: The decoding performance for the 2nd iteration of the LDPC-decoding has been
analyzed in Lemma 5. The erasure rate in unlucky-segment bits and parity-check bits was
decreased from ′1 to 
′
1d2 = 0d1d2 by the LDPC-decoding. Now the NR-decoder corrects those
lucky segments that had more than lθ erasures before the LDPC-decoding but now has at most
lθ erasures after the LDPC-decoding. So 2 = 0d1d2((1−R) +R(1− p)) + (
l∑
k=lθ+1
k
l
fk(2))Rp.
The analysis for the following iterations is similar to the 2nd iteration. In general, since in the
i-th iteration the NR-decoder reduces the overall erasure rate by a factor of qi, the root variable
node in the computation tree for the t-th iteration of LDPC decoding has the erasure probability
(
∏t−1
i=0 qi)0. That leads to the conclusion.
3) Performance: We now numerically show that the iterative NR-LDPC decoder can improve
the decoding threshold for erasures significantly. Note that the analysis in this subsection is based
on the assumption that the NR-decoder corrects erasures but does not create errors. However, all
our existing NR-decoders still create errors with small probabilities (such as 10−4 in Table II)
which, although small, are still non-zero due to the complexity of languages. Extending the NR-
decoders here to correct both erasures and errors is beyond the scope of this paper. Therefore,
the following analysis is based on the same assumption as above, and the parameters of the
NR-decoder are chosen reasonably based on existing experimental evidence: let each segment
have l = 120 bits (which corresponds to 6 LZW codewords of 20 bits each); and let lθ = 30.
(Note that in the experiments of the previous two subsections, sliding windows of the same size
and more erasures have been considered.) Let the LDPC code be a regular code with dv = 5
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Fig. 8. Comparison of the computation tree for density evolution analysis. (a) First three iterations of classic BP decoding
(alone) for BEC. (b) First three iterations of BP-decoding and NR decoding.
and dc = 100.
Recall that p is the probability that an NR-decoder can correct the erasures in a segment
successfully when the segment has at most lθ erasures. Based on the previous analysis, given the
value of p, we can obtain the corresponding decoding threshold for erasures for the iterative NR-
LDPC decoder. The results are shown in Fig. 9 (a). It can be seen that as p increases, the decoding
threshold ∗ increases quickly. Note that without the NR-decoder, the decoding threshold of the
LDPC code alone for erasures is ˜∗ = 0.036. In Fig. 9 (a), the decoding threshold increases from
0.039 to 0.224, all of which are higher than ˜∗. Based on Table II, it is reasonable to consider
p = 0.9. In this case, the decoding threshold is ∗ = 0.224, which represents a 522.22% increase
from ˜∗.
We also study how quickly decoding converges in the iterative decoding scheme. The results
are shown in Fig. 9 (b). Here, the BER of the BEC channel is 0 = 0.2 (which is above the
decoding threshold of the LDPC code alone). It can be seen that decoding converges faster as p
increases. In particular, when p = 0.9, it takes only about 7 iterations for decoding to converge.
In summary, with knowledge on how data are represented by bits, effective NR-based decoding
schemes can be designed. Both sequential and iterative schemes are presented for combining NR-
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Fig. 9. Performance of the iterative NR-LDPC decoding. (a) Here parameter p is the probability that the NR-decoder corrects
erasures in a segment when it has at most lθ erasures, and parameter ∗ is the decoding threshold for erasures of the iterative
NR-LDPC decoder. The figure shows that ∗ increases rapidly as p increases, and it can substantially outperform the decoding
threshold of the LDPC code alone (which is 0.036). (b) Here t is the number of iterations of the iterative NR-LDPC decoding
process, and t is the overall bit erasure rate of the LDPC codeword after the t-th iteration. The bit erasure rate of the BEC
channel is set to be 0 = 0.2. The figure shows that the higher p is, the more quickly decoding ends.
decoders with LDPC codes, and their performance is rigorously analyzed. The results show that
the inclusion of NR-decoding can improve LDPC decoding substantially, and iterative decoding
between the two decoders can further improve performance effectively.
V. COMPUTATIONAL-COMPLEXITY TRADEOFF FOR NR-BASED CODING
In the Introduction section, we have mentioned that the Natural Redundancy in data can be
used for both compression and error correction. How to use it suitably depends on many factors,
such as available coding techniques, hardware design, etc. In this chapter, we discuss one such
tradeoff of central importance: the computational complexity of using NR for compression or
error correction. Real NR is hard to model precisely, so we explore this topic from a theoretical
point of view, and consider NR in general forms. We show that certain types of redundancy
are computationally efficient for compression, while others are so for error correction. Note that
there exist works on analyzing the hardness of certain types of source coding schemes [28],
[29], [45] and channel coding schemes [5], [13], [14], [50], [51]. In contrast, here we focus on
the tradeoff between the two, and the analysis is NR-oriented.
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Let B = (b1, b2, · · · , bn) ∈ {0, 1}n be an n-bit message with NR. Define V : {0, 1}n → {0, 1}
as a validity function: B is a valid message if and only if V(B) = 1. The set of all valid messages
of n bits isM , {B ∈ {0, 1}n | V(B) = 1}. For simplicity, for both source and channel coding,
assume that the valid messages in M are equally likely.
First, consider source coding. Let k = dlog2 |M|e. Define an optimal lossless compression
scheme to be an injective function Copt : M → {0, 1}k that compresses any valid message
B ∈ M to a distinct k-bit vector Copt(B). Define the Data Compression Problem as follows:
Given a validity function V , find an injective function Copt : M→ {0, 1}k.
Next, consider channel coding. Assume that a valid message X = (x1, x2, · · · , xn) ∈ M
is transmitted through a binary-symmetric channel (BSC), and is received as a noisy message
Y = (y1, y2, · · · , yn) ∈ {0, 1}n. Maximum likelihood (ML) decoding requires us to find a
message Z = (z1, z2, · · · , zn) ∈M that minimizes the Hamming distance dH(Y, Z). Define the
Error Correction Problem as follows: Given a validity function V and a message Y ∈ {0, 1}n,
find a valid message Z ∈M that minimizes the Hamming distance dH(Y, Z).
Let F be the set of all functions from the domain {0, 1}n to the codomain {0, 1}. (We have
|F| = 22n .) The function V represents NR in data. In practice, different types of data have
different types of NR. Let us define the latter concept formally. For any subset T ⊆ F , let T
be called a type of validity functions (which represents a type of NR). When V can only be a
function in T (instead of F), we denote the Data Compression Problem and the Error Correction
Problem by PTdc and PTec, respectively. The hardness of the problems PTdc and PTec depends on T .
Let Sdc=NP,ec=P denote the set of types T (where each type is a subset of F) for which the data
compression problem PTdc is NP-hard while the error correction problem PTec is polynomial-time
solvable. Similarly, let Sdc=P,ec=NP (or Sdc=P,ec=P , Sdc=NP,ec=NP , respectively) denote the set of
types T for which PTdc is polynomial-time solvable while PTec is NP-hard (or PTdc and PTec are
both polynomial-time solvable, or both NP-hard, respectively). The following theorem shows
that there exist validity-function types for each of those four possible cases.
Theorem 8. The four sets Sdc=NP,ec=P , Sdc=P,ec=NP , Sdc=P,ec=P and Sdc=NP,ec=NP are all non-
empty.
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Proof: We first prove that Sdc=NP,ec=P 6= ∅, namely, there exists a validity-function type
TNP,P ⊆ F that makes the data compression problem PTNP,Pdc be NP-hard while making the error
correction problem PTNP,Pec be polynomial-time solvable.
We define a validity function VNP,P : {0, 1}n → {0, 1} as follows, which takes n binary
variables b1, b2, · · · , bn as its input. Let f3SAT (b1, b2, · · · , bn−1) be a 3-SAT Boolean formula,
which is in the Conjunctive Normal Form (CNF) where each clause contains 3 variables (such as
(b1∨b¯2∨b¯3)∧(b2∨b4∨b6)∧(b¯2∨b3∨b5)∧· · · , where ∨ is the OR operation, ∧ is the AND operation,
and x¯ is the NOT of the Boolean variable x). Define a function feven(b1, b2, · · · , bn) as follows:
feven(b1, b2, · · · , bn) equals 1 if
∑n
i=1 bi is even, and equals 0 otherwise. Similarly, define a
function fodd(b1, b2, · · · , bn) as follows: fodd(b1, b2, · · · , bn) equals 1 if
∑n
i=1 bi is odd, and equals
0 otherwise. Finally, define the validity function VNP,P (b1, b2, · · · , bn) as VNP,P (b1, b2, · · · , bn) ,
(f3SAT (b1, b2, · · · , bn−1)∧feven(b1, b2, · · · , bn))∨fodd(b1, b2, · · · , bn). (The validity-function type
TNP,P is the set of all specific forms for the function VNP,P . Note that the same holds for the
types TP,NP , TP,P and TNP,NP to be discussed later.)
Given the validity function VNP,P , we can see that the set of valid messagesM has cardinality
|M| = |{B ∈ {0, 1}n | VNP,P (B) = 1}| ≥ |{B ∈ {0, 1}n | fodd(B) = 1}| = 2n−1, because
all the messages whose bits have odd parity must be valid. So whether |M| > 2n−1 or not
(which means whether k = dlog2 |M|e > n − 1 or not) depends on whether the 3-SAT
formula f3SAT (b1, b2, · · · , bn−1) has a satisfying solution: if there is a satisfying solution to
b1, b2, · · · , bn−1 that makes f3SAT (b1, b2, · · · , bn−1) be 1, then we can let bn = ⊕n−1i=1 bi ∈ {0, 1}
(where ⊕ is the exclusive-OR operation), which gives us an n-bit message of even parity
that is valid (because here f3SAT (b1, b2, · · · , bn−1) ∧ feven(b1, b2, · · · , bn) = 1 ∧ 1 = 1 =
VNP,P (b1, b2, · · · , bn)), so k > n− 1 (which means k = n); otherwise, there is no valid message
of even parity, so k = n−1. So determining whether k = n or n−1 is equivalent to solving the
3-SAT Problem f3SAT (b1, b2, · · · , bn−1), which is a known NP-complete problem. To solve the
data compression problem PTNP,Pdc , it is necessary to know the value of k. So the data compression
problem PTNP,Pdc is NP-hard.
Consider the error-correction problem PTNP,Pec given the same validity function VNP,P . Given
31
an input noisy message Y = {0, 1}n, we compute VNP,P (Y ). If VNP,P (Y ) = 1, then Y is valid
and we let Z = Y be the decoded message; otherwise, since all messages of odd parity are
valid, we just need to flip any bit of Y to get a valid message Z of odd parity. In both cases, we
have minimized the Hamming distance dH(Y, Z) (which is either 0 or 1). So the error correction
problem PTNP,Pec is polynomial-time solvable. So Sdc=NP,ec=P 6= ∅.
Next, we prove that Sdc=P,ec=NP 6= ∅. Let H be an r × n binary matrix of rank r < n.
Define the validity function VP,NP : {0, 1}n → {0, 1} as follows: VP,NP (b1, · · · , bn) = 1 if
and only if H · (b1, · · · , bn)T ≡ 0 mod 2. (That is, the valid messages form a linear code.)
Then the data compression problem PTP,NPdc becomes polynomial-time solvable: we can view
H as the parity-check matrix of an ECC, find its corresponding generator matrix and use it
to compress any valid n-bit message into a distinct vector of k = n − r bits (e.g., through
Gaussian elimination). Its details are well known in coding theory, so we skip them here. The
error correction problem PTP,NPec is the same as the ML decoding problem of linear codes, which
is known to be NP-hard [5]. So Sdc=P,ec=NP 6= ∅.
To prove that Sdc=P,ec=P 6= ∅, we can let the validity function VP,P (b1, · · · , bn) = 1 for all
inputs. In this case, all messages are valid, so both data compression and error correction become
trivial problems. So Sdc=P,ec=P 6= ∅.
Now we prove that Sdc=NP,ec=NP 6= ∅. Let f3SAT (b1, · · · , bn) be a 3-SAT Boolean formula
as defined before (except that here it takes n bits, instead of n− 1 bits, as input). Let function
f0(b1, · · · , bn) be defined this way: it equals 1 if b1 = b2 = · · · = bn = 0, and 0 otherwise. Let
the validity function be VNP,NP (b1, · · · , bn) = f3SAT (b1, · · · , bn) ∨ f0(b1, · · · , bn).
For the data compression problem PTNP,NPdc , k > 0 (namely, |M| > 1) if and only if
f3SAT (b1, · · · , bn) has a satisfying solution whose bits are not all zeros, which is NP-complete
to determine. So PTNP,NPdc is NP-hard.
For the error correction problem PTNP,NPec , let the input noisy message Y ∈ {0, 1}n be Y =
(1, 1, · · · , 1). Then minZ∈M dH(Y, Z) < n if and only if f3SAT (b1, · · · , bn) has a satisfying
solution whose bits are not all zeros, which is NP-complete to determine. So PTNP,NPec is NP-
hard. So Sdc=NP,ec=NP 6= ∅.
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The above result shows a wide range of possibilities for the computational-complexity trade-
off between source and channel coding. In practice, it is worthwhile to study the properties
of Natural Redundancy (e.g., whether the redundancy is mainly local or global, which differs
for different types of data), and choose appropriate coding schemes based on computational
complexity along with other important factors.
VI. CONCLUSION
This paper explores the use of Natural Redundancy in data for error correction. It presents
new NR-decoders, which are based on deep learning and machine learning, and combines
them with ECC decoding. For storage systems accommodating big data, the vast amount of
Natural Redundancy offers the opportunity to improve data reliability significantly. Two important
paradigms are studied in the paper. In the Representation-Oblivious paradigm, no information
on data representation is needed a priori. In the Representation-Aware paradigm, both sequential
and iterative decoding schemes are analyzed. The experimental and analytical results verify that
machine learning can mine Natural Redundancy effectively from complex data, and improve
error correction substantially. The usage of Natural Redundancy for error correction also adds
minimal overhead for big storage systems, since it does not require the modification of existing
data.
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