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Introduction
2015 has seen the very appropriate conjunction of the international year of light andthe centenary of Einstein’s general theory of relativity; it would have been difficult
to find a better occasion for presenting a thesis dedicated to the propagation of light in
cosmology. The paradigmatic revolution that represented general relativity one hundred
years ago indeed deeply changed our vision of the Universe, setting the foundations of
modern cosmology. Since then, this discipline grew and lived, becoming an entire field
of research. Physical phenomena that were formerly considered unmeasurable, such as
gravitational lensing, or whose very existence was ignored, such as the cosmic microwave
background radiation, became powerful cosmological probes, and have now reached an
unprecedented level of precision.
In contrast with this increasing accuracy of observations—which had us enter into
the so-called precision era of cosmology—, the theoretical framework currently used to
interpret the associated data is remarkably simple. In fact, for most practical purposes, it
has barely changed since the pioneering works of Friedmann and Lemaître in the 1920s.
There was however no reason for such a change, since to date the Friedmann-Lemaître
cosmological model, based on the assumption that the Universe is spatially homogeneous
and isotropic, has shamelessly passed all observational tests. Of course, the Universe is not
strictly homogeneous, especially on small scales, but it seems that such an inhomogeneity
does not need to be taken into account when interpreting cosmological observations.
The tremendous success of the homogeneous and isotropic model is particularly striking
if we consider the case of distance measurements. On astronomical and cosmological scales,
distances are mostly measured by comparing the apparent size or luminosity of a light
source with its intrinsic size or luminous power. Consequently, such measurements rely
on the good understanding of light propagation through the cosmos, in particular the
way light beams are focused by matter lying between the sources and us. The point is
that current observations involve beams with extremely different sizes: from less than a
microarcsecond for supernova observation, to a few degrees with baryon acoustic oscillation
experiments, in terms of angular aperture. Depending on the observations at stake, light is
thus expected to experience a completely different Universe. Yet the Friedmann-Lemaître
model arises as one model to fit them all.
Why, and to which extent, such a simplistic model can be considered a good approxima-
tion for interpreting cosmological observations? If not, how to go beyond the assumptions
of perfect homogeneity and isotropy? are the fundamental questions which motivated the
present thesis. I chose to divide this dissertation in four parts, the first two being dedicated
to fundamentals, while the last two report the original research that I have performed
during the last three years. More precisely, in Part I, I introduce the laws governing light
propagation in curved spacetime, from a relativist’s point of view. The presentation is
intended to be modern and pedagogical, with a few novel elements absent from textbooks.
Part II is dedicated to standard cosmology: after having presented the Friedmann-Lemaître
xii Introduction
model and the standard perturbation theory about it, I review the current observational
status, emphasizing the precise points on which the understanding of light propagation
through the Universe is required, and where the standard model is used. Part III is the
heart of this thesis, it is devoted to the analysis of the effect of small-scale structures
on the interpretation of observations, in particular the Hubble diagram of supernovae. I
demonstrate that this effect may be non-negligible given the accuracy reached by current
and future measurements, and I propose a new theoretical framework for addressing this
issue. Finally, Part IV deals with two works related to cosmology beyond perfect isotropy.
Besides, elements of differential geometry and general relativity can be found in Appendix.
The research reported in this dissertation has been done in collaboration with several
colleagues, and led to the following articles:
1. P. Fleury, H. Dupuy, and J.-P. Uzan Interpretation of the Hubble diagram in a
nonhomogeneous universe. Phys. Rev. D 87, 123526 (2013), [arXiv:1302.5308].
2. P. Fleury, H. Dupuy, and J.-P. Uzan. Can all cosmological observations be accu-
rately interpreted with a unique geometry? Phys. Rev. Lett. 111, 091302 (2013),
[arXiv:1304.7791]. This letter has been highlighted by the science popularisation
website Phys.org.
3. P. Fleury. Swiss-cheese models and the Dyer-Roeder approximation. JCAP06(2014)054,
[arXiv:1402.3123].
4. P. Fleury, J. P. Beltrán Almeida, C. Pitrou, and J.-P. Uzan. On the stability and
causality of scalar-vector theories. JCAP11(2014)043, [arXiv:1406.6254]
5. P. Fleury, C. Pitrou, and J.-P. Uzan. Light propagation in a homogeneous and
anisotropic universe. Phys. Rev. D 91, 043511, [arXiv:1410.8473].
6. P. Fleury, J. Larena, and J.-P. Uzan. The theory of stochastic cosmological lensing.
Accepted for publication in JCAP. [arXiv:1508.07903].
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Conventions, notations, and acronyms
Units. Numerical results are mostly given in terms of units of the International System.
In abstract calculations, we adopt the usual relativistic convention of c = 1, so that lengths
and times have the same dimension.
Differential geometry. We follow the conventions of Misner, Thorne, Wheeler [1]. In
particular, the signature of spacetime’s metric is taken to be (−+ ++). We use Einstein’s
summation rule over repeated indices, the range of the sum being dictated by the nature
of the indices (see Table 1). As often as possible, we dedicate indices of the beginning of
the alphabet to components over orthonormal bases.
Notations. See Table 1 for a list of the recurrent symbols used in this dissertation. As
often in the relativity literature, vectors and tensors are identified with their components
over an arbitrary coordinate basis (e.g. u will be equivalently denoted uµ). Partial
derivatives and covariant derivatives with respect to, e.g. coordinate xµ are abridged as
∂f
∂xµ
≡ ∂µf ≡ f,µ (1)
∇∂/∂xµf ≡ ∇µf = f;µ (2)
for any function or tensor f .
Sets of indices are symmetrised and antisymmetrised according to
T(µ1...µn) ≡
1
n!
∑
σ∈Sn
Tσ(µ1...µn) (3)
T[µ1...µn] ≡
1
n!
∑
σ∈Sn
ε(σ)Tσ(µ1...µn), (4)
for any tensor or subtensor T , where Sn denotes the set of all permutations σ of n elements,
and ε(σ) is the signature of σ, i.e. +1 or −1 depending of whether it consists of an even
or odd number of transpositions, respectively. In particular,
T(µν) ≡ 12 (Tµν + Tνµ) , T[µν] ≡
1
2 (Tµν − Tνµ) . (5)
Acronyms. They will be defined when used for the first time. See also Table 2.
xiv Conventions, notations, and acronyms
Notation Description
≡ definition
∗= equality in a given coordinate system
bold symbols A, g, D, . . . vectors, tensors, and matrices
greek indices α, β, . . . µ, ν, . . . run from 0 to 3
lowercase latin indices a, b, . . . , i, j, . . . run from 1 to 3
uppercase latin indices A,B, . . . , I, J, . . . run from 1 to 2
dΩ2 ≡ dθ2 + sin2 θdϕ2 infinitesimal solid angle in spherical coordinates
[µνρσ] permutation symbol with [0123] = 1
εµνρσ ≡ √−g[µνρσ] Levi-Civita tensor
LV Lie derivative along vector V
ξ Killing vector, or separation vector
∇,D covariant derivatives
Γρµν connection coefficients
Rµνρσ curvature tensor
Rµν , R Ricci tensor, scalar
Eµν Einstein tensor
Σ hypersurface
⊥µν induced metric on a hypersurface
L worldline
u four-velocity
τ proper time
k wave four-vector
v affine parameter along null geodesics
S,O source, observation events
(sA)A=1,2 Sachs (screen) basis
Sµν screen projector
R optical tidal matrix
R, W Ricci, Weyl lensing scalars
W Wronski matrix
D Jacobi matrix
A amplification matrix
S deformation rate matrix
θ, σ null expansion rate, null shear rate
t cosmic time
a cosmic scale factor
η conformal time, with dt = adη
H ≡ a−1da/dt Hubble expansion rate
H ≡ a−1da/dη = aH conformal Hubble expansion rate
Ωx cosmological parameter associated with x
δ = δρ/ρ¯ density contrast
δD Dirac distribution
f, α, α¯ smoothness parameter
M Solar mass
Table 1 Description of the main notations used in this thesis.
Conventions, notations, and acronyms xv
Acronym Signification
BAO Baryon Acoustic Oscillation
BOSS Baryon Oscillation Spectroscopic Survey
c.c. complex conjugate
CFHT(LenS) Canada-France-Hawaii-Telescope (Lensing Survey)
CMB Cosmic Microwave Background
COSMOGRAIL COsmological MOnitoring of GRAvItational Lenses
FL Friedmann-Lemaître
GR General Relativity
HST Hubble Space Telescope
JLA Joint Lightcurve Analysis
(K)DR (Kantowski)-Dyer-Roeder
ΛCDM Λ Cold Dark Matter
LRG Luminous Red Galaxy
LSST Large Synoptic Survey Telescope
LTB Lemaître-Tolman-Bondi
MLCS Multicolour Light Curve Shape
RS Rees-Sciama
SALT Spectral Adaptive Lightcurve Template
SDSS Sloan Digital Sky Survey
SNLS SuperNova Legacy Survey
SC Swiss Cheese
SL Strong gravitational Lensing
SN(e)(Ia) (Type Ia) SuperNova(e)
(I)SW (Integrated) Sachs-Wolfe
VLBI Very Long Baseline Interferometry
WFIRST Wide-Field InfraRed Survey Telescope
WL Weak gravitational Lensing
WMAP Wilkinson Microwave Anisotropy Probe
Table 2 List of acronyms and their signification.
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Geometric optics in curved
spacetime

3Chapter 1
From electromagnetism
to geometric optics
In 1860, Maxwell unified electricity, magnetism, and light in a single physical theory, thusproviding foundations for the phenomenological laws of geometric optics formulated
earlier by Euclid, Newton, Snell, Descartes, or Fermat. Because it is quite naturally
extended in the presence of gravity, described by Einstein’s general relativity, Maxwell’s
theory not only teaches us about the nature of light, it also tells us how its propagation is
affected by gravitational fields. This first chapter is a journey from standard Maxwell’s
electromagnetism to gravitational lensing, in which we review in details how gravity is
able to modify the path of light, but also its frequency, energy, and polarisation.
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1.1 Electromagnetism
Maxwell’s theory of electromagnetism is naturally formulated in Minkowski spacetime,
the structure of which it historically revealed, leading to the development of special, and
later general, relativity. This section aims at reminding this standard formulation and
describing its extension in the presence of gravity. Because our main purpose is the analysis
of electromagnetic waves, we will only consider here Maxwell’s theory in electric vacuum,
that is in the absence of electric charges and currents; see Ref. [2] for details about the
coupling between electromagnetism and matter.
1.1.1 In Minkowski spacetime
In Maxwell’s theory of electromagnetism, the fundamental object is a vector field A, which
represents the four-vector potential from which derives the electromagnetic field. The
latter is encoded into the Faraday tensor F defined as the field strength of A, i.e.
Fµν ≡ ∂µAν − ∂νAµ. (1.1)
This definition ensures that the intrinsic Maxwell equations ∂[µFνρ] = 0 are satisfied. The
dynamics of the electromagnetic field is then described by an action principle, the Maxwell
action being
SM[A] = − 116pi
∫
M
d4x F µνFµν (flat spacetime), (1.2)
whereM denotes the spacetime manifold. The 1/16pi prefactor in SEM indicates that we
work in the Gaussian system of units, in which the electric and magnetic fields have the
same dimension; see e.g. Ref. [2] for a detailed correspondence between Gaussian units
and the units of the International System.
In classical electromagnetism, the four-vector potential A is not observable, contrary
to its field strength F , directly related to the force that the electromagnetic field applies
on charged particles1. From the definition (1.1) of Fµν , we see that the potential A from
which it derives is not unique; any gauge transformation
Aµ 7→ Aµ + ∂µs, (1.3)
where s is a scalar quantity, indeed leaves Fµν unchanged. The action (1.2) is thus also
unaffected by (1.3): Maxwell’s theory is gauge invariant. As any symmetry in the action,
gauge invariance is associated via Noether theorem [4,5] with the conservation of a physical
quantity, which in this case is the vector Qν ≡ ∂µF µν . When matter is (minimally) coupled
to the electromagnetic field, this is equivalent to the conservation of electric charge.
In the absence of any electric source, the four-vector potential A only appears in SEM;
stationarity of the latter with respect to variations of the former thus leads to the equations
of motion
0 = 4piδSM
δAν
= ∂µF µν (flat spacetime), (1.4)
1In quantum mechanics, however, the vector potential influences the phase of the wavefunction of
charged particles [3], in a way that depends on their path. Such an effect, named after Aharonov and Bohm,
is experimentally accessible via interferometry, and is used in Superconducting Quantum Interference
Devices (SQIDs) to measure magnetic fluxes.
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which represent the extrinsic Maxwell equations in vacuum. When we additionally impose
the Lorenz gauge condition ∂µAµ = 0, the extrinsic Maxwell equations (1.4) take the form
of a simple wave equation
Aµ = 0 (flat spacetime), (1.5)
where  ≡ ∂ν∂ν is the d’Alembertian operator in flat spacetime.
1.1.2 In curved spacetime
Let us now examine how the laws of electromagnetism are affected by the presence of
gravity, that we will assume to be described by Einstein’s general theory of relativity.
Because the dynamics of the gravitational field is not the topic of this chapter, we will
not address it here, but we refer the reader to the appendix A for a summary of the
notations, conventions, physical quantities, and concepts of general relativity that we will
use throughout this thesis.
Minimally coupled electrodynamics
As stated by Einstein’s equivalence principle, the laws of non-gravitational physics must
be locally the same in the presence or in the absence of gravitation, provided they are
worked out in a freely falling frame. Hence, a theory of electromagnetism in curved
spacetime must give back the Lagrangian density of Eq. (1.2) about any event E ofM,
provided it is written using, e.g., Gaussian normal coordinates, for which gµν(E) 7→ ηµν
and Γρµν(E) 7→ 0.
Besides, since curvature cannot be eliminated by any coordinate transformation, we
deduce that any direct coupling in the action between Aµ and the Riemann tensor (or
higher derivatives of the metric) would violate Einstein’s equivalence principle as stated
above. Imposing this principle then results into the minimal coupling prescription for
making curved-spacetime laws from flat-spacetimes laws: starting from the action in
Minkowski spacetime,
1. Replace the coordinate volume element d4x by the covariant volume element√−g d4x,
where g denotes the determinant of spacetime’s metric. This quantity is defined
with respect to the covariant components gµν of the metric,
g ≡ 14! [αβγδ] [µνρσ] gαµ gβν gγρ gδσ (sum on all indices) (1.6)
where [αβγδ] is the completely antisymmetric permutation symbol, with the conven-
tion [0123] = 1.
2. Replace partial derivatives ∂µ by covariant derivatives ∇µ.
Applying the minimal coupling prescription to the Maxwell action (1.2) leads to the
standard action of electromagnetism in curved spacetime
SM[A, g] = − 116pi
∫
M
d4x
√−g F µνFµν , (1.7)
where the Faraday tensor now reads Fµν = ∇µAν −∇νAµ, which turns out to be equal to
its expression in flat spacetime (with partial derivatives), provided spacetime geometry is
torsion free as assumed in GR.
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The equations of motion deriving from the stationarity of SEM are now
0 = 4piδSEM
δAν
= 1√−g ∂µ
(√−g F µν) = ∇µF µν , (1.8)
which can be rewritten in terms of the four-vector potential as
0 = ∇µF µν (1.9)
= ∇µ∇µAν −∇µ∇νAµ (1.10)
= ∇µ∇µAν −∇ν∇µAµ −Rµ νρµ Aρ, (1.11)
where the Riemann tensor appeared due to the commutation of two covariant derivatives;
imposing in addition the general-relativistic form of the Lorenz gauge ∇µAµ = 0, finally
yields
Aµ −RνµAν = 0, (1.12)
with the covariant d’Alembertian  ≡ ∇ν∇ν and the Ricci tensor Rµν ≡ Rρµρν . It is
interesting here to note the importance of applying the minimal coupling prescription in
the action rather than in the equations of motion; indeed if we had replaced ∂ν by ∇ν
directly in Eq. (1.5), then we would have missed the Ricci curvature term that appears in
Eq. (1.12).
The presence of covariant derivatives in  and of the Ricci tensor in Eq. (1.12) clearly
indicates that spacetime geometry affects the electromagnetic field. Note that the converse
is also true, since the electromagnetic field has energy and momentum, encoded into its
stress-energy tensor
TEMµν ≡
−2√−g
δSM
δgµν
= 14pi
[
FµρF
ρ
ν −
1
4(F
ρσFρσ)gµν
]
, (1.13)
which is a source of gravity in the Einstein field equations. It is a significant difference,
that it is worth emphasizing, between Newtonian gravity in which mass is the only form
of energy to gravitate, and general relativity in which all forms of energy have the ability
to curve spacetime; in Einstein’s theory, even photons attract each others!
Beyond minimal coupling?
If one relaxes the assumption of minimal coupling between the vector field Aµ and spacetime
geometry, then various terms involving spacetime curvature can appear in the action,
e.g. RµνρσF µνF ρσ, RµνAµAν , RF µνFµν , etc. Such couplings turn out to be generically
unhealthy [6], by generating Hamiltonian instabilities or, since they are already second-
order derivatives of the metric, third-order derivatives in the equations of motion; the
presence of a bare A also potentially violates the gauge-invariance of the electromagnetic
sector, which implies the nonconservation of electric charge if A is minimally coupled to
matter.
There is however at least one exception. In a very technical article [7], Horndeski
proved that if a theory which couples a vector field A to spacetime geometry (i) derives
from an action principle involving A and g; (ii) generates second-order equations of motion;
(iii) conserves the electric charge; and (iv) reduces to standard electromagnetism in flat
spacetime, then its action reads
SH[A, g] = SEH[gµν ] + SM[Aµ, gµν ] +
`2
16pi
∫
d4x
√−g LµνρσFµνFρσ (1.14)
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where the first term is the Einstein-Hilbert action (see appendix A), the second term
is the Maxwell action as seen in the previous paragraph, and the last term is the only
nonminimal coupling term that is allowed by the above four assumptions. The Lµνρσ
tensor is defined by
Lµνρσ ≡ −12ε
µναβερσγδRαβγδ (1.15)
= 2Rµνρσ + 4
(
Rµ[σgρ]ν +Rν[σgρ]µ
)
+ 2Rgµ[ρgσ]ν , (1.16)
it enjoys the same symmetries as the Riemann tensor, and is divergence free (i.e. ∇µLµνρσ =
0). The coupling constant `, which has the dimension of a length, physically represents
the typical curvature radius scale below which this theory would significantly deviate from
minimally coupled electromagnetism. The sign of this new term in Eq. (1.14) ensures the
Hamiltonian stability of the theory [8].
Due to its non-trivial coupling between electromagnetism and gravity, Horndeski’s
vector-tensor theory is expected to present a rich phenomenology beyond the standard
Einstein-Maxwell framework, such as photon-graviton oscillations, varying speed of light,
gravitational birefringence and optical activity, etc.
1.1.3 Electric and magnetic fields
Let us close this section on pure electromagnetism by indicating how to disentangle electric
and magnetic fields from the Faraday tensor F . In a special-relativistic context, if Fµν is
written as a matrix whose µ, ν respectively label the lines and columns, then
[Fµν ] =

0 −E1 −E2 −E3
E1 0 B3 −B2
E2 −B3 0 B1
E3 B2 −B1 0
 (flat spacetime), (1.17)
where Ei and Bi are the components of the electric and magnetic fields. This comes from
an identification between (i) the definition of the Faraday tensor Fµν = ∂µAν − ∂νAµ,
and (ii) the relation linking fields and potentials, usually written as ~E = −~∇V − ∂t ~A
and ~B = ~∇ × ~A, with (Aµ) = (V, ~A). As parts of an order-two tensor, ~E and ~B are
not, properly speaking, vectors: they are observer dependent, and thus transform in a
non-trivial way under Lorentz boosts.
Let u be the four-velocity of an experimentalist (with uµuµ = −1) who wishes to
characterise the electric and magnetic parts of F in her rest frame. By definition, the
components of the Faraday tensor over an orthonormal tetrad representing such a frame
must take the form of Eq. (1.17). One can therefore define the electric and magnetic fields
(E,B) as purely spatial vectors, i.e.
uµE
µ = uµBµ = 0, (1.18)
such that
Fµν = 2u[µEν] + εµνρσuρBσ, (1.19)
where we have introduced the Levi-Civita tensor
εµνρσ ≡
√−g [µνρσ] (1.20)
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following the convention of Ref. [9]. Note that, given the definition of the metric determi-
nant g, the completely contravariant counterpart of Eq. (1.20) is εµνρσ = −[µνρσ]/√−g.
By inverting Eq. (1.19) one obtains the expressions of the electric and magnetic fields:
Eµ = uνF µν , (1.21)
Bµ = −uνF˜ µν , (1.22)
where F˜µν = εµνρσF ρσ/2 is the Hodge dual of the Faraday two-form. It enjoys a decom-
position similar to Eq. (1.19), as F˜µν = −2u[µBν] + εµνρσuρEσ. Summarising, the Hodge
duality turns E into −B and B into E.
These two quantities can also be used to rewrite the electromagnetic stress-energy
tensor TEMµν in a way that makes its interpretation in terms of energy, energy flux, pressure,
etc. easier. Introducing Eq. (1.19) into Eq. (1.13) one indeed obtains
TEMµν = ρ uµuν + 2u(µΠν) + p ⊥µν +Πµν , (1.23)
where we introduced the spatial part of the metric ⊥µν= uµuν + gµν , while
ρ ≡ E
2 +B2
8pi (X
2 ≡ XµXµ), (1.24)
p ≡ ρ3 , (1.25)
Πν ≡ u
µεµνρσE
ρBσ
4pi , (1.26)
Πµν = 2p ⊥µν −EµEν +BµBν4pi , (1.27)
are respectively the energy density, isotropic radiation pressure, Poynting vector, and
anisotropic stress of the electromagnetic field. Both the Poynting vector and the anisotropic
stress are purely spatial (Πµuµ = 0, Πµνuµ = 0), and the latter is trace free (Πµµ = 0).
1.2 Light rays in geometric optics
In this section, we introduce what will be the framework for all the remainder of this
thesis, namely geometric optics. After having discussed the underlying assumptions—the
eikonal approximation—, we examine how the Maxwell equations in curved spacetime
govern the propagation of electromagnetic waves in this regime, and analyse some features
of their trajectories.
1.2.1 The geometric optics regime
An ansatz for electromagnetic waves
The geometric optics framework is conveniently discussed when one considers the following
ansatz for the vector four-potential of an electromagnetic wave,
A = aeiφ + c.c., (1.28)
where a, φ respectively stand for the wave’s amplitude and the phase. While the latter
is real by definition, the former can be complex in general; here nevertheless we assume
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that aµ is real, i.e. we restrict our study to linearly polarised waves. This assumption can
actually be made without any loss of generality: thanks to the linearity of the Maxwell
equations (1.12), any elliptically polarised wave is indeed the superposition of two linearly
polarised ones.
To the wave (1.28) can be associated a wave four-vector defined as the gradient of the
phase,
kµ ≡ ∂µφ, (1.29)
which thus represents the local direction of propagation of the wave through spacetime.
Note that the Lorenz gauge condition already imposes conditions on a and k, namely
0 = ∇µAµ = (∇µaµ + ikµaµ) eiφ + c.c. (1.30)
whose real and imaginary parts respectively imply
∇µaµ = 0, kµaµ = 0. (1.31)
Such a wave is therefore transverse, in the sense that its directions of excitation and
propagation are orthogonal.
The eikonal approximation
Geometric optics corresponds to a regime for which the genuinely undulatory properties of
light are irrelevant, so that it behaves as a stream of classical point particles: well-defined
trajectories and no interference nor diffraction phenomena. In flat spacetime, such a
situation is achieved when the phase of the electromagnetic wave varies much faster than
its amplitude, i.e.
∂φ a−1∂a, (1.32)
which is known as the eikonal approximation.
In the presence of gravity, however, the approximation requires an additional assumption
since another spatio-temporal scale enters into the game: spacetime curvature itself. In
order for the undulatory phenomena not to be affected by this additional element, the
phase of the electromagnetic wave must evolve on scales much smaller than the typical
spacetime curvature radius `c, i.e.
∂φ `−1c , (1.33)
where `−1c must be understood as the square-root of a typical component of the Rie-
mann curvature tensor. Assumption (1.33) is therefore the second part of the eikonal
approximation in curved spacetime [1].
Let us examine the restrictiveness of (1.33) in terms of the wavelength λ—which is
indeed the typical evolution scale of φ—on two examples. In a cosmological context, the
typical curvature radius is given by the inverse of the expansion rate `c ∼ c/H ∼ 4 Gpc
today (that is essentially the size of the observable Universe) or ∼ 0.2 Mpc at the epoch of
recombination; hence λ `c is not particularly restrictive in this context. In the vicinity
of a spherically symmetric massive object, `c can be evaluated using the Kretschmann
scalar2 K as `c ∼ K−1/4 ∼
√
r3/rS, where rS denotes the Schwarzshild radius of the object,
and r the coordinate distance to it. On the surface of Earth, this implies λ 2 AU, while
on the horizon of a stellar black hole it leads to λ  3 km. Only in the latter—rather
extreme—case, a part of the radio domain does not satisfy the eikonal approximation.
2The Kretschmann scalar is defined as the contraction of the Riemann tensor with itself, K ≡
RµνρσRµνρσ, and is useful to investigate the properties of the complete spacetime curvature, rather than
restricting to the Ricci scalar which, for example, is useless in vacuum.
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The Maxwell equations in geometric optics
Inserting the ansatz (1.28) for A into the Maxwell equations (1.12) gives
aµ − (kνkν)aµ −Rµνaν + i (2kν∇νaµ + aµ∇νkν) = 0. (1.34)
The real part of Eq. (1.34) implies (kνkν)aµ = aµ−Rµνaν , but the eikonal approximation
indicates that the left-hand side is much larger than the right-hand side; both must
therefore vanish identically for the situation to be acceptable. Putting it together with
the imaginary part of Eq. (1.34) results into the propagation equations of electromagnetic
waves in the geometric optics regime:
kµkµ = 0,
kν∇νaµ + 12(∇νk
ν)aµ = 0.
(1.35)
(1.36)
The first one (1.35) is the dispersion relation, while the second one (1.36) contains both
photon conservation and the evolution equation of polarisation, as we shall see respectively
in § 1.3.2 and § 1.3.3.
The eikonal approximation also leads to a familiar structure for the trio (kµ, Eµ, Bµ).
The Faraday tensor indeed reads Fµν = 2ik[µAν] + c.c. at leading order, so that Eµ =
2iuνk[µAν] + c.c. and Bµ = iuνενµρσkρAσ + c.c., whence
kµEµ = kµBµ = EµBµ = 0, (1.37)
which express the wave’s transversality in terms of its electric and magnetic fields.
1.2.2 Photons follow null geodesics
We now focus on the trajectory followed by electromagnetic waves. Start with taking the
gradient of the dispersion relation kνkν = 0,
0 = ∇µ(kνkν) = 2kν∇µkν . (1.38)
Because kν is defined itself as the gradient of the phase φ, the indices of ∇µkν can be
inverted due to the symmetry of the Christoffel coefficients,
∇µkν = ∇µ∂νφ = ∂µ∂νφ− Γρµν∂ρφ,
and the above equation takes the familiar form
kν∇νkµ = 0. (1.39)
The integral curves of the vector field kµ—the curves to which kµ is everywhere tangent—
are therefore null geodesics, since they satisfy the geodesic equation3 (1.39) and their
3It is interesting to note here that the geodesic equation emerges as a consequence of the null condition
kµkµ = 0, and it would be tempting to conclude that any null curve is a geodesic. This is actually the case
only if its tangent vector is a gradient, as this property of kµ was a crucial ingredient in the derivation. A
counterexample is easily constructed in Minkowski spacetime; consider the curve defined as x = r cos(ct/r),
y = r sin(ct/r), which corresponds to a circular motion—a helicoid in spacetime—of radius r at velocity c.
Its tangent vector (uµ) = [1,−c sin(ct/r), c cos(ct/r), 0] is clearly null, but it is not a geodesic.
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tangent vectors are null (1.35). Such curves, that we shall call light rays in the following4,
can be interpreted as the worldlines of photons, referring to the Einstein-de Broglie duality
between waves and particles, according to which the momentum of a photon is pµ = ~kµ,
where ~ ≡ h/(2pi) denotes the reduced Planck constant.
A parameter v along a given light ray is naturally defined through its tangent vector by
kµ ≡ dx
µ
dv , (1.40)
which tells us that a small variation dv of parameter v corresponds to the small displace-
ment dxµ = kµdv along the ray. The geodesic equation (1.39) then reads, in terms of v,
0 = Dk
µ
dv ≡
dkµ
dv + Γ
µ
νρk
νkρ = d
2xµ
dv2 + Γ
µ
νρ
dxν
dv
dxρ
dv , (1.41)
where D/dv denotes the covariant derivative with respect to v. The particular form (1.41) of
the geodesic equation, where Dkµ/dv completely vanishes instead of just being proportional
to kµ, indicates that v is not any parameter along the curve but an affine parameter (see
e.g. Ref. [9] for further details). Any affine transformation v 7→ av + b indeed preserves
the form of Eq. (1.41). The physical meaning of v, which has been introduced so far as a
mathematical object, will be discussed in § 1.3.1.
1.2.3 Conformal invariance
Null geodesics turn out to enjoy a particular symmetry that they do not share with their
timelike or spacelike equivalents, namely the invariance under conformal transformations
of the metric. This property can be stated as the following theorem.
Theorem. Let g and g˜ be two metric tensors for a same spacetime manifoldM described
with an arbitrary coordinate system {xµ}µ=0...3, related by a conformal transformation:
gµν(xρ) = Ω2(xρ)g˜µν(xρ), (1.42)
where Ω is an arbitrary scalar function onM. If a curve γ is a null geodesic for g, then it
is also a null geodesic for g˜. Moreover, if v is an affine parameter of γ for g, then any v˜ so
that dv = Ω2dv˜ is an affine parameter of γ for g˜.
The above property is practically very useful when there exists a conformal transforma-
tion such that g˜µν is much simpler than gµν ; the analysis of light propagation is then more
easily performed in terms g˜µν , while its counterpart in gµν can be recovered by a systematic
procedure (see § 5.1.1 for a complete dictionary and an example). Besides practical
calculations, conformal invariance also immediately explains the failure of Nordstrøm’s
theory of gravitation [10, 11], proposed in 1912—three years before Einstein’s general
relativity. In this theory, as reformulated by Einstein and Fokker in 1914, spacetime’s
geometry is conformally flat: its metric reads gµν = exp(2Φ)ηµν , where ηµν denotes the
Minkowski metric and Φ corresponds to the Newtonian potential in the weak-field regime.
Because of the conformal invariance of null geodesics, Nordstrøm’s gravity thus predicts
no gravitational deflection of light, and is therefore ruled out by observations.
4Albeit in their classical definition, light rays are rather the spatial projections of null geodesics.
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Proof of the theorem
Suppose that γ is a null geodesic affinely parametrised by xµ(v), so that its tangent
vector kµ ≡ dxµ/dv satisfies Dkµ/dv = 0. Then consider the same curve γ but parametrised
by v˜, with dv = Ω2dv˜; the associated tangent vector reads k˜µ ≡ dxµ/dv˜ = Ω2kµ. The
covariant derivative
D˜k˜µ
dv˜ ≡ k˜
ν∇˜ν k˜µ = k˜ν∂ν k˜µ + Γ˜µνρk˜ν k˜ρ (1.43)
can be rewritten using the following correspondence between the Christoffel coefficients of
g˜ and g:
Γ˜µνρ ≡
1
2 g˜
µσ (∂ν g˜σρ + ∂ρg˜σν − ∂σg˜νρ) (1.44)
= Γµνρ − 2δµ(ν∂ρ) ln Ω + gνρgµσ∂σ ln Ω, (1.45)
so that
D˜k˜µ
dv˜ = Ω
4
[
Dkµ
dv + (k
νkν)gµσ∂σ ln Ω
]
= 0, (1.46)
which concludes the proof.
Microscopic or emergent symmetry?
It is tempting to see in the conformal invariance of lightcones a consequence of the
conformal invariance of electromagnetism. Indeed, the Maxwell action (1.7) is unchanged
by the transformation (1.42) of the metric, without the need of any transformation of the
vector field A, it was therefore expected to find such a symmetry for the propagation of
light. However, this rationale only holds in four dimensions, since in dimension d,
SM[A, g˜] ≡
∫
ddx
√−g˜ g˜µρg˜νσFµνFρσ (1.47)
=
∫
ddx
√−gΩd−4gµρgνσFµνFρσ (1.48)
6= SM[A, g] if d 6= 4, (1.49)
while the conformal invariance of null geodesics is fully general, regardless of the dimension—
as it was not involved in the proof of the previous paragraph. Yet photons do follow null
geodesics, even for d 6= 4, since the dimension was not involved in the derivation of § 1.2.2
either.
This paradoxical situation suggests that, in general, conformal invariance must emerge
somewhere on the way from electromagnetism to geometric optics. It can be understood
by considering the equation of motion for A which derives from the action (1.48),
Aµ −RνµAν + (d− 4)F νµ ∂ν ln Ω = 0, (1.50)
where last term makes Eq. (1.50) differ from the Maxwell equations (1.12), and thus
spoils conformal invariance. This new term is however proportional to ∂ ln Ω ∼ `−1Ω , where
`Ω denotes the typical evolution scale of Ω. Similar terms turn out to appear in the
transformation of the Ricci tensor between the metrics g and g˜ (see e.g. Ref. [12] for
details), so that `−2Ω can be considered a contribution to spacetime curvature. Hence,
by virtue of the eikonal approximation, the last term of (1.50) can be neglected, and
conformal invariance is approximately recovered.
The conformal invariance of lightcones is therefore an emergent symmetry in general,
which accidentally coincides with a fundamental symmetry of electromagnetism in four
dimensions.
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1.2.4 Conserved quantities
In many situations of interest, spacetime geometry itself enjoys some symmetries, which
implies the existence of conserved quantities for its geodesics. Mathematically speaking,
such a symmetry is defined by the existence of a Killing vector ξ along which the (Lie)
derivative of the metric vanishes [5, 9]:
Lξg = 0. (1.51)
In terms of components, the above equation reads
0 = ξρ∂ρgµν + ∂µξρgρν + ∂νξρgρµ (1.52)
= ξρ∇ρgµν +∇µξρgρν +∇νξρgρµ (1.53)
= 2∇(µξν); (1.54)
the tensor ∇µξν is thus antisymmetric if ξ is a Killing vector. This property implies that
its scalar product with the wave-four vector is a constant of motion, since
d(kµξµ)
dv = k
µkν∇νξµ (1.55)
= 2kµkν∇(νξµ) (1.56)
= 0. (1.57)
A spacetime with N Killing vectors (ξi)i=1...N thus generates in principle N constants
Ci ≡ ξµi kµ along any geodesic motion. The above calculations are indeed true for any
geodesic (timelike, spacelike or null).
1.2.5 Fermat’s principle
While both timelike and spacelike geodesics enjoy a intuitive geometrical meaning in terms
of extremalisation of the associated proper time or length, null geodesics are a priori harder
to interpret this way, because the line element ds2 between two neighbouring events of any
null curve vanishes, by definition. It is thus unclear what extremalising such an always
zero function is supposed to mean.
Yet there exists a similar characterisation of null geodesics, reminiscent of classical
Fermat’s principle (see e.g. [13,14]) which essentially states that light always follows the
quickest way between two points. In a general relativistic context, this can be formulated
as the following theorem, illustrated in Fig. 1.1.
Theorem. [15,16] Let S be an arbitrary event (light emission) and consider a null curve γ¯
connecting S to the worldline L of an observer. Call O the intersection between γ¯ and L
(observation event), and τO the proper time measured by the observer at O, with respect
to an arbitrary origin. Then γ¯ is a null geodesic if and only if τO extremises the arrival
times τ of all the null curves γ connecting S to L which slightly deviate from γ¯.
Let us now prove this theorem. Our demonstration is partially inspired from Ref. [17],
pp. 101-102, though we tried to propose a more intuitive formulation of the converse
part. In all that follows, we respectively denote with x¯µ(v) and xµ(v) ≡ x¯µ(v) + δxµ(v)
parametrisations of the neighbouring null curves γ¯ and γ; the associated tangent vectors
are defined by k¯µ ≡ dx¯µ/dv and kµ ≡ dxµ/dv. As an infinitesimal quantity, δxµ(v) can be
considered a vector field along γ¯; we assume that its values at the events S and O read
δxµS = 0, δx
µ
O = u
µ
Oδτ, (1.58)
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Figure 1.1 Relativistic Fermat’s principle. The
null curve γ¯ is a geodesic iff τO is a local ex-
tremum of arrival times, i.e. δτ = 0 for any null
curve γ slightly differing from γ¯.
where uµO is the four-velocity of the observer at O. These assumptions mean that both γ¯
and γ emerge from S, and cross L with a relative delay δτ .
Finally, since the (covariant) derivative of δxµ with respect to v reads Dδxµ/dv =
kµ − k¯µ ≡ δkµ, a consequence of the nullity of γ is then
kµkµ = 2k¯µδkµ = 0, (1.59)
at first order in δkµ.
γ¯ geodesic =⇒ δτ = 0
Suppose that γ¯ is a null geodesic affinely parametrised by v (without loss of generality),
we then have
d
dv
(
k¯µδx
µ
)
= Dk¯
µ
dv δx
µ + k¯µδkµ = 0, (1.60)
where both terms in the middle are zero because of, respectively, the geodesic equa-
tion (1.41), and Eq. (1.59). We conclude that k¯µδxµ is a constant all along γ¯, which
moreover vanishes because δxµS = 0, hence
0 = (k¯µδxµ)O = (k¯µuµ)Oδτ, (1.61)
that is δτ = 0 since the null vector k¯O and the timelike vector uO cannot be orthogonal
to each other.
γ¯ geodesic ⇐= δτ = 0
Proving this converse assertion requires a more constructive approach. Let {eα}α=0...3 be
a tetrad field so that e0(O) ≡ uO, and parallely transported along γ¯ from O to S. This
procedure basically generates a family of fictive observers with four-velocities e0(v) along
γ¯, as illustrated in Fig. 1.2.
Suppose each of these observers selects an arbitrary spatial position {δxa}a=1...3 in his
rest frame—i.e., with respect to the local tetrad {eα(v)}—so that the δxa(v) are smooth,
and consider the worldline γ of a particle that would interpolate all those spatial positions
at the speed of light. By construction, γ is therefore a null curve, and its deviation with
respect to γ¯ is
δxµ = δx0eµ0 + δxaeµa , (1.62)
where the value of δx0 is imposed δxa via the speed-of-light condition, i.e. k¯αδkα = 0 in
tetrad components. When integrated from S to O, this condition implies
δτ = δx0O =
∫ O
S
dv k¯aδk
a
k¯0
= −
∫ O
S
d
dv
(
k¯a
k¯0
)
δxa (1.63)
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Figure 1.2 Geometry of the proof of (the converse of) Fermat’s principle. The four-velocity uµO
of the observer at O is parallely transported along γ¯ to generate a vector field e0(v), interpreted as
the four-velocity of fictive observers (two of them are represented, at v1 and v2). The null curve γ
is defined as the trajectory of a particle moving at the speed of light which is detected at spatial
positions δxa(v) by each of the fictive observers. This imposes the delay δx0(v) of this particle
with respect to the one following γ¯, and thus the complete separation δxµ = δx0eµ0 + δxaeµa
between γ and γ¯.
after an integration by parts.
Now if δτ = 0 for any null curve γ in the vicinity of γ¯, then Eq. (1.63) implies
d
dv
(
k¯a
k¯0
)
= 0, (1.64)
because the δxa(v) were arbitrary fields. Besides, using k¯α ≡ k¯µeµα and the fact that the
tetrad field {eα} is parallely transported along γ¯ (Deα/dv = 0), we can rewrite Eq. (1.64)
as
eµa
(
Dk¯µ
dv −
k¯µ
k¯0
dk¯0
dv
)
= 0, (1.65)
so that the expression between parentheses vanishes, since its projection over e0 is also
clearly zero. The null curve γ¯ is therefore a geodesic as its tangent vector remains parallel
to itself. One can also recover the affinely parametrised geodesic equation using e.g. the
parameter w such that dv = k¯0dw instead of v.
1.3 Observables of an electromagnetic wave
So far, we have investigated the propagation of light from a four-dimensional, fully covariant,
point of view. In this section, on the contrary, we examine the properties of electromagnetic
waves which are actually observable, and therefore observer-dependent by definition. We
chose to divide them into three categories: the kinematical observables (§ 1.3.1), associated
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with light’s trajectory and frequency; the energetical observables (§ 1.3.2); and finally
polarisation (§ 1.3.3).
1.3.1 Kinematics
The 3+1 decomposition of the wave vector
In the rest frame of an observer with four-velocity u, the electric field associated with a
wave A = aeiφ + c.c. oscillates with an angular frequency ω defined as the (absolute value
of the) rate of change of the phase φ. If τ denotes the proper time of this observer, we
thus have
ω ≡
∣∣∣∣∣dφdτ
∣∣∣∣∣ = |uµ∂µφ| = −uµkµ, (1.66)
where the minus sign comes from the fact that we consider k as being future oriented,
i.e. k0 > 0 in any coordinate system. The frequency ν is related to ω via the usual
relation ω = 2piν.
Besides frequency, the wave is also characterised, in the frame of the observer, by its
direction of propagation, that is the opposite of the direction in which the observer must
look to actually detect the wave. It can be defined as being parallel to the spatial gradient
of the phase,
dµ ∝⊥µν ∂νφ ≡ (gµν + uµuν) kν , (1.67)
where⊥ denotes the projector on the observer’s local space. In the above equation, we used
a proportionality symbol∝ instead of an equality, because we also want d to be a unit vector;
spa
ce
kµωu
µ
ωdµ
O
Figure 1.3 Decomposition of
the wave four-vector.
it is actually easy to check that the norm of ⊥µν kν is ω, so
that the right-hand side of Eq. (1.67) must be divided by ω.
The above definitions finally lead to the so-called 3+1
decomposition of the wave four-vector, illustrated in Fig. 1.3,
k = ω (u+ d) , (1.68)
with the orthonormality relations
uµuµ = −1, dµdµ = 1, uµdµ = 0. (1.69)
Physical meaning of the affine parameter
The 3+1 decomposition (1.68) of the wave four-vector with respect to a given observer
provides a simple physical interpretation for the affine parameter v. Between v and v+ dv,
the displacement of a photon through spacetime is given by dxµ = kµdv. Hence, in the
frame of the observer, the photon travels over a distance
d` ≡ dµdxµ = dµkµdv = ωdv, (1.70)
which gives to dv its meaning. Equivalently, ωdv can be interpreted as the time lapse dτ
measured by the observer between the events xµ(v) and xµ(v + dv), but it is somehow
harder to visualise than the corresponding travel distance.
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The redshift and its interpretation
The relative difference between the frequency emitted by a source, ωS, and the one actually
measured by an observer, ωO, is quantified by the redshift z as
1 + z ≡ ωS
ωO
= (u
µkµ)S
(uµkµ)O
. (1.71)
Because the expression of z involves both the four-velocities and the wave four-vectors
at the source and observation events (respectively S and O), there is a fundamental
degeneracy in its interpretation—is it a Doppler effect due to their relative velocity, or an
Einstein effect due to, e.g., gravitational dilation of time?
This turns out to be a bad question in general, for its answer is coordinate dependent.
We are indeed always free to pick a comoving coordinate system (see Fig. 1.4), with respect
to which both the source and the observer are at rest, uiS
∗= uiO
∗= 0, so that any difference
between ωS and ωO would be due to kOµ 6 ∗= kSµ . In such a case, z shall be interpreted as
a gravitational redshift. Besides, we could also make the opposite choice and pick an
observational coordinate system, such that now kOα
∗= kSα ; any redshift would then be
attributed to uαO 6 ∗= uαS, and interpreted as a Doppler effect.
S
O
uO
uS
comoving
observational
T = 0
T = 2
T = 1
X = 0 X = 1
x = 0 x = 1 x = 2
t = 0
t = 1
t = 2
kS
kO
Figure 1.4 Illustration of the coordinate dependence of the interpretation of the redshift. With
comoving coordinates (T,X)—black, dashed—only the components of the wave four-vector differ
between S and O: z is interpreted as a gravitational redshift. With observational coordinates
(t, x)—grey, solid—only the components of the four-velocity of the source and the observer differ:
z is interpreted as a Doppler effect.
The point I try to make here is that there is fundamentally no preferred interpretation
for the redshift of an observed signal5. In a cosmological context [19] for instance, it is not
more sensible to attribute the redshift of remote galaxies to a stretching of wavelengths,
due to the expansion of the Universe, than to a Doppler effect due to their recession
velocities. They are just two different points of view on a same physical phenomenon6.
5See however Ref. [18] for a case against this conclusion.
6This does not mean that the expansion of the Universe can be modelled by the motion of test particles
in a Minkowski spacetime. See e.g. Ref. [20] for a thought experiment illustrating the difference between
both situations.
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Observational notion of relative velocity
Pushing further the above reasoning, the redshift allows us to define a very general notion
of velocity of a light source as seen by an observer. It is essentially the velocity ~V that the
observer would associate to the source by applying the special-relativistic Doppler formula
1 + z = 1−
~d · ~V
1− V 2 , (1.72)
where −~d is an Euclidean unit vector materialising the observer’s line of sight.
It can seem very artificial, but there is actually a fully covariant way of constructing
such this velocity (see Fig. 1.5). Let γ be a light ray connecting a source S to an observer O,
affinely parametrised by v, and define the four-vector US(v) as the parallel transportation
of the source’s four-velocity uS from S to O along γ,
DUµS
dv = 0 with U
µ
S (vS) = u
µ
S, (1.73)
Since both UµS and k are parallel transported along γ, their scalar product Uµkµ is a
constant along this geodesic; in particular UµS (vO)kOµ = U
µ
S (vS)kSµ = u
µ
Sk
S
µ = −ωS, the
redshift can therefore be written as
1 + z =
UµS (vO)kOµ
uµOk
O
µ
. (1.74)
If we work at O in the observer’s frame, for which uµO
∗= (1,~0), kµO
∗= ωO(1, ~d), then
UµS (vO)
∗= (1, ~V )/
√
1− V 2 in general, so that Eq. (1.74) is equivalent to Eq. (1.72). This
construction is orginally due to Synge [21].
S
O
uO
uS = US(vS)
γ
US(vO)
kS
kO
k(v)
US(v)
Figure 1.5 Defining an observational notion of relative velocity. The four-vector US(v) is
constructed by parallel-transporting uS from S to O along the null geodesic γ connecting
them. The resulting vector US(vO) at O represents the four–velocity of the source as seen
by the observer: the observed redshift is computed from it by applying the special-relativistic
formula (1.72).
Let us give two concrete examples of this Synge velocity. In homogeneous cosmology,
where spacetime is described by the Friedmann-Lemaître geometry (see Chap. 4), the
recession velocity of a comoving source with respect to a comoving observer reads V =
(a2O − a2S)/(a2O + a2S), where aE ≡ a(tE) denotes the scale factor at the cosmic time tE of
the event E. Note that for tO & tS we recover the Hubble law V ≈ H0(tO − tS).
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In the vicinity of non-rotating body of mass M , where spacetime is described by the
Schwarzschild geometry, the recession Doppler velocity between a source at rS and an
observer at rO > rS with the same angular coordinates is V = (AS − AO)/(AS + AO),
where A(r) ≡ 1− 2GM/r. If rS → 2GM , i.e. if the massive body is a black hole whose
horizon is approached by the source, then V approaches the speed of light.
1.3.2 Energetics and photon conservation
As already mentioned in § 1.1.2 and § 1.1.3, any electromagnetic field possesses energy and
momentum, whose various components are encoded in the decomposition (1.23) of its stress-
energy tensor. In the special case of an electromagnetic wave of the form A = aeiφ + c.c.,
the energy density ρ and the Poynting vector Π—which represents the energy flux density,
or momentum density—read
ρ ≡ E
2 +B2
8pi =
ω2a2 sin2 φ
pi
, (1.75)
Πµ ≡ u
νενµρσE
ρBσ
4pi = ρ dµ, (1.76)
with a2 ≡ aµaµ ≥ 0, as ensured by the Lorenz gauge kµaµ = 0 together with the dispersion
relation kµkµ = 0, and d is the unit vector in the direction of propagation introduced in
Eq. (1.68).
In practice, experiments are not sensitive to the detailed time evolution of such
quantities, but rather to their average over a certain integration time ∆τ  ω−1. For
instance, the luminous power P associated with an electromagnetic wave is the time
average of the flux of the Poynting vector over the detector surface
P (τ) ≡
∫∫
detect.
d2Σµ
∫ τ+∆τ
τ
dt Πµ =
∫∫
detect.
d2Σµdµ 〈ρ〉 , (1.77)
where 〈. . .〉 denotes (proper) time averaging. From Eq. (1.75) we get 〈ρ〉 = ω2a2/(2pi) for
the mean energy density of the electromagnetic wave. Note that, by virtue of Eq. (1.77),
〈ρ〉 also represent the power per unit area, that is, the luminous intensity I detected by
the observer.
If we now adopt a corpuscular description of light, i.e. if we consider the electromagnetic
wave as a photon stream, then the mean energy density can be written as 〈ρ〉 = n× ~ω,
where n denotes the number of photons per unit volume within the wave. Similarly,
because the Poynting vector is the momentum density of the wave, it reads 〈Π〉 = n×~ωd
in terms of photons. These considerations naturally drive us to define the photon flux
density associated with the wave as
j ≡ 〈ρ〉u+ 〈Π〉
~ω
= a
2
2pi~ k. (1.78)
Note that thanks to the above second equality, j is a real four-vector in the sense that it is
observer-independent, contrary to ρ, Π, or the photon number density given by n = −uµjµ.
Going back to the propagation equations for electromagnetic waves, the contraction of
Eq. (1.36) with a immediately leads to a continuity equation
∇µjµ = 0, (1.79)
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which translates photon number conservation. Of course, this law is only valid in vacuum,
or at least in the absence of coupling between matter and the electromagnetic field, since
in the latter case photons can potentially be emitted of absorbed, which would generate a
source term in Eq. (1.79).
1.3.3 Polarisation
In terms of the vector potential
So far we have only exploited the information that Eq. (1.36) provides about the norm
of the wave amplitude a, but it actually also drives the evolution of its direction. Let us
assume that a2 6= 0 (else the wave has no energy, i.e. does not exist at all), and define the
unit potential polarisation vector as
α ≡ a√
a2
. (1.80)
Inserting aµ =
√
a2αµ in Eq. (1.36), we get
0 =
√
a2 kν∇ναµ + α
µ
2
√
a2
∇ν(a2kν). (1.81)
In the second term we recognise the divergence of the photon flux density 2pi~∇νjν , which
vanishes by virtue of photon conservation as seen in the previous paragraph, so that finally
Dα
dv = 0. (1.82)
The potential polarisation vector is thus parallely transported along the light ray.
In terms of the electric field
Albeit very convenient for a covariant description of polarisation, the vector potential is
not directly measurable. In practice, polarisation is rather characterised by the behaviour
of the electric field, but since the latter is observer-dependent, we can already suspect that
parallel transportation, satisfied for α, will not hold here. Defining the electric field all
along the wave’s worldline γ indeed requires to define a family of observers, i.e. a field
of four-velocities u, which has no reason to be parallel-transported along γ. This issue
becomes evident when one calculates the covariant derivative of Eµ = 2iuνk[µAν] + c.c.
along γ,
DEµ
dv = −
1
2(∇νk
ν)Eµ +
[
2ik[µAν] Duνdv + c.c.
]
, (1.83)
where we see that the second term, which prevents DE/dv from being proportional to E,
and thus prevents the electric polarisation vector
 ≡ E√
E2
(1.84)
from being parallely transported, precisely encodes the deviation from parallel transporta-
tion of u along γ.
Yet the electric polarisation partially inherits the propagation properties of α; it is
actually parallel-transported as much as possible, while keeping orthogonal to both u and d.
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Such a notion can be formalised by defining the projector on the two-plane orthogonal to
those vectors,
Sµν ≡ δµν + uµuν − dµdν , (1.85)
that we shall call screen projector, since the plane it projects on materialises a spatial
(⊥ u) screen, orthogonal to the observer’s line of sight d. The electric polarisation then
reads
Sµν
Dν
dv = 0. (1.86)
Let us now prove Eq. (1.86). First, because uµEµ = 0 = kµEµ, we also have dµEµ = 0,
so that Eµ = SµνEν (the electric field belongs to the screen plane). Plugging-in the relation
between Eµ and Aµ yields
Eρ = Sρµ 2iuνk[µAν] + c.c. = iωSρµAµ + c.c., (1.87)
where we used Sµν kν = 0. The screen projection Eq. (1.83) thus reads
Sρµ
DEµ
dv =
(
−12∇νk
ν + 1
ω
dω
dv
)
Eρ. (1.88)
The above equation can then be contracted with Eρ in order to get an equation govern-
ing E2; combining the latter with the former finally gives Eq. (1.86). Note that the same
calculations could have been done with the magnetic field instead of the electric field.
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Light beams
Observations in astronomy and cosmology often rely on the measurement of theapparent size, shape, and luminosity of distant light sources. Such notions cannot
be described from a single light ray, a single geodesic, but rather require a collection of
rays—a light beam—which connect each point of the extended source to the observer. If
the rays remain close enough to each other, then their collective behaviour can be studied
as a whole, and the beam considered an object in itself. This chapter is dedicated to the
laws governing the propagation of such narrow light beams, and their connection with
observables. In particular, we introduce the two fundamental tools of the gravitational
lensing theory, namely the Jacobi matrix and the optical scalars, which will be crucial for
discussing the various observable notions of distance in Chap. 3.
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2.1 Description of a light beam
In this section, we show how the covariant description of light beams (§ 2.1.1), which is
indeed the most natural way they are defined, can be turned to a more observation-oriented
description. This requires to introduce a notion of screen (§ 2.1.2) on which observers can
project the beam and characterise its shape and extension. We will show in particular
that such morphological properties are actually observer independent. Their evolution
with light propagation will finally be discussed in § 2.1.3.
2.1.1 Covariant approach
We define a light beam as a set of light rays which all intersect at one event, the lightcone
of which they belong to. Depending on the physical situation that one wishes to address,
this event can either represent light emission S from which the rays emerge, or light
reception O towards which they converge. In this chapter, without loss of generality, we
will consider the second option.
Intrinsic coordinate system and basis
Geometrically speaking, a light beam is thus modelled by a bundle of null geodesic with
a vertex point. Its structure therefore only requires three coordinates to be explored
(see Fig. 2.1). One is naturally chosen to be an affine parameter v along each individual
geodesic within the bundle. The other two (yI)I=1,2 can be thought of as labels for the
geodesics, such as angular coordinates on the observer’s celestial sphere [22]. To this
coordinate system is canonically associated a vector basis formed by
k ≡ ∂
∂v
, eI ≡ ∂
∂yI
. (2.1)
Since all the geodesics of the bundle intersect at O, it is natural to affect to this
event a common value vO (often set to zero) of their affine parametrisation: v = vO ⇔ O.
This choice implies that the coordinate system (v, yI) is singular at O—just like spherical
coordinates are singular at their origin—in particular the vectors eI vanish at O. Consider
indeed any two neighbouring rays v 7→ xµ(v, yI) and v 7→ xµ(v, yI + δyI); because they
intersect at vO, we have
0 = xµ(vO, yI + δyI)− xµ(vO, yI) = eµI (O)δyI , (2.2)
which implies eµI (O) = 0 since δyI is arbitrary.
A second consequence of the existence of a vertex point in the geodesic bundle is the
orthogonality of k and eI . Proving this property requires to note that (k, e1, e2) is not
any vector set but a coordinate basis (or holonomous basis), which means that the Lie
brackets [k, eI ] and [eI , eJ ] must vanish [3]. In terms of components, [k, eI ] = 0 reads
0 = kν∂νeµI − eνI∂νkµ = kν∇νeµI − eνI∇νkµ; (2.3)
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it follows that
∂
∂v
(eµI kµ) = kµkν∇νeµI since kν∇νkµ = 0 (2.4)
= kµeνI∇νkµ because of Eq. (2.3) (2.5)
= 12e
ν
I∇ν(kµkµ) (2.6)
= 0 as k is null. (2.7)
So the scalar product eµI kµ does not depend on v, whence
eµI kµ = (e
µ
I kµ)O = 0. (2.8)
Physically speaking, this means that the phase φ of the electromagnetic wave represented
by the beam is the same for two events separated by dxµ = eµIdyI , since for such a
displacement dφ = kµdxµ = 0. The wave four-vector k being also orthogonal to itself, we
conclude that any displacement dxµ = kµdv + eµIdyI within the beam keeps φ unchanged:
the beam entirely belongs to a φ = cst-hypersurface, which defines the lightcone of O.
k
O
e1
e2
y1
=
cs
t
y2 = cst v
inc
rea
ses
ξ
Figure 2.1 Schematic representation of a light beam converging at O, with its coordinate
system (v, y1, y2) and the associated basis (k, e1, e2). Red lines (solid and dashed) represent light
rays within the beam; the separation ξ between two of them is indicated in blue. Red surfaces
are iso-v; horizontal or vertical black lines are respectively the intersection between iso-y1 or
iso-y2 surfaces and iso-v surfaces.
Separation vector
The relative behaviour of two neighbouring rays, respectively labelled by yI and yI + δyI ,
is usually described by their separation vector (or connecting vector)
ξµ(v, yI , yI + δyI) ≡ xµ(v, yI + δyI)− xµ(v, yI) = eµI δyI . (2.9)
As a linear combination of the eI , ξ inherits all their properties, namely
ξµO = 0,
kν∇νξµ = ξν∇νkµ,
ξµkµ = 0,
(2.10)
(2.11)
(2.12)
which will turn out to be particularly useful for the remainder of this chapter.
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Geodesic deviation equation
The fact that ξ is the separation between two geodesics imposes its evolution with v.
Taking the gradient of the geodesic equation in the direction of ξ, we indeed have
0 = ξρ∇ρ(kν∇νkµ) (2.13)
= (ξρ∇ρkν)(∇νkµ) + ξρkν∇ρ∇νkµ (2.14)
= (kρ∇ρξν)(∇νkµ) + ξρkν∇ν∇ρkµ − ξρkνRµσνρkσ (2.15)
= kρ∇ρ(ξν∇νkµ)−Rµσνρkσkνξρ (2.16)
where, in Eq. (2.15), we used Eq. (2.11) to exchange the roles of ξ and k in the first term,
and the definition of the Riemann tensor to exchange ∇ρ and ∇ν in the second term.
Using again Eq. (2.3), we can rewrite the first term of Eq. (2.16) as kρ∇ρkν∇νξµ, which
is nothing but the second covariant derivative of ξ with respect to v; the result is known
as the geodesic deviation equation
D2ξµ
dv2 = R
µ
σνρk
σkνξρ. (2.17)
This equation surely provides the best geometrical interpretation of curvature, as the
quantity which rules the relative acceleration between neighbouring geodesic motions.
Note that Eq. (2.17) also applies to timelike and spacelike geodesics.
2.1.2 Screen space
From now on, we restrict to infinitesimal light beams, within which any two rays are close
enough for their relative behaviour to be well-described by their separation vector ξ. This
vector is then the key tool for the analysis of a beam’s morphology, but its relation to
actually observable quantities requires to introduce a notion of screen.
Defining a screen
Consider an observer with four-velocity u whose worldline intersects the beam at an
event E different from O. Since in general eµI (E) 6= 0, the beam has a nonzero extension
around E. In order to characterise its morphology, the observer shall project it on a screen,
defined as a two-dimensional spatial (⊥ u) plane, and chosen to be orthogonal to the local
line-of-sight (⊥ d).
The relative position, on the screen, of the two light spots associated with two rays
separated by ξµ, is then
ξµ⊥ ≡ Sµν ξν , (2.18)
where the screen projector is defined by
Sµν ≡ gµν + uµuν − dµdν , (2.19)
and indeed coincides with the one introduced in § 1.3.3.
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The beam’s morphology is frame independent
Consider a set of any three rays γ1,2,3 within the beam, the last two being respectively
separated from the first one by ξ and ζ, as depicted in Fig. 2.2. The scalar product of
their screen projection is then
ξµ⊥ζ
⊥
µ = `12`13 cosϑ, (2.20)
where `ij stands for the (proper) distance between the spots i and j, while ϑ is the angle
between the segments relating 1 to 2 and 1 to 3.
d
ξ⊥
ζ⊥
`12
γ1
γ3
γ2
`13
ϑ
Figure 2.2 Relative position,
on an observer’s screen, of the
three light spots associated
with the three rays γ1,2,3.
The orthogonality between ξ and k (2.12) allows us to rewrite Eq. (2.18) as
ξµ⊥ = ξµ +
ξνuν
ω
kµ. (2.21)
and the analog relation for ζµ⊥, so that
ξµ⊥ζ
⊥
µ = ξµζµ. (2.22)
Therefore, the scalar product ξµ⊥ζ⊥µ does not depend on u, and so do the lengths `12, `13
(the above rationale can be done with ξ = ζ), and the angle ϑ. We conclude that the
morphology of an infinitesimal light beam is an intrinsic property, neither its size nor
its shape depend on the frame in which they are measured. Let us emphasize that this
property is valid for measurements of lengths and angles on a screen by an experimentalist
located at a point where the beam has a nonzero extension. It does not apply to the
observer situated at O, where the beam converges. In particular, the relativistic aberration
effects that will be discussed in § 3.2.3 are precisely due to the fact that angles measured
by an observer at O depend on its four-velocity.
The Sachs basis
For the purpose of characterising the morphology of a beam, it is convenient to introduce
an orthonormal basis (sA)A=1,2 for the screen. By definition, its vectors must satisfy
sµAuµ = s
µ
Adµ = 0, s
µ
AsBµ = δAB, (2.23)
which also implies sµAkµ = 0 since kµ = ω(uµ + dµ). The screen projector is naturally
decomposed in terms of this basis as
Sµν = δABsµAsνB. (2.24)
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Suppose that a family of observers, lying all along the beam and thus defining a
four-velocity field u(v), want to compare the patterns they observe on their respective
screen. Each of them can define a basis (sA)A=1,2(v) according to the requirements (2.23),
but these requirements do not specify any orientation—the bases of two different observers
could be arbitrarily rotated with respect to each other.
In order for the orientation of the patterns on the screens to be tractable, the screen
vectors sA(v) should be parallely transported along the beam. However, just like for
polarisation (§ 1.3.3), a complete parallel transportation is forbidden if u(v) is not, because
sA and u must keep orthogonal to each other. The solution is again a partial parallel
transportation, in the sense of
Sµν
DsνA
dv = 0. (2.25)
Vector s˙A, where a dot denotes the covariant derivative D/dv, can thus be decomposed as
s˙A = αu+ βd. Furthermore, since kµsµA = 0 and k˙ = 0 (geodesic equation), we also have
kµs˙
µ
A = 0, which implies α = β; in other words,
s˙A ∝ k. (2.26)
The above relation, together with k˙ = 0, then implies that any nth-order covariant
derivative of sA along k is parallel to k.
In many references on gravitational lensing theory (e.g. Refs. [17, 23]), the authors
take advantage of observer independence of the beam’s morphology and assume, without
loss of generality, that u(v) is actually parallely transported along the beam, hence so are
the sA(v). With this additional requirement, (s1, s2) is called the Sachs basis. We choose
here not to make this assumption and work with a generic u(v) field. We will however use
the same terminology for simplicity.
An advantage of our choice is that our Sachs basis enjoys a simple physical interpretation.
The transportation law (2.25) is indeed reminiscent of the electric polarisation vector 
defined in § 1.3.3, and we can make the following identification:
s1 = , s2 = β, (2.27)
where β is the magnetic analog of ; the Sachs vectors then indicate the directions of
oscillation of the electric and magnetic fields of a given photon within the beam. Of course,
any global isometry between (s1, s2) and (,β) is allowed as well. Note also that the
identification (2.27) does not hold if other physical phenomena besides gravitation affect
polarisation, such as optically active matter or Faraday rotation in the presence of strong
background magnetic fields.
2.1.3 Propagation in screen space
We now want to investigate the consequences of the geodesic deviation equation (2.17) on
the evolution, with v, of the beam’s morphology. For that purpose, it is natural to focus
on the components of ξ on the Sachs basis, defined by
ξA ≡ sµAξµ = sµAξ⊥µ , (2.28)
and therefore such that
ξ⊥ = ξAsA. (2.29)
Note that the position of indices A,B,C . . . does not matter (here ξA = ξA) as they are
raised and lowered by δAB.
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The Sachs vector equation
An evolution equation for ξA, directly inherited from the geodesic deviation equation, can
be derived the following way. We first decompose its second derivative with respect to v
thanks to the Leibnitz rule,
ξ¨A = ξ¨µsµA + 2ξ˙µs˙
µ
A + ξµs¨
µ
A, (2.30)
where, again, a dot denotes a covariant derivative D/dv. We have seen in the previous
paragraph that both s˙A and s¨A are parallel to k; the orthogonality of k and ξ then implies
that the last two terms in the right-hand side of Eq. (2.30) vanish identically. Inserting
Eq. (2.17) in the first one therefore leads to
ξ¨A = RµνρσsµAkνkρξσ. (2.31)
Finally, using ξσ = ξσ⊥ + (ξνuν/ω)kσ, and the antisymmetry of the Riemann tensor under
ρ↔ σ, we obtain the Sachs vector equation
d2ξA
dv2 = R
A
Bξ
B, (2.32)
in which the left-hand side involves a simple (not covariant) derivative, because ξA is
actually a scalar, and where we introduced the optical tidal matrix
RAB ≡ RµνρσsµAkνkρsσB. (2.33)
Because the Riemann tensor is invariant under the exchange of the first pair of indices
with second one, the optical tidal matrix is symmetric RAB = RBA, which justifies a
posteriori the notation RAB in Eq. (2.32).
Ricci and Weyl lensing
As any 2× 2 matrix, R can be decomposed into a pure-trace part and a trace-free part.
This decomposition turns out to fit very well with the decomposition of the Riemann
tensor as
Rµνρσ = Rµ[ρgσ]ν −Rν[ρgσ]µ − 13Rgµ[ρgσ]ν + Cµνρσ, (2.34)
where Cµνρσ denotes the Weyl (or conformal curvature) tensor; it has the same symmetries
as the Riemann tensor, and it is trace free, in the sense that Cµνµσ = 0. Inserting this
decomposition in the definition (2.33), and using the orthogonality relations involving kµ,
sµA, we get
RAB = −12Rµνk
µkν δAB + CµνρσsµAkνkρsσB, (2.35)
whose last term is a trace-free matrix, indeed
δABCµνρσs
µ
Ak
νkρsσB = CµνρσkνkρSµσ (2.36)
= Cµνρσkνkρ(uµuσ − dµdσ) (2.37)
= ω2(Cµνρσdνdρuµuσ − Cµνρσuνuρdµdσ) (2.38)
= 0, (2.39)
where we used that the Weyl tensor is trace free in the second line, and its symmetries in
the third and fourth lines.
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The optical tidal matrix therefore takes the simple form
R =
(
R 0
0 R
)
+
(−ReW ImW
ImW ReW
)
(2.40)
which involves the Ricci lensing and Weyl lensing scalars, respectively defined by
R ≡ −12Rµνk
µkν , (2.41)
W ≡ −12Cµνρσ(s
µ
1 − isµ2)kνkρ(sσ1 − isσ2 ). (2.42)
Physical interpretation
The decomposition (2.40) of R is useful to qualitatively understand the physics of gravita-
tional lensing. It is indeed clear that Ricci and Weyl curvatures affect the beam’s geometry
in different ways:
• Suppose that only R is at work, then the separation ξA between any two light spots
on a screen evolves as ξ¨A = RξA as the beam propagates. Ricci lensing thus induces
a homothetic transformation of the beam’s pattern.
• The Weyl lensing matrix, on the contrary, has two different eigenvalues ∓|W |, whose
eigendirections are respectively rotated by β and β + pi/2, with W = |W |e−2iβ, with
respect to the Sachs basis. The separation vectors ξ±A aligned with those directions
thus evolve as ξ¨±A = ±|W |ξ±A , so that the beam’s shape gets elongated in the first
direction and contracted in the second one. Weyl lensing thus tends to shear light
beams.
Ricci and Weyl curvatures have distinct physical origins. On the one hand, the Ricci
tensor is directly to matter’s local density of energy and momentum via the Einstein
equation Rµν −Rgµν/2 + Λgµν = 8piGTµν , which implies
R = −4piGTµνkµkν ≤ 0 (2.43)
under the null energy condition. In the case of a perfect fluid with rest-frame energy
density ρ and pressure p, the stress-energy tensor reads Tµν = (ρ+ p)uµuν + pgµν , and the
above relation becomes simply R = −4piG(ρ+ p)ω2. Ricci lensing thus tells us how a light
beam is focused by the matter it encloses. Note by the way that the cosmological constant
does not have any focusing effect, like any other form of matter equivalent to a perfect
fluid with p = −ρ.
The Weyl tensor, on the other hand, describes the nonlocal effects of gravity. The
simplest examples are the tidal forces created around a massive body, but gravitational
waves or frame dragging are also gravitational phenomena encoded in the Weyl tensor.
Hence, unlike Ricci lensing, Weyl lensing is mostly due to matter lying outside the beam.
This fits quite well with our Newtonian intuition: a mass inside the beam attracts all the
rays towards it, generating convergence, while a mass outside shears it by tidal effects.
Self focusing
Let us close this section by a remark on the potential ability of light beams to focus
themselves. As mentioned in § 1.1.2, light indeed possesses energy and momentum, whose
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contribution to Ricci focusing reads
Rself ≡ −4piGT beamµν kµkν = −16piGIω2, (2.44)
where I is the luminous intensity (power per unit area) of the beam, also equal to its
energy density ρbeam. This quantity is not a constant during light propagation, the energy
being diluted over the growing wavefront and redshifted. If the light source has an absolute
luminosity (power) L, the observed intensity goes like I = L/(4piD2L), where DL denotes
the luminosity distance from the source to the observer—see Chap. 3 for more details
about distances in curved spacetime.
The amplitude of self focusing can be evaluated by comparing it to the cosmic Ricci
focusingRcosm ≡ −4piGρmω2, associated with the mean matter density ρm = 2.8×10−27(1+
z)3 kg/m3 in the Universe. We get
Rself
Rcosm
= 1.7× 10
−6
(1 + z)3
L
L
(1 pc
DL
)2
, (2.45)
where L = 3.8× 1026 W is the solar luminosity. For stellar sources, this is therefore a very
small number; but for much brighter sources such as quasars, with a typical luminosity
of L ∼ 1040 W ∼ 1014L, self focusing turns out to dominate over cosmic focusing as far
as DL < 10 kpc. This effect makes very luminous sources appear even brighter than they
already are.
2.2 The Jacobi matrix
The comparison between the physical morphology of a source and how it appears to an
observer is the heart of gravitational lensing experiments. The Jacobi matrix, which we
introduce in this section, precisely contains this information.
2.2.1 Definition and interpretation
Wronski matrix
The Sachs vector equation (2.32) is a second-order linear differential equation, which
satisfies the Cauchy-Lipshitz conditions if we assume that RAB(v) is smooth. Hence there
is a linear one-to-one and onto relation between any solution of Eq. (2.32) and its initial
conditions; in other words, there exists a 4× 4 invertible matrixW such that
ξ1
ξ2
ξ˙1
ξ˙2
 (v2) =W(v2 ← v1)

ξ1
ξ2
ξ˙1
ξ˙2
 (v1). (2.46)
We shall callW the Wronski matrix of the Sachs equation1. The notation v2 ← v1, which
indicates that Eq. (2.32) is integrated from v1 to v2, is useful for expressing the elementary
1In a mathematically rigorous way,W(v ← v0) is the Wronski matrix associated with a fundamental
system of solutions (M1,M2) of the matrix equation M¨ = RM , with initial conditions M1(v0) =
M˙2(v0) = 12 and M˙1(v0) = M2(v0) = 02
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properties ofW implied by its very definition, namely
W(v3 ← v1) =W(v3 ← v2)W(v2 ← v1), (2.47)
W(v2 ← v1) = [W(v1 ← v2)]−1. (2.48)
Its propagation equation, inherited from Eq. (2.32), reads
∂
∂v2
W(v2 ← v1) =
(
02 12
R(v2) 02
)
W(v2 ← v1), (2.49)
with initial conditionW(v1 ← v1) = 14, and where 0n, 1n respectively denote the n× n
zero and unity matrices. This Cauchy problem is formally solved by
W(v2 ← v1) = Vexp
∫ v2
v1
(
02 12
R(v) 02
)
dv, (2.50)
where Vexp is the affine-parameter ordered exponential defined, for any matrix-valued
function M (v), by
Vexp
∫ v2
v1
M (v)dv ≡
∞∑
n=0
∫ v2
v1
dw1
∫ w1
v0
dw2 . . .
∫ wn−1
v0
dwn M (w1)M(w2) . . .M(wn).
(2.51)
This expression reduces to a regular exponential if, for all v, v′, M(v) commutes with
M (v′). In the case of Eq. (2.50), this occurs if, and only if, R(v) is a constant.
Because of its “Chasles relation” (2.47), the Wronski matrix is a very convenient tool
for solving the Sachs equation (2.32) piecewise, as the junction between various pieces of
solution is simply achieved by matrix multiplications. This is indeed the reason why the
Wronski matrix was introduced independently by Ref. [24] (not under this name) and by
the author of this thesis in Ref. [25], in order to deal with light propagation in Swiss-cheese
models (see Chap. 6). In most cases, however, only a 2× 2 part ofW is really useful, as
we will see below.
Jacobi matrix
If we choose the initial conditions for the integration of the Sachs equation to be a vertex
point of the light beam (here the observation event O), then by definition ξA(vO) = 0, and
Eq. (2.46) indicates that ξA(v 6= vO) is related to ξ˙A(vO) as
ξA(v) = DAB(v ← vO)
dξB
dv (vO), (2.52)
where D(v ← vO) is the 2× 2 top-right block ofW(v ← vO); it is called Jacobi matrix
for reasons that shall become clearer below.
In § 1.3.1 of the previous chapter, we have seen that an increase dv of the affine
parameter corresponds, in the rest frame of arbitrary observer, to a displacement d`/ω of
the photon. It follows, as depicted in Fig. 2.3, that the derivative ξ˙B(vO) involved in the
definition (2.52) of D reads
dξB
dv
∣∣∣∣∣
O
= ωO
dξB
d`
∣∣∣∣∣
O
= −ωOθBO , (2.53)
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Figure 2.3 The vector ξ˙AOsA at O is directly proportional to the observed angular separation
θO = θAOsA between the rays, since θA = dξA/d`.
where θBO  1 denotes the angular separation, on the observer’s celestial sphere, between
the two images associated with two rays separated by ξ. The minus sign on the right-hand
side is due to the fact that kµ is future oriented, so that d` is positive for a displacement
towards the future, whereas θBO is more naturally defined from a past-oriented displacement.
In light of the identification (2.53), the matrix D(S ← O) corresponding to the
integration of the Sachs equation from the observation event O to the source event S can
be written as
DAB(S ← O) = −
1
ωO
∂ξAS
∂θBO
. (2.54)
We conclude that, modulo the normalisation factor −1/ωO, D(S ← O) indeed represents
the Jacobi matrix of the map {θAO} 7→ {ξAS }, which relates the positions of images on the
observer’s celestial sphere to the physical separations of the associated sources. As such,
D(S ← O) encodes all the gravitational distortions of the image of a very small light
source.
2.2.2 Decompositions
General case
The Jacobi matrix D(S ← O) can be decomposed in a way that emphasize the geometrical
transformations between the observed image and the actual source—whose intrinsic
morphology cannot be observed. First note that its determinant is, still modulo a
frequency factor, the Jacobian of {θAO} 7→ {ξAS }, that is, the ratio between the physical area
of the source AS and its apparent angular size (observed solid angle) ΩO, both assumed to
be infinitesimal quantities. In other words,
det(ωOD) = ASΩO ≡ D
2
A, (2.55)
where we anticipated on Chap. 3, § 3.2.3 identifying the above ratio with the square of
the angular diameter distance DA between the source and the observer.
As any 2 × 2 matrix, D/√detD can be written as the product RS of a rotation
matrix R and a symmetric matrix S. Moreover, since its determinant is unity, we can
write S as the exponential of traceless symmetric matrix. The resulting decomposition of
the Jacobi matrix thus reads
D = −DA
ωO
(
cosψ − sinψ
sinψ cosψ
)
exp
(−γ1 γ2
γ2 γ1
)
. (2.56)
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A further step consists in diagonalising the exponential matrix; it is convenient for that
purpose to define γ ≥ 0 and ϕ such that γ1 + iγ2 = γe−2iϕ, leading to
exp
(−γ1 γ2
γ2 γ1
)
=
(
cosϕ − sinϕ
sinϕ cosϕ
)(
e−γ 0
0 eγ
)(
cosϕ sinϕ
− sinϕ cosϕ
)
. (2.57)
The various quantities involved in the above decomposition must be interpreted the
following way (see Fig. 2.4). Starting from an observed image, the intrinsic properties of
the source are reconstructed by successively:
1. contracting and expanding the image by factors e−γ and eγ, respectively, in the
directions
s− ≡ cosϕs1 + sinϕs2, (2.58)
s+ ≡ − sinϕs1 + cosϕs2, (2.59)
this shear operation preserves the area of the image;
2. rotating anticlockwise the result by the angle ψ;
3. translating angles into physical distances by multiplying them with DA.
The changes of orientation of the image with respect to its source—induced by shear (2.)
and rotation (3.)—are a priori not measurable, because it is a priori impossible to know
what is the intrinsic orientation of the source. Nevertheless, for a source of polarised
light, whose shape is aligned with the direction of polarisation (e.g. in quasar jets),
such effects can become observable because they generically break the alignment between
polarisation—materialised by the Sachs basis—and the image’s shape.
Perturbative case
In a number of practical situations, the lensing effects encoded in the Jacobi matrix result
from small perturbations of the spacetime geometry, with respect to a background which
generates no shear nor rotation of images (Friedmann-Lemaître or Minkowski), i.e. for
which D = −D¯A/ωO12. In such cases, the general decomposition (2.56) can be expanded
at order 1 in the deformation scalars γ1, γ2, ψ  1, and in the convergence
κ ≡ D¯A −DA
D¯A
 1, (2.60)
under the form
D = AD + . . . , (2.61)
where the amplification (or magnification) matrix reads
A ≡
(
1− κ− γ1 γ2 − ψ
γ2 + ψ 1− κ+ γ1
)
. (2.62)
In fact, we will see in § 2.3.2 that if γ  1, then ψ ∼ γ2 and can thus be neglected in the
above first-order expansion. This is the reason why the amplification matrix is usually
considered symmetric in the weak-lensing literature [17, 26].
In principle, it is possible to use a decomposition of the form (2.62) even for finite
deformations, but the quantities κ, γ, ψ ∼ 1 then differ from the ones defined in Eqs. (2.56),
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Figure 2.4 Transformations of an image due to gravitational lensing, as encoded in the decom-
position (2.56) of the Jacobi matrix. In this example, the angular distance between the source
galaxy and the observer is DA = 10 kpc/3 arcmin ≈ 1 Mpc.
(2.60), and thus lose their geometrical meaning. For instance, the relative correction to
the angular distance is, in that case, no longer equal to the convergence, but rather to
D¯A −DA
D¯A
= 1− 1√
µ
, (2.63)
where the magnification µ reads
µ ≡ 1detA =
1
(1− κ)2 − γ2 + ψ2 . (2.64)
Note by the way that the conventional name “magnification matrix” for A is somewhat
misleading, and would be more adapted to A−1. It is precisely this loss of geometrical
interpretation for the commonly used κ, γ, ψ which led the author of this thesis to propose
the more generally sensitive decomposition (2.56).
Let us finally mention that a perturbative expansion of the form (2.61) can also be
performed with respect to a background with nonzero shear and rotation—e.g. for weak
lensing in a perturbed Bianchi I universe [27,28]—but the expression (2.62) of A needs to
be slightly adapted to account for it.
36 Chapter 2 Light beams
2.2.3 Evolution
Formally, the evolution of the Jacobi matrix with v is entirely determined by simply
extracting the 2× 2 top-right block of the Wronski matrix given by Eq. (2.50). However,
affine-parameter ordered exponentials are not particularly easy to handle, and thus of
limited interest for practical calculations.
Jacobi matrix equation
An evolution equation for D only is directly obtained by taking the second derivative of
its definition (2.52) and inserting the Sachs equation (2.32), which yields
∂2
∂v2
D(v ← vO) =R(v)D(v ← vO), (2.65)
that we will refer to as the Jacobi matrix equation, and abridge as D¨ =RD, where it is
understood that a dot stands for a derivative with respect to the final affine parameter v
of D(v ← vO).
The initial conditions (v = vO) for the differential equation (2.65) derive from the very
definition (2.52) of the Jacobi matrix, and read
D(vO ← vO) = 02, (2.66)
D˙(vO ← vO) = 12. (2.67)
The set of Eqs. (2.65), (2.66), and (2.67) thus completely characterises the evolution of
the Jacobi matrix with v.
Etherington’s reciprocity law
We have seen in Eq. (2.48) that the Wronski matrix enjoys a simple reciprocity law:
inverting the initial and final conditions simply turnsW into its inverse. There exist a
similar relation for the Jacobi matrix, known as Etherington’s reciprocity law [29], but
contrary to the former, the latter does not trivially follow from a definition: it relies on
the specific equation (2.65) governing the evolution of D.
Following Refs. [23,30], we consider two solutions v 7→ D(v ← v1) and v 7→ D(v ← v2)
of the Jacobi matrix equation, and define
C(v) ≡ D˙T(v ← v1)D(v ← v2)−DT(v ← v1)D˙(v ← v2), (2.68)
where T denotes matrix transposition. The symmetry of the optical tidal matrix RT =R
implies that C is a constant; in particular, C(v1) = C(v2) implies
D(v1 ← v2) = −DT(v2 ← v1) (2.69)
by virtue of Eqs. (2.66), (2.67). A particular consequence of the above relation is that
inverting v1 and v2 leaves the determinant of the Jacobi matrix unchanged:
detD(v1 ← v2) = detD(v2 ← v1), (2.70)
which will allow us to derive the duality relation between the angular and luminosity
distances in Chap. 3.
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2.3 The optical scalars
The propagation equations for light beams can be reformulated in terms of their deformation
rates, also known as the optical scalars. This formulation has the advantage of exhibiting
even more clearly the respective roles of Ricci or Weyl curvatures, and allows one to derive
the so-called focusing theorem.
2.3.1 Definitions
From the Jacobi matrix
Since the deformations of a light beam are described by the Jacobi matrix, the associated
deformation rates are naturally defined by its logarithmic derivative with respect to the
affine parameter; we thus introduce the deformation rate matrix
S ≡ D˙D−1 i.e. SAB ≡
∂ξ˙A
∂ξB
. (2.71)
The conservation law (2.68) applied for v1 = v2 (hence C = 02) reads
02 = DTSTD −DTSD (2.72)
which, if we assume detD 6= 0, implies that S is a symmetric matrix.
Decomposing S into its pure-trace and trace-free parts then yields
S =
(
θ 0
0 θ
)
+
(−σ1 σ2
σ2 σ1
)
, (2.73)
where θ and σ ≡ σ1 + iσ2 are the optical scalars; they are called respectively the beam’s
expansion rate and shear rate, for reasons that shall become clearer in § 2.3.2. Note that,
despite its notation, this θ must not be confused with an angle, both θ and σ have the
dimension of [v]−1.
From the gradient of the wave four-vector
Alternatively, one can define the deformation rate matrix S, and thus the optical scalars
θ, σ, via
SAB = sµAsνB∇µkν . (2.74)
Let us show that this definition is indeed equivalent to the previous one (2.71),
ξ˙A ≡ kµ∇µ(sνAξν) (2.75)
= sνAkµ∇µξν since s˙µA ∝ kµ ⊥ sµA (2.76)
= sνAξµ∇µkν because of Eq. (2.11) (2.77)
= sνAξ
µ
⊥∇µkν as kµ∇µkν = 0 (2.78)
= sνAξBs
µ
B∇µkν , (2.79)
whose derivative with respect to ξB indeed leads to the expression (2.74), modulo an
inversion of the indices µ↔ ν, which is allowed since ∇µkν is a symmetric tensor. This
property, which comes from the fact that kµ is the gradient of the wave’s phase, is an
alternative proof for the symmetry of S.
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More generally, the tensor ∇µkν can be decomposed over the four-dimensional or-
thonormal basis (uµ, dµ, sµ1 , sµ2) according to
∇µkν = SABsAµ sBν − 2ω−1Sρ(µkν)uσ∇ρkσ + ω−2kµkνuρuσ∇ρkσ, (2.80)
which can be derived starting from ∇µkν = δρµδσν∇ρkσ, with δρµ = Sρµ + dµdρ − uµuρ, and
using kµkµ = 0 = kν∇νkµ. Taking the trace of Eq. (2.80) then yields
∇µkµ = trS = 2θ, (2.81)
while the trace of its square gives
(∇µkν)(∇µkν) = tr(S2) = 2(θ2 +
∣∣∣σ2∣∣∣). (2.82)
The quantities θ and |σ|2 are thus fully covariant quantities, which reflects the frame
independence of the beam’s morphology.
2.3.2 Geometrical interpretation
Expansion rate
The physical cross-sectional area of a light beam is defined as
A ≡
∫
beam
dξ1dξ2 =
∫
beam
detD dξ˙1Odξ˙2O. (2.83)
For an infinitesimal light beam, D can be considered constant in the above integral, and
the evolution rate of A with the affine parameter reads
A˙
A
= 1detD
d(detD)
dv = tr(D˙D
−1) ≡ trS, (2.84)
whence
θ = 12A
dA
dv =
1
DA
dDA
dv , (2.85)
where we reintroduced the angular diameter distance DA ∝
√
A. The quantity 2θ therefore
represents the evolution rate of the beam’s area.
Shear rate
Consider two light rays separated by ξ. The distance ` between the associated light spots
on the local screen reads
`2 ≡ ξµ⊥ξ⊥µ = ξAξA = DABDAC ξ˙BO ξ˙CO , (2.86)
and since (dDTD)/dv = 2DTSD, we conclude that the evolution rate of ` reads
1
`
d`
dv =
ξASABξB
ξAξA
= θ − |σ| cos 2ι, (2.87)
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where ι denotes here the angle between (ξA) and the eigendirection of S associated with
the eigenvalue θ − |σ|. The quantity ˙`/` thus belongs to the interval [θ − |σ| , θ + |σ|],
which gives |σ| its geometrical meaning:
2 |σ| =
(
1
`
d`
dv
)
max
−
(
1
`
d`
dv
)
min
(2.88)
is the rate of stretching of the light beam. Note by the way the alternative expression for
the expansion rate, 2θ = ( ˙`/`)max + ( ˙`/`)min.
Relation with the deformation scalars
We have just seen that the expansion rate θ is related to DA via Eq. (2.85). Similarly,
there exist relations between the shear rate σ, the net shear γ, its direction ϕ, and the
rotation angle ψ, which can be derived by inserting the decomposition (2.56) of D in the
definition (2.71) of S. The result is explicitly
S = D˙A
DA
(
1 0
0 1
)
+ (ψ˙ + ϕ˙)
(
0 −1
1 0
)
+ γ˙
(− cos 2(ψ + ϕ) − sin 2(ψ + ϕ)
− sin 2(ψ + ϕ) cos 2(ψ + ϕ)
)
+ ϕ˙
(
sin 2(ψ + ϕ) sinh 2γ cosh 2γ − cos 2(ψ + ϕ) sinh 2γ
− cosh 2γ − cos 2(ψ + ϕ) sinh 2γ − sin 2(ψ + ϕ) sinh 2γ
)
, (2.89)
which, after regrouping the trace, trace-free symmetric, and antisymmetric parts, and
identifying with Eq. (2.73), indeed confirms Eq. (2.85) and yields
σ = (γ˙ − iϕ˙ sinh 2γ) e−2i(ψ+ϕ),
0 = ψ˙ − 2ϕ˙ sinh2 γ.
(2.90)
(2.91)
An alternative expression for σ can also be derived by combining Eqs. (2.90), (2.91), and
reads
σ = 12 cosh 2γ
d
dv
[
e−2i(ψ+ϕ) sinh 2γ
]
. (2.92)
In the weak-lensing case (γ  1), Eq. (2.91) implies that ψ ∼ γ2 is a second-order quantity
and can be neglected. Besides, Eq. (2.92) becomes
σ ≈ ddv
(
γe−2iϕ
)
. (2.93)
The geometrical interpretation of Eq. (2.90) is more easily discussed if we introduce
the angle α such that σ = |σ| e−2iα; moving the phase term e2i(ψ+ϕ) to the left-hand side
of Eq. (2.90) and taking the real and imaginary parts then gives
|σ| cos 2(ϕ+ ψ − α) = γ˙, (2.94)
|σ| sin 2(ϕ+ ψ − α) = −ϕ˙ sinh 2γ, (2.95)
which tell us how the shear rate works on an already sheared image, depending on their
relative orientation. On the one hand, as already illustrated in Fig. 2.4, ϕ+ ψ is the angle
between s1 (resp. s2) and the direction in which the beam has been effectively contracted
(resp. expanded). On the other hand, α is the angle between s1 (resp. s2) along which
the beam undergoes minimum (resp. maximum) elongation rate ˙`/`. The following three
situations, depicted in Fig. 2.5 are then easily understood:
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1. If α = ψ+ϕ, then the stretching described by σ occurs precisely in the same direction
along which the beam is already stretched. Its deformation is then amplified, without
any change of its orientation: γ˙ = |σ|, ϕ˙ = ψ˙ = 0.
2. If α = ψ+ϕ+ pi/2, it is the contrary of the above, elongation occurs in the direction
for which the beam is contracted, and vice versa. The deformation thus tends to
attenuate, γ˙ = − |σ|, ϕ˙ = ψ˙ = 0.
3. If α = ψ+ϕ+pi/4, we have an interesting situation for which the shear rate actually
generates no distortion of the beam (γ˙ = 0). The pattern displayed on the screen
thus conserves its degree of deformation, but the direction in which the latter occurs
changes according to ϕ˙ = |σ| / sinh 2γ. It also undergoes a global rotation according
to ψ˙ = 2ϕ˙ sinh2 γ = |σ| tanh γ.
s1
s2
s1
s2 s2
s1
α = ψ + ϕ
α
ψ + ϕ ψ + ϕ
α
1. α = ψ + ϕ 2. α = ψ + ϕ+ pi2 3. α = ψ + ϕ+
pi
4
γ˙ < 0γ˙ > 0
γ˙ = 0
Figure 2.5 Illustration of the effect of the shear rate σ for the three configurations discussed
in the text. Blue ellipses represent the cross-sectional shape of an initially circular light beam,
for two successive values of the affine parameter: v (dashed) and v + δv (solid). Black arrows
indicate the eigendirection of the shear rate matrix.
2.3.3 Evolution
Sachs scalar equations
Besides the geometrical meaning of its components, the deformation rate matrix S can be
considered a Riccati variable associated with D, since its allows one to trade the second-
order linear Jacobi matrix equation (2.65) for a first-order nonlinear Riccati equation
S˙ + S2 =R, (2.96)
that one easily obtain by taking the derivative of S and replacing D¨ by RD. Inserting
the decomposition (2.73) of S then leads to the Sachs scalar equations
θ˙ + θ2 + |σ|2 = R,
σ˙ + 2θσ = W .
(2.97)
(2.98)
They confirm the discussion of § 2.1.3 regarding the respective role of Ricci and Weyl
tensors in gravitational lensing, as R stands for the source of convergence (antiexpansion),
while W is a source of shear. Note however the presence of |σ|2 in Eq. (2.97), which
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adds to the focusing effect of R and therefore makes Weyl lensing an indirect source of
convergence. This property is far from being obvious if one works within the Jacobi matrix
formalism only.
Initial conditions
Due to the initial condition D(vO ← vO) = 02 for the Jacobi matrix, the deformation
matrix S ≡ D˙D−1 diverges at O, and so do in principle the optical scalars θ, σ. This
divergence can be analysed from the Taylor series of the Jacobi matrix in the vicinity of
vO, that is
D(v ← vO) = (v − vO)12 + (v − vO)
3
3! RO +O(v − vO)
4, (2.99)
hence
S =
[
12 +O(v − vO)2
] [
(v − vO)12 +O(v − vO)3
]−1
(2.100)
= (v − vO)−112 +O(v − vO). (2.101)
The deformation matrix therefore has a simple pole at O, which moreover only concerns
its trace part (expansion rate). In other words, the initial conditions for the optical scalars
are
θ = (v − vO)−1 +O(v − vO), (2.102)
σ = O(v − vO). (2.103)
The initial divergence of θ makes it inconvenient for numerical calculations. It is preferable,
in practice, to use directly the area A of the beam, or the angular distance DA, as in the
equations exhibited hereafter.
Focusing theorem
Replacing θ by (d
√
A/dv)/
√
A in the first Sachs scalar equation (2.97) leads to the
following evolution equation for the beam’s area A, known as the focusing theorem,
d2
√
A
dv2 =
(
R − |σ|2
)√
A ≤ 0, (2.104)
where we used R ≤ 0, as ensured by the null energy condition (see § 2.1.3). Note that, by
virtue of Eq. (2.85),
√
A could also have been replaced by the angular distance DA in the
above. A similar introduction of DA in Eq. (2.98) then leads to the following reformulation
of the Sachs scalar equations
d2DA
dv2 =
(
R − |σ|2
)
DA, (2.105)
dD2Aσ
dv = D
2
AW , (2.106)
which enjoy a better behaviour at O than the original ones, and are therefore more adapted
to numerical calculations of DA(v).
Physically speaking, the focusing theorem tells us that
√
A cannot increase more than
linearly with v, and that any gravitational effect tends to focus the beam. This seems to
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imply that there exist no divergent gravitational lenses. Yet that is wrong in general: for
example, a beam going through the interior of a matter circle is defocused. The point is
that the focusing theorem is true for infinitesimal light beams only. If this assumption is
relaxed, if the beam has a finite extension, then its rays no longer have the same direction
of propagation, and their separations no longer belong to the same screen space, etc. It is
precisely the existence of a collection of different screen spaces within a finite beam that
can make it locally focused and globally defocused.
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Distances
The greatest achievement of the theory of relativity is certainly the unification of theconcepts of space and time, which implies in particular that the notion of spatial
distance is fundamentally ambiguous. Yet astronomy—hence, to some extent, cosmology—
is all about distance measurements, which encourages us to try to generalise the notion of
distance in a relativistic context, rather than abandoning it. We here review a number
of attempts to address this issue, both from purely theoretical and observational points
of view. Throughout this chapter, at least ten different well-defined and well-motivated
notions of distance are presented.
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3.1 Defining distances
In this section, we expose several theoretical constructions for characterising spatial
distances in relativity. The first difficulty being to artificially disentangle space from time,
we start by investigating the issue in the context of special relativity (§ 3.1.1), where we
show that distances can be univocally defined. The conclusion is nevertheless drastically
different if we allow observers to be noninertial, or spacetime to be curved (§ 3.1.2).
3.1.1 In special relativity
We suppose in all this subsection that spacetime geometry is described by the Minkowski
metric, and we use an inertial coordinate system {xα} for which its components read
g(∂α,∂β) = ηαβ ≡ [diag(−1, 1, 1, 1)]αβ.
Distance between two events
Let A and B be two events with coordinates xαA,B. Their spatio-temporal separation is
defined as the norm of the four-vector1 AB connecting them, that is
∆s2(A,B) ≡ g(AB,AB) = ηαβ∆xα∆xβ, (3.1)
with ∆xα ≡ xαB−xαA. This separation is timelike, null, or spacelike respectively for ∆s2 < 0,
∆s2 = 0, or ∆s2 > 0 respectively. In the third case, it can be interpreted as the square of
the spatial distance between A and B,
D(A,B) ≡
√
∆s2(A,B). (3.2)
As originally shown in Ref. [31], this notion of distance can also be expressed in terms
of time measurements only. Consider an arbitrary inertial observer whose worldline L
passes through A. Without loss of generality, we assume the coordinate system {xα} to
be adapted to this observer, in particular x0 = t is her proper time, and tA is the date of
A in her rest frame. We define two events E,R ∈ L from the construction depicted in
Fig. 3.1a: the observer emits a photon at E, which is reflected at B back to the observer,
who finally receives it at R. We call tE, tR the corresponding dates.
This construction implies that both the four-vectors EB and BR are null, because
proportional to the emitted and reflected wave four-vectors. From EB = EA+AB we
deduce
0 = g(EB,EB) (3.3)
= g(EA,EA) + g(EA,AB) + g(AB,AB) (3.4)
= −(tA − tE)2 + (tA − tE) g(∂t,AB) + g(AB,AB), (3.5)
where we used EA = (tA − tE)∂t and g(∂t,∂t) = −1; the same calculation with BR =
BA+AR then yields
0 = −(tR − tA)2 − (tR − tA) g(∂t,AB) + g(AB,AB). (3.6)
1This notion of four-vector connecting two arbitrary events is meaningless in general, but Minkowski
spacetime is an exception.
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Combining Eqs. (3.5), (3.6) to eliminate the scalar product between ∂t and AB, we finally
obtain
g(AB,AB) = (tA − tE)(tR − tA), (3.7)
which is positive iff tA ∈ [tE, tR], that is, as expected, iff A lies outside the lightcone of B.
When this condition is fulfilled, the above relation yields the Synge formula [32] for the
distance between two events
D(A,B) =
√
(tA − tE)(tR − tA). (3.8)
Although it involves here the proper time of a particular observer, D(A,B) is by definition
a Lorentz-invariant quantity, thus any inertial observer can calculate D(A,B) using the
Synge formula.
Observer independence is, however, the reason why D(A,B) actually fails in describing
what we usually call a spatial distance. For example, the couple of events corresponding
to (A) the emission of a photon by this text, and (B) its reception by your eye, has
D(A,B) = 0 by definition. Yet the text does not touch your eye, hopefully. The reason for
such a failure is that the natural questions associated with spatial distances concern the
distance between an event and an worldline (how far is this supernova explosion from us?)
or between two worldlines (how far is this text from your eye?), rather than the distance
between two events.
Distance between an event and an inertial observer
Let L be the worldline of an inertial observer and B an arbitrary event. The dis-
tance D(L , B) between them is naturally defined as D(A∗, B), such that A∗ ∈ L and B
are simultaneous in the observer’s frame. The notion of simultaneity invoked here admits
three equivalent definitions in special relativity:
1. tA∗ = tB in an inertial coordinate system associated with L .
2. tR− tA∗ = tA∗ − tE, where E,R ∈ L are, as in the previous paragraph, the emission
and reception by the observer of a photon reflected at B. This definition is known
as the Einstein-Poincaré simultaneity criterion [33,34].
3. g(A∗B,∂t) = 0.
Therefore
D(L , B) ≡ D(A∗, B) = δabxaBxbB =
tR − tE
2 , (3.9)
where we have chosen L as the origin of spatial coordinates {xa}a=1...3 in the penultimate
expression, while the last one have been obtained from the Synge formula (3.8) by replacing
tA by tA∗ = (tE + tR)/2. By virtue of the same Synge formula, it is easy to check that
D(L , B) is also the maximal distance between B and any event of the observer’s worldline,
D(L , B) = max
A∈L
D(A,B), (3.10)
provided this quantity exists.
Another possible characterisation of D(L , B) relies on the affine parametrisation of null
geodesics connecting B with L . We have seen in § 1.3.1 that the affine parameter v indeed
represents the distance travelled by light, modulo a frequency factor. Here the geodesic
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Figure 3.1 Defining distances in special relativity.
equation is easily solved, e.g. from B to R, leading in particular to kt = cst = ωR, where ωR
is the cyclic frequency measured by the observer at R. In other words, dt/dv = ωR, which
we immediately integrate as ωR(vR−vB) = tR− tB = D(L , B). We could also have chosen
to integrate along the past ray (from E to B), and get ωE(vB − vE) = tB − tE = D(L , B)
as well.
Summarising, the special-relativistic distance between a worldline and an event is
univocally defined, because
D(L , B) = max
A∈L
D(A,B) = ωR(vR − vB) = tR − tE2 , (3.11)
though each expression actually corresponds to a different geometrical construction.
Distance between a particle and an inertial observer
Consider a (possibly noninertial) particle following a worldline L ′. The distance between
this particle and the inertial observer following L is, in general, a time-dependent quantity,
because of their relative motion. There are three possible definitions for this distance
represented in Fig. 3.1c: let P be an event on L and t the associated date in the observer’s
frame,
• the instantaneous distance is Dinst(t) ≡ D(L , I), where I ∈ L ′ and P are simulta-
neous in the observer’s frame;
• the retarded distance reads Dret(t) ≡ D(L , R), where R ∈ L ′ is the emission of a
photon received at P—it is the notion of distance involved, e.g., in special-relativistic
electrodynamics [2]; and finally
• the advanced distance is Dadv(t) ≡ D(L , A), where A ∈ L ′ is the reception of a
photon emitted at P .
They all differ, except when they are constant.
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3.1.2 In general relativity
In curved spacetime, or for non-inertial observers in Minkowski spacetime, the previous
reasonings still apply locally, i.e. for small distances compared to (i) spacetime’s curvature
radii, and (ii) the inverse of the observer’s acceleration. In the previous chapters, we tacitly
took advantage of this property to univocally invoke physical distances—e.g. between
two light spots on a screen—when they were infinitesimal. When they are not, many
constructions which coincide locally turn out to differ globally.
Distance between two events
Let A,B be two events, and assume that they are connected by a unique geodesic G affinely
parametrised by λ, as represented in Fig. 3.2. In mathematical terms, B is said to lie in a
normal neighbourhood of A, and conversely. A natural extension of the spatio-temporal
separation ∆s2 defined in § 3.1.1 to the general-relativistic case is then given by (twice)
Synge’s worldfunction
σ(A,B) ≡ 12(λB − λA)
∫ B
A
tµtµ dλ, (3.12)
where tµ ≡ dxµ/dλ is the tangent vector to G associated with λ. The geodesic equation
Dt/dλ = 0 implies that tµtµ is a constant along G , so σ(A,B) = (λB − λA)2tµtµ/2. Just
like ∆s2(A,B) in special relativity, the sign of σ(A,B) dictates the nature of G :
• σ(A,B) < 0⇔ G is timelike. In this case, the affine parameter λ can be chosen as
the proper time τ along G , so that tµtµ = −1, and σ(A,B) = −(τB − τA)2/2.
• σ(A,B) = 0⇔ G is null.
• σ(A,B) > 0 ⇔ G is spacelike. If we choose an affine parameter λ = s such that
tµtµ = 1, then σ(A,B) = (sB − sA)2/2.
In the last case, we conclude that
D(A,B) ≡
√
2σ(A,B) = |sB − sA| (3.13)
generalises the special-relativistic notion of spatial distance between two events. There is
however no equivalent of the Synge formula (3.8) in general relativity, in the sense that
a quantity of the form
√
(τA − τE)(τR − τA)—where τ is the proper time of an observer
whose worldline L contains A, and E,R ∈ L are the emission and the reception of a
photon reflected at B—is observer dependent and does not coincide with Eq. (3.13).
A
B
G
t
λBλA
Figure 3.2 Geodesic G linking two events A, B, and its tangent vector tµ = dxµ/dλ.
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Distances between an event and an observer
LetL be the worldline of a possibly noninertial observer and B an event. A straightforward
generalisation of the special-relativistic distanceD(L , B), that we shall call spatial-geodesic
distance, is
DS(L , B) ≡ max
A∈L
D(A,B), (3.14)
where D(A,B) is now given by Eq. (3.13). An equivalent definition for the same quantity,
whose construction is depicted in Fig. 3.3a, is the following: find the assumed-to-be unique
spacelike geodesic G ∗ starting from B and intersecting L orthogonally; call A∗ their
intersection; then DS(L , B) = D(A∗, B). Note the similarity with the construction of
Fermi normal coordinates in the vicinity of a timelike geodesic [9].
The equivalence between both definitions follows from the properties of Synge’s world-
function. One shows [35] that if the event A is displaced by δxµA = u
µ
Aδτ along L , where
uA denotes the four-velocity of the observer at A, then σ(A,B) changes by
δσ = (λB − λA) (tµuµ)Aδτ. (3.15)
We conclude that σ(A,B) is stationary with respect to displacements of A along L iff
the geodesic G along which it is computed is orthogonal to L . Moreover, this stationary
point is a maximum if we suppose that it is unique, i.e., if we suppose that only one
geodesic G ∗ connects B and L orthogonally. Indeed, σ(A,B) is positive if A lies between
the intersections E and R of L with the lightcone of B [see Fig. 3.3a] where it vanishes.
Hence a unique stationary point between them must be a maximum.
Besides distances, the above construction also defines a notion of simultaneity: A∗ ∈ L
and B are spatial-geodesic simultaneous for the observer iff the geodesic G ∗ connecting
them is orthogonal to L at A∗. Contrary to the special-relativistic case, this prescription
for simultaneity does not necessarily coincide with the Einstein-Poincaré criterion: τR−τA∗
and τA∗ − τE, where E and R are defined as before, are different in general. However, the
equality can be shown to approximately hold, up to second order in DS(A,B), if L is a
timelike geodesic.
We thus expect from constructions based on light rays to define distinct notions of
distance between L and B. For example, the radar distance defined as half the duration
of light’s round trip from L to B,
DR(L , B) ≡ τR − τE2 , (3.16)
has no reason to be equal to DS. Similarly, a null-geodesic distance, relying on the affine
parametrisation of a null geodesic connecting B to L , e.g.,
DN(L , B) ≡ ωR(vR − vB), (3.17)
generically differs from both DS and DR. It could also have been defined as ωE(vB − vE)
leading to a fourth distinct distance.
A last option for connecting an event to a worldline consists in relying on a particular
foliation of spacetime by spacelike hypersurfaces. SupposeM = ⋃Σt, where t is a label
for the hypersurfaces Σt. Spacetime’s metric g induces on each of them an intrinsic metric
h(t) = g|Σt . The associated Levi-Civita connection then allows us to define h-geodesics
on Σt which are not, in general, g-geodesics ofM. A foliation-based distance DF(L , B)
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Figure 3.3 Defining distances between a worldline L and an event B in general relativity.
between L and B can be constructed the following way, illustrated in Fig. 3.3b: (i) identify
the hypersurface Σt such that B ∈ Σt; (ii) call At ≡ L ∩ Σt and Gh the h-geodesic of Σt
connecting At with B; (iii) define
DF(L , B) ≡ Dh(At, B) =
√
2σh(At, B), (3.18)
where σh is Synge’s worldfunction for the manifold Σt equipped with h(t).
This procedure can seem quite natural for spacetimes which admit a preferred folia-
tion, for example to exhibit their stationarity (Schwarzschild, Reissner-Nordstrøm, Kerr,
Majumdar-Papapetrou, etc.), or their homogeneity2 (Friedmann-Lemaître, Bianchi); how-
ever, for DF to locally coincide with the other notions of distance, the foliation must be
orthogonal to the observer’s worldline L . A way to construct such a foliation in any
spacetime consists in using the Einstein-Poincaré criterion: for any event A ∈ L , the
set of all B which are Einstein-Poincaré simultaneous with A indeed form a hypersurface
which is orthogonal to L .
Distance between a particle and an observer
Like in special relativity, the instantaneous, retarded, and advanced distances between
an observer following L and a particle following L ′ can be constructed from each of the
event-worldline distances exposed in the previous paragraph. The associated prescriptions
for simultaneity can be used for defining the event I ∈ L ′ simultaneous to a given P ∈ L ,
in the case of the instantaneous distance.
3.2 Measuring distances
In the previous section, we have demonstrated the ambiguity of the notion of spatial
distance in general relativity by proposing half a dozen theoretically well-motivated
2In cosmology, the DF associated with the foliation of spacetime by homogeneous hypersurfaces is
usually referred to as the physical distance, not because it is more physical than DS, DN, or DR, but
rather to distinguish it from the comoving (or conformal) distance. It is also the notion of distance which
is implicitly chosen in, e.g., Buchert’s approach to the backreaction issue [36].
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definitions for it. However, none of them is actually observable—except the radar distance,
but it is practically very limited. In the present section, we thus adopt a complementary
approach, reviewing the main observables used to measure distances in astronomy and
cosmology, and the different notions of distance they define. Table 3.1 provides a summary
of what follows, together with some orders of magnitude.
observable distance applicability range precision
time radar DR Solar system AU 10−11
angle parallax DP Milky way kpc 1-10%
angular DA extragalactic Gpc 10-50% (clusters)
5% (BAO)
intensity luminosity DL extragalactic 10 Mpc 5% (Cepheids)
Gpc 20% (SNe)
Table 3.1 Summary of the observable notions of distance in astronomy and cosmology, with
their domains of applicability, and orders of magnitude for their maximum range and current level
of precision. The precision on DR refers to the Viking Earth-Mars distance measurement [37]; on
DP to the objectives of the Gaia mission [38]; on DA to galaxy-cluster distances measured from
the X-ray emission/SZ effect [39], or to the BAO scale with BOSS [40]; finally the precisions on
DL for Cepheids and SNe are based respectively on Refs. [41] and [42].
3.2.1 Radar distance
Already defined in Eq. (3.16) of the previous section, the radar distance DR corresponds
to half the duration of a light signal’s round trip between the observer and its target, as
measured in the observer’s frame.
This method is of daily use for short-distance measurements on the Earth, but it is
not adapted to astronomy as it requires high-reflexivity objects. As such, it is limited to
distance measurements within the Solar system. A notable example is the Earth-Moon
distance, thanks to the five retroreflector arrays installed by the US missions Apollo 11, 14,
15, and Soviet missions Luna 17, 21. The associated Lunar Laser Ranging experiments have
determined the radar distance to the Moon with a precision on the order of the centimetre,
that is, enough to carry tests of the equivalence principle and Lorentz invariance [43–46].
The radar distances to Venus, Mars, and Cassini have also been used to measure the
Shapiro time delay, which is a standard test of GR in the Solar system [1].
The radar distance is also involved in gravitational wave detection experiments, such
as the ground interferometers LIGO [47], VIRGO [48], and the future space mission
eLISA [49]. All three are based on the same principle: as a gravitational wave propagates
through the interferometer, the radar length of each arm is affected differently, inducing a
phase difference between light signals propagating inside, and therefore a characteristic
interference signal.
3.2.2 Parallax distance
Definition
Parallax is the apparent displacement of a light source caused by a displacement of its
observer. The larger the distance between them, the smaller the parallax, so that a
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measurement of the apparent motion of the source by the observer, together with the
knowledge of its own actual motion, is a method for measuring distances. For simplicity,
we restrict here to the case where the observer’s motion is orthogonal to the line of sight
(see Fig. 3.4); the parallax distance is then
DP ≡
√
AO
ΩO
, (3.19)
where AO is the physical area of the observer’s trajectory and ΩO  1 is the solid angle
occupied by the apparent trajectory of the source on the observer’s celestial sphere.
S
O
AO
ξ⊥O
θO
apparent motionΩO
of the source
Figure 3.4 Solar parallax. The revolution of the Earth around the Sun induces an apparent
motion of the source on the observer’s celestial sphere. The solid angle ΩO corresponding to
this apparent motion is smaller as the source is farther. The parallax distance is obtained by
comparing ΩO with the area AO of the observer’s motion—here AO = pi(AU)2—according to
D2P ≡ AO/ΩO. We chose to depict a beam with some focusing, which tends to increase DP.
In astronomy, solar parallax—due to the revolution of the Earth around the Sun—is
the most common technique for determining the distance of stars within the Milky Way.
It gave birth to the parsec unit, defined as the distance such that a source has a solar
parallax of one arcsecond. The European astrometry satellite Hipparcos [50], launched in
1989, measured the parallax of 2.5 millions stars. It has been replaced in 2013 by Gaia [38],
which is expected to deliver a catalogue of 1 billion stars, with a precision of 20–200 µas
on their parallax. This level of precision is the best that we can achieve today, even with
Very Long Baseline Interferometry (VLBI) whose resolution is on the order 1 mas, setting
the current limit on parallax distance measurements to DP < 10 kpc.
Theoretical expression
Let us relate the definition (3.19) of the parallax distance to the properties of a light beam
connecting the source to the observer. For that purpose, consider the beam delimited by
all the rays emerging from S and reaching a possible position of the Earth on its trajectory
around the Sun, as depicted in Fig. 3.4. Let O be, for example, the intersection between
the beam with the Sun’s worldline. Note that, contrary to the convention adopted in
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Chap. 2, this beam has a vertex at S and a nonzero extension around O. The ecliptic
plane then plays the role of screen space at O.
On the one hand, the area AO of the Earth’s trajectory is clearly identified with the
area d2ξAO of the beam at O, with ξAO the components of the separation vector ξ over the
Sachs basis at O. On the other hand, ΩO = ω−2O d2ξ˙AO , where ωO is the observed frequency
since, as discussed in § 2.2.1, ω−1|ξ˙A| represents the angle between two rays separated
by ξ. We conclude that
D2P =
d2ξAO
ω−2O d2ξ˙AO
= ω
2
O
detS(O ← S) , (3.20)
by definition (2.71) of the deformation rate matrix S. The parallax distance can therefore
be expressed in terms of the optical scalars as
DP =
ωO√
θ2 − |σ|2
, (3.21)
where θ and σ correspond to S(O ← S), i.e. to an integration of the Sachs equation from
the source to the observer. Note that our expression (3.21) differs from the one given in
Ref. [51] and used in Ref. [52], in which the shear rate |σ|2 has been neglected.
Since DP is an decreasing function of θ2 and an increasing function of |σ|2, the Sachs
scalar equations (2.97), (2.98) imply that any gravitational lensing effect tends to increase
the parallax distance.
3.2.3 Angular diameter distance
Definition
The notion of angular diameter distance, or area distance3 is based on the fact that a
given object appears smaller as it lies farther form us. It is defined by
DA ≡
√
AS
ΩO
, (3.22)
where AS is the physical area of the light source, and ΩO  1 its apparent angular size
for the observer, as depicted in Fig. 3.5.
The difficulty of measuring angular distances in astronomy is that it requires standard
rulers, i.e. sources whose size is known, or at least can be calibrated by independent
experiments. An important example in cosmology is the Baryon Acoustic Oscillation
(BAO) scale, which corresponds to the maximum distance travelled by a sound wave in
the primordial Universe. It can be extracted from the analysis of the anisotropies of the
Cosmic Microwave Background (CMB), and in the distribution of galaxies. The angular
diameter distance is also naturally involved in strong gravitational lensing and time delays
experiments.
3Angular diameter distance and area distance can actually be considered two slightly different notion [23].
Strictly speaking, the former is a comparison between the proper and apparent diameter of the source,
which thus depends on its orientation if some shear is at work. The area distance do not suffer from this
ambiguity.
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O
AS
ΩO
S
Figure 3.5 The angular diameter distance, or area distance, is obtained by comparing the
actual and apparent sizes of a light source, according to D2A = AS/ΩO.
Theoretical expression
The angular diameter distance is directly related to the determinant of the Jacobi matrix
(see § 2.2.1) via
DA = ωO
√
detD(vS ← vO). (3.23)
The notation vS ← vO indicates that the Jacobi matrix equation (2.65) must be solved
from the observation event O, where all the rays converge, to the source event S.
By comparing Eqs. (3.21) and Eq. (3.23), we immediately deduce that DA 6= DP
in general. If an observer performs two experiments to measure his distance to a light
source, the first one using the solar parallax and the second one using the angular-diameter
method, the results will generically disagree. In particular, the focusing theorem derived
in § 2.3.3 implies that any gravitational effect tends to reduce DA, contrary to DP.
In the gravitational lensing literature, it is customary to set the observed frequency ωO
to one—which can be considered a particular choice of units for frequencies—in order
to simplify Eq. (3.23). However, keeping explicitly ωO in the expression of DA has a
significant pedagogical advantage: it allows one to easily understand (i) aberration effects,
and (ii) the relation between the angular diameter distance and the luminosity distance,
defined in § 3.2.4.
Aberration effects
Because the cross-sectional area of a light beam is frame independent (see § 2.1.2), the
source’s area AS involved in the definition (3.22) of the angular distance does not depend
on the source’s four-velocity uS. On the contrary, the observer angular size ΩO does
depend on uO in general. We thus expect DA to be independent from the source’s velocity,
but to be affected by the observer’s velocity.
These dependences are evident in Eq. (3.23). The Jacobi matrix is indeed independent
from any four-velocity, as it is driven by the optical tidal matrix R, independent of the
frame in which the screen space is defined. Besides, the ωO term exhibits a uO-dependence
of DA, which is responsible for aberration effects. If the observer moves towards the source,
ωO increases and the source thus appears smaller (i.e. farther, DA is larger) to her, than
if she were receding from it. The same phenomenon potentially occurs if the observer
lies within a stronger gravitational field—hence increasing ωO—though it also potentially
affects the Jacobi matrix.
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3.2.4 Luminosity distance
Definition
A light source not only appears smaller but also fainter as it lies farther from the observer.
In a nonrelativistic picture, if the source has isotropic light emission, then the energy δE
it emits during a short period of time δt is homogeneously distributed on a spherical shell
(the photosphere) with a surface density δE/(4pir2), where r is the shell’s radius which
increases as light propagates. An observer located at rO thus receives an energy per unit
time and area equal to δE/(4pir2O)/δt. This motivates the following definition for the
luminosity distance:
DL =
√
LS
4piIO
, (3.24)
where LS denotes the intrinsic luminosity of the source, that is, the total luminous power
it emits in all directions; IO is the observed luminous intensity, defined as IO ≡ PO/AO,
where AO is the area of the observer’s detector, and PO the luminous power measured by
this detector. The relevant geometry is represented in Fig. 3.6.
O
AOS
LS
IO = PO/AO
ΩS
Figure 3.6 The luminosity distance is defined from the ratio between the intrinsic luminosity
(total emission power) LS of the source and the observed luminous intensity IO ≡ PO/AO, where
PO is the power detected at O by a small detector of area AO. ΩS denotes the angular aperture,
in the source’s frame, of the beam intercepted by the observer. The relevant picture is thus
reversed compared to the angular distance’s, since the vertex of the beam is here S rather than
O, like for the parallax.
In astronomy, the luminosity distance is often used under a logarithmic form called
distance modulus, and defined as
µL = 5 log
(
DL
10 pc
)
. (3.25)
It is the most used notion of distance in practice, as it applies to extra-galactic sources
contrary to the parallax, and to unresolved sources contrary to the angular diameter
distance. Nevertheless, similarly to the latter, any direct measurement of DL requires
sources whose intrinsic luminosity LS is known, or can be inferred from other observations:
the so-called standard(-isable) candles.
A good example is provided by Cepheid variables, which are pulsating stars whose
luminosity oscillates with a period correlated with its mean [53, 54]. Once calibrated,
typically with auxiliary parallax distance measurements, this relation can then be used
to deduce the intrinsic luminosity of any Cepheid variable from a measurement of its
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period. Type Ia supernovae (SNeIa), which are mostly thought to originate from binary
systems where a white dwarf reaches its Chandrasekhar mass by accreting matter from
its companion—though the nature of progenitors is still debated [55]—, are also good
standard-isable candles, as there exists a relation between the duration of the explosion
and its peak luminosity [56]. In cosmology, they are used to plot the Hubble diagram from
which key information on the expansion history of the Universe can be extracted (see
Chap. 5). Recently, a Hubble diagram has been constructed from quasars [57], by exploiting
a relation between their X-ray and UV luminosities. Because they are orders-of-magnitude
brighter than supernovae, quasars have the advantage of providing a much deeper Hubble
diagram, up to z = 6.
Future detections of gravitational waves are also expected to provide excellent mea-
surements of the luminosity distance to their sources [58, 59]. Indeed, gravitational waves
follow null geodesics just like electromagnetic waves, hence all the notions defined for the
latter apply to the former as well. In addition, theoretical analyses of the signal generated
by an inspiraling binary system of compact objects (neutrons stars, black holes, etc.) show
that its phase gives access to the mass of the objects, i.e. to the gravitational luminosity
of the system. For that reason, binary systems of compact objects have been nicknamed
standard sirens—the gravitational analog of standard candles. They have, compared to
supernovae, the significant advantage of relying on well-controlled theoretical predictions,
and should therefore be less plagued by systematics.
Distance duality relation
The similarity of the pictures that we used to define angular and luminosity distances
(compare Figs. 3.5, 3.6) strongly suggests that they are not independent notions. This
expectation can be made more explicit by reexpressing DL as a function of the geometrical
quantities ΩS, AO. Consider the fraction of all the photons emitted during a short time
interval δτS in the source’s frame which can be received by the observer’s detector. By
definition, there are
δN = LS
~ωS
× δτS × ΩS4pi (3.26)
such photons. Assuming that none of them is absorbed by some interaction with matter on
its way to the observer, and according to the photon conservation law derived in § 1.3.2,
we also have
δN = IO
~ωO
× δτO × AO, (3.27)
where δτO is the time interval, in the observer’s frame, corresponding to the reception of
all these photons. Note that the ratio between δτO/δτS is the same as the ratio between
the observed and emitted periods of a light signal, in other words
δτO
δτS
= ωS
ωO
= 1 + z, (3.28)
so that
DL ≡
√
LS
4piIO
= (1 + z)
√
AO
ΩS
. (3.29)
It is then tempting to recognise the angular distance in the right-hand side of Eq. (3.29),
except that the roles of S and O are inverted compared to the definition (3.22) of DA.
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This can nevertheless be solved by
√
AO
ΩS
√
ΩO
AS
=
ωS
√
detD(vO ← vS)
ωO
√
detD(vS ← vO)
= 1 + z, (3.30)
where we have used the consequence (2.70) of Etherington’s reciprocity law, which states
that the determinant of the Jacobi matrix is invariant under the exchange of its arguments.
The distance duality relation finally reads
DL = (1 + z)2DA. (3.31)
The origin of the redshift factor (1 + z)2 can be summarised as 2 = 1/2 + 1/2 + 1. The
first 1/2 comes from the fact that the energies of emitted and received photons differ; the
second 1/2 is due time dilation between the source and the observer; and finally the 1
originates from the exchange of the roles of S and O in Figs. 3.5, 3.6. The latter can
be seen as a comparative aberration effect, which for the angular distance occurs at O,
whereas for the luminosity distance it occurs at S.
Equation (3.31) holds for any spacetime, as long as any physical process capable of
violating photon conservation is negligible. Note also that strict GR is not even necessary,
in the sense that the dynamics of the metric has no impact on the distance duality law. It
therefore remains valid for Nordstrøm’s gravity, f(R), . . . , provided electromagnetism is
still minimally coupled to the metric. A counterexample is the Horndeski vector-tensor
theory mentioned in § 1.1.2.
Observational tests of the distance duality relation thus potentially provide constraints
on the transparency of the Universe (photon conservation) and on some potential departures
from GR. A method based on the X-ray emission and the Sunyaev-Zel’dovich effect in
galaxy clusters was proposed in Ref. [60], and concluded that (1 + z)2DA/DL = 0.93+0.05−0.04,
suggesting no significant violation of the distance duality relation. Besides, it has recently
been shown by Ref. [61] that any violation of Etherington’s reciprocity law—in particular
of its consequence (3.30)—would induce spectral distortions in the observed CMB. Such
violations cannot exceed 0.01%.
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Chapter 4
The standard cosmological spacetimes
Cosmology has today an impressively successful standard model. Discussing thereasons of such a success is central to this thesis, which cannot be done without
presenting the model itself. In this first chapter dedicated to standard cosmology, we
introduce the spacetime geometries used to describe the Universe on large scales: first the
purely homogeneous and isotropic Friedmann-Lemaître model, with the cosmic history
reconstructed from it; then the perturbation theory relaxing the strict assumptions of
homogeneity and isotropy, whose limitations will also be discussed.
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4.1 Homogeneous and isotropic cosmologies
Observing our Universe, in particular through the cosmic microwave background, reveals
that its properties are almost identical whatever the direction we look at. This fact, together
with the Copernican principle, according to which we do not occupy a special place in
the cosmos, led cosmologists to model the Universe as statistically spatially homogeneous
and isotropic, a hypothesis known as the cosmological principle. This section examines
the consequences of the simplest application of this principle: strictly homogeneous and
isotropic cosmologies.
4.1.1 The Friedmann-Lemaître geometry
The first proposal of a spacetime geometry satisfying the cosmological principle was
formulated in 1917 with Einstein’s static Universe [62]. Einstein’s approach was then
generalised, allowing for the possibility of an evolving cosmos, independently by Friedmann
in 1922 [63], and Lemaître in 1927 [64] who also predicted the redshift of receding galaxies
before its observation by Hubble [65] in 1929. The work of Friedmann was noticed by
Robertson in 1929 [66], followed by Walker. In the 1930s, both of them analysed in great
details [67–70] the properties of the metric discovered by Friedmann and Lemaître, which
we shall call FL metric throughout this thesis.
Coordinate systems and metric
Suppose spacetime can be foliated by a family of spacelike hypersurfaces {Σt} whose
intrinsic geometry is homogeneous and isotropic. Their label, t, is naturally used as a
time coordinate; each hypersurface Σt0 of the foliation is thus characterised by the simple
equation t = t0, and the one-form associated with its normal vector n satisfies
nµdxµ ∝ dt, (4.1)
which implies 0 = ni = g(n,∂i). In other words, whatever the choice of the other three
coordinates {xi}i=1...3, the associated vector fields ∂i are tangent to Σt. A convenient
setting then consists in imposing that the xi = cst curves are orthogonal to the foliation,
i.e. ∂t ∝ n. This means that the metric has no shift: gti = 0 (see Fig. 4.1). Finally,
the assumed homogeneity of the geometry of Σt allows us to rescale the coordinate t so
that gtt = g(∂t,∂t) = −1 everywhere. The metric, expressed in terms of the resulting
coordinate system (t, xi)—called synchronous—, reads
ds2 = −dt2 + gijdxidxj. (4.2)
In the context of cosmology, the coordinate t is called cosmic time.
The homogeneity and isotropy assumptions for Σt can be shown [12] to impose the
following form of the spatial metric:
gij = a2(t)γij(xk)dxidxj, (4.3)
where a(t) ≥ 0 is called the scale factor , and γij denotes the intrinsic metric of Σt (as
within any Σt, the scale factor can be absorbed by a coordinate transformation). The high
level of symmetry of γij imply that its Riemann tensor reads
R3 ijk` = 2Kγk[iγj]`, (4.4)
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Figure 4.1 Given a foliation {Σt} of spacetime, the coordinate systems {xi} of the hypersurfaces
are generally shifted with respect to each other: the xi = cst curves are not orthogonal to the
hypersurfaces. In this case gti = g(∂t,∂i) 6= 0.
where K is a constant of dimension L−2 called spatial curvature parameter. The cases
K < 0, K = 0, and K > 0 respectively correspond to hyperbolic, Euclidean, and spherical
foliations. Explicit forms of the metric γij can be written using various spherical-like
coordinate systems, such as
γijdxidxj =
(
1
1 +K%2/4
)2 (
d%2 + %2dΩ2
)
(4.5)
= dr
2
1−Kr2 + r
2dΩ2, (4.6)
= dχ2 + f 2K(χ) dΩ2, (4.7)
with dΩ2 ≡ dθ2 + sin2 θ dϕ2, and where the radial coordinates %, r, χ are related by
%
1 +K%2/4 = r = fK(χ) ≡

sinh(
√−Kχ)√−K if K < 0,
χ if K = 0,
sin(
√
Kχ)√
K
if K > 0.
(4.8)
The foliation-based distance DF (see § 3.1.2) between the worldline χ = 0 and the
event (t, xi) is easily checked to be a(t)χ which leads us to call χ the conformal radial
distance. Besides, within a given spatial section Σt the proper area of a χ = cst sphere
is 4pia2(t)f 2K(χ) = 4pia2(t)r2, hence r represents the conformal areal radius of the sphere.
The last radial coordinate % has no specific interpretation, but it is adapted to the
introduction of Cartesian-like coordinates x ≡ % sin θ cosϕ, y ≡ % sin θ sinϕ, z ≡ % cos θ,
since d%2 + %2dΩ2 = dx2 + dy2 + dz2.
It is often convenient to introduce the conformal time η defined from cosmic time by
dt = a dη, in order to completely factorise the scale factor in the expression of the metric,
ds2 = a2(η)
(
−dη2 + γijdxidxj
)
. (4.9)
Geometrical properties
Table 4.1 summarises all the geometrical quantities (Christoffel symbols, curvatures, etc.)
associated with the FL spacetime, for two different choices for the x0-coordinate: cosmic
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time t or conformal time η. We introduced the evolution rates of the scale factor
H ≡ 1
a
da
dt ≡
a˙
a
, H ≡ 1
a
da
dη ≡
a′
a
= aH, (4.10)
respectively called the Hubble expansion rate and conformal Hubble expansion rate, for
reasons that shall become clearer below. We see from Table 4.1 that the FL spacetime
admits three typical curvature scales, namely H2, H′, and K.
Interestingly, since its Weyl tensor vanishes, the FL geometry is conformally flat. This
property is obvious if K = 0, as the metric then reads ds2 = a2ηµνdxµdxν , so that the
conformal factor is simply a2; for K 6= 0 the underlying conformal transformation is more
complicated, in particular it is no longer homogeneous [71].
x0 = t x0 = η
Metric ds2 = −dt2 + a2(t)γijdxidxj ds2 = a2(η) (−dη2 + γijdxidxj)
Γ0ij = Hgij Γ000 = H Γ0ij = Hγij
Γi0j = Hδij Γijk = Γ3 ijk Γi0j = Hδij Γijk = Γ3 ijk
R0i0j =
a¨
a
gij R
i
0j0 = −
a¨
a
δij R
0
i0j = H′γij Ri0j0 = −H′δij
Rijk` = 2
(
H2 + K
a2
)
δi[kg`]j R
i
jk` = 2(H2 +K)δi[kγ`]j
Kretschmann
scalar
K = 12
[(
a¨
a
)2
+
(
H2 + K
a2
)2]
= 12
a4
[
(H′)2 + (H2 +K)2
]
R00 = −3a¨
a
R00 = −3H′
Rij =
(
a¨
a
+ 2H2 + 2K
a2
)
gij Rij = (H′ + 2H2 + 2K)γij
Ricci scalar R = 6
(
a¨
a
+H2 + K
a2
)
= 6
a2
(H′ +H2 +K)
Weyl tensor Cµνρσ = 0
Christoffel
symbols
Riemann tensor
Ricci tensor
Einstein tensor
E00 = 3
(
H2 + K
a2
)
E00 = 3(H2 +K)
Eij = −
(2a¨
a
+H2 + K
a2
)
gij Eij = −(2H′ +H2 +K)γij
Table 4.1 Geometry of the FL spacetime for two different choices of the time coordinate: t or
η. A dot and a prime respectively denote a derivative with respect to t and η, with the relation
X ′ = aX˙. The associated evolution rates for a are H ≡ a˙/a and H ≡ a′/a = aH. The notation
Γ3 ijk stands for the Christoffel symbols associated with the three-dimensional metric γij . We
recall that the Kretshmann scalar is defined by K ≡ RµνρσRµνρσ.
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Fundamental observers, cosmic expansion
Let us now turn to the physical interpretation of the FL geometry. First note that the
curves defined by xi = cst are timelike geodesics, as easily shown by checking that the
associated four-velocity uµ = δµt satisfies u˙µ + Γµνρuνuρ = 0. These curves thus correspond
to the worldlines of free-falling observers, called fundamental observers, whose proper
time is cosmic time t. The spatial coordinates {xi} can also be viewed as Lagrangian, or
comoving, coordinates for the fundamental observers.
The kinematics of the fundamental geodesic flow can be described using Fermi normal
coordinates around, e.g., the worldline L0 defined by xi = 0. A possible choice is
τ ≡ t+ H2 [a(t)r]
2, (4.11)
D ≡ a(t)r, (4.12)
in terms of which the metric is indeed Minkowskian, up to terms on the order of curv.×D2,
ds2 = (−1 + 3H2D2 + H˙D2 + . . .)dτ 2 + (1 +H2D2 + . . .)dD2 +D2dΩ2 + . . . (4.13)
In the vicinity of r = 0, the quantity D = a(t)r is thus a good notion of physical
distance1. We conclude that a particle following the neighbouring fundamental geodesic
Lr, with comoving coordinate r, moves radially with respect to L0, with a velocity
v = dD/dτ = a˙r = HD as measured in the observer’s frame. Because the origin of the
spatial coordinate system is arbitrary, the previous reasoning equally applies to the vicinity
of any fundamental observer. The cases H ≤ 0 or H ≥ 0 therefore correspond respectively
to a contracting or expanding universe, in which fundamental observers are all approaching
or receding from each other. In 1929, the observation of nearby galaxies by Hubble [65]
revealed that our Universe lies in the second case. It also established empirically the
relation v = HD, called the Hubble law in the honour of its discoverer.
4.1.2 Dynamics of cosmic expansion
The dynamics of the scale factor, hence of cosmic expansion, is governed by the matter
content of the Universe via the Einstein equation. Before we analyse their specific
consequences, let us first discuss the description of matter in cosmology.
Description of matter
For matter to respect the assumptions of homogeneity and isotropy, its stress-energy tensor
must read
Tµν = ρ(t)uµuν + p(t) ⊥µν , (4.14)
identified with a homogeneous perfect fluid2 following the fundamental geodesic flow, with
u = ∂t, and whose energy density ρ and isotropic pressure p do not depend on spatial
coordinates; ⊥µν≡ gµν + uµuν denotes the projector on spatial sections t = cst, hence
1All the worldline-event distances defined in the previous chapter coincide with D up to curvature
terms. Note that we could have replaced r by χ in the expression of D, since both quantities differ by
terms on the order of Kχ2.
2A perfect fluid is an idealised fluid model with no viscosity, anisotropic stress, or diffusive heat
transport.
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⊥µ0= 0 and ⊥ij= gij here. The form (4.14) of Tµν forbids, for instance, the presence of a
cosmic electromagnetic field which, as we will see in Chap. 9, generically creates anisotropy.
Nevertheless, the superposition of a large number of electromagnetic fields with random
polarisations, i.e. a gas of photons, is allowed.
The cosmological fluid described by the stress-energy tensor (4.14) is in principle made
of several species s, so that we must write
ρ =
∑
s
ρs, p =
∑
s
ps. (4.15)
Each species is characterised by its equation-of-state parameter w, defined as the ratio
between its pressure and its energy density
ws ≡ ps
ρs
, (4.16)
or in other words, the ratio between (two thirds of) its microscopic kinetic energy and its
total energy. For example, a nonrelativistic perfect gas of point particles with mass m at
a temperature T has
wgas =
kBT
mc2
= 9.20× 10−11
(
T
100 K
)(
mp
m
)
, (4.17)
where kB = 1.38 × 10−23 J/K is the Boltzmann constant, and mp = 938 MeV/c2 is the
proton mass; wgas is thus a very small quantity, except at very high temperatures, for
which the gas becomes relativistic. The other end of the spectrum is ultrarelativistic
matter, i.e. radiation, for which we have already seen in § 1.1.3 that wrad = 1/3. The
effective equation-of-state parameter for the cosmological fluid can be written as
w ≡ p
ρ
=
∑
s
fsws, with fs ≡ ρs
ρ
; (4.18)
it approaches 0 when the total energy is dominated by nonrelativistic matter (baryons,
dark matter), and 1/3 when dominated by radiation (photons, neutrinos).
The conservation of total matter’s energy ∇µT µ0 = 0 leads to the following constraint
for the time evolution of ρ
ρ˙+ 3H(1 + w)ρ = 0, (4.19)
while the conservation of total momentum ∇µT µi = 0 is here trivially satisfied.
The Friedmann equations
The Einstein equation, including a cosmological constant and using the stress-energy
tensor (4.14) on the right-hand side leads to the two Friedmann equations governing the
dynamics of cosmic expansion
H2 = 8piG3 ρ−
K
a2
+ Λ3 ,
a¨
a
= −4piG3 (1 + 3w)ρ+
Λ
3 .
(4.20)
(4.21)
Because of the link between the conservation of energy-momentum and the Bianchi
identity, Eq. (4.19) is not independent from the Friedmann equations, more precisely
d(4.20)/dt− 2× (4.21)⇔ (4.19).
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The first Friedmann equation (4.20) shows that, at any time, the cosmic expansion
rate has three distinct contributions: matter’s energy density, spatial curvature, and
cosmological constant. Their relative weight is usually quantified by introducing the
associated cosmological parameters
Ωm ≡ 8piGρ3H2 , ΩK ≡
−K
a2H2
, ΩΛ ≡ Λ3H2 , (4.22)
whose sum is 1 by virtue of Eq. (4.20). In the case where Ωm  ΩK ,ΩΛ, and assuming
that matter’s energy density is dominated by its nonrelativistic (w = 0) or ultrarelativistic
(w = 1/3) component, we find from Eq. (4.19)
ρ ∝
a−3 if w = 0a−4 if w = 1/3 . (4.23)
Equation (4.20) is then integrated as
a ∝
t2/3 ∝ η2 if w = 0t1/2 ∝ η if w = 1/3 . (4.24)
Another interesting case is ΩK  Ωm,ΩΛ > 0, with w = 0, which yields
a(t) ∝ sinh2/3
(√
3Λ
2 t
)
. (4.25)
This solution coincides with a ∝ t2/3 in the limit Λ→ 0; on the contrary, when the cosmo-
logical constant dominates over the contribution of matter we get a(t) ∝ exp(t
√
Λ/3) =
exp(Ht), the expansion rate being a constant in this case.
Possible sources of accelerated expansion
The last case is an example of accelerated expansion (a¨ > 0), driven by a positive
cosmological constant. As clearly shown by the second Friedmann equation (4.21), standard
matter is generally unable to produce such an acceleration—which fits with our Newtonian
intuition that gravity is an attractive force—unless its energy density is negative, or
w < −1/3. The first possibility is excluded by stability requirements; the second one
would mean that matter has negative pressure, which cannot happen with standard matter
since pressure is proportional to kinetic energy, hence always positive. However, such a
behaviour can be mimicked by a quantum field3, the simplest example being a scalar.
Consider a scalar field φminimally coupled with spacetime geometry, and self interacting
through a potential V (φ). The associated action reads
Ssf[φ, g] =
∫
M
d4x
√−g
[
−12∂µφ ∂
µφ− V (φ)
]
, (4.26)
and the corresponding stress-energy tensor is
T sfµν ≡
−2√−g
δSsf
δgµν
= ∂µφ ∂νφ− 12(∂
ρφ ∂ρφ) gµν − V (φ)gµν . (4.27)
3Quantisation is actually not required here, but an action of the form (4.26) is motivated by quantum
field theory.
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Suppose this field is homogeneous on spatial sections t = cst, then ∂µφ = −φ˙ uµ and the
above stress-energy tensor takes the form
T sfµν =
(
φ˙2
2 + V
)
uµuν +
(
φ˙2
2 − V
)
⊥µν , (4.28)
readily identified with Eq. (4.14). A homogeneous scalar field thus behaves similarly to a
perfect fluid with equation-of-state parameter
wsf =
φ˙2 − 2V (φ)
φ˙2 + 2V (φ)
, (4.29)
which can be negative, and even reach −1 if the field evolves very slowly compared to
the amplitude of its potential, φ˙2  V (φ). In this extreme case, it is similar to the
cosmological constant, T hsfµν = −V gµν .
As will be discussed in § 4.1.3, our Universe seems to have experienced two eras of
accelerated expansion: an early-time one known as inflation, and a recent one. Both can
be driven by a scalar field—respectively called inflaton and quintessence [72]—but there
are in fact many other mechanisms capable of producing acceleration, gathered in the
denomination of dark energy [73] in the late-time case. A noncomprehensive list includes:
• The presence of exotic matter, either minimally coupled to gravity, such as
quintessence and Chaplygin gas [74], or nonminimally coupled such as chameleons [75],
Galileons, Horndeski theories [76] and beyond [77,78]. Models involving nonminimally
coupled fields can also be viewed as
• modified theories of gravity [79], more precisely scalar-tensor theories, which
also contain f(R) actions [80]. Other theories beyond GR include bimetric and
massive gravities [81], Lorentz-violating models like Einstein-æther gravity [82], etc.
• In a more conservative way, acceleration could be due to the backreaction of
inhomogeneities on the average cosmic expansion [83–85] (see also § 4.2.3).
Another possibility is that acceleration is apparent, due to a misinterpretation of
our observations. Two scenarios—though now ruled out as viable explanations of dark
energy—can be cited:
• A strong absorption of the photons emitted by SNe, or their oscillations with
axions [86], which would explain their overdimming (see § 5.3.1) by violating the
distance-duality relation. The photon-axion oscillation model has been eliminated
by taking into account the effects intergalactic plasma [87]. Besides, the violations
of the distance duality relation compatible with observations [60] are not sufficient
to explain SN data without the need of dark energy.
• A second option consists in violating the Copernical principle, by assuming that
we lie at the centre of a huge void [88] (modelled e.g. by the Lemaître-Tolman-
Bondi metric) expanding faster than the homogeneous Universe. This possibility
is nevertheless highly constrained by observations related to CMB scattering (see
Ref. [89] and references therein), and would therefore require a unnatural level of
fine tuning.
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4.1.3 Content and history of our Universe
The cosmological parameters of our Universe, whose geometry is assumed to be well
modelled by the FL metric, have been measured with an increasing precision over the
last decades. Most observations agree [90] on the following value for today’s expansion
rate [91]
H0 = 67.74± 0.46 km/s/Mpc, (4.30)
often written as H0 = h× 100 km/s/Mpc, and with the concordance set of cosmological
parameters [91]
Ωm0 = 0.3089± 0.0062, ΩK0 = 0.0008+0.0040−0.0039, ΩΛ0 = 0.6911± 0.0062, (4.31)
where a subscript zero conventionally denotes today’s value of a quantity. The mean
matter density in today’s Universe is therefore ρm0 ∼ 3 × 10−27 kg/m3. Among this
matter content, only one sixth is made of quarks and nonrelativistic leptons—abusively
called baryonic matter in cosmology, as leptons and mesons do not contribute significantly
to the total amount—with Ωb0h2 = 0.02230 ± 0.00014 [91], while radiation—photons
and neutrinos—represent much less, Ωr0 ∼ 10−4. The actual nature of the remainder is
unknown, except that it is nonrelativistic and does not seem to interact with normal matter;
it has in particular no electromagnetic signature, and therefore has been denominated
(cold) dark matter [92]. The resulting cosmological model, in which spacetime is described
by the FL geometry, whose dynamics is dictated by General Relativity with a cosmological
constant, and where five sixth of the material content today is made of noninteracting and
nonrelativistic dark matter, is known as Λ-Cold-Dark-Matter (ΛCDM).
Let us close this section with a brief history of our Universe, as inferred in the ΛCDM
framework and summarised in Fig. 4.2. First of all, following the Friedmannian dynamics
backwards in time4 shows that a singularity, namely a = 0, occurs in a finite-time past.
If this so-called Big Bang singularity is taken as the origin of cosmic time, then today
corresponds to t0 = 13.81 Gyr. During the first ∼ 10−32 s after the Planck era (t ∼ 10−35 s),
our Universe is thought to have experienced a first period of accelerated expansion, cosmic
inflation, during which distances have increased by a factor eN , where N > 60 is the
number of e-folds characterising the duration of inflation. Originally introduced as a
solution to the flatness and horizon problems of the Hot-Big-Bang model [93–95], inflation
now fully belongs to standard cosmology; see however Refs. [96,97] for alterinflationarist
theories. Although hundreds of inflationary models have been proposed and tested against
observations [98], the most popular ones involve a single scalar field (the inflaton), whose
slight inhomogeneities, due quantum fluctuations, have been the seeds of the structures
that we observe today. The end of inflation is followed by a reheating phase, during which
the inflaton decays into particles of the standard model of particle physics. Nevertheless,
the underlying mechanisms are still poorly constrained by observations [99].
After reheating, the Universe is made of a dense quark and lepton plasma. As
the temperature drops due to expansion, hadrons are formed, followed by light atomic
nuclei (essentially deuterium, helium, and lithium): this is primordial nucleosynthesis
(from kBT ∼ 150 MeV to ∼ 50 keV). At the end of this period, the scale factor reads
a0/an = 5 × 107, and the expansion dynamics is still by far dominated by radiation.
However, as seen in Eq. (4.23), the energy density of radiation decreases faster than the
one of nonrelativistic matter, and both contributions become comparable (Ωr ∼ Ωm) for
4and extrapolating it to energy scales where current physical theories are expected to break down
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Figure 4.2 A brief history of our Universe, in terms of cosmic time t. Image courtesy of ESA.
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a0/aeq = Ωm0/Ωr0 ≈ 3400. This equality represents the transition between the radiation
and matter eras, i.e. between the two expansion laws of Eq. (4.24). At this stage, however,
the photon fluid is still dense and energetic enough to maintain matter ionised. For
a0/a∗ = 1100 (kBT∗ ∼ 0.3eV), this condition is no longer fulfilled, and the recombination of
atomic nuclei and electrons into atoms occurs, followed by the decoupling between photons
and electrons: the Universe becomes neutral and transparent. The light released at that
epoch is observed today under the form of a cosmic microwave background (CMB).
After recombination, the Universe remains neutral for a few hundreds of millions of
years (the dark ages), during which structures form via gravitational accretion. On small
scales, some matter clumps collapse and get hot enough to activate the fusion of hydrogen
into helium, giving birth to the first stars. The light they emit induces a reionisation of the
Universe (a0/are ≈ 12). The next billions of years are then characterised by the formation
and evolution of galaxies on small scales; and by the apparition of a large-scale cosmic
web [100], where voids (from 10 to 150 Mpc) are separated by walls and filaments. The
cosmological constant starts to dominate over matter’s energy density for a0/aded ≈ 1.3,
leading to an acceleration of cosmic expansion well described by Eq. (4.25).
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Our own existence, on a planet orbiting around a star, within a galaxy belonging to a
supercluster, indicates that the Universe is not perfectly homogeneous, but rather presents
structures over a wide variety of scales, the largest one being the cosmic web, whose
typical inhomogeneity scale is ∼ 100 Mpc today. A possible strategy for modelling this
departure from strict homogeneity and isotropy consists in introducing small perturbations
to FL geometry. In this section—essentially based on textbook [101], though much less
complete—we summarise the main features of the cosmological perturbation theory at
linear order.
4.2.1 Perturbed quantities
The scalar-vector-tensor decomposition
Before discussing the standard perturbation scheme, let us introduce the scalar-vector-
tensor (SVT) decomposition of spatial vectors and tensors. Let V be a vector tangent to
a spatial hypersurface Σt equipped with the metric γ(t). It can be uniquely decomposed
into a gradient part and a curl (divergent-free) part as
Vi = ∂iV + Vˆi, with DiVˆ i = 0, (4.32)
where D denotes the covariant derivative associated with the Levi-Civita connection of
γ(t). The 3 degrees of freedom (dofs) of V are thus split into 1 scalar dof plus 3− 1 = 2
vector dofs. Note that, in all this section, the indices i, j, . . . are raised and lowered by γij
and γij, and a hat will always denote a divergence-free quantity.
Similarly, any rank-two symmetric tensor T ∈ TΣt ⊗ TΣt can be decomposed as
Tij = DiDjT1 + T2 γij + D(iTˆj) + Tˆij, with DiTˆ i = DiTˆ ij = Tˆ ii = 0, (4.33)
which spreads the 6 dofs of T into 2 scalar dofs, 3− 1 = 2 vector dofs, and 6− 3− 1 = 2
tensor dofs. Such decompositions will be particularly convenient for the cosmological
perturbation theory, because the scalar, vector, and tensor components will turn out to
decouple from each other at linear order.
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Perturbed metric
The cosmological perturbation theory consists in modelling the full spacetime metric g
as approximately equal to the FL metric g¯—hereafter, a bar denotes an unperturbed,
background quantity—from which it differs by a small perturbation δg. The general
expression for this perturbed metric is thus
ds2 = (g¯µν + δgµν) dxµdxν (4.34)
= a2(η)
[
−(1 + 2A)dη2 + 2Bidxidη + (γij + 2Cij)dxidxj
]
, (4.35)
where A,Bi, Cij  1. All three are functions of the spacetime coordinates (η, xk). Mathe-
matically speaking, they are respectively a scalar, a vector and a tensor with respect to
the spatial hypersurfaces Σt equipped with the background spatial metric γ. As such, Bi
and Cij can be decomposed according to the SVT scheme as
Bi = DiB + Bˆi (4.36)
Cij = DiDjC1 + C2γij + D(iCˆj) + Cˆij (4.37)
with the conventional requirements on hatted quantities. Among the 10 dofs of the set
{A,Bi, Cij}, 4 are spurious, because associated with the detailed coordinate mapping
between the background and perturbed spacetimes (see e.g. Chap. 5 of Ref. [101] for
details). This issue is known as the gauge freedom of the cosmological perturbation theory.
The remaining 10−4 = 6 dofs can be encoded into the following gauge-invariant quantities
Φ ≡ A+H(B − C ′1) + (B − C ′1)′, (4.38)
Ψ ≡ −C2 −H(B − C ′1), (4.39)
Ωˆi ≡ Bˆi − (Cˆi)′, (4.40)
Cˆij. (4.41)
As in classical electrodynamics, the gauge can be fixed by imposing some conditions
on the gauge fields (here A,Bi, Cij). A few interesting choices exist, we here choose to
work in the so-called Poisson (or Newtonian or longitudinal) gauge, for which
B = C1 = Cˆi = 0, (4.42)
so that the metric can be completely written in terms of gauge-invariant quantities as
ds2 = a2(η)
[
− (1 + 2Φ)dη2 + 2Ωˆidxidη + (1− 2Ψ)γijdxidxj + Cˆijdxidxj
]
. (4.43)
Note that there are some variations in what is called Newtonian gauge in the literature;
for instance, in Ref. [101] Bˆi is set to zero, while Cˆi is nonzero in general. The perturba-
tions of geometrical quantities (Christoffel symbols, curvatures,. . . ) associated with the
metric (4.43) can be found in the Appendix C of Ref. [101].
Physically speaking, (i) the scalars Φ,Ψ, called the Bardeen potentials, are analogous to
the Newtonian gravitational potential; (ii) the vector perturbation Ωi is a gravitomagnetic
term producing inertial-frame dragging, analogously to the gtφ component of the Kerr
geometry [102]; while (iii) the tensor perturbation Cˆij represents gravitational waves.
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Perturbed stress-energy tensor
The perturbations of spacetime’s geometry are sourced by inhomogeneities of the distribu-
tion of matter. We here make the simplifying assumptions that the perturbed cosmological
fluid (i) consists of one species; and (ii) can still be modelled by a perfect fluid. The
associated perturbed stress-energy tensor thus reads
Tµν = T¯µν + δTµν (4.44)
= (ρ+ p)uµuν + p gµν . (4.45)
While these assumptions are wrong in general, they are sufficient to model matter during
the (dark-)matter-dominated and dark-energy-dominated eras, where matter’s anisotropic
stress is negligible.
Decomposing each quantity q of Eq. (4.45) as q¯ + δq yields
δTµν = (δρ+ δp)u¯µu¯ν + 2(ρ¯+ p¯)u¯(µδuν) + p¯ δgµν . (4.46)
The conventional normalisations of the background and perturbed flows u¯µ and uµ, namely
g¯µν u¯
µu¯ν = gµνuµuν = −1 (4.47)
imply at first order
2gµν u¯µδuν + δgµν u¯µu¯ν = 0 i.e. δu0 = −Φ
a
, (4.48)
where it is understood that a 0th component refers to a component with respect to ∂η.
As for the spatial components of the perturbation of the four-velocity, they can be written
as δui = a−1υi, where the vector υi∂i belongs to TΣt—like the vector perturbation of the
metric—and can thus be decomposed as
υi = ∂iυ + υˆi. (4.49)
These perturbation of matter’s stress-energy tensor is also subject to gauge freedom, and
it can be shown that the following combinations
δρP ≡ δρ+ ρ¯′(B − C ′1), (4.50)
δpP ≡ δp+ p¯′(B − C ′1), (4.51)
Υ = υ + C1, (4.52)
Υˆi = υˆi + Cˆi, (4.53)
which coincide with δρ, δp, υ, υˆi respectively in the Poisson gauge (B = C1 = Cˆi = 0), are
gauge invariant.
Because the cosmological fluid is assumed to contain a single matter species, its
pressure and energy density are univocally related, through p = wρ. As a consequence,
their perturbations are related as well; in particular, the ratio
δp
δρ
= dpdρ = w + ρ
dw
dρ ≡ c
2
s (4.54)
defines the sound velocity cs, i.e. the velocity of adiabatic pressure waves within the fluid.
For w = cst, we thus have c2s = w. Note that c2s is gauge invariant, since
δpN
δρN
= δp+ p¯
′(B − C ′1)
δρ+ ρ¯′(B − C ′1)
= c
2
sδρ+ c2s ρ¯′(B − C ′1)
δρ+ ρ¯′(B − C ′1)
= c2s (4.55)
at first order in perturbations.
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4.2.2 Evolution of perturbations
Let us now focus on the evolution equations for the metric and matter perturbations. As
previously mentioned, the equations of motion naturally separate into a decoupled set of
scalar, vector, and tensor modes.
Einstein’s equation
The tensor modes of the Einstein’s equation yields
Cˆ ′′ij + 2H Cˆ ′ij + (2K −∆)Cˆij = 0, (4.56)
with ∆ ≡ γijDiDj ; it is analogous to a wave equation with friction (2HCˆ ′ij) in a harmonic
potential with stiffness 2K. During the matter- and radiation-dominated eras, Eq. (4.56)
can be solved in Fourier space thanks to Bessel functions. The amplitude of Cˆij turns out
to decrease with kη, and is therefore negligible on small scales and at late times.
The vector modes satisfy the following constraint and evolution equations:
(∆ + 2K)Ωˆi = −16piGρ¯a2(1 + w)Υˆi (4.57)
Ωˆ′i + 2HΩˆi = 0. (4.58)
From the second one, we deduce that Ωˆi ∝ a−2, the vector perturbation of the metric is
damped in an expanding Universe, and can therefore be neglected in late-time cosmology.
Finally, the scalar modes of Einstein’s equation read
(∆ + 3K)Ψ = 4piGa2 (δρP + ρ¯′Υ) (4.59)
Ψ− Φ = 0 (4.60)
Ψ′ +HΦ = −4piGρ¯(1 + w)Υ (4.61)
Ψ′′ + 3H(1 + c2s )Ψ′ +
[
2H′ + (H2 −K)(1 + 3c2s )
]
Ψ− c2s∆Ψ = 0 (4.62)
Note the similarity between Eq. (4.59) and the Poisson equation of Newtonian gravitation.
The second term on its right-hand side, ρ¯′Υ, is related to the perturbation of the fluid’s
velocity, it can be understood as a kinetic energy term which, contrary to the Newtonian
case, gravitates just as mass does.
Conservation of energy and momentum
The conservation of the fluid’s energy and momentum, encoded in the equation ∇µT µν = 0,
also leads to a set of equations for the vector and scalar modes of matter perturbations.
The vector mode, on the one hand, satisfies
Υˆ′i +H(1− 3c2s )Υˆi = 0. (4.63)
When the sound velocity cs is nonrelativistic (c2s  1), then Υˆi ∝ a−1. On the other hand,
the scalar modes are governed by
δ′P + 3H(c2s − w)δP = −(1 + w)(∆Υ− 3Ψ′) (4.64)
Υ′ +H(1− 3c2s )Υ = −Φ−
c2s
1 + w δP (4.65)
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where we introduced the density contrast
δ ≡ δρ
ρ¯
, (4.66)
which, here, is worked out in the Poisson gauge and thus denoted δP. Equation (4.64) is
analogous to the conservation of mass in fluid dynamics, while Eq. (4.65) is similar to
a integral of the Euler equation. Note that, just like in the unperturbed FL case, the
evolution equations for matter and spacetime’s metric are not independent from each
other. For instance, inserting (4.58) into d(4.57)/dη yields (4.63). In the set of all the
scalar equations, only four are independent (three if we directly replace Ψ by Φ).
Newtonian regime
Let us focus on the late-time Universe, where the cosmological fluid essentially consists of
a pressureless matter, so that we can take w = c2s = 0 in all the above equations. Besides,
as previously mentioned, vector and tensor perturbations decrease with cosmic expansion,
so that we can neglect them at late times for any reasonable initial condition, the metric
therefore reads
ds2 = a2(η)
[
−(1 + 2Φ)dη2 + (1− 2Φ)γijdxidxj
]
(4.67)
in that regime.
If we consider relatively small scales (compared to H−1), then the spatial derivatives
of the perturbations completely dominate over the background quantities, in particular, in
Eq. (4.59) ∆Φ 3KΦ, and
δρP
ρ¯′Υ ∼
δP
HΥ ∼
δP
Φ ∼
∆Φ
H2Φ  1, (4.68)
where we used successively Eqs. (4.19), (4.65), and (4.59). The resulting system of evolution
equations reads
∆Φ = 4piGa2ρ¯δ,
δ′ = −∆Υ,
Υ′ +HΥ = −Φ,
(4.69)
(4.70)
(4.71)
which is identical to the Euler-Poisson system of Newtonian cosmology. Note that we have
dropped the index P of the density contrast δ, because in this regime the discrepancies due
to a gauge choice vanish (for δ, but not for the metric perturbations). This is no longer
true when Hubble-scale perturbations are at stake—see e.g. Fig. 5.6 of Ref. [101].
Equations (4.70) and (4.71) can be combined to get
δ′′ +Hδ′ = 4piGρ¯δ, (4.72)
which rules the evolution of δ only. It is straightforward to check that, during the
matter-dominated era (a ∝ η2), Eq. (4.72) admits a growing solution D+ and a damping
solution D− such that
D+ ∝ η2 ∝ a, D− ∝ η−3 ∝ a−3/2, (4.73)
and over which the general solution can be decomposed as
δ(η, xk) = D+(η ← ηini)δ+(ηini, xk) +D−(η ← ηini)δ−(ηini, xk). (4.74)
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If the initial time is much later than matter-radiation equality, then the decaying mode
can be neglected, and the density contrast becomes proportional to its initial condition
δ(η, xk) ≈ D+(η ← ηini)δ(ηini, xk). The major part of structure formation occurs during
the matter era, since the cosmological constant (or dark energy) starts to dominate at
very late times, which justifies the relevance of the expressions (4.73) for D±. The growing
mode can however be modified to allow for the effect of Λ as [103]
D+ ∝ F2 1
[
1, 13;
11
6 ;− sinh
2
(√
3Λ
2 t
)]
sinh2/3
(√
3Λ
2 t
)
(4.75)
fit≈ 52
aΩm
Ω4/7m − ΩΛ + (1− Ωm + 2)(1 + ΩΛ/70)
. (4.76)
Transfer function
The evolution equations being (by construction) linear, they are conveniently worked
out in Fourier space. From now on, we suppose for simplicity that K = 0—a choice
also motivated by observations—, so that the spatial metric is Euclidean, γij = δij. Any
quantity Q(η, xi) can then be decomposed into Fourier modes according to the convention
Q(η, xi) =
∫ d3k
(2pi)3 e
ikjxjQ˜(η, ki), (4.77)
Q˜(η, ki) ≡
∫
d3x e−ikjxjQ(η, xi). (4.78)
The partial differential equations governing the evolution of perturbations thus become
systems of independent ordinary differential equations (with respect to η) for each mode ~k
of each quantity, which is therefore linearly related to its initial conditions. Regarding the
scalar potential Φ in particular, it is customary to introduce the transfer function
T (η ← ηini, ki) ≡ Φ˜(η, ki)Φ˜(ηini, ki)
, (4.79)
which depends on the cosmological parameters.
4.2.3 Limits of the linear perturbation theory
Correlation function and power spectrum
Because the inhomogeneity of the Universe is believed to origin from the primordial
quantum fluctuations of the inflaton, any comparison between theoretical predictions
and observations must rely on statistics—in particular, the statistics of matter’s density
contrast δ. A central object, for that purpose, is the correlation function
ξ(η;xi, yi) ≡
〈
δ(η, xi)δ(η, yi)
〉
, (4.80)
which quantifies the statistical similarity between δ(η, xi) and δ(η, yi). A positive corre-
lation indicates that if the region around xi is overdense (resp. underdense), then the
region around yi is likely to be overdense (resp. underdense). A negative correlation
(anticorrelation) indicates the opposite situation.
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The assumptions of statistical homogeneity and isotropy of our Universe, based on the
cosmological principle, imply that ξ can only depend on the distance5 between xi and yi,
ξ(η;xi, yi) = ξ(η; |xi − yi|). (4.81)
As a consequence, the Fourier transform of ξ with respect to both x and y reads
ξ˜(η; ki, li) ≡
〈
δ˜(η, ki) δ˜(η, li)
〉
(4.82)
= (2pi)3δD(ki + li)Pδ(η; |ki|), (4.83)
where δD denotes the Dirac distribution, and where we introduced the matter power
spectrum P , defined as
P (η; k) =
∫
d3x eikjxjξ(η; |xi|) = 4pi
∫ ∞
0
r2dr sin kr
kr
ξ(η; r). (4.84)
Analogous quantities can be defined for the other quantities of interest, in particular for
the scalar potential Φ, whose evolution is described by the transfer function defined in
Eq. (4.79), so that
PΦ(η; k) = T 2(η ← ηini, k)PΦ(ηini; k). (4.85)
Figure 4.3 compares the observed power spectrum with theoretical predictions, in
particular the linear perturbation theory (dashed line). We see that the latter fails at
reproducing the actual behaviour of P (k) on scales smaller than 10 Mpc/h (k > 0.1hMpc),
where the nonlinearities of self-gravitating fluid dynamics become significant. On such
scales, theoretical models must rely on advanced perturbative techniques [104] or N -body
simulations (e.g. Ref. [105]).
Refinements
Besides nonlinearities at small scales, let us mention a few possible refinements for standard
perturbation theory in general. Among the simplifying assumptions that we made in
the present section, the crudest is the single-fluid approximation, which may be valid
at late time but certainly not, e.g., at the epoch of recombination. A more precise
approach considers the cosmological fluid as made of several species—see e.g. Ref. [101]
for the detailed treatment of two fluids (dark matter and radiation). Nevertheless, a
fluid description is not capable of modelling precisely the matter-matter and radiation-
matter interactions, which rather require kinetic theory and the Boltzmann equation [107].
The presence of massive neutrinos also potentially affect the formation of the large-scale
structure; this issue has been investigated, e.g., in Refs. [108–110].
Backreaction and related issues
By definition, the whole formalism developed in this section assumes that spacetime
geometry is well approximated by the FL metric, i.e., that perturbations are small. While
it should be valid on very large scales—i.e. typically for the description of the cosmic
web, where substructures are somehow smeared out—such a perturbative approach is
nevertheless highly questionable on small scales. For instance, the density contrast δ
corresponding to a galaxy is ρgal/ρ0 ∼ 104  1, which cannot be considered a small
perturbation; the associated formalism thus should not be extrapolated to those scales.
5We here refer to distances within a spatial hypersurface, i.e. Euclidean distances as we set K = 0.
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Figure 4.3 Matter power spectra measured from the luminous red galaxy (LRG) sample and
the main galaxy sample of the Sloan Digital Sky Survey (SDSS). Red solid lines indicate the
predictions of the linear perturbation theory, while red dashed lines include nonlinear corrections.
From Ref. [106].
While the perturbative dynamics clearly breaks down on small scales, it can be argued
that the form (4.67) of the metric still holds, except in the vicinity of very compact object
such as neutron stars or black holes, because the density contrast δ is a second derivative
of the metric perturbation Φ, therefore it can be very large with Φ remaining small. This
argument is reinforced by the fact that Eq. (4.67) is essentially a metric formulation of
Newtonian gravity, which turns out to be very successful at describing gravitating systems
on small scales, far from compact objects. This question of how well is the Universe
modelled by the FL metric is still an open question, and was recently the subject of a
lively debate in Refs. [111–113].
It could be argued that cosmology does not a priori aim at describing the Universe on
small scales. Just like geometric optics in dielectric media does not require to describe the
interactions between each photon of the ray with each quark of each atom of each molecule
of the medium, but rather relies on a continuous approximation, cosmology should not
have to care about each star, or each dark matter halo to get a satisfactory description
of the cosmos. There are however two significant differences between cosmology and this
example of optics in media.
First, cosmology is mainly based on gravitation, which, if described by the general
theory of relativity, is nonlinear contrary to electromagnetism. Linearity indeed facilitates
smoothing procedures: suppose 〈. . .〉 denotes a coarse-graining operator, then, in elec-
tromagnetism, the coarse-grained four-vector potential 〈A〉 is governed by the Maxwell
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equation with a coarse-grained four-current 〈J〉, since
∇2 〈A〉 =
〈
∇2A
〉
= 4pi 〈J〉 . (4.86)
On the contrary, in gravitation the Riemann curvature, and thus the Einstein tensor, is
highly nonlinear with respect to the metric g, as it involves its inverse. It follows [30] that
E[〈g〉] 6= 〈E[g]〉 = 8piG 〈T 〉 ; (4.87)
in other words, the procedures corresponding to (i) coarse graining a solution g of the
Einstein equation driven by T , or (ii) solving the Einstein equation driven by a coarse-
grained 〈T 〉, yield different results. In cosmology, we ideally would like to perform (i), but
the FL approach consists in (ii), the resulting Friedmann equations thus potentially predict
a wrong dynamics for cosmic expansion. Contrary to electromagnetism, the small scales
which are smeared out in cosmology can effectively reemerge in the large-scale dynamics.
This issue, known as backreaction, has been proposed in the late 1990s as an explanation
of the recent acceleration of cosmic expansion without the need of dark energy [114].
A second—though related—difference between gravitation and any other physical
theory concerns the coarse-graining procedure itself. In a theory of macroscopic electro-
magnetism, for instance, the coarse-graining operator and the target of this operator (the
electromagnetic field) are independent. In macroscopic gravitation, on the contrary, the
metric is involved in the coarse-graining procedure (since it defines physical lengths and
times) while being its target. This issue, together with the mathematical question of
defining covariant averages in curved spacetime, has been addressed in Ref. [115], and
summarised in Ref. [116] in a more cosmology-oriented way.
Relativistic effects in cosmology, including backreaction, have recently stimulated
various works, both from the numerical [117,118] and analytical points of view, such as
the timescape scenario [85]; traceless backreaction [119], a Lagrangian perturbation theory
based on a relativistic Zel’dovich approximation [120–122], an effective-cosmological-fluid
theory [123],. . . As emphasized by Ref. [112], no definite conclusions on the amplitude of
backreaction phenomena can be drawn so far.
The issues raised here concern the way we model the dynamics of cosmic expansion:
How, given a realistic inhomogeneous distribution of matter in the Universe, does the
latter evolve on large scales? Such a question however only represents half the way towards
a fully relativistic description of the cosmos. The other half concerns kinematics—in
particular optics: How does light propagates through a realistic model of the Universe?
How can we allow for a realistic distribution of matter when interpreting cosmological
observations? These questions are the main concerns of the present thesis. In the next
chapter, we will present the answers proposed by standard cosmology, and then focus on
alternatives in Part III.
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Chapter 5
Observations in standard cosmology
Almost all cosmological measurements rely, so far, on the observation of distant lightsources, such as galaxies, supernovae, or quasars, in a wide range of wavelengths.
Interpreting these observations, that is, extracting from them information about the
structure and dynamics of the Universe, thus requires to know its optical properties. In
this second chapter dedicated to standard cosmology, we present the answers provided
by the Friedmann-Lemaître model and by the standard perturbation theory. We then
review a number of cosmological observations with the constraints they impose on some
cosmological parameters. Their surprising level of agreement, despite the fact that they
involve totally different scales, finally leads us to discuss the motivations of this thesis.
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5.1 Optics in homogeneous and isotropic cosmologies
This first section is dedicated to light propagation in Friedmann-Lemaître cosmologies.
We first introduce a method for simplifying the underlying calculations, based on the
invariance of lightcones under conformal transformations, and then use it to solve explicitly
the null geodesic equations and calculate the lensing Jacobi matrix.
5.1.1 The conformal trick
As demonstrated in § 1.2.3, null geodesics are invariant under conformal transformations
of spacetime’s metric. This property can be conveniently exploited to simplify the analysis
of light propagation in cosmology, since both the unperturbed and perturbed FL metrics
take the form
g = a2(η) g˜, (5.1)
with, in the unperturbed case1,
g˜µνdxµdxν = −dη2 + dχ2 + f 2K(χ)
(
dθ2 + sin2 θ dϕ2
)
, (5.2)
which does not depend on η. From a purely technical point of view, it is much simpler
to analyse light propagation in terms of g˜, getting rid of the geometrical terms due to
the time evolution of a, and then recover all the lensing quantities for g thanks to the
dictionary given in Table 5.1. This dictionary is completely general, in the sense that it
applies for any metric and any conformal factor a; in particular, the latter could depend
on all spacetime coordinates. It was used for instance in Ref. [124]—which belongs to
the present thesis, see Chap. 8—in order to simplify the analysis of light propagation in
anisotropic cosmologies of the Bianchi I kind.
Before applying it to the FL spacetime, let us comment a few entries of the conformal
dictionary. Most relations are actually direct consequences of the definitions of the
quantities at stake, in particular ξ = ξ˜ is due to the fact that the definition (2.9) of the
separation vector does not involve the metric, but only the coordinates of null geodesics.
On the contrary, u = a−1u˜ is a choice, made here for simplicity, because the four-
velocities of sources and observers are independent from the laws of light propagation.
The correspondence between the Sachs bases follows from this choice, and from their
normalisation conditions. One can also check that, with this correspondence, the partial
parallel transport requirement (2.25) for sA is satisfied iff it is for s˜A,
Sµν
DsνA
dv = 0⇐⇒ S˜
µ
ν
D˜s˜νA
dv˜ = 0. (5.3)
5.1.2 Light rays
Without loss of generality, we choose the observation event O (here and now) to be the
centre χ = 0 of the spatial coordinate system. As mentioned in the previous chapter, in
1This conformal transformation is somehow incomplete for K 6= 0, in the sense that it does not fully
take advantage of the conformal flatness of the FL geometry: there indeed exists a conformal factor Ω(xµ)
such that g = Ω2f where f is the Minkowski metric [71]. However, as we will see below, factorising a2
out already simplifies enough the calculations.
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Quantity Correspondence
metric gµν = a2g˜µν gµν = a−2g˜µν
affine parameter dv = a2dv˜
wave four-vector kµ = a−2k˜µ kµ = k˜µ
four-velocity uµ = a−1u˜µ uµ = au˜µ
frequency ω = a−1ω˜
redshift 1 + z = aOa−1S (1 + z˜)
propagation direction dµ = a−1d˜µ dµ = ad˜µ
screen projector Sµν = a2S˜µν Sµν = a−2S˜µν
Sachs basis sµA = a−1s˜
µ
A s
A
µ = as˜Aµ
separation four-vector ξµ = ξ˜µ ξµ = a2ξ˜µ
separation in screen space ξA = aξ˜A
Jacobi matrix D(S ← O) = aSaOD˜(S ← O)
angular distance DA = aSD˜A
luminosity distance DL = a2Oa−1S D˜L
deformation scalars γ, ϕ, ψ = γ˜, ϕ˜, ψ˜
deformation rate matrix S = 1
a
da
dv12 + a
−2S˜
expansion rate θ = 1
a
da
dv + a
−2θ˜
shear rate σ = a−2σ˜
Table 5.1 The conformal dictionary of geometric optics in curved spacetime. All quantities are
defined in Chaps. 2, 3. Tilded and untilded four-dimensional vectors and tensors are defined on
the same manifold, but not with respect to the same metric: (un)tilded indices µ, ν are raised
and lowered, respectively, by the (un)tilded metric.
cosmology, quantities referring to O are conventionally denoted with a zero subscript 0,
this standard notation will here be equivalent to the O subscript.
It is straightforward to check that the radial null curves such that
χ = η0 − η, θ, ϕ = cst (5.4)
satisfy the null geodesic equations for the static metric (5.2), and are therefore null
geodesics for g as well. They form the lightcone of O. Note that although the curves
(5.4) appear as straight lines in terms of the coordinates (χ, θ, ϕ), when K 6= 0 they are
exceptions in the sense that other null geodesics (out of the lightcone of O) do not. Any
affine parametrisations of the null curves (5.4) is, with respect to g˜, simply proportional
to conformal time dv˜ = ω˜−1dη, with ω˜ = ω˜0 = cst. In other words, k˜µ = cst. We conclude
that, with respect to the original metric g,
kµ =
(
a0
a
)2
kµ0 , (5.5)
where it is understood that µ = 0 would refer to a component with respect to ∂η, not ∂t.
The frequency measured by a comoving observer at η is thus ω = [a0/a(η)]ω0, and the
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redshift between emitted light as S and the observed light at O reads
1 + z = a0
aS
≥ 1, (5.6)
in agreement with the relation given by Table 5.1, since z˜ = 0. By virtue of Eq. (5.4), the
redshift is related to the radial coordinate χ of S by dz/dχ = a0H, integrated as
a0χ =
∫ z
0
dζ
H(ζ) =
1
H0
∫ z
0
dζ
[
Ωm0(1 + ζ)3 + ΩK0(1 + ζ)2 + ΩΛ0
]−1/2
, (5.7)
where we used the first Friedmann equation (4.20) to link H with a, i.e. with z. In
homogeneous cosmology, the redshift can thus be considered a kind of distance measurement.
Depending on the cosmological parameters, the integral of Eq. (5.7) can be calculated
either analytically or numerically.
The observed redshift of a comoving source (with χ = cst) generally evolves with time.
Consider a light signal observed at t0 + dt0; to this reception cosmic time corresponds an
emission time tS + dtS, where dtS = dt0/(1 + z) by the very definition of the redshift. The
associated correction to the redshift reads
d(1 + z) = a˙0dt0
aS
− a0 a˙SdtS
a2S
(5.8)
whence
dz
dt0
= (1 + z)H0 −HS. (5.9)
This redshift drift was first mentioned by Refs. [125,126]. Its theoretical order of magnitude
is dz/dt0 ∼ 10−11 yr−1 for z ∼ 1. Albeit very small, next generation high-resolution
spectroscopy experiments, such as the COsmic Dynamics EXperiment (CODEX) [127]
proposed for the European Extremely Large Telescope (E-ELT), should be able to measure
redshift drifts by the next decades. As forecasted by Ref. [128], such a measurement over
30 years, applied to z > 2 quasars, could contribute to observationally distinguish between
several models of dark energy.
5.1.3 Light beams
We now investigate the properties of radial light beams. Like for single light rays, we start
with the conformal geometry g˜, for which calculations are simpler.
In the conformal geometry
The spatial direction of propagation of radial geodesics (5.4) is d˜ = −∂χ. The other two
spatial basis vectors being orthogonal to d˜, it is natural to use them for constructing the
Sachs basis as
s˜1 =
−1
fK(χ)
∂
∂θ
, s˜2 =
−1
fK(χ) sin θ
∂
∂ϕ
. (5.10)
It is straightforward to check that these vectors indeed satisfy the transport condition (5.3).
The optical tidal matrix associated with this Sachs basis then reads R˜ = −ω˜20K 12, where
we used that the frequency ω˜ measured by comoving observers (u˜ = ∂η) is a constant. The
full specification of the Sachs basis was actually not necessary to get this result, since the
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FL geometry is conformally flat, which implies that the optical tidal matrix R˜ has only
a Ricci (pure-trace) part R˜12, with R˜ = −(1/2)R˜µν k˜µk˜ν = −ω˜20K. The Jacobi matrix
equation
d2D˜
dv˜2 = −ω˜
2
0KD˜ (5.11)
is then easily solved as
D˜(S ← O) = ω˜−10 fK(ηS − η0) 12, (5.12)
where η0 − ηS can be replaced by the conformal radial distance χS of the source.
In the original geometry
Recovering all lensing quantities for the original FL metric g is now easily achieved using
the dictionary of Table 5.1. In particular, the Jacobi matrix reads
D(S ← O) = −aSω−10 fK(χS) 12. (5.13)
Note that the minus sign is here due to our conventional future orientation of the wave
four-vector. As expected, light propagation in the FL spacetime exhibits no shear nor
rotation: the Jacobi matrix is directly proportional to the angular diameter distance (see
§ 2.2.2)
DA = aSfK(χS). (5.14)
The above result matches the interpretation of fK(χ) ≡ R as a conformal areal radius.
For a given radial coordinate χ, sources appear larger (closer) asK increases. This, however
shall not be interpreted as if spatial curvature had any actual focusing effect. As discussed
in § 2.1.3, the physical source of focusing is the local density of energy and momentum,
due to Ricci focusing, which here reads R = −4piG(ρ+ p)ω2. Spatial curvature only enters
into the game via the dynamics of a(t), related to ρ by the Friedmann equations.
In Table 5.2, we summarise the expressions of the other observational notions of distance
defined in Chap. 3 in a FL spacetime. Note that, contrary to the angular and luminosity
distances, the radar and parallax distances are given as the results of an academic exercise,
since they cannot be applied to cosmological distances in practice (see § 3.2). As such,
they can nevertheless serve to illustrate the difference between the various observational
notions of distance in general relativity.
Distance Expression
radar DR =
1
2
∫ η0
η0−2χ
a dη
parallax DP =
[
H0 +
f ′K(χS)
a0fK(χS)
]−1
angular DA = aSfK(χS)
luminosity DL = a20a−1S fK(χS)
Table 5.2 Expressions of the observational distances in a FL geometry, for a source with
comoving radial coordinate χ. The radar distance is here defined as a retarded distance.
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5.2 Optics in perturbation theory
The presence of perturbations with respect to strict homogeneity and isotropy (see § 4.2)
modifies the propagation of light compared to the previous results. This section reviews
the consequent corrections to light’s frequency, beam’s morphology, etc. For that purpose,
we restrict to the Newtonian regime, where the metric reads
ds2 = a2(η)
[
−(1 + 2Φ)dη2 + (1− 2Φ)γijdxidxj
]
(5.15)
= a2(η)(g¯µν + δg˜µν)dxµdxν (5.16)
which, as discussed in § 4.2.2, is a good approximation at late times, and provided
large-scale perturbations are not concerned. The first assumption is meaningful because
gravitational lensing is mostly due to (i) collapsed structures, or (ii) the cosmic web; both
are absent in the primordial Universe, and appear during the matter-dominated era. The
second assumption is generally satisfied in gravitational lensing, because the size of the
beam dictates the relevant scales.
5.2.1 Perturbation of light rays
We start with the effect of metric perturbation on single light rays. Like in the previous
section, we take advantage of the conformal invariance of null geodesic and work with the
conformal metric g¯ + δg˜. Note that, in order to be perfectly consistent, the conformal
background metric should be denoted ¯˜g; we here choose to drop the tilde to alleviate
notations. In the remainder of this section, a bar thus denotes conformal background
quantities, except explicit mention of the contrary.
Decomposing the perturbed wave four-vector as k˜ = k¯ + δk˜, the geodesic equation
∇˜k˜k˜ = 0 reads, at first order in δk˜,
0 = k˜ν∇˜ν k˜µ (5.17)
= k˜ν∂ν k˜µ + Γ˜µνρk˜ν k˜ρ (5.18)
= k¯ν∇ν k¯µ + δk˜ν∇ν k¯µ + k¯ν∇νδk˜ν + δΓ˜µνρk¯ν k¯ρ +O(2). (5.19)
The first term of Eq. (5.19) vanishes by virtue of the background geodesic equation. The
second term is related to the deviation between neighbouring background geodesics; it
is negligible sufficiently far from the vertex point of the light beam (source or observer,
depending on the point of view), where the electromagnetic wave can be considered plane.
Therefore, at linear order, the perturbation of the wave four-vector is ruled by
k¯ν∇νδk˜µ = −δΓ˜µνρk¯ν k¯ρ. (5.20)
Effect on the frequency
Let us first calculate the effect of perturbations on the observed frequency of the light
signal. By definition, we have
ω˜ = −u˜µk˜µ (5.21)
= ω¯ + δk˜0 + ω¯(Φ− υid¯i) +O(2). (5.22)
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where we have used the decomposition of the perturbation of the four-velocity introduced
in § 4.2.1 as δu˜ = −Φ∂η + υi∂i. We see that only the 0th component of δk˜ needs to be
determined for computing the perturbed frequency. On the one hand, using that Γ0νρ = 0
(see Table 4.1 with a = cst), we obtain
k¯ν∇νδk˜0 = k¯ν∂ν k˜0 = dδk˜
0
dv¯ , (5.23)
where v¯ denotes the affine parameter in the conformal background geometry, such that
dv¯ = ω¯−1dη with ω¯ = cst. On the other hand, using the perturbed Christoffel symbols [101]
δΓ˜00µ = ∂µΦ, δΓ˜0ij = −(∂0Φ) γij, (5.24)
we deduce
δΓ˜0νρk¯ν k¯ρ = 2ω¯
dΦ
dv¯ − 2ω¯
2∂0Φ. (5.25)
Integrating Eq. (5.20) for µ = 0 between the source and the observer then yields
[
δk˜0
]O
S
= −2ω¯ [Φ]OS + 2ω¯2
∫ O
S
dv¯ ∂0Φ[η, x¯i(v¯)], (5.26)
from which we conclude that
δω0
ω0
− δωS
ωS
= −δz1 + z = −
[
Φ + υid¯i
]O
S
+ 2
∫ η0
ηS
dη ∂0Φ[η, x¯i(η)], (5.27)
where we have reintroduced the frequencies defined with respect to the full perturbed
metric. The quantity υid¯i can be considered either with respect to the conformal metric
(i.e. γijυid˜j) or with respect to the full metric (i.e. gijυidj), because both are equal. Note
that the integral term on the right-hand side of Eq. (5.27) is not trivially integrated,
because the partial derivative ∂η only hits the first η; in other words, while the integral
is a curvilinear integral along the unperturbed null geodesic x¯µ(η), the derivative is not
performed along this geodesic.
Physically speaking, the bracket term on the right-hand side of Eq. (5.27) contains the
intuitively expected corrections to the redshift, respectively interpreted as gravitational
and Doppler effects with respect to this coordinate system. The gravitational part [−Φ]OS
is sometimes referred to as the Sachs-Wolfe (SW) effect, while the quantities υiO and υiS are
usually called the observer’s and source’s peculiar velocities, they encode the deviation of
their motions with respect to the Hubble flow. They are, of course, gauge dependent. The
integral term, contrary to the previous ones, depends on the whole light path from S to O,
and is specific to time-dependent perturbations. The corresponding physical phenomenon
is either called integrated Sachs-Wolfe (ISW) effect [129] or Rees-Sciama (RS) effect [130],
depending on its physical cause.
First note that, in linear perturbation theory during the matter-dominated era (Ωm ≈ 1),
since δ ∝ a, Eq. (4.69) implies that ∂ηΦ = 0, so the integrated effect vanishes in this case.
There are three possible excursions from this situation:
1. Before the matter era, i.e. during the radiation era. We then talk about the early
ISW effect. Note that the above calculations cannot be directly applied to this case,
since vector, tensor modes, and anisotropic stress cannot be neglected.
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2. After the matter era, when the cosmological constant (or dark energy, or spatial
curvature) starts to affect the growth of structures. This is the late ISW effect. It
has first been detected in 2004 by cross-correlating the CMB map of the Wilkinson
Microwave Anisotropy Probe (WMAP) with maps of the large-scale structure [131];
since then, the late ISW effect has been exploited in a number of studies to put
constraints on dark energy (see e.g. Ref. [132] and references therein). For instance,
the recent Planck results [133] exclude Λ = 0 at a 3σ confidence level, from the ISW
effect only.
3. In the matter era, but beyond the linear regime. The time-dependence of the
gravitational potential then occurs in the vicinity of virialised structures. In this case
we talk about the Rees-Sciama effect. We will see in Chap. 6 an explicit example of
this phenomenon in Swiss-cheese cosmological models.
Effect on the source’s position
We now turn to the spatial part of the perturbed geodesic equation (5.20). The left-hand
side, for µ = i reads
k¯ν∇νδk˜i = dδk˜
i
dv¯ + Γ
3 i
jlk¯
lδk˜j = dδk˜
i
dv¯ − 2ω¯
f ′K(χ)
fK(χ)
(
δij − δiχδχj
)
δk˜j, (5.28)
where we used that k¯i = −ω¯δiχ, and that the nonzero Christoffel symbols Γ3 ijl of the
background spatial metric γij such that l = χ are Γ3 θθχ = Γ3 ϕϕχ = f ′K(χ)/fK(χ). Besides,
the right-hand side of Eq. (5.20) requires the correction to the Christoffel coefficients
δΓ˜i00 = ∂iΦ, δΓ˜ij0 = −δij ∂0Φ, δΓ˜ijk = −2δi(j∂k)Φ + γjkγil∂lΦ, (5.29)
so that
−δΓ˜iµν k¯µk¯ν =
d
dv¯
(
Φk¯i
)
+ k¯ik¯j∂jΦ− 2ω¯2γij∂jΦ. (5.30)
The resulting differential equation is naturally expressed in terms of v¯. We have seen in
the previous paragraph that it can be written in terms of η since dv¯ = ω¯−1dη; similarly,
since at the background level dη = −dχ, we can translate it as
dδk˜i
dχ + 2
f ′K(χ)
fK(χ)
(
δij − δiχδχj
)
δk˜j = ddχ
(
Φd¯i
)
− ω¯d¯id¯j + 2ω¯γij∂jΦ. (5.31)
Let us focus on the perturbation to the position of the source on the observer’s
celestial sphere. The problem can be formulated as follows: consider a line of sight −d¯,
corresponding to the direction (θ¯, ϕ¯) ≡ (θ¯A)A=1,2 towards which the observer looks; the
deflection of light by Φ implies that the light ray deviates from the radial straight
line θA = θ¯A = cst, so that the source event S actually has angular coordinates θ¯A + δθA.
This new direction corresponds to the direction in which the observer would see the image
if light did follow a radial straight line (see Fig. 5.1).
O S
θ¯A−d¯
θ¯A + δθA
Figure 5.1 Perturbation of the angular
coordinates (θA) = (θ, ϕ) of the source,
given an observation direction −d¯.
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The correction δθA is related to the perturbation of the wave four-vector via δk˜A =
dδθi/dv¯ = −ω¯dδθA/dχ. For i = A, the first two terms on the right-hand side of Eq. (5.31)
vanish, because d¯i = −δiχ, and the equation is integrated twice as
δθA = −2
∫ χ
0
dχ′
∫ χ′
0
dχ′′
[
fK(χ′′)
fK(χ′)
]2
γAB∂BΦ[η′′, x¯i(η′′)], (5.32)
where it is understood that η′′ = η0−χ′′, and x¯i(η′′) = (η′′, χ′′, θ¯, ϕ¯) is the unperturbed ray.
The properties of the areal function fK allow us to turn the double integral of Eq. (5.32)
into the single integral2
δθA = −2
∫ χ
0
dχ′ fK(χ
′)fK(χ− χ′)
fK(χ)
γAB∂BΦ[η′, x¯i(η′)]. (5.35)
This formula agrees with the Newtonian intuition according to which particles are deflected
by gravitational fields, i.e. by −∂Φ, modulo a factor two which distinguishes the deflection
of light with the deflection of nonrelativistic particles in GR. Note the form of the kernel
fK(χ− χ′)fK(χ′)
fK(χ)
∝ DA(L← O)DA(S ← L)
DA(S ← O) , (5.36)
sometimes called lensing efficiency, which peaks for χ′ = χ/2, i.e. when the lens L is such
that DA(S ← L) = DA(L← O). This is a generic characteristic of gravitational lensing:
the most important contributions to the net deflection are due to gravitational fields lying
halfway between the source and the observer.
5.2.2 Perturbation of light beams
The previous paragraph showed that an inhomogeneous potential Φ tends to deflect light
with respect to the purely radial geodesics of the background FL spacetime. Considering
now a family of neighbouring light rays, we expect from their differential deflection to
distort and focus the underlying beam.
Perturbed optical tidal matrix
The sources of focusing and distortions of a light beam are encoded in the optical tidal
matrix (see Chap. 2). We keep working in the conformal geometry, and decompose the
conformal optical tidal matrix as R˜ =R+ δR˜, with R = −ω¯2K. Its perturbation
δR˜AB ≡ δ (RµνρσsµAkνkρsσB) (5.37)
2A first step consists in changing the integration scheme as∫ χ
0
dχ′
∫ χ′
0
dχ′′ F (χ′, χ′′) =
∫ χ
0
dχ′′
∫ χ
χ′′
dχ′ F (χ′, χ′′), (5.33)
and then perform the integration with respect to χ′,∫ χ
χ′′
dχ′
f2K(χ′)
=
[
−f
′
K
fK
]χ′′
χ
= 1
fK(χ′′)fK(χ)
[fK(χ)f ′K(χ′′)− fK(χ′′)f ′K(χ)] =
fK(χ− χ′′)
fK(χ′′)fK(χ)
, (5.34)
where we used twice the fact that fK is either sin or sinh (or the identity). Renaming χ′′ as χ′ finally
gives the result of Eq. (5.35)
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contains a priori terms of the form δRs¯k¯k¯s¯ ∝ δ(∂2g), and R¯δsk¯k¯s¯, R¯s¯δkk¯s¯ ∝ δ(∂g). As
discussed at the end of the previous chapter, the perturbations of curvature δ(∂2g) are
generally much larger than the perturbations of lower-order derivatives of the metric. At
leading order, we can thus neglect the latters compared to the formers, so that
δR˜AB ≈ δR˜µνρσs¯µAk¯ν k¯ρs¯σB neglecting R¯δsk¯k¯s¯, R¯s¯δkk¯s¯ (5.38)
≈ −2δΓ˜µν[ρ,σ]s¯µAk¯ν k¯ρs¯σB neglecting ΓδΓ˜ (5.39)
= 12 (δg˜µν,ρσ + δg˜ρσ,µν) s¯
µ
As¯
ν
Bk¯
ρk¯σ. (5.40)
Similar considerations allow us to write
δg˜µν,ρσs¯
µ
As¯
ν
Bk¯
ρk¯σ ≈ d
2
dv¯2 (δg˜µν s¯
µ
As¯
ν
B) , (5.41)
δg˜ρσ,µν s¯
µ
As¯
ν
Bk¯
ρk¯σ ≈ −4ω¯2Φ,µν s¯µAs¯νB, (5.42)
which finally leads to
δR˜AB = −2ω¯2∂⊥A∂⊥BΦ +
d2
dv¯2 (δg˜µν s¯
µ
As¯
ν
B) +O(∂g˜) +O(2). (5.43)
In Eq. (5.43), we have introduced transverse derivatives ∂⊥A ≡ s¯µA∂µ, such that
∂⊥A∂
⊥
B ≡ s¯µAs¯νB∂µ∂ν =
1
f 2K(χ)
 ∂2∂θ2 1sin θ ∂2∂θ∂ϕ
1
sin θ
∂2
∂θ∂ϕ
1
sin2 θ
∂2
∂ϕ2
 . (5.44)
Jacobi matrix at linear order
Let us now exploit the perturbed optical tidal matrix to determine the correction to
the Jacobi matrix. Still in conformal geometry, we decompose it into a background and
a perturbation as D˜ = D + δD˜. At linear order in perturbations, the Jacobi matrix
equation (2.65) reads
d2δD˜
dv¯2 =R δD˜ + δR˜D, (5.45)
or, in terms of the comoving radial coordinate χ, and replacing the background quantities
by their expressions,
d2δD˜
dχ2 = −K δD˜ − ω¯
−3fK(χ) δR˜. (5.46)
A Green-function method for solving this second-order differential equation then yields
δD˜ = −
∫ χ
0
dχ′ fK(χ′)fK(χ− χ′) ω¯−3δR˜, (5.47)
which is easily checked to be a solution of Eq. (5.46), with initial conditions δD˜0 =
(dδD˜/dv¯)0 = 02.
In the expression (5.43) of δR˜, the total derivative d2(δg˜µν s¯µAs¯νB)/dv¯2 can be integrated
by parts, and yields a term on the order of KΦ, which is much smaller than ∂2Φ because
the gravitational potential varies on distances much smaller than the background spatial
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curvature radius. Back to the original perturbed geometry, we thus obtain the following
formula for the Jacobi matrix, at first order in cosmological perturbations:
DAB(S ← O) = −aSω−10 fK(χ)
{
δAB − 2
∫ χ
0
dχ′ fK(χ
′)fK(χ− χ′)
fK(χ)
∂⊥A∂
⊥
BΦ[η′, x¯i(η′)]
}
,
(5.48)
which is a standard textbook result [101,134].
Inside the braces, we recognise the amplification matrix A = DD−1 defined in § 2.2.2.
Interestingly, this expression of A could also have been obtained from Eq. (5.32). By
definition, this matrix is indeed
AAB =
∂ξA
∂ξ˙C0
∂ξ˙C0
∂ξB
∣∣∣∣∣
FL
= ∂ξ
A
∂ξ¯B
, (5.49)
where ξA and ξ¯A are defined as follows and depicted in Fig. 5.2. Consider two (very
close) directions of observation defined by the angles (θ¯A1 ) and (θ¯A2 ). To these directions
of observation correspond, for a given radial coordinate χ, two sources S1 and S2, whose
positions differ whether we consider the perturbed or background spacetime; ξ¯A (resp. ξA)
represents the physical separation, in screen space, between the sources in the background
(resp. perturbed) spacetime.
O
S1
θ¯A1
θ¯A1 + δθ
A
1
S2
θ¯A2
θ¯A2 + δ
θA2
ξA
ξ¯A
Figure 5.2 Position of two light
sources S1, S2, associated with the
directions of observation θ¯A1 , θ¯A2 , and
their physical separation in screen
space for the background (ξ¯A) and
perturbed (ξA) spacetimes.
We assume for simplicity that the system of axes is set so that the directions that we
are considering lie in the vicinity of the θ = pi/2 plane; the physical separation between
the points (η, χ, θA1 ) and (η, χ, θA2 ) is then simply a(η)fK(χ)(θA2 − θA1 ) (at the background
level). In particular, it avoids complications due to the sin θ term, always present in the
geometry of spherical coordinates. We thus have
ξA = afK(χ)
[
θ¯A2 + δθA2 − (θ¯A1 + δθA1 )
]
= ξ¯A + ∂δθ
A
∂θ¯B
ξ¯B (5.50)
so
AAB = δAB +
∂δθA
∂θ¯B
, (5.51)
which, using the expression (5.35) of δθA, indeed coincides with Eq. (5.48).
Note that the Jacobi and amplification matrices are symmetric here, i.e. at linear
order in cosmological perturbations. This agrees with the discussion of § 2.2.2, where we
have seen that when Weyl lensing is treated as a perturbation, rotation is a second-order
quantity contrary to convergence κ and shear γ, and we can write
A =
1− κ− γ1 γ2
γ2 1− κ+ γ1
 . (5.52)
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Cosmic convergence
The net convergence κ of a light beam due to cosmological perturbations is called cosmic
convergence. It represents the order-one correction to the observed angular distance of
a given light source, compared to the background FL case, and is extracted from the
amplification matrix as
κ ≡ D¯A −DA
D¯A
= 1− trA2 . (5.53)
Taking the trace of Eq. (5.48) yields a transverse Laplacian of the gravitational potential
δAB∂⊥A∂
⊥
BΦ = S¯µν∂µ∂νΦ = ∆Φ− ∂2χΦ, (5.54)
where we identified the coordinate Laplacian γij∂i∂i with the background covariant Lapla-
cian ∆ = γijD¯iD¯i, because their difference is on the order of Γ∂Φ which is negligible
compared to ∂2Φ. By virtue of the Poisson equation (4.69), ∆Φ can be replaced by
4piGa2ρ¯δ, where δ is matter’s density contrast. Besides, the longitudinal derivative ∂2χΦ
can also be neglected because of the integration3 with respect to χ′, and the convergence
finally reads
κ = 32H
2
0 Ωm0
∫ χ
0
dχ′ fK(χ
′)fK(χ− χ′)
fK(χ)
δ[η′, x¯i(η′)]
a(η′) , (5.56)
where we assumed that matter is well modelled by a pressureless dust (w = 0) in order
to write ρ¯ = (a0/a)3ρ¯0, and introduced the cosmological parameter Ωm0 = 8piGρ¯0/(3H20 ).
This expression of κ shows that overdensities (δ > 0) or underdensities (δ < 0) respectively
tend to focus and defocus light beams with respect to their background behaviour, in
agreement with the effect of Ricci focusing R discussed in Chap. 2. Weyl lensing W
is indeed absent from Eq. (5.56), which could have been derived e.g. from Eq. (2.104)
by taking σ = 0. This no longer true for lensing at second order in perturbations, see
e.g. Refs. [135–139].
Besides second-order effects, several first-order contributions have also been neglected
to obtain the simple result (5.56). In particular, by identifying the amplification matrix A
with the expression between braces in Eq. (5.48), we did not take into account the fact
that the observed frequency ω0 is also affected by cosmological perturbations, leading to a
Doppler contribution to the amplification matrix. Physically speaking, this a contribution
to the convergence corresponds to the aberration effects discussed in § 3.2.3. It can actually
be large [140], and generically dominates over deflection effects on short distances [141,142].
For a more careful derivation of the correction to the convergence, taking into account
all the first order contributions, see e.g. in Ref. [143], see also Ref. [144] for calculations
which include the effect of vector and tensor modes.
3Contrary to what is sometimes claimed [101,134], the contribution of ∂2χΦ does not trivially vanish
after integrating by parts. First note that it is only a partial derivative, which cannot be directly
integrated by parts, for the same reason that we could not do so for the ISW term in Eq. (5.27).
However, since the time evolution of Φ is much slower than its spatial evolution, we can consider
dΦ/dχ = −ω¯−1dΦ/dv¯ = ∂χΦ− ∂ηΦ ≈ ∂χΦ. A double integration by parts then gives∫ χ
0
dχ′ fK(χ′)fK(χ− χ′) d
2Φ
dχ′2
= fK(χ) [Φ(χ)− Φ(0)]− 2
∫ χ
0
dχ′ f ′K(χ′)f ′K(χ− χ′)Φ(χ′), (5.55)
which does not exactly vanish, but can be neglected as it does not contain second-order derivative of Φ
any more.
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Averaging the expression (5.56) over a large number of sources yields the effective
cosmic convergence which only depends on the line of sight
κeff =
3
2H
2
0 Ωm0
∫ ∞
0
dχ g(χ)fK(χ)
δ[η′, x¯i(η′)]
a(η′) , (5.57)
where
g(χ) ≡
∫ ∞
χ
dχ′ p(χ′) fK(χ
′ − χ)
fK(χ′)
(5.58)
is the integrated lensing efficiency, p(χ)dχ being the probability of finding a source within
the interval [χ, χ+ dχ]. The resulting power spectrum Pκ for κeff, in the so-called flat-sky
approximation4, together with an analogue of Limber’s approximation [145], is related to
the matter density power spectrum Pδ as
Pκ(k) ≈
(3
2 H
2
0 Ωm0
)2 ∫ ∞
0
dχ g
2(χ)
a2(η) Pδ
[
η,
k
fK(χ)
]
, (5.59)
where it is understood that η = η(χ) = η0 − χ.
Cosmic shear
Lensing does not only affect the apparent size (or distance) of light sources, but also their
shape. Observing the shape of lensed galaxies provides a measurement of this cosmic
shear effect, which encodes key information on the matter distribution in the Universe.
Suppose that we observe remote galaxies, whose intrinsic shape and observed shape are
well described by ellipses. The properties of any ellipse E can be quantified by a complex
number ε ≡ ε1 + iε2 = |ε|e−2iϑ, which defines the transformation which must be applied to
a circle C to obtain it, according to
E = exp
−ε1 ε2
ε2 ε1
C . (5.60)
For a circle C with unit radius, the ellipse E has semi-minor axis b = e−|ε| along the
direction ϑ, and semi-major axis a = e|ε| along the orthogonal direction, so that the
ellipticity of E is given by (a − b)/(a + b) = tan |ε|. Note that the present ε is not the
complex ellipticity usually defined in this context [26] (though they agree for |ε|  1). Our
choice, however, together with the general decomposition of the Jacobi matrix introduced
in § 2.2.2, turns out make the following discussion clearer.
By definition (see § 2.2.1) the source S is related to the image I by the Jacobi matrix
as S = −ωOD(S ← O)I . Normalising S (resp. I ) by its physical size (resp. angular
size) results into a unity-area ellipse Eintr (resp. Eobs) characterising the intrinsic shape
of the source (resp. observed shape of the image). These two ellipses are thus related by
Eintr = (−D/
√
detD)Eobs, which, introducing the decomposition (2.56) of D, yields
Eobs = exp
 γ1 −γ2
−γ2 −γ1
 cosψ sinψ
− sinψ cosψ
Eintr. (5.61)
4This approximation consists in computing the Fourier transform of κeff(θA) as if the angular variables
θA were Cartesian coordinates, hence neglecting the curvature of the celestial sphere. It is justified by the
fact that the correlations between lines of sight with large angular separations are small.
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Now suppose that many galaxies are observed in a small region of the sky, across which
D (hence γ, ψ) can be considered constant. Since the galaxies have in principle random
shapes and orientations5, we have 〈Eintr〉 = C , and the ensemble average of the observed
ellipses reads
〈Eobs〉 = exp
 γ1 −γ2
−γ2 −γ1
C . (5.62)
Comparing with Eq. (5.60), we conclude that this average ellipse is characterised by
ε¯obs = −γ. The same reasonings apply to the two-point correlation function of the
observed galaxy shapes, which thus coincides with shear correlation function.
While the above considerations are fully general, they can be further exploited in
the context of cosmological perturbation theory. In the expression (5.48) of the Jacobi
matrix, we see that the convergence (trace part) and the shear (trace-free part) both
come from derivatives of the same function Φ, so they are not independent from each
other. For example, it can be shown that κ and γ have the same angular power spectrum,
Pκ = Pγ = Pε. In Ref. [148], Kaiser and Squires exploited this property to design an
algorithm for reconstructing the convergence, which is not directly observable, from the
shear. Observing the shape of galaxies therefore allows one to infer the properties of the
density contrast, via the reconstructed convergence.
5.3 Some observations and their interpretation
In the previous sections we have derived the theoretical optical properties of the standard
cosmological model. This provide a framework to interpret cosmological observations, i.e.,
to validate or falsify the model, and to measure its free parameters such as the Ωs. In
this section, we briefly review the main current cosmological probes, namely the Hubble
diagram of SNe (§ 5.3.1), the CMB (§ 5.3.2), BAO (§ 5.3.3), and mention some other
observations in § 5.3.4. For all of them, we will emphasize the crucial character of the
relation between distances and redshift for their correct interpretation.
5.3.1 Hubble diagram
The Hubble diagram is, conceptually, the simplest observation to interpret. It consists in
plotting the luminosity distance DL, or the distance modulus µL, of objects with known
intrinsic luminosity—the so-called standard-(isable) candles—as a function of their redshift.
In cosmology, as discussed in § 3.2.4, type Ia supernovae (SNeIa) are the best candidates.
In practice, SNeIa are standardised by the measurement of their lightcurve, that is the
evolution of the luminosity of the event with time (which typically lasts from a few weeks
to a few months). Most current analyses are based on the assumption that the absolute
magnitudes of all SNeIa are comparable, and that their variations can be captured by
two parameters X1 and C, characterising respectively the duration and the colour of the
explosion [149]. Together with the observed peak B-band magnitude m?B of the SNIa, they
allow one to determine its distance modulus according to [42]
µL = 5 log10
(
DL
10 pc
)
= m?B − (MB − αX1 + βC), (5.63)
5This hypothesis can however be spoiled by the potential trend of galaxies to align each others, or
with the cosmic web, due to gravitational interactions [146,147].
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where MB, α, and β are three nuisance parameters which are fitted simultaneously
with the cosmological parameters. The redshift is determined besides by spectroscopic
measurements. Figure 5.3 shows the most recent Hubble diagram [42], obtained from the
joint lightcurve analysis (JLA) of 740 SNeIa belonging to four different samples: Low-z
survey [150], the SDSS-II supernova survey [151], the 3-year data release of the SuperNova
Legacy Survey (SNLS) [152], and a few high redshift SNe detected with the Hubble Space
Telescope (HST) [153].
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Figure 5.3 A Hubble diagram obtained by the joint lightcurve analysis of 740 SNeIa from four
different samples: Low-z, SDSS-II, SNLS3, and HST. The top panel depicts the Hubble diagram
itself with the ΛCDM best fit (black line); the bottom panel shows the residuals. From Ref. [42]
In all current analyses of the Hubble diagram, including Ref. [42], the data are
interpreted assuming that light propagates through a perfectly homogeneous and isotropic
Universe, so that the theoretical relation between luminosity distance and redshift to
which observations are confronted is
DL(z) = a0(1 + z)fK
( 1
a0H0
∫ z
0
dζ
[
Ωm0(1 + ζ)3 + ΩK0(1 + ζ)2 + ΩΛ0
]−1/2)
, (5.64)
which is derived from DL = (1 + z)2DA, and with the results of § 5.1. We can see in
Fig. 5.3 that this model provides an excellent fit to the data. The resulting constraints
on the free parameters Ωm0,ΩΛ0 are displayed in Fig. 5.4, which shows in particular that
the absence of dark energy is excluded at a 3σ confidence level. The Hubble diagram of
SNeIa is indeed particularly adapted to investigating the existence and properties of dark
energy, as it probes the Universe at low redshift, i.e. at late times. This is the reason
why SNeIa provided the first evidence of the acceleration of cosmic expansion in the late
1990s [154,155], a discovery rewarded by the 2011 Nobel Prize.
Physically speaking, the cosmological constant affects SNIa observations in two com-
plementary ways. Consider a source at a given affine-parameter distance v from us. On
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Figure 5.4 Constraints on the cosmological parameters Ωm0,ΩΛ0 obtained from the Hubble
diagram of Fig. 5.3 (blue contours), together with other observations: CMB (green), and
CMB+BAO (red). The dot-dashed contours corresponds to the constraints from earlier SN
data [156]. The dashed line indicates Ωm0 + ΩΛ0 = 1, i.e. K = 0. From Ref. [42]
the one hand, Λ reduces its redshift due to the acceleration of cosmic expansion: if the
expansion accelerates, then it was slower in the past, so the recession velocity of a distant
object is smaller. In other words, zΛ 6=0(v) < zΛ=0(v), as confirmed by the fact that, in a
FL model,
−ω0v =
∫ z
0
dζ
(1 + ζ)2H(ζ) , (5.65)
which can be derived from dz/dv = d(a0/a)/dv, using that d/dv = ktd/dt = ω0(1+z)d/dt.
On the other hand, for a given expansion rate today H0, the presence of Λ reduces
the Universe’s matter density (it reduces Ωm0), so it reduces the actual Ricci focusing
experienced by light beams, therefore enhancing the observed angular distance: DΛ=0A (v) >
DΛ6=0A (v). As illustrated in Fig. 5.5, these two effects combine so that D
Λ6=0
A (z) > DΛ=0A (z),
hence DΛ6=0L (z) > DΛ=0L (z) as well. We conclude that SNe with a given observed z appear
dimmer in a Universe with dark energy than without. Of course, it could also be attributed
to a negative spatial curvature K < 0, which acts similarly to Λ. This is the reason why
the constraints of Fig. 5.4 are degenerate in the direction orthogonal to K = cst.
In the context of linear perturbation theory, the use of the background distance-redshift
relation (5.64) for modelling the Hubble diagram can be justified by the fact that the
corrections are negligible once averaged over many sources. Indeed, regarding the correction
to the redshift (5.27), the Doppler contribution vanishes if we suppose that the SNe have
random peculiar velocities (see however Ref. [157]), while the SW and ISW/RS effects are
anyway very small. As for the cosmic convergence κ, since by definition 〈δ〉 = 0, we deduce
that 〈κ〉 = 0 after averaging over the sky.6 The cosmological perturbations thus do not
significantly bias the distance-redshift relation at linear order. However, they are expected
to contribute to the scattering of the Hubble diagram: at low redshift because some SNe
6We here identified three notions of averaging with the notation 〈· · ·〉: sky averaging, ensemble averaging,
and source averaging. Such an assumption is valid as far as only first-order perturbations are at stake,
but it breaks down at second order, as discussed in Refs. [158–160].
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Figure 5.5 For a given observed red-
shift z, a SN appears farther (smaller
and dimmer) through a Universe with
dark energy, due to both the acceler-
ation of cosmic expansion and the re-
duction of Ricci focusing.
are more or less redshifted due to their peculiar velocity; at high redshifts because some
are magnified and others demagnified. In the analysis of SN data, these effects are taken
into account by adding two terms diagonal terms σ2pec and σ2lens to the covariance matrix
of the χ2. In Ref. [42], for instance, σpec = (5× 150 km/s)/(cz ln 10) and σlens = 0.055z.
For comparison, the intrinsic scatter of SN magnitudes is σint ∼ 0.1 [156].
If gravitational lensing is worked out at second-order in cosmological perturbations,
then the apparent luminosity of the SNe is biased with respect to the background case. This
bias remains however very small [141,159,161,162]. This conclusion does not necessarily
hold in nonperturbative approaches, in particular when the fluid description of matter in
the Universe is abandoned, as we shall see in Part III.
Let us finally mention that, although SNIa observations are often presented as the most
model-independent cosmological probes, the accuracy of this claim actually depends on the
lightcurve fitter used for processing the data [163]. The results presented here have been
obtained with the Spectral Adaptive Lightcurve Template (SALT2) method [164], where
the phenomenological parameters α, β are fitted simultaneously with the cosmological
parameters. So in this approach, the SN distance moduli themselves are measured by
assuming a homogeneous FL model. This method is therefore not completely model-
independent, in the sense that alternative cosmological models cannot be consistently
tested with these data. An alternative method is the Multicolour Light Curve Shape
(MLCS) fitter [165], whose calibration is performed using only low-redshift SNe, where
only the linear Hubble law is required. Though more model independent, MLCS has the
disadvantage of producing results with larger error bars than SALT2.
5.3.2 Cosmic microwave background
A dissertation on cosmology cannot be without mentioning the observation of the CMB,
which is certainly the archetype of high-precision cosmological experiments. Its origin, as
originally understood by Refs. [166,167] in 1948, goes back to the early Universe, when
the primordial plasma cooled enough for the atomic nuclei to recombine with electrons,
forming (mostly) neutral hydrogen atoms. Light thus suddenly stopped being scattered
by charged particles, and started propagating freely, following null geodesics. According
to the cosmological principle, this happened everywhere at the same (cosmic) time, so
that whatever the direction we look at today, we receive such photons coming from some
remote place of the Universe where they were released 13.8 billion years ago.
The first experimental evidence for the CMB was accidentally found in 1964 [168],
and rewarded by the 1978 Nobel Prize. Since then, considerable efforts were carried
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out to measure and analyse this primordial radiation with an increasing precision, both
with Earth-based and space experiments, such as the COsmic Background Explorer
(COBE) [169], the Wilkinson Microwave Anisotropy Probe (WMAP) [170], and lately the
Planck satellite [171]. The CMB appears today as an almost perfect black body, very
well-described by a Planck spectrum of temperature TCMB = 2.72548± 0.00057 K [172],
whose peak wavelength is7 λCMB ∼ mm (microwave/radio domain). This observed signal
corresponds to an emitted Planck spectrum of temperature kBT∗ ∼ 0.3 eV (λ∗ ∼ µm)
redshifted by z∗ = 1089.90± 0.23 [91] due to cosmic expansion.
The CMB is however not perfectly isotropic, and the fluctuations of the observed
temperature Θ ≡ δT/T¯ ∼ 10 µK (see Fig. 5.6) actually contain a lot of information about
the Universe. The origin of the temperature anisotropies can be separated in two categories:
(i) primary anisotropies, generated before recombination, and thus related to the physics
of inflation and of the primordial plasma; (ii) secondary anisotropies, due to what happens
to the CMB photons after their release and before their observation (gravitational lensing,
SZ effect in galaxy clusters, etc.) We refer the reader to textbooks [101,174] for details
about the physics and the analysis of the CMB. In the perspective of the present thesis,
we choose to restrict to a single important feature of the CMB anisotropies: the acoustic
horizon scale.
Figure 5.6 Temperature anisotropy of the CMB, as observed by the Planck satellite. This map
of the whole celestial sphere is obtained by a Mollweide projection. From Ref. [175]
Assuming statistical isotropy, the covariance of the temperature fluctuation Θ as
observed in two directions e1, e2 can be decomposed over Legendre polynomials P` as
〈Θ(e1)Θ(e2)〉 =
∞∑
`=0
2`+ 1
4pi C`P`(e1 · e2), (5.66)
where e1 · e2 = cos θ denotes the Euclidean scalar product between the unit spatial vectors
e1, e2, and θ is the angle between them. Physically speaking, C` quantifies the correlation
between the temperature of two points in the sky separated by an angle θ ∼ pi/`. It thus
7According to Wien’s displacement law, λpeakT = b, with [173] b = 2.8977729× 10−3 m ·K.
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corresponds to an angular power spectrum. Figure 5.7 shows the C`, or more precisely the
D` ≡ `(`+ 1)C`/2pi, as measured by the Planck mission.
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Figure 5.7 Angular power spectrum of the temperature anisotropies of the CMB, as measured
by the Planck mission. From Ref. [175]
Among the features of this plot, note the oscillation of D`, with a period of ∆`∗ ≈ 300,
indicating a particular correlation between points separated by θ∗ ≈ 0.5 deg. The origin of
this correlation lies in the presence of sound waves propagating within the photon/plasma
fluid before recombination, sustained by radiation pressure. From its birth at the end of
inflation to its disappearance at recombination, such a wave propagates over a distance rs
called sound horizon. At recombination, two overdensities (or underdensities) are thus
more likely to be separated by rs. This implies, on the CMB temperature map, that two
hot (or cold) points are more likely to be separated by an angle θ∗ = rs/DA, where DA is
the angular diameter distance from us to the last scattering surface.
While rs depends on the physics of the primordial plasma, in particular through the
density of baryonic matter Ωb0, it requires a model for the angular distance-redshift
relation DA(z) to be connected with the observable quantity θ∗. The situation is similar
to the analysis of the Hubble diagram, where a model for DL(z) is required, and once
again the standard choice is to use the distance-redshift relation of a FL model. Because
this relation involves Ωm0 and ΩΛ0, the analysis of the CMB provides constraints on these
parameters, as shown in Fig. 5.8. Its degeneracy direction is kindly orthogonal to the one
of SNIa constraints, making the combination of both a powerful and accurate measurement
of Ωm0,ΩΛ0. These parameters are not the only ones to be constrained by the CMB,
from which can also be extracted crucial information on the amplitude of matter density
fluctuations [91], cosmic topology [176], inflation [177], reionisation, etc.
In the standard CMB analyses, gravitational lensing is considered to act essentially as
a remapping of anisotropies of the temperature field [178,179], according to the first-order
formula (5.32). This brings an additional contribution to the angular power spectrum C`,
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Figure 5.8 Constraints on the cosmological parameters Ωm0,ΩΛ0, and on the Hubble expansion
rate H0, obtained from the analysis of the CMB. From Ref. [91]
but it does not affect the mean angular distance DA(z∗) mentioned above, and thus does
not lead to any shift in the position of the acoustic peaks. This approach has been
questioned recently in Ref. [180], where second-order lensing corrections seemed to affect
the average distance to the last-scattering surface by a few percents, a correction which
would significantly impact the analysis of the CMB. Almost one year later, however, it
was shown independently by Refs. [159,181] (one of them being coauthored by the very
authors of Ref. [180]) that this effect is actually caused by a subtle confusion between
source averaging, sky averaging, and ensemble averaging. The distinction between these
different ways of averaging physical quantities, and their natural domain of applicability,
had been emphasized earlier by Ref. [158]; it now seems to be fully understood [160]. In
the end, this debate validated the standard treatment of CMB lensing.
5.3.3 Baryon acoustic oscillation
The acoustic feature present in the CMB corresponds to a rather large scale, which
is weakly affected by the gravitational evolution of the Universe between the epoch of
recombination and today—contrary to small-scale inhomogeneities which tend to collapse
and lose information about their initial conditions. As a consequence, this correlation has
survived within the distribution of baryonic matter in the Universe. In this case, it is
referred to as the Baryon Acoustic Oscillation signal. Because it only grows with cosmic
expansion, the BAO scale (or its comoving counterpart χBAO) can be considered a cosmic
standard ruler , by analogy with the notion of standard candle.
From the above reasoning, it is easy to estimate the BAO scale today rd as
rd =
a0
a∗
rs = (1 + z∗)DA(z∗)θ∗ ≈ 150 Mpc ≈ 100h−1 Mpc, (5.67)
where we used the FL expression of DA(z). The first detection of the BAO signal in
today’s distribution of matter has been obtained by the Sloan Digital Sky Survey (SDSS),
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in the two-point correlation function of low-redshift LRGs [182]. To date, the most precise
measurement has been realised by the Baryon Oscillation Spectroscopic Survey (BOSS)
of SDSS-III [183], with two complementary experiments: (i) a large survey of 1 million
galaxies between 0.2 ≤ z ≤ 0.7 [184]; (ii) a survey of distant quasars (2.1 ≤ z ≤ 3.5), and
of the intergalactic medium traced by the Lyman-α forest in their spectrum [40]. The
corresponding correlation functions are shown in Fig. 5.9, where the BAO signal is evident
(7σ confidence level), and in agreement with the order of magnitude obtained above. It is
remarkable that this property of the matter distribution can be observed at so different
epochs of the Universe: z = 1090 (Fig. 5.7), z = 2.35, and z = 0.54 (Fig. 5.9).
Figure 5.9 Left panel. Two-point correlation function (top) and power spectrum (bottom) of
the distribution of the BOSS CMASS galaxy sample (0.2 ≤ z ≤ 0.7), as a function of comoving
distance s and comoving wavenumber k, respectively. This BAO signal is effectively measured
at z = 0.57. From Ref. [184]. Right panel. Two-point correlation function for objects aligned
with the line of sight (top), or orthogonal to the line of sight (bottom), measured with the BOSS
quasars (2.1 ≤ z ≤ 3.5) and the intergalactic medium traced by their Lyman-α forest, as a
function of comoving distance r. The effective redshift is z = 2.34 here. From Ref. [40].
Experiments such as BOSS have the advantage, with respect to CMB observations,
of extracting the BAO signal from a three-dimensional distribution rather than from a
two-dimensional map. Hence, additionally to the angular correlation scale θBAO, they yield
a redshift correlation scale ∆zBAO associated with BAOs aligned with the line of sight.
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Figure 5.10 Left panel. Constraints on the longitudinal and transverse distances DA/rd, DH/rd
at z = 2.34 from BAO measured with quasars and intergalactic medium. The green contours
indicate the constraints from the CMB in the case of a flat FL model. Right panel. Consequent
constraints on the cosmological parameters Ωm0,ΩΛ0. The yellow star indicates the concordance
ΛCDM model. From Ref. [40].
Assuming a FL model, these quantities are related to the BAO scale today rd = a0χBAO as
θBAO =
a
a0
rd
DA(z)
= rd(1 + z)DA(z)
(5.68)
∆zBAO = H(z)a0χBAO =
rd
DH(z)
, (5.69)
for observations at redshift z, with DH ≡ 1/H, and where we used Eq. (5.7) for writing
a0∆χ = ∆z/H. Given a set of cosmological parameters, θBAO and ∆zBAO are therefore
precisely related, so that their comparison allows to test the choice of these cosmological
parameters, or the validity of the FL model itself. This procedure is known as the Alcock-
Paczyński test [185]. In Fig. 5.10 are represented the observed values of DA/rd, DH/rd,
and the consequent constraints on Ωm0,ΩΛ0 obtained by Ref. [40]. Note that, here again,
the standard interpretation of the observed data relies on the FL DA(z) relation.
5.3.4 Other observations
Let us finally mention a few other cosmological probes which, though less emblematic,
have become more and more precise over the last years and are now efficient complements
to SNIa, CMB, and BAO observations.
Baryon and gas fraction in galaxy clusters
The potential of galaxy clusters as cosmological probes was revealed in the early 1990s,
when Ref. [186] seriously challenged the standard paradigm of that time, according to
which Ωm0 = 1. By measuring the gas and stellar masses Mgas, Mgal of the Coma cluster,
respectively from its X-ray and B-band luminosities, the authors of Ref. [186] estimated
the total baryonic mass Mb = Mgal +Mgas of this cluster and compared it with its total
(dynamical) massMtot. Assuming a ratioMb/Mtot equal to the mean cosmological baryonic
fraction,
Mb
Mtot
= Ωb0Ωm0
, (5.70)
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and using the value of Ωb0 obtained by analyses of the Big Bang Nucleosynthesis (BBN),
they concluded that Ωm0 ≈ 0.28 (for h = 0.7), a result surprisingly close to the current
admitted value. It is worth emphasizing that this discovery occurred before the first
analyses of the Hubble diagram, which really opened the era of dark energy cosmology.
Three years later, Ref. [187] proposed a more subtle method for constraining cosmo-
logical parameters with galaxy clusters. The X-ray data of galaxy clusters are indeed
interpreted in such a way that the gas mass fraction extracted from them reads
fgas ≡ Mgas
Mtot
= B(z)D3/2A (z), (5.71)
where B is independent from the cosmological parameters, so that DA(z) contains all the
cosmological dependence. Assuming that fgas does not depend (on average) on the redshift
of the cluster, we conclude that a plot representing the fgas of several clusters as a function
of their redshift must be flat. However, it is not the case if a wrong cosmology—or more
generally a wrong distance-redshift relation—is assumed for the data analysis. This idea
provides a consistency test of the cosmological model, similarly to the comparison between
the longitudinal and transverse BAO signal. Though limited by the intrinsic scatter of
fgas, estimated to be (7.4± 2.3)% by Ref. [188], this method provides today constraints
on (Ωm0,ΩΛ0) which are competitive with BAO’s or SNeIa’s (see Fig. 5.11a). We keep
emphasizing that, like all the other cosmological probes reviewed so far, the fgas method
relies on a particular model for DA(z), taken to be the FL one.
Weak lensing tomography
We have seen in § 5.2.2 that the observations of the shapes of lensed galaxies gives access
to the power spectrum of cosmic convergence, via the one of cosmic shear, as Pκ = Pγ = Pε.
Besides, the expression (5.59) of Pκ turns out to involve the cosmological parameters
in various ways: directly on Ωm0 and H0, and indirectly via both the lensing efficiency
and the matter power spectrum Pδ. Measuring the statistics of galaxy ellipticities is
therefore a means to constrain the cosmological parameters. As an illustration, Fig. 5.11b
shows the constraints on Ωm0,ΩΛ0 obtained from the two- and three-point correlation
functions of cosmic shear, as measured by the Canada France Hawaii Telescope Lensing
Survey CFHTLenS [189] in Ref. [190]. These constraints are rather loose compared to
ones obtained with other cosmological probes. Weak lensing (WL) is actually much
more efficient at constraining σ8, which is the standard deviation of the matter density
fluctuations δ smoothed over a comoving sphere of radius R ≡ 8h−1 Mpc,
σ28 ≡
〈[
3
4piR3
∫
|xi|≤R
d3x δ(x)
]2 〉
=
∫ ∞
0
dk
k
[
3j1(kR)
kR
]2
Pδ(k) ∼ 1, (5.72)
where j1 is the order-one spherical Bessel function [191]. This can be understood by the
fact that Ω2m0σ28 essentially sets the amplitude of Pκ, while its dependence in the other
cosmological parameters is weaker.
Alternative methods exploiting weak lensing, e.g. from the shear ratio around galaxy
clusters [192], or using higher-order statistical properties such as shear peak counts [193,194],
are still under development. They are expected to provide very accurate measurements
of the cosmological parameters from future large surveys, such as Euclid [195], or the
Wide-Field InfraRed Survey Telescope (WFIRST) [196].
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Table 4. Intrinsic alignment parameter 1σ prior ranges from Semboloni et al. (2008).
Model AGII/(10
−7hMpc−1) θGII/arcmin AGGI/(10−7hMpc−1) θGGI/arcmin
mixed (realistic) 0.05± 0.07 1.94± 1.88 −0.15± 0.11 2.36 ± 1.40
elliptical (pessimistic) −0.04± 0.30 0.37± 2.02 −0.88± 0.09 4.39 ± 0.38
curved ΛCDM
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Figure 10. Marginalised posterior density contours (68.3%,
95.5%) for Ωm and Ωde for curved ΛCDM models from
CFHTLenS using joint second-order measures (COSEBIs) and
third-order diagonal aperture-mass (3d) (magenta curves). The
constraints from WMAP9 and Planck are shown in blue and
green, respectively. The joint constraints from CFHTLenS and
WMAP9 and Planck are shown in black and orange.
tween σ8 and the IA amplitudes AGGI and AGII . The same
is true for the Σ8. The two IA amplitude parameters are
strongly anti-correlated, since they contribute to the skew-
ness with opposite sign. The posterior error bars on the IA
amplitude decrease by about 20% with respect to the prior.
Using the purely elliptical model from SHvWS08 leads
to a very strong decrease of the third moments. This is the
case within the full prior range, which we take to be three
times as large as the ±1σ errors of SHvWS08. The resulting
cosmic shear plus IA aperture-mass skewness is not compat-
ible with our measurement, and we conclude that this model
is not supported by the data.
SLC leads to a increase of the skewness contrary to IA,
and therefore the jointly fitted Σ8 is smaller compared to
ignoring this astrophysical systematic. We explored different
bias models and marginalise over a range of parameters.
We found that the results are not very sensitive within a
reasonable model space. The results presented in this paper
correspond to a flat prior with b ∈ [0.5; 2]. The magnitude-
limited sample of lensing-selected galaxies between redshifts
of 0.2 and 1.3 is expected to have a mean bias that is not
too far from unity.
When both IA and SLC are included in the joint second-
plus third-order lensing analysis, the resulting amplitude pa-
rameter is marginally increased (Table 5).
Table 5. Constraints from CFHTLenS orthogonal to the Ωm-σ8
degeneracy direction, using joint second-order COSEBIs and the
third-order diagonal aperture-mass including SLC and IA. The
errors are 68% confidence intervals. The three columns correspond
to the three different models.
Parameter flat ΛCDM flat wCDM curved ΛCDM
Σ8 0.77
+0.05
−0.07 0.77
+0.09
−0.08 0.79
+0.07
−0.12
α 0.64± 0.03 0.66± 0.02 0.65± 0.04
6 JOINT PARAMETER CONSTRAINTS
We add CMB to CFHTLenS weak-lensing, to lift some of the
parameter constraints. Throughout this section, the weak-
lensing data consists of the second-order COSEBIs com-
bined with third-order diagonal aperture mass. For the lat-
ter we include intrinsic alignment and source-lens clustering
(Sect. 5). We do not include a model of the baryonic modifi-
cation of the power- and bispectrum. With the conservative
choice of angular scales, we limit the influence of small-scale
model unertainties, see also Sect. 5.3.
It is well-known (Contaldi et al. 2003) and has been re-
cently been demonstrated again in K13, that the Ωm - σ8
lensing degeneracy in a flat ΛCDM model can be lifted by
the addition of CMB anisotropies, since the latter shows
a near-orthogonal correlation between those two parame-
ters. In this paper, we combine second- and third-order
CHFLTenS weak lensing with WMAP9 and Planck mea-
surements. The results are shown in Table 6.
The Planck constraints are much tighter than the ones
from WMAP, and do therefore dominate the combined con-
fidence region. The Planck error region is around a slightly
higher Ωm but there is no significant tension.
For a non-flat cosmology, the difference between
WMAP9 and Planck is much more pronounced, since Planck
alone measures the curvature of the Universe to a high pre-
cision due to the addition of CMB lensing (Smith et al.
2006). Moreover, the small size of the joint constraints for
CHFLTenS + Planck comes partially from the fact that the
two confidence regions have a smaller overlap. We do not
consider this to be a tension: both probes are consistent at
95% confidence.
The density of the cosmological constant, Ωde is not
well constrained by 2D lensing. However, the strong de-
generacy for CMB alone, which is close to the direction of
constant curvature, can be lifted when adding both probes
(Fig. 10). This is also true for Planck, where the degen-
eracy is smaller due its sensitivity to CMB lensing, but
the joint CHTLenS+Planck constraints are smaller by 43%.
Note that the joint CFHTLenS+Planck contour is shifted
to lower values of Ωm compared to Planck alone, due to the
c⃝ 2009 RAS, MNRAS 000, 1–18
(b) Constraints on Ωm0,ΩΛ0 imposed by the mea-
sured two- and three-point correlation functions
of cosmic shear. From Ref. [190]
Figure 5.11 Some cosmological constraints from fgas measurements in galaxy clusters (left
panel) or weak-lensing tomography (right panel).
Strong lensing and time delays
When very massive or compact objects lie between a light source and an observer, the
deflection they induce can be large enough for allowing light to have several paths from
the one to the other. In this regime of strong gravitation l lensing (SL), e observer can
thus see multiple images of a single source (gravitational mirages), or images which are
so sheared that they appear as luminous arcs around the lens [17]. The size and shape
of these arcs, or the Shapiro time delay betw en two diff rent images, depend on the
properties of the lens, but also on the lensing efficiency factor (5.36), and therefore on
the cosmological parameters. Provided one has an accurate model for the lenses, this
property can be exploited to constrain the cosmological p rameters from strong lensing
measurements [197]. This idea has the advantage, with respect to WL, that it can be
applied to single objects [198], rather than relying on statistics. Its main limitation,
however, concerns the uncertainties on the lens properties. R cently, time delay b t ee
multiple images observed by the COSmological MOnitoring of GRAvItational Lenses
(COSMOGRAIL) [199] were used to measure h = 0.800+0.058−0.057 [200]. Besides, strong lensing
measurements were recently exploited to constrain spatial curvature via the dist nce sum
rule ΩK0 [201], or the dark-energy equation of state [202].
5.3.5 Discussion
This brief review of the current status of observational cosmology shows that the standard
ΛCDM model consistently fits all the data with an impressively high level of precision,
given its simplicity. We emphasized that the interpretation of every observation involves
the relation between angular (or luminosity) distance and redshift DA(z), from which
generally comes its sensitivity with respect to the cosmological parameters. This relation
is always assumed to be the one of a FL spacetime, derived in § 5.1. In other words, all the
distances necessary to interpret cosmological observations are calculated by assuming that
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light propagates through a perfectly homogeneous and isotropic Universe. The success of
this strong assumption is particularly striking if we compare the scales involved in all these
observations, listed in Table 5.3. We see that the typical observed angles, i.e. the typical
size of the corresponding light beams, span 12 orders of magnitude. To my knowledge,
there exists no model in the whole History of physics whose domain of validity is so wide8.
The issue raised here must be connected to the laws of geometric optics in curved
spacetime presented in Part I. We have seen in Chap. 2 that the evolution of the angular
distance is driven by Ricci and Weyl curvatures in quite different ways. Ricci lensing
tends to directly reduce DA by focusing the underlying light beam, while Weyl lensing
indirectly reduces it via the beam’s shear rate. However, what is considered Ricci or Weyl
lensing depends on the size of the beam itself: a distribution of point masses can appear
alternatively clumpy or smooth to a beam whose cross-sectional diameter is respectively
much smaller or much larger than the typical distance between two point masses. Similarly,
our Universe can be considered smooth—Ricci dominated—for the beams involved in BAO
observations, but it is certainly very clumpy—Weyl dominated—when SN observations
are at stake. This Ricci-Weyl paradox of cosmology is central to the present thesis, whose
motivation can be summarised by the following question: why is the FL geometry so
efficient at interpreting all the cosmological observations? The next part intends to provide
elements of answer.
observation relevant angular scale typical value (rad)
BAO BAO scale at z ∼ 0.5, 2 10−1, 10−2
CMB BAO scale at z ∼ 1000 10−2
fgas apparent size of a cluster at z ∼ 0.5 10−3
SL Einstein radius of a galaxy on cosmological scales 10−4
WL apparent size of a galaxy at z ∼ 0.5 10−5
SNeIa apparent size of a SN at z ∼ 0.5 10−13
Table 5.3 Relevant angular size (observed angular aperture) of the light beams involved in
various cosmological observations, and their orders of magnitude.
8One could argue that the validity of quantum electrodynamics has been experimentally verified over
more than 11 orders of magnitude, but the latter is more a theory than a model.
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Part III
Inhomogeneity beyond the
fluid limit
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The question of how the clumpiness of the Universe affects the interpretation ofcosmological observations has a long history. It was first raised more than 50 years
ago, in 1964, by Zel’dovich in Ref. [203], and by Feynman in a colloquium given at the
California Institute of Technology (mentioned e.g. in Ref. [204]). The underlying argument
is that, on the very small scales probed by, e.g., the light beam coming from a supernova,
a fluid description of the surrounding matter shall not hold in principle, as it is rather
concentrated in clumps than smoothly distributed. A typical beam is thus expected to
encounter less matter than in a strictly homogeneous model. Then followed a series of
seminal articles, both on the Soviet side by Dashevskii & Slysh [205–207], and on the
western side by Bertotti [208] and Gunn [204,209].
While those studies were based on general arguments about geometric optics in an
inhomogeneous Universe, Kantowski [210], and later Dyer & Roeder [211–214], relied on
an exact solution of the Einstein equation, namely the Swiss-cheese model. This solution,
obtained by gluing together the Schwarzschild and FL spacetime—which makes a ‘hole’
inside the Friedmann-Lemaître ‘cheese’—had been originally proposed by Einstein &
Straus [215, 216] as a means to model individual stars within the expanding Universe (see
Chap. 6 for more details). These analyses yielded in particular a procedure for determining
the effective impact of clumpiness on the angular distance-redshift relation, known as the
partially-filled beam approximation, or Dyer-Roeder approximation, the name of Kantowski
being usually—but unfairly—omitted in the literature. In agreement with Zel’dovich’s
original intuition, this approximation predicts that a typical light beam is defocused with
respect to the FL behaviour, and therefore bias distance measurements towards larger
values. Such a conclusion was criticized by Weinberg in Ref. [217], who argued on the
basis of flux conservation that inhomogeneities should have no mean effect. Although this
argument turns out to be inexact, it holds in principle at a very high order of precision
(see e.g. Ref. [159, 181] for recent discussions). In practice, however, Weinberg’s approach
fails at capturing the consequences of: (a) the sparsity of observations—we do not observe
an infinity of sources over the whole sky—; and (b) selection effects—some lines of sight
can be masked [218]—which were central to the earlier results.
The whole issue has been then progressively left aside, presumably because no observa-
tion managed to arbitrate between the various points of view. It was revived in the 2000s
within a new cosmological paradigm, in particular with the perspective of explaining the
apparent acceleration of cosmic expansion without the need of dark energy. Most analyses,
in this case, focused on the impact on observations of the large-scale inhomogeneity, relying
either on the standard perturbation theory [135–139,141,159,161,162,180,219–225], or
on Swiss-cheese models with Lemaître-Tolman-Bondi holes [24, 140, 226–238] or Szek-
eres [239–242] holes, which typically aim at modelling superclusters or cosmic voids (see
also Refs. [243,244]). Particular efforts were made in Refs. [245–250] in order to connect ob-
servables with the backreaction and cosmic averaging problems. In contrast, less attention
was paid to the specific issue of clumpiness—with the notable exceptions of Refs. [251–256],
where inhomogeneities are treated similarly to the historical Einstein-Straus Swiss-cheese
model. It was exhumed by Clarkson et al. [257], who reviewed past and present approaches,
emphasizing that no definite answer had been formulated so far.
This latter article motivated the present part of my thesis, which represents roughly
three quarters of it—the last quarter concerns anisotropic cosmologies and is the subject
of Part IV. It is divided into two chapters, which present two different approaches to the
initial question raised by Zel’dovich and Feynman. In Chap. 6, I revisit light propagation
in Einstein-Straus Swiss-cheese models with the eyes of modern cosmology. In Chap. 7, I
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propose a completely new framework for dealing with lensing on small scales, based on
the theory of stochastic processes.
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Chapter 6
Swiss-cheese cosmologies
This chapter is devoted to the analysis of light propagation in the Einstein-StrausSwiss-cheese model. Because it does not rely on a fluid description of matter, this
model is indeed particularly adapted to modelling the small-scale inhomogeneity of the
Universe, and evaluating its consequences on the interpretation of the Hubble diagram. It
consists of three articles, whose main results are summarised in § 6.1. The first two articles,
given in § 6.2 and 6.3, were done in collaboration with Hélène Dupuy and Jean-Philippe
Uzan; they cover theoretical calculations, cosmological interpretations, and data analysis.
The third article, given in § 6.4, contains important theoretical complements on the relation
between Swiss-cheese models and the so-called Dyer-Roeder approximation.
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6.1 Summary
The Einstein-Straus Swiss-cheese (hereafter SC) model is constructed from a homogeneous
Universe by introducing spherical ‘holes’, with a point mass at their centres, within the
FL ‘cheese’. Inside a hole, spacetime geometry is described by the Schwarzschild metric,
or the Kottler—also called Schwarzschild-de Sitter—metric in the presence of a nonzero
cosmological constant. The boundary of the hole, where the junction between both
geometries is performed, is a sphere of constant comoving radius Rh = fK(χh). For this
junction to be smooth, the central mass M must be related to the hole radius via
M = 4pi3 ρ(aRh)
3, (6.1)
where ρ is the average cosmic matter density, and a the scale factor. This result can be
proven by two methods. In Art. 6.2, we followed the traditional derivation based on the
Darmois-Israel junction conditions [258–260], according to which the induced metric and
the extrinsic curvature of the junction hypersurface R = Rh must be identical as seen from
the interior or from the exterior. In Art. 6.4, I proposed a novel approach where the Kottler
metric is first written in terms of free-fall coordinates, similar to the coordinates used by
Lemaître for demonstrating the absence of singularity at the horizon of the Schwarzschild
geometry [261,262]. In terms of those coordinates, the Kottler metric takes a form very
similar to the FL metric, and the junction is then performed more naturally, because the
coordinate system is actually valid both inside and outside the hole.
The analysis of the propagation of single light rays through a SC model reveals that
the presence of holes only marginally affects the relation between redshift z and affine
parameter v. Corrections are due to a subtle mix between the Shapiro time delay caused
by the central mass, and the Rees-Sciama due the fact that, in comoving coordinates, the
gravitational potential inside the hole changes with time1. In Art. 6.4, I have rigorously
proved that the corresponding fractional correction to 1 + z is on the order of rS/Rh  1,
where rS ≡ 2GM is the Schwarzschild radius associated with the central mass.
Regarding light beams, I introduced in Art. 6.2 a technique based on the lensing
Wronski matrix, in order to facilitate both the analytical and numerical treatments of the
problem. I carefully rederived in Art. 6.4 the earlier results by Kantowski [210] and Dyer &
Roeder [213], and reached the same conclusions: if the masses inside the holes are opaque,
with physical radius rphys  rS, then Weyl lensing is essentially negligible, while Ricci
focusing is reduced by a factor f ∈ [0, 1], corresponding to the fraction of volume occupied
by the FL regions, with respect to the homogeneous case. Note that this smoothness
parameter is denoted α in Art. 6.4. This tends to bias the distance-redshift relation
towards larger distances. I then checked those results numerically. This step required to
design a numerical ray-tracing code in SC models. I wrote two different versions of it: the
first one, exploited in Art. 6.2, has its holes arranged on a regular compact hexagonal
lattice; the second one, exploited in Art. 6.4, has a random distribution of holes, where
randomness was implemented by the method of Ref. [251], so that “each ray creates its
own universe”.
The cosmological consequences of these results were analysed in Arts. 6.2, 6.3 in two
complementary ways, detailed below.
1Alternatively, if one uses the standard Droste coordinates with respect to which the Schwarzschild
spacetime is explicitly static, then the radius of the hole grows with cosmic expansion. The gravitational
potential experienced by an entering photon is thus lower than when the same photon exits from the hole.
The latter thus gains a slight blueshift.
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Fitting Mock Hubble diagrams. By randomly throwing rays in a SC model, whose
FL regions are characterised by a set of cosmological parameters {Ω}, I generated mock
catalogues of SNe. The potential error in the interpretation of SN data caused by
inhomogeneity was then quantified by fitting the associated Hubble diagrams with the
FL distance-redshift relation, i.e. by wrongly assuming that the light of SNe propagated
through a homogeneous Universe. The best-fit apparent cosmological parameters {Ω¯}
turned out to significantly differ from the input ones {Ω}. For instance, a SC model
constructed from the Einstein-de Sitter universe, i.e. (Ωm0,ΩK0,ΩΛ0) = (1, 0, 0), with
f = 0.26, would be observed as (Ω¯m0, Ω¯K0, Ω¯Λ0) = (0.5, 0.8,−0.3), or (0.15, 0, 0.85) if
spatial curvature is forced to vanish (see Fig. 19 of Art. 6.2). In other words, the light
defocusing effect in SC models tends to mimic the effect of a negative spatial curvature, or a
cosmological constant. The effect is however too small to explain SN observations without
the need of dark energy. Importantly, the discrepancy Ω¯− Ω between the inferred and
actual cosmological parameters drastically reduces as Λ increases. This can be understood
as follows: the cosmological constant being homogeneous, if it dominates the geometry
of spacetime then the difference between a SC and the underlying FL universe is not
dramatic.
Re-analysing actual SN data. The natural questions arising from the above are: How
should we interpret SN data in order to account for the effect of small-scale inhomogeneity?
What are the values of the cosmological parameters inferred in this case? To the first
question, the natural answer provided by Swiss-cheese models is to use the Kantowski-
Dyer-Roeder distance-redshift relation, instead of the FL one, in order to fit the Hubble
diagram. Note that this option was already considered by Perlmutter et al. in Ref. [155],
in order to check whether inhomogeneity could be the origin of the apparent accelerating
expansion. It cannot. We repeated this analysis on a more recent data set, namely the
SNLS3 catalogue [156], and found that the smoothness parameter f is not constrained by
SN observations. However, fixing a smaller value for f , i.e. increasing the clumpiness of
the SC, increases the inferred value of Ωm0 from 0.25 (f = 1) to 0.3 (f = 0). See Fig. 25
of Art. 6.2. That answers the second question. We used this effect in Art. 6.3 to reconcile
the constraints on Ωm0 obtained by SNLS3 (best-fit value of 0.2) with the one of Planck
(0.31). Note however that, on the experimental side, recalibrations of the SDSS-II and
SNLS lightcurves posterior to our work also managed to reduce this tension, attributed to
systematics (see e.g. § 6.6 of Ref. [42]). This conclusion is only partially convincing, since
as emphasized in Ref. [163], the calibration of SN lightcurves with the SALT2 method has
a degree of model dependence which might force SN data to agree with the FL model.
From this series of works, we shall conclude that nature has somehow been kind with
us by making a Universe dominated by the cosmological constant today. Indeed, if on the
contrary it were dominated by matter, then the net effect of clumpiness on SN data would
be larger, leading to a clear discrepancy between the cosmological parameters measured
from the Hubble diagram and the ones measured from other probes, such as CMB or BAO
experiments. Nevertheless, Art. 6.3 revealed that, in the era of precision cosmology, such
effects may start to become non-negligible.
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In the standard cosmological framework, the Hubble diagram is interpreted by assuming that the
light emitted by standard candles propagates in a spatially homogeneous and isotropic spacetime.
However, the light from “point sources”—such as supernovae—probes the Universe on scales where
the homogeneity principle is no longer valid. Inhomogeneities are expected to induce a bias and a
dispersion of the Hubble diagram. This is investigated by considering a Swiss-cheese cosmological
model, which (1) is an exact solution of the Einstein field equations, (2) is strongly inhomogeneous on
small scales, but (3) has the same expansion history as a strictly homogeneous and isotropic universe.
By simulating Hubble diagrams in such models, we quantify the influence of inhomogeneities on
the measurement of the cosmological parameters. Though significant in general, the effects reduce
drastically for a universe dominated by the cosmological constant.
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I. INTRODUCTION
The standard physical model of cosmology relies on a
solution of general relativity describing a spatially homo-
geneous and isotropic spacetime, known as the Friedmann-
Lemaˆıtre (FL) solution (see e.g. Ref. [1]). It is assumed
to describe the geometry of our Universe smoothed on
large scales. Besides, the use of the perturbation theory
allows one to understand the properties of the large scale
structure, as well as its growth from initial conditions set
by inflation and constrained by the observation of the
cosmic microwave background.
While this simple solution of the Einstein field equa-
tions, together with the perturbation theory, provides
a description of the Universe in agreement with all ex-
isting data, it raises many questions on the reason why
it actually gives such a good description. In particular,
it involves a smoothing scale which is not included in
the model itself [2]. This opened a lively debate on the
fitting problem [3] (i.e. what is the best-fit FL model to
the lumpy Universe?) and on backreaction (i.e. the fact
that local inhomogeneities may affect the cosmological
dynamics). The amplitude of backreaction is still actively
debated [4–6], see Ref. [7] for a critical review.
Regardless of backreaction, the cosmological model as-
sumes that the distribution of matter is continuous (i.e. it
assumes that the fluid approximation holds on the scales
of interest) both at the background and perturbation
levels. Indeed numerical simulations fill part of this gap
by dealing with N -body gravitational systems in an ex-
panding space. The fact that matter is not continuously
∗ fleury@iap.fr
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distributed can however imprint some observations, in
particular regarding the propagation of light with narrow
beams, as discussed in detail in Ref. [8]. It was argued
that such beams, as e.g. for supernova observations, probe
the spacetime structure on scales much smaller than those
accessible in numerical simulations. The importance of
quantifying the effects of inhomogeneities on light prop-
agation was first pointed out by Zel’dovich [9]. Arguing
that photons should mostly propagate in vacuum, he
designed an “empty beam” approximation, generalized
later by Dyer and Roeder as the “partially filled beam”
approach [10]. More generally, the early work of Ref. [9]
stimulated many studies on this issue [11–25].
The propagation of light in an inhomogeneous universe
gives rise to both distortion and magnification induced
by gravitational lensing. While most images are demagni-
fied, because most lines of sight probe underdense regions,
some are amplified because of strong lensing. Lensing
can thus discriminate between a diffuse, smooth compo-
nent, and the one of a gas of macroscopic, massive objects
(this property has been used to probe the nature of dark
matter [26–28]). Therefore, it is expected that lensing
shall induce a dispersion of the luminosities of the sources,
and thus an extra scatter in the Hubble diagram [29].
Indeed, such an effect does also appear at the perturba-
tion level—i.e. with light propagating in a perturbed FL
spacetime—and it was investigated in Refs. [30–35]. The
dispersion due to the large-scale structure becomes com-
parable to the intrinsic dispersion for redshifts z > 1 [36]
but this dispersion can actually be corrected [37–42]. Nev-
ertheless, a considerable fraction of the lensing dispersion
arises from sub-arc minute scales, which are not probed
by shear maps smoothed on arc minute scales [43]. The
typical angular size of the light beam associated with a
supernova (SN) is typically of order 10−7 arc sec (e.g.
for a source of physical size ∼ 1 AU at redshift z ∼ 1),
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while the typical observational aperture is of order 1 arc
sec. This is smaller than the mean distance between any
massive objects.
One can estimate [27] that a gas composed of parti-
cles of mass M can be considered diffuse on the scale
of the beam of an observed source of size λs if M <
2×10−23Mh2 (λs/1 AU)3. In the extreme case for which
matter is composed only of macroscopic pointlike objects,
then most high-redshift SNeIa would appear fainter than
in a universe with the same density distributed smoothly,
with some very rare events of magnified SNeIa [27, 44, 45].
This makes explicit the connection between the Hubble
diagram and the fluid approximation which underpins its
standard interpretation.
The fluid approximation was first tackled in a very
innovative work of Lindquist and Wheeler [46], using a
Schwarzschild cell method modeling an expanding uni-
verse with spherical spatial sections. For simplicity, they
used a regular lattice which restricts the possibilities to
the most homogeneous topologies of the 3-sphere [47]. It
has recently been revisited in Refs. [48] and in Refs. [49]
for Euclidean spatial sections. They both constructed the
associated Hubble diagrams, but their spacetimes are only
approximate solutions of the Einstein field equations. An
attempt to describe filaments and voids was also proposed
in Ref. [50].
These approaches are conceptually different from the
solution we adopt in the present article. We consider an
exact solution of the Einstein field equations with strong
density fluctuations, but which keeps a well-defined FL
averaged behavior. Such conditions are satisfied by the
Swiss-cheese model [51]: one starts with a spatially ho-
mogeneous and isotropic FL geometry, and then cuts out
spherical vacuoles in which individual masses are embed-
ded. Thus, the masses are contained in vacua within
a spatially homogeneous fluid-filled cosmos (see bottom
panel of Fig. 2). By construction, this exact solution
is free from any backreaction: its cosmic dynamics is
identical to the one of the underlying FL spacetime.
From the kinematical point of view, Swiss-cheese models
allow us to go further than perturbation theory, because
not only the density of matter exhibits finite fluctuations,
but also the metric itself. Hence, light propagation is
expected to be very different in a Swiss-cheese universe
compared to its underlying FL model. Moreover, the
inhomogeneities of a Swiss cheese are introduced in a
way that addresses the so-called “Ricci-Weyl problem.”
Indeed, the standard FL geometry is characterized by a
vanishing Weyl tensor and a nonzero Ricci tensor, while
in reality light mostly travels in vacuum, where conversely
the Ricci tensor vanishes—apart from the contribution
of Λ, which does not focus light—and the Weyl tensor is
nonzero (see Fig. 1). A Swiss-cheese model is closer to
the latter situation, because the Ricci tensor is zero inside
the holes (see Fig. 2). It is therefore hoped to capture
the relevant optical properties of the Universe.
In fact, neither a Friedmann-Lemaˆıtre model nor a
Swiss-cheese model can be considered a realistic descrip-
tion of the Universe. They share the property of being
exact solutions of the Einstein equations which satisfy
the Copernican principle, either strictly or statistically.
Swiss-cheese models can be characterized by an extra-
cosmological parameter describing the smoothness of their
distribution of matter. Thus, a FL spacetime is nothing
but a perfectly smooth Swiss cheese. It is legitimate to
investigate to which extent observations can constrain
the smoothness cosmological parameter, and therefore to
quantify how close to a FL model the actual Universe is.
Ricci = 0
Weyl = 0
Ricci = 0
Weyl = 0
SN Ia
SN Ia
FL model
Real Universe
FIG. 1. The standard interpretation of SNe data assumes
that light propagates in purely homogeneous and isotropic
space (top). However, thin light beams are expected to probe
the inhomogeneous nature of the actual Universe (bottom)
down to a scale where the continuous limit is no longer valid.
The propagation of light in a Swiss-cheese universe
was first investigated by Kantowski [52], and later by
Dyer and Roeder [53]. Both concluded that the effect, on
the Hubble diagram, of introducing “clumps” of matter
was to lower the apparent deceleration parameter. The
issue was revived within the backreaction and averaging
debates, and the Swiss-cheese models have been extended
to allow for more generic distributions of matter inside
the holes—instead of just concentrating it at the center—
where spacetime geometry is described by the Lemaˆıtre-
Tolman-Bondi (LTB) solution. The optical properties
of such models have been extensively studied (see Refs.
[54–62]) to finally conclude that the average luminosity-
redshift relation remains unchanged with respect to the
purely homogeneous case, contrary to the early results of
Refs. [52, 53].
In general, the relevance of “LTB holes” in Swiss-cheese
models is justified by the fact that they allow one to
reproduce the actual large-scale structure of the Uni-
verse (with voids and walls). However, though inhomoge-
2 [arXiv:1302.5308]
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Ricci = 0
Weyl = 0
Ricci = 0
Weyl = 0
SN Ia
SN Ia
FL model
Swiss−cheese model
FIG. 2. Swiss-cheese models (bottom) allow us to model
inhomogeneities beyond the continuous limit, while keeping
the same dynamics and average properties as the FL model
(top).
neous, the distribution of matter in this class of models
remains continuous at all scales. On the contrary, the old-
fashioned approach with “clumps” of matter inside the
holes breaks the continuous limit. Hence, it seems more
relevant for describing the small-scale structure probed
by thin light beams.
In this article, we revisit and update the studies of
Refs. [52, 53] within the paradigm of modern cosmology.
For that purpose, we first provide a comprehensive study
of light propagation in the same class of Swiss-cheese
models, including the cosmological constant. By gen-
erating mock Hubble diagrams, we then show that the
inhomogeneities induce a significant bias in the apparent
luminosity-redshift relation, which affects the determina-
tion of the cosmological parameters. As we shall see, the
effect increases with the fraction of clustered matter but
decreases with Λ. For a universe apparently dominated
by dark energy, the difference turns out to be small.
The article is organized as follows. Section II describes
the construction and mathematical properties of the Swiss-
cheese model. In Sec. III, we summarize the laws of light
propagation, and introduce a new tool to deal with a
patchwork of spacetimes, based on matrix multiplications.
In Sec. IV, we apply the laws introduced in Sec. III to
Swiss-cheese models and solve the associated equations.
The results enable us to investigate the effect of one hole
(Sec. V) and of many holes (Sec. VI) on cosmological
observables, namely the redshift and the luminosity dis-
tance. Finally, the consequences on the determination of
the cosmological parameters are presented in Sec. VII.
II. DESCRIPTION OF THE SWISS-CHEESE
COSMOLOGICAL MODEL
The construction of Swiss-cheese models is based on
the Einstein-Straus method [51] for embedding a point-
mass within a homogeneous spacetime (the “cheese”). It
consists in cutting off a spherical domain of the cheese
and concentrating the matter it contained at the center of
the hole. This section presents the spacetime geometries
inside and outside a hole (Subsec.II A), and how they are
glued together (Subsec. II B).
A. Spacetime patches
1. The “cheese”—Friedmann-Lemaˆıtre geometry
Outside the hole, the geometry is described by the
standard Friedmann-Lemaˆıtre (FL) metric
ds2 = −dT 2 + a2(T ) [dχ2 + f2K(χ) dΩ2] , (2.1)
where a is the scale factor and T is the cosmic time. The
function fK(χ) depends on the sign of K and thus of the
spatial geometry (spherical, Euclidean or hyperbolic),
fK(χ) =
sin
√
Kχ√
K
, χ or
sinh
√−Kχ√−K (2.2)
respectively for K > 0, K = 0 or K < 0. The Einstein
field equations imply that the scale factor a(T ) satisfies
the Friedmann equation
H2 =
8piG
3
ρ− K
a2
+
Λ
3
, with H ≡ 1
a
da
dT
, (2.3)
and where ρ = ρ0(a0/a)
3 is the energy density of a pres-
sureless fluid. A subscript 0 indicates that the quantity
is evaluated today. It is convenient to introduce the
cosmological parameters
Ωm =
8piGρ0
3H20
, ΩK = − K
a20H
2
0
, ΩΛ =
Λ
3H20
, (2.4)
in terms of which the Friedmann equation takes the form(
H
H0
)2
= Ωm
(a0
a
)3
+ ΩK
(a0
a
)2
+ ΩΛ. (2.5)
2. The “hole”—Kottler geometry
Inside the hole, the geometry is described by the exten-
sion of the Schwarzschild metric to the case of a nonzero
cosmological constant, known as the Kottler solution
[63, 64] (see e.g. Ref. [65] for a review). In spherical
coordinates (r, θ, ϕ), it reads
ds2 = −A(r) dt2 +A−1(r) dr2 + r2dΩ2, (2.6)
with A(r) ≡ 1− rS
r
− Λ r
2
3
, (2.7)
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and where rS ≡ 2GM is the Schwarzschild radius asso-
ciated with the mass M at the center of the hole. It is
easy to check that the above metric describes a static
spacetime. The corresponding Killing vector ξµ = δµ0 has
norm gµνξ
µξν = A(r) and is therefore timelike as long as
A > 0. Hence, there are two cases:
1. If 9(GM)2Λ > 1, then A(r) < 0 for all r > 0,
so that ξµ is spacelike. In this case, the Kottler
spacetime contains no static region but it is spatially
homogeneous.
2. If 9(GM)2Λ < 1, then A(r) > 0 for r between rb
and rc > rb which are the two positive roots of the
polynomial rA(r), and correspond respectively to
the black hole and cosmological horizons. We have
rc =
2√
Λ
cos
(
ψ
3
+
pi
3
)
, (2.8)
rb =
2√
Λ
cos
(
ψ
3
− pi
3
)
, (2.9)
with cosψ = 3GM
√
Λ, so that
rS < rb <
3
2
rS <
1√
Λ
< rc <
3√
Λ
. (2.10)
In the region rb < r < rc, the Kottler spacetime is
static. Note also that r = rb and r = rc are Killing
horizons, since ξ vanishes on these hypersurfaces.
In practice, we use the Kottler solution to describe the
vicinity of a gravitationally bound object, such as a galaxy,
or a cluster of galaxies. In this context, we have typically
9(GM)2Λ < 10−14 (see Subsec. V A), so we are in the
second case. Moreover, this solution only describes the
exterior region of the central object; it is thus valid only
for r > rphys, where rphys is the physical size of the object.
For the cases we are interested in, rphys  rb, so that
there is actually no black-hole horizon.
B. Junction conditions
Any spacetime obtained by gluing together two different
geometries, via a hypersurface Σ, is well defined if—and
only if—it satisfies the Israel junction conditions [66, 67]:
both geometries must induce (a) the same 3-metric, and
(b) the same extrinsic curvature on Σ.
The junction hypersurface Σ is the world sheet of a
comoving 2-sphere, as imposed by the symmetry of the
problem. Hence, it is defined by χ = χh = cst in FL
coordinates, and by r = rh(t) in Kottler coordinates.
Both points of view are depicted in Fig. 3.
In the FL region, the normal vector to the hypersurface
is given by n
(FL)
µ = δχµ/a. The 3-metric and the extrinsic
curvature induced by the FL geometry are respectively
ds2Σ = −dT 2 + a2(T )f2K(χh) dΩ2, (2.11)
K
(FL)
ab dx
adxb = a(T )fK(χh)f
′
K(χh) dΩ
2. (2.12)
χh
T
,θ ϕ
,θ ϕ
t
χ
tT
r
M M
n
n
FL
KottlerKottler
FL
( )thr  
Σ Σ
FIG. 3. The junction hypersurface as seen from the FL point
of view with equation χ = χh (left); and from the Kottler
point of view with equation r = rh(t) (right).
where (xa) = (T, θ, ϕ) are natural intrinsic coordinates
for Σ. We stress carefully that, in the following and as
long as there is no ambiguity, a dot can denote a time
derivative with respect to T or t, so that a˙ = da/dT and
r˙h = drh/dt, while a prime can denote a derivative with
respect to χ or r, so that f ′K = dfK/dχ and A
′ = dA/dr.
The 3-metric induced on Σ by the Kottler geometry is
ds2 = −κ2(t) dt2 + r2h(t) dΩ2, (2.13)
where
κ(t) ≡
√
A2[rh(t)]− r˙2h(t)
A[rh(t)]
. (2.14)
Therefore, the first junction condition implies
rh(t) = a(T )fK(χh), (2.15)
dT
dt
= κ(t), (2.16)
which govern the dynamics of the hole boundary, and
relate the time coordinates of the FL and Kottler regions.
The extrinsic curvature of Σ induced by the Kottler
geometry, but expressed in (xa) coordinates, reads
K
(K)
ab dx
adxb = − r¨h +A
′(rh)
[
3κ2/2−A(rh)
]
κ3
dT 2
+
rhA(rh)
κ
dΩ2. (2.17)
Hence, the second junction condition is satisfied only if
κ =
A(rh)
f ′K(χh)
, whence
dT
dt
=
A[a(T )fK(χh)]
f ′K(χh)
.
(2.18)
It is straightforward to show that Eq. (2.18), together
with the Friedmann equation (2.3), imply that the Kottler
and FL regions have the same cosmological constant, and
M =
4pi
3
ρ a3f3K(χh). (2.19)
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C. Summary
Given a FL spacetime with pressureless matter and a
cosmological constant, a(T ) is completely determined
from the Friedmann equation. A spherical hole of
comoving radius χh, which contains a constant mass
M = 4piρa3f3K(χh)/3 at its center, and whose geometry
is described by the Kottler metric, can then be inserted
anywhere. The resulting spacetime geometry is an exact
solution of the Einstein field equations.
By construction, the clump inside the hole does not
backreact on the surrounding FL region. It follows that
many such holes can be inserted, as long as they do not
overlap. Note that if two holes do not overlap initially,
then they will never do so, despite the expansion of the
universe, because their boundaries are comoving.
III. PROPAGATION OF LIGHT
A. Light rays
The past light cone of a given observer is a constant
phase hypersurface w = const. Its normal vector kµ ≡
∂µw (the wave four-vector) is a null vector satisfying the
geodesic equation, and whose integral curves (light rays)
are irrotational:
kµkµ = 0, k
ν∇νkµ = 0, ∇[µkν] = 0. (3.1)
For an emitter and an observer with respective four-
velocities uµem and u
µ
obs, we define the redshift by
1 + z =
uµemkµ(vem)
uµobskµ(0)
, (3.2)
where v is an affine parameter along the geodesic, so that
kµ = dxµ/dv, and v = 0 at the observation event. The
wave four-vector can always be decomposed into temporal
and spatial components,
kµ = (1 + z)(uµ − dµ), dµuµ = 0, dµdµ = 1, (3.3)
where dµ denotes the spatial direction of observation. In
Eq. (3.3), we have chosen an affine parameter adapted
to the observer, in the sense that 2piν0 = u
µ
obskµ(0) = 1.
This convention is used in all the remainder of the article.
B. Light beams
1. Geodesic deviation equation
A light beam is a collection of light rays, that is, a
bundle of null geodesics {xµ(v, γ)}, where γ labels the
curves and v is the affine parameter along them. The
relative behavior of two neighboring geodesics xµ(·, γ)
and xµ(·, γ + dγ) is described by their separation vector
ξµ ≡ dxµ/dγ. Hence, this vector encodes the whole
information on the size and shape of the bundle.
Having chosen v = 0 at the observation event—which is
a vertex point of the bundle—ensures that the separation
vector field is everywhere orthogonal to the geodesics,
kµξµ = 0. In such conditions, the evolution of ξ
µ with v
is governed by the geodesic deviation equation
kαkβ∇α∇βξµ = Rµναβkνkαξβ , (3.4)
where Rµναβ is the Riemann tensor.
2. Sachs equation
Consider an observer with four-velocity uµ. In view
of relating ξµ to observable quantities, we introduce the
Sachs basis (sµA)A∈{1,2}, defined as an orthonormal basis
of the plane orthogonal to both uµ and kµ,
sµAsBµ = δAB , s
µ
Auµ = s
µ
Akµ = 0, (3.5)
and parallel-transported along the geodesic bundle,
kν∇νsµA = 0. (3.6)
The plane spanned by (s1, s2) can be considered a screen
on which the observer projects the light beam. The
two-vector of components ξA = ξµs
µ
A then represents
the relative position, on the screen, of the light spots
corresponding to two neighboring rays separated by ξµ.
The evolution of ξA, with light propagation, is deter-
mined by projecting the geodesic deviation equation (3.4)
on the Sachs basis. The result is known as the Sachs
equation [1, 68, 69], and reads
d2ξA
dv2
= RAB ξB , (3.7)
where RAB = RµναβkνkαsµAsβB is the screen-projected
Riemann tensor, called optical tidal matrix. It is conve-
niently decomposed into a Ricci term and a Weyl term as
(RAB) =
(
Φ00 0
0 Φ00
)
+
(−Re Ψ0 Im Ψ0
Im Ψ0 Re Ψ0
)
(3.8)
with
Φ00 ≡ −1
2
Rµνk
µkν , Ψ0 ≡ −1
2
Cµναβ σ
µkνkασβ , (3.9)
and where σµ ≡ sµ1 − i sµ2 .
3. Notions of distance
Since the light beam converges at the observation event,
we have ξA(v = 0) = 0. The linearity of the Sachs
equation then implies the existence of a 2 × 2 matrix
DAB , called Jacobi matrix, such that
ξA(v) = DAB(v)
(
dξB
dv
)
v=0
. (3.10)
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From Eq. (3.7), we immediately deduce that this matrix
satisfies the Jacobi matrix equation
d2
dv2
DAB = RAC DCB , (3.11)
with initial conditions
DAB(0) = 0,
dDAB
dv
(0) = δAB . (3.12)
We shall also use the short-hand notation ξ = (ξA) and
D = (DAB) so that Eq. (3.11) reads d2D/dv2 = R ·D,
with D(0) = 0 and D˙(0) = 1.
Since the Jacobi matrix relates the shape of a light
beam to its “initial” aperture, it is naturally related
to the various notions of distance used in astronomy
and cosmology. The angular distance DA is defined by
comparing the emission cross-sectional area d2Ssource of a
source to the solid angle dΩ2obs under which it is observed,
d2Ssource = D
2
A dΩ
2
obs. (3.13)
It is related to the Jacobi matrix by
DA =
√
|detD(vsource)|, (3.14)
where vsource is the affine parameter at emission.
The luminosity distance DL is defined from the ratio
between the observed flux Fobs and the intrinsic luminos-
ity Lsource of the source, so that
Lsource = 4piD
2
L Fobs. (3.15)
It is related to the angular distance by the following
distance duality law
DL = (1 + z)
2DA. (3.16)
Hence, the theoretical determination of the luminosity
distance relies on the computation of the Jacobi matrix.
C. Solving the Sachs equation piecewise
Since we work in a Swiss-cheese universe, we have to
compute the Jacobi matrix for a patchwork of spacetimes.
It is tempting, in this context, to calculate the Jacobi
matrix for each patch independently, and then try to
reconnect them. In fact, such an operation is unnatural,
because the very definition of D imposes that the initial
condition is a vertex point of the light beam. Thus,
juxtaposing two Jacobi matrices is only possible at a
vertex point, which is of course too restrictive for us.
We can solve this problem by extending the Jacobi
matrix formalism into a richer structure. This requires us
to consider the general solution of Eq. (3.7), for arbitrary
initial conditions. Thus, we have
ξ(v) = C(v; vinit)·ξv=vinit+D(v; vinit)·
dξ
dv
∣∣∣∣
v=vinit
, (3.17)
as for any linear second order differential equation, solved
from vinit to v. In the following, C(v; vinit) is referred
to as the scale matrix. It is easy to check that both
the scale and Jacobi matrices satisfy the Jacobi matrix
equation (3.11) but with different initial conditions:
D(vinit; vinit) = 0, dD
dv
(vinit; vinit) = 1, (3.18)
whereas
C(vinit; vinit) = 1, dC
dv
(vinit; vinit) = 0. (3.19)
The most useful object for our problem turns out to be
the 4× 4 Wronski matrix constructed from C and D,
W(v; vinit) ≡
( C(v; vinit) D(v; vinit)
dC
dv (v; vinit)
dD
dv (v; vinit)
)
, (3.20)
in terms of which the general solution (3.17) reads(
ξ
dξ
dv
)
(v) =W(v; vinit) ·
(
ξ
dξ
dv
)
(vinit). (3.21)
It is clear, from Eq. (3.21), that W satisfies the relation
W(v1; v3) =W(v1; v2) ·W(v2; v3). (3.22)
Hence, the general solution of the Sachs equation in a
Swiss-cheese universe can be obtained by multiplying
Wronski matrices, according to
W(vsource; 0) =WFL(vsource; v(1)in ) ·WK(v(1)in ; v(1)out)
·WFL(v(1)out; v(2)in ) · · ·WFL(v(N)out ; 0) (3.23)
where WFL and WK are the Wronski matrices computed
respectively in the FL region and in the Kottler holes; v
(i)
in
and v
(i)
out are the values of the affine parameter respectively
at the entrance and the exit of the ith hole.
IV. INTEGRATION OF THE GEODESIC AND
SACHS EQUATIONS
Consider an observer lying within a FL region, who
receives a photon after the latter has crossed a hole. In
this section, we determine the light path from entrance
to observation by solving the geodesic equation, and we
calculate the Wronski matrix for the Sachs equation.
The main geometrical quantities are summarized in
Fig. 4. dµ is the direction of observation as defined in
Eq. (3.3). The spatial sections of the FL region can
be described either by comoving spherical coordinates
(χ, θ, ϕ) or, when the spatial sections are Euclidean, by
comoving Cartesian coordinates (X,Y, Z).
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FIG. 4. A light ray propagates alternatively in FL and Kottler regions. The main geometrical quantities defined and used in
Sec. IV are depicted in this simplified view of a single hole.
The hole is characterized by its comoving spatial posi-
tion Xih, in terms of the FL coordinates, and its mass M ,
or equivalently its comoving radius ρh. Note that, con-
trary to Subsec. II A, it is no longer denoted χh, in order
to avoid confusion with the radial comoving coordinate
of the center of the hole.
A photon enters into the hole with wave vector kµin, exits
from it with wave vector kµout, and reaches the observer
with wave vector kµ0 . We respectively denote Ein, Eout
and E0 the associated events. The coordinates of the
first two can be expressed either with respect to FL, e.g.
as (Tin, X
i
in) in Cartesian coordinates, or with respect to
the hole, e.g. as (tin, rin, θin, ϕin) in the Kottler spherical
coordinate system.
Our calculations go backward in time. Starting from E0,
we first determine Eout, WFL(vout; vobs), and second Ein,
WK(vin; vout). The same operations can then be repeated
starting from Ein and so on.
A. Friedmann-Lemaˆıtre region (from E0 to Eout)
The geometry of the Friedmann-Lemaˆıtre region is
given by the metric (2.1) which can be rewritten in terms
of the conformal time η, defined by dη = dT/a(T ), as
ds2 = a2(η)
[−dη2 + dχ2 + f2K(χ) dΩ2] . (4.1)
1. Geodesic equation
If one chooses the center χ = 0 of the FL spherical
coordinate system on the worldline of the (comoving)
observer, then the geodesic equation is easily solved as
χ(η) = η0 − η, θ = θ0, ϕ = ϕ0, (4.2)
which corresponds to a purely radial trajectory. Note
however that for a generic origin, this is no longer true.
The associated wave vector remains collinear to the ob-
served one, kµ0 . It is only subject to a redshift induced by
the cosmic expansion, so that
kµ =
(a0
a
)2
kµ0 . (4.3)
We stress that, in Eq. (4.3), µ = 0 refers to components
on ∂η, not on ∂T = ∂η/a.
2. Intersection with the hole
Once the geodesic equation has been solved and the
position of the hole has been chosen, we can calculate
the intersection Eout between the light ray and the hole
boundary. In the particular case of a spatially Euclidean
FL solution (K = 0), the Cartesian coordinates Xiout of
Eout satisfy the simple system of equations δij
(
Xiout −Xih
) (
Xjout −Xjh
)
= ρ2h
Xiout = X
i
0 + (η0 − ηout) di
, (4.4)
where Xih and X
i
0 are the respective Cartesian coordi-
nates of the hole and the observer, while di is the spatial
direction of observation. Although conceptually similar,
the determination of Eout for a FL solution with arbitrary
spatial curvature is technically harder.
In general, we deduce from Eq. (4.3) that the wave vec-
tor at Eout is kµout = (a0/aout)2kµ0 , where aout ≡ a(ηout).
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3. Wronski matrix
In the FL region, the Sachs basis (s1, s2) is defined
with respect to the fundamental observers, comoving with
four-velocity u = ∂T . The explicit form of this basis does
not need to be specified here.
The Sachs equation can be solved analytically by means
of a conformal transformation to the static metric
ds˜2 = a20
[−dη2 + dχ2 + f2K(χ)dΩ2] ≡ g˜µνdxµdxν .
(4.5)
Because the geometries associated with gµν and g˜µν are
conformal, any null geodesic for gµν affinely parametrized
by v is also a null geodesic for g˜µν affinely parametrized
by v˜, with a2dv˜ = a20dv. As dv = (a
2/a0)dη, it follows
that v˜ = a0η.
For the static geometry, the optical tidal matrix reads
R˜ = −(K/a20)1, so that the Sachs equation is simply
d2ξ˜
dη2
= −K ξ˜. (4.6)
We then easily obtain the Jacobi and scale matrices:
D˜ = a0fK(η − ηinit)1, C˜ = f ′K(η − ηinit)1. (4.7)
To go back to the original FL spacetime, we use that
dv = a2dη and the fact that the screen projections of
the separation vectors for both geometries are related by
aξ˜ = a0ξ. The final result is
DFL = ainit a
a0
fK(η − ηinit)1, (4.8)
CFL = a
ainit
[
f ′K(η − ηinit)−HinitfK(η − ηinit)
]
1,
(4.9)
where H ≡ a′(η)/a(η) is the conformal Hubble function.
This completely determines WFL.
Note that we can recover the standard expression of
the angular distance by taking the initial condition at the
observer. The relation (3.14) then implies
DA =
√
detDFL = a0
(1 + z)
fK(ηsource), (4.10)
where z = a0/a− 1 is the redshift of a photon that only
travels through a FL region.
B. Kottler region (from Eout to Ein)
1. Initial condition at Eout
In the previous section, we have determined Eout and
kµout in terms of the FL coordinate system. However, in
order to proceed inside the hole, we need to express them
in terms of the Kottler coordinate system (t, r, θ, ϕ).
A preliminary task consists in expressing Eout and kµout
in terms of FL spherical coordinates, with origin at the
center of the hole. This operation is straightforward. The
event Eout is then easily converted, since (a) we are free to
set tout = 0, (b) Eq. (2.15) implies rout = a(ηout)ρh, and
(c) the angular coordinates θout, ϕout remain unchanged
if the Kottler axes are chosen parallel to the FL ones.
The first junction condition ensures that light is not
deflected when it crosses the boundary Σ of the hole.
Indeed, the continuity of the metric implies that the
connection does not diverge on Σ. Integrating the geodesic
equation dkµ = −Γµαβkαkβdv between v−out and v+out then
shows that kµ is continuous at Eout. Therefore, we just
need to convert its components from the FL coordinate
system to the Kottler one. The result is
ktout =
aout
A(rout)
[
kηout +
√
1−A(rout)kχout
]
(4.11)
krout = aout
[√
1−A(rout)kηout + kχout
]
(4.12)
kθout = k
θ
out (4.13)
kϕout = k
ϕ
out. (4.14)
2. Shifting to the equatorial plane
Since the Kottler spacetime is spherically symmetric, it
is easier to integrate the geodesic equation in the equato-
rial plane θ = pi/2. In general, however, we must perform
rotations to bring both Eout and kout into this plane.
Starting from arbitrary initial conditions (Eout, kµout),
we can shift to the equatorial plane in two steps. In the
following, Ri(ϑ) denotes the rotation of angle ϑ about
the xi-axis. The operations are depicted in Fig. 5.
• First, bring Eout to the point Eout,eq on the equato-
rial plane by the action of two successive rotations,
Rz(−ϕout) followed by Ry(pi/2− θout). The wave
vector after the two rotations is denoted k′µout.
• Then, bring k′µout to the equatorial plane with
Rx(−ψ), where ψ is the angle between the pro-
jection of k′µout on the yz-plane and the y-axis. Note
that such a rotation leaves Eout,eq unchanged.
It follows that, after the three rotations
R = Rx(−ψ) ◦Ry
(pi
2
− θout
)
◦Rz(−ϕout), (4.15)
Eout and kµout are changed into Eout,eq and kµout,eq which
lie in the equatorial plane. In the following, we omit
subscripts “eq,” keeping in mind that we will have to
apply R−1 to recover the original system of axes.
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FIG. 5. An arbitrary initial condition is rotated so that the geodesic lies in the equatorial plane θ = pi/2. Left: Eout is brought
(i) to ϕ = 0 by the rotation Rz(−ϕout), and (ii) to θ = pi/2 by the rotation Ry(pi/2− θout). The resulting event and wave vector
are denoted Eout,eq and k′µout. Middle: k′µout is brought to the equatorial plane by the rotation Rx(−ψ). Right: Final situation.
3. Null geodesics in Kottler geometry1
In the Kottler region, the existence of two Killing vec-
tors associated to statisticity and spherical symmetry
implies the existence of two conserved quantities, the en-
ergy E and the angular momentum L of the photon. It
follows that a null geodesic is a solution of
A(r)
dt
dv
= E,
(
dr
dv
)2
+
(
L
r
)2
A(r) = E2, r2
dϕ
dv
= L.
(4.16)
Introducing the dimensionless variable u ≡ rS/r and the
impact parameter b = L/E, Eqs. (4.16) imply
r2S
(
du
dt
)2
=
u4
ε21
P (u)A2(u), (4.17)(
du
dϕ
)2
= P (u), (4.18)
r2S
E2
(
du
dv
)2
=
u4
ε21
P (u), (4.19)
with
A(u) = 1− u− ε2u−2, P (u) ≡ ε21 − u2A(u), (4.20)
and where ε1 ≡ rS/b and ε2 ≡ Λr2S/3.
Our purpose is now to compute the coordinates
(tin, rin, ϕin) and the components k
µ
in of the wave vec-
tor at the entrance event Ein, given those at Eout. The
situation is summarized in Fig. 6.
The radius rin (or alternatively uin) and time tin at en-
trance are determined by comparing the radial dynamics
of the photon, governed by Eq. (4.17), to the one of the
1 See e.g. Refs. [70, 71] for early works on the propagation of light
rays in spacetimes with a non-vanishing cosmological constant.
x
y
ϕin kout
µ
E in
Eout
r
r
in
µk
out
in
FIG. 6. Null geodesic in the Kottler region. Depicted with
the Kottler coordinate system, the hole grows so that the ray
enters with rin and exits with rout > rin.
hole boundary. The latter is obtained from Eqs. (2.14)
and (2.18). By introducing uh = rS/rh, it reads
rS
duh
dt
= −u2hA(uh)
√
1−A(uh). (4.21)
Equations (4.17) and (4.21) are then integrated2 as
tphoton(u) and thole(uh). The entrance radius then re-
sults from solving numerically the equation tphoton(uin) =
thole(uin), which also provides tin.
The usual textbook calculation of the deflection angle
∆ϕ∞ of a light ray in Kottler geometry yields
∆ϕ∞ = 2 ε1
√
1 +
ε2
ε21
=
4GM
b
√
1 +
Λ b2
3
(4.22)
2 The integration can be performed either numerically, or analyti-
cally in the case of Eq. (4.17) and perturbatively for Eq. (4.21).
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at lowest order in ε1 and ε2. However, we cannot use
this expression here—although it gives its typical order of
magnitude—because ∆ϕ∞ represents the angle between
the asymptotic incoming and outgoing directions of a ray,
whereas we must take into account the finite extension of
the hole (see Fig. 6).
In general, the deflection angle ∆ϕ = ϕout − ϕin is
∆ϕ =
∫ um
uin
du√
P (u)
+
∫ um
uout
du√
P (u)
− 2pi (4.23)
where P (u) is the polynomial defined in Eq. (4.20), and
um is the value of u at minimal approach. The integral
involved in Eq. (4.23) can be rewritten as∫ um
u
du′√
P (u′)
=
2√
u3 − u2 F
[
arcsin
√
u2 − u
u2 − u1 ,
u2 − u1
u2 − u3
]
,
(4.24)
where u1 < u2 = um < u3 are the three (real) roots of
P (u), and F (ψ, e) denotes the elliptic function of the first
kind [72]
F (ψ, e) ≡
∫ ψ
0
dθ√
1− e sin2 θ
. (4.25)
Thus, Eq. (4.24) provides an exact expression of the de-
flection angle ∆ϕ, and therefore of ϕin.
Once Ein is determined, it is easy to obtain kµin by using
the constants of motion. The result is
ktin =
E
A(rin)
=
A(rout)
A(rin)
ktout, (4.26)
kϕin =
L
r2in
=
(
rout
rin
)2
kϕout, (4.27)
krin = −
√
[A(rin) ktin]
2 −A(rin) (rin kϕin)2. (4.28)
4. Final conditions at Ein
The last step consists in coming back to the original
FL coordinate system. That means (a) using R−1 to
recover the initial system of axes, and (b) converting the
components of Ein and kµin in terms of the FL coordinate
system. We have already described such operations in
§ IV B 2 and § IV B 1 respectively, except for the time
coordinate (since we set tout = 0).
The easiest way to compute the cosmic time Tin at
entrance is to use the relation rin = a(Tin)fK(ρh). In a
spatially Euclidean FL spacetime (K = 0), we get
Tin =
2
3H0
√
ΩΛ
argsinh
[√
ΩΛ
1− ΩΛ
(
rin
a0ρh
)3/2]
.
(4.29)
With this last result, we have completely determined the
entrance event Ein.
5. Sachs basis and optical tidal matrix
Once the geodesic equation is completely solved, we
are ready to integrate the Sachs equation in the Kottler
region, that is, to determine the Wronski matrix WK.
Such a task requires us first to define the Sachs basis
(s1, s2) with respect to which WK will be calculated.
The four-velocity u is chosen to be the one of a radially
free-falling observer,
u ≡ 1
A(r)
∂t +
√
1−A(r) ∂r. (4.30)
This choice ensures the continuity of u through the hole
frontier, where u = ∂T . The wave four-vector k is imposed
by the null geodesic equations, and reads
k =
E
A(r)
∂t ± E
√
1− b
2A(r)
r2
∂r +
L
r2
∂ϕ (4.31)
where the ± sign depends on whether the photon ap-
proaches (−) or recedes (+) from the center of the hole.
By definition, the screen vectors s1, s2 form an or-
thonormal basis of the plane orthogonal to both u and k.
Here, since the trajectory occurs in the equatorial plane,
the first one can be trivially chosen as
s1 ≡ ∂z = −1
r
∂θ. (4.32)
The second one is obtained from the orthogonality and
normalization constraints, and reads
s2 ≡ 1
N
[√
1−A(r)
A(r)
∂t + ∂r
+
1
bA(r)
(√
1−A(r)∓
√
1− b
2A(r)
r2
)
∂ϕ
]
, (4.33)
where the normalization function is
N ≡ r
bA(r)
(
1∓
√
1−A(r)
√
1− b
2A(r)
r2
)
. (4.34)
Using the Sachs basis defined by Eqs. (4.30), (4.31), (4.32),
and (4.33), we can finally compute the optical tidal matrix,
and get
R =
(−R(r) 0
0 R(r)
)
, (4.35)
where the function R(r) is
R(r) ≡ 3
2
(
L
r2S
)2 (rS
r
)5
. (4.36)
As expected from the general decomposition (3.8), R is
trace free because only Weyl focusing is at work. Let us
finally emphasize that Λ does not appear in the expres-
sion (4.36) of R(r), which is not surprising since a pure
cosmological constant does not deflect light.
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6. Wronski matrix
The Sachs equations can now be integrated in order to
determine the scale matrix CK and the Jacobi matrix DK
that compose the Wronski matrix WK.
First, since R is diagonal, the Sachs equations (3.7)
only consist of the following two decoupled ordinary dif-
ferential equations
d2ξ1
dv2
= −R[r(v)] ξ1(v), (4.37)
d2ξ2
dv2
= +R[r(v)] ξ2(v). (4.38)
Clearly, the decoupling implies that the off-diagonal terms
of CK and DK vanish,
CK12 = CK21 = DK12 = DK21 = 0. (4.39)
The calculation of the diagonal coefficients requires us
to integrate Eqs. (4.37) and (4.38). This cannot be per-
formed analytically because there is no exact expression
for r as a function of v along the null geodesic. Indeed,
we can write v as a function of r from Eq. (4.19) but this
relation is not invertible by hand.
Nevertheless, we are able to perform the integration
perturbatively in the regime where ε2/ε1  ε1  1, the
relevance of which shall be justified by the orders of mag-
nitude discussed in the next section. Solving Eq. (4.19)
at leading order in ε1, ε2 leads to
u(v) =
ε1√
1 + (v − vm)2/∆v2
+O
(
ε21,
ε2
ε1
)
(4.40)
with ∆v ≡ b/E, and where vm denotes the value of the
affine parameter v at the point of minimal approach.
Equation (4.37) then becomes, at leading order in ε1, ε2,
and using the dimensionless variable w ≡ (v − vm)/∆v,
d2ξ1
dw2
= −3 ε1
2
(
1
1 + w2
)5/2
ξ1. (4.41)
The perturbative resolution of Eq. (4.41) from vinit to v
finally leads to
CK11 = 1−
3 ε1
2
[
−B′(winit)(w − winit)
+B(w)−B(winit)
]
+O
(
ε21,
ε2
ε1
)
, (4.42)
and
DK11 = (v − vinit) +
3 ε1
2
∆v
{
winit
[
B(w)−B(winit)
−B′(winit)(w − winit)
]− [C(w)− C(winit)
− C ′(winit)(w − winit)
]}
+O
(
ε21,
ε2
ε1
)
, (4.43)
where the functions B and C are given by
B(w) ≡ 1 + 2w
2
3
√
1 + w2
and C(w) ≡ −w
3
√
1 + w2
. (4.44)
The expressions of CK22 and DK22 are respectively obtained
from Eqs. (4.42) and (4.43) by turning ε1 into −ε1.
Note that in the limit ε1, ε2/ε1 → 0, i.e. b → ∞ and
Λ = 0, we find C = 1 and D = (v − vinit)1, which are the
expected expressions in Minkowski spacetime.
C. Practical implementation
This section has described the complete resolution of the
equations for light propagation in a Swiss-cheese universe.
All the results are included in a Mathematica program
OneHole which takes, as input, the observation conditions
and the properties of the hole; and returns Ein, kin and
W(vsource; vobs) = WK(vin; vout) ·WFL(vout; vobs). For
simplicity, this program has been written assuming that
the FL region has Euclidean spatial sections (K = 0).
Iterating OneHole allows us to propagate a light signal
back to an arbitrary emission event. Eventually, the
redshift z is obtained by comparing the wave vector at
emission and reception; and the luminosity distance is
extracted from the block D(vsource; vobs) of the Wronski
matrix W(vsource; vobs), according to
DL = (1 + z)
2
√
detD(vsource; vobs). (4.45)
Note finally that, when iterating OneHole, we must also
rotate the Sachs basis (s1, s2), to take into account that
the plane of motion differs for two successive holes.
V. EFFECT OF ONE HOLE
Our method is first applied to a Swiss cheese with a
single hole. The purpose is to study the effects on the
redshift and luminosity distance—for the light emitted
by a standard candle—due to the presence of the hole.
A. Numerical values and “opacity” assumption
The mass M of the clump inside the hole depends on
what object it is supposed to model. The choice must be
driven by the typical scales probed by the light beams
involved in supernova observations. As discussed in the
introduction the typical width of such beams is ∼ AU;
for comparison the typical interstellar distance within a
galaxy is ∼ pc. Hence, SN beams are sensitive to the
very fine structure of the Universe, including the internal
content of galaxies. This suggests that the clump inside
the hole should represent a star, so that the natural choice
should be M ∼M. Unfortunately, we cannot afford to
deal with such a fine description, for numerical reasons.
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Instead, the clump is chosen to stand for a gravita-
tionally bound system, such as a galaxy (M ∼ 1011M),
or a cluster of galaxies (M ∼ 1015M). By virtue of
Eq. (2.19), the corresponding hole radii are respectively
rh ∼ 1 Mpc and rh ∼ 20 Mpc. It is important to note that
this choice keeps entirely relevant as far as the light beam
does not enter the clump (so that its internal structure
does not matter), that is, as long as
b > bmin ≈ rphys, (5.1)
where rphys is the physical size of the clump. For a galaxy
rphys ∼ 10 kpc, and for a cluster rphys ∼ 1 Mpc. We
choose to work under the assumption of Eq.(5.1), in other
words we proceed as if the clumps were opaque spheres.
In the case of galactic clumps this “opacity” assumption
can be justified by the three following arguments (in the
case of clusters, however, it is highly questionable).
Statistics.: Since rphys  rh the cross section of the
clumps is very smal; thus we expect that most of
the observations satisfy the condition (5.1).
Screening.: A galaxy standing on the line of sight can
simply be bright enough to flood a SN located be-
hind it. For comparison, the absolute magnitude of
a galaxy ranges from −16 to −24 [73], while for a
SN it is typically −19.3 [74].
Strong lensing.: A light beam crossing a galaxy enters
the strong lensing regime, because the associated
Einstein radius is rE ∼
√
rSDA,SN . 10 kpc ∼ rphys.
In this case, we expect a significant magnification
of the SN which could be isolated, or even removed
during data processing.
The “opacity” assumption is at the same time a key
ingredient and a limitation of our approach.
The various distance scales involved in the model are
clearly separated. The resulting hierarchy is depicted in
Fig. 7, and the typical orders of magnitude are summa-
rized in Table I. The latter includes the small parameters
ε1 = rS/b and ε2 = Λr
2
S/3 ∼ (rS/rHubble)2. Their values
justify a posteriori the perturbative expansion performed
in § IV B 6, where we assumed that ε2/ε1  ε1  1. In
fact, one can show from Eq. (2.19) that ε2 ∼ ε31,min.
Type rS (pc) rphys (kpc) rh (Mpc) ε1 ε2
Galaxy 10−2 10 1 10−8–10−6 10−23
Cluster 100 1000 20 10−6–10−4 10−15
TABLE I. Typical orders of magnitude for galaxylike (M ∼
1011M) and clusterlike (M ∼ 1015M) Swiss-cheese holes.
In this section and the next one, we temporarily set
for simplicity the cosmological constant to zero. The FL
region is therefore characterized by the Einstein–de Sitter
(EdS) cosmological parameters
Ωm = 1, ΩK = 0, ΩΛ = 0. (5.2)
>>rphys rS
rh << rHubble
rphys << rh
KottlerFL
FIG. 7. Geometry and hierarchy of distances for a typical
Swiss-cheese hole: rS  rphys  rh  rHubble.
The effect of the cosmological constant will be studied in
detail in Sec. VII. The value of the Hubble parameter is
fixed to H0 = h× 100 km/s/Mpc, with h = 0.72.
B. Setup
In order to study the corrections to the redshift z and
luminosity distance DL, due to the presence of the hole,
we consider the situation depicted in Fig. 8.
sourceE
DL
z  source
β M
(FL)zh
(FL)zsource
DL
(FL)
E source
FIG. 8. Setup for evaluating the effect of one hole on the
redshift and luminosity distance.
Our method is the following. We first choose the
mass M inside the hole and the redshift zsource of the
source. We then fix the comoving distance between the
12 [arXiv:1302.5308]
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observer and the center of the hole, in terms of the cos-
mological (FL) redshift z
(FL)
h of the latter. To finish, we
choose a direction of observation, defined by the angle β
between the line of sight and the line connecting the
observer to the center of the hole.
Given those parameters, the light beam is propagated
(in presence of the hole) until the redshift reaches zsource.
We obtain the emission event Esource and the luminosity
distance DL. We then compute z
(FL)
source and D
(FL)
L by
considering a light beam that propagates from Esource to
the observer without the hole (bottom panel of Fig. 8).
C. Corrections to the redshift
1. Numerical results
The effect of the hole on the redshift is quantified by
δz ≡ z − z
(FL)
z(FL)
, (5.3)
where we used the short notation z instead of zsource.
Figure 9 shows the evolution of δz with β, for zsource =
0.05 and various hole positions and masses. We have
chosen M ∼ 1015M because the effect is more significant
and displays fewer numerical artifacts than for M ∼
1011M.
We only consider directions of observation such that the
light beam crosses the hole. Thus, βmin < β < βmax where
βmin and βmax depend on the physical cutoff rphys, the
radius rh of the hole, and its distance to the observer z
(FL)
h .
Those dependences can be eliminated by plotting δz as
a function of (β − βmin)/(βmax − βmin) instead of β, as
displayed in Fig. 10.
As expected, δz tends to zero when β approaches βmax
(light ray tangent to the hole boundary). We notice that
δz does not significantly depend on the distance between
the observer and the hole. However, the effect clearly
grows with the mass of the hole.
2. Analytical estimation of the effect
The correction in redshift due to hole can be understood
as an integrated Sachs-Wolfe effect (see e.g. Chapter 7
of Ref. [1]). As the boundary of the hole grows with
time (see Fig. 6), the light signal undergoes a stronger
gravitational potential at entrance than at exit. That
induces a gravitational redshift δzgrav which adds to the
cosmological one, and reads
1 + δzgrav =
ktin
ktout
=
A(rout)
A(rin)
. (5.4)
The order of magnitude of δzgrav can be evaluated as
follows. Let δr = rout − rin be the increase of the radius
of the hole between entrance and exit. The expansion
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FIG. 9. Relative correction to the redshift z, due to the hole in
the line of sight, as a function of the direction of observation β,
for a source at zsource = 0.05. Top panel: The mass of the hole
is M = 1015M, and three positions between the source and
the observer are tested, z
(FL)
h /zsource = 0.1 (blue, dot-dashed),
0.5 (purple, dashed), and 0.9 (red, solid). Bottom panel: The
hole is at z
(FL)
h = 0.5 zsource and three values for the mass are
tested, M/1015M = 3 (blue, dot-dashed), 2 (purple, dashed),
and 1 (red, solid).
dynamics implies δr ∼ √ε1∆t, where ∆t = tout−tin ∼ rin,
rout is the time spent by the photon inside the hole. Using
Eq. (5.4), we conclude that
δzgrav ∼ ε3/21 . (5.5)
For M = 1015M (clusterlike hole), the numerical values
given in Table I yield δzgrav,max ∼ 10−6. This order of
magnitude is compatible with the full numerical integra-
tion displayed in Figs. 9 and 10.
Such an analytical estimate enables us to understand
why δz increases with M , that is, with the size of the
hole. Indeed, the bigger the hole, the longer the photon
travel time so that the hole has more time to grow, and
finally A(rout)−A(rin) is larger.
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FIG. 10. Same as Fig. 9, but plotted in terms of the centered
and normalized observation direction (β−βmin)/(βmax−βmin).
D. Corrections to the luminosity distance
The effect of the hole on the luminosity distance can
be characterized in a similar way by
δDL ≡ DL −D
(FL)
L
D
(FL)
L
. (5.6)
The associated results, in the same conditions as in the
previous paragraph, are displayed in Figs. 11 and 12.
We notice that δDL is maximum if the hole lies halfway
between the source and the observer, which is indeed
expected since the lensing effects scale as
DA(observer, lens)×DA(lens, source)
DA(observer, source)
, (5.7)
which typically peaks for zlens ≈ zsource/2. The maximal
amplitude of the correction is of order 10−4, for masses
ranging from 1015M to 3 × 1015M. Just as for the
redshift, the effect increases with the size of the hole.
Note that δDL can be related to the relative magnifi-
cation µ, frequently used in the weak-lensing formalism,
and defined by
µ ≡
(
D
(FL)
A
DA
)2
=
(
1 + z
1 + z(FL)
)4(
D
(FL)
L
DL
)2
. (5.8)
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FIG. 11. Relative correction to the luminosity distance DL,
due to the hole in the line of sight, as a function of the direction
of observation β, for a source at zsource = 0.05. Top panel: The
mass of the hole is M = 1015M, and three positions between
the source and the observer are tested, z
(FL)
h /zsource = 0.1
(blue, dot-dashed), 0.5 (purple, dashed), and 0.9 (red, solid).
Bottom panel: The hole is at z
(FL)
h = 0.5 zsource and three
values for the mass are tested, M/1015M = 3 (blue, dot-
dashed), 2 (purple, dashed), and 1 (red, solid).
Hence, if the correction on z is negligible compared to
the one of DA, then the relation between δDL and µ is
δDL ≈ 1√
µ
− 1. (5.9)
E. Summary
The presence of a single hole between the source and
the observer induces both a correction in redshift and
luminosity distance. For a hole with mass M ∼ 1015M,
the relative amplitudes of those corrections are δz ∼
10−7–10−6 and δDL ∼ 100 δz. The same study for M ∼
1011M leads to similar results with δz ∼ 10−10–10−9.
Therefore, the effects of a single hole seem negligible.
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FIG. 12. Same as Fig. 11, but plotted in terms of the centered
and normalized observation direction (β−βmin)/(βmax−βmin).
VI. EFFECT OF SEVERAL HOLES
We now investigate a Swiss-cheese model containing
many holes arranged on a regular lattice. Again, in this
entire section, the cosmological parameters characterizing
the FL region are the EdS ones.
A. Description of the arrangement of holes
1. Smoothness parameter
The smoothness of the distribution of matter within a
Swiss cheese can be quantified by a parameter f con-
structed as follows. Choose a region of space with—
comoving or physical—volume V , where V 1/3 is large
compared to the typical distance between two holes. Thus,
this volume contains many holes, the total volume of
which is Vholes, while the region left with homogeneous
matter occupies a volume VFL = V − Vholes. We define
the smoothness parameter by
f ≡ lim
V→∞
VFL
V
. (6.1)
In particular, f = 1 corresponds to a Swiss cheese with no
hole—that is, perfectly smooth—while f = 0 corresponds
to the case where matter is under the form of clumps. Of
course, f also characterizes the ratio between the energy
density of the continuous matter and the mean energy
density.
2. Lattice
We want to construct a Swiss cheese for which the
smoothness parameter is as small as possible. If all holes
are identical, this close-packing problem can be solved by
using, for instance, a hexagonal lattice. The corresponding
arrangement is pictured in Fig. 13. The minimal value of
the smoothness parameter is in this case
fmin = 1− pi
3
√
2
≈ 0.26. (6.2)
In order to reach a smoothness parameter smaller than
fmin, one would have to insert a second family of smaller
holes. By iterating the process, one can in principle make
f as close as one wants to zero.
FIG. 13. Hexagonal lattice of identical holes. On the left, the
arrangement is close-packed, so that the smoothness parameter
is f = fmin ≈ 0.26. On the right, f = 0.7.
B. Observations in a unique line of sight
We now focus on the corrections to the redshift and
luminosity distance of a source whose light travels through
the Swiss-cheese universe described previously. We study
the influence of (a) the distance between the source and
the observer, (b) the smoothness parameter f , and (c)
the mass M of the holes.
1. Setup
After having chosen the parameters (f,M) of the model,
we arbitrarily choose the spatial position of the observer
in the FL region, and fix its direction of observation.
The method is then identical to the one of Sec. V. The
light beam is propagated from the observer until the
redshift reaches the one of the source, z. The ending
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point defines the emission event Esource. We emphasize
that only emission events occurring in the FL region are
considered in this article.
2. Influence of the smoothness parameter
In this paragraph, the mass of every hole is fixed to
M = 1011M (galactic holes). The relative corrections to
the redshift δz and luminosity distance δDL, as functions
of the redshift z of the source, have been computed and are
displayed in Fig. 14 for different values of the smoothness
parameter f .
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FIG. 14. Relative corrections to the redshift z (top panel)
and luminosity distance DL (bottom panel) as functions of z,
for an arbitrary light beam traveling through a Swiss-cheese
universe. All holes are identical, their mass is M = 1011M.
Three different smoothness parameters are tested: f = 0.26
(blue, dot-dashed), 0.6 (purple, dashed), and 0.9 (red, solid).
While the corrections to the redshift remain small—
typically δz < 10−5—the cumulative effect of lensing on
the luminosity distance is significant. For instance, a
source at z ∼ 1.5 would appear 10 % farther in a Swiss
cheese with f = 0.26, than in a strictly homogeneous
universe. Both δz and δDL increase with z and decrease
with f , as intuitively expected. Thus, the more holes, the
stronger the effect. As examples, the light beam crosses
∼ 300 holes for (f = 0.26, z = 0.1) or (f = 0.9, z = 1),
but it crosses ∼ 2000 holes for (f = fmin, z = 1).
3. Influence of the mass of the holes
We now set the smoothness parameter to its minimal
value fmin ≈ 0.26, and repeat the previous analysis for
various hole masses. The results are displayed in Fig. 15.
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FIG. 15. Same as Fig. 14 but with f = 0.26 and three different
values for the masses: M/1011M = 1 (blue, dot-dashed), 2
(purple, dashed), and 3 (red, solid).
We conclude that neither δz nor δDL depends signifi-
cantly on M , that is, on the size of the holes. Thus, what
actually matters is not the number of holes intersected
by the beam, but rather the total time spent inside holes.
C. Statistical study for random directions of
observation
The previous study was restricted to a single line of
sight, but since a Swiss-cheese universe is not strictly
homogeneous, the corrections to z and DL are expected
to vary from one line of sight to another. As pointed out
by e.g. Refs. [57, 61], such a restrictive analysis can lead
to overestimate the mean corrections induced by inhomo-
geneities. Besides, as stressed by Ref. [8], the dispersion
of the data is crucial for interpreting SN observations.
Hence, the conclusions of the previous subsection need
to be completed by a statistical study, with randomized
directions of observation.
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Since the effect on the redshift is observationally negligi-
ble, we focus on the luminosity distance. After having set
the parameters (f,M) of the model, we fix the position of
the observer in the FL region. Then, for a given redshift
z, we consider a statistical sample of Nobs randomly dis-
tributed directions of observation ~d ∈ S2, and compute
δDL(z, ~d) for each one.
Figure 16 shows the probability distribution of δDL for
sources at redshifts z = 0.1 (top panel) and z = 1 (bottom
panel). We compare two Swiss-cheese models with the
same smoothness parameter f = fmin but with different
values for the masses of their holes (M = 1011M and
1015M). The histograms of Fig. 16 are generated from
statistical samples which contain Nobs = 200 directions
of observation each.
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FIG. 16. Probability distribution of the relative correction to
the luminosity distance for random directions of observation,
at z = 0.1 (top panel) and z = 1 (bottom panel). The
smoothness parameter is f = fmin and two different values for
the masses of the holes are tested: M = 1011M (blue, solid)
and M = 1015M (purple, dashed).
From the statistical samples, we can compute the mean
correction 〈δDL〉(z) and its standard deviation σδDL(z),
whose evolutions are plotted in Fig. 17.
The results displayed in Fig. 17 confirm the conclusions
of Subsec. VI B. The distance-redshift relation in a Swiss
cheese is biased with respect to the one of a purely ho-
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FIG. 17. Evolution, with redshift z, of the relative correction
to the luminosity distance averaged over Nobs = 200 random
directions of observation. Error bars indicate the dispersion
σδDL around the mean correction 〈δDL〉. As in Fig. 16, we
compare Swiss-cheese models with M = 1011M (blue, filled
markers) and M = 1015M (purple, empty markers).
mogenous universe. This effect is statistically significant,
we indeed estimate (empirically) that
〈δDL〉(z) ≈ 8× σδDL(z). (6.3)
The bias slightly decreases with the mass parameter M .
However, it can be considered quite robust because a
variation of 4 orders of magnitude for M only induces a
variation of ∼ 10% for the bias.
The intrinsic dispersion of DL, associated with σδDL ,
can be compared with the typical dispersion of the obser-
vation. For instance, at z = 1 the former is ∼ 1 %, while
the latter is estimated to be typically ∼ 10 % [75]. It
follows that the dispersion induced by the inhomogeneity
of the distribution of matter remains small compared to
the observational dispersion.
D. Summary and discussion
This section has provided a complete study of the effect
of inhomogeneities on the Hubble diagram, investigating
both the corrections to the redshift and luminosity dis-
tance of standard candles. The Swiss-cheese models are
made of identical holes, defined by their mass M , and
arranged on a regular hexagonal lattice. The fraction of
matter remaining in FL regions defines the smoothness
parameter f . For the hexagonal lattice, fmin ≈ 0.26.
The effect on the redshift is negligible (δz < 10−5),
while the correction to the luminosity distance is signif-
icant (δDL > 10 % at high redshift). Compared to the
homogeneous case, sources are systematically demagnified
in a Swiss-cheese universe. The effect increases with z
and decreases with f .
Our results differ from those obtained in Swiss-cheese
models with Lemaˆıtre-Tolman-Bondi (LTB) solutions in-
side the holes. In the latter case, a source can be either de-
magnified if light mostly propagates through underdense
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regions [54, 55, 59] (and if the observer is far away from
a void, see Ref. [76]), or magnified otherwise. It has been
proven in Refs. [58, 61, 62] that the global effect averages
to zero when many sources are considered. Hence, LTB
holes introduce an additional dispersion to the Hubble
diagram, but no statistically significant bias. On the con-
trary, in the present study, light only propagates through
underdense regions, because we only consider light beams
which remain far from the hole centers. This assumption
has been justified in Subsec. V A by an “opacity” argu-
ment. The bias displayed by our results is mostly due to
the selection of the light beams which can be considered
observationally relevant.
Our results also differ qualitatively from those obtained
in the framework of the perturbation theory. In Ref. [31],
the probability density function P (µ) of the weak lensing
magnification µ, due to the large scale structure, has
been analytically calculated by assuming an initial power
spectrum with slope n = −2. Just as for LTB Swiss-
cheese models, the magnification shows no intrinsic bias
(i.e. 〈µ〉 = 1), but it is shown that P (µ) peaks at a
value µpeak slightly smaller than 1. Hence, a bias of
order µpeak − 〈µ〉, which is typically 1 % at z = 1, can
emerge from observations because of insufficient statistics.
However, this bias is far smaller than the one obtained in
our Swiss-cheese model, of order 2 δDL ∼ 15 % at z = 1.
Besides, the dispersion around the mean magnification
is stronger for perturbation theory (∼ 10 %) than for both
LTB and Kottler Swiss-cheese models (∼ 2 %).
VII. COSMOLOGICAL CONSEQUENCES
Since the Hubble diagram is modified by the presence
of inhomogeneities, the resulting determination of the
cosmological parameters must be affected as well.
More precisely, consider a Swiss-cheese universe whose
FL regions are characterized by a set of cosmological pa-
rameters (Ωm,ΩK ,ΩΛ), called background parameters in
the following. If an astronomer observes SNe in this inho-
mogeneous universe and constructs the resulting Hubble
diagram, but fits it with the usual FL luminosity-redshift
relation—that is, assuming that he lives in a strictly ho-
mogeneous universe—then he will infer apparent cosmo-
logical parameters (Ω¯m, Ω¯K , Ω¯Λ) which shall differ from
the background ones. Evaluating this difference is the
purpose of Subsecs. VII A, VII B, and VII C.
The natural question which comes after is, assuming
that our own Universe is well described by a Swiss-cheese
model, what are the background cosmological parameters
which best reproduce the actual SN observations? This
issue is addressed in Subsec. VII D.
A. Generating mock Hubble diagrams
The Hubble diagram observed in a given Swiss-cheese
universe is constructed in the following way. We first
choose the parameters of the model: f , M , and the
background cosmology (Ωm,ΩΛ = 1− Ωm).3 We then fix
arbitrarily the position of the observer in the FL region,
and we simulate observations by picking randomly the line
of sight ~d, the redshift z ∈ [0, zmax], and we compute the
associated luminosity distance DL(z, ~d) as in Sec. VI. In
order to make our mock SNe catalog resemble the SNLS 3
data set [77], we choose zmax = 1.4 and Nobs = 472.
An example of mock Hubble diagram, corresponding
to a Swiss-cheese model with f = fmin, M = 10
11M
and (Ωm,ΩK ,ΩΛ) = (1, 0, 0) is plotted in Fig. 18. As a
comparison, we also displayed DL(z) for a homogeneous
universe with (1) the same cosmological parameters, and
(2) with (Ωm,ΩK ,ΩΛ) = (0.3, 0, 0.7).
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FIG. 18. Hubble diagram of a Swiss-cheese universe (dots)
with f = fmin, M = 10
11M and EdS background cosmology.
For comparison, we also display the distance-redshift relations
of purely FL universes, with EdS parameters (blue, solid) and
(Ωm,ΩK ,ΩΛ) = (0.3, 0, 0.7)—(black, dashed).
B. Determining apparent cosmological parameters
The apparent cosmological parameters Ω¯m, Ω¯Λ and
Ω¯K = 1− Ω¯m− Ω¯Λ are determined from the mock Hubble
diagrams by performing a χ2 fit. The χ2 is defined by
χ2(Ω¯m, Ω¯Λ) ≡
472∑
i=1
[
µi − µFL(zi | Ω¯m, Ω¯Λ)
∆µi
]2
, (7.1)
where µ no longer denotes the magnification, but rather
the distance modulus associated with DL, so that
µ ≡ 5 log10
(
DL
10 pc
)
. (7.2)
3 Recall that in the practical implementation of the theoretical
results (see Subsec. IV C), we assumed that K = 0, so that the
background cosmology of our Swiss-cheese models is completely
determined by Ωm or ΩΛ. Nevertheless, the apparent curvature
parameter Ω¯K is a priori nonzero.
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In Eq. (7.1), (zi, µi) is the ith observation of the simulated
catalog. In order to make the analysis more realistic,
we have attributed to each data point an observational
error bar ∆µi estimated by comparison with the SNLS 3
data set [77]. Besides, µFL(z | Ω¯m, Ω¯Λ) is the theoretical
distance modulus of a source at redshift z, in a FL universe
with cosmological parameters Ω¯m, Ω¯Λ, Ω¯K = 1−Ω¯m−Ω¯Λ.
The results of this analysis for two mock Hubble dia-
grams are shown in Fig. 19. An EdS background leads
to apparent parameters (Ω¯m, Ω¯K , Ω¯Λ) = (0.5, 0.8,−0.3),
which are very different from (1, 0, 0). Thus, the posi-
tive shift of DL(z)—clearly displayed in Fig. 18—turns
out to be mostly associated to an apparent spatial cur-
vature, rather than to an apparent cosmological con-
stant. In this case the apparent curvature is necessary
to obtain a good fit (Ω¯K = 0 is out of the 2σ confi-
dence contour), because a spatially flat FL model does
not allow us to reproduce both the low-z and high-z
behaviors of the diagram. The effect is weaker for a
background with (Ωm,ΩΛ) = (0.3, 0.7), which leads to
(Ω¯m, Ω¯K , Ω¯Λ) = (0.2, 0.2, 0.6).
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FIG. 19. Comparison between background parameters
(crosses) and apparent parameters (disks) for two Swiss-
cheese models with f = fmin and M = 10
15M. In blue,
(Ωm,ΩΛ) = (1, 0) leads to (Ω¯m, Ω¯Λ) = (0.5,−0.3). In black,
(Ωm,ΩΛ) = (0.3, 0.7) leads to (Ω¯m, Ω¯Λ) = (0.2, 0.6). The 1σ
and 2σ contours are respectively the solid and dashed ellipses.
The solid straight line indicates the configurations with zero
spatial curvature.
C. Quantitative results
1. Influence of the smoothness parameter
Consider a Swiss-cheese model with EdS background
cosmology. Figure 20 shows the evolution of the apparent
cosmological parameters with smoothness f . As expected,
we recover Ω¯i = Ωi when f = 1, the discrepancy between
background and apparent cosmological parameters being
maximal when f = fmin. Surprisingly, a Swiss-cheese
universe seems progressively dominated by a negative
spatial curvature for small values of f .
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FIG. 20. Apparent cosmic parameters Ω¯m (gray disks), Ω¯K
(red squares) and Ω¯m (black diamonds) versus smoothness
parameter f , for a Swiss-cheese universe with EdS background
(Ωm,ΩK ,ΩΛ) = (1, 0, 0). Solid lines and filled markers corre-
spond to M = 1011M, dashed lines and empty markers to
M = 1015M.
The apparent deceleration parameter q¯ = Ω¯m/2− Ω¯Λ is
plotted in Fig. 21 as a function of f . Interestingly, even for
f = fmin, q¯ remains almost equal to its background value
q = 1/2. Therefore, though the apparent cosmological
parameters can strongly differ from the background ones,
the apparent expansion history is almost the same—at
second order—as the background one.
Note that the results displayed in Figs. 20 and 21 are
consistent with each other. The apparent cosmological
constant Ω¯Λ is slightly smaller for M = 10
15M than for
M = 1011M, so that q¯ is slightly larger.
2. Influence of the background cosmological constant
Now consider a Swiss-cheese model with f = fmin
and change its background cosmology. Figure 22 shows
the evolution of the apparent cosmological parameters
versus the background cosmological constant ΩΛ. As it
could have already been suspected from Fig. 19, the
difference between apparent and background parameters
decreases with ΩΛ, and vanishes in a de Sitter universe.
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FIG. 21. Apparent deceleration parameter q¯ as a function
of smoothness parameter f , for Swiss-cheese models with
EdS background (q = 1/2). Solid lines and filled markers
correspond to M = 1011M, dashed lines and empty markers
to M = 1015M.
This can be understood as follows. The construction of
a Swiss-cheese universe consists in changing the spatial
distribution of the pressureless matter, while the cosmo-
logical constant remains purely homogeneous. Thus, the
geometry of spacetime is less affected by the presence
of inhomogeneities if ΩΛ/Ωm is greater. In the extreme
case (Ωm,ΩΛ) = (0, 1), any Swiss cheese is identical to its
background, since there is no matter to be reorganized.
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FIG. 22. Difference between apparent and background cos-
mological parameters Ω¯m − Ωm (gray disks), Ω¯K − ΩK (red
squares) and Ω¯Λ−ΩΛ (black diamonds) versus background ΩΛ,
for Swiss-cheese models with f = fmin. Solid lines and filled
markers correspond to M = 1011M, dashed lines and empty
markers to M = 1015M.
We also plot in Fig. 23 the difference between the
apparent deceleration parameter q¯ and the background
one q = Ωm/2−ΩΛ, as a function of q. Again, q¯ does not
significantly differ from q. This result must be compared
with Fig. 11 of Ref. [53], where (q¯ − q)/q ≈ 100%.
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FIG. 23. Difference between apparent and background decel-
eration parameters q¯ − q as a function of q, for Swiss-cheese
models with f = fmin. Solid lines and filled markers corre-
spond to M = 1011M, dashed lines and empty markers to
M = 1015M.
3. Comparison with other recent studies
The impact of a modified luminosity-redshift relation—
due to inhomogeneities—on the cosmological parameters
has already been investigated by several authors. In
Ref. [55], it has been suggested that a Swiss-cheese model
with LTB holes and EdS background displays an apparent
cosmological constant Ω¯Λ = 0.4; but as already mentioned
in Subsec. VI D, such a claim was proven to be inaccurate
in Refs. [57, 58, 62], because it relies on observations along
a peculiar line of sight. When many random directions of
observation are taken into account, the mean magnifica-
tion goes back to 1. Hence, contrary to our results, the
apparent cosmological parameters of a Swiss-cheese model
with LTB holes are identical to the background ones. This
conclusion is in agreement with Ref. [78], where similar
studies are performed in various cosmological toy models;
and also with Ref. [31] in the framework of perturbation
theory.
However, it is crucial to distinguish those approaches
(LTB Swiss-cheese models and perturbation theory) from
the one adopted in this article, because they do not ad-
dress the same issue. The former share the purpose of
evaluating the influence of inhomogeneities smoothed on
large scales, while we focused on smaller scales for which
matter cannot be considered smoothly distributed. Thus,
our results must not be considered different, but rather
complementary.
D. An alternative way to fit the Hubble diagram
Let us now address the converse problem, and determine
the background cosmological parameters of the Swiss-
cheese model that best reproduces the actual observations.
For that purpose, the simplest method would be to fit our
observed Hubble diagram using the theoretical luminosity-
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redshift relation DSCL (z) of a Swiss-cheese universe. Hence,
we need to derive such a relation in order to proceed.
1. Analytical estimation of the distance-redshift relation of a
Swiss-cheese universe
As argued in Sec. V, any observationally relevant light
beam which crosses a Kottler region has an impact param-
eter b much larger than the Schwarzschild radius rS of the
central object. Moreover, since the cosmological constant
has no effect on light focusing, we conclude that inside a
hole, the evolution of the cross-sectional area of a light
beam behaves essentially as in Minkowski spacetime. This
conclusion is supported by the perturbative calculation
of the Wronski matrix WK performed in § IV B 6.
If both the observer and the source are located on
the surface of a hole, their angular distance is therefore
DholeA =
√
detD ≈ vout − vin, where v denotes the affine
parameter. More generally, for a beam which crosses N
contiguous holes, we get
DholesA ≈
N∑
i=1
∆vi, (7.3)
where ∆vi ≡ vout,i − vin,i is the variation of the affine
parameter between entrance into and exit from the ith
hole. Let us now evaluate ∆vi. The time part of the
geodesic equation in Kottler geometry yields
kt ≡ dt
dv
=
E
A(r)
rrS≈ E = constant, (7.4)
where E is the usual constant of motion. We conclude that
∆vi ≈ ktout,i ∆ti. Besides, the relations (2.16) and (4.11)
between FL and Kottler coordinates on the junction hy-
persurface, together with A(rh) ≈ 1, lead to ∆ti ≈ ∆Ti
and ktout ≈ aout/a0. Finally,
DholesA ≈
N∑
i=1
aout,i
a0
∆Ti ≈
∫ Tobs
T
a(T ′)
a0
dT ′, (7.5)
where we approximated the sum over i by an integral. This
operation is valid as far as ∆Ti remains small compared
to the Hubble time. In terms of redshifts, we have
DholesA (z) =
∫ z
0
dz′
(1 + z′)2H(z′)
. (7.6)
By construction, this formula describes the behavior of the
angular distance when light only travels through Kottler
regions. In order to take the FL regions into account, we
write the distance-redshift relation DSCA (z) of the Swiss
cheese as the following (heuristic) linear combination
DSCA (z) = (1− f)DholesA (z) + f DFLA (z), (7.7)
where f still denotes the smoothness parameter defined
in § VI A 1, and DFLA (z) is the distance-redshift relation
in a FL universe, given by Eq. (4.10).
A comparison between the above analytical estimation
and the numerical results is plotted in Fig. 24. The agree-
ment is qualitatively good, especially as it is obtained
without any fitting procedure. Moreover, it is straight-
forward to show that DSCA (z) and D
FL
A (z) are identical
up to second order in z. This is in agreement with—and
somehow explains—the numerical results of § VII C 1 and
§ VII C 2, where we showed that the apparent deceleration
parameter q¯ is the same as the background one q.
Note finally that the general tendency of our analytical
relation is to overestimate δDL at high redshifts. The
main reason is that its derivation uses the behavior ofWK
at zeroth order in rS/b; that is, it neglects the effect of the
central mass in the Kottler region. The first-order term in
WK—taken into account in the numerical results—tends
to lower the associated luminosity distance.
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FIG. 24. Comparison between the approximate luminosity-
redshift relation DSCL (z) = (1 + z)
2DSCA (z) in a Swiss-cheese
universe (solid lines), simulated observations (dots), and the
Dyer-Roeder model DDRL (z) with α(z) = f (dashed lines).
Three different values of the smoothness parameter are tested,
from top to bottom: f = fmin ≈ 0.26, f = 0.7, f = 0.9.
2. Comparison with the Dyer-Roeder approach
Another widely used approximation to model the prop-
agation of light in underdense regions was proposed by
Dyer and Roeder [10] in 1972. It assumes that (1) the
Sachs equation and the relation v(z) are the same as in a
FL spacetime—in particular, the null shear vanishes—and
(2) the optical parameter Φ00 (see § III B 2) is replaced by
α(z)Φ00, where α(z) represents the fraction of matter in-
tercepted by the geodesic bundle. In brief, the DR model
encodes that light propagates mostly in underdense re-
gions by reducing the Ricci focusing, while still neglecting
the Weyl focusing. Under such conditions, the DR ex-
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pression of the angular distance DDRA (z) is determined by
d2DDRA
dz2
+
(
d lnH
dz
+
2
1 + z
)
dDDRA
dz
= −3 Ωm
2
(
H0
H
)2
(1 + z)α(z)DDRA (z). (7.8)
This attempt to model the average effect of inhomo-
geneities, while assuming that the dynamics of the Uni-
verse is the same as an isotropic and homogeneous space-
time, has been widely questioned [79–82] and recently
argued to be mathematically inconsistent [8].
Interestingly, our estimation DSCA (z) of the distance-
redshift relation in a Swiss-cheese universe reads
d2DSCA
dz2
+
(
d lnH
dz
+
2
1 + z
)
dDSCA
dz
= −3 Ωm
2
(
H0
H
)2
(1 + z) f DFLA (z). (7.9)
which is similar to Eq. (7.8) with α(z) = f , except that
the right-hand side is proportional to DFLA instead of D
SC
A .
Nevertheless, it turns out that such a difference has only
a very weak impact, in the sense that
DSCA (z) ≈ DDRA (z), i.e. DSCL (z) ≈ DDRL (z), (7.10)
if α(z) = f . This appears clearly in Fig. 24, where the
dashed and solid lines are almost superimposed. In fact,
it is not really surprising, since both approaches rely on
the same assumptions: no backreaction, no Weyl focusing
and an effective reduction of the Ricci focusing.
Note however that this approach models the effect of
the inhomogeneities on the mean value of the luminosity
distance but does not address the dispersion of the data.
3. Fitting real data with DSCL (z)
The modified luminosity-redshift relation DSCL (z) de-
rived in the previous paragraph can be used to fit the ob-
served Hubble diagram. We apply the same χ2 method as
described in Subsec. VII B, except that now (1) the triplets
(zi, µi,∆µi) are observations of the SNLS 3 catalog [77],
and (2) µFL(z | Ω¯m, Ω¯Λ) is replaced by µSC(z |Ωm, f),
where the background curvature ΩK is fixed to 0 (so that
ΩΛ = 1−Ωm). Hence, we are looking for the smoothness
parameter f , and the background cosmological parame-
ters, of the spatially Euclidean Swiss-cheese model which
best fits the actual SN observations.
The results of the χ2 fit are displayed in Fig. 25. First
of all, we note that the confidence areas are very stretched
horizontally, so that the smoothness parameter f cannot
be reasonably constrained by the Hubble diagram. There
are two reasons for this. On the one hand, we know
from § VII C 2 that f has only a weak influence on the
luminosity-redshift relation in a universe dominated by
the cosmological constant, which is the case here (ΩΛ ∼
0.7–0.8). On the other hand, since DSCL (z) and D
FL
L (z)
only differ by terms of order z3 and higher, one would
need more high-redshift observations to discriminate them.
However, all the current SNe catalogs—including the
SNLS 3 data set—contain mostly low-redshift SNe.
Besides, Fig. 25 shows that fixing a given value of f
changes the best-fit value of Ωm. In the extreme case of a
Swiss cheese only made of clumps (f = 0) we get Ωm = 0.3,
while in the FL case (f = 1) the best value is Ωm = 0.24,
in agreement with Ref. [77]. Such a discrepancy, of order
20 %, is significant in the era of precision cosmology, where
one aims at determining the cosmological parameters at
the percent level.
Let us finally emphasize that such a fit is only indicative,
because it relies on an approximation of the luminosity-
redshift relation in a Swiss-cheese universe.
FIG. 25. Fit of the Hubble diagram constructed from the
SNLS 3 data set [77], by using the luminosity-redshift relation
DSCL (z |Ωm, f) of a spatially Euclidean Swiss-cheese model.
The colored areas indicate (from the darkest to the lightest)
the 1σ, 2σ and 3σ confidence levels.
VIII. CONCLUSION
In this article, we have investigated the effect of the
distribution of matter on the Hubble diagram, and on
the resulting inference of the cosmological parameters.
For that purpose, we have studied light propagation in
Swiss-cheese models. This class of exact solutions of the
Einstein field equations is indeed very suitable, because
it can describe a strongly inhomogeneous distribution of
matter which does not backreact on the global cosmic ex-
pansion. The latter is entirely governed by the background
cosmological parameters Ωm, ΩΛ characterizing the FL
22 [arXiv:1302.5308]
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regions of the model. The inhomogeneities are clumps of
mass M , while the fraction of remaining fluid matter is
f—called smoothness parameter. The Swiss-cheese mod-
els are therefore defined by two “dynamical” parameters
(Ωm,ΩΛ), and two “structural” parameters (f,M).
The laws of light propagation in a Swiss-cheese universe
have been determined by solving the geodesic equation
and the Sachs equation. For the latter, we have intro-
duced a new technique—based on the Wronski matrix—in
order to deal more easily with a patchwork of spacetimes.
Our results, mostly analytical, have been included in a
Mathematica program, and used to compute the impact
of the Swiss-cheese holes on the redshift and on the lu-
minosity distance. For a light beam which crosses many
holes, we have shown that the effect on the redshift re-
mains negligible, while the luminosity distance increases
significantly with respect to the one observed in a FL
universe (δDL ∼ 10 % for sources at z ∼ 1), inducing a
bias in the Hubble diagram.
The consequences of the bias on the inference of the
cosmological parameters have been investigated by simu-
lating Hubble diagrams for various Swiss-cheese models,
and by fitting them with the usual FL luminosity-redshift
relation. In general, the resulting “apparent” cosmologi-
cal parameters are very different from the “background”
ones which govern the cosmic expansion, but in a way
that leaves the deceleration parameter unchanged. More-
over, the discrepancy between apparent and background
cosmological parameters turns out to decrease with Λ,
and is therefore small for a universe dominated by the
cosmological constant. Finally, we have derived an ap-
proximate luminosity-redshift relation for Swiss-cheese
models, which is similar to the one obtained following
the Dyer-Roeder approach. Using this relation to fit the
Hubble diagram constructed from the SNLS 3 data set,
we have found that the smoothness parameter cannot be
constrained by such observations. However, turning arbi-
trarily f = 1 into f = 0 has an impact of order 20 % on
the best-fit value of Ωm, which is significant in the era of
precision cosmology (see Ref. [83] for further discussion).
Of course, our model is oversimplifying for various
reasons. First, it does not take into account either the
complex distribution of the large scale structures, or the
presence of diffuse matter on small scales—such as gas
and possibly dark matter. Second, it does not take strong
lensing effects into account, assuming that clumps are
“opaque”. We can conjecture that this overestimates the ac-
tual effect of the inhomogeneities. Nevertheless, it shows
that their imprint on the Hubble diagram cannot be ne-
glected, and should be modeled beyond the perturbation
regime. Note finally that several extensions are allowed by
our formalism. For instance, we could introduce different
kinds of inhomogeneities, in order to construct fractal
structures for which the smoothness parameter is arbi-
trarily close to zero. Additionally to the Hubble diagrams,
we could also generate the shear maps of Swiss-cheese
models, and determine whether their combination allows
for better constraints on the various parameters.
This work explicitly raises the question of the meaning
of the cosmological parameters, and of whether the values
we measure under the hypothesis of a pure FL background
represent their “true” or some “dressed” values. Similar
ideas have actually been held in other contexts [84, 85],
and in particular regarding the spatial curvature [86, 87].
We claim that the simplest Swiss-cheese models are good
models to address such questions—as well as the Ricci-
Weyl problem and the fluid approximation—with their
own use, between the perturbation theory and N -body
simulations.
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The recent analysis of the Planck results reveals a tension between the best fits for (Ωm0, H0)
derived from the cosmic microwave background or baryonic acoustic oscillations on the one hand,
and the Hubble diagram on the other hand. These observations probe the universe on very different
scales since they involve light beams of very different angular sizes, hence the tension between
them may indicate that they should not be interpreted the same way. More precisely, this letter
questions the accuracy of using only the (perturbed) Friedmann-Lemaˆıtre geometry to interpret all
the cosmological observations, regardless of their angular or spatial resolution. We show that using
an inhomogeneous “Swiss-cheese” model to interpret the Hubble diagram allows us to reconcile the
inferred value of Ωm0 with the Planck results. Such an approach does not require us to invoke new
physics nor to violate the Copernican principle.
PACS numbers: 98.80.-k, 04.20.-q, 42.15.-i.
The standard interpretation of cosmological data re-
lies on the description of the Universe by a spatially ho-
mogeneous and isotropic spacetime with a Friedmann-
Lemaˆıtre (FL) geometry, allowing for perturbations [1].
The emergence of a dark sector, including dark matter
and dark energy, emphasizes the need for extra degrees
of freedom, either physical (new fundamental fields or in-
teractions) or geometrical (e.g. a cosmological solution
with lower symmetry). This has driven a lot of activity
to test the hypotheses [2] of the cosmological model, such
as general relativity or the Copernican principle.
The recent Planck data were analyzed in such a frame-
work [3] in which the cosmic microwave background
(CMB) anisotropies are treated as perturbations around
a FL universe, with most of the analysis performed at lin-
ear order. Nonlinear effects remain small [4] and below
the constraints on non-Gaussianity derived by Planck [5].
The results nicely confirm the standard cosmological
model of a spatially Euclidean FL universe with a cos-
mological constant, dark matter and initial perturbations
compatible with the predictions of inflation.
Among the constraints derived from the CMB, the
Hubble parameter H0 and the matter density parame-
ter Ωm0 are mostly constrained through the combination
Ωm0h
3, where H0 = h× 100 km/s/Mpc. It is set by the
acoustic scale θ∗ = rs/DA, defined as the ratio between
the sound horizon and the angular distance at the time
of last scattering. The measurement of seven acoustic
peaks enables one to determine θ∗ with a precision bet-
ter than 0.1%. The constraints on the plane (Ωm0, H0)
are presented in Fig. 3 of Ref. [3] and clearly show this
degeneracy. The marginalized constraints on the two pa-
rameters were then derived [3] to be
H0 = (67.3±1.2) km/s/Mpc, Ωm0 = 0.315±0.017 (1)
at a 68% confidence level. It was pointed out (see
Secs. 5.2–5.4 of Ref. [3]) that the values of H0 and Ωm0
are, respectively, low and high compared with their val-
ues inferred from the Hubble diagram. Such a trend
was already indicated by WMAP-9 [6] which concluded
H0 = (70± 2.2) km/s/Mpc.
Regarding the Hubble constant, two astrophysical
measurements are in remarkable agreement. First, the
estimation based on the distance ladder calibrated by
three different techniques (masers, Milky Way cepheids,
and Large Magellanic Cloud cepheids) gives [7] H0 =
(74.3 ± 1.5 ± 2.1) km/s/Mpc, respectively with statis-
tical and systematic errors. This improves the ear-
lier constraint obtained by the HST Key program [8],
H0 = (72 ± 8) km/s/Mpc. Second, the Hubble diagram
of type Ia supernovae (SNe Ia) calibrated with the Hubble
Space Telescope (HST) observations of cepheids leads [9]
to H0 = (73.8 ± 2.4) km/s/Mpc. Other determinations
of the Hubble constant, e.g., from very-long-baseline in-
terferometry observations [10] or from the combination
of Sunyaev-Zel’dovich effect and X-ray observations [11],
have larger error bars and are compatible with both the
CMB and distance measurements.
Additionally, the analysis of the Hubble diagram of
SNe Ia leads to a lower value of Ωm0—e.g. 0.222± 0.034
with the SNLS 3 data set [12]—compared to the con-
straint (1) by Planck. As concluded in Ref. [3], there is
no direct inconsistency, and it was pointed out that there
could be residual systematics not properly accounted for
in the SN data. Still, it was stated that “the tension be-
tween CMB-based estimates and the astrophysical mea-
surements of H0 is intriguing and merits further discus-
sion.”
Interestingly, the CMB constraints on (Ωm0, H0) are
in excellent agreement with baryon acoustic oscillation
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(BAO) measurements [13], which allow one to determine
the angular distance up to redshifts of order 0.7. The
common point between the CMB and BAO measure-
ments is that they involve light beams much larger than
those involved in astronomical observations. Indeed, a
pixel of Planck’s high-resolution CMB maps corresponds
to 5 arc min [14], while the typical angular size of a
SN is 10−7 arc sec. This means that the two kinds of
observations probe the universe at very different scales.
Moreover, for both the CMB and BAO measurements
the crucial information is encoded in correlations, while
SN observations rely on “1-point measurements” (we are
interested in the luminosity/redshift of each SN, not in
the correlations between several SNe). Because of such
distinctions one can expect from the two classes of cosmo-
logical observations to be affected differently by the inho-
mogeneity of the Universe, through gravitational lensing.
The effect of lensing on CMB measurements is essen-
tially due to the large-scale structure, and it can be taken
into account in the framework of cosmological perturba-
tion theory at linear order [15] (see, however, Ref. [16] for
a discussion about the impact of strong inhomogeneities).
We refer to Ref. [17] for a description of the lensing ef-
fects on BAO measurements. Regarding the Hubble dia-
gram, the influence of lensing has also been widely inves-
tigated [18]. The propagation of light in an inhomoge-
neous universe gives rise to both distortion and magnifi-
cation. Most images are expected to be demagnified be-
cause their lines of sight probe underdense regions, while
some are amplified due to strong lensing. It shall thus
induce a dispersion of the luminosities of the sources,
that is, an extra scatter in the Hubble diagram [19]. Its
amplitude can be determined from the perturbation the-
ory [20] and subtracted [21]. However, a considerable
fraction of the lensing effects arises from sub-arc-min
scales, which are not probed by shear maps smoothed
on arc min scales [22].
The tension on (Ωm0, H0) may indicate that, given the
accuracy of the observations achieved today, the use of a
(perturbed) FL geometry to interpret the astrophysical
data is no longer adapted. More precisely, the question
that we want to raise is whether the use of a unique space-
time geometry is relevant for interpreting all the cosmo-
logical observations, regardless of their angular or spatial
resolution and of their location (redshift). Indeed, each
observation is expected to probe the Universe smoothed
on a typical scale related to its resolution, and this can
lead to fundamentally different geometrical situations. In
a universe with a discrete distribution of matter, the Rie-
mann curvature experienced by a beam of test particles
or photons is dominated by the Weyl tensor. Conversely,
in a (statistically spatially isotropic) universe smoothed
on large scales it is dominated by the Ricci tensor. Both
situations correspond to distinct optical properties [23].
In the framework of geometric optics, a light beam is
described by a bundle of null geodesics. All the infor-
mation about the size and the shape of a beam can be
encoded in a 2×2 matrix DAB called the Jacobi map (see
Ref. [24] for further details). In particular, the angular
and luminosity distances read, respectively,
DA =
√
|detDAB |, DL = (1 + z)2DA. (2)
where z denotes the redshift. The evolution of the Ja-
cobi map with light propagation is governed by the Sachs
equation [25, 26]
d2
dv2
DAB = RAC DCB , (3)
where v is an affine parameter along the geodesic bundle.
The term RAB which controls the evolution of DAB is a
projection of the Riemann tensor called the optical tidal
matrix. It is defined by RAB ≡ RµναβsµAkνkαsβB , where
kµ is the wave vector of an arbitrary ray, and the Sachs
basis {sµA}A=1,2 spans a screen on which the observer
projects the light beam. Because the Riemann tensor can
be split into a Ricci part Rµν and a Weyl part Cµναβ , the
optical tidal matrix can also be decomposed as
(RAB) =
(
Φ00 0
0 Φ00
)
︸ ︷︷ ︸
Ricci lensing
+
(−Re Ψ0 Im Ψ0
Im Ψ0 Re Ψ0
)
︸ ︷︷ ︸
Weyl lensing
(4)
with Φ00 ≡ −(1/2)Rµνkµkν and Ψ0 ≡ −(1/2)Cµναβ(sµ1−
isµ2 )k
ν(sβ1 − isβ2 )kβ . It clearly appears in Eq. (4) that
the Ricci term tends to isotropically focus the light beam,
while the Weyl term tends to shear and rotate it. The
behavior of a light beam is thus different whether it
experiences Ricci-dominated lensing (large beams, e.g.
CMB measurements) or Weyl-dominated lensing (narrow
beams, e.g. SN observations).
This Ricci-Weyl problem can be addressed with differ-
ent methods. One possibility, a representative of which
is the Dyer-Roeder approximation [27], is to construct a
general distance-redshift relation which would take into
account the effect of inhomogeneities in some average
way. However, such approaches are in general difficult to
control [18] because they rely on approximations whose
domain of applicability is unknown. An alternative possi-
bility consists in constructing inhomogeneous cosmolog-
ical models, with a discrete distribution of matter, and
studying the impact on light propagation. Several models
exist in the literature: the Schwarzschild-cell method [28]
or the lattice universe [29] which are both approximate
solutions of the Einstein equations; and the Swiss-cheese
models [30] which are constructed by matching together
patches of exact solutions of the Einstein equations. This
last approach is the one that we shall follow in this Letter.
Consider a Swiss-cheese model in which clumps of mat-
ter (modeling e.g. galaxies), each of them lying at the
center of a spherical void, are embedded in a FL space-
time. The interior region of a void is described by the
2 [arXiv:1304.7791]
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Kottler geometry—i.e., Schwarzschild with a cosmologi-
cal constant—while the exterior geometry is the FL one.
By construction, such inhomogeneities do not modify the
expansion dynamics of the embedding FL universe, thus
avoiding any discussion regarding backreaction. The re-
sulting spacetime is well defined, because the Darmois-
Israel junction conditions are satisfied on the boundary
of every void. Compared to a strictly homogeneous uni-
verse, a Swiss-cheese model is therefore characterized by
two additional parameters: the size of the voids (or equiv-
alently the mass of their central bodies), and the volumic
fraction of the remaining FL regions which encodes the
smoothness of the distribution of matter. It is naturally
quantified by the smoothness parameter
f ≡ lim
V→∞
VFL
V
, (5)
where VFL is the volume occupied by the FL region within
a volume V of the Swiss cheese. With the definition (5),
f = 1 corresponds to a model with no hole (i.e. a FL uni-
verse), while f = 0 corresponds to the case where matter
is exclusively under the form of clumps inside voids.
Of course such a model cannot be considered realistic,
but neither does the exact FL geometry, used to interpret
the Hubble diagram. Both spacetimes describe a spa-
tially statistically homogeneous and isotropic universe,
and the former permits additionally the investigation of
the effect of a discrete distribution of matter. Since the
FL universe is a particular Swiss-cheese model, this fam-
ily of spacetimes therefore allows us to estimate how good
the hypothesis of strict spatial homogeneity—with a con-
tinuous matter distribution at all scales—is.
The propagation of light in a Swiss-cheese model has
been comprehensively investigated in Ref. [24], general-
izing earlier works [31], with the key assumption that
light never crosses the clumps. This “opacity assump-
tion” can be observationally justified in the case of SN
observations if the clumps represent galaxies (see Ref. [24]
for a discussion). Compared to the strictly homogeneous
case, any light signal traveling through a Swiss cheese
then experiences a reduced Ricci focusing. This leads
[see Eqs. (2)-(4)] to an increase of the observed luminos-
ity distance DL. The effect of Weyl lensing—i.e. here
shear—is relatively small.
This systematic effect, due to inhomogeneities, tends
to bias the Hubble diagram in a way that mimics the con-
tribution of a negative spatial curvature or a positive cos-
mological constant. In other words, if one interprets the
Hubble diagram of a Swiss-cheese universe by wrongly
assuming that it is strictly homogeneous, then one un-
derestimates the value of Ωm0. The error reaches a few
percent, which is comparable to other estimates in similar
contexts [32]. Note, however, that in the case of Swiss-
cheese models with Lemaˆıtre-Tolman-Bondi patches in-
stead of Kottler voids, the effect of inhomogeneities has a
much smaller impact on the Hubble diagram [33]. Thus,
the systematic effect exhibited in Ref. [24] must be at-
tributed to the discreteness of the distribution of matter.
Simulating the mock Hubble diagrams for Swiss-cheese
universes with various values of its parameters, we in-
ferred a phenomenological expression for the luminosity
distance DL(z; Ωm0,ΩΛ0, H0, f) which is very close to the
Dyer-Roeder one. This expression was then used to fit
the Hubble diagram constructed from the SNLS 3 cata-
log [12]. Figure 25 of Ref. [24] shows that f influences
the result of the best fit on Ωm0 that can shift from 0.22
for f = 1 (in agreement with the standard FL analysis
performed in Ref. [12]) to 0.3 for f = 0.
Figure 1 shows the constraints in the plane (h,Ωm0)
imposed by Planck on the one hand, and by the Hubble
diagram on the other hand, whether it is interpreted in
a spatially flat FL universe (f = 1) or in a spatially flat
Swiss-cheese model for which matter is entirely clumped
(f = 0). The agreement between the CMB and the Hub-
ble diagram is clearly improved for small values of f ,
especially regarding Ωm0, while h is almost unaffected.
Note that SN observations alone cannot constrain H0,
because of the degeneracy with the (unknown) absolute
magnitude M of the SNe. For the results of Fig. 1 the
degeneracy was broken by fixing M = −19.21, according
to the best-fit value obtained by Ref. [12] with a fiducial
Hubble constant h = 0.7. Thus the horizontal positions
of the SN contours in Fig. 1 are only indicative.
FIG. 1. Comparison of the constraints obtained by Planck on
(Ωm0, h) [3] and from the analysis of the Hubble diagram con-
structed from the SNLS 3 catalog [12]. The colored contour
plots correspond to two different smoothness parameters. For
f = 1, the geometry used to fit the data is the FL one.
Alleviating the tension on H0 remains an open issue.
Because inferring its value from SNe is a local measure-
ment, a promising approach consists in taking into ac-
count the impact of our close environment. It has been
Physical Review Letters 111 091302 (2013) 3
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suggested [34] that cosmic variance increases the uncer-
tainty on H local0 and thus reduces the tension with H
CMB
0 .
More speculatively, H local0 > H
CMB
0 may be a hint that
our local environment is underdense [35]. Our conclu-
sions on Ωm0 remains, however, unaffected by this issue.
Our analysis, though relying on a particular class of
models, indicates that the FL geometry is probably too
simplistic to describe the Universe for certain types of ob-
servations, given the accuracy reached today. In the end,
a single metric may not be sufficient to describe all the
cosmological observations, just as Lilliputians and Brob-
dingnag’s giants [36] cannot use a map with the same
resolution to travel. A better cosmological model prob-
ably requires an atlas of maps with various smoothing
scales, determined by the observations at hand.
Other observations, such as lensing [37], may help
to characterize the distribution and the geometry of
voids [38], in order to construct a better geometrical
model. For the first time, the standard FL background
geometry may be showing its limits to interpret the
cosmological data with the accuracy they require.
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Introduction
All cosmological observations involve, today, exclusively photons as the carrier of the infor-
mation. In order to interpret them correctly, it is thus primordial to understand how light
propagates through the Universe. In particular, the relation between the angular diameter
distance DA (or the luminosity distance DL) and the redshift z of remote sources, is a key
ingredient both in the interpretation of the baryon acoustic oscillation (BAO) signal, whether
– 1 –
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it is extracted from the correlation function of the matter distribution [1, 2] or from the
anisotropies of the cosmic microwave background (CMB) [3]; and, of course, in the analysis of
the Hubble diagram, constructed from supernova (SN) observations [4, 5].
Though crucial, the determination of a reliable optical model of our Universe, known
as the fitting problem [6], still remains to be done. In practice, observational cosmologists
always rely on the somehow least worst model, in which light propagates through a Friedmann-
Lemaˆıtre (FL) spacetime, describing a perfectly homogeneous and isotropic universe [7]. While
such an approximation may be valid for wide light beams (e.g., involved in BAO observations),
typically sensitive to the large-scale structure of the Universe, it is much more questionable
regarding the very narrow beams involved in astronomical observations, e.g., SNe [8].
Of course, the challenge of establishing a better optical model for the Universe led to
many studies based on various methods. Popular ones, in the paradigm of standard cosmology,
consist in the analysis of weak lensing in a perturbed FL spacetime [9–17], or in cosmological
simulations [18]. Alternative relativistic models for the inhomogeneous Universe can also be
considered, such as Swiss-cheese models [19–30], lattice models [31, 32], or plane-symmetric
models [33]. Finally, rather than specifying any spacetime model, one can use simplifying
assumptions about the impact of the inhomogeneity of matter distribution on light propagation,
in order derive an effective model. It is the case of the Dyer-Roeder approach [34], inspired
from Zel’dovich’s original intuition [35]. We refer the reader to, e.g., Refs. [36, 37] for elements
of review and comparison.
Among all those approaches, the Dyer-Roeder (DR) approximation on the one hand, and
the “traditional” Swiss-cheese (SC) models generated by the Einstein-Straus method [38, 39] on
the other hand, used to be studied in parallel and presented together (see, e.g., Textbook [40]).
This is actually not surprising, because, in its origin, the DR approximation was motivated
by such SC models. Though very different in their philosophy—the former is an effective
theory, based on assumptions, while the latter relies on a well-defined spacetime model—,
both approaches seem to generate similar distance-redshift relations [41]
DDRA (z) ≈ DSCA (z). (0.1)
However, to the knowledge of the author, such a correspondence has never been explained,
nor rigorously proved, in the litterature. The purpose of this article is thus to fill the blank,
not only by checking the conjecture (0.1) numerically, but also by proposing an analytical
proof of it, in order to understand the underlying mechanisms, and its domain of validity.
In Sec. 1, we recall theoretical elements about geometric optics, needed for the remainder
of the article. In Secs. 2 and 3 we introduce, respectively, the DR approximation and SC
models. Section 4 is then dedicated to the analysis of the optical properties of SC models,
that we prove to be equivalent to the ones predicted by the DR approach, at a very good
level of approximation. Finally, in Sec. 5, we propose numerical illustrations of our results,
and we analyse the origin of the small discrepancies between the SC and DR approaches.
1 Geometric optics in curved spacetime
This section reviews some generic elements about the propagation of light in arbitrary
spacetimes. We define our notations, and introduce several tools which will be useful in the
remainder of the article.
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1.1 Description of a light beam
A light beam is a collection of light rays, that is, a bundle of null geodesics {xµ(v, r)}, where
r labels the rays and v is the affine parameter along them. The wave four-vector kµ ≡ ∂xµ/∂v
is a null vector field, tangent to the rays r = cst. It therefore satisfies
kµkµ = 0, k
ν∇νkµ = 0. (1.1)
Besides, the relative behavior of two neighboring rays xµ(·, r) and xµ(·, r + dr) is
described by their separation vector ξµ ≡ ∂xµ/∂r. One can always choose the origin of the
affine parametrization of each ray r = cst so that
kµξµ = 0. (1.2)
Note that this condition is automatically satisfied if one sets v = 0, for each geodesic, at a
vertex point of the bundle, that is an event where ξµ = 0. When the condition (1.2) is satisfied,
the evolution of ξµ along the light beam is governed by the geodesic deviation equation
kαkβ∇α∇βξµ = Rµναβkνkαξβ, (1.3)
where Rµναβ is the Riemann tensor.
1.2 The Sachs formalism
Consider an observer, with four-velocity uµ (uµu
µ = −1), who crosses the light beam. With
respect to this observer, one defines the spatial direction of light propagation as the opposite
of the only direction for which the observer can detect a signal. It is spanned by the purely
spatial unit vector dµ,
dµuµ = 0, d
µdµ = 1, (1.4)
which leads to the 3+1 decomposition of the wave four-vector
kµ = ω(uµ − dµ), (1.5)
where ω = 2piν ≡ −uµkµ is the cyclic frequency of the light signal in the observer’s rest frame.
Note that d` = ωdv is the proper distance (measured by the observer) travelled by light
for a change dv of the affine parameter. The redshift z is defined as the relative difference
between the emitted frequency νs, in the source’s frame, and the observed frequency νo, in
the observer’s frame, so that
1 + z ≡ νs
νo
=
uµs kµ(vs)
uµokµ(vo)
. (1.6)
Now suppose that the observer wishes to measure the size and the shape of the light
beam. For that purpose, he must use a (spatial) screen orthogonal to the line of sight. This
screen is spanned by the so-called Sachs basis (sµA)A∈{1,2}, defined by
sµAuµ = s
µ
Adµ = 0, gµνs
µ
As
ν
B = δAB, (1.7)
and by the transport property (1.8) below. The projections ξA ≡ sµAξµ indicate the relative
position, on the oberver’s screen, of the light points corresponding to two neighboring rays
separated by ξµ. Thus, it encodes all the information about the size and shape of the beam.
Consider a family of observers uµ(v), along the beam, who wants to follow the evolution
of the shape of the beam (typically for shear measurements). For that purpose, they must all
– 3 –
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use the “same” Sachs basis, in order to avoid any spurious rotation of the pattern observed on
the screens. This is ensured by a partial parallel transportation
Sµνk
ρ∇ρsνA = 0, (1.8)
where Sµν = δABsµAs
ν
B = g
µν +uµuν−dµdν is the screen projector. The reason why sµA cannot
be completely parallel-transported is that, in general, uµ is not1.
The evolution of ξA, with light propagation, is determined by projecting the geodesic
deviation equation (1.3) on the Sachs basis. The result is known as the Sachs equation [40, 42],
d2ξA
dv2
= RAB ξB, (1.9)
where RAB = RµναβkνkαsµAsβB is the screen-projected Riemann tensor, called the optical
tidal matrix. The properties of the Riemann tensor imply that this matrix is symmetric,
RAB = RBA. Note that the altitude of the “screen indices” (A,B, . . .) does not matter, since
they are raised and lowered by δAB. In the following, to alleviate the notation, we use bold
symbols for quantities with screen indices, and an overdot for derivatives with respect to the
affine parameter v. The Sachs equation (1.9) thus becomes ξ¨ =Rξ.
The Riemann tensor can be decomposed into a Ricci part and a Weyl part,
Rµναβ = gµ[αRβ]ν − gν[αRβ]µ −
1
3
Rgµ[αgβ]ν + Cµναβ , (1.10)
where the Ricci tensor Rµν is directly related to the local density of energy-momentum via
Einstein’s equations; and the Weyl tensor Cµναβ contains the long-range effects of gravitation.
As a consequence, the optical tidal matrix can also be splitted into a pure-trace Ricci-lensing
term and a traceless Weyl-lensing term as
R =
(
Φ00 0
0 Φ00
)
︸ ︷︷ ︸
Ricci lensing
+
(−Re Ψ0 Im Ψ0
Im Ψ0 Re Ψ0
)
︸ ︷︷ ︸
Weyl lensing
, (1.11)
with
Φ00 ≡ −1
2
Rµνk
µkν , and Ψ0 ≡ −1
2
Cµναβ(s
µ
1 − isµ2 )kνkα(sβ1 − isβ2 ). (1.12)
It is then clear, from the Sachs equation (1.9), that the Ricci term tends to isotropically focus
the light beam, while the Weyl term tends to shear it. For this reason, Φ00 is called “source
of convergence” and Ψ0 “source of shear
2” [43].
1In fact, it is also possible to choose a family of observers such that the four-velocity field uµ is parallel-
transported along the beam, without affecting the optical equations [40]. In this case, however, the observers
are generally not comoving, and thus have no clear cosmological interpretation.
2This name, however, omits a part of the optical effects due to Ψ0; strictly speaking, we should write “source
of shear and rotation”. Indeed, even though the beam is an irrotational bundle of null geodesics (∇[µkν] = 0),
a rotation of the image can appear due to cumulative shearing along different directions.
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1.3 Wronski matrix, Jacobi matrix
Because the Sachs equation is a second-order homogeneous linear differential equation, any
solution is linearly related to its initial conditions (v = v0), so that
ξ(v) = C(v ← v0)ξ(v0) +D(v ← v0)ξ˙(v0), (1.13)
ξ˙(v) = C˙(v ← v0)ξ(v0) + D˙(v ← v0)ξ˙(v0), (1.14)
where C(v ← v0) and D(v ← v0) are 2 × 2 matrices, respectively called scale matrix and
Jacobi matrix, which satisfy the Sachs equation like ξ(v), with initial conditions{
C(v0 ← v0) = 12
C˙(v0 ← v0) = 02
and
{
D(v0 ← v0) = 02
D˙(v0 ← v0) = 12
, (1.15)
where 0n and 1n denote respectively the n× n zero and identity matrices. Equations (1.13),
(1.14) can finally be gathered into a single 4× 4 matrix relation:(
ξ
ξ˙
)
(v) =W(v ← v0)
(
ξ
ξ˙
)
(v0), where W ≡
(C D
C˙ D˙
)
(1.16)
is the 4× 4 Wronski matrix of the Sachs equation. As we will see in Sec. 4, it is particularly
convenient for dealing with light propagation through a patchwork of spacetimes, such as
Swiss-cheese models, because by construction
W(v3 ← v1) =W(v3 ← v2)W(v2 ← v1). (1.17)
It is easy to see that the Wronski matrix is the only solution of
W˙(v ← v0) =
(
02 12
R(v) 02
)
W(v ← v0) with W(v0 ← v0) = 14. (1.18)
This differential equation is formally solved by
W(v ← v0) = Vexp
∫ v
v0
(
02 12
R(w) 02
)
dw, (1.19)
where Vexp is the affine-parameter ordered exponential, analogous to the time-ordered
exponential in quantum field theory. It is defined, for any matrix-valued function M, by
Vexp
∫ v
v0
M(w)dw ≡
∞∑
n=0
∫ v
v0
dw1
∫ w1
v0
dw2 . . .
∫ wn−1
v0
dwnM(w1)M(w2) . . .M(wn).
(1.20)
This expression reduces to a regular exponential if, for all v, v′, M(v) commutes with M(v′).
In the case of Eq. (1.19), this apples if, and only if, the optical tidal matrix R(v) is a constant.
1.4 Angular distance and luminosity distance
The observational notion of angular distance DA, which relates the emission cross-sectional
area d2As of a source to the observed angular aperture dΩ
2
o, via
d2As = D
2
AdΩ
2
o, (1.21)
– 5 –
150 Chapter 6 Swiss-cheese cosmologies
is naturally related to the Jacobi part D of the Wronski matrix. Indeed, on the one hand
ξ(vs) = `s is the proper separation (in the source’s frame) between two emission points within
the extended source; on the other hand ξ˙(vo)/ωo = θo is the observed angular separation
between the light rays emitted by these points. Thus, from Eq. (1.13), we find
ωoD(vs ← vo) = ∂ξ(vs)
∂ξ˙(vo)/ωo
=
∂`s
∂θo
, (1.22)
so that
DA =
√
detωoD(s← o). (1.23)
The observational luminosity distance DL, relating the source’s intrinsic luminosity Ls and
the observed flux Fo via Ls = 4piD
2
LFo, can also be expressed in terms of D [44] according to
DL = (1 + z)
√
detωsD(o← s) = (1 + z)2DA. (1.24)
We stress that, contrary to what it is sometimes wrongly believed, the duality law (1.24) is
true for any spacetime, as far as the number of photons is conserved during light travel.
Since the Jacobi matrix D not only encodes information about the size of the beam,
but also about its shape, all the weak-lensing observational quantities (convergence, shear,
magnification) can be extracted from it; see, e.g., Ref. [43] for more details. Moreover, some
genuinely relativistic effects, such as optical rotation, which are usually not taken into account
by weak lensing studies, are also encoded in D; Ref. [45] provides an example in the context of
anisotropic cosmology. Let us finally indicate that, by a suitable choice of coordinates adapted
to the lightcone, called GLC gauge [46] (inspired from the observational coordinates [47]), the
expression of the Jacobi matrix can be trivialized [48], so that the whole information is, in
this case, contained in the Sachs basis only.
2 The Dyer-Roeder approximation
In this section, we describe in detail the propagation of light in a homogeneous and isotropic
universe, and how it must be modified according to the Dyer-Roeder (DR) prescription. The
last subsection is dedicated to a discussion about its physical motivations and its limitations.
2.1 Light propagation in a homogeneous and isotropic universe
Let us apply the formalism developed in the previous section to the Friedmann-Lemaˆıtre (FL)
geometry. The associated metric reads (in three different coordinate systems)
ds2 = −dT 2 + a2(T )
[
dR2
1−KR2 +R
2dΩ2
]
(2.1)
= −dT 2 + a2(T ) [dχ2 + fK(χ)2dΩ2] (2.2)
= a2(η)
[−dη2 + dχ2 + fK(χ)2dΩ2] , (2.3)
where dΩ2 ≡ dθ2 + sin2 θdϕ2 is the infinitesimal solid angle; T , η denote respectively the
cosmic and conformal times, with dT = adη; a is the scale factor; χ is the comoving radius,
R = fK(χ) the comoving areal radius, with
fK(χ) ≡

sin(
√
Kχ)/
√
K if K > 0
χ if K = 0
sinh(
√−Kχ)/√−K if K < 0
; (2.4)
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and finally 6K/a2 is the (intrinsic) scalar curvature of the T = cst spatial hypersurfaces. The
time evolution of the scale factor a(T ) is ruled by the Friedmann equation
H2 ≡
(
1
a
da
dT
)2
=
8piGρ0
3
(a0
a
)3 − K
a2
+
Λ
3
, (2.5)
where ρ is the homogeneous energy density of matter, modelled by a dust fluid filling space, and
Λ is the cosmological constant. As usual, a subscript 0 denotes the present value of a quantity.
The Friedmann equation can be also written in terms of the cosmological parameters {Ω},
H2 = H20
[
Ωm0
(a0
a
)3
+ ΩK0
(a0
a
)2
+ ΩΛ0
]
, (2.6)
with
Ωm0 ≡ 8piGρ0
3H20
, ΩK0 ≡ −K
a20H
2
0
, ΩΛ0 ≡ Λ
3H20
. (2.7)
We now focus on light propagation. Consider a comoving observer, who can be chosen
without loss of generality at the origin of the spatial coordinate system. A light ray reaching
this central observer today is purely radial, and propagates according to χ = η0 − η. Along it,
the affine parameter v satisfies dη/dv = ω/a, and aω is a constant (whence the FL expression
for the redshift, 1 + z = ao/as). The evolution of the redshift with the affine parameter is
therefore ruled by
1
ωo
d
dv
(
1
1 + z
)
= H. (2.8)
The screen vectors s1, s2, forming the Sachs basis, do not need here to be specified
explicitely to get the optical tidal matrix R, because of the high degree of symmetry (in
particular, spatial isotropy) of the FL spacetime. The result is
RFL = −4piGρω212. (2.9)
As expected, a FL spacetime only focus light via a Ricci term (source of convergence), because
conformal flatness imposes that the Weyl tensor (source of shear and rotation) vanishes. The
Sachs equation (1.9) can then be solved exactly, e.g., by taking advantage of the conformal
flatness [41], in order to obtain the blocks of the Wronski matrix:
CFL(2← 1) = a2
a1
[
f ′K(η2 − η1)−H1 fK(η2 − η1)
]
12, (2.10)
C˙FL(2← 1) = ω2
a2
{
H2 C(2← 1)− a2
a1
[
K fK(η2 − η1) +H1 f ′K(η2 − η1)
]
12
}
, (2.11)
ω1DFL(2← 1) = a2 fK(η2 − η1) 12, (2.12)
ω1D˙FL(2← 1) = a1
a22
H2 [ω1D(2← 1)] + ω1 a1
a2
f ′K(η2 − η1) 12, (2.13)
where H ≡ a′(η)/a = aH is the conformal Hubble parameter, and a prime denotes a derivative
with respect to conformal time η. Note that (2.12) gives the well-known expression for the
angular distance in a FL universe,
DFLA =
√
detωoDFL(s← o) = asfK(χs). (2.14)
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Although it is not obvious when written under this form, Eq. (2.14) must be considered a
relation between the angular distance and the affine parameter, because it results from solving
d2D/dv2 = RD. From this point of view, the usual distance-redshift relation DA(z)—as used,
e.g., for interpreting the SN data—arises from both Eq. (2.8) and Eq. (2.14). The importance
of such a remark will become clearer in the next subsection.
2.2 The Dyer-Roeder approximation
As first pointed out by Zel’dovich [35], at the scale of the typical cross-sectional area of
a light beam involved in astronomical observations, such as SNe, our Universe cannot be
reasonably considered as homogeneously filled by a fluid, but rather composed of more or less
concentrated clumps of matter. Therefore, the light signals involved in these observations
must essentially propagate through vacuum, and consequently undergo focusing effects which
are different from the FL case, presented in the previous subsection.
Such an intuition led Zel’dovich to propose an “empty-beam” approximation, generalized
later into a “partially-filled-beam” approach [34, 49], better known today as the DR approx-
imation. The aim is to provide an effective distance-redshift relation DA(z) which would
take the small-scale inhomogeneity (i.e. the clumpiness) of our Universe into account. Such a
relation can then be used for interpreting the SN data, instead of the standard FL one.
The DR approximation is based on three hypotheses:
DR1 The relation between the redshift z and the affine parameter v is essentially unaffected
by the inhomogeneity of the distribution of matter.
DR2 Weyl focusing is negligible regarding the evolution of the angular distance.
DR3 Ricci focusing is effectively reduced, with respect to the FL case, by a factor 0 ≤ α ≤ 1,
called smoothness parameter, due to the fact that light mostly propagates through
underdense regions of the universe. The physical meaning of α is thus the effective
fraction of diffuse matter intercepted by the light beam during its propagation.
Those conditions imply that the DR relation between angular distance and redshift, DDRA (z),
is generated by solving both
1
ωo
d
dv
(
1
1 + z
)
= H (unchanged w.r.t. the FL case), (2.15)
d2DDR
dv2
= αRFLDDR (reduced Ricci focusing, no Weyl focusing). (2.16)
Note that, since RFL ∝ 12, the Jacobi matrix DDR can be replaced in Eq. (2.16) by the
square-root of its determinant, that is DDRA . Equations (2.15) and (2.16) can also be gathered
in order to get a unique, second-order, differential equation
d2DDRA
dz2
+
(
2
1 + z
+
d lnH
dz
)
dDDRA
dz
+
3αΩm0
2
[
H0
H(z)
]2
(1 + z)DDRA (z) = 0, (2.17)
known as the DR equation. In the original formulation of the DR approximation, the
smoothness parameter α was assumed to be a constant. However, according to its very
definition, one can expect α (i) to depend on the line of sight, and (ii) to vary even along
a given line of sight. In particular, it has been shown empirically [50] that, at least in a
particular model for matter distribution, the DR equation gives results in good agreement
with weak lensing if α − 1 ∝ (1 + z)−5/4. See also Ref. [51] for a discussion about how to
measure α and test the DR approximation.
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2.3 On the physical relevance of the approximation
The physical relevance and the mathematical consistency of the DR approximation have been
both questioned in the litterature [37, 52–55]. One of the criticisms, which lead to a “modified
DR approximation” [37, 56], relies on the argument that it is inconsistent to consider the
Universe effectively underdense only in the focusing term, and not in the z(v) relation. In
other words, hypotheses DR1 and DR3 would be incompatible.
In reaction to this argument, we stress that the essence of the DR approximation is
precisely to notice that z(v) and DA(v) are ruled by the properties of the Universe considered
at distinct scales. On the one hand, z(v) essentially3 depends on how the source and the
observer move with respect to each other (adopting a Doppler-like interpretation of the
cosmological redshift [57]). he geodesic deviation equation indicates that this relative motion
is governed by spacetime curvature on the scale of the distance between the source and the
observer. On the other hand, DA(v) depends on the relative motion of two neighbouring rays
within the beam, governed by spacetime curvature on the scale of the beam itself. The ratio
between both scales is given by the angular aperture of the beam, which is typically ∼ 10−10
for SN observations. Therefore, it is not inconsistent to suppose that a typical light beam
could “feel” an underdense universe while the source and the observer do not.
Let us close this section by a word on backreaction. It is known since the late 90s that
inhomogeneities of the distribution of matter in the Universe potentially affect its expansion
averaged on cosmological scales (see, e.g., Refs. [58–60] for reviews). For the purpose of
tracking such an effect in cosmological observations, one must wonder which properties of light
propagation would be the most affected. Proceeding the rationale of the above paragraph, we
expect the DA(v) relation to be unaffected by any backreaction effect, because it involves too
small scales. On the contrary, since the z(v) relation has much more to do with a notion of
global expansion, backreaction should have an impact on it. Therefore, one way of reading
hypothesis DR1 of the DR approximation is that it describes a clumpy universe with no
backreaction. This is, precisely, one of the main properties of the Swiss-cheese models presented
in the next section (although this can be discussed, see Sec. 3.4.)
3 Swiss-cheese models
Historically, Swiss-cheese (SC) models were introduced by Einstein and Straus [38, 39], in
1945, as a method to embed a compact object within the expanding universe. It consists
in removing a spherical comoving region from a FL spacetime, and replacing it by a point
mass at the center of the region (see Fig. 1). This creates a “hole” within the Friedmannian
“cheese”, and the operation can be repeated anywhere else, as long as the holes do not overlap.
The reason why such a construction is possible is that the Schwarzschild (or Kottler) and
FL geometries glue perfectly on a spherical frontier. This property can be justified (see, e.g.,
Refs. [20, 41]) invoking the Darmois-Israel junction conditions [61–63] between two spacetimes.
In this section, we propose a slightly more intuitive approach.
3.1 Free-fall coordinates for the Kottler metric
The Kottler geometry [64] is the extension of the Schwarzschild geometry to the case of a
non-vanishing cosmological constant. Written with the usual Droste-Schwarzschild coordinates,
3i.e., neglecting purely gravitational effects such as the (integrated) Sachs-Wolfe or Rees-Sciama effects.
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FL "cheese" FL "cheese"
sphere
comoving
Kottler
"hole"
Figure 1. Schematic construction of a Swiss-cheese model.
the associated metric reads
ds2 = −A(r) dt2 + dr
2
A(r)
+ r2dΩ2, (3.1)
with A(r) ≡ 1 − rS/r − Λr2/3, rS ≡ 2GM being the Schwarzschild radius associated with
the central mass M . It is possible to make this metric resemble the FL one (2.1), by using
comoving and synchronous coordinates adapted to radially free-falling observers, analogous
to the ones used to describe the Lemaˆıtre-Tolman-Bondi (LTB) geometry [65–67]. The
construction is the following. Consider a test particle, which starts (at t = 0) a radial free fall
from r = R. Since R is, here, an initial position, it can play the role of label for the particle,
like a Lagrangian coordinate. If, from the point of view of a static observer at infinity, the
particle has an energy γ(R), then its free-fall is characterized by the four-velocity
u =
γ(R)
A(r)
∂t +
√
γ2(R)−A(r) ∂r. (3.2)
One can indeed check that u satisfies the geodesic equation. Let T be the proper time of the
particle (dT = uµdx
µ), with an arbitrary origin T = T0(R). Since u
r = dr/dT , the relation
between r, R, and T can be obtained by integrating Eq. (3.2), so that
T − T0(R) =
∫ r
R
dr¯√
γ2(R)−A(r¯) . (3.3)
We now consider an infinity of such free-falling particles, filling space, and we rewrite
the Kottler metric (3.1) using the coordinates (T,R) instead of (t, r). It is not necessary, for
that purpose, to integrate explicitely Eq. (3.3). Using only the free-fall four-velocity u, we get
ds2 = −dT 2 + 1
γ2(R)
(
∂r
∂R
∣∣∣∣
T
)2
dR2 + r2(T,R) dΩ2. (3.4)
Furthermore, taking the derivative of Eq. (3.3) with respect to R (with T fixed) leads to
∂r
∂R
∣∣∣∣
T
=
√
γ2(R)−A(r)
[
1√
γ2(R)−A(R) +
1
2
dγ2
dR
∫ r
R
dr¯
[γ2(R)−A(r¯)]3/2
− dT0
dR
]
. (3.5)
The generic “free-fall form” of the Kottler metric therefore depends on two arbitrary functions,
namely γ(R) and T0(R). Note that the above calculations implicitely assume γ(R) ≥ 1, in
other words, all the particles have initially a velocity greater than the escape velocity, so that
– 10 –
6.4 Swiss-cheese models and the Dyer-Roeder approximation 155
their Droste radial coordinate r goes from R to infinity. Nevertheless, the same construction
is also possible for γ(R) ≤ 1, provided one considers two successive phases of the particles’
motion: outgoing first and then ingoing (see Novikov coordinates, at page 826 of Ref. [68]).
Various coordinate systems, which already exist in the litterature, can be recovered from
the above construction by specifying particular functions γ(R), T0(R). For example:
• Lemaˆıtre coordinates [65, 69] with γ = 1, dT0/dR = 1/
√
1−A(R)− 1;
• Robertson coordinates [70] with γ = 1 and T0 = 0;
• Novikov coordinates [68] with γ2(R) = A(R) and T0 = 0. The actual radial coordinate
used by Novikov was, however, R∗ =
√
A(R)/[1−A(R)] instead of R. Note that one
cannot use Eq. (3.5) in this case.
Here, we generalize the Lemaˆıtre coordinate system by choosing γ = cst 6= 1, and
dT0/dR = 1/
√
γ2 −A(R)− 1. We define an inhomogeneous scale factor a˜(T,R) = r(T,R)/R,
and the associated expansion rate H˜(T,R) = (∂a˜/∂T )/a˜. The Kottler metric then reads
ds2 = −dT 2 + a˜2(T,R)
[
H˜2R2
γ2
dR2 +R2dΩ2
]
, (3.6)
the scale factor a˜(T,R) satisfying a Friedmann-like equation
H˜2 =
8piGρ˜0(R)
3
(a0
a˜
)3 − K˜(R)
a˜2
+
Λ
3
, (3.7)
where ρ˜0(R) ≡ M/[4pi(a0R)3/3] is the mean density of the sphere of radius a0R, and
K˜(R) ≡ (1 − γ2)/R2. We conclude that each hypersurface R = cst behaves exactly as a
(layer of a) FL universe, with comoving density ρ˜0(R) and spatial curvature parameter K˜(R).
Moreover, K˜ can indeed be related to spatial curvature, because the Ricci scalar of a T = cst
hypersurface can be shown to be
R(3) =
2(1− γ2)
r2
=
2K˜
a˜2
. (3.8)
3.2 Matching the Friedmann-Lemaˆıtre and Kottler geometries
Free-fall coordinates provide a natural extension of cosmic time and comoving coordinates
inside the Kottler holes of a SC universe. They also allow us to understand more intuitively
the junction between the FL and Kottler spacetimes at the boundary of a hole. Indeed, as
we have seen above, each layer R = cst expands as a FL universe with density ρ˜0(R) and
curvature parameter K˜(R). Hence, if we choose the boundary of a Kottler hole as a sphere of
radius Rh, so that
ρ0 = ρ˜0(Rh) ≡ 3M
4pi(a0Rh)3
, (3.9)
and, additionally, set γ so that K˜(Rh) = K, then such a sphere will have the same expansion
dynamics as the one of the FL cheese. In other words,
∀T a˜(T,Rh) = a(T ), (3.10)
which matches the Kottler and FL geometries on the layer R = Rh.
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For the sake of completeness, let us also check that, under the conditions specified above,
the two Darmois-Israel junction conditions are automatically satisfied. First, the intrinsic
metric of the junction hypersurface (i.e., the hole boundary) is the same whether one computes
it from the inside of from the outside,
ds2in(R = Rh) = −dT 2 + a˜2(T,Rh)R2hdΩ2 (3.11)
= −dT 2 + a2(T )R2hdΩ2 (3.12)
= ds2out(R = Rh). (3.13)
Secondly, the extrinsic curvature of the junction hypersurface R = Rh is identical whether one
computes it from the inside or from the outside. Recall that the extrinsic curvature tensor of
a hypersurface is
Kab ≡ e µa e νb ∇µnν , (3.14)
where n is a normal unit vector, and the ea are three tangent vectors to the hypersurface.
Here, the latter can be trivially chosen as (ea) = (∂T , ∂θ, ∂ϕ). From the FL (outside) point of
view, the unit normal vector reads nµ = aδ
R
µ /
√
1−KR2h, from which one deduces
Koutab dxadxb = a(T )Rh
√
1−KR2h dΩ2. (3.15)
From the Kottler (inside) point of view, normal vector reads nµ = a˜H˜Rhδ
R
µ /γ, from which
one computes
Kinabdxadxb = a˜(T,Rh)Rh
√
1− K˜(Rh)R2h dΩ2. (3.16)
Thus, both tensors (3.15) and (3.16) coincide, provided that K˜(Rh) = K and a˜(T,Rh) = a(T ).
3.3 Orders of magnitude
For a SC model to fit with the general philosophy of the DR approximation, it must aim at
representing the clumpy, small-scale structure of the Universe. In principle, to be consistent
with the typical cross-sectional scale of a light beam associated with astronomical observations,
the holes should represent the local environment of individual stars. However, as already
discussed in Ref. [41], we will not consider such an extreme resolution, but rather stop at
the scale of individual galaxies. This leads us to choose the mass parameter of the Kottler
regions as M ∼Mgal ∼ 1011M, which corresponds, because of the junction condition (3.9),
to a typical hole radius
Rh ∼ 1 Mpc. (3.17)
A crucial assumption, for the above choice to be meaningful and the calculations of this
article to be justifed, is that the clumps at the center of the holes are considered effectively
opaque. In other terms, when studying light propagation through a Swiss cheese in Sec. 4
below, we will impose a lower cutoff, for the photon’s impact parameter in the Kottler regions,
corresponding to the physical size of the central galaxy (see Fig. 2)
b > rgal ∼ 10 kpc. (3.18)
Albeit an instrinsic limitation to the SC approach, such an assumption can be justified
statistically (the cross-section of a galaxy is relatively small) and observationally (a galaxy is
bright enough to hide a supernova behind it). See Refs. [41, 71] for further discussions.
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Summarizing, Kottler holes are characterized by a hierarchy of length scales
rS  rgal  Rh  H−10 . K−1/2,Λ−1/2, (3.19)
essentially controlled by the single dimensionless parameter ε, so that
ε ≡ rS
Rh
∼ (H0Rh)2 ∼ 10−8. (3.20)
The second relation is deduced from the junction condition (3.9) and the Friedmann equa-
tion (2.5). Parameter ε will be ubiquitous in the perturbative expansions of Sec. 4.
Kottler
rgal
b>rgal
Rh
FL
ligh
t ra
y
Figure 2. Hierarchy of length scale and opacity radius in a Kottler hole.
3.4 Backreaction and Swiss-cheese models
By construction, the Einstein-Straus method allows one to introduce inhomogeneities in a FL
universe without changing its expansion law. This implies, in particular, that the physical
distance between the point masses at the center of two neighbouring holes increases according
the Hubble law. In this sense, SC models can be considered backreaction free. In principle,
this reasoning should also remain valid for other classes of SC models, a notable representative
of which is the LTB SC model, whose holes are filled with an inhomogeneous, non-static, and
spherically symmetric dust fluid. While such models differ from the Einstein-Straus one by
the choice of the interior metric, the general philosophy is still the same: pick a comoving ball
within a FL universe, and reorganize the matter inside it. Again, by construction, this does
not change the exterior expansion law (i.e., the expansion law of the FL regions of the SC).
Nevertheless, it might be naive to directly conclude that SC models are backreaction free.
Indeed, the spatially averaged expansion rate of, e.g., a LTB SC model, can differ from the
exterior one [59, 72, 73]. Thus, in this sense, SC models are in general not backreaction free.
We emphasize that this interpretation tacitely considers the averaged expansion rate as the
relevant physical quantity to decribe the dynamics of the Universe, which is a highly non-trivial,
and widely debated assumption. Notable contributions to this debate [55, 73–75] concluded
that, in a fluid-filled and shell-crossing-free universe, the spatially averaged expansion rate
really governs the angular distance-redshift relation, and therefore has a powerful physical
and observational meaning. However, there is a priori not reason why this result should hold
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for a more realistic description of the Universe, with shell crossings, formation of virialized
structures decoupled from the expansion, etc.
In particular, the class of Swiss-cheese models that we study in the present article,
where holes are composed of vaccum and structures in equilibrium, seems precisely to be
a counterexample. Indeed, in vacuum there is no unique and natural way to define a 3+1
foliation, and a fortiori a spatially averaged expansion rate. Hence such a notion automatically
loses its relevance and its observational meaning—in particular, it cannot drive the distance-
redshift relation—when Kottler holes are present. The very meaning of backreaction also
becomes unclear, since it usually refers to the influence of inhomogeneities on the average
expansion rate. Here, we choose to avoid this issue and identify the expansion rate of our
SC model to the one of its FL regions, because it is the only unambiguous choice that we
can make. Thus, from this naive point of view and according to the discussion of the first
paragraph above, the model is backreaction free.
4 Geometric optics in Swiss-cheese models
Swiss-cheese models have been used since the late 60s [19–21, 41] to investigate the impact of
a clumpy distribution of matter on light propagation, and its consequences on cosmological
observables. More recently, they were revisited by replacing Kottler holes by LTB holes, in
order to model the large-scale structure of the Universe (voids and walls) rather than its
small-scale clumpiness. See Refs. [22–30] for detailed studies about their optical properties.
In this section, we prove analytically that the DR approximation captures the essential
physics of light propagation in SC models with Kottler holes, provided the conditions described
in Sec. 3.3 are fulfilled.
4.1 Relation between affine parameter and redshift
The presence of Kottler holes, in a SC universe, modifies the z(v) relation. In this subsection,
we show that such a correction is of order Nε, where N is the number of holes crossed by the
light beam, and ε the small parameter defined in Sec. 3.3.
Let us start by investigating the effect of a single hole. Consider a source and an
observer comoving with the boundary of the hole (both have a four-velocity u = ∂T ); denote
respectively “in” and “out” the emission and the reception events. The redshift of a photon
which has travelled through the hole is
(1 + z)in→out ≡ νin
νout
=
(uµk
µ)in
(uµkµ)out
=
kTin
kTout
. (4.1)
Without any loss of generality, we assume that the photon travels in the plane θ = pi/2. The
symmetries (Killing vectors) of the Kottler geometry imply the existence of two conserved
quantities: the “energy”E and the “orbital momentum” L of the photon, so that, in terms of
Droste coordinates,
A(r)kt = E, r2kϕ = L. (4.2)
Besides, the coordinate transformation (t, r) 7→ (T,R) implies
kT = γ kt −
√
γ2 −A
A
kr =
γ ±√γ2 −A
√
1−A
(
b
r
)2 E
A
, (4.3)
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where b ≡ L/E is the impact parameter, and ± ≡ sign(kr) depends on whether the photon is
approaching (−) or receding (+) from the center of the hole. In Eq. (4.3), we have used the
constants of motion, and the fact that k is null-like. The redshift is therefore
(1 + z)in→out =
Aout
Ain
1 +
√
1−Ain/γ2
√
1−Ain (b/rin)2
1−√1−Aout/γ2√1−Aout (b/rout)2 , (4.4)
where Ain ≡ A(rin) = A(ainRh), and the same for Aout. This relation is exact. Using the
equations which rule the dynamics of the photon and of the hole boundary, it is possible to
show that the right-hand side of Eq. (4.4) is essentially the cosmological redshift aout/ain,
modulo corrections of order ε (see Appendix A for a proof),
(1 + z)in→out =
aout
ain
[1 +O(ε)] . (4.5)
The corrections hidden in the O(ε) term contain both the effect of light deflection in the
Kottler hole, and the integrated Sachs-Wolfe (or Rees-Sciama) effect.
If, during its travel through the SC, the photon crosses N holes, then the total redshift is
(1 + z)s→o =
ao
as
N∏
i=1
[1 +O(ε)] = a(To)
a(Ts)
[1 +O(Nε)] . (4.6)
Equation (4.6) indicates that if a photon is emitted at cosmic time Ts and observed at To,
then the redshift zSC measured in a SC universe is zFL +O(Nε), where zFL is the redshift that
would be measured in a FL universe. Interestingly, this also implies that the corresponding
affine parameters read vSC = [1 +O(Nε)]vFL. Let us justify this subtle point. By definition,
the T (v) relation is governed by
dT
dv
= kT = ω = ωo(1 + z), (4.7)
thus, because of Eq. (4.6),
dvSC
dT
= [1 +O(Nε)]dvFL
dT
whence vSC = [1 +O(Nε)]vFL. (4.8)
We conclude that the affine parameter-redshift relation of a SC only differs by terms of order
Nε from the FL one. This corresponds to the hypothesis DR1 of the DR approximation. A
numerical illustration, performed by ray tracing in a SC model, is proposed in Sec. 5.
We emphasize that, in the above proof, both the source and the observer were assumed to
be comoving within FL regions. Hence, two effects which affect the z(v) relation were neglected.
First, a source and an observer lying inside Kottler holes would in general undergo a different
gravitational potential, depending on their distance to the hole center. The actual redshift must
therefore be corrected by a factor A(ro)/A(rs), which is at most ∼ 1 + rS/rgal = 1 +O(100ε).
This effect is therefore subdominant when many holes are crossed (N > 100). The second
neglected effect is the one of peculiar velocities (Doppler shift), and is potentially much more
significant. Note that it would not only affect the redshift, but also the angular/luminosity
distance [15, 76–78].
For a more general point of view, as already mentioned in Sec. 2.3, we suspect that the
deep underlying reason why, here, there is no strong modification of the v(z) relation, is the
absence of backreaction in SC models. Proving this intuition may however require a dedicated
study, whose starting point can be elements proposed in Refs. [37, 55].
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4.2 Ricci and Weyl focusing in holes
The focusing properties of a Kottler hole are ruled by its optical tidal matrix RK. In order
to compute it, we first need to specify a Sachs basis. The reference observers’ family is
chosen as “generalized comoving observers”, that is, observers with constant Lemaˆıtre radial
coordinate R. As already seen in Sec. 3, such observers have the four-velocity u = ∂T defined
by Eq. (3.2). The screen vectors s1, s2 form an orthonormal basis of the plane orthogonal to
both u and k. As before, we can, without loss of generality, assume that the light’s trajectory
occurs in the equatorial plane θ = pi/2, so that a first screen vector can be trivially chosen as
s1 ≡ ∂z = −1
r
∂θ. (4.9)
It is straightforward to check that s1 fulfills the transport condition (1.8). The second screen
vector, s2, can then be obtained from the orthogonality and normalization constraints defining
the Sachs basis, but it turns out that its explicit expression is not required here.
We now compute the optical tidal matrix RK. It is convenient, here, to use the Ricci-
Weyl decomposition (1.12). Indeed, since the Kottler geometry describes vacuum, the only
contribution to its Ricci tensor is the cosmological constant, Rµν ∝ Λgµν , so that
Φ00 ≡ −1
2
Rµνk
µkν = 0 (4.10)
Thus, there is no source of convergence in a Kottler hole, andRK is trace free. The calculation
of the source of shear Ψ0 is detailed in Appendix B, and the result leads to
RK =
(−Ψ0 0
0 Ψ0
)
, with Ψ0 =
3
2
(
L
r2S
)2 (rS
r
)5
. (4.11)
As one could expect, the effect of the central mass is to vertically squeeze and horizontally
stretch the light beam via tidal forces. The effect is stronger as M increases, and as b decreases.
Besides, it is remarkable that the cosmological constant Λ, though having an impact on light
deflection, does not focus light. From an observational point of view, it means that for a given
value of the affine parameter v, the position on the sky of a light source can be affected by Λ,
but not its magnitude.
The Sachs equation ξ¨ = RKξ can be solved perturbatively [41] in order to get the
expression of the Wronski matrix WK. However, at the order of interest for the discussion of
this article, the result is simply
WK(out← in) =
(
12 (vout − vin)12
02 12
)
+O(ε). (4.12)
In other words, light behaves in the Kottler geometry as in Minkowski spacetime, modulo
small tidal terms contained in the O(ε) term, that we neglect here. Note that neglecting tidal
effects, i.e., the source of shear, in the Kottler holes, corresponds to hypothesis DR2 of the
DR approximation.
4.3 Effective Ricci focusing in a Swiss cheese
As already mentioned in Sec. 1.3, the Wronski matrix is a particularly convenient tool
for dealing with a patchwork of spacetimes, such as a SC model, thanks to its “Chasles
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relation” (1.17). Indeed, consider a light beam which travels, in a SC universe, from a
source, s, to an observer, o, both located in FL regions. If this beam crosses N Kottler holes,
then the Wronski matrix describing its evolution can be decomposed as
WSC(o← s) =WFL(o← outN ) . . .WFL(inn+1 ← outn)WK(outn ← inn)︸ ︷︷ ︸
WSC(inn+1←inn)≡W(n)SC
. . .WFL(in1 ← s)
(4.13)
where inn, outn respectively denote the entrance and exit of the nth hole (see Fig. 3).
Kottler
FL
s
o
in
out3
3
Figure 3. A light beam travels, through the Swiss-cheese universe, from a source s to an observer o.
The entrance and exit event for the nth Kottler hole are respectively denoted inn and outn.
The matrices Wn ≡WSC(inn+1 ← inn) represent the elementary bricks of the complete
evolution. As we will see below, they merge the FL and Kottler optical properties into an
effective behavior, which coincides with the one proposed by the Dyer-Roeder approximation.
First consider the FL part. Since the path between the holes n and n+ 1 is small compared
to the cosmological scale H−1, one can expand the exact results (2.10), (2.11), (2.12), and
(2.13) to obtain
WFL(inn+1 ← outn) =
 12 [v(n+1)in − v(n)out]12
−4piGρnω2n
[
v
(n+1)
in − v(n)out
]
12 12
+O [(H∆T )2] ,
(4.14)
where ∆T ≡ T (n+1)in − T (n)out . The matrix product between Eqs. (4.12) and (4.14) then yields
W(n)SC = 14 +
 02 [v(n+1)in − v(n)in ]12
−4piGρnω2n
[
v
(n+1)
in − v(n)out
]
12 02
+O [ε, (H∆T )2] (4.15)
= 14 +
(
02 12
αnRFL(vn) 02
)[
v
(n+1)
in − v(n)in
]
+O
[
ε, (H∆T )2
]
, (4.16)
where we have recognized the FL optical tidal matrix RFL, given in Eq. (2.9), while
αn ≡ v
(n+1)
in − v(n)out
v
(n+1)
in − v(n)in
(4.17)
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represents the portion of the path (inn → inn+1) that light spent in the FL region. Interpolating
the sequence (αn) allows one to define a function α(v), which, in principle, depends on the
path of light through the Swiss cheese. Note that the way we deal with the expansion (4.16)
is licit; it is indeed reasonable to consider that the separation between successive holes has the
same order of magnitude as the radius of a hole, thus (H∆T )2 ∼ (HRh)2 ∼ ε (see Sec. 3.3).
We now show that αRFL plays the role of an effective optical tidal matrix. First note
that Eq. (4.16) can be seen as a first-order Taylor expansion of WSC(v), so that, at leading
order in the small parameters of the problem,(
02 12
α(v)RFL(v) 02
)
= lim
v′→v
∂WSC
∂v
(v ← v′) ≡ ∂WSC
∂v
(v ← v), (4.18)
Besides, taking the derivative of the “Chasles relation” (1.17) with respect to v3, and evaluating
the result for v2 = v3, yields
∂WSC
∂v3
(v3 ← v1) = ∂WSC
∂v3
(v3 ← v3)WSC(v3 ← v1) (4.19)
(4.18)
=
(
02 12
α(v3)RFL(v3) 02
)
WSC(v3 ← v1). (4.20)
Therefore, comparing the above relation with Eq. (1.18) shows that αRFL is the effective
optical tidal matrix RSC(v) for the Swiss cheese. In particular, the Jacobi matrix equation
inherited from Eq. (4.20) is
D¨SC = αRFLDSC. (4.21)
This is exactly the hypothesis DR3 of the Dyer-Roeder approximation. It also provides a
precise definition of the smoothness parameter α in the context of SC models, namely, the
fraction of light path spent in the FL regions.
5 Numerical results
This last section aims at illustrating the results of the previous one, using numerical ray
tracing in a SC universe.
5.1 Details of the numerical model and ray-tracing technique
We consider SC models with a random distribution of Kottler holes. As mentioned in Sec. 3.3,
each hole is supposed to model the local environment of a galaxy, the central mass being the
galaxy itself. Since we do not want all galaxies to have the same mass, we use, in our model,
the (stellar) mass function proposed in Ref. [79], to which we add artificially a factor 10 to
take dark matter into account. The result is
p(M)dM =
1
N
(
M
10M∗
)α
exp
(
− M
10M∗
)
dM, (5.1)
with α = −1.16, M∗ = 7.5× 1010 h−2M. This expression is considered valid in the interval
Mmin < M < Mmax, with [79] Mmin = 10
8.5M, Mmax = 1013M, and set to zero elsewhere.
Thus, the normalization factor N is
N =
∫ Mmax
Mmin
(
M
10M∗
)α
exp
(
− M
10M∗
)
dM. (5.2)
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Regarding ray tracing, the random character of the spatial distribution of holes is
modelled using a simple technique where each ray “creates its own universe”. This method
was first proposed by Ref. [80], and it has already been used in many studies involving SC
models, see, e.g., Refs. [24, 29, 30, 81]. It consists in putting holes on the light’s trajectory,
with random (comoving areal4) impact parameter B, random impact angle θ, and with a
random comoving length ∆χFL between the exit of the nth hole and the entrance of the
(n+ 1)th one. The situation is depicted in Fig. 4.
FL∆χ
FL∆χ
θ
θ
θ
B
B B
Figure 4. Ray tracing in a random SC universe. For each hole, the impact angle θ, the impact
parameter B, and the separation ∆χFL until the next hole, are random numbers.
We consider that all the impacts positions, within the authorized cross section of a given
hole, are equiprobable. Thus, the random impact angle θ is uniformly distributed; and the
probability density function (PDF) of the impact parameter B reads
p(B) dB =
2B dB
R2h −R2gal
, Rgal < B < Rh, (5.3)
where Rh is the comoving areal radius of the hole—related to its central mass via Eq. (3.9)—
and Rgal is the opacity radius mentioned in Sec. 3.3. We choose to link it to the mass M of
the galaxy via a constant density ρgal = 5× 106M kpc−3, so that
Rgal(M) ≡
(
3M
4piρgal
)1/3
=
(
ρ0
ρgal
)1/3
Rh(M). (5.4)
As a last simplifying assumption, the FL separation ∆χFL between two successive holes
is also chosen to be uniformly distributed5 between 0 and max(∆χFL) = 2 〈∆χFL〉. We
parametrize the mean value with an effective constant smoothness parameter α¯, so that
〈∆χFL〉 = α¯
1− α¯ 〈∆χK〉 , (5.5)
4The usual impact parameter b = L/E is defined with respect to the Droste coordinate system. Its comoving
counterparts are β = b/ain and B = fK(β). Note that, in practice, B ≈ β since
√|K|β ∼ bH0  1.
5Note that this does not correspond to a Swiss-cheese model with randomly distributed, non-overlapping,
holes. Strictly speaking, in the latter situation, there would be a correlation between the impact parameter B
and ∆χFL, because, e.g., ∆χFL = 0 is only possible between two holes with the same impact parameter. We
do not take this correlation into account for simplicity.
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where 〈∆χK〉 is the comoving distance spent inside a Kottler hole. The calculation of this
quantity is given in Appendix C, and the result is
〈∆χK〉 ≈ 4
3
(
3
4piρ0
)1/3 ∫ Mmax
Mmin
p(M)M1/3 dM. (5.6)
In practice, the author wrote a Mathematica program to perform ray tracing in the
conditions decribed previously. Calculations start at the observation event and go backward
in time. The code consists in iterating the following steps. (i) Pick a FL comoving distance
∆χFL,n and propagate the beam across it; (ii) pick a mass Mn, an impact parameter Bn, and
an impact angle θn defining light propagation through the nth Kottler hole; (iii) compute the
redshift and Wronski matrix across this hole. We stress that, for those numerical calculations,
we did not use the lowest-order expression (4.12) for the Wronski matrix WK, but rather the
one of Ref. [41], which takes into account tidal effects at order one.
5.2 Relation between affine parameter and redshift
In this paragraph, we illustrate the results of Sec. 4.1, regarding the affine parameter-redshift
relation. Figure 5 shows the relative difference, for the v(z) relation, between a FL model and
three different SC models, from very clumpy (α¯ = 0) to very smooth (α¯ = 0.9). All the models
are characterized by the cosmological parameters obtained by the Planck experiment [3],
namely Ωm0 = 0.315, ΩΛ0 = 0.685. For each SC model, 500 observations are simulated within
the range 0 < z < 1.5, according to the method presented in Sec. 5.1.
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
0
1
2
3
4
redshift z
v
FL
-
v
SC
v
SC
´
10
6
Α = 0.9
Α = 0.5
Α = 0
Figure 5. Relative difference between the affine parameter-redshift relation |vFL(z)| of a FL model
and of a SC model |vSC(z)|, with different values for the mean smoothness parameter α¯. From top to
bottom, α¯ = 0 (blue), α¯ = 0.5 (magenta), and α¯ = 0.9 (yellow). Absolute values are used in order to
avoid any conventional discussions about whether v increases or decreases towards the past.
Even for a model entirely filled by Kottler holes (α¯ = 0), we see that the relative
correction to the v(z) relation is very small, less than 10−5. This order of magnitude is
compatible with the results of Sec. 4.1.
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5.3 Relation between distance and redshift
In this paragraph, we illustrate the results of Sec. 4.3, regarding effective Ricci focusing in
a SC model, and its comparison with the DR approximation. Figure 6 shows the relative
correction to the DA(z) relation, for three different SC and DR models, with respect to the
corresponding FL models. As before, the cosmological parameters are Planck’s best-fit ones,
and for each SC model, 500 observations are simulated within the range 0 < z < 1.5.
Α = 0.9
Α = 0.5
Α = 0
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
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redshift z
D
A
-
D
A
FL
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H%
L
Figure 6. Correction, with respect to FL, of the angular distance-redshift relation DA(z) of several
models. Dots are simulated observations in SC models with three different mean smoothness parameters
α¯. From top to bottom, α¯ = 0 (blue), α¯ = 0.5 (magenta), and α¯ = 0.9 (yellow). Solid lines indicate
the corresponding DR relations DDRA (z) with constant smoothness parameter α = α¯.
First note that the difference between DSCA and D
FL
A is of the percent order, and reaches
more than 12% at z = 1.5 for a very clumpy SC model (the cosmological implications of this
difference are discussed in Refs. [8, 41]). It confirms that, in SC models, the correction to the
v(z) relation (Fig. 5) is negligible compared to the DA(v) one.
In Fig. 6, the good agreement between dots and solid lines numerically confirms the
main point of this article, namely, that the Dyer-Roeder approximation provides a good
effective description of light propagation in SC models. However, this agreement is not perfect,
especially for α¯ = 0, where the mean behavior of DSCA (z) is slightly overestimated by D
DR
A (z),
with some rare events in strong disagreement. As we shall see in the next subsection, this is
due to the neglected Weyl lensing effects, i.e., departures from hypothesis DR2.
5.4 Lensing beyond the Dyer-Roeder approximation
This last subsection is dedicated to some lensing effects which are present in a SC model, but
not taken into account by the DR approximation. In order to compare the focusing properties
of a given spacetime with those of FL model, it is convenient to introduce the amplification
(or magnification) matrix
A ≡ D ·D−1FL =
D
ωoDFLA
. (5.7)
This matrix describes the geometrical transformations of an image (magnification, deformation,
rotation) which add to the global FL focusing effect. For instance, the relative magnification µ,
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defined as the ratio between observed angular size of an object, and the one that would be
observed in a FL universe, is related to A via6
µ ≡ dΩ
2
o
dΩ2o,FL
=
(
DFLA
DA
)2
=
1
detA . (5.8)
In general, as any 2 × 2 matrix, A can be decomposed as the product between an SO(2)
matrix, encoding the image rotation; and a symmetric matrix, encoding its distortion:
A =
(
cosψ sinψ
− sinψ cosψ
)(
1− κ− γ1 −γ2
−γ2 1− κ+ γ1
)
, (5.9)
where
ψ = arctan
(A12 −A21
A11 +A22
)
(5.10)
is the rotation angle, κ is the convergence, and γ = γ1 + iγ2 the shear, of the image. It is
straighforward to check that the magnification is related to those quantities according to
µ =
1
(1− κ)2 − |γ|2 . (5.11)
In the DR approximation, shear and rotation are neglected. But since we are able to
compute them numerically for SC models, it is interesting to see how they can induce a
departure from the DR behavior. Figure 7 shows, as examples, the PDFs of the optical
quantities, generated by simulating 104 observations at redshift z = 1 in three different SC
models with α¯ = 0, 0.5, 0.9. The values predicted by the DR approximation, with α = α¯, are
indicated for comparison. The evolution of the first two moments of the PDFs (mean and
standard deviation) with the mean smoothness parameter α¯ of the SC model are depicted
in Fig. 8. In this figure, the mean magnification 〈µ〉 and convergence 〈κ〉 are also compared
with the DR values.
We see that the DR approximation predicts a value for the convergence in excellent
agreement with the mean convergence 〈κ〉 in SC models, but slightly underestimates the
mean magnification 〈µ〉, as already suspected in Fig. 6. The difference increases as the mean
smoothness parameter α¯ decreases, and reaches 〈µ〉 − µDR = 0.4% for α¯ = 0. More precisely,
we see from the top panel of Fig. 7 that µDR gives essentially the most probable magnification,
which is different from the mean magnification because the PDF is clearly skewed. Besides,
since the PDF of the convergence seems much more symmetric, such a skewness can only
come from the shear. Thus, we conclude that, in SC models, departures from the DR behavior
are due to neglecting Weyl lensing, i.e. hypothesis DR2.
However, such departures remain small, since in the worst case 〈µ〉 − µDR = 0.4%, while
〈µ〉 − µFL = 〈µ〉 − 1 = −12%. This could be surprising, because the shear is not intrinscally
negligible compared to the convergence, we indeed see from Fig. 8 that 〈κ〉 ∼ 〈|γ|〉 ∼ %. The
difference between those optical quantities is that, fortunately, the magnification µ involves
κ at order one, but γ only at order two [see Eq. (5.11)]. This justifies a posteriori the
expression (4.12) of WK, used in the proof of Sec. 4.3, where we completely dropped the Weyl
focusing effects. Such an approximation would not have been consistent if we were interested
in anything else than the angular distance, i.e. the determinant of the Jacobi matrix.
6Note by the way that the usual names “amplification” or “magnification” matrix for A are particularly
misleading, and would be much more adapted to A−1.
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Figure 7. Probability density functions (PDFs) of the magnification µ (top panel), convergence κ
(middle panel), shear |γ| (bottom-left panel), and rotation angle ψ (bottom-right panel), in three
different SC models with respective mean smoothness parameter α¯ = 0 (blue), α¯ = 0.5 (magenta), and
α¯ = 0.9 (yellow). The magnification and convergence predicted by the DR approximation are also
indicated, for comparison, by vertical dashed lines.
Conclusion
In this article, we analysed the suspected correspondence between light propagation in Einstein-
Straus Swiss-cheese (SC) models and the Dyer-Roeder (DR) approximation. Invoking both
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Figure 8. First two moments—mean (left column) and standard deviation (right column)—of the
PDFs of, from top to bottom, the magnification µ, convergence κ, shear |γ|, and rotation angle ψ, in
SC models, as a function of their mean smoothness parameter α¯. The magnifications and convergences
obtained from the DR approach are indicated by dashed lines, for comparison.
– 24 –
6.4 Swiss-cheese models and the Dyer-Roeder approximation 169
analytical proofs and numerical illustrations, we proved that such an approximation is indeed
excellent for predicting the distance-redshift relation of SC models, provided that (1) the
matter clumps at the center of SC holes are effectively opaque, and (2) reasonable orders of
magnitude are taken for the mass and compacity of the clumps.
Rather than just checking the good agreement between the results of both approaches,
our main purpose was to understand why the various hypotheses of the DR approximation
are satisfied in SC models. It appeared that:
• The affine parameter-redshift relation v(z) is essentially the same in SC and FL models
because the deflection and ISW effects are negligible. Independently of such effects, we
also suspect that the absence of backreaction in our SC model (the holes do not affect
the expansion law of the FL regions) is the deep reason why the FL v(z) relation holds.
• In SC models, Weyl lensing (source of shear and rotation) and Ricci lensing (source
of convergence) are intrinsically comparable. However, compared to the latter, the
former have a negligible impact on the angular distance-affine parameter relation DA(v),
because shear only appears at order two in the expression of the magnification.
• The way the DR approximation deals with Ricci lensing, i.e., making heuristically the
replacement ρ→ αρ in the Sachs equation, works in SC models because (i) the clumps
inside the holes are considered opaque; and (ii) FL regions and Kottler regions alternate
many times over cosmological scales. This, indeed, allows the SC Wronski matrix to get
an effective behavior which fits the DR one.
In the case of extremely clumpy SC models (entirely filled by Kottler holes), small
departures from the DR predictions are observed, regarding the mean magnification. We saw
that they were due to the effect of the neglected Weyl lensing. However, such departures
remain small, since at worst 〈µ〉 − µDR = 0.4%, to be compared with 〈µ〉 − µFL = −12%.
Moreover, the PDF of the magnification in SC models being skewed, the most probable
magnification is smaller than the mean one, and thus in even better agreement with µDR. We
conclude that, regarding the distance redshift relation, one can safely consider the DR and
SC approaches as equivalent.
The question of whether those approaches are relevant alternatives to the standard
interpretation cosmological data is beyond the scope of this article. It regroups at least two
crucial issues of modern cosmology. The first one is the amplitude of backreaction, neglected
in both the DR and SC approaches. The second one concerns the actual clumpiness of our
Universe, which is closely related to the problem of structure formation, and even to the
question of the nature of dark matter.
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A Redshift through a Kottler hole
Let us show that the redshift of a photon crossing a Kottler hole is essentially aout/ain,
(1 + z)in→out =
aout
ain
× Aout
Ain
rin +
√
1−Ain/γ2
√
r2in − b2Ain
rout −
√
1−Aout/γ2
√
r2out − b2Aout︸ ︷︷ ︸
1+O(ε)
, (A.1)
where ε ≡ rS/Rh. To do so, we must use both the dynamics of the photon rp(t) and of the
hole boundary rh(t), in terms of Droste coordinates:
drp
dt
= ±A(rp)
√
1−A(rp)
(
b
rp
)2
, (A.2)
drh
dt
= A(rh)
√
1− A(rh)
γ2
, (A.3)
where the ± sign depends on whether the photon is approaching (−) or receding (+) from
the hole center. The order of magnitude of the time spent by the photon inside a hole is
the radius of the latter, ∆t ∼ rh. From Eq. (A.3), we deduce that, during this amount of
time, the hole radius increases by δrh/rh ∼
√
ε. The corresponding variation of A(rh) is then
Aout/Ain − 1 ∼ ε3/2. Hence, since we aim at studying the expression of (1 + z)in→out up to
order one in ε, we can already neglect the ratio Aout/Ain which appears in Eq. (A.1).
Let tm be the instant when the coordinate distance between the photon and the center of
the hole is minimal, rp(tm) = rm. Taylor-expanding the function rh(t) from tin to tm leads to
rh(tm) = rin + (tm − tin)Ain
√
1− Ain
γ2
+ rinO(ε), (A.4)
where we replaced (drh/dt)in by its expression (A.3). Besides, from Eq. (A.2), we get
tm − tin =
∫ rin
rm
dr
A
√
1− (b/r)2A =
√
r2in − b2Ain
Ain
+
∫ rin
rm
r2 − b2A/2√
r2 − b2A
A′dr
2A2︸ ︷︷ ︸
δin
, (A.5)
where the second equality is an integration by parts. A rough analysis shows that δin =
(r3in/b
2)O(ε), that is, using the orders of magnitude of Sec. 3.3, δin = rinO(ε1/2). Hence, we
conclude that Eq. (A.4) can be rewritten as
rh(tm) = rin +
√
r2in − b2Ain
√
1− Ain
γ2
+ rinO(ε). (A.6)
The same calculations, but starting from an expansion of rh(t) from tin to tm, give
rh(tm) = rout −
√
r2out − b2Aout
√
1− Aout
γ2
+ routO(ε), (A.7)
so that, finally,
rin +
√
1−Ain/γ2
√
r2in − b2Ain
rout −
√
1−Aout/γ2
√
r2out − b2Aout
=
rh(tm) + rinO(ε)
rh(tm) + routO(ε) = 1 +O(ε). (A.8)
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B Source of shear in Kottler geometry
We compute the Weyl part (source of shear) of the optical tidal matrix RK for the Kottler
geometry, using the regular Droste coordinates (t, r, θ, ϕ). The non-zero components of the
Riemann tensor are
Rtrtr =
A′
2
, Rtθtθ =
rA′A
2
, Rtϕtϕ = sin
2 θRtθtθ, (B.1)
Rrθrθ = −rA
′
2A
, Rrϕrϕ = sin
2 θRrθrθ, Rθϕθϕ = r
2(1−A) sin2 θ. (B.2)
Without loss of generality, we assume that the axes have been chosen so that the light path
lies in the plane θ = pi/2, which implies kθ = 0. The four-velocity of the reference observers is
given by Eq. (3.2), in particular uθ = 0.
RK11 = Rµναβsµ1kνkαsβ1 (B.3)
= −r−2Rµθνθkµkν (B.4)
= −r−2
[
rA′A
2
(kt)2 − rA
′
2A
(kr)2 + r2(1−A)(kϕ)2
]
. (B.5)
but
rA′A
2
(kt)2 − rA
′
2A
(kr)2 = −rA
′
2
[
gtt(k
t)2 + grr(k
r)2
]
=
rA′
2
gϕϕ(k
ϕ)2 =
r3A′
2
(kϕ)2 (B.6)
therefore,
RK11 =
[
−rA
′
2
− (1−A)
]
(kϕ)2 = −3rS
2
L2
r5
. (B.7)
Since the Ricci-focusing term is zero, the optical tidal matrix is trace-free, so that RK11 = −RK22.
Besides, the off-diagonal terms RK12 = RK21 are zero, indeed
RK12 ∝ Rθναβkνkαsβ2 , (B.8)
and the vectors k, s2 have no components along ∂θ (so that ν, α, β 6= θ), while all the
components of the Riemann tensor involving a single index θ vanish.
C Mean Kottler path
Let us compute the mean comoving distance 〈∆χK〉 spent inside a Kottler hole. First note
that, as already mentioned in Footnote 4, since the size of the holes is small compared to
cosmological scales, we can reasonably consider
∆χK ≈ fK(∆χK). (C.1)
Moreover, if a hole is crossed with (comoving areal) impact parameter B, and neglecting light
deflection, we have
fK(∆χK) ≈ 2
√
R2h −B2, (C.2)
thus
〈∆χK〉 ≈ 2
〈√
R2h −B2
〉
= 2
∫ Rmax
Rmin
dRh p(Rh)
∫ Rh
Rgal
dB p(B)
√
R2h −B2, (C.3)
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where Rmin ≡ Rh(Mmin) = (3Mmin/4piρ0)1/3, idem for Rmax. The integral over B is easily
calculated, and we finally obtain
〈∆χK〉 ≈ 4
3
∫ Rmax
Rmin
dRh p(Rh)
√
R2h −R2gal (C.4)
=
4
3
∫ Mmax
Mmin
dMp(M)
√
R2h(M)−R2gal(M) (C.5)
=
4
3
(
3
4piρ0
)1/3√
1−
(
ρ0
ρgal
)2/3 ∫ Mmax
Mmin
dM p(M)M1/3 (C.6)
≈ 4
3
(
3
4piρ0
)1/3 ∫ Mmax
Mmin
dM p(M)M1/3. (C.7)
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Stochastic cosmological lensing
Although Swiss-cheese models seem to capture some essential features of the small-scale inhomogeneity of the Universe, they remain toy models which suffer from
a number of intrinsic limitations. First, they are unable to model at the same time
small-scale and large-scale inhomogeneities, such as a cluster or a filament, with their
substructure. One has to choose between a large-scale description—using for instance
LTB or Szekeres holes—or a small-scale description—using Schwarzschild holes—where
clumps are then homogeneously distributed, the junction conditions preventing from
any over- or underdensity (a larger hole implies a more massive clump inside). Second,
even though the distance-redshift relation in a SC model is well approximated by the
Kantowski-Dyer-Roeder approximation, the latter only characterizes its mean behaviour,
so it tells us nothing about the dispersion, or any higher-order moment of the statistics of
gravitational lensing. Determining such statistical quantities in a SC model requires to
perform computationally expensive and time-consuming ray-tracing simulations.
Yet extracting this information could be very useful for constraining the cosmological
parameters from SN lensing, as emphasized by Marra, Quartin, and Amendola [263–265].
Those works exploited an efficient weak-lensing code by Kainulainen & Marra [266–268],
where inhomogeneities such as dark matter halos of filaments are randomly placed on
the line of sight, according to a statistic dictated by the cosmological parameters. This
chapter presents a complementary approach, which (i) focuses on smaller scales; (ii) is
purely analytical; and (iii) does not rely on the weak-lensing approximation. It consists of
an article written in collaboration with Julien Larena and Jean-Philippe Uzan. Our goal
was to design an efficient framework for investigating small-scale lensing, which would be
at the same time more practical and flexible than model-based approaches. In particular,
it is aimed at eventually being combined with large-scale cosmic lensing.
Small-scale structures are expected to manifest in the lensing equations as a very
rapidly fluctuating contribution to the source terms R,W . This is reminiscent of the
problem of Brownian motion, e.g., for a dust particle suspended in water due to the myriad
of collisions with the molecules forming the liquid. This phenomenon cannot be explained
by relying on a purely fluid description of water; one usually adopts a semi-microscopic
approach in which collisions are encoded in a stochastic force, mathematically modelled
by a white noise. We here apply the same idea to lensing, splitting its sources into an
average, slowly varying contribution and a stochastic contribution as
R = 〈R〉+ δR, (7.1)
W = 〈W 〉+ δW , (7.2)
where the 〈X〉 terms stand for the lensing sources due to the mean universe and the large-
scale structure, while the δX terms encode the effect of small scales. The present chapter
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only deals with the latter, i.e. to the diffusive behaviour of lensing, its combination with
the large-scale behaviour being left for future studies. Summarising the results obtained
so far, we derived the Fokker-Planck-Kolmogorov equations governing the evolution of
the probability density functions of the lensing observables, and used them to deduce
general results on the mean and standard deviation of the angular distance. We then
tested the validity of our formalism by applying it to Swiss-cheese models. This allowed
us in particular to derive a post-Kantowski-Dyer-Roeder approximation, which turns out
to be in excellent agreement with ray-tracing simulations. Regarding the dispersion of
the angular distance, however, there can appear discrepancies between the predictions of
our stochastic lensing formalism and the output of ray tracing. We found out that those
discrepancies stemmed from the non-Gaussianity of the lensing sources, which therefore
seem to constitute the main limitation of the present approach. Despite this weakness,
the stochastic lensing framework opens a new window towards a precise and consistent
treatment of very small scales.
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1 Introduction
The understanding of light propagation in the Universe, in particular through the relation
between distances and redshifts, is central for the interpretation of almost all cosmological
observations. The standard approach consists in assuming that light propagates through a
strictly homogeneous and isotropic Friedmann-Lemaˆıtre (FL) spacetime [1], assumed to be a
good model on cosmological scales.1 Such a crude—but surprisingly efficient—approximation
can be refined by taking into account: (i) the actual non-comobility of both the light sources
and the observer; (ii) the gravitational lensing caused by the large-scale structure. This more
realistic description generally relies on the cosmological perturbation theory [5–7]. At first
order, it essentially introduces a dispersion of the distance-redshift relation with respect to the
background FL prediction [8–12], which can be partially corrected if a lensing map is known.
There was recently an interesting debate on the bias potentially introduced by second-order
corrections: based on the calculations of Refs. [13, 14] (see also Refs. [15–17] for earlier
results), Ref. [18] suggested that second-order lensing could significantly affect the standard
interpretation of the cosmic microwave background (CMB) observations. Nevertheless, this
statement turned out to be inaccurate, due to confusions between several averaging schemes
for the observable quantities at stake [19–22].
This problem of determining the effect of inhomogeneities on light propagation can
also been tackled in a nonperturbative way, e.g. by relying on toy models. The most
common examples are Swiss-cheese models [23, 24], where inhomogeneities are introduced
within a background FL spacetime by inserting spherical patches of another exact solution of
Einstein’s equation. Recent analyses generally exploit the Lemaˆıtre-Tolman-Bondi (LTB) [25–
39] or Szekeres [40–43] geometries as interior solutions, which aim at describing large-scale
inhomogeneities such as superclusters or cosmic voids (see also Refs. [44, 45]). Observations
have also been connected to the cosmic coarse-graining and backreaction issues in the series
of works [46–54].
1See however Refs. [2–4] for a recent debate on this specific issue.
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All the above-mentioned approaches have in common that they describe matter in the
Universe as a fluid. However, when it comes to narrow beams, such as those involved in
supernova (SN) observations, this approximation should no longer hold.2 The applicability of
the perturbation theory in this regime, in particular, has been questioned in Ref. [55]. This
specific issue of how the clumpiness of the Universe affects the interpretation of cosmological
observables was first raised by Zel’dovich [56] and Feynman [57]. The basic underlying idea is
that in a clumpy medium, light mostly propagates through vacuum, and therefore experiences
an underdense Universe. This stimulated a corpus of seminal articles [58–64], including the
first analyses based on a Swiss-cheese model with Schwarzschild vacuoles [65–70]. Contrary
to LTB or Szekeres holes, the latter aim at modelling relatively small gravitationally bound
structures, such as individual galaxies or stars. The analysis of light propagation in such
models resulted in the so-called Dyer-Roeder approximation—that we shall rather call the
Kantowski-Dyer-Roeder (KDR) approximation in this article, the name of Kantowski being
unfairly omitted in the literature. Its correspondence with Swiss-cheese models has been
carefully rederived and numerically checked in Ref. [71], although its mathematical consistency
was questioned in Refs. [49, 55]. Analyses based on other models than Swiss cheeses, albeit
physically similar in the sense that they also describe universes made of point masses, have
been proposed in Refs. [72–77]. When applied to the interpretation of SN data, these various
approaches generically do find a bias in the measurement of the cosmological parameters,
on the order of a few to more than ten percent [78–82]. It has been shown in Ref. [81] that
such an effect improves the agreement between SN and CMB observations regarding the
measurement of Ωm0.
While the KDR approximation may capture the main effects of the Universe’s clumpiness
on the average distance-redshift relation, it does not tell anything about its dispersion, and
a fortiori about its higher-order moments. Model-based approaches do not in principle
suffer from this weakness, but in all the works cited above, extracting e.g. the probability
density function (PDF) of the observed angular distance at a fixed redshift requires numerical
simulations which, because of their computational cost, lack of flexibility. A practical solution
was proposed with the sGL method of Kainulainen and Marra [83–85], in which weak-lensing
simulations have been maximally optimised so that generating 105 mock observations only
takes a few seconds. This method has been applied to forecast to which extent future
SN observation campaigns, e.g. with the Large Synoptic Survey Telescope (LSST), would
be able to constrain cosmological parameters from the moments of the distribution of SN
magnitudes [86–89].
The goal of the present work is to propose an analytical and a priori non-perturbative
framework for determining the statistical impact of small-scale structures on light propagation.
Possible applications are the analysis of the bias and dispersion induced by these structures
on cosmological observables, non only for distances measurements but also, e.g., cosmic shear.
The main idea is that, on very small scales, the matter density field (i.e. the source of
lensing) can be treated a white noise, giving to lensing a diffusive behaviour. The equations
of geometric optics in curved spacetime then take the form of generalised Langevin equations,
which come with the whole machinery of statistical physics. Indeed, similar approaches have
been exploited in other domains of physics [90, 91], e.g., for describing the secular evolution
of the Solar system. This systematic treatment of lensing as a stochastic process allows us to
2The typical physical size of a supernova explosion is on the order of a hundred astronomical units, which
fixes the typical maximum cross-sectional diameter of the associated light beam. On such scales, the distribution
of matter in the Universe cannot be considered smooth.
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derive Fokker-Planck-Kolmogorov (FPK) equations for the PDF of the lensing observables,
such as the angular distance, on which we will particularly focus in this article.
The benefits of this new approach are multiple. Its analytical character potentially
provides a better physical understanding of small-scale lensing, together with avoiding to rely
on heavy ray-tracing simulations. It must be considered complementary to cosmic lensing
due to the large-scale structure, with which it is planned to be merged in the future, in order
to design a consistent multiscale description of lensing. Similarly to Refs. [86–89], we have in
mind applications to a better characterisation of the matter distribution within the Universe.
These various applications lie beyond the scope of the present article, which however proposes,
as starters: (i) an extension of the KDR approximation, and (ii) an analytical calculation of
the variance of the angular distance in an Einstein-Straus Swiss-cheese model.
The article is organised as follows. Section 2 provides a theoretical lensing toolkit, which
contains all the necessary material exploited in the remainder of the article, in particular the
Jacobi matrix and the optical scalars. Sections 3 and 4 are the heart of our approach: the
former presents our fundamental hypotheses; the latter derives the FPK equations governing
the PDF of the Jacobi matrix and of the optical scalars. Section 5 deduces general analytical
results from the FPK equations, in particular regarding the first two moments of the PDF of
the angular distance. In order to test our formalism, we apply it to a Swiss-cheese model, and
confront the associated predictions to numerical ray-tracing results in Section 6. Section 7 is
finally devoted to a second check of our calculations, based on the numerical integration of the
Langevin equation using the stochastic Euler method. It sheds some light of the connection
between the accuracy of our predictions and the Gaussianity of the sources of lensing.
2 Propagation of narrow light beams: two complementary formalisms
Consider a narrow light beam, that is an infinitesimal bundle of null geodesics, converging at
an observation event O. Among the geodesics of the bundle, we arbitrarily pick a reference
ray x¯µ(v), where v is an affine parameter along the ray. The associated tangent vector
kµ ≡ dxµ/dv represents the wave four-vector of the light beam. If we choose k as past oriented
(so v increases from O to the source), then the (cyclic) frequency measured by an observer
crossing the beam with four-velocity u is ω ≡ uµkµ. In this article, we set by convention v = 0
at O, and normalise all frequencies with respect to the observed one ωo ≡ (uµkµ)|O = 1.
The behaviour of any ray xµ(v) of the beam, relative to x¯µ(v), is characterised by its
connecting vector ξµ ≡ xµ − x¯µ. If an observer at x¯µ(v) projects the beam on a screen,
spanned by the Sachs basis (see Appendix A), then the relative position of the two light spots
associated with x¯µ and xµ is a Euclidean two-dimensional vector (ξA)A=1,2.
2.1 Jacobi matrix
The first standard tool for describing the effects of gravitational lensing is the Jacobi matrix,
whose evolution with light propagation is a second-order linear differential equation.
2.1.1 Definition
The Jacobi matrix is a 2 × 2 matrix D = [DAB] which relates the physical separation ξA
(in screen space) between two rays with their angular separation ξ˙B(0)—a dot denotes a
derivative with respect to v—on the observer’s celestial sphere, according to
ξA(v) = DAB(v) ξ˙B(0). (2.1)
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The determinant ofD thus represents the ratio between the beam’s cross-sectional area A(v) =
d2ξ(v) at v with its observed angular aperture Ωo = d
2ξ˙. When evaluated at the source event
(v = vs), we recognise the definition of the (squared) angular diameter distance between the
source and the observer
detD(vs) = As
Ωo
≡ D2A. (2.2)
We recall that, if the number of photons is conserved during their travel from the source to the
observer, then the angular diameter distance DA is related to the luminosity distance—used
e.g. in the Hubble diagram of SNe—by the distance duality relation
DL = (1 + z)
2DA, (2.3)
which involves the redshift z = (ωs − ωo)/ωo between the emitted and observed frequencies.
The other three degrees of freedom of D encode the deformations of the light beam,
i.e. the deformations between the intrinsic source’s shape and the observed image. This
information is conveniently extracted from D by the decomposition given in Appendix A.
2.1.2 Evolution: the Jacobi matrix equation
Because D describes the relative behaviour of two neighbouring light rays, its evolution with
light propagation (i.e. with v) is inherited from the geodesic deviation equation; it results
into the following second-order linear Jacobi matrix equation [92]
D¨ =R(v)D(v) (2.4)
where RAB ≡ RµνρσsµAkνkρsσB is called the optical tidal matrix, and (sµA)A=1,2 denotes the
Sachs basis. The optical tidal matrix is symmetric due to the symmetries of the Riemann
tensor Rµνρσ. The decomposition of the latter into a Ricci (trace) part and a Weyl (trace-free)
part implies, for the optical tidal matrix,
R = R 12 +W , (2.5)
12 standing for the 2× 2 unity matrix, while
R ≡ −1
2
Rµνk
µkν (2.6)
WAB ≡ CµνρσsµAkνkρsσB, (2.7)
where Rµν and Cµνρσ denote respectively the Ricci and Weyl tensors. It is straightforward to
check that W is trace free, and can thus be written as
W =
(−W1 W2
W2 W1
)
, with W1 + iW2 ≡ W ≡ −1
2
Cµνρσ(s
µ
1 − isµ2 )kνkρ(sσ1 − isσ2 ) (2.8)
The Ricci term, on the one hand, is directly related to the local energy-momentum density via
the Einstein equation, R = −4piGTµνkµkν ≤ 0 (under the null energy condition); it translates
the isotropic focusing effect caused by smooth matter enclosed by the light beam. The Weyl
term, on the other hand, essentially encodes tidal distortion effects, due to matter outside the
beam, which tends to shear and rotate it.
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The initial conditions (v = 0) for Eq. (2.4) are by definition [see Eq. (2.1)]
D(0) = 02 (2.9)
D˙(0) = 12, (2.10)
so that, near the observer (v → 0), the Jacobi matrix admits the expansion
D(v) = v 12 + v
3
3!
Ro +O(v4). (2.11)
It also implies, using that for any matrix M , det(1 + εM) = 1 + ε trM +O(ε2),
DA(v) = v +
v3
3!
Ro +O(v4). (2.12)
2.2 Optical scalars
A standard alternative to the Jacobi matrix consists in a set of optical scalars, describing the
deformation rate of the beam rather than net transformations. The resulting light propagation
equations (Sachs equations) are a set of first-order nonlinear equations.
2.2.1 Definition
The deformation rate of the light beam is naturally defined by a logarithmic derivative of the
Jacobi matrix, namely through
S ≡ D˙D−1. (2.13)
This deformation rate matrix can be shown to be symmetric, because of the symmetry of R,
and is thus decomposed as
S =
(
θ 0
0 θ
)
+
(−σ1 σ2
σ2 σ1
)
, (2.14)
where θ and σ = σ1 + iσ2 are the optical scalars, respectively called the expansion rate and
the shear rate. The first one is directly related to the increase rate of the angular diameter
distance, since d(ln detD)/dv = trS, i.e.
θ =
D˙A
DA
. (2.15)
2.2.2 Evolution: the Sachs scalar equations
Inserting the definition (2.13) into Eq. (2.4) yields the evolution equation for S,
S˙ + S2 =R, (2.16)
from which the Sachs scalar equations follow:
θ˙ + θ2 + |σ|2 = R (2.17)
σ˙ + 2θσ = W . (2.18)
Using that θ = D˙A/DA, the above equation yields the so-called focusing theorem
D¨A = (R − |σ|2)DA, (2.19)
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where we see that, while Ricci lensing has a direct focusing effect which tends to reduce DA,
Weyl lensing has a similar but indirect effect, via the shear rate.
The initial conditions for the optical scalars are nontrivial, because D vanishes for
v = 0, which implies that S must have a pole at the observation event. Precisely, the initial
behaviour (2.11) of the Jacobi matrix yields
S(v) = [12 +O(v2)] [v 12 +O(v3)]−1 = v−112 +O(v), (2.20)
and we conclude that the initial conditions (v → 0) for the optical scalars are
θ(v) =
1
v
+O(v), (2.21)
σ(v) = O(v). (2.22)
Hence only the expansion rate has a pole at v = 0, while the shear rate is regular.
3 Small-scale lensing as a diffusion process
We now focus on the specific issue of lensing caused by the small-scale inhomogeneity of the
Universe, i.e, down to scales where the matter distribution experienced by the light beam
cannot be considered a continuous medium, but rather by a multitude of mass clumps that all
slightly distort it. This situation is analogous to the Brownian motion of a particle suspended
in water, where a macroscopic—continuous-medium—description of the liquid is no longer
sufficient, and must be replaced by a semi-microscopic approach in order to account for the
collisions between the particle and water molecules.
The approach developed in the present article is based on this analogy. Just like in the
standard treatment of the Brownian motion, where particle-molecule collisions are modelled
by a stochastic force, we propose to introduce stochastic terms in the lensing scalars R, W .
The equations governing light propagation will thus take the form of Langevin equations.
3.1 Fundamental hypotheses
We split the Ricci and Weyl lensing scalars experienced by the light beam into a deterministic
part representing their average, slowly varying behaviour, and a stochastic part modelling
their rapid fluctuations:
R = 〈R〉+ δR, (3.1)
W = 〈W 〉+ δW , (3.2)
where 〈. . .〉 is an ensemble average, and 〈δR〉 = 〈δW 〉 = 0. All these quantities are in principle
functions of the affine parameter. Note that, despite the notation, δR and δW are not
necessarily small with respect to 〈R〉 and 〈W 〉, they are not dealt with as perturbations. The
deterministic components can be thought of as the optical properties of an average universe,
in the sense e.g. of Ref. [54]—a notion which may not coincide with a spatial average, or with
a FL model.
We now make the following hypotheses:
Azimuthal symmetry about the beam. We suppose that the Universe is statistically
homogeneous and isotropic, which implies statistical symmetry with respect to rotations
about any light beam. This motivates us to assume that the direction along which a
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beam is sheared is independent from the shear amplitude. It is also independent from
Ricci focusing. In other words, decomposing the Weyl lensing scalar as W = |W |e−2iβ,
we assume that β is statistically independent from |W | and R. However, we emphasize
that |W | is not independent from R.
Statistical isotropy. We suppose that the Universe has no preferred (spatial) direction,
which implies that β must be uniformly distributed in [0, pi]. As a consequence,
〈W 〉 = 〈|W |〉
〈
e−2iβ
〉
= 0, (3.3)
where we have also used our first hypothesis. We can thus omit the δ in the stochastic
part of W . Furthermore, for any v, w
〈δR(v)W (w)〉 = 〈δR(v)|W (w)|〉
〈
e−2iβ(w)
〉
= 0, (3.4)
〈W1(v)W2(v)〉 = 1
2
〈|W (v)|2〉 〈sin 4β(v)〉 = 0. (3.5)
White noises. Because they model rapidly fluctuating functions, the coherence scale of
δR and W is much smaller than the typical evolution scale of the Jacobi matrix, of
the optical scalars, and than the typical distance between the source and the observer.
Therefore, they can be considered white noises, i.e. δ-correlated Gaussian random
processes3, with
〈δR(v)δR(w)〉 = CR(v)δ(v − w) (3.7)
〈WA(v)WB(w)〉 = CW (v)δABδ(v − w), (3.8)
where the δAB in Eq. (3.8) comes from statistical isotropy. The functions CR , CW shall
be called the covariance amplitudes of Ricci and Weyl lensing. Gaussianity, which is
motivated by the central limit theorem, ensures that δR(v) [resp. W (v)] and δR(w 6= v)
[resp. W (w 6= v)] are not only uncorrelated, but also independent.
Physically speaking, the covariance amplitude CX of the white noise X(t) modelling
a physical process Xphys(t) must be understood as CX ∼ (δXphys)2∆tcoh, where δXphys is
the typical fluctuation amplitude of Xphys, while ∆tcoh is the scale on which it remains
coherent. For classical Brownian motion, this scale corresponds to the duration of a typical
particle-molecule collision; in gravitational lensing, it will represent the typical extension of
a gas cloud/dark matter halo (Ricci lensing), or the affine-parameter length over which the
beam undergoes the tidal influence of a given deflector (Weyl lensing).
In principle, the deterministic components 〈R〉 and 〈W 〉 could also allow for the large-
scale structure of the Universe (cosmic voids, walls, and filaments). For simplicity, we do
not consider this possibility in the present paper, and focus our attention on the rapidly
3 A random process t 7→ X(t) is Gaussian if any of its finite-dimensional probability distributions is a
multivariate Gaussian,
pt1,...tn(x1, . . . xn) ∝ exp
(
−1
2
n∑
i,j=1
xiC
−1
ij xj
)
, (3.6)
where Cij = C(ti, tj) ≡ 〈X(ti)X(tj)〉 is the covariance of the process, and C−1 denotes its inverse. A white
noise corresponds to the limit where C(ti, tj) ∝ δ(ti, tj). Hence, for a white noise, X(t1) and X(t2 6= t1) are
independent.
– 7 –
The theory of stochastic cosmological lensing 189
fluctuating terms. It will be convenient, in the following, to gather them into a 3-dimensional
noise vector N such that
NT ≡ (δR,W1,W2). (3.9)
We also introduce the diffusion matrix Q of N , defined by4 〈N(v)NT(w)〉 =Q(v)δ(v − w),
which here reads
Q = diag(CR , CW , CW ). (3.10)
3.2 Langevin equation for the Jacobi matrix
The Jacobi matrix equation (2.4) reads
D¨ = 〈R〉D + (δR +W)D, (3.11)
where we have separated the deterministic and stochastic terms on the right-hand side. It is
analogous to a system of coupled harmonic oscillators with fluctuating stiffness. Some further
insights on this dynamical system can be obtained thanks to a Hamiltonian formulation
D˙AB = PAB = ∂H
∂PAB
P˙AB = −∂VJacDAB = −
∂H
∂DAB +NAB(v)
, (3.12)
with
H ≡ 1
2
tr
(PTP − 〈R〉DTD) , N ≡ (δR12 +W)D, (3.13)
and where the Hamiltonian H encodes only the non-stochastic part of the process. Such a
dynamics is very similar to the integrable systems with stochastic perturbations discussed
e.g. in Ref. [90], except that (i) due to the explicit v-dependence of H, through 〈R〉, the
unperturbed system is not fully integrable; and (ii) the stochastic term N contains the
variable D: the noise is multiplicative. This analogy with dynamical systems in statistical
mechanics also provides a nice interpretation of the deformation rate matrix S: as a Ricatti
variable associated with D, it defines the so-called Kolmogorov-Sinai entropy of the random
process, hKS = tr(S).
Let us now put the Jacobi matrix equation in the form of a first-order Langevin equation,
which will be useful for deriving the associated Fokker-Planck-Kolmogorov equations in Sec. 4.
For that purpose, we first need to vectorise the Jacobi matrix as
D ≡ (Dα)α∈{1...4} with DAB = D2(A−1)+B; (3.14)
in other words, we represent the couples of matrix indices (AB) by one single index α, so
that 1 = (11), 2 = (12), 3 = (21), 4 = (22). We then construct an 8-dimensional vector
JT ≡ (D, D˙), whose dynamics is described by the Langevin equation
dJ
dv
= M(v)J(v) +LJac(J)N(v). (3.15)
where the drift matrix is
M ≡
[
04 14
〈R〉14 04
]
, (3.16)
4Equivalently, the diffusion matrix can be defined from the increments of the Brownian motion B associated
with N , i.e. such that dB =Ndv. Between v1 and v2, the increment of B is ∆B ≡ B(v2)−B(v1), and its
variance reads
〈
∆B∆BT
〉
=Q∆v, with ∆v ≡ v2 − v1.
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and the noise-mixing matrix reads
LJac ≡

04×3
D1 −D1 D3
D2 −D2 D4
D3 D3 D1
D4 D4 D2
 =

04×3
D11 −D11 D21
D12 −D12 D22
D21 D21 D11
D22 D22 D12
 . (3.17)
Equation (3.15) is linear, with a multiplicative noise.
3.3 Langevin equation for the optical scalars
A similar procedure can be achieved for the optical scalars. The Sachs equations (2.17-2.18),
together with the relation (2.15) between the angular distance and the beam’s expansion rate,
form the system
D˙A = θDA, (3.18)
θ˙ = −θ2 − |σ|2 + 〈R〉+ δR, (3.19)
σ˙ = −2θσ +W , (3.20)
which, defining the 4-dimensional vector ST ≡ (DA, θ, σ1, σ2), becomes the Sachs-Langevin
equation
dS
dv
= F (v,S) +LscalN(v), (3.21)
where the drift term reads FT ≡ (θDA,−θ2 − |σ|2 + 〈R〉 ,−2θσ1,−2θσ2), while the noise
mixing matrix is
Lscal ≡

0 0 0
1 0 0
0 1 0
0 0 1
 . (3.22)
Contrary to Eq. (3.15), Eq. (3.21) has a nonlinear drift term (which reflects the nonlinearity
of the Sachs scalar equations), but its noise is additive, in the sense that the stochastic term
LscalN is independent of the variable S.
4 The lensing Fokker-Planck-Kolmogorov equations
The presence of stochastic terms in the optical equations gives a diffusive behaviour to the
lensing observables, which can be quantified by their PDFs. When a dynamical system is ruled
by a Langevin equation, its PDF in phase space satisfies a partial differential equation called
the Fokker-Planck-Kolmogorov (FPK) equation. In § 4.1, we recall the general procedure to
derive the FPK equation associated with a Langevin equation; we then apply it to the Jacobi
matrix (§ 4.2) and to the optical scalars (§ 4.3).
4.1 From Langevin to Fokker-Planck-Kolmogorov
Consider the following general Langevin equation governing the evolution of a n-dimensional
random process t 7→X(t),
dX
dt
= f(X, t) +L(X, t)N(t), (4.1)
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where the n-dimensional vector f and the n× n matrix L are deterministic, while N is a
white noise. One can easily see that both our Langevin equations (3.15) and (3.21) have this
form, the affine parameter playing the role of time t, and the random process being either J
or S. The mathematical difficulty of Eq. (4.1) is that it cannot be treated with the ordinary
theory of differential equations, because N(t) is discontinuous everywhere. In general, the
solution of Eq. (4.1) is not unique, even for a given realization of N .
A standard approach [94–99] consists in introducing the Ito¯ calculus, the main properties
of which we summarise below. One can formally integrate Eq. (4.1) as
X(t)−X(t0) =
∫ t
t0
f(X, t) dt+
∫ t
t0
L(X, t) N(t)dt, (4.2)
where the second integral requires particular attention, because the Riemann or Lebesgue
definitions cannot apply, due to the unboundedness and discontinuity of N . First, it must be
reformulated as a Stieltjes integral ∫ t
t0
L(X, t) dB (4.3)
whereB is a Brownian motion, i.e. a stochastic process whose any increment ∆Bk ≡ B(tk+1)−
B(tk) is a zero mean Gaussian random variable with variance
〈
∆Bk∆B
T
k
〉
= Q(tk, tk+1)∆tk.
Q is called the diffusion matrix of B. The white noise N is thus considered a formal derivative
of the Brownian motion B, i.e. dB = Ndt. One possible definition for the integral (4.3)
follows the so-called Ito¯ stochastic prescription [100],∫ t
t0
L(X, t) dB ≡ lim
n→∞
n−1∑
k=0
L[X(tk), tk] [B(tk+1)−B(tk)] . (4.4)
This definition leads to some modifications with respect to ordinary differential calculus
when B is involved. For example, it can be shown by calculating explicitly the Ito¯ integral of
BidBj that d(BiBj) = BidBj +BjdBi +Qijdt, which implies
dB dBT =Qdt. (4.5)
The above quantity is thus of order 1 in dt, contrary to what we would naively expect by
replacing dB by Ndt. Equation (4.5) is the most important rule of the Ito¯ calculus. As a
consequence, the first-order Taylor expansion of any function φ(t,X) must actually include
second-order terms ∝ dXi dXj , since
dX = f(X, t)dt+L(X, t) dB, (4.6)
contains dB. More precisely,
dφ =
∂φ
∂t
dt+
∂φ
∂Xi
dXi +
1
2
∂2φ
∂Xi∂Xj
dXidXj (4.7)
=
(
∂φ
∂t
+
1
2
∂2φ
∂Xi∂Xj
LikQklLjl
)
dt+
∂φ
∂Xi
dXi, (4.8)
which is known as the Ito¯ formula [94–100] .
– 10 –
192 Chapter 7 Stochastic cosmological lensing
From the Ito¯ formula, one can deduce the Fokker-Planck-Kolmogorov (FPK) equation
governing the PDF p(t;X) of the stochastic process X(t). The derivation [95, 97] relies on a
trick which consists in inserting Eq. (4.8) in the time derivative of the expectation value of an
arbitrary function φ(t,X),
〈φ〉 (t) ≡
∫
φ(t,X) p(t;X) dnX, (4.9)
which, after a few integration by parts, yields
∂p(t;X)
∂t
= − ∂
∂Xi
[fi(X, t)p(t;X)]+
1
2
∂2
∂Xi∂Xj
{[
L(t;X)Q(t)LT(X, t)
]
ij
p(t;X)
}
. (4.10)
The first term on the right-hand side is a drift term, it drives the global displacement of the
probability packet, while the second is a diffusion term, which tends to spread it. With this
summary of textbook results [94–100] we wish to emphasize that the derivation of the FPK
equation requires the noise to be white, i.e. N = dB/dt where B is a Brownian motion, so
that the Ito¯ calculus can be applied. The hypotheses formulated in § 3.1 are therefore crucial
for this formalism to be applicable.
4.2 FPK equation for the Jacobi matrix
Let us now derive the FPK equation governing the PDF of the Jacobi matrix. Applying the
general formula (4.10) to the Langevin equation (3.15) leads to the following equation for the
PDF p(v;J),
∂p
∂v
= − ∂
∂Ja
(MabJb p) +
1
2
∂
∂Ja∂Jb
[(
LJacQLTJac
)
ab
p
]
, (4.11)
where the indices a, b run from 1 to 8. Using the explicit expression (3.17) of LJac, we can
write the matrix involved in the diffusion term as
LJacQLTJac =
[
04 04
04 Γ
]
, (4.12)
where the components of the 4× 4 symmetric matrix Γ are
Γ11 = (CR + CW )D211 + CW D221
Γ12 = (CR + CW )D11D12 + CW D21D22 = Γ21
Γ13 = CRD21D11 = Γ31
Γ14 = (CR − CW )D11D22 + CW D21D12 = Γ41
Γ22 = (CR + CW )D212 + CW D222
Γ23 = (CR − CW )D12D21 + CW D11D22 = Γ32
Γ24 = CRD12D22 = Γ42
Γ33 = (CR + CW )D221 + CW D211
Γ34 = (CR + CW )D21D22 + CW D11D12 = Γ43
Γ44 = (CR + CW )D222 + CW D212. (4.13)
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A few calculations and reorganizations yield the following explicit form of the FPK equation
of p(v;J) = p(v;D, D˙),
∂p
∂v
= −D˙AB ∂p
∂DAB − 〈R〉DAB
∂p
∂D˙AB
+
1
2
[CR δAEδCF + CW (δACδEF − εACεEF )]DEBDFD ∂
2p
∂D˙AB∂D˙CD
(4.14)
where εAB is the two-dimensional antisymmetric matrix with ε12 = 1. Equation (4.14) can
also be rewritten in an elegant formal way as
∂p
∂v
=
{
− tr
(
D˙T ∂
∂D
)
− 〈R〉 tr
(
DT ∂
∂D˙
)
+
CR
2
tr
[(
DT ∂
∂D˙
)2]
+
CW
2
[
tr
(
DT ∂
∂D˙
)]2
− CW det
(
DT ∂
∂D˙
)}
p (4.15)
which involves in particular the 2× 2 matrix differential operator(
DT ∂
∂D˙
)
AB
≡ DCA ∂
∂D˙CB
. (4.16)
Finally, the boundary condition for Eq. (4.14) is deduced from the initial conditions (2.9),
(2.10), and reads
p(0;D, D˙) = δ(D)δ(D˙ − 12). (4.17)
4.3 FPK for the optical scalars
Regarding optical scalars, starting from the Langevin equation (3.21), one can derive the
following FPK equation for p(v;S) = p(v;DA, θ, σ1, σ2),
∂p
∂v
= −∂Fαp
∂Sα
+
1
2
∂2
∂Sα∂Sβ
[(
LscalQLTscal
)
αβ
p
]
, (4.18)
where α, β run from 1 to 4, and where the diffusion term reads
LscalQLTscal =

0 0 0 0
0 CR 0 0
0 0 CW 0
0 0 0 CW
 . (4.19)
It follows that Eq. (4.18) takes the explicit form
∂p
∂v
= −θ∂DAp
∂DA
+
∂
∂θ
[(
θ2 + |σ|2 − 〈R〉
)
p
]
+ 2θ
(
∂σ1p
∂σ1
+
∂σ2p
∂σ2
)
+
CR
2
∂2p
∂θ2
+
CW
2
(
∂2p
∂σ12
+
∂2p
∂σ22
)
. (4.20)
The initial condition for θ being singular, it is not possible to write a boundary condition for
Eq. (4.20) as we did for Eq. (4.14).
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5 General analytical results
Because it is a partial differential equation, the FPK equation is generally impossible to
solve analytically, except in a few known special cases [99]. Nevertheless, it can be used to
derive evolution equations for the moments of the PDF, some of which are solvable. In this
section, we derive some general analytical formulae on the moments of lensing observables.
The results for the Jacobi matrix (§ 5.1) and for the optical scalars (§ 5.2) will turn out to be
complementary, and used for deriving an evolution equation for the variance of the angular
diameter distance in § 5.3.
5.1 Moments of the Jacobi matrix distribution
The Jacobi matrix formalism has this considerable advantage on the optical scalar formalism
that it enjoys a linear Langevin equation. Despite the fact that its noise is multiplicative,
this implies that all the moments of order-n of the PDF of D satisfy a closed system of
differential equations. It is not the case when nonlinearities are present, in which case emerges
a hierarchy of equations, where the evolution of the lower-order moments depends on moments
of higher-order.
5.1.1 Order-one moments
Let us start by deriving the evolution equations for the expectation values 〈D〉 and 〈D˙〉. We
proceed by multiplying the FPK equation (4.14) by DIJ (or D˙IJ) and then integrating it with
respect to D and D˙. For DIJ , this procedure yields
d
dv
∫
DIJ p d4D d4D˙ = −
∫
DIJ ∂D˙AB p
∂DAB d
4D d4D˙ − 〈R〉
∫
DIJ ∂DAB p
∂D˙AB
d4D d4D˙
+
1
2
∫
DIJ ∂
2
∂D˙AB∂D˙CD
{[CR δAEδCF + CW (δACδEF − εACεEF )]DEBDFD p} d4D d4D˙.
(5.1)
The left-hand side is clearly d 〈DIJ〉 /dv. On the right-hand side, the first term can be
integrated by parts to give 〈D˙IJ〉; the other two vanish since they can both be written as the
integral of a derivative with respect to D˙AB. Equation (5.1) is thus simply
d 〈D〉
dv
= 〈D˙〉 (5.2)
as one can intuitively expect.
The same method applied to D˙IJ leads to
d〈D˙〉
dv
= 〈R〉 〈D〉 , (5.3)
so that the expectation value of the Jacobi matrix reads
d2 〈D〉
dv2
= 〈R〉 〈D〉 . (5.4)
Note that this result could also have been obtained by directly averaging the Sachs-Langevin
equation. However, this naive method would not work for higher-order moments, which is
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why we preferred to directly use a rigorous technique for deriving the evolution equation for
the expectation value of D.
It is tempting to conclude that the average angular diameter distance 〈DA〉 satisfies
Eq. (5.4) as well, but such an assertion would be wrong, because DA =
√
detD is a nonlinear
function of the components of the Jacobi matrix.
5.1.2 Order-two moments
We apply the same method to get evolution equations for the order-two moments of D. This
leads to the following closed system of equations
d
dv
〈DABDCD〉 = 〈D˙ABDCD〉+ 〈DABD˙CD〉 (5.5)
d
dv
〈D˙ABDCD〉 = 〈D˙ABD˙CD〉+ 〈R〉 〈DABDCD〉 (5.6)
d
dv
〈D˙ABD˙CD〉 = 〈R〉
(
〈D˙ABDCD〉+ 〈DABD˙CD〉
)
+ CR 〈DABDCD〉
+ CW (δACδEF − εACεEF ) 〈DEBDFD〉 (5.7)
which consists of 10 + 16 + 10 = 36 independent equations for the quantities 〈DABDCD〉,
〈D˙ABDCD〉 and 〈D˙ABD˙CD〉. By combining the second derivative of Eq. (5.5) with the
derivative of Eq. (5.6) and Eq. (5.7), we can eliminate the moments 〈D˙ABDCD〉 and 〈D˙ABD˙CD〉,
in order to end up with a closed system for 〈DABDCD〉,
d3
dv3
〈DABDCD〉 = 4 〈R〉 d
dv
〈DABDCD〉+ 2
(
d 〈R〉
dv
+ CR
)
〈DABDCD〉
+ 2CW (δACδEF − εACεEF ) 〈DEBDFD〉 , (5.8)
which consists of 10 independent third-order differential equations. We shall not try to solve
this system, but rather extract from it information on the angular distance.
5.1.3 Application to the squared angular distance
The square of the angular distance is the determinant of D, hence quadratic in its components.
Its expectation value, 〈
D2A
〉 ≡ 〈detD〉 = 〈D11D22〉 − 〈D12D21〉 , (5.9)
is therefore ruled by Eq. (5.8). Applying it for ABCD = 1122 and ABCD = 1221, we have
d3
dv3
〈D11D22〉 = 4 〈R〉 d
dv
〈D11D22〉+ 2
(
d 〈R〉
dv
+ CR
)
〈D11D22〉 − 2CW
〈
D2A
〉
, (5.10)
d3
dv3
〈D12D21〉 = 4 〈R〉 d
dv
〈D12D21〉+ 2
(
d 〈R〉
dv
+ CR
)
〈D12D21〉+ 2CW
〈
D2A
〉
, (5.11)
which, by subtraction, yields the following equation for
〈
D2A
〉
only,
d3
〈
D2A
〉
dv3
= 4 〈R〉 d
〈
D2A
〉
dv
+ 2
(
d 〈R〉
dv
+ CR − 2CW
)〈
D2A
〉
. (5.12)
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To our knowledge, it is the first time that such a general exact equation for the evolution of
the dispersion of the angular distance in an inhomogeneous universe is derived.
Solving this differential equation requires initial conditions for
〈
D2A
〉
and its first and
second derivatives. They are easily obtained from the Taylor expansion (2.12) of DA for
v → 0, 〈
D2A
〉
(0) = 0,
d
〈
D2A
〉
dv
(0) = 0,
d2
〈
D2A
〉
dv2
(0) = 2. (5.13)
Equation (5.12) can also be elegantly rewritten in terms of a variable x defined by
dx ≡ dv
D20(v)
, (5.14)
where D0(v) is the background angular distance, i.e. satisfying D¨0 = 〈R〉D0. It is indeed
straightforward to show that the differential operator involved in Eq. (5.12) reads
d3
dv3
− 4 〈R〉 d
dv
+ 2
d 〈R〉
dv
= D−40
d3
dx3
D−20 (5.15)
so that
d3
dx3
(〈
D2A
〉
D20
)
= 2D40 (CR − 2CW )
〈
D2A
〉
. (5.16)
Though formally simpler, this alternative form of Eq. (5.12) cannot be used for numerical
integration, because x is singular at the observation event—D0(vo) = 0—usually chosen as
initial condition.
5.1.4 Expectation value of a general function
More generally, by multiplying the FPK equation with an arbitrary function F (D, D˙) and
integrating the right-hand side by parts, we obtain
d 〈F 〉
dv
=
〈
D˙AB ∂F
∂DAB
〉
+ 〈R〉
〈
DAB ∂F
∂D˙AB
〉
+
1
2
〈[
CR δAEδCF + CW (δACδEF − εACεEF )
]DEBDFD ∂2F
∂D˙AB∂D˙CD
〉
. (5.17)
If F is an order-n monomial of the form F = DpD˙q, with p+ q = n, and where Dp stands
for any product of p components of the Jacobi matrix, then the left-hand side of Eq. (5.17)
is d〈DpD˙q〉/dv, while the three terms on the right-hand side are respectively of the form
〈Dp−1D˙q+1〉, 〈Dp+1D˙q−1〉, and 〈Dp+2D˙q−2〉, so they are all order-n moments. This confirms
what we claimed in the introduction of this section, namely that order-n moments form a
closed system of differential equations.
5.2 Moments of the optical-scalar distribution
Contrary to the Jacobi matrix, the optical scalars satisfy a nonlinear Langevin equation. An
important consequence on the associated FPK equation (4.20) is that it generates an infinite
hierarchy of evolution equations for the moments of the distribution p(v;S). For instance, if
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one is interested in computing the average angular distance 〈DA〉, then Eq. (4.20) generates
(using the same technique as in § 5.1)
d
dv
〈DA〉 =
〈
θDA
〉
(5.18)
d
dv
〈
θDA
〉
= −〈 |σ|2DA〉+ 〈R〉 〈DA〉 (5.19)
d
dv
〈 |σ|2DA〉 = −3〈 |σ|2 θDA〉+ 2CW 〈DA〉 , (5.20)
· · ·
where the evolution of an order-n moment systematically involves order-(n + 1) moments.
Clearly, such a system cannot be solved analytically, and requires a perturbative approach to
be dealt with. A first possibility consists postulating a closure relation for the hierarchy at a
given order, but such a method does not seem particularly adapted to the present situation,
because the physical meaning of the underlying approximation is unclear, and therefore poorly
controlled.
We choose instead to perform a perturbative expansion with respect to the shear rate σ,
that we assume to be a small quantity. In the following, we focus on the average angular
diameter distance 〈DA〉, and determine its evolution at first and second order in |σ|2.
5.2.1 First-order perturbative expansion
We decompose the angular distance and the expansion scalar as
DA = D0 +D1, (5.21)
θ = θ0 + θ1, (5.22)
where D0, already introduced in § 5.1.3, is the solution of D¨0 = 〈R〉D0, and θ0 ≡ D˙0/D0
is the corresponding expansion rate; both are deterministic quantities. We assume that the
stochastic quantities D1, θ1 are small, in the sense that their probability distributions are
concentrated on values much smaller than D0, θ0 respectively.
We then expand Eq. (5.18) and the following two equations, generated by FPK,
d
dv
〈θ〉 = − 〈θ2〉− 〈|σ|2〉+ 〈R〉 , (5.23)
d
dv
〈 |σ|2 〉 = −4〈θ |σ|2〉+ 2CW , (5.24)
at first order in D1, θ1, |σ|2, which gives
d 〈D1〉
dv
= θ0 〈D1〉+ 〈θ1〉D0 (5.25)
d 〈θ1〉
dv
= −2θ0 〈θ1〉 − 〈|σ|2〉 (5.26)
d〈|σ|2〉
dv
= −4θ0〈|σ|2〉+ 2CW , (5.27)
whence
δ
(1)
DA
≡ 〈D1〉
D0
= −2
∫ v
0
dv1
D20(v1)
∫ v1
0
dv2
D20(v2)
∫ v2
0
dv3 D
4
0(v3)CW (v3) < 0, (5.28)
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which represents the relative correction between 〈DA〉 and D0 at first order in Weyl lensing.
Note that, again, the above result naturally exhibits the integration measure D−20 dv = dx, it
can therefore be rewritten as
d3δ
(1)
DA
dx3
= −2D60CW . (5.29)
5.2.2 The shear rate at first order
From Eq. (5.27) we have deduced the following expression for the variance of the shear rate,
〈|σ|2〉 = 2
∫ v
0
dw
[
D0(w)
D0(v)
]4
CW (w), (5.30)
at first order. Let us simply mention that, to this order of approximation, we can easily obtain
the full PDF of σ. Linearizing the second scalar Sachs equation (2.18), we indeed get
σ˙ = −2θ0σ +W +O(σ2). (5.31)
which is identical to the historical Langevin equation for diffusion. The associated FPK
equation for the PDF pσ(v;σ) is easily shown to be
∂pσ
∂v
= 2θ0
(
∂σ1pσ
∂σ1
+
∂σ2pσ
∂σ2
)
+
CW
2
(
∂2pσ
∂σ12
+
∂2pσ
∂σ22
)
. (5.32)
It can be solved by (i) using a polar description for σ = σ1 + iσ2 = |σ|eiφ, then (ii) using
the statistical isotropy assumption that implies pσ(v;σ1;σ2) = f(v, |σ|), and (iii) performing
simple changes of variable to recover a standard diffusion equation. The result is a Gaussian
distribution, describing a 2-dimensional random walk with nonconstant diffusion coefficient,
pσ(v;σ) =
1
pi〈|σ|2〉(v) exp
(
− |σ|
2
〈|σ|2〉(v)
)
(5.33)
where 〈|σ|2〉 is given by Eq. (5.30).
5.2.3 Second-order perturbative expansion
In § 5.1.3 we derived an evolution equation for 〈D2A〉, while § 5.2.1 provided an expression for
〈DA〉. Subtracting the results should therefore lead to the variance of the angular diameter
distance. However, the first-order expansion performed in the previous paragraphs is not
sufficient for that purpose. This can be understood the following way: if DA = D0 + δD, then
var(DA) ≡
〈
D2A
〉− 〈DA〉2 = 〈δD2〉− 〈δD〉2 (5.34)
involves second-order quantities, neglected in § 5.2.1. In this paragraph, we therefore expand
the equations governing the evolution of 〈DA〉 up to second order in 〈|σ|2〉, i.e. formally up
to second order in CW .
We start back from Eqs. (5.18), (5.19), (5.20), which can be gathered as
d3
dx3
(〈DA〉
D0
)
= −2CWD50 〈DA〉+ 3D50
〈 |σ|2DA(θ − θ0)〉. (5.35)
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The difficulty now consists in evaluating the last term. First note that, since it is already a
second-order quantity, 〈 |σ|2DA(θ − θ0)〉 = D0〈 |σ|2 θ1〉+O(C3W ). (5.36)
Let us then write 〈 |σ|2 θ1〉 = 〈 |σ|2 〉〈θ1〉+ 〈 |σ|2 θ〉− 〈 |σ|2 〉〈θ〉︸ ︷︷ ︸
≡Γθσ
. (5.37)
The first term on the right-hand side can be expressed using the first-order results of § 5.2.1,
which, using the x variable, take the simple form
〈 |σ|2 〉 = −D−40 d2δ(1)DAdx2 +O(C2W ), (5.38)〈
θ1
〉
= D−20
dδ
(1)
DA
dx
+O(C2W ). (5.39)
Evaluating the cross-correlation term Γθσ can be achieved by using again the hierarchy
of moments generated by the FPK equation. Combining Eqs. (5.23), (5.24) with
d
dv
〈
θ |σ|2 〉 = −5〈θ2 |σ|2 〉− 〈 |σ|4 〉+ 〈R〉 〈 |σ|2 〉+ 2CW 〈θ〉, (5.40)
we get
Γ˙θσ + 6θ0Γθσ =
〈 |σ|2 〉2 − 〈 |σ|4 〉+O(C3W ), (5.41)
where we have expanded the higher-order correlator 〈θ2 |σ|2〉 as θ20〈|σ|2〉+2θ0〈θ1 |σ|2〉+O(CW ).
Now, by comparing the evolution equations for 〈|σ|2〉2 and 〈|σ|4〉, which are
d
dv
〈 |σ|2 〉2 = −8〈θ |σ|2 〉〈 |σ|2 〉+ 4CW 〈 |σ|2 〉, (5.42)
d
dv
〈 |σ|4 〉 = −8〈θ |σ|4 〉+ 8CW 〈 |σ|2 〉, (5.43)
we conclude that 〈|σ|4〉 = 2〈|σ|2〉2 at leading order. Note that this result coincides with
the predictions of the Gaussian distribution (5.33) obtained for σ in the previous paragraph.
Hence Eq. (5.41) is solved as
Γθσ = −D−60
∫ v
0
dw D60
〈 |σ|2 〉2 +O(C3W ) (5.44)
= −D−60
∫ x
o
dx′
(
d2δ
(1)
DA
dx2
)2
+O(C3W ), (5.45)
where we used Eq. (5.38). The lower bound “o” of the latter integral is formal, because
variable x is singular for v = 0. This was the last missing piece to the differential equation
governing the evolution of 〈DA〉 at second order in CW ,
d3
dx3
(〈DA〉
D0
)
+ 2CWD
6
0
〈DA〉
D0
= −3dδ
(1)
DA
dx
d2δ
(1)
DA
dx2
− 3
∫ x
o
dx′
(
d2δ
(1)
DA
dx2
)2
+O(C3W ). (5.46)
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In terms of an expansion of the form DA = D0 + D1 + D2, and defining the second-order
mean correction δ
(2)
DA
≡ 〈D2〉 /D0 to the angular distance, the above result reads
d3δ
(2)
DA
dx3
= −3dδ
(1)
DA
dx
d2δ
(1)
DA
dx2
− 3
∫ x
o
dx′
(
d2δ
(1)
DA
dx2
)2
< 0. (5.47)
5.3 Variance of the angular distance
We now have enough material to propose an approximate evolution equation for the variance
of the angular distance. On the one hand, we have obtained in § 5.1 the following exact
equation for
〈
D2A
〉
,
d3
dx3
(〈
D2A
〉
D20
)
+ 2D60 (2CW − CR)
〈
D2A
〉
D20
= 0. (5.48)
On the other hand, the second-order Eq. (5.46) is easily turned into an equation for 〈DA〉2,
d3
dx3
(〈DA〉
D0
)2
+ 4CWD
6
0
(〈DA〉
D0
)2
= −6
∫ x
o
dx′
(
d2δ
(1)
DA
dx2
)2
+O(C3W ). (5.49)
By subtraction, we finally obtain
d3
dx3
[
var(DA)
D20
]
+ 2D60(2CW − CR)
var(DA)
D20
= 2CRD
6
0 + 6
∫ x
o
dx′
[
d2δ
(1)
DA
dx2
]2
+O(C3W ),
(5.50)
where we recall that dx = D−20 dv, and that the third derivative d
3/dx3 is given by Eq. (5.15).
We see that both Ricci lensing and Weyl lensing drive the variance of DA. This can be
easily understood from the focusing theorem (2.19), where R is the main driving term, which
explains why CR appears directly on the right-hand side of (5.50); W , on the other hand,
affects DA only indirectly, via |σ|2. It is the reason why d2δ(1)DA/dx2 ∝ 〈|σ|
2〉 is also present on
the right-hand side of Eq. (5.50).
It is remarkable that this result on the variance of DA required the use of both the
Jacobi matrix and the optical scalars. Although they are completely equivalent formulations,
it would have been much more painful to derive Eq. (5.50) by using exclusively one of them.
6 Application to a Swiss-cheese model
The stochastic lensing formalism developed throughout Secs. 3, 4, and 5 depends on three
free functions: the average Ricci focusing 〈R〉 (v), and the two covariances amplitudes CR(v),
CW (v) which need to be specified, or deduced from a spacetime model, in order to draw
any physical conclusion. In this section, we propose an application of this formalism to
Swiss-cheese (SC) cosmological models. Our goal is twofold: on the one hand, it provides an
explicit example about how stochastic lensing can be applied, and of the involved calculations;
on the other hand, it allows us to test its validity, by comparing its analytical predictions
with the numerical results of a ray-tracing code for SC models, which was developed by one
of the authors and used in Refs. [71, 101]. As a byproduct, we also obtain an improvement of
the Kantowski-Dyer-Roeder approximation, which allows for shear.
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6.1 The Einstein-Straus Swiss-cheese model
We consider here an Einstein-Straus [23, 24, 102–104] SC model, where individual masses,
whose vicinity is characterised by the Schwarzschild solution (or the Kottler solution, for
a nonvanishing cosmological constant), are embedded in an expanding homogeneous and
isotropic Universe, forming spherical holes within the Friedmannian cheese. This model aims
at describing static, gravitationally bound objects, such as stars, galaxies, or clusters of
galaxies, and is therefore more adapted to the problematic of small-scale inhomogeneities
tackled here than LTB [105, 106] or Szekeres [106, 107] Swiss-cheese models.
6.1.1 Spacetime geometry
Let us briefly summarise the main geometrical properties of the Einstein-Straus model—more
detailed explanations can be found, e.g., in our previous works [71, 101]. Consider one hole
of the SC, whose centre is taken to be the origin of the coordinate system, without loss of
generality. On the one hand, the metric of the exterior region is
ds2 = −dT 2 + a2(T )
[
dR2
1−KR2 +R
2 dΩ2
]
, (6.1)
with dΩ2 ≡ dθ2 + sin2 θdϕ2, K = cst, and where the evolution of the scale factor a with
cosmic time T is ruled by the Friedmann equations, in particular
H2 ≡
(
1
a
da
dT
)2
=
8piGρ0
3
(a0
a
)3 − K
a2
+
Λ
3
, (6.2)
where ρ0 is today’s mean density of matter, modelled by a pressureless fluid. The cosmological
parameters quantifying the relative importance of matter, spatial curvature, and cosmological
constant in the expansion dynamics are respectively Ωm ≡ 8piGρ0/(3H2), ΩK ≡ −K/(aH)2,
and ΩΛ ≡ Λ/(3H2). The interior geometry is, on the other hand, given by the Kottler (or
Schwarzschild-de Sitter) metric
ds2 = −A(r) dt2 +A−1(r) dr2 + r2dΩ2 with A(r) ≡ 1− rS
r
− Λ r
2
3
, (6.3)
and where rS ≡ 2GM is the Schwarzschild radius associated with the mass M at the centre
of the hole.
The metrics (6.1) and (6.3) are glued together on a spacelike hypersurface corresponding
a comoving sphere (the boundary of the hole), hence defined by R = Rh = cst in terms
of exterior coordinates, and r = rh(t) in terms of interior coordinates. The Darmois-Israel
junction conditions [108–110] then impose
rh(t) = a(T )Rh, (6.4)
M =
4pi
3
ρ0R
3
h. (6.5)
Equation (6.5) must be understood as follows: the mass M at the centre of the hole is identical
to the one that should be contained in the sphere of comoving radius Rh, if the latter were
homogeneously filled with the same comoving density ρ0 as the exterior.
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6.1.2 Optical properties of each region
Within the cheese, since the FL metric is conformally flat, light rays follow straight lines
in terms of a suitable coordinate system. The cyclic frequency of the associated wave, as
measured by a comoving observer (with four-velocity ∂T ), and normalised by the observed
frequency at O, reads
1 + z = ω = kT =
dT
dv
=
a0
a(T )
(6.6)
from which follows the relation between redshift z and affine parameter v for a light ray
propagating through the cheese only,
dv
dz
=
1
H(z)(1 + z)2
. (6.7)
Besides, the Ricci and Weyl lensing scalars are shown to be
RFL = −4piGω2ρ(T ) (6.8)
WFL = 0. (6.9)
Inside the hole, a light ray propagating in the θ = pi/2-plane admits two constants of
motion, E = A(r)kt and L = r2kϕ, respectively associated with the stationarity and spherical
symmetry of the metric. Their ratio defines the impact parameter b = L/E, roughly equal to
the closest approach radius rmin ≈ b of the photon trajectory if b rS. The Ricci and Weyl
lensing scalars read, in this case,
RK = 0 (6.10)
WK =
3GML2
r5
e−2iβ, (6.11)
where β is the impact angle, corresponding to the angle between the plane of the trajectory
and the first vector of the Sachs basis, as represented on Fig. 1.
6.2 Effective optical properties
Because of the intrinsically discrete nature of the SC model, we need to design an effective
approach to be able to use the formalism developed in this paper.
6.2.1 The Kantowski-Dyer-Roeder approximation
The first set of effective optical properties for SC models was proposed by Kantowski [65] in
1969, assuming that the mass clumps modelled by the central mass of the holes are extended
and opaque, i.e., imposing a cutoff for the impact parameter b > bmin, which corresponds to the
physical radius rphys of the clump. This work was generalised in 1974 by Dyer and Roeder [69]
in order to include the cosmological constant. The resulting behaviour at lowest order, that we
shall call the Kantowski-Dyer-Roeder (KDR) approximation, can be summarised as follows:
KDR1 The relation between affine parameter v and redshift z is not significantly affected by
the holes, so that Eq. (6.7) can still be applied in a SC model.
KDR2 The effect of the shear, due to Weyl lensing in the holes, on the angular distance is
negligible. In other words, WKDR = 0.
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Figure 1: Impact parameters in a Kottler hole. The grey disk is the intersection between
the hole and the plane orthogonal to the wave-vector k at minimal approach, also spanned
by the Sachs basis (s1, s2) there. The impact parameter b ≡ L/E is approximately the
minimal approach radial coordinate of the photon, and β is the angle between the plane of
the trajectory and the plane spanned by k, s1 at minimal approach. It is also the angle
corresponding the basis change which diagonalises the optical tidal matrix RK in the hole.
KDR3 Ricci lensing is the same as in the cheese but reduced by a factor α¯ ∈ [0, 1], called
smoothness parameter, so that RKDR = α¯RFL = −4piGω2α¯ρ(T ).
A detailed analysis of this approximation was presented recently in Ref. [71]. Hypoth-
esis KDR1 turns out to be valid up to terms on the order of the ratio rS/rh between the
Schwarzschild radius of the central mass and the radius of the hole, which is very small in
practice. Therefore, we will adopt KDR1 for the remainder of this article. The relevance of
KDR3 can be understood as follows: consider an interval [vn, vn+1] of the light path, where
vn corresponds to the entrance into the hole number n, and vn+1 = vn + ∆vn to the entrance
into the next one; the effective Ricci focusing over this interval can be defined as
Reff ≡ 1
∆vn
∫ vn+1
vn
R dv ≈ ∆v
FL
n
∆vn
RFL, (6.12)
where ∆vFLn is the fraction of light path spent into the FL region (between the exit from the
hole n and the entrance into the hole n+ 1) over which RFL can be considered constant. This
defines a local smoothness parameter αn ≡ ∆vFLn /∆vn. Interpolating the sequence (αn) on
the whole light path yields a function α(v) which, after averaging over many lines of sights,
defines α¯(v).
In terms of the stochastic lensing formalism, we can thus identify
〈R〉 = RKDR. (6.13)
As a consequence, the angular diameter distance predicted by the KDR approximation
corresponds to D0 introduced in § 5.1.3, i.e. satisfying D¨0 = 〈R〉D0.
6.2.2 Effective Weyl lensing in a hole
Numerical ray-tracing simulations in SC models [71] show that, while the KDR approximation
satisfactorily reproduces the true DA(v) relation for most lines of sights, some exhibit significant
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deviations. Such discrepancies are due to Weyl lensing, neglected in the KDR approach
(KDR2), but which we would like to include in the stochastic approach. It will be convenient,
for that purpose, to first derive an effective expression for the Weyl lensing scalar W in a
single hole, defined as
Weff ≡ 1
vout − vin
∫ vout
vin
WK(v) dv, (6.14)
where vin, vout respectively denote the affine parameter at entrance and exit.
Like in the KDR approach, we assume from now on that the central mass is an extended
opaque object, whose physical radius rphys  rS is thus a lower cutoff of impact parameters.
As shown in Ref. [101], the radial coordinate r(v) of a photon propagating through the hole
with an impact parameter b reads, at lowest order in rS/b,
r(v) ≈
√
b2 + E2(v − vm)2, (6.15)
where vm denotes the affine parameter at minimal approach, and E ≈ ωin ≈ ωout. Moreover,
if we neglect the growth of the hole between the photon entrance and exit, then
vout − vm ≈ vm − vin ≈ E−1
√
r2h − b2. (6.16)
Calculating the integral of Eq. (6.14) thus yields
Weff = GME
2
[
1
r3h
+
2
b2rh
]
e−2iβ (6.17)
= 4piGρω2
[
1
3
+
2
3
(rh
b
)2]
e−2iβ. (6.18)
We see that, for b rh, the ratio between Weyl and Ricci lensing can actually be very large,
|Weff|/Reff ∝ (rh/b)2. It is the randomization of β which, in practice, drastically reduces the
net impact of Weyl lensing on the angular distance.
6.3 Calculation of the covariance amplitudes
We now turn to the calculation of the statistical quantities CR , CW of the white noises which
best reproduce lensing in a Swiss-cheese model.
6.3.1 Statistical setup
The randomness of our SC model is constructed in a way that—as originally formulated
by Ref. [72]—“each ray creates its own Universe”. One realization of the various stochastic
processes at stake thus corresponds to the disposition of successive holes on a photon’s
trajectory, with random sizes, impact parameters, and separations. Expectation values 〈. . .〉
will be considered with respect to such realizations. As in Ref. [71], we make the following
assumptions:
• The properties (mass, size, impact parameters) of two different holes are independent,
as well as the separation between different successive holes.
• All the impact positions, within a given hole cross-section, are equiprobable. In other
words, the impact angle β is uniformly distributed in [0, 2pi], and the PDF of the
comoving areal impact parameter B is
p(B) dB = [Rc ≤ B ≤ Rh] B dB
R2h −R2c
, (6.19)
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where the squared bracket is 1 if the assertion inside is true, 0 if not; Rc denotes the
comoving areal radius of the central matter clump, and Rh the comoving areal radius of
the hole. We assume that the matter clump is static, i.e., its physical radius rc ≡ aRc is
constant, hence Rc ∝ a−1 is not, contrary to Rh.
• The distributions of both Rh and rc are governed by the specific matter clumps that one
wishes to model. For most of our theoretical results, they do not need to be explicitly
specified. For numerical illustrations, we consider galaxylike clumps which all have the
same physical density ρc = 3M/(4pir
3
c) = 3.47× 10−22 kg/m3—this fixes the relation
between rc and M (hence Rh)—, and whose mass function is inspired from Ref. [111],
p(M)dM ∝M−1.16 exp
(
− M
7.5× 1011h−2M
)
dM. (6.20)
• The PDF of the comoving separation ∆χFL between two successive holes is taken to be
uniform, between 0 and 2 〈∆χFL〉, with
〈∆χFL〉 = 4
3
α¯
1− α¯ 〈Rh〉 . (6.21)
This choice ensures that the mean smoothness parameter 〈α〉 = 〈∆vFL/∆v〉 is indeed α¯.
6.3.2 Ricci-lensing covariance
In reality, the Ricci and Weyl lensing scalars in a random Swiss-cheese model are not white
noises: they have a self-correlation length on the order of the hole sizes. We here aim at
determining the properties of the white noises which best reproduce the actual behaviour of
R and W . In the case of the Ricci covariance amplitude, this can be achieved by integrating
Eq. (3.7) with respect to w,
CR(v) =
∫
dw 〈δR(v)δR(w)〉 ≈
∫
dw 〈δReff(v)δReff(w)〉 , (6.22)
with
δReff ≡ Reff − 〈Reff〉 = −4piGρ0 ω5δα, (6.23)
and δα(v) ≡ α(v)− α¯. As mentioned above, the expectation value 〈. . .〉 is identified with an
average over all possible realizations (r) of the SC, that is over the position, size, and impact
parameter of each hole that is crossed by the light beam,
〈δReff(v)δReff(w)〉 = lim
N→∞
1
N
N∑
r=1
δR
(r)
eff (v)δR
(r)
eff (w). (6.24)
For each realization (r), the complete light path through the SC can be split into
elementary intervals In ≡ [vn, vn+1], of affine parameter length ∆vn where, as before, vn
corresponds to the entrance into the nth hole. Within each interval, δReff = δRn is considered
constant, and δRn is independent of δRm if n 6= m. Hence, if we call I(r)(v) the elementary
interval of (r) such that v ∈ I(r)(v), then there are two categories of realizations: those where
w ∈ I(r)(v) as well; and those where w 6∈ I(r)(v). The net contribution of the second category
to the sum of Eq. (6.24) vanishes.
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In order to calculate this sum, it is convenient to sort the realizations (r) in terms of
the properties of I(r)(v). The affine-parameter length ∆v of any elementary interval I can be
decomposed into its FL and hole contributions as
∆v = ∆vFL + ∆vh =
1
ω2
(
∆χh + 2
√
R2h −B2
)
, (6.25)
where we neglected the global beam deflection in the hole part, and used the FL relation
between affine parameter and comoving distance, even in the hole5. ∆v thus depends on the
random parameters ∆χFL, Rh, and B, which we regroup in a triple Π = (∆χFL, rh, B). We
now organise the sum of Eq. (6.24) in terms of the parameters Π characterizing the interval
containing v, which yields
〈δReff(v)δReff(w)〉 =
∫
dΠ p(Π|v ∈ IΠ) Prob(w ∈ IΠ|v ∈ IΠ,Π) δR2eff(Π). (6.26)
In the above equation, p(Π|v ∈ IΠ) dΠ represents the (conditional) probability that the
interval IΠ containing v has its parameters within dΠ around Π. It can be rewritten thanks
to the Bayes formula as
p(Π|v ∈ IΠ) = Prob(v ∈ IΠ|Π)
Prob(v ∈ I) × p(Π), (6.27)
where p(Π) is the unconstrained PDF of Π, i.e. as provided by the assumptions of § 6.3.1.
Simple geometric arguments show that the probability that v belongs to a given interval IΠ,
with affine-parameter length ∆v(Π), is
Prob(v ∈ IΠ|Π) ∝ ∆v, (6.28)
so that the normalization factor in the denominator of Eq. (6.27) is simply Prob(v ∈ I) ∝
〈∆v〉Π, where the average is performed with respect to p(Π).
The second term in the integral of Eq. (6.26) represents the probability that w belongs
to the interval IΠ, given its parameters Π and the fact that v already belongs to it. Again,
simple geometry yields
Prob(w ∈ IΠ|v ∈ IΠ,Π) =
(
1− |v − w|
∆v
)
Θ(∆v − |v − w|), (6.29)
where Θ denotes the Heaviside function. Gathering all the results, and using the expression
of δReff, we obtain
〈δReff(v)δReff(w)〉 = (4piGρ0ω5)2
∫
dΠ p(Π)
∆v − |v − w|
〈∆v〉Π
Θ(∆v − |v − w|)
(
∆vFL
∆v
− α¯
)2
.
(6.30)
Performing the integration, plus the one with respect to w, finally yields
CR = α¯
2(1− α¯)H40 Ω2m0(1 + z)8
(
11
8
〈Rh〉+ 27
8
〈
R2h
〉− 〈Rh〉2
〈Rh〉
)
(6.31)
5This operation is justified by KDR1, which is very accurately satisfied in a SC model
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in terms of the usual cosmological quantities. In the above equations, angle brackets denote
averaging with respect to the mass function of the matter clumps, which rules the size of the
hole they belong to via Eq. (6.5). Note that we get CR = 0 in both limits α¯ = 0, 1. This
was indeed expected: for α¯ = 0 the Swiss cheese is completely filled by holes, so that R = 0
everywhere; for α¯ = 1, we recover the strictly homogeneous FL spacetime, in which R = 〈R〉
everywhere. In both cases the fluctuation δR vanishes.
6.3.3 Weyl-lensing covariance
Just like in the Ricci case, the covariance amplitude CW of the white noise which best
reproduces Weyl lensing in a SC model is
CW (v) =
1
2
∫
dw 〈W (v)W ∗(w)〉 ≈ 1
2
∫
dw
〈
|Weff(v)Weff(w)| e2iβ(w)−2iβ(v)
〉
, (6.32)
where a star denotes the complex conjugate, and the 1/2 prefactor comes from the fact that
in Eq. (3.8) we defined CW as the covariance amplitude of each independent component WA.
We then proceed as before, decomposing the expectation value 〈Weff(v)W ∗eff(w)〉 as a sum
over all possible realizations of the SC. Since Weff is nonzero only in holes, we fully decompose
each realization into FL and hole elementary paths (rather that {FL+hole} sets as before).
In the average, only the realizations such that v and w belong to the same hole H contribute
to the net result. Hence the analogue of Eq. (6.26) is
〈|Weff(v)Weff(w)|〉 = (1− α¯)
∫
dΠ p(Π|v ∈ HΠ) Prob(w ∈ HΠ|v ∈ HΠ,Π) |Weff(Π)|2,
(6.33)
where Π is now the couple (B,Rh) characterising a hole H. The (1− α¯) prefactor corresponds
to the probability that the elementary interval to which belong v is a hole. The involved
probabilities are formally identical to the Ricci case, except that the interval length is now
∆vh instead of ∆v = ∆vh + ∆vFL. The integral to calculate is therefore
〈|Weff(v)Weff(w)|〉 = (1− α¯)(4piGρ0ω5)2
∫
dΠ p(Π)
∆vh − |v − w|
〈∆vh〉Π
Θ(∆vh − |v − w|)
×
[
1
3
+
2
3
(
Rh
B
)2]2
. (6.34)
The final result, after integration over Π and w, is
CW =
3
2
(1− α¯)H20 Ωm0(1 + z)6
〈
r
4/3
S r
−2
c
〉
〈
r
1/3
S
〉 , (6.35)
Like in Eq. (6.31), angle brackets denote here averages with respect to the statistical properties
of the matter clumps.
A comparison of the covariance amplitudes CR and CW , calculated with the setup and
numerical values listed in § 6.3.1, is depicted in Fig. 2. It is clear here that Weyl covariance
dominates over Ricci covariance. This result is characteristic of the Einstein-Straus SC model,
where the local matter density experienced by light oscillates between ρ (cheese) and 0 (holes);
this highly underestimates the fluctuations of Ricci focusing compared to reality.
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Figure 2: Ratio CR/CW between the covariance amplitudes of the Ricci lensing and Weyl
lensing in a Swiss-cheese model, as a function of the mean smoothness parameter α¯, for three
different values of the redshift z = 2 (blue), z = 1 (orange), and z = 0.1 (green).
6.4 Results and comparison with ray tracing
We now apply the general results derived in Sec. 5 with the expressions (6.31) and (6.35) for
CR and CW . After having discussed our expression of the average shear rate with respect to
earlier works, we compare the predictions of our formalism for 〈DA〉 and var(DA) with the
output of numerical ray-tracing simulations in a SC model.
6.4.1 Shear rate and astrophysical parameter
Introducing the expression (6.35) of CW in Eq. (5.30) yields the following formula for the
average shear rate 〈 |σ|2 〉 = AH30 Ωm0 ∫ v
0
dw
[
D0(w)
D0(v)
]4
(1 + z)6, (6.36)
where we introduced a dimensionless astrophysical parameter
A ≡ 3
H0
(1− α¯)
〈
r
4/3
S r
−2
c
〉
〈
r
1/3
S
〉 , (6.37)
which encodes the statistical assumptions about the mass and compacity of the matter clumps.
It also contains the main dependence with respect to the smoothness parameter α¯, since
the integral of Eq. (6.36) is almost independent from it, as shown in Fig. 3. In terms of
orders of magnitude, for α¯ = 0, A0 ∼ g/H0, where g ≡ GM/r2c is the surface gravity of the
central matter clumps. If they represent galaxies, then A0 is typically of order unity, but it is
potentially much larger for more compact objects (see table 1).
Equation (6.36) is very similar to the ones obtained, e.g., by Gunn [62] or Kantowski [65]
by different methods. Both get the same integral term, but their estimations of the astrophys-
ical parameter differ with ours. In particular, Kantowski obtains6 (Eq. (42) of Ref. [65])
AK = 3
H0
(1− α¯)
〈
r2Sr
−2
c
〉
〈rS〉 , (6.38)
6Dyer and Roeder also obtained the same result, given in Eq. (25) of Ref. [69] with no derivation, but
referring to Dyer’s PhD thesis [68].
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Nature of the clumps M rS rc A0
galaxy clusters 1015M 100 pc 10 Mpc 10−3
galaxies 1011M 10−2 pc 10 kpc 1
stars M km 106 km 1010
Table 1: Typical orders of magnitude for the mass M , Schwazschild radius rS, and physical
size rc of three possible types of matter clumps modelled in a SC model, with the associated
astrophysical parameter A0 ∼ rS/(H0r2c) for α¯ = 0.
which only differs from Eq. (6.37) by the powers of rS in the averages. In a SC model where
all the holes are identical, we thus have AK = A, but if their masses are distributed according
to the same distribution as in Ref. [71], then AK/A = 1.9. Although the calculation leading
to Eq. (6.38) is not fully detailed in Ref. [65], its discrepancy with our result (6.37) may
be due to different statistical assumptions. In particular, we suspect that Kantowski took
into account that bigger SC holes have a larger probability to be encountered by a light
beam, whereas we did not—in our approach, holes are randomly placed on the line of sight,
irrespective of their sizes. While the former is relevant in an exact SC model, the latter may
better correspond to the actual small-scale structure of the Universe.
Figure 3: Evolution of the integral of Eq. (6.36), as a function of the redshift, for three
different smoothness parameters α¯ = 0, 0.5, 1.
6.4.2 A post-Kantowski-Dyer-Roeder approximation
In § 5.2.1 we have derived the general expression (5.28) of the correction δ(1)DA = (〈DA〉−D0)/D0
to the mean angular distance with respect to the zero-shear distance D0—here given by the
KDR approximation. With the formula (6.35) for CW in a SC model, this post-Kantowski-
Dyer-Roeder (pKDR) term reads
δ
(1)
DA
= −AΩm0
∫ z
0
dz1
E(z1)
∫ z1
0
dz2
E(z2)
∫ z2
0
dz3
E(z3)
[
Dˆ20(z3)
Dˆ0(z1)Dˆ0(z2)
]2
. (6.39)
with E(z) ≡ H(z)/H0 =
√
Ωm0(1 + z)3 + ΩΛ0, and where Dˆ0(z) ≡ (1 + z)D0(z) is sometimes
called the corrected luminosity distance, here associated with the KDR distance D0.
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Figure 4 represents δ
(1)
DA
as a function of the smoothness parameter α¯ (4a) and of the
redshift z (4b), comparing our calculation with the earlier result of Kantowski [65]. On Fig. 4a
are also plotted the results of ray-tracing simulations in SC model, as described in Ref. [71].
Each square represents the average of (DA −D0)/D0 over 1000 runs. These numerical results
are thus in excellent agreement with the predictions of the stochastic lensing calculations,
which proves its efficiency.
(a) Post-KDR correction δ
(1)
DA
as a function of
the smoothness parameter α¯, at redshift z = 1.
Black squares are results from simulations.
(b) Post-KDR correction δ
(1)
DA
as a function of
redshift z for three different smoothness param-
eters α¯ = 0, 0.5, 0.9.
Figure 4: pKDR correction on the angular diameter distance δ
(1)
DA
≡ (〈DA〉 −D0)/D0, at
linear order in Weyl lensing, in SC models made of galaxylike clumps, with A0 = 0.5. Solid
lines correspond to our calculations and dashed lines to Kantowski’s.
The results depicted on Fig. 4, namely δ
(1)
DA
∼ 10−3, confirm that the KDR approximation
provides a very good effective description of the angular distance-redshift relation in SC
models [71], at least when galaxy-like clumps are at stake. Nevertheless, since δ
(1)
DA
∝ A, this
pKDR correction can become very large as the clumps are more compacts; the orders of
magnitude given in table 1 suggests that for a SC model made of stars, δ
(1)
DA
∼ 107. This
unreasonably large number is a hint that our calculations may break down if too small
deflectors are involved. In particular, the infinitesimal light beam approximation—on which
both the Jacobi matrix and optical scalar formalisms are based—is not valid for describing the
lensing of a star at cosmological distances, which rather requires a microlensing description.
See also a discussion by Gunn in Ref. [63] on this issue.
6.4.3 Dispersion of the angular distance
The general equation governing the variance of the angular distance, var(DA), based on
second-order calculations in Weyl lensing, has been derived in § 5.3. In terms of the redshift,
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using both Eqs. (5.14), (6.7), it reads{
d3
dz3
+
(
H ′
H
+
6
1 + z
)
d2
dz2
+
[
H ′′
H
+
(
H ′
H
)2
+
8
1 + z
H ′
H
+
6
(1 + z)2
− 4 〈R〉
(1 + z)4H2
]
d
dz
+
2 〈R〉′
(1 + z)4H2
+
4CW − 2CR
(1 + z)6H3
}
var(DA)
=
2D20CR
(1 + z)6H3
+
6
(1 + z)6H3D40
∫ z
0
dz1
(1 + z1)2HD20
[∫ z1
0
dz2
2D40CW
(1 + z2)2H
]2
, (6.40)
where a prime denotes here a derivative with respect to z. To our knowledge, it is the first
time that such a theoretical prediction of the dispersion of the angular distance though a SC
model is proposed. This equation is solved numerically, using 〈R〉 = −(3/2)H20 α¯Ωm0(1 + z)5
and the expressions for CR and CW derived previously; the output is shown in Fig. 5 with,
on Fig. 5a, a comparison with simulated data.
(a) Standard deviation of DA at redshift z = 1 as
a function of smoothness α¯. Black squares result
from ray-tracing simulations and lines from the
numerical integration of Eq. (6.40).
(b) Standard deviation of DA as a function of
redshift z, for three different smoothness param-
eters, α¯ = 0, 0.5, 0.9.
Figure 5: Standard deviation σDA ≡
√
var(DA) of the angular distance DA in SC models,
normalised by the KDR distance D0, as a function of the smoothness parameter α¯ and
redshift z.
We see that, contrary to its average 〈DA〉, the standard deviation σDA of the angular
distance predicted by the stochastic lensing formalism does not fit with the results of ray-
tracing simulations. They differ here by a factor 1.7 for α¯ = 0. We performed a number of
consistency checks on both the analytical and numerical sides, and found no errors. It turns
out that such a discrepancy between theoretical and numerical results is actually a genuine
limitation of our formalism, due to the fact that we modelled Weyl fluctuation by a Gaussian
noise.
Let us first show that the problem indeed comes from Weyl lensing. Formally, Eq. (6.40)
reads
D3z var(DA) = SR + SW , (6.41)
where Dz is a linear differential operator, and SR , SW are source functions respectively due to
Ricci and Weyl lensing. Contrary to CR/CW , the ratio SW /SR is not necessarily small here;
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in fact, it is of order unity in the SC model used to generate the results of Fig. 5. A way to
tune this ratio—and thus to decide which among Ricci and Weyl fluctuations dominates the
dispersion of DA—consists in changing the lower cutoff bmin = rc of impact parameters in
the holes. By virtue of Eq. (6.35), decreasing rc, i.e. enhancing the compacity of the central
clumps, increases CW .
In Fig. 6, we compare again the predictions of the stochastic lensing formalism with
ray-tracing results, but for two different classes of SC models: with less compact clumps
(twice larger for the same mass, left panel); or more compact clumps (twice smaller for the
same mass, right panel) than before. We see that the agreement between theory and numerics
is now excellent in the first case, where SR  SW , while it is slightly worse than in Fig. 5a in
the second case, where on the contrary SR  SW . The very good agreement regarding δ(1)DA
in both cases confirms that there are no mistakes in the evaluation of CW
Such results suggest that our modelling of Ricci lensing fluctuations is more accurate
than the one of Weyl lensing fluctuations. The weakness does not seem to be related with
the δ-correlation hypothesis, because (i) the numerical SC model is constructed so that the
properties of two different holes are indeed independent; (ii) the size of the holes is much
smaller than the typical evolution scale of DA; and (iii) this hypothesis equally applies to
both Ricci and Weyl fluctuations, any deviation from it would therefore be manifest for any
value of SR/SW , which is not what we observe.
The Gaussian hypothesis is more questionable. In the standard Langevin description of
Brownian motion, the Gaussianity of the random force is justified by the central-limit theorem:
during a mesoscopic time interval ∆t, the Brownian particle is hit by many molecules, and
the associated microscopic momentum transfers δpmicro sum into an effective transfer ∆p,
whose PDF is therefore well approximated by a Gaussian, whatever the PDF of each δpmicro.
However, while a microscopic Brownian particle undergoes ∼ 1020 collisions per second, a
typical light beam in a SC models encounters only ∼ 103 holes from the source to the observer.
The convergence towards central limit must therefore be very efficient for the Gaussian model
to be adapted. In the case of Ricci lensing, R simply oscillates between 0 and RFL; the sum
of such a random variable converges quite quickly towards the Gaussian limit, in particular
because its support is compact. The case of Weyl lensing is different. One can easily check
from the statistical assumptions of § 6.3.1 and the expression (6.18) of Weff that its PDF reads
p(|Weff|) = 2
3Wmin
( |Weff|
Wmin
− 1
3
)−2
[Wmin ≤ |Weff| ≤ Wmax], (6.42)
with Wmin = 4piGρ0(1 + z)5 and Wmax = Wmin[1 + 2(rh/rc)
2]/3 Wmin. This PDF thus has a
very long algebraic tail, which drastically slows down the convergence towards central limit.
This argument is, in our opinion, the most probable explanation of the discrepancy between
theory and numerics observed in Fig. 5a, and of its disappearance in the left panel of Fig. 6,
where Ricci lensing dominates. This argument shall be reinforced by the results of the next
section.
7 Numerical integration of the Langevin equation
The FPK equation, Eq. (4.14) for the Jacobi matrix or Eq. (4.20) for the optical scalars,
contains all the information necessary to characterise the statistical properties of stochastic
lensing, provided this part of lensing can be well approximated by a Gaussian, uncorrelated
noise (white noise). However, as mentioned before, it is in general impossible to solve explicitly
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Figure 6: pKDR correction to the mean angular distance δ
(1)
DA
(top); normalised standard
deviation σDA/D0 (middle); and ratio SR/SW between the Ricci and Weyl sources of variance
(bottom), as a function of the mean smoothness parameter α¯ at redshift z = 1, for SC models
with two different clump densities: ρc/8 ⇔ 2rc (left panel) and 8ρc ⇔ rc/2 (right panel),
where ρc = 3.5× 10−22 kg/m3 is the density used for the previous plots 4a, 5a. For a given SC
hole, the minimal impact parameter bmin = rc is thus respectively increased or reduced by a
factor 2 with respect to the previous calculations. As before, squares correspond to the output
of ray-tracing simulations, while lines are the predictions of the stochastic lensing formalism.
the FPK equation, and one ought to rely on numerical methods to extract the statistical
information available. From the numerical point of view, solving a partial differential equation
is harder than tackling an ordinary differential equation and therefore, it is certainly better to
concentrate on the Langevin equation rather than on the FPK equation. In this section, we
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aim at solving the Langevin equation for the Jacobi matrix, Eq. (3.15) for a double purpose.
First, we wish to show that, in the approximation of a white noise for the Ricci and Weyl
lensing, the ray-tracing and analytical results of the previous section are well re-produced by
directly solving the Langevin equation. Second, we would like to probe the effect of relaxing
the Gaussian approximation: we will show that in the SC model, if the ‘true’ PDF of Weff,
Eq. (6.42), is used, the discrepancy in the fluctuations of DA between the ray-tracing results
and the analytical estimates coming from the FPK equation can clearly be attributed to the
non-Gaussianity of the noise and the lack of convergence towards the central limit when the
number of holes encountered is too small.
7.1 The stochastic Euler method
We begin by a short exposition of the numerical discretisation of the general Langevin
equation (4.1). For an infinitesimal time step dt, we can rewrite this equation as
X(t+ dt) = X(t) + f(X, t) dt+L(X, t)N(t) dt. (7.1)
Noting dB(t) = N(t)dt, this becomes simply
X(t+ dt) = X(t) + f(X, t)dt+L(X, t) dB(t), (7.2)
which, after discretisation, gives the Euler approximation to the Langevin equation
X(ti+1) = X(ti) + f [X(ti), ti] ∆t+L[X(ti), ti] ∆B(ti), (7.3)
where we have assumed, for simplicity, a constant time step ∆t. As discussed in Sec. 4.1,
if the noise N is a white noise, then B is a Brownian motion, i.e. its increment ∆B is a
zero-mean Gaussian process with covariance matrix〈
∆B(ti)∆B
T(tj)
〉
=Q(ti)δij ∆t (no summation over i). (7.4)
In practice, simulating one realisation of the process X(t) is thus identical to numerically
solving an ordinary differential equation, except that at each time step ti the quantity ∆B(ti)
is randomly picked, according to a Gaussian PDF with varianceQ(ti)∆t, and independently of
the other steps. This means that the components of the stochastic term ∆B have fluctuations
on the order of
√
∆t: the stochastic Euler method only converges as
√
∆t, instead of ∆t for
its deterministic counterpart. This limitation will not be a problem in what follows.
Note also that we can still apply this discretisation if the noise is not Gaussian, but the
term N(t)∆t must then be evaluated from the true PDF of N . The main caveat, in this case,
lies on the fact that the simulation is no longer resolution independent (see § 7.3).
7.2 Application to the Swiss-cheese model – Gaussian case
Let us now turn to our specific Langevin equation for the Jacobi matrix (4.14), in the SC
model. Using the relationship between affine parameter and redshift, we can rewrite it as
dJ
dz
=
1
H(z)(1 + z)2
[M(z)J(z) +LJac(J)N(z)] . (7.5)
Discretising this equation with a constant redshift step ∆z (for simplicity), one gets
Jk+1 = Jk +
1
H(zk)(1 + zk)2
[M(zk)Jk∆z +LJac(Jk)∆B(zk)] , (7.6)
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with Jk ≡ J(zk), and where the covariance matrix of ∆B involves the diffusion matrix of
Eq. (3.10) according to 〈
∆B(zk)∆B
T(zk)
〉
=Q(zk)∆z (7.7)
= diag(CR , CW , CW )∆z. (7.8)
At each time step, the quantity ∆BT = (∆BR ,∆BW1 ,∆BW2) is obtained by randomly picking
∆BR and ∆BWA according to a zero-mean Gaussian distribution with variance CR∆z and
CW ∆z, respectively.
Using the expressions for CR(z) and CW (z) found in the case of the SC model, Eqs. (6.31)
and (6.35) respectively, we can now integrate numerically the Langevin equation. Results
are presented in Fig. 7, for the same set of parameters as those used in the previous section,
i.e. with a standard distribution of galaxy-type holes. Statistical averages are performed
over 1000 realisations of J(z), for each possible value of α¯, each realisation being simulated
according to the stochastic Euler method with a redshift step ∆z = 10−4. The agreement
with the results from the FPK approach is striking, and provides strong support for the
analytical expressions found previously. Compared to ray-tracing simulations, the pKDR
corrections to 〈DA〉 are very accurately reproduced, but the dispersion of DA suffers from the
same systematic underestimation as in the previous section. If one could resolve this tension,
because the numerical integration of the Langevin equation is much faster than ray-tracing
simulations, it would provide an efficient way to estimate statistical quantities.
Figure 7: Results of the numerical integration of the Langevin equation with a Gaussian
noise (empty purple circles), compared with analytical calculations (blue lines) and ray-tracing
simulations (black squares) in the SC model. Left panel (same as Fig. 4a): pKDR correction,
in percent, to the angular distance at z = 1, as a function of α¯. Right panel (same as Fig. 5a):
fractional dispersion, in percent, of DA at z = 1 as a function of α¯.
7.3 Beyond the Gaussian approximation
Now that we have shown that numerically integrating the Langevin equation leads to the same
results as the use of the FPK equation in the Gaussian noise limit, we would like to show that
the discrepancy between these results and the ray-tracing results stems from non-Gaussianity.
Indeed, as discussed in the previous section, the Weyl lensing is very poorly described by
a Gaussian noise, since its actual PDF in a SC model presents a long non-Gaussian tail,
corresponding to not so rare events during which light rays pass very close to masses and
experience significant tidal distortions. In order to probe this effect, in this subsection, we
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limit ourselves to the case α¯ = 0 in which the Ricci lensing is zero, thus isolating effects due
to a pure Weyl lensing. We also use an SC model with one size of holes for simplicity.
We come back to Eq. (7.5) but we no longer treat the noise term as the increments ∆B
of a Brownian motion B, and replace it by ∆B˜ such that
∆B˜W1 =
√
3Rh∆z
(1 + z)4H(z)
|Weff| cos 2β, (7.9)
∆B˜W2 = −
√
3Rh∆z
(1 + z)4H(z)
|Weff| sin 2β, (7.10)
where β is uniformly distributed within [0, 2pi], while the PDF of |Weff| is given by Eq. (6.42).
One can check that the above choice ensures that
〈
∆B˜∆B˜T
〉
= diag(CR , CW , CW )∆z as
before. In other words, the resulting ∆B˜ is a non-Gaussian process whose first two moments
match the ones of the Gaussian model. Note that this is somehow artificial, because the
noise modelled by ∆B˜ now depends on the resolution ∆z used for integrating the Langevin
equation. This can be understood as follows. Suppose one solves the Langevin equation
with two different resolutions: a low resolution (LR) ∆zLR, and a high resolution (HR)
∆zHR = ∆zLR/n. During a given interval [z, z + ∆zLR], the HR simulation performs n steps,
and the effective noise associated with the set of these n steps reads
∆B˜HR(z → z + ∆zLR) =
n−1∑
k=0
∆B˜HR(zk → zk+1), (7.11)
with zk = z + k∆zHR. Contrary to the Gaussian case, the above sum is not equal to ∆B˜LR,
because any random variable does not enjoy the invariance under addition; in particular, for
n→∞ it becomes Gaussian itself, by virtue of the central limit theorem.
We therefore expect the output of numerical integration of the Langevin equation with
∆B˜ (i) to depend on the resolution ∆z, and (ii) to converge towards the Gaussian case for
∆z → 0. This is illustrated in Fig. 8, where the mean and dispersion of the angular distance
at z = 1, obtained by integrating Langevin equation in the Gaussian and non-Gaussian
cases, are plotted as a function of ∆z. We also indicate, for comparison, the analytical and
ray-tracing results. A number of comments shall be formulated about those figures. First, all
the results on the mean angular distance 〈DA〉—more precisely, its pKDR correction δ(1)DA—are
in excellent agreement. It is not the case concerning the dispersion σDA of DA. Then, as
expected, the Gaussian numerical results coincide with the analytical calculations, as well
as the non-Gaussian result for ∆z → 0. The latter however depart from the formers as ∆z
increases, and coincides with the ray-tracing results for ∆z ≈ 2.5×10−4. This particular value
can be understood as follows: physically speaking, a non-Gaussian Langevin simulation with
redshift step ∆z corresponds to a SC model where successive holes are typically separated
by ∆z, that is z/N where z is the redshift of the source and N the typical number of holes
between the source and the observer. As a matter of fact, with the parameters used for
generating Fig. 8, the average number of holes encountered by a photon is on the order of
3000, corresponding to a ∆z ∼ 3× 10−4, which is very close to the value 2.5× 10−4 where
the ray-tracing and the stochastic non-Gaussian results match.
This confirms our point that, in the SC models investigated here, the typical number
of collisions is marginally too small to warrant a treatment of the lensing in terms of a pure
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white noise, i.e. with a FPK equation. This understanding of the problem provides two ways
of escaping from it: (1) dealing with smaller-scale structures; (2) increasing the redshift z of
the source. In both situation, the number N of deflectors, that is the physical resolution of
the problem, is increased, which should thus improve the agreement between exact ray-tracing
results and the analytical FPK calculations. A quantitative criterion, allowing us to estimate
the precision of the FPK approach, remains nevertheless to be determined.
Figure 8: pKDR correction to 〈DA〉 (top panel) and dispersion of DA (bottom panel) at
z = 1, computed from numerical integration of the Langevin equation (7.5) with a Gaussian
noise ∆B (empty circles) or a non-Gaussian noise ∆B˜ (filled circles), as functions of the
redshift step ∆z used in the Euler method. Each circle is obtained from the statistical
properties of a sample of 1000 realisations of J . For comparison, dotted lines indicate the
output of ray-tracing simulations, while the solid lines are the analytical predictions of the
stochastic lensing formalism, i.e. given by Eqs. (6.39), (6.40). The smoothness parameter of
the underlying SC model is α¯ = 0; all holes have the same mass M = 1011M and density ρc.
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8 Conclusion
In this article, we proposed a new theoretical framework in which the gravitational lensing
caused by the small-scale structure of the Universe is treated as a diffusion process. The Sachs
equations governing the propagation of narrow light beams were provided with stochastic
components modelled as white noises. We derived the associated Fokker-Planck-Kolmogorov
equations for the PDF of the Jacobi matrix and the optical scalars. We used them to deduce
(1) the corrections to the mean angular distance due to Weyl lensing, and (2) a differential
equation for the dispersion of the angular distance. These results depend on three free
functions, namely the mean Ricci lensing 〈R〉 and the covariance amplitudes of Ricci and
Weyl lensing CR , CW , which need to be specified from a model. As both an illustration
and a test of this new formalism, we applied it to Einstein-Straus Swiss-cheese models. The
results on 〈DA〉 offer an extension to the Kantowski-Dyer-Roeder approximation, in excellent
agreement with numerical simulations. The theoretical predictions for the variance of DA
are however systematically lower than their numerical counterpart. We located the origin of
this discrepancy in the actual non-Gaussianity of Weyl lensing, which cannot be captured by
the FPK approach. This was confirmed by direct simulations of the Langevin equation with
Gaussian and non-Gaussian source terms.
This new approach has the advantage of dealing with small-scale lensing in a mathemat-
ically consistent and efficient way, without the need for computationally expensive ray-tracing
simulations. It complements the standard description of weak lensing caused by the large-scale
structure, allowing for the effect of smaller scales. It is also very flexible, in the sense that it
can be applied, in principle, to any model for the distribution of matter on those scales.
The main limitation of our formalism, under its present form, lies in the assumption of
Gaussianity. This hypothesis is indeed central in the general derivation of the Fokker-Planck-
Kolmogorov equation, on which our main results are based, but it may not hold in the actual
Universe, as illustrated on the particular example of Swiss-cheese models. There is, on the
mathematics side, active ongoing research on stochastic processes with non-Gaussian noises.
Unfortunately no definite standard prescription about how to modify the FPK equation has
been established so far, which is the reason why we did not enter into such discussions in the
present article. Nevertheless, from a practical point of view, we empirically checked that the
Gaussian limit provides good estimations of the lensing quantities, as far as only their mean
and variance are concerned: the largest discrepancies are expected to appear for higher-order
moments.
In the future, we plan to apply the stochastic lensing framework to more realistic models
than the Swiss cheese, in particular for comparing its output with the numerical results of
Refs. [86, 87]. We also intend to include the effect of peculiar velocities, which is not expected
to contain major difficulties. On longer terms, we aim at explicitly combining our formalism
with the standard perturbation theory, which would ideally provide a consistent multiscale
treatment of cosmological lensing. This will however require to establish a quantitative
criterion about the transition scale from one behaviour to the other. Finally, we emphasize
the very general character of the approach presented here, which may also be applied to
spacetimes with very different symmetries, to treat e.g. the microlensing due to stars in a
galaxy, or the effect of a stochastic background of gravitational waves.
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A Geometric optics in curved spacetime
This appendix summarises textbook elements about the propagation of light in arbitrary
spacetimes, which aims at supplementing the relatively sharp presentation of Sec. 2. For more
general introductions, see Refs. [92, 93, 112–114].
A.1 Description of a light beam
A light beam is a collection of light rays, that is, a bundle of null geodesics {v 7→ xµ(v, ya)}
converging at a given event (here taken to be the observation event O), where the two
coordinates (ya)a=1,2 label the rays, while v is the affine parameter along them. There is no
need for a fourth coordinate because the beam entirely belongs to the lightcone of O, which is
an isophase hypersurface.
The wave four-vector kµ ≡ ∂xµ/∂v is a null vector field, tangent to the rays ya = cst. It
satisfies the null geodesic equations
kµkµ = 0, and k
ν∇νkµ = 0. (A.1)
Besides, the relative behaviour of two neighbouring geodesics of the bundle, xµ(·, ya)
and xµ(·, ya + δya), is described by their connecting vector ξµ ≡ (∂xµ/∂ya)δya. If the origin
v = 0 of the affine parametrisation of all rays is taken at O, then
kµξµ = 0. (A.2)
As soon as the condition (A.2) is satisfied, the evolution of ξµ along the beam is governed by
the geodesic deviation equation
kαkβ∇α∇βξµ = Rµναβkνkαξβ, (A.3)
where Rµναβ is the Riemann tensor.
A.2 The Sachs formalism
Consider an observer, with four-velocity uµ (uµu
µ = −1), who crosses the light beam. The
spatial direction of propagation of the beam, relative to this observer, is defined as the opposite
of the direction in which the observer must look to detect a signal. It is spanned by a purely
spatial unit vector dµ,
dµuµ = 0, d
µdµ = 1, (A.4)
such that (remember that we took kµ future oriented in this article)
kµ = −ω(uµ + dµ), (A.5)
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where
ω = 2piν ≡ uµkµ (A.6)
is the cyclic frequency of the light signal in the observer’s rest frame. Note that d` = ωdv is
the proper distance (measured by the observer) travelled by light for a change dv of the affine
parameter. The redshift z is defined as the relative change between the emitted frequency νs,
in the source’s frame, and the observed frequency νo, in the observer’s frame, that is
1 + z ≡ νs
νo
=
uµs kµ(vs)
uµokµ(vo)
. (A.7)
Suppose that the observer measures the size and the shape of the light beam. For that
purpose, he must use (and thus define) a (spatial) screen orthogonal to the line of sight. This
screen is spanned by the so-called Sachs basis (sµA)A∈{1,2}, defined by
sµAuµ = s
µ
Adµ = 0, gµνs
µ
As
ν
B = δAB, (A.8)
and by the transport property (A.9) below. The projections ξA ≡ sµAξµ indicate the relative
position, on the observer’s screen, of the light points corresponding to two neighbouring rays
separated by ξµ. Thus, it encodes all the information about the size and shape of the beam.
Consider a family of observers uµ(v), along the beam, who wants to follow the evolution
of the shape of the beam (typically for shear measurements). For that purpose, they must all
use the “same” Sachs basis, in order to avoid any spurious rotation of the pattern observed on
the screens. This is ensured by imposing that the Sachs basis is a parallel transported as
Sµνk
ρ∇ρsνA = 0, (A.9)
where
Sµν = δABsµAs
ν
B = g
µν + uµuν − dµdν (A.10)
is the screen projector. The reason why sµA cannot be completely parallel-transported is that,
in general, uµ is not7.
The evolution of ξA, with light propagation, is determined by projecting the geodesic
deviation equation (A.3) on the Sachs basis. The result is known as the Sachs equation [93,
115, 116],
d2ξA
dv2
= RAB ξB, (A.11)
where
RAB = RµναβkνkαsµAsβB (A.12)
is the screen-projected Riemann tensor, usually called the optical tidal matrix. The properties
of the Riemann tensor imply that this matrix is symmetric, RAB = RBA. Note that the
position of the screen indices (A,B, . . .) does not matter, since they are raised and lowered
by δAB. In this article, to alleviate the notation, we use bold symbols for quantities with
screen indices, and an overdot for derivatives with respect to the affine parameter v. The
Sachs equation (A.11) thus becomes
ξ¨ =Rξ. (A.13)
7In fact, it is also possible to choose a family of observers such that the four-velocity field uµ is parallel-
transported along the beam, without affecting the optical equations [93]. In this case, however, the observers
are generally not comoving, and thus have no clear cosmological interpretation.
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A.3 Evolution in terms of potentials
It is interesting to note that the Sachs equation can be reformulated in terms of a potential, as
ξ¨A =
∂V
∂ξ˙A
, (A.14)
with
V (D) ≡ −1
2
ξARABξB = −1
2
ξTRξ. (A.15)
This equally applies to the Jacobi matrix equation D¨AB = −∂VJac/∂DAB, with VJac(D) ≡
−(1/2)DABRACDCB = −(1/2)tr
(DTRD).
Regarding the optical scalars, the Sachs equations can be rewritten as8
d
dv
(
θ
σ
)
= −
(
∂θ
∂σ
)
Vscal +
(
R
W
)
, (A.17)
where
Vscal ≡ θ
3
3
+ |σ|2θ, (A.18)
and the focusing scalars R and W are here treated as an external force; they could also have
been included in the potential according to
V˜scal ≡ Vscal −Rθ −W σ. (A.19)
Note however that Vscal does not depend explicitly on v, while V˜scal and VJac generally do,
because of the presence of R and W .
A.4 Decompositions of the Jacobi matrix
As defined in Sec. 2, the Jacobi matrix relates the physical separation ξA(v) of two neighbouring
rays of a beam at v to their observed separation ξ˙A(0), as
ξA(v) = DAB(v)ξ˙B(0). (A.20)
When applied to an observed image, D(vs) thus returns the intrinsic physical properties of
the source.
A.4.1 General decomposition
As any 2× 2 (nonsymmetric) matrix, the Jacobi matrix has 4 degrees of freedom. It can be
decomposed in a way that highlights the geometrical transformations between the source and
the image. First of all, up to frequency factor ωo fixed to 1 in this article, the determinant of
the Jacobi matrix is related to the angular diameter distance as
D2A(v) ≡
area of the source at v
observed angular size
= detD(v). (A.21)
8As usual, we define the complex derivative as
∂f
∂σ
=
1
2
(
∂f
∂σ1
− i ∂f
∂σ2
)
, (A.16)
for σ = σ1 + iσ2.
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Factorising the determinant, we are left with a 2× 2 matrix of determinant 1, which can be
decomposed as the product between a symmetric matrix and the exponential of a symmetric
traceless matrix:
D = DA
(
cosψ sinψ
− sinψ cosψ
)
exp
(−γ1 γ2
γ2 γ1
)
. (A.22)
The exponential matrix can also be diagonalised by defining γ ≥ 0 and ϑ as
(γ1, γ2) = γ(cos 2ϑ,− sin 2ϑ), (A.23)
so that
D = DA
(
cosψ − sinψ
sinψ cosψ
)(
cosϑ − sinϑ
sinϑ cosϑ
)(
e−γ 0
0 eγ
)(
cosϑ sinϑ
− sinϑ cosϑ
)
. (A.24)
This decomposition shows that, in order to reconstruct the physical properties of a light
source from its observed image, one must:
1. Contract it by a factor e−γ along a direction inclined of ϑ with respect to the Sachs
basis, and stretch it by a factor eγ along the orthogonal direction. This represent the
net shear, which preserves the area of the image.
2. Rotate anticlockwise the result by an angle ψ.
3. Scale it with DA to turn angles into lengths.
Note that, by virtue of Etherington’s reciprocity relation [92, 118], which stipulates that
the Jacobi matrix obtained by integrating the Sachs equation (A.11) from the observer O to
the source S or from the source to the observer are opposite and transposed with respect to
each other,9
D(S ← O) = −DT(O ← S), (A.26)
the net shear γ is independent of the sense in which this integration is made. This is the general
nonperturbative generalization of the shear reciprocity relation mentioned in appendix A of
Ref. [39].
A.4.2 Perturbative case
Usually, when dealing with weak lensing as caused by perturbations with respect to Minkowski
or Friedmann-Lemaˆıtre spacetimes, one uses that at background level both shear and rotation
vanish so that D¯ = D¯A 1. The decomposition (A.24) can then be expanded at first order in
γ1, γ2 and ψ to get the definition of the amplification matrix as
D = AD¯ +O(2) (A.27)
with
A =
(
1− κ− γ1 γ2 + ψ
γ2 − ψ 1− κ+ γ1
)
, (A.28)
9 This can directly be shown from the fact that RT = R, which implies that, for any two v1, v2 the
function C(v) defined by C(v) ≡ D˙T(v ← v1)D(v ← v2) −DT(v ← v1)D˙(v ← v2) is a constant. Writing
C(v1) = C(v2), we conclude that
D(v1 ← v2) = −DT(v2 ← v1). (A.25)
This relation is central to the derivation of the distance duality relation DL = (1+z)
2DA. The latter is however
more easily achieved by abandoning the convention ωo = 1. See e.g. Ref. [119] for further details.
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where the convergence is defined as
κ ≡ 1− 1
2
trA = DA − D¯A
D¯A
+O(2). (A.29)
The rotation angle ψ can be proved to be on the order of γ2, and can thus be omitted at linear
order, which yields the standard form of the amplification matrix. The decomposition (A.24)
is however much more relevant in nonperturbative cases, or when either the shear or the
rotation does not vanish at background level; see e.g. Ref [120].
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Part IV
Anisotropic cosmologies
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Apart from homogeneity, the cosmological principle stipulates that the Universe isisotropic. Both hypotheses are not redundant, in particular homogeneity does not
imply isotropy; for example, the Universe can be the same everywhere while having an
expansion faster in some directions than in others. Just like cosmic homogeneity, cosmic
isotropy is therefore an assumption to be tested in order to validate or falsify the standard
model. For that purpose, it is natural to start by investigating cosmological models where
isotropy only is relaxed. The corresponding spacetimes follow Bianchi’s classification of
three-dimensional homogeneous spaces [269], and were therefore baptised the Bianchi
spacetimes. For details about their construction and classification, see Ref. [270]. In
these models, anisotropy can show up in both the intrinsic and extrinsic curvatures of the
homogeneity hypersurfaces. The simplest case is Bianchi I, whose metric reads
ds2 = −dt2 + a2x(t)dx2 + a2y(t)dy2 + a2z(t)dz2,
where t is a cosmic time with the same meaning as in the FL case: it is the proper
time measured by fundamental observers following xi = cst worldlines. In this particular
example, the homogeneity hypersurfaces (t = cst) are intrinsically Euclidean, hence
anisotropy is only present in their extrinsic curvature, i.e. in the difference between the
time evolution of the three scale factors ax, ay, az. As a total, there are nine types of
Bianchi models, two of which have two subcases (VI0, VIh, VII0, VIIh). Only types I, V,
VII, and IX enjoy an isotropic (FL) limit [271].
Of course, since we observe a very isotropic CMB, less attention was dedicated to testing
cosmic isotropy than homogeneity. However, since an anisotropy of cosmic expansion—such
as in the Bianchi I case—only sources the low multipoles of the CMB temperature map,
the precision of any constraint is strongly affected by cosmic variance, which limits the
ever achievable level of precision of these constraints. Subtler signatures of anisotropy
can also be found in the CMB polarisation, as shown by Ref. [272] in the case of a
type-VIIh Bianchi model. To date no evidence of such signatures have been found [176],
but the CMB is not the only possible probe of cosmic anisotropy. In particular, it is not
particularly adapted to investigating any late-time anisotropy, which could be sourced by
anisotropic dark energy [273], or emerge from backreaction mechanisms [274] or if gravity
actually follows bimetric theories [275]. Late-time anisotropy is usually tested from SN
data by dividing the sky in two and fitting the Hubble diagram independently in each
hemisphere. This allows to look for both local anisotropy (the “bulk flow”) [276–278]
and global anisotropy [273,279–287]. The very sparse sky coverage of current SN data is
however a strong limitation to this approach, so that no definite conclusion could be drawn
so far [288]. A very different method has been proposed recently in Refs. [28, 289, 290],
where anisotropy is traced from weak-lensing B-modes, i.e. curl patterns in the distribution
of galaxy ellipticities across the sky.
This last part of the present dissertation is a contribution to the cosmic anisotropy
issue. Chapter 8 analyses in great details how light propagates in Bianchi I spacetimes.
Chapter 9 is devoted to scalar-vector field theories, which are potential candidates as
sources of anisotropy, and puts fundamental constraints on their action on the basis of
stability and causality requirements.
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Chapter 8
Observing an anisotropic universe
Besides the quest for detecting any large-scale anisotropy in the Universe arises thequestion of how such a discovery would affect the way we interpret cosmological
observations. In other words: how does light propagate through an anisotropic universe?
Elements of answer have been provided in a seminal article by Ellis and MacCallum [291],
for general Bianchi models. More specifically, a remarkably simple expression for the
angular distance has been derived by Saunders [292,293] in the Bianchi I case. The present
chapter is a complement to those earlier studies. It consists of an article, written in
collaboration with Cyril Pitrou and Jean-Philippe Uzan, which proposes a comprehensive
analysis of geometric optics in the Bianchi I spacetime. In particular, in addition to
Saunders’ result, I solved explicitly the Jacobi matrix equation, and therefore determined
the impact of Weyl curvature—caused by the anisotropy of the expansion flow—not only
on the angular distance, but also on the shear and rotation of images.
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This article proposes a comprehensive analysis of light propagation in an anisotropic and spatially
homogeneous Bianchi I universe. After recalling that null geodesics are easily determined in such a
spacetime, we derive the expressions of the redshift and direction drifts of light sources; by solving
analytically the Sachs equation, we then obtain an explicit expression of the Jacobi matrix describing
the propagation of narrow light beams. As a by-product, we recover the old formula by Saunders
for the angular diameter distance in a Bianchi I spacetime, but our derivation goes further since
it also provides the optical shear and rotation. These results pave the way to the analysis of both
supernovae data and weak lensing by the large-scale structure in Bianchi universes.
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I. INTRODUCTION
The standard cosmological model relies heavily on the
assumption that on the large scale it is well described by a
spacetime with homogeneous and isotropic spatial sections.
All cosmological observations tend to agree with this
geometrical assumption, and to back up the predictions
of the ΛCDM model with a primordial inflationary phase.
A lot of efforts are invested in order to determine
whether the source of the acceleration of the expansion
of the Universe is due to a cosmological constant or has a
dynamical origin (new matter fields dubbed dark energy
or gravity beyond general relativity); see e.g. Refs. [1, 2].
It has also revived the importance of testing the validity
of the Copernican principle.
While a primordial shear decays if it is not sourced,
late-time anisotropy appears in many phenomenological
models of dark energy [3–7] and is a generic prediction of
bigravity models [8] and backreaction [9]. Contrary to the
former [10–14], the latter remains weakly constrained by
the observation of the cosmic microwave background tem-
perature field; this naturally stimulated analyses based,
e.g., on the observation of supernovae [15–27], or using
low-redshift galaxies [28, 29]. Besides the strict detection
of anisotropy, drawing quantitative conclusions from such
analyses requires one to understand how light propagates
through an anisotropic universe. This issue has been
addressed since the late sixties [30–33], in particular, a
remarkably simple expression of the angular diameter dis-
tance in Bianchi I models was found by Saunders [30, 31]
using observational coordinates [34], and recently red-
∗ fleury@iap.fr
† pitrou@iap.fr
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erived in Ref. [16].
The purpose of this article is to provide a complete ana-
lytical study of light propagation in Bianchi I spacetimes.
On the one hand, the integration of the null geodesic
equation (though already well known) allows us to derive
the expressions of the redshift, redshift drift and position
drift of an arbitrary light source. More importantly, on
the other hand, we solve the Sachs equation governing the
geometry of geodesic bundles. From the resulting Jacobi
matrix, we not only recover Saunders’ formula for the
angular diameter distance, but also characterize the whole
lensing properties generated by anisotropy. These results
pave the way to the computation of the lensing B-mode
signal induced in an anisotropic universe—as predicted
in Ref. [35]—since it provides the background result for
the general computation in perturbed Bianchi models.
The article is organized as follows. After summarizing
the main geometrical properties of a Bianchi I universe in
Sec. II, and the laws of geometric optics in curved space-
time in Sec. III, we solve the null geodesic equation and
derive the expressions of the redshift and direction drifts
in Sec. IV. One technical key point of our construction is
the use of a conformal transformation, whose dictionary
is detailed in Sec. V. The heart of our derivation is then
exposed in Secs. VI and VII, in which, respectively, we
construct the Sachs basis and obtain the expression of the
Jacobi matrix—see in particular Eq. (7.8). An algorithmic
way of using our results is proposed in Sec. VIII. Finally,
in the Appendix we give a proof of the result of Ref. [31].
II. THE BIANCHI I SPACETIME
The classification of spatially anisotropic and homo-
geneous spacetimes [36] is based on the Bianchi’s clas-
sification of homogeneous but not necessarily isotropic
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three-dimensional spaces [37]. The spatial sections of
these spacetimes are Bianchi spaces characterized by their
Riemann tensor (more precisely the Riemann tensor of
the induced metric on the spatial sections), and the full
geometry is then determined from the extrinsic curvature
of the spatial sections. The simplest of these spacetimes is
Bianchi I, which enjoys Euclidean spatial sections, that is
with a vanishing Riemann tensor of the induced 3-metric.
Its metric reads simply
ds2 = gµνdx
µdxν = −dt2 + a2(t)γijdxidxj , (2.1)
where the spatial metric is given by
γij = e
2βi(t)δij (2.2)
with the constraint
3∑
i=1
βi = 0. (2.3)
The inverse spatial metric is γij = e−2βi(t)δij , such that
γikγ
kj = δji . With this choice of the metric parametriza-
tion, the volume expansion is encoded in the scale fac-
tor a(t), while the evolution of γij is volume preserving,
thanks to the condition (2.3). The conformal time η is
defined from cosmic time t by the usual relation dt = adη.
The conformal shear (rate) tensor σij is defined by
σij ≡ 1
2
(γij)
′ = β′iγij (2.4)
where a prime denotes a derivative with respect to confor-
mal time η. Its geometrical interpretation is simple as it
is directly related to the traceless part of the extrinsic cur-
vature of space sections, whose components are just a2σij .
The indices of σij are respectively raised and lowered by
γij and γij . Note that γikγ
kj = δji implies
σij = β′iγ
ij = −1
2
(γij)′ , σji = β
′
iδ
j
i . (2.5)
Since the spatial sections are homogeneous, there ex-
ists a class of preferred observers—called fundamental
observers—for which space indeed looks homogeneous.
They are comoving with respect to the Cartesian coordi-
nate system introduced in Eq. (2.1), and cosmic time t
represents their proper time, so that the four-velocity of
fundamental observers reads uµ = (∂t)
µ.
For a universe filled by a homogeneous fluid, the stress-
energy tensor is
Tµν = ρuµuν + P (gµν + uµuν) + Πµν , (2.6)
with ρ and P being the energy density and the isotropic
pressure, and where Πµν the anisotropic stress. This latter
symmetric tensor is traceless and spatial, in the sense
that uµΠµν = 0 = Π
µ
µ. We further define the conformal
anisotropic pressure by piij ≡ Πij/a2 and piij ≡ Πija2
such that the indices of piij are respectively raised and
lowered by γij and γ
ij , as is the case for σij .
The Einstein field equations then read
H2 = 8piG
3
a2ρ+
σ2
6
, (2.7)
H′ = −4piG
3
a2(ρ+ 3P )− σ
2
3
, (2.8)
(σij)
′ = −2Hσij + 8piGa2piij , (2.9)
where H ≡ a′/a is the conformal expansion rate, and
σ2 ≡ σijσij =
3∑
i=1
(β′i)
2
. (2.10)
III. GEOMETRIC OPTICS IN A GENERAL
CURVED SPACETIME
This section briefly reviews the essential equations gov-
erning light propagation in curved spacetime, its main
purpose being to fix the notations. For further details, we
refer the reader e.g., to the textbook [38] or the review [39]
and our previous papers [40–42].
A. Light rays
Electromagnetic waves, described by Maxwell electro-
dynamics and identified to light rays in the eikonal ap-
proximation, are shown to follow null geodesics [43]. If
v denotes an affine parameter along such a geodesic, its
tangent vector kµ = dxµ/dv—which is also the wave
four-vector of the electromagnetic signal—is a null vector
(kµkµ = 0) that satisfies the geodesic equation
Dkµ
dv
≡ kν∇νkµ = 0, (3.1)
where ∇µ denotes the covariant derivative associated to
the metric gµν .
An observer whose worldline intersects the ray can
naturally define the notions of pulsation (or energy) ω,
and spatial direction of observation dµ, by performing
a 3 + 1 decomposition of kµ with respect to his own
four-velocity uµ, as
kµ = ω(uµ − dµ), (3.2)
where ω ≡ −uµkµ, and dµ is a unit spatial vector, i.e.
uµdµ = 0 and d
µdµ = 1.
B. Light beams
A (narrow) light beam is a collection of neighboring
light rays, i.e. an infinitesimal bundle of null geodesics.
The behavior of any such geodesic, with respect to an
2 [arXiv:1410.8473]
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arbitrary reference one, is described by the separation (or
connecting) vector ξµ. If all the rays converge at a given
event O—the observation event “here and now” denoted
with the index “o” in the following—then ξµ(vo) = 0. The
evolution of ξµ(v) along the beam is governed by the
geodesic deviation equation [43]
D2ξµ
dv2
= Rµνρσk
νkρξσ, (3.3)
where Rµνρσ denotes the Riemann tensor.
C. Sachs basis
For any observer whose worldline intersects the light
beam at an event different from O, the beam has a non-
zero extension since a priori ξµ 6= 0. The observer can
thus project it on a screen to characterize its size and
shape. This screen is by essence a two-dimensional space-
like plane chosen to be orthogonal to the local line-of-sight
dµ. Thus, if (sµA)A=1,2 is an orthonormal basis of the
screen, then
sµAuµ = s
µ
Adµ = 0, s
µ
AsBµ = δAB . (3.4)
Note that, by virtue of Eq. (3.2), we also have sµAkµ = 0.
Now, consider a flow of observers lying all along the
beam [defining a four-velocity field uµ(v)] who want to
compare the size, shape, and orientation of the pattern
they observe on their respective screen. To avoid any
spurious rotation of this pattern, one has to further im-
pose that the basis vectors (sµA)A=1,2 are Fermi-Walker
transported along the beam,
Sµν
DsνA
dv
= 0, (3.5)
where
Sµν ≡ δABsµAsνB = gµν + uµuν − dµdν (3.6)
is the screen projector. The transport rule (3.5) must
be understood as: sµA is parallel transported as much as
possible while keeping it orthogonal to uµ and dµ.
The set of vectors (sµA)A=1,2 satisfying Eqs. (3.4) and
(3.5) is known as the Sachs basis.
D. Jacobi matrix
The screen projection of the connecting vector, ξA ≡
sµAξµ, represents the relative position on the screen of
the two light spots associated with two rays separated
by ξµ. Similarly, and if we set by convention ωo = 1,
θA ≡ −(dξA/dv)o represents the angular separation of
those rays, as observed from O. The matrix relating ξA(v)
to θA via
ξA(v) = DAB(v ← vo)θB , (3.7)
is known as the Jacobi matrix. The equation governing
its evolution along the beam derives from the geodesic
deviation equation (3.3), and reads
d2DAB
dv2
= RACDCB , (3.8)
where RAB = −RµνρσsµAkνsρBkσ is called the optical
tidal matrix. Note that the position of the screen indices
A,B,C, . . . does not matter, since they are raised and
lowered by δAB . The initial conditions for Eq. (3.8) are
DAB(vo ← vo) = 0, (3.9)
dDAB
dv
(vo ← vo) = −δAB . (3.10)
By definition (3.7), the Jacobi matrix relates the size
and shape of the beam to its observed angular aperture. It
is thus naturally related to the angular diameter distance
DA, linked to the ratio of the area d
2As of a (small) light
source to its observed angular size d2Ωo,
DA ≡
√
d2As
d2Ωo
=
√
detD(vs ← vo). (3.11)
More generally, the Jacobi matrix encodes all the in-
formation about the deformation of a light beam with
its propagation through a curved spacetime, i.e., gravi-
tational lensing. A canonical decomposition1 of D that
makes such effects explicit is
D = DA
[
cosψ sinψ
− sinψ cosψ
]
︸ ︷︷ ︸
rotation
exp
[−Γ1 Γ2
Γ2 Γ1
]
︸ ︷︷ ︸
shear
. (3.13)
According to this decomposition, the real size and shape of
a light source is obtained from its image by performing the
following transformations: (i) an area-preserving shear,
(ii) a global rotation, (iii) a global scaling.
IV. GEODESIC MOTION IN BIANCHI I
There is a simple and elegant way to determine
geodesics in a spacetime with spatial homogeneity, with-
out explicitly solving the geodesic equation (3.1). It relies
1 Although the authors have never seen this decomposition used
in the literature so far, they advocate that it is more meaningful
than the standard one
D = DFLA
[
1− κ− γ1 γ2 − ω
γ2 + ω 1− κ+ γ1
]
, (3.12)
which explicitly makes use of the angular distance in a Friedmann-
Lemaˆıtre (FL) spacetime, DFLA , and the “convergence” κ,
“shear” γ1,2, and “rotation” ω with respect to it. Additionally
to the fact that such a decomposition relies on the choice of a
specific background (namely FL), the quantities κ, γ1,2, and ω
lose their geometrical meaning for finite (noninfinitesimal) lensing
effects. This is why, for instance, γ appears in the expression
of the magnification. It is not the case for the decomposition
proposed in Eq. (3.13).
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on the basic fact [44] that for any Killing vector ζµ of
the metric, the scalar kµζµ is constant along the geodesic
whose tangent vector is kµ (whether it is null or not).
A. Light rays
Since ∂i is a Killing vector of the Bianchi I spacetime,
the quantity g(∂i, k) = ki is a constant of geodesic motion.
Moreover, since k is a null vector, ω2 ≡ (kt)2 = gijkikj
and the wave four-vector thus reads
ki = cst, k
i = a−2γijkj 6= cst, (4.1)
ω =
ω˜
a
, (4.2)
where
ω˜ ≡
√√√√ 3∑
i=1
(e−βiki)2. (4.3)
The components of the direction of observation vector dµ
are, by definition,
di = −ki/ω , di = −ki/ω . (4.4)
From now on, we set by convention a(to) = 1 and βi(to) =
0 at O (t = to), hence the redshift is given by
1 + z ≡ ωs
ωo
=
1
a(ts)
√√√√ 3∑
i=1
[
e−βi(ts)ki
]2
. (4.5)
The constants of motion ki are directly related to the
direction in which the observer at O needs to look to detect
the light signal. Indeed, with the conventions specified
above, at the observation event (gij)o = δij , moreover we
have used the remaining freedom to set ωo = 1, so that
−ki = (di)o is a unitary Euclidean three-vector.
B. Parentheses: On timelike geodesics
The previous reasonings also apply to timelike geodesics.
Consider a general observer, whose four-velocity vµ can
be decomposed with respect to the four-velocity uµ of the
fundamental (comoving) observers as
vµ = Euµ + pµ (4.6)
with uµpµ = 0 and u
µuµ = −1. Since vµvµ = −1, we have
pµpµ = −1 + E2. Now the constancy of pi implies that
E2 = 1 + a−2γijpipj → 1 as t increases (in an expanding
universe), so that the worldline of the observer tends to
align with the worldline of the fundamental observers,
i.e. the Hubble flow, exactly as in Friedmann-Lemaˆıtre
spacetimes [45].
C. Redshift and direction drifts
1. Redshift drift
As originally pointed out by Sandage and McVittie [46,
47] a consequence of the expansion of the Universe is the
existence of a drift of the cosmological redshifts. This
effect is thought to be observationally accessible [48, 49]
in the standard cosmological framework [50–53].
Consider a photon received at to + δto, corresponding
to the emission time ts + δts; by definition of the redshift,
1 + z + δz ≡ ω(ts + δts)
ω(to + δto)
=
√
gij(ts + δts)kikj
gij(to + δto)kikj
. (4.7)
We can expand the above formula at first order in δto and
δts using g
ij = γij/a2, which leads to
δz
1 + z
=
δto
ao
(H+ σijdidj)o − δtsas (H+ σijdidj)s . (4.8)
Since moreover δts/δto = 1/(1 + z), we finally get the
redshift drift z˙o ≡ δz/δto observed by O:
z˙o = (1 + z)H
‖
o −H‖s , (4.9)
where
H‖(z, di) ≡ 1
a
(H+ σijdidj) . (4.10)
It is interesting to notice that Eq. (4.9) is identical to the
one obtained in a Lemaˆıtre-Tolman-Bondi universe [51],
and indeed reduces to the Sandage formula [46, 47] in the
isotropic case.
2. Direction drift
A consequence of anisotropic expansion is that, besides
redshift drift, the position of a comoving light source
on the observer’s celestial sphere also changes with time.
Let us compute the velocity of this direction drift. The
position xis of the source is obtained by integrating the
wave vector ki with respect to the affine parameter,
xis =
∫ vs
vo
ki dv =
(∫ vs
vo
a−2e−2βi dv
)
dio, (4.11)
where we used ki = cst = d
i
o. Like for redshift drift, we
can evaluate the above relation at a later observation time
to + δto corresponding to an emission time ts + δts. If the
source is comoving, then xis remains unchanged, so that(∫ v(ts)
v(to)
a−2e−2βi dv
)
dio
=
(∫ v(ts+δts)
v(to+δto)
a−2e−2βi dv
)
(dio + δd
i
o). (4.12)
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The direction drift velocity d˙io ≡ δdio/δto is finally obtained
by performing a first-order expansion of Eq. (4.12), using
in particular v(t+ δt) = v(t) + δt/ω, and the result is
d˙io =
(∫ vs
vo
a−2e−2βi dv
)−1(
dio −
dis
1 + z
)
. (4.13)
V. THE CONFORMAL DICTIONARY
The determination of the Jacobi matrix in a Bianchi I
spacetime is greatly simplified by using the fact that two
conformal spacetimes have the same light cone.2 Let the
conformal metric g˜µν be defined by
gµν = a
2g˜µν . (5.1)
Property.—Any null geodesic for gµν , affinely
parametrized by v, is also a null geodesic for g˜µν ,
affinely parametrized by v˜ with dv = a2dv˜. The
associated wave four-vectors then read k˜µ = a2kµ.
As a consequence, the covariant components of k are
unchanged by the conformal transformation, indeed
k˜µ = g˜µν k˜
ν = a−2gµνa2kµ = kµ. (5.2)
The four-velocities of comoving observers for both ge-
ometries are respectively u = ∂t and u˜ = ∂η, so that
u˜µ = a uµ, thus
ω ≡ gµνuµkν = a−1g˜µν u˜µk˜ν = ω˜/a. (5.3)
The 3+1 decomposition of k˜µ is therefore
k˜µ = ω˜(u˜µ − d˜µ) (5.4)
with d˜µ ≡ a dµ implying d˜µ = dµ/a.
The Sachs basis (s˜µA)A=1,2 for the conformal geometry
is related to the original one by
s˜µA = a s
µ
A. (5.5)
One can indeed check that, with Eq. (5.5), the usual
orthonormality and Fermi-Walker transport conditions
are preserved by the conformal transformation,3 i.e.
sµAuµ = 0,
sµAdµ = 0,
sµAsBµ = δAB ,
Sνµk
ρ∇ρsνA = 0.
⇐⇒

s˜µAu˜µ = 0,
s˜µAd˜µ = 0,
s˜µAs˜Bµ = δAB ,
S˜νµk˜
ρ∇˜ρs˜νA = 0.
(5.7)
2 In four dimensions, this result can be related to the conformal
invariance of Maxwell theory. However, this property of the null
geodesics holds even in higher dimensions whilst Maxwell theory
is no more conformal invariant. From the physical point of view,
this is due to the fact that in the eikonal approximation all the
terms which are not conformally invariant are subdominant. It
follows that geometric optics enjoys more symmetries that the
microscopic theory it derives from.
3 The connections ∇˜ and ∇ are related by
∇˜µVν = ∇µVν − Vα
[
2δα(µ∇ν) ln a− gµνgαβ∇β ln a
]
. (5.6)
In these relations, Sµν is the screen projector defined in
Eq. (3.6) and we have an analogous definition for the
conformal geometry, which implies Sµν = a
2S˜µν .
The separation four-vector ξµ between two neighboring
geodesics is defined by comparing events only, indepen-
dently from any metric. It is therefore invariant under con-
formal transformations. However, its projection over the
Sachs basis changes (since the Sachs basis itself changes),
indeed
ξA ≡ sµAξµ = a−1s˜µAa2ξ˜µ = a ξ˜A. (5.8)
The above relation allows us to relate the Jacobi matrices
calculated in both geometries, and the result is
DAB(s← o) = asD˜AB(s← o), (5.9)
which, by virtue of Eq. (3.11), implies
DA = asD˜A. (5.10)
VI. SACHS BASIS IN A CONFORMAL
BIANCHI I GEOMETRY
Important remark.—In this section, all the calculations
are performed in the conformal geometry g˜µν . Since only
intermediary results are at stake, we temporarily drop
all the tildes on the vectors d˜µ, s˜µA to alleviate notation.
However, we do not drop the tilde on ω˜ because it could
lead to ambiguities.
By definition, the Sachs basis is purely spatial, so
uµs
µ
A = 0. (6.1)
The evolution of the nonzero spatial part of sµA follows
from the Fermi-Walker transport (3.5), which takes the
form
(siA)
′ + Sijσ
j
ks
k
A = 0, (6.2)
where Sij = δ
i
j − didj (since ui = 0) and we used that the
only nonvanishing Christoffel coefficients are
Γ˜i0j = σ
i
j , Γ˜
0
ij = σij . (6.3)
A. General solution of the transport equation
Let (nµA)A=1,2 be an arbitrary orthonormal basis of
the screen space (i.e. orthogonal to both uµ and dµ),
not necessarily Fermi-Walker transported along the light
beam. Explicit examples of such a basis will be given
in Sec. VI C. The Sachs basis (sµA)A=1,2 being also an
orthonormal basis of the same space, the two basis are
related by a rotation{
sµ1 = cosϑn
µ
1 + sinϑn
µ
2 ,
sµ2 = − sinϑnµ1 + cosϑnµ2 .
(6.4)
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Hence, provided the basis (nµA)A=1,2 is known, the Sachs
basis is entirely determined by the angle ϑ.
In order to determine the evolution of this angle, it is
convenient to rewrite Eq. (6.2) in terms of the components
of sA over a tetrad basis (ea)a=1...3 rather than over the
coordinate basis (∂i)i=1...3. The choice e
i
a = exp(−βi)δia
and eai = exp(βi)δ
a
i implies that the components s
a
A ≡
g(sA, ea) read
(saA)
′ + da(db)′sbA = 0, (6.5)
thus
(cosϑ)′ = (n1asa1)
′ = (n1a)′sa1 − n1ada︸ ︷︷ ︸
=0
(db)
′sb1. (6.6)
Since n1 is normalized, (n1a)
′na1 = 0, so (n1a)
′ =
(n1b)
′nb2n2a + (n1b)
′dbda, therefore
(cosϑ)′ = (n1b)′nb2n2as
a
1 = (n1b)
′nb2 sinϑ, (6.7)
which finally reduces to
ϑ′ = −(n1a)′na2 = (n2a)′na1 . (6.8)
Summarizing, if a basis (nµ1 , n
µ
2 ) can be found, then the
Sachs basis is completely determined by Eq. (6.4) with ϑ
given by the integral of (n2a)
′na1 .
B. Evolution matrix
Let E be the 2× 2 matrix that relates the components
siA of the Sachs basis to their values at O, (s
i
A)o ≡ siA(ηo),
siA(η) = EAB(η ← ηo)(siB)o. (6.9)
It is straightforward to show that this evolution matrix is
the solution of
E ′AB + σACECB = 0, (6.10)
EAB(ηo ← ηo) = δAB , (6.11)
where σAB ≡ siAsjBσij . Note that, by definition (6.9),
EAB(η ← ηo) = siA(η)sBi(ηo). (6.12)
Note also that the position of i does matter in the above
relation, because the vectors sA(η) and sA(ηo) do not live
in the same tangent spaces of the spacetime manifold M.
The former live in Tη(M), their indices are raised and
lowered by γij(η), while the latter live in Tηo(M), their
indices are raised and lowered by γij(ηo) = δij .
In fact, inverting the position of the i indices in
Eq. (6.12) leads to the transposed inverse (E−1)T of the
evolution matrix, because
sAi(η)s
i
B(ηo) = sAi(η)EBC(ηo ← η)siC(η)
= EBA(ηo ← η)
= E−1BA(η ← ηo). (6.13)
It is straightforward to check that (E−1)T satisfies a dif-
ferential equation almost identical to Eq. (6.10), except
for a minus sign before σAC ,
(E−1BA)′ − σACE−1BC = 0. (6.14)
Using the general solution for the Sachs basis con-
structed in Sec. VI A, the evolution matrix and its trans-
posed inverse take the form
E =
[
cosϑ sinϑ
− sinϑ cosϑ
] [
ni1(s1i)o n
i
1(s2i)o
ni2(s1i)o n
i
2(s2i)o
]
, (6.15)
(E−1)T =
[
cosϑ sinϑ
− sinϑ cosϑ
] [
n1i(s
i
1)o n1i(s
i
2)o
n2i(s
i
1)o n2i(s
i
2)o
]
, (6.16)
with the angle ϑ given by Eq. (6.26).
Let us close this subsection by showing that the deter-
minant of E has a remarkably simple expression. Indeed
(detE)′ = Tr(E−1E ′) detE
= −Tr(E−1σE) detE
= −Trσ detE, (6.17)
where σ ≡ (σAB) is the projection of σij on the Sachs
basis, as defined below Eq. (6.11); its trace reads
Trσ = σAA = σijS
ij = σii − σijdidj , (6.18)
but, on the one hand, remember that Eq. (2.3) implies
σii =
3∑
i=1
β′i = 0, (6.19)
and, on the other hand,
σijd
idj =
σijkikj
ω˜2
=
(−γijkikj)′
2ω˜2
= − ω˜
′
ω˜
, (6.20)
so that finally
(detE)′ = − ω˜
′
ω˜
detE whence detE = 1
ω˜
.
(6.21)
We shall see in Sec. VII that the evolution matrix is a
key ingredient in the expression of the Jacobi matrix.
C. Explicit examples
This subsection provides three explicit examples of
orthonormal basis (n1, n2) which can be used for the
construction described in Sec. VI A, and the associated
rotation angle ϑ. For the last example, we also give the
expression of the evolution matrix.
1. Frenet basis
Since dµ is a unit vector, it is easy to construct a vector
orthogonal to it from its own derivative. Here again,
6 [arXiv:1410.8473]
242 Chapter 8 Observing an anisotropic universe
calculations are easier if one works with the components
over the tetrad basis (ea)a=1...3. We thus define
na1 ≡
(da)′√
(db)′(db)′
, (6.22)
and complete it by na2 ≡ εabcdbnc1. In terms of components
over the coordinate basis (∂i), we have
ni1 =
(
σijd
j +
ω˜′
ω˜
di
)(
diσijS
j
kσ
k
` d
`
)−1/2
, (6.23)
ni2 = ε
i
jkd
jnk1 . (6.24)
The equation (6.8) for the evolution angle ϑ then reads
ϑ′ = (n2a)′na1 =
εabcd
a(db)′(dc)′′
(da)′(da)′
, (6.25)
which, in terms of components over the coordinate basis,
becomes
ϑ′ =
εijkdiβ
′
jdj
[
(β′k)
2dk − β′′kdk
]
diσijS
j
kσ
k
` d
`
. (6.26)
Interestingly, the two terms in the numerator of Eq. (6.26)
are sourced by distinct geometrical properties of the
Bianchi I spacetime. On the one hand, the term in (β′k)
2
is essentially a Vandermonde determinant,
εijkdiβ
′
jdj(β
′
k)
2dk = d1d2d3
∏
i>j
(β′i − β′j). (6.27)
It depends on the triaxiality of the Bianchi spacetime, and
vanishes for an axisymmetric Bianchi I since two β′i are
equal. On the other hand, the term in β′′k in Eq. (6.26) can
be rewritten in terms of matter’s anisotropic stress. In-
deed, using Eq. (2.9) and σji = β
′
iδ
j
i (without summation),
we get
εijkdiβ
′
jdjβ
′′
kdk = 8piGa
2εijkdiσ
`
jd`pi
m
k dm. (6.28)
Thus, with the choice of Eqs. (6.23–6.24) for (n1, n2), the
angle ϑ is ruled by an equation of the form
ϑ′ = ϑ′tri + ϑ
′
stress, (6.29)
where ϑ′tri and ϑ
′
stress vanish in, respectively, an axisym-
metric and anisotropic-stress-free Bianchi I model.
Though having interesting properties, the Frenet basis
presented in this paragraph suffers from singularities: for
a beam propagating along a principal axis of the Bianchi
spacetime, da = cst, so that n1 cannot be defined. The
next two examples will be free from such problems.
2. Initial basis
Another way of constructing vectors which keep or-
thogonal to dµ is to use that ki are constants of motion
[see Eq. (4.1)], which implies that the covariant vector
di = ω˜
−1ki always points towards the same direction.
Thus, the Sachs basis (siA)o at O remains orthogonal to
di(η) at any time:
∀η di(η)(siA)o = 0. (6.30)
This motivates the following definitions,n
i
1 ≡
(si1)o√
γ˚11
ni2 ≡ εijkdjnk1 ,
(6.31)
with γ˚11(η) ≡ γij(η)(si1sj1)o. Note that ni2 cannot be
constructed from (si2)o in the same way as n
i
1 is from
(si1)o, because then n1 and n2 would not be orthogonal
to each other.
In this example, the angle ϑ reads
ϑ′ = (n2a)′na1 = −σijni1nj2 =
−εijkdiσk` (sj1s`1)o
γij(si1s
j
1)o
. (6.32)
All these quantities are well behaved, as long as γ˚11 6= 0.
3. Symmetrized initial basis
The construction of the previous example can be slightly
improved in order to be more symmetric. As mentioned
above, if we define
vi1 ≡
(si1)o√
γ˚11
, vi2 ≡
(si2)o√
γ˚22
, (6.33)
with
γ˚AB(η) ≡ γij(η)(siAsjB)o (6.34)
as in Eq. (6.31), then viA is normalized and div
i
A = 0, but
v1 and v2 are not orthogonal to each other. Let us call δ(η)
the angle expressing their departure from orthogonality,
cos
(pi
2
+ δ
)
= − sin δ ≡ γijvi1vj2 =
γ˚12√
γ˚11γ˚22
. (6.35)
Albeit not orthogonal itself, (v1, v2) can easily be used to
obtain an orthonormal basis. Like for any couple of unit
vectors, v1 + v2 is orthogonal to v1− v2, which encourages
us to define
ni± ≡
vi1 ± vi2√
2∓ 2 sin δ . (6.36)
This could be used as the orthonormal basis of this last
example, however we will prefer its rotation by pi/4,
ni1 ≡
1√
2
(
ni+ + n
i
−
)
, ni2 ≡
1√
2
(
ni+ − ni−
)
, (6.37)
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so that (niA)o = (s
i
A)o, i.e. ϑo = 0. In this case, and after
a few calculations, we obtain that the angle ϑ reads
ϑ′ = (n2a)′na1 = (n+a)
′na− (6.38)
=
1
4
tan δ
[
ln
(
γ˚22
γ˚11
)]′
, (6.39)
that can also be written (tan δ)σij(v
i
2v
j
2 − vi1vj1)/2.
Finally, let us also give the (transposed inverse) evo-
lution matrix which, in the present example, enjoys the
relatively simple expression
(E−1)T =
[
cosϑ sinϑ
− sinϑ cosϑ
] [
cos(δ/2) sin(δ/2)
sin(δ/2) cos(δ/2)
]
·
[√
γ˚11 0
0
√
γ˚22
]
. (6.40)
Note that the second matrix of Eq. (6.40) is not a rotation
matrix. From this result one can deduce the interesting
relation
ω˜ = detE−1 =
√
γ˚11γ˚22 cos δ =
√
γ˚11γ˚22 − γ˚212, (6.41)
which can also be checked by brute-force calculation.
VII. JACOBI MATRIX IN A CONFORMAL
BIANCHI I GEOMETRY
As in the previous one, all the calculations of this
section are performed in the conformal geometry g˜µν .
However, all the tildes will here be carefully written,
because nonintermediary results are derived.
A. General solution for the Jacobi matrix
Let us now solve the Jacobi matrix equation
d2D˜AB
dv˜2
= R˜ACD˜CB , (7.1)
where we recall that the optical tidal matrix is defined by
R˜AB ≡ −R˜µνρσk˜µs˜νAk˜ρs˜σB . (7.2)
The nonzero components of the Riemann tensor for the
conformal Bianchi I geometry being
R˜0i0j = σ
k
i σkj − σ′ij , R˜ijk` = 2σk[iσj]`. (7.3)
A straightforward calculation, using in particular
Eqs. (6.2) and (6.20), then leads to
R˜AB = ω˜2
[
(σAB)
′ + σACσCB +
ω˜′
ω˜
σAB
]
. (7.4)
Therefore, since d/dv˜ = ω˜d/dη, Eq. (7.1) reads
D˜′′AB +
ω˜′
ω˜
D˜′AB =
[
(σAC)
′ + σADσDC +
ω˜′
ω˜
σAC
]
D˜CB .
(7.5)
Now notice that if a matrix MAB is solution of M
′
AB =
σACMCB, then it is also solution of Eq. (7.5). Com-
paring with Eq. (6.14), we deduce that the transposed
inverse (E−1)T of the evolution matrix is such a solution.
However, it is not the Jacobi matrix, because it does not
satisfy the right initial conditions (3.9) and (3.10), but
rather
(E−1)BA(ηo ← ηo) = δAB , (7.6)
d(E−1)TAB
dv
(ηo ← ηo) = (σAB)o. (7.7)
From this particular solution, one can obtain the Jacobi
matrix by use, for instance, of the method of the“variation
of the constant” to get
D˜(ηs ← ηo) = (E−1)T
∫ ηo
ηs
ω˜−1ETE dη. (7.8)
This formula is the main result of our article. Since
EAB(ηs ← ηo) = s˜iA(ηs)s˜Bi(ηo), (7.9)
(E−1)TAB(ηs ← ηo) = s˜Ai(ηs)s˜iB(ηo), (7.10)
it can also be rewritten in terms of the components of the
Sachs basis as
D˜AB(ηs ← ηo) = (s˜Ai)s(s˜iC s˜Cj)o
×
(∫ ηo
ηs
ω˜−1S˜jk dη
)
(s˜Bk)o. (7.11)
This form of the Jacobi matrix, entirely determined by
the Sachs basis, reminds us about the recent results of
Refs. [54, 55], based on the geodesic-light-cone coordi-
nates [56]. The connection between the two formalisms is
left for further studies.
B. An explicit expression
Of course, Eq. (7.8) cannot be considered explicit as
long as one does not have an expression for E , which was
precisely the purpose of Sec. VI. Here, we choose to use
the results of our third example (Sec. VI C 3): plugging
the expression (6.40) of E into Eq. (7.8), we obtain
D˜(ηs ← ηo) =
[
cosϑs sinϑs
− sinϑs cosϑs
] [
cos(δs/2) sin(δs/2)
sin(δs/2) cos(δs/2)
]
·
[√
γ˚11(ηs) 0
0
√
γ˚22(ηs)
] ∫ ηo
ηs
dη
ω˜3
[˚
γ22 γ˚12
γ˚12 γ˚11
]
(7.12)
where the various quantities are defined in Sec. VI C 3,
and things ≡ thing(ηs). In particular,
ϑs =
1
4
∫ ηo
ηs
γ˚12
ω˜
[
ln
(
γ˚22
γ˚11
)]′
dη. (7.13)
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C. Angular diameter distance
The angular diameter distance is related to the Jacobi
matrix via Eq. (3.11), that is here
D˜A =
√
detE−1
√
det
∫ ηo
ηs
ω˜−1ETE dη. (7.14)
We have already seen at the end of Sec. VI B that the
determinant of E−1 is ω˜, see Eq. (6.21), so that
D˜A =
√
ω˜∆, (7.15)
where ∆ denotes the second determinant involved in
Eq. (7.14). As originally found by Saunders in Ref. [31],
this determinant admits the remarkably simple expression
∆ =
∑
i6=j 6=`
IiIjk
2
` (7.16)
with
Ii ≡
∫ ηo
ηs
ω˜−3e2βi dη. (7.17)
It is however surprising that the author of Ref. [31] gives
this nontrivial expression of ∆ with no derivation. Since
we did not find any elsewhere in the literature, we propose
one in the Appendix. Note that, by computing directly
the determinant of the explicit expression (7.12), one
can obtain an alternative form—though mathematically
equivalent—of Saunders’ determinant
∆ = I11I22 − I212, (7.18)
with
IAB ≡
∫ ηo
ηs
ω˜−3γ˚AB dη. (7.19)
D. The weak shear regime
Our solution for the Jacobi matrix is completely gen-
eral, which means that it remains valid even for very
anisotropic Bianchi I spacetimes [with βi = O(1)]. How-
ever, because cosmological observations suggest that our
Universe is extremely close to isotropic, it can be inter-
esting in practice to study the weak-shear behavior of
our solution. We now perform such an expansion of the
Jacobi matrix—and the related quantities—at first order
in βi  1, in the conformal Bianchi I geometry.
In this regime, the cyclic frequency of the photons and
the evolution matrix of the Sachs basis respectively read
ω˜ = 1− B +O(β2i ), (7.20)
EAB = δAB + BAB +O(β2i ), (7.21)
where we have defined the first order quantities
BAB(η) ≡
3∑
i=1
βi(η)(s
i
As
i
B)o, (7.22)
B(η) ≡
3∑
i=1
βi(η)k
2
i = −Tr(BAB). (7.23)
Note that, in terms of the notations of Sec. VI C, γ˚AB =
δAB+2BAB+O(β2i ). The expression of the Jacobi matrix
is then easily found to be
D˜AB(ηs ← ηo) = δAB
[
(ηs − ηo) +
∫ ηo
ηs
B dη
]
+ (ηs − ηo)BAB(ηs)− 2
∫ ηo
ηs
BAB dη +O(β2i ). (7.24)
Note that, at this order, the Jacobi matrix remains
symmetric. In terms of the decomposition of Eq. (3.13), it
means that the rotation angle vanishes ψ = O(β2i ). The
angular diameter distance is obtained by computing the
(square root of the) determinant of (7.24), which leads to
D˜A =
(
1− Bs
2
)
(ηo− ηs) + 2
∫ ηo
ηs
B dη+O(β2i ). (7.25)
Finally, the optical shear, encoded into the exponential
matrix of Eq. (3.13) is at this order equal to the traceless
part of the Jacobi matrix D˜〈AB〉,[−Γ1 Γ2
Γ2 Γ1
]
= (ηs − ηo)B〈AB〉(ηs)
− 2
∫ ηo
ηs
B〈AB〉 dη +O(β2i ), (7.26)
where 〈AB〉 means the traceless part with respect to δAB ;
in particular B〈AB〉 = BAB − B δAB/2. Note that the
above shear does not need to be tilded, because D˜ ∝ D
so that (Γ˜1, Γ˜2) = (Γ1,Γ2).
VIII. SUMMARY
Before concluding, let us summarize the main results of
this paper, under the form of a recipe for the reader who
would like to use them in practice. It is also the occasion
to recover the untilded quantities from the tilded ones
using the dictionary of Sec. V.
1. Solve for the cosmology (Sec. II) to determine the
scale factor a(η), and the functions βi(η) character-
izing the spatial conformal metric γij . Set by con-
vention a(ηo) = 1 and βi(ηo) so that (gµν)o = ηµν .
Note that, by virtue of the dictionary of Sec.V, all
conformal (tilded) quantities are equal to their un-
tilded counterpart at η = ηo. An example of such
dynamics can be found in Ref. [11].
Physical Review D 91 043511 (2015) 9
245
2. Pick a direction of observation dio on the sky and an
initial Sachs basis (siA)o orthogonal to it. A possible
choice using spherical coordinates (θo, ϕo) is
(di)o = (sin θo cosϕo, sin θo sinϕo, cos θo) (8.1)
(si1)o = (cos θo cosϕo, cos θo sinϕo,− sin θo) (8.2)
(si2)o = (− sinϕo, cosϕo, 0) (8.3)
3. Set by convention ωo = 1. The wave four-vector
of the photon is then characterized at any time
by ki = cst = d
i
o and k
t = ω = ω˜/a where ω˜
is given by Eq. (4.3). This is enough to compute
the redshift z ≡ 1/ω − 1, the redshift drift (4.9),
the direction drift (4.13), and the angular diameter
distance DA = aD˜A =
√
a3ω∆, where ∆ is given by
Eqs. (7.16) and (7.17)). In the weak shear regime,
use the expression (7.25) for D˜A.
4. In order to get the full Jacobi matrix D, first de-
termine the evolution matrix E using the method
described in Sec. VI, then plug it into Eq. (7.8) to
obtain D˜. An example of this procedure had been
given in Sec. VII B. Apply finally the conformal
dictionary relation D = aD˜.
5. Quantities such as optical shear and optical rotation
are obtained by performing the canonical decompo-
sition (3.13) of the obtained Jacobi matrix. Their
weak-shear expressions are the ones obtained in
Sec. VII D.
IX. CONCLUSION
This article detailed an analytic integration of all the
equations governing light propagation in a Bianchi I space-
time. From a technical point of view, the symmetries of
the problem were central in our derivations. First, in
Sec. IV, the invariance of the metric under spatial transla-
tion allowed us to solve the null geodesic equation without
any calculation. Second, the invariance of the equations
governing light propagation under conformal transforma-
tions allowed us to greatly simplify the calculation of the
Jacobi matrix in Sec. VII.
As a first output, we obtained formulas for the red-
shift and direction drift in a Bianchi I universe, which
are comparable to former papers generally restricted to
Lemaˆıtre-Tolman-Bondi spacetimes [51, 53]. As a sec-
ond output and sanity check, we recovered the already
known [16, 30, 31] expression of the angular diameter
distance. However, we emphasize that our results are
more powerful, because they also give access to the com-
plete lensing behavior of Bianchi I, including optical shear
and rotation. This new step will be the starting point
of a deeper analysis of light propagation in a perturbed
Bianchi I spacetime, which would allow us to evaluate the
amplitude of the comic shear B-mode signal associated
with a violation of local isotropy, as predicted by Ref. [35].
Our study can therefore be used to set constraints on
the spatial isotropy of the Hubble flow from the analysis
of the Hubble diagram, but also from possible future
observation such as the redshift drift [48, 49] (see e.g.
Ref. [52] for a review of the observational possibilities
concerning both the time and direction drifts). Together
with weak lensing [35], this offers a set of tools to constrain
any late-time anisotropy of cosmic expansion.
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APPENDIX: DERIVATION OF SAUNDERS’
FORMULA
Let us calculate Saunders’ determinant [31], defined as
∆ ≡ det
∫ ηo
ηs
ω˜−1ETE dη (1)
= det
[
(sAi)oIij(sBj)o
]
(2)
where we have denoted
Iij ≡
∫ ηo
ηs
ω˜−1S˜ij dη, (3)
so that the quantity ∆ is the determinant of the restriction
of I ≡ (Iij) on the 2-plane spanned by [(sAi)o]A=1,2. It
turns out that this restriction actually encodes the whole
matrix I. Indeed, since Iijki = 0 (ki being a constant, it
can safely enter into the integral), it is easy to check that
Iij = [(sAk)oIk`(sB`)o] (siAsjB)o; (4)
in other words, written in the basis [ki, (si1)o, (s
i
2)o], the
matrix I reads
I =
0 0 00 (s1i)oIij(s1j)o (s1i)oIij(s2j)o
0 (s2i)oIij(s1j)o (s2i)oIij(s2j)o
 . (5)
We conclude that if (0, I+, I−) denote the three eigenval-
ues of I, then ∆ = I+I− is the product of the last two.
Let us now calculate this product.
The characteristic polynomial of I reads
χI(X) ≡ det(I −X13) (6)
= −X
2
[
(TrI)2 − Tr(I2)]+X2TrI −X3 (7)
= −XI+I− +X2(I+ + I−)−X3, (8)
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where we have used that detI = 0, and the fact that the
roots of χI are (0, I+, I−); thus
∆ = I+I− = 1
2
[
(TrI)2 − Tr(I2)] . (9)
Written explicitly, the expression above is
∆ = I11I22 + I11I33 + I22I33
− (I13)2 − (I12)2 − (I23)2, (10)
but it can be further simplified using again that Iijki = 0,
which implies
I11 = −k2
k1
I12 − k3
k1
I13, (11)
I22 = −k1
k2
I12 − k3
k2
I23, (12)
I33 = −k2
k3
I23 − k1
k3
I13. (13)
Plugging these relations in Eq. (10) indeed leads to
∆ =
k1I12I13 + k2I12I23 + k3I13I23
k1k2k3
. (14)
Finally, with the definitions
I1 ≡ − I
23
k2k3
, I2 ≡ − I
13
k1k3
, I3 ≡ − I
12
k1k2
, (15)
we recover Saunders’ formula
∆ = k21I2I3 + k
2
2I1I3 + k
2
3I1I2. (16)
Of course, we also have to check that the Iis defined in
Eq. (15) agree with the expressions given in Eq. (7.17).
Consider for instance I1, starting from
I1 ≡ − I
23
k2k3
= − 1
k2k3
∫ ηo
ηs
ω˜−1S˜23 dη. (17)
Because S˜23 = γ23 − d˜2d˜3, and (γij) is diagonal, we have
−S˜23 = d˜2d˜3
= e−2β2e−2β3 d˜2d˜3
= e2β1(ω˜−1k˜2)(ω˜−1k˜3) (18)
= e2β1 ω˜−2k2k3. (19)
whence
I1 =
∫ ηo
ηs
ω˜−3e2β1 dη. (20)
In Eq. (18) we have used that
∑3
i=1 βi = 0, and in Eq. (19)
the relation k˜i = ki established in Sec. V. Equation (20)
agrees with Eq. (7.17), and it is clear that the same
calculation can be done for I2, I3.
[1] J.-P. Uzan, Gen. Rel. Grav. 39, 307 (2007), [astro-
ph/0605313].
[2] J.-P. Uzan (2009), [arXiv:0912.5452].
[3] M. Bucher and D. N. Spergel, Phys. Rev. D 60, 043505
(1999), [astro-ph/9812022].
[4] D. Mota, J. Kristiansen, T. Koivisto, and N. Groene-
boom, Mon. Not. R. Astron. Soc. 382, 793 (2007),
[arXiv:0708.0830].
[5] T. Koivisto and D. F. Mota, Astrophys. J. 679, 1 (2008),
0707.0279.
[6] S. A. Appleby and E. V. Linder, Phys. Rev. D 87, 023532
(2013), [arXiv:1210.8221].
[7] S. Appleby, R. Battye, and A. Moss, Phys. Rev. D 81,
081301 (2010), [arXiv;0912.0397].
[8] T. Damour, I. I. Kogan, and A. Papazoglou, Phys. Rev.
D 66, 104025 (2002), [hep-th/0206044].
[9] G. Marozzi and J.-P. Uzan, Phys. Rev. D 86, 063528
(2012), [arXiv:1206.4887].
[10] T. S. Pereira, C. Pitrou, and J.-P. Uzan, JCAP 0709, 006
(2007), [arXiv:0707.0736].
[11] C. Pitrou, T. S. Pereira, and J.-P. Uzan, JCAP 0804, 004
(2008), [arXiv:0801.3596].
[12] R. Maartens, G. F. Ellis, and W. R. Stoeger, Phys.Rev.
D51, 5942 (1995).
[13] R. Battye and A. Moss, Phys. Rev. D 80, 023531 (2009),
[arXiv:0905.3403].
[14] R. A. Battye and A. Moss, JCAP 0506, 001 (2005), [astro-
ph/0503033].
[15] T. Koivisto and D. F. Mota, JCAP 0806, 018 (2008),
[arXiv:0801.3676].
[16] T. Schucker, A. Tilquin, and G. Valent, Month. Not. R.
Astron. Soc. 444, 2820 (2014), [arXiv:1405.6523].
[17] J. B. Jimenez, V. Salzano, and R. Lazkoz (2014),
1402.1760.
[18] T. S. Kolatt and O. Lahav, Month. Not. R. Astron. 323,
859 (2001), astro-ph/0008041.
[19] J. Colin, R. Mohayaee, S. Sarkar, and A. Shafieloo, Month.
Not. R. Astron. 414, 264 (2011), 1011.6292.
[20] B. Kalus, D. J. Schwarz, M. Seikel, and A. Wiegand,
Astron. Astrophys. 553, A56 (2013), 1212.3691.
[21] M. Blomqvist, J. Enander, and E. Mo¨rtsell, JCAP 10,
018 (2010), 1006.4638.
[22] R.-G. Cai, Y.-Z. Ma, B. Tang, and Z.-L. Tuo, Phys. Rev.
D 87, 123522 (2013), 1303.0961.
[23] D. J. Schwarz and B. Weinhorst, Astron. Astrophys. 474,
717 (2007), 0706.0165.
[24] I. Antoniou and L. Perivolaropoulos, JCAP 12, 012 (2010),
1007.4347.
Physical Review D 91 043511 (2015) 11
247
[25] U. Feindt, M. Kerschhaggl, M. Kowalski, G. Aldering,
P. Antilogus, C. Aragon, S. Bailey, C. Baltay, S. Bongard,
C. Buton, et al., Astron. Astrophys. 560, A90 (2013),
1310.4184.
[26] S. Appleby and A. Shafieloo, JCAP 3, 007 (2014),
1312.3415.
[27] S. Appleby, A. Shafieloo, and A. Johnson, ArXiv e-prints
(2014), 1410.5562.
[28] S. Appleby and A. Shafieloo, JCAP 10, 070 (2014),
1405.4595.
[29] M. Yoon, D. Huterer, C. Gibelyou, A. Kova´cs, and I. Sza-
pudi, Month. Not. R. Astron. 445, L60 (2014), 1406.1187.
[30] P. T. Saunders, Month. Not. R. Astron. Soc. 141, 427
(1968).
[31] P. T. Saunders, Month. Not. R. Astron. Soc. 142, 213
(1969).
[32] K. Tomita, Progress of Theoretical Physics 40, 264 (1968).
[33] M. A. H. MacCallum and G. F. R. Ellis, Communications
in Mathematical Physics 19, 31 (1970).
[34] G. Ellis, S. Nel, R. Maartens, W. R. Stoeger, and A. P.
Whitman, Phys. Rep. 124, 315 (1985).
[35] C. Pitrou, J.-P. Uzan, and T. S. Pereira, Phys. Rev. D
87, 043003 (2013), [arXiv:1203.6029].
[36] G. Ellis and M. A. MacCallum, Comm. Math. Phys. 12,
108 (1969).
[37] L. Bianchi, Soc. Ital. Sci. Mem. Mat. 11, 267 (1898).
[38] P. Schneider, J. Ehlers, and E. E. Falco, Gravitational
Lenses (Springer-Verlag Berlin/Heidelberg/New York,
1992).
[39] V. Perlick, Living Reviews in Relativity 7, 9 (2004).
[40] P. Fleury, H. Dupuy, and J.-P. Uzan, Phys. Rev. D 87,
123526 (2013), [arXiv:1302.5308].
[41] P. Fleury, H. Dupuy, and J.-P. Uzan, Phys. Rev. Lett.
111, 091302 (2013), [arXiv:1304.7791].
[42] P. Fleury, JCAP 1406, 054 (2014), 1402.3123.
[43] C. W. Misner, K. S. Thorne, and J. A. Wheeler, Gravita-
tion (San Francisco: W.H. Freeman and Co., 1973).
[44] N. Deruelle and J.-P. Uzan, The´ories de la relativite´ (Belin,
Paris, 2009).
[45] P. Peter and J.-P. Uzan, Primordial Cosmology (Oxford
University Press, 2009).
[46] A. Sandage, Astrophys. J. 136, 319 (1962).
[47] G. C. McVittie, Astrophys. J. 136, 334 (1962).
[48] L. Pasquini, S. Cristiani, H. Dekker, M. Haehnelt, P. Mo-
laro, F. Pepe, G. Avila, B. Delabre, S. D’Odorico, J. Liske,
et al., The Messenger 122, 10 (2005).
[49] J. Liske, A. Grazian, E. Vanzella, M. Dessauges, M. Viel,
et al., Mon. Not. R. Astron. Soc. 386, 1192 (2008),
[arXiv:0802.1532].
[50] J.-P. Uzan, F. Bernardeau, and Y. Mellier, Phys. Rev. D
D77, 021301 (2008), [arXiv:0711.1950].
[51] J.-P. Uzan, C. Clarkson, and G. F. Ellis, Phys. Rev. Lett.
100, 191303 (2008), [arXiv:0801.0068].
[52] C. Quercellini, L. Amendola, A. Balbi, P. Cabella, and
M. Quartin, Phys. Rep. 521, 95 (2012), [aXiv:1011.2646].
[53] L. Amendola, O. E. Baelde, W. Valkenburg, and Y. Y. Y.
Wong, JCAP 1312, 042 (2013), [arXiv:1307.2377].
[54] G. Fanizza and F. Nugier (2014), [arXiv:1408.1604].
[55] G. Fanizza, M. Gasperini, G. Marozzi, and G. Veneziano,
JCAP 1311, 019 (2013), [arXiv:1308.4935].
[56] M. Gasperini, G. Marozzi, F. Nugier, and G. Veneziano,
JCAP 7, 008 (2011), 1104.1167.
12 [arXiv:1410.8473]
248 Chapter 8 Observing an anisotropic universe
249
Chapter 9
Sources of anisotropy
Any anisotropy tends to decay if it is not sourced by matter or anisotropic spatialcurvature. In the previous chapter, we have seen in the Bianchi I case that the shear
rate tensor σij of the Hubble flow reads
(σij)′ + 2Hσij = 8piGa2piij. (9.1)
If matter has vanishing anisotropic stress (piij = 0), then σij ∝ a−2 rapidly decreases as the
Universe expands; such a component is therefore necessary for anisotropy to persist. The
simplest possible sources of anisotropy are vector fields, because they naturally possess
a preferred direction. Let us illustrate their effect with the example of a single cosmic
electromagnetic field A, described by Maxwell’s theory, in a Bianchi I universe. For
homogeneity to be respected, the field must have vanishing Lie derivatives along any
vector V tangent to the homogeneity hypersurfaces, LVA = 0. In comoving coordinates,
it implies simply ∂iAµ = 0, so that the field strength of A has no magnetic component
(with respect to this coordinate system). Using the expression (1.23) of the stress-energy
tensor of the electromagnetic field, we conclude that its conformal anisotropic stress reads
piij =
1
4pia2
(
E2
3 δ
i
j − EiEj
)
(9.2)
with Ei = −∂tAi, and Ei ≡ γijEj . The gravitational effect of a homogeneous electric field
thus consists in decelerating cosmic expansion in the direction of E, and accelerating it in
the orthogonal directions.
Research on potential sources of anisotropy was recently stimulated by low-multipole
anomalies in the CMB temperature map, first reported by WMAP [294–296] and confirmed
by Planck [297,298]. The independence of both experiments suggests that those anomalies
are not due to systematics, but rather are genuine physical features of the CMB. Some
of them were interpreted as hints of statistical anisotropy, which could arise either from
an anisotropic inflation era [299], or from anisotropic dark energy [273]. Such properties
can be obtained (among many other possibilities) by modifying the usual scalar-field
paradigm with the addition of a vector field, forming the class of scalar-vector theories.
The most emblematic example couples the scalar φ with the kinetic term of Maxwell’s
Lagrangian as g(φ)F µνFµν , where g is a positive function. It was highlighted in Ref. [300]
as a counterexample to the so-called cosmic no-hair theorem. In a quite different context,
similar models have been proposed as mechanisms for generating magnetic fields during
inflation, giving a primordial origin to the large-scale intergalactic magnetic fields that
we observe today [301]. There is however an infinity of ways to couple a scalar with a
vector, leading to a huge variety of models which cannot be investigated one by one. The
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aim of the article presented in this chapter was to reduce this variety, by excluding the
models which do not fulfil the fundamental physical requirements of stability (Hamiltonian
bounded by below) and causality (hyperbolic equations of motion). The work reported
here has been performed in collaboration with Juan Pablo Beltrán Almeida, Cyril Pitrou,
and Jean-Philippe Uzan.
Its conclusion can be summarised under the form of the following theorem. Consider a
field theory with one scalar φ and one vector A. If (a) the fields are minimally coupled to
spacetime geometry, and if the associated action (b) contains at most order-one derivatives
of φ,A, (c) is gauge invariant, and (d) is at most quadratic in A, then the most general
form of the action leading to a stable and causal theory is
S[φ,A; g] =
∫
d4x
√−g
[
−12f0(φ,K)−
1
4f1(φ)F
µνFµν − 14f2(φ)F
µνF˜µν
]
, (9.3)
with K ≡ (∂φ)2, F˜µν ≡ εµνρσF ρσ/2, and where the coupling functions f0,1,2 obey:
• ∂f0/∂K ≥ 0;
• φ 7→ f0(φ,K ≥ 0) is bounded by below;
• f1 ≥ 0;
• ∂f0/∂K + 2K∂2f0/∂K2 ≥ 0.
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1 Introduction
Inflationary models including a vector-field sector have been studied following diverse ap-
proaches over the past few years. Among the most recent models, a sizable fraction was mo-
tivated mainly by the appearance of certain “anomalies” pointed out by observations [1–6],
later confirmed by Planck ’s results [7], which suggested the presence of statistical anisotropies
and maybe signals of parity violation in the cosmic microwave background (CMB). Although
the statistical significance of these anomalies is still a matter of debate [8, 9] (possible sys-
tematic errors, contamination by foregrounds, asymmetric beams, etc.), it is not excluded
that they are actually seeded by a source, different than an inflaton scalar field, during the
early stages of the Universe. In this context, vector fields arise as suitable, simple and natural
candidates to explain the origin of such anomalies as they possess intrinsically a preferred
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direction. With these motivations and the requirement to generate both the inflationary
dynamics and the presence of a detectable level of statistical anisotropy in the CMB within
an unified framework, several models involving vector fields have recently been proposed.
Their classical dynamics and statistical properties have thus been explored in great details
[10–46] (for reviews see Refs. [47–49]). The determination of cosmological parameters re-
lated to the presence of a statistical anisotropy in the CMB can provide valuable information
about the mechanisms governing the dynamics of the inflationary Universe, and their possible
deviations from the reference single-field model.
In the recent literature, popular models propose to couple scalar and vector fields by
modifying the standard kinetic term of the vector as f(φ)FµνFµν [14, 22]; or adding a term of
the form φFµνF˜
µν (F˜ being the Hodge dual of F ) which couples vectors and “pseudo scalars”
or axions [50–54] (see the review [55] for further references); or variants and generalizations
of the above ideas including non-Abelian gauge fields [23, 24, 41, 46, 47]. These models have
been proved to be free from instabilities, in particular they do not possess any longitudinal
propagating mode; they also have the virtue of generating a non-diluting amount of statis-
tical anisotropy [22, 35] which could leave measurable imprints in the CMB. Note also that
such scalar-vector models have been proposed recently [56] to give an inflationary origin to
extragalactic magnetic fields [57–59].
Of course, scalar-vector theories offer a very broad set of possibilities, among which the
examples mentioned above are somehow the simplest representatives. Apart from Occam’s
razor, there is a priori no reason to focus on these models specifically, hence one could wonder
which subset of all possibilities are worth investigating. This motivates the present article,
whose purpose is to identify a class of fundamentally healthy scalar-vector theories, which
could then be safely considered candidates for inflationary or dark energy models. More
precisely, we focus on theories involving one scalar field and one (gauge-invariant) vector
field, both minimally coupled to spacetime geometry, and we study the necessary conditions
for such theories to be stable—their Hamiltonian must be bounded by below—and causal—
their dynamics must be governed by hyperbolic equations of motion. This method has the
advantage of being nonperturbative, and thus more general than only studying the behavior
of small perturbations about a given background. The application of the healthy models
to cosmology, together with the tests of their compatibility with current observations, are
beyond the scope of our analysis and left as future projects.
The article is organized as follows. In Sec. 2, we derive the most general form of a
theory involving a scalar field and a gauge-invariant vector field, both minimally coupled to
gravity, and propose a reasonable restriction motivated by previous works. The Hamiltonian
stability of this theory is analyzed in Sec. 3, and then its causality in Sec. 4. Finally, Sec. 5
is dedicated to a summary of the results, followed by a discussion about possible extensions.
2 Building general scalar-vector models
2.1 General assumptions
Consider, as a starting point, the most conservative theory in which matter is described by
the standard model of particle physics, while being minimally coupled to spacetime geometry
governed by general relativity. To this theory, we add two new fields, namely a scalar φ and
a vector Aµ, which for convenience will be referred to as “dark sector”, though it can stand
for inflationary models as well as for dark energy models (see, e.g., Ref. [60] for a discussion
of the different classes of universality of extensions).
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The presence of such new fields potentially offers a huge amount of possibilities, de-
pending on how they couple to standard matter, to spacetime geometry, or simply to each
other. Among them, many shall lead to unhealthy theories, typically due to instabilities (e.g.,
ghosts), or violations of causality. Since obviously we cannot analyse all possible theories,
we choose to focus on those satisfying the following three conditions.
1. The fields φ, Aµ are uncoupled to standard matter, and minimally coupled to gravity.
In other words, the action of the theory takes the form
S = SEH[gµν ] + SSM[ψm; gµν ] + SDS[φ,A
µ; gµν ], (2.1)
where SEH is the Einstein-Hilbert action, SSM the action of the standard model of par-
ticle physics, and SDS the action of the dark sector. This assumption ensures (a) the
non-violation of the equivalence principle, and (b) the constancy of fundamental con-
stants [61, 62]. Note that for a scalar field alone, non-minimal couplings to spacetime
geometry have been actively studied, e.g. in the context of scalar-tensor theories, and
now well understood [63, 64]. For a vector field alone, it has been proved that non-
minimal coupling generically leads to instabilities [17, 21]. See also Refs. [65, 66] for
stability analyses of Horndeski’s vector-tensor theory [67] in a cosmological context.
2. The action only contains at most order-one derivatives of φ, Aµ. This is a sufficient
condition to have second-order equations of motion, though not necessary—see for
instance Horndeski and Galileon models [68–73].
3. The action is gauge invariant1. This restriction is essentially chosen for simplicity.
The variety of models breaking gauge invariance is indeed extremely broad, even in
the absence of scalar fields (see, e.g., Refs. [73, 74]), which would make the analysis
performed in the present article much more involved.
The last two asumptions imply that the action of the dark sector reads
SDS =
∫
d4x
√−g LDS(φ, ∂µφ, Fµν ; gµν), (2.2)
where g is the determinant of spacetime’s metric, and F ≡ dA = (Fµν/2) dxµ ∧ dxν , with
Fµν = ∂µAν − ∂νAµ, is the field-strength two-form associated with the vector field. The
latter can only appear through F in LDS, since any other type of term (e.g., AµAµ or ∂µAµ)
would be gauge dependent, which is excluded by assumption 3.
2.2 A general class of Lagrangians
Let us construct the most general Lagrangian density for the dark sector, under the as-
sumptions formulated above. As a scalar, LDS can only depend on the scalars that can be
constructed from φ, ∂µφ, Fµν ; in principle, their free indices could be contracted with arbitary
tensors—standing for parameters of the theory—and lead to terms of the form
Tα1...αnµ1...µpν1...νp(φ) ∂α1φ . . . ∂αnφFµ1ν1 . . . Fµpνp . (2.3)
1In the sense of gauge transformations of the vector field, i.e. Aµ → Aµ + ∂µΛ, where Λ is an arbitrary
scalar function.
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However, from a tensorial parameter there generally emerges fundamentally preferred direc-
tions in spacetime2, that we do not wish in the theories considered here. The only nondy-
namical tensor escaping from this rule is the Levi-Civita tensor εµνρσ ≡ −√−g[µνρσ], where
[µνρσ] stands for the permutation symbol, with the convention [0123] = 1. It turns out that
any scalar constructed from φ, ∂µφ, Fµν , gµν , and εµνρσ can be written as a function of φ,
K ≡ ∂µφ∂µφ, (2.4)
X ≡ FµνFµν , (2.5)
Y ≡ FµνF˜µν , (2.6)
Z ≡ (∂µφF˜µα)(∂νφF˜ να ), (2.7)
where F˜µν ≡ εµνρσF ρσ/2 are the components of the Hodge dual ?F of F ; so that
LDS(φ,K,X, Y, Z). (2.8)
Let us prove this assertion. First, it is clear that the Levi-Civita tensor cannot be
involved without being contracted with Fµν ; if both indices of the latter are contracted with
the former, then it leads to F˜µν ; if only one index is contracted, then we get
εµνρσF
λσ = −1
2
εµνρσε
αβλσF˜αβ (2.9)
=
1
2
δ[αµ δ
β
ν δ
λ]
ρ F˜αβ (2.10)
= F˜µνδ
λ
ρ + F˜ρµδ
λ
ν + F˜νρδ
λ
µ. (2.11)
So when the Levi-Civita tensor appears, the associated expression can be rewritten in terms
of ?F , whence LDS(φ, ∂µφ, Fµν , F˜µν). There are two elementary classes of scalars that can be
constructed from contractions of ∂µφ, Fµν , F˜µν , namelyÙFµα1 ÙFα1α2 . . . ÙFαnµ , or ∂µφ ÄÙFµα1 ÙFα1α2 . . . ÙFαnν ä ∂νφ, (2.12)
where ÙF stands either for F or for F˜ . Indeed, since ∂µφ has only one index, it always ends a
contraction branch, hence if more than two ∂µφ are involved in a scalar term, then it can be
factorized into chains of the form (2.12). Finally, such ÙF -chains can in general be reduced
thanks to the identities3
FµαFνα − F˜µαF˜να = 1
2
Xδµν , (2.14)
FµαF˜να =
1
4
Y δµν . (2.15)
2An example can be found in Refs. [75, 76], where the arrow of time emerges from the gradient of a
nondynamical scalar within a Riemannian manifold.
3These identities can be considered a special case of the following lemma: in a four-dimensional manifold,
for any two 2-forms A = (Aµν/2)dx
µ ∧ dxν and B = (Bµν/2)dxµ ∧ dxν ,
AµαB˜να +B
µαA˜να =
1
2
(
BαβA˜αβ
)
δµν . (2.13)
This can be easily derived by using the contraction of two Levi-Civita tensors εµνρσε
αβλσ = −δ[αµ δβν δλ]ρ .
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Indeed, if in a ÙF -chain, an F and an F˜ are contiguous, then we can use Eq. (2.15) to factorize
the couple. If there are only F s (or only F˜ s) in a chain with strictly more than two ÙF s, then
we use Eq. (2.14) to create FF˜ pairs, and so on. The only irreducible chain4 is therefore
FµαFνα (or alternatively F˜
µαF˜να), that is, if contracted with the gradient of the scalar
field, ∂µφF
µαFνα∂
νφ (or alternatively ∂µφF˜
µαF˜να∂
νφ = −Z). In this article, we consider
Z instead of the untilded contraction, because it will turn out to be more convenient for
presenting the results of Sec. 3.
2.3 A reasonable restriction
In Ref. [21], the authors have analyzed the stability and causality conditions for vector
theories whose Lagrangian density is an arbitrary function of F 2 and FF˜ , i.e. Lvec(X,Y ).
Although general conclusions could not be drawn, it appeared that nonlinear functions of
only X, or only Y , are excluded. This motivates our fourth restrictive assumption: we only
consider models which are at most linear in X, Y , and Z, i.e., at most quadratic in the vector
field. Thus, in the remainder of this article, we consider a dark-sector Lagrangian density of
the form
LDS = −1
2
f0(φ,K)− 1
4
f1(φ,K)X − 1
4
f2(φ,K)Y +
1
2
f3(φ,K)Z, (2.16)
and investigate under which conditions on the four functions f0,1,2,3 a model is both stable—
Hamiltonian bounded by below—and causal—hyperbolic equations of motion.
Our analysis can also be considered a starting point for more ambitious ones, where some
of our four restrictive assumptions would be dropped (see, e.g., appendix B for elements about
Lagrangian densities LDS which are nonlinear in X, Y , Z).
3 Stability of the models
In this section, we turn to the study of the stability of a dark sector defined by the Lagrangian
density (2.16). After having computed the associated Hamiltonian density (Subsec. 3.1),
we investigate in details the conditions under which it is bounded by below (Subsec. 3.2),
that is necessary for the stability of the quantum theory, and we summarize the results in
Subsec. 3.3. In this last subsection, we also discuss why all the results, though derived in
Minkowski spacetime, are also completely valid in the presence of gravity.
3.1 Hamiltonian formulation
3.1.1 Canonical momenta
The canonical momentum conjugate to the scalar field φ is
piφ ≡ ∂L
∂φ˙
= φ˙
Å
∂f0
∂K
+
1
2
∂f1
∂K
X +
1
2
∂f2
∂K
Y − ∂f3
∂K
Z
ã
+ f3(φ,K)∂µφF˜
µiF˜ 0i , (3.1)
where an overdot stands for a time derivative φ˙ ≡ ∂tφ; as usual, greek indices run from 0
to 3, while latin indices run from 1 to 3. The canonical momentum piφ can be expressed in
terms of the electric and magnetic parts E, B of the field strength tensor, defined by
Ei ≡ F 0i, Bi ≡ F˜ 0i = 1
2
εijkFjk, (3.2)
4The situation changes, however, in the case of non-Abelian gauge fields, since there appear non-zero terms
of the form FFF , FFF˜ , etc. This will be briefly discussed in Sec. 5.
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(we use bold fonts for spatial vectors) as
piφ = φ˙
ß
∂f0
∂K
+
∂f1
∂K
(B2 −E2)− 2∂f2
∂K
E ·B + ∂f3
∂K
î
(B ·∇φ)2 − (φ˙B −E ×∇φ)2
ó™
+ f3(φ,K)
î
φ˙B2 + det (∇φ,E,B)
ó
, (3.3)
where ∇ ≡ (∂i) is the spatial gradient, an in-line dot and a cross respectively denote the
Euclidean scalar product U · V ≡ δijU iV j and vector product (U × V )k ≡ [ijk]U iV j , and
det(U ,V ,W ) ≡ (U × V ) ·W = [ijk]U iV jW k is the 3-dimensional determinant.
The canonical momenta conjugate to the vector field Aµ are
pi0 ≡ ∂L
∂A˙0
= 0 (3.4)
pii ≡ ∂L
∂A˙i
= f1(φ,K)F
i0 + f2(φ,K)F˜
i0 − f3(φ,K)εijk∂kφ∂µφF˜µj . (3.5)
When expressed in terms of the electric and magnetic fields, the latter reads
pi = −f1(φ,K)E − f2(φ,K)B − f3(φ,K)
î
φ˙B ×∇φ− (E ×∇φ)×∇φ
ó
. (3.6)
3.1.2 Constraint on the nondynamical field component
Since the total Lagrangian density L does not involve any A˙0 term, A0 is a nondynamical
degree of freedom. The associated (Euler-Lagrange) equation of motion,
∂
∂xµ
ñ
∂L
∂(∂µA0)
ô
− ∂L
∂A0
= 0, (3.7)
is therefore a constraint. Equation (3.7) can be rewritten using ∂L/∂A˙0 = 0 and that ∂iA0
only appears within terms of the form Fi0, thus it always comes with −A˙i. As a consequence
∂L
∂(∂iA0)
=
∂L
∂Fi0
= − ∂L
∂A˙i
= −pii, (3.8)
and the constraint reads
∇ · pi = 0. (3.9)
Had we considered terms breaking the gauge invariance in the action, then this constraint
would have been altered on its right hand side.
3.1.3 Hamiltonian density
Since the dark sector is decoupled from the other fields, its contribution to the Hamiltonian
density is obtained by
HDS ≡ piφφ˙+ piiA˙i − LDS. (3.10)
The canonical term piiA˙i can be rewritten in the following way:
piiA˙i = pi
i (F0i + ∂iA0) = pi
iF0i −A0∂ipii + ∂i
Ä
A0pi
i
ä
, (3.11)
and the spatial divergence ∂i
(
A0pi
i
)
can be dropped, since it would disappear in a boundary
term while integrating HDS to build the Hamiltonian. Using the constraint (3.9) then yields
piiA˙i = pi
iF0i = −pi ·E. (3.12)
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Finally, we inject the expression of the canonical momenta and of the Lagrangian density,
and reorganize the various terms to obtain
HDS =
3∑
a=0
Ha (3.13)
with
H0 = 1
2
f0(φ,K) +
∂f0
∂K
φ˙2, (3.14)
H1 = 1
2
f1(φ,K)(E
2 +B2) +
∂f1
∂K
φ˙2(B2 −E2), (3.15)
H2 = −2∂f2
∂K
φ˙2E ·B, (3.16)
H3 = 1
2
f3(φ,K)
î
(B ·∇φ)2 + (φ˙B −E ×∇φ)2
ó
+
∂f3
∂K
φ˙2
î
(B ·∇φ)2 − (φ˙B −E ×∇φ)2
ó
.
(3.17)
In Eq. (3.13), the Hamiltonian density is not expressed in terms of its natural variables,
which are piφ, ∇φ, pi, and ∇Aµ. Here, we actually choose to describe a physical state of
the theory using the time derivatives of the fields instead of the canonical momenta. This is
perfectly licit, since there exists a one-to-one and onto relation between both descriptions,
and this choice will turn out to make the discussions of the following sections easier.
3.2 Hamiltonian stability of the theory
In this subsection, we study the necessary conditions on the functions f0,1,2,3 for the Hamil-
tonian density (3.13) to be bounded by below. Our method relies on proofs by contradiction:
given some properties of f0,1,2,3, we look for configurations of the fields φ,A
µ, such that HDS
can be made arbitrarily negative. If at least one such state can be exhibited, then the theory
is unstable, thus forbidden.
3.2.1 Conditions on f0
For this paragraph only, and without loss of generality, we consider states for which E = B =
0, so that the contributions H1,2,3 of the Hamiltonian density do not enter into the discussion.
There are two necessary conditions on f0 for HDS to be bounded by below, namely:
∂f0/∂K ≥ 0. If there existed a state (φ,K) of the scalar field so that ∂f0/∂K < 0, then we
could take φ˙, |∇φ| → ∞ while keeping K constant, which would make the Hamiltonian
density diverge towards −∞. Such a situation is therefore excluded.
f0(φ,K ≥ 0) must be bounded by below. If there existed a positive value of K so that
φ 7→ f0(φ,K) was not bounded by below, then we could set the derivatives of φ so that
φ˙ = 0, hence HDS = f0/2, which would not be bounded by below.
Note that the above reasoning does not apply for negative values of K, since the term
φ˙2∂f0/∂K can possibly compensate the divergence of f0. As an example, f0(φ,K) = φ
2K is
clearly not bounded by below for K < 0, but its contribution in the Hamiltonian density is
H0 = f0
2
+
∂f0
∂K
φ˙2 =
φ2
2
î
φ˙2 + (∇φ)2
ó
≥ 0, (3.18)
hence completely admissible.
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3.2.2 Conditions on f3
There are two conditions on f3 for the Hamiltonian density to be bounded by below:
∂f3/∂K = 0. If there existed a configuration (φ,K) so that this derivative was not zero,
then we could always tune E, B so that ∂Kf3[(B ·∇φ)2 − (φ˙B −E ×∇φ)2] < 0, and
take φ˙, |∇φ| → ∞ (while keeping K constant) which would imply HDS → −∞. This
divergence would have no chance to be compensated by the terms H0,1,2, since they are
quadratic in the derivatives of φ, whereas H3 is quartic.
f3 ≥ 0. Consider a state for which E ⊥ B and E2 = B2, so that both H2 and the term
associated with ∂f1/∂K vanish. Also set, for instance, ∇φ parallel to B, so that all
the terms of HDS involving the electric and magnetic fields gather intoï
f1 +
f3
2
(φ˙2 + |∇φ|2)
ò
B2. (3.19)
Thus, if there existed a configuration (φ,K) so that f3(φ,K) < 0, then the prefactor of
B2 in Eq. (3.19) could be made strictly negative by taking φ˙, |∇φ| large enough (while
keeping K constant). Finally, B2 →∞ would imply HDS → −∞.
Therefore, we consider f3(φ,K) = f3(φ) ≥ 0 from now on.
3.2.3 Conditions on f1
The conditions on f1 turn out to be the same as those on f3, although their proofs are slightly
subtler due to the difficulty of controlling the possible compensations between terms.
∂f1/∂K = 0. If there existed a configuration (φ,K) so that ∂f1/∂K > 0, then a state with,
for example, B = 0, E parallel to ∇φ, and φ˙, |∇φ| → ∞ (while keeping K constant)
would make HDS → −∞.
If there existed a configuration (φ,K) so that ∂f1/∂K < 0, then we could choose a
state where E, B, ∇φ are all orthogonal to each other, and
E
B
=
f3
»
1 +K/φ˙2
f3(1 +K/φ˙2)− 2∂Kf1
, (3.20)
so that
HDS = H0 + f1
2
(E2 +B2) +
f3K/(2φ˙
2)− (∂Kf1)2
f3(1 +K/φ˙2)/2− ∂Kf1︸ ︷︷ ︸
< 0 for φ˙ large enough
φ˙2B2; (3.21)
in this situation, φ˙2,B2 →∞ (keeping K constant) would imply HDS → −∞.
f1 ≥ 0. Consider a state for which φ˙B = E ×∇φ, so that H2 = H3 = 0. If there existed
a configuration (φ,K) so that f1(φ,K) < 0, then taking E
2 → ∞ or B2 → ∞ would
make HDS → −∞.
Therefore, we consider f1(φ,K) = f1(φ) ≥ 0 from now on.
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3.2.4 Condition on f2
Just as f1,3, f2 cannot depend on K for the theory to be stable. Indeed, if there existed a
configuration (φ,K) so that ∂f2/∂K 6= 0, then we could consider a state for which E, B,
∇φ are aligned, with sgn(E ·B) = sgn(∂Kf2), and set for instance
E
B
=
1 + f3
2|∂Kf2| . (3.22)
In this situation, the Hamiltonian density would become
HDS = H0 +H1 − φ˙2B2 + f3KB
2
2
, (3.23)
so that φ˙2,B2 → ∞, while keeping K constant, would imply HDS → −∞. Hence, we can
consider f2(φ,K) = f2(φ) from now on. Note that, contrary to f1,3, there is no restriction
on the sign of f2, since the function itself does not appear in the Hamiltonian.
3.3 Summary and discussion
We have proved that, among the various couplings between the scalar field and the vector
fields, many bring uncompensated instabilities in the theory, by making the Hamiltonian
unbounded by below. In the framework chosen in this article, the most general Lagrangian
density for the dark sector leading to a stable theory is
LDS = −1
2
f0(φ,K)− 1
4
f1(φ)X − 1
4
f2(φ)Y +
1
2
f3(φ)Z, (3.24)
where f1, f3 are positive functions, φ 7→ f0(φ,K ≥ 0) is bounded by below, and ∂f0/∂K ≥ 0.
So far, our analysis has been performed on a Minkowski spacetime. Nevertheless, our
conclusions remain valid in the presence of gravity, thanks to the equivalence principle. In-
deed, the divergences underlined in the previous paragraphs are local properties, namely,
they regard the Hamiltonian density rather than the Hamiltonian itself. Suppose one wishes
to perform the same study in an arbitrary spacetime. Then, in the vicinity of any event E,
one is free to work in a free-falling frame, where spacetime is locally Minkowskian, and thus
where the above calculations are valid (modulo negligible gravitational tidal effects). In
other words, in the vicinity of E, one could construct a configuration of the fields so that
the Hamiltonian density is arbitrarily negative. Note that this reasoning would not be true
if the fields were non-minimally coupled to gravity, or more generally in any scenario where
the equivalence principle is not respected.
4 Causality of the models
A field theory is considered causal if it admits an unambiguous notion of time evolution; any
initial condition of the fields— i.e., their state on a spacelike hypersurface—must generate
a unique final state through the equations of motion. In other words, time evolution must
be a well-posed Cauchy problem. This is equivalent to the mathematical statement that
the equations of motion must be hyperbolic, that is, whose second-order part involve a
differential operator Gµν∂µ∂ν with signature (−,+,+,+), where the (−)-direction is timelike
with respect to spacetime’s metric.
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4.1 Equations of motion
Let us first determine the equations of motion induced by the action (3.24). On the one
hand, stationarity with respect to variations of the scalar field implies
0 =
δS
δφ
= ∂µ
Å
∂f0
∂K
∂µφ
ã
− f3∂µ
Ä
F˜µρF˜ νρ ∂νφ
ä
− 1
2
∂f0
∂φ
− 1
4
f ′1X −
1
4
f ′2Y +
1
2
f ′3Z, (4.1)
where primes in f ′1,2,3 denote derivatives with respect to φ. On the other hand, stationarity
of the action with respect to variations of the vector field implies
0 =
δS
δAσ
= ∂µ
î
f1F
µσ + f2F˜
µσ − f3εαρµσ∂αφ∂βφF˜ βρ
ó
. (4.2)
Equations (4.1) and (4.2) form a coupled system of second-order differential equations
for φ and Aµ, which can be formally written as[
Dφφ Dφσ′
Dσφ Dσσ′
]
︸ ︷︷ ︸
D
ñ
φ
Aσ
′
ô
=
ñ
Hφ(φ, ∂φ, ∂A)
Hσ(φ, ∂φ, ∂A)
ô
, (4.3)
where the first line corresponds to Eq. (4.1) and the second line to Eq. (4.2). The matrix
of operators denoted D contains the second-order part of the equations of motion, while
[Hφ, Hσ] contains the remaining part. Explicitly, we have
Dφφ =
∂f0
∂K
+
ñ
2
∂2f0
∂K2
∂µφ∂νφ− f3(φ)F˜µρF˜ νρ
ô
∂µ∂ν , (4.4)
Dσφ = ησσ
′Dφσ′ = −f3(φ)εαρµσ∂αφF˜ νρ ∂µ∂ν , (4.5)
Dσσ′ = f1(φ) (δσσ′− ∂σ∂σ′)− f3(φ)εαρµσεβ νρ σ′∂αφ∂βφ∂µ∂ν . (4.6)
where  ≡ ∂µ∂µ denotes the d’Alembertian.
4.2 Diagonalizing the system of equations of motion
As it appears clearly in the expression (4.5) of D, the presence of f3 couples the equations of
motion of the scalar and vector fields even in their second-order part. As a consequence, we
cannot investigate their hyperbolicity independently from each other; instead, we must con-
sider the whole system (4.3), diagonalize5 it, and study the hyperbolicity of each “eigenequa-
tion”. In practice, we proceed by diagonalizing the principal symbol σD(pµ) of the system,
defined as the matrix-valued polynomial obtained from the principal differential operator D
by replacing ∂µ with an abstract variable pµ.
In the expression of σD, there naturally appear three vectors, namely pµ, ∂µφ, and
Bµ ≡ pαF˜αµ, from which we can construct an orthonormal tetrad (ea)a=1...4; assuming that
pµ is not null-like, we define indeed
eµ1 ≡ pµ/
»
|p2|, (4.7)
eµ2 ≡ ∂µ⊥φ/
»
|(∂⊥φ)2| with ∂µ⊥φ ≡ ∂µφ−
(pν∂νφ)p
µ
p2
, (4.8)
eµ3 ≡ Bµ⊥/
»
|B2⊥| with Bµ⊥ ≡ Bµ −
(Bν∂ν⊥φ)∂µ⊥φ
(∂⊥φ)2
, (4.9)
eµ4 ≡ εαβγµe1αe2βe3γ . (4.10)
5Concretely, this diagonalization procedure is equivalent to finding new fields, combinations of φ and Aµ,
whose second-order part of the equations of motion are decoupled.
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the orthogonality between eµ1 and e
µ
3 being ensured by the antisymmetry of F˜
µν . Let us use
these notations to rewrite the various contractions involved in the symbol σD,
F˜µρF˜ νρ pµpν = B2, (4.11)
εαρνσ′∂αφF˜
µ
ρ pµpν =
»∣∣p2(∂⊥φ)2B2⊥∣∣ e4σ′ , (4.12)
pσpσ′ =
∣∣∣p2∣∣∣ eσ1e1σ′ , (4.13)
εαρµσεβ νρ σ′∂αφ∂βφpµpν =
∣∣∣p2(∂⊥φ)2∣∣∣ Äe24 eσ3e3σ′ + e23 eσ4e4σ′ä . (4.14)
Since the above expressions exhibit projections over the tetrad vectors (such as e1σ′e
σ
1 ), we
expect the symbol to be much simpler if it is written in the tetrad basis6 (e4, e1, e2, e3) instead
of the coordinate basis (∂µ)µ=0...3; and indeed the result is
σD =

σφφ σ
φ
4 0 0 0
σ4φ σ
4
4 0 0 0
0 0 0 0 0
0 0 0 f1p
2 0
0 0 0 0 f1p
2 + f3(∂⊥φ)2p2
 . (4.15)
with
σφφ =
∂f0
∂K
p2 + 2
∂2f0
∂K2
(pµ∂µφ)
2 − f3(φ)B2, (4.16)
σφ4 = (e4)
2σ4φ = −(e4)2f3(φ)
»∣∣p2(∂⊥φ)2B2⊥∣∣, (4.17)
σ44 = f1(φ)p
2 + f3(φ)(∂⊥φ)2p2. (4.18)
The five eigenvalues of σD are therefore λ1 = 0, λ2 = f1p2, λ3 = f1p2 + f3(∂⊥φ)2p2, and the
two solutions (λ0, λ4) of the second-degree equation (σ
φ
φ − λ)(σ44 − λ) = σφ4σ4φ, that isñ
∂f0
∂K
p2 + 2
∂2f0
∂K2
(p · ∂φ)2 − f3B2 − λ
ô î
f1p
2 + f3(∂⊥φ)2p2 − λ
ó
+f23 p
2(∂⊥φ)2B2⊥ = 0, (4.19)
where we used that e21e
2
2e
2
3e
2
4 = −1, since an orthonormal tetrad has only one timelike vector.
If pµ is null, the construction of the tetrad is slightly different. One can set, e.g., eµ1 = p
µ,
and eµ2 = ∂
µφ/(pν∂νφ) − (∂φ)2pµ/2(pν∂νφ)2, so that both eµ1 and eµ2 are null vectors, and
eµ1e2µ = 1. The other two ones, e
µ
3 and e
µ
4 are defined similarly as before, except that Bµ⊥ must
be Bµ− (eν2Bν)pµ. One can check that the expression of the symbol in the basis (e4, e1, e2, e3)
is then the same as in Eq. (4.15) with p2 = 0.
In principle, the second-order differential operators involved in the eigenequations of
motion are obtained from the eigenvalues of the principal symbol σD by using the correspon-
dance pµ ↔ ∂µ. This can be directly achieved for λ1,2,3, yielding the eigenoperators
D1 = 0, (4.20)
D2 = f1(φ), (4.21)
D3 = [f1(φ) + f3(φ)K]− f3(φ)∂µφ∂νφ∂µ∂ν . (4.22)
6The odd ordering of the vectors is chosen for the blocks of the matrix (4.15) to appear more clearly.
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The fact that one operator is zero is not suprising, because it translates that one of the
degrees of freedom of the vector field is non-dynamical. As solutions of Eq. (4.19), the last
two eigenvalues of the principal symbol generally involve square roots, and it is unclear how
one should interpret them in terms of differential operators. In the case f3 = 0, however, σD
as written in Eq. (4.15) is already diagonal, and the remaining differential operators read
D[f3=0]0 =
∂f0
∂K
+ 2∂
2f0
∂K2
∂µφ∂νφ∂µ∂ν , (4.23)
D[f3=0]4 = D2 = f1(φ). (4.24)
4.3 Hyperbolicity of the eigenequations
It turns out that the third eigenoperator D3 is actually sufficient to rule out the f3-term.
Indeed, consider for instance a state with a purely homogeneous scalar field7, then
D3 = f1(φ)− f3(φ)φ˙2∆, (4.25)
where ∆ ≡ ∂i∂i is the Laplacian. We know from the stability analysis that f3 ≥ 0, but if
there exists a value of φ so that f3(φ) > 0, then for φ˙ large enough, D3 becomes elliptical.
Therefore, it is necessary to have f3 = 0 for the theory to be both stable and causal.
For f3 = 0, the eigenoperators D1...4 are all proportional to , which is hyperbolic with a
timelike (−)-direction, thus the causality requirement does not impose further constraints on
f1. Concerning f0, additionnally to the condition ∂f0/∂K ≥ 0 imposed by the Hamiltonian
stability requirement, we must also have
∂f0
∂K
+ 2K
∂2f0
∂K2
≥ 0. (4.26)
for the eigenoperator D0 of Eq. (4.23) to be hyperbolic. We propose, in Appendix A, a simple
proof of the above condition, which is well known8 in the context of k-essence [77–81].
5 Conclusion and further remarks
We have derived necessary conditions for the stability and causality of models built from one
scalar field and one vector field coupled to each other. Under the restrictions stated in Sec. 2,
we showed that the most general action describing a stable vector-scalar dark sector, whose
dynamics is ruled by hyperbolic equations of motion, reads
SDS =
∫
d4x
√−g
ï
−1
2
f0(φ,K)− 1
4
f1(φ)F
µνFµν − 1
4
f2(φ)F
µνF˜µν
ò
, (5.1)
with K ≡ ∂µφ∂µφ, and where the coupling functions obey:
7This does not restrict the generality of our discussion. Indeed, just as for the stability analysis, it is
sufficient to find one counterexample (here a particular state for which the equations of motion are not
hyperbolic) to exclude a theory, provided it is considered fundamental.
8Note, by the way, that the discussion about hyperbolicity in one of the first reference article [77] is
partially wrong. Indeed, the authors claim that the hyperbolicity conditions are (a) ∂f0/∂K > 0, and (b)
∂2f0/∂K
2 ≥ 0, which is not really the case: (a) is rather imposed by the stability condition, and (b) does
not exist at all. They also mention Ineq. (4.26), but as a condition which “assures the stability of the Cauchy
problem—that is, small changes in the Cauchy data cannot produce large changes in the solution arbitrarily
close to the initial surface”.
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• ∂f0/∂K ≥ 0, and f0(φ,K ≥ 0) bounded by below (stability);
• f1(φ) ≥ 0 (stability);
• ∂f0/∂K + 2K∂2f0/∂K2 ≥ 0 (hyperbolicity).
There are no further restrictions over the coupling function f2. It is remarkable that the
class of models satisfying the assumptions of Sec. 2 are so constrained by the basic principles
of stability and causality. However, it is worth noting that the theories excluded by our
analysis are really ruled out only if one considers them as fundamental. If, on the contrary,
they represent the effective behavior of a more fundamental but healthy theory, then the only
requirement is a reasonable domain of stability and causality. By essence, the present work
cannot draw any definite conclusion within the world of such effective theories.
Gauge invariance was a central assumption in our analysis. We shall mention that
an important issue with this property in vector-field models was pointed out in Ref. [82],
where the authors considered a possible generalization of electromagnetism in Minkowski
spacetime, inspired from scalar Galileon theories. Their conclusion came in the form of a
“no-go theorem” for generalized vector field Galileons, which states that it is impossible
to construct more general theories than standard electromagnetism, because all possible
extensions following the Galileon construction procedure lead to topological or boundary
terms, and are thus nondynamical. In order to escape this theorem, one can however build
models with multicomponent gauge-invariant vector fields, or couple the vector field with
another field, e.g., a scalar field as done in this article. The coupling of different types
of fields with non-trivial dynamics was addressed earlier in Refs. [71, 83], while Ref. [84]
proposed a complete study of scalar Galileons with gauge symmetries.
One may then wonder what models can be built once the condition of gauge invariance
is removed. References [73, 74] have recently addressed the problem of gauge-invariance
breaking for single-vector-field models, in the spirit of Galileon theories. These analyses
conclude that, for some particular combinations of the non-gauge invariant terms, ghost-like
instabilities disappear and it is possible to obtain a well-behaved Galileon-type generalization
of the Proca theory with three physical propagating degrees of freedom. In general, dropping
gauge invariance in a vector-scalar theory leads to a system with more physical degrees of
freedom, the dynamics of which can be governed by a huge variety of terms in the action,
corresponding to all the possible contractions formed out of Aµ, ∂µφ, ∂µAν , such as A
µAµ,
Aµ∂µφ, ∂
µAµ, AµAνF
µαF να , Aµ∂νφF
µαF να , ∂µAνF
µαF να , etc. Given that the structure of
each of these terms is very different, there is a priori no general procedure to deal with all of
them together, so that one should probably perform a dedicated analysis of the stability and
causality for each model. Nevertheless, we can point out that some particularly interesting
terms are often studied, and admit a simple analysis; for instance, vector potentials of the
form V (A2), or couplings of the form Aµ∂µφ, ∂
µAµ. A very specific class of models of the
form f(F 2) + V (A2) was recently studied in Ref. [85], and where shown to have hyperbolic
equations of motion for some special regions of phase space.
Finally, we should mention that our analysis admits a straightforward generalization to
multiple vector fields which are gauge invariant under a non-Abelian gauge group. However,
in the non-Abelian case we have an important difference with respect to the U(1) Abelian
case. As shown in Subsec. 2.2, in the U(1) case any term of the action involving the vector
can always be reduced to even powers of the Faraday tensor or its dual, possibly contracted
with the derivatives of the scalar field, which can be further reduced to products of X, Y
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and Z. All the odd products of the Faraday tensor and its dual are identically zero. In
presence of a non-Abelian gauge group, this is no longer the case, and there appear other
combinations which add non-trivial dynamics to the system. Among the lowest order terms,
there appear for instance cubic combinations of the form FFF and FFF˜ :
Scubic = −
∫
d4x
√−g
î
f(φI)CabcF
aµρF bρν F
cν
µ + g(φ
I)CabcF
aµρF bρνF˜
cρ
ν
ó
, (5.2)
where Cbca are the structure constants of the group and a, b, c are Lie algebra indices. These
terms are consistent with gauge symmetries and are dynamical. The term FFF appears
generically in non-Abelian gauge theories and terms like FFF˜ appear for instance in QCD
when discussing CP-violations originated by gluonic operators of dimension six [86]. Recently,
the dynamics of such terms was also studied in the context of leptogenesis in non-Abelian
gauge fields populated models [87]. Despite of the numerous ways in which the fields can
interact when gauge invariance is broken or when non-Abelian gauge groups are considered,
it is expected that the stability and the causality analysis would impose constraints over all
those possible interactions and it would be interesting and valuable to extend the methods
followed here to those cases.
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A Hyperbolicity of the scalar sector
Consider the differential operatorÇ
∂f0
∂K
ηµν + 2
∂2f0
∂K2
∂µφ∂νφ
å
∂µ∂ν ≡ Gµν∂µ∂ν . (A.1)
Its hyperbolicity can be investigated by distiguishing two cases, depending on the sign of K.
1. K < 0. Define nµ ≡ −∂µφ/√−K. Since nµ is a unit timelike vector, we can always
find a Lorentz tranformation Λ such that nα = Λαµn
µ = δα0 . Thus, in this new frame
(Gαβ ≡ ΛαµΛβνGµν), the differential operator reads
Gαβ∂α∂β = −
Ç
∂f0
∂K
+ 2K
∂2f0
∂K2
å
∂20 +
∂f0
∂K
∆, (A.2)
and is therefore hyperbolic if and only if ∂f0/∂K + 2K∂
2f0/∂K
2 ≥ 0 (additionally to
the stability condition ∂f0/∂K ≥ 0).
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2. K > 0. Define nµ ≡ ∂µφ/√K, which is now a unit spacelike vector, thus there exists
a Lorentz transformation Λ such that, e.g., nα = Λαµn
µ = δα1 . In this new frame, the
differential operator becomes
Gαβ∂α∂β = −∂f0
∂K
∂20 +
Ç
∂f0
∂K
+ 2K
∂2f0
∂K2
å
∂21 +
∂f0
∂K
∆2D, (A.3)
and is hyperbolic under the same condition as in the case K < 0 above.
3. K = 0. This case is slightly less trivial than the previous two ones. Up to a spatial
rotation, we can write ∂µφ = φ˙(−δµt + δµ1 ). The differential operator Gµν∂µ∂ν can then
be diagonalized using the two vectors
∂± ≡
f ′′0 φ˙2∂0 −
[
f ′0 ±
»
(f ′0)2 + (f ′′0 φ˙2)2
]
∂1…
(f ′′0 φ˙2)2 +
[
f ′0 ±
»
(f ′0)2 + (f ′′0 φ˙2)2
]2 , (A.4)
where we denoted f ′0 ≡ ∂f0/∂K for short. Using the basis (∂−, ∂+, ∂2, ∂3), the differ-
ential operator indeed becomes
Gαβ∂α∂β = G
−∂2− +G
+∂2+ + ∆2D, (A.5)
with
G− ≡ −f ′′0 φ˙2 −
»
(f ′0)2 + (f ′′0 φ˙2)2 ≤ 0, (A.6)
G+ ≡ −f ′′0 φ˙2 +
»
(f ′0)2 + (f ′′0 φ˙2)2 ≥ 0. (A.7)
Thus, the differential operator is always hyperbolic. The question is now whether the
(−)-direction is timelike or spacelike; it is immediate to check that
g(∂±, ∂±) =
±2f ′0
»
(f ′0)2 + (f ′′0 φ˙2)2
(f ′′0 φ˙2)2 +
[
f ′0 ±
»
(f ′0)2 + (f ′′0 φ˙2)2
]2 , (A.8)
so that ∂− is timelike (and ∂+ is spacelike) if and only if f ′0 = ∂f0/∂K ≥ 0, which is
consistent with the condition found in the previous two cases, for K = 0.
B Beyond linearity in X, Y , Z
In this appendix, we provide some results that can be a starting point for the analysis of
more general models than the ones described by action (2.16). Namely, consider a dark-sector
Lagrangian density LDS(φ,K,X, Y, Z) which is not necessarily linear in X = F 2, Y = FF˜ ,
and Z = (F∂φ)2. In the following, we drop the ‘DS’ label to alleviate notation.
B.1 Hamiltonian density
The canonical momenta conjugate to the scalar and vector fields are respectively
piφ = −2L,K φ˙+ 2L,Z
î
φ˙B2 + det(∇φ,E,B)
ó
, (B.1)
pi = 4L,XE + 4L,YB − 2L,Z
î
φ˙B ×∇φ− (E ×∇φ)×∇φ
ó
, (B.2)
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where a coma denotes a derivative. The constraint is unchanged compared to the case where
L is linear in X, Y , Z, namely ∇ · pi = 0. The Hamiltonian density then reads
HDS = −2L,K φ˙2 − 4L,XE2 + Y L,Y + 2L,Z(φ˙B −E ×∇φ)2 − L(K,X, Y, Z), (B.3)
and K, X, Y , and Z are expressed in terms of the fields as
K = (∇φ)2 − φ˙2, (B.4)
X = 2(B2 −E2), (B.5)
Y = −4E ·B, (B.6)
Z = (φ˙B −E ×∇φ)2 − (B ·∇φ)2. (B.7)
It would be tempting to conclude that L,K L,X ≤ 0, and L,Z ≥ 0 are necessary conditions for
HDS to be bounded by below, but unfortunately φ˙2, E2, (φ˙B −E ×∇φ)2, K, X, Y , Z are
not independent variables, so that one cannot take, e.g., φ˙2 → ∞ while keeping the others
finite. The actual stability conditions could be much subtler, for instance they could involve
combinations of the derivatives of L, and thus require a dedicated study.
B.2 Equations of motion
The equations of motion induced by the general Lagrangian (2.8) read
0 =
δS
δφ
= L,φ − ∂µ
Ä
2L,K∂µφ+ 2L,Z F˜µαF˜ να ∂νφ
ä
, (B.8)
0 =
δS
δAσ
= −∂µ
Ä
4L,XFµσ + 4L,Y F˜µσ + 2L,Zεβγµσ∂αφ∂βφF˜αγ
ä
. (B.9)
As in Eq. (4.3), we can isolate the second order part of the above system, and write it as the
matrix-valued differential operator
D ≡
[
Dφφ Dφσ′
Dσφ Dσσ′
]
, (B.10)
where
Dφφ =
(
L,Kηµν + L,Z F˜µρF˜ νρ + 2L,KKφ,µφ,ν + 4L,KZφ,µφ,αF˜αρF˜ νρ
+ 2L,ZZφ,αφ,βF˜µρF˜αρ F˜ νσF˜ βσ
)
∂µ∂ν , (B.11)
Dσφ = ησσ
′Dφσ′ =
[
L,Zεαρµσφ,αF˜ νρ +4φ,µ
Ä
L,KXF νσ + L,KY F˜ νσ
ä
+2L,KZεαρµσφ,νφ,αφ,βF˜ βρ
+ 4φ,αF˜
µρF˜αρ
Ä
L,ZXF νσ + L,ZY F˜ νσ
ä
+ 2L,ZZεαρµσφ,αφ,βφ,γF˜ βρ F˜ νλF˜ γλ
]
∂µ∂ν , (B.12)
Dσσ′ =
{
2L,X
Ä
ηµνησσ
′ − ηµσηµσ′
ä
+ L,Zεαρµσεβ νσ′ρ φ,αφ,β + 8L,XXFµσF νσ
′
+ 16L,XY Fµ(σF˜ νσ′) + 8L,Y Y F˜µσF˜ νσ′ + 8εαρµ(σφ,αφ,β
î
L,XZF νσ′)F βρ + L,Y ZF νσ
′)F˜ βρ
ó
+ 2L,ZZεαρµσεβλνσ′φ,αφ,βφ,γφ,δF˜ γρ F˜ δλ
}
∂µ∂ν , (B.13)
with the symmetrization convention T (µν) ≡ (Tµν +T νµ)/2. The above formulae can be used
for investigating the hyperbolicity of the equations of motion.
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Conclusion
This thesis aimed at providing an extensive picture of light propagation in cosmology,focusing on the potential effects of the small-scale inhomogeneity and large-scale
anisotropy. The first issue was motivated by general arguments, such as the Ricci-Weyl
paradox, according to which observations involving very narrow beams—such as SNe—are
affected by the inhomogeneity of the Universe in a very different way than observations
involving much wider beams. Albeit adapted to the latter, the Friedmann-Lemaître
geometry should be unable, in principle, to provide an accurate description of the former.
In fact, we have deduced from the analysis of Swiss-cheese models in Chap. 6 that the
expected effect of small-scale lensing on the interpretation of the Hubble diagram drastically
reduces as the cosmological constant increases. In other words, the surprising efficiency of
the standard ΛCDM model at consistently fitting all the cosmological data may be due to
Λ. If this conclusion turns out to be correct, then it would represent a strong argument in
favour of the cosmological constant (or any form of homogeneous dark energy) as driving
the recent acceleration of cosmic expansion, and against alternative mechanisms such as
backreaction. In the era of precision cosmology, however, Λ shall no longer suffice to ensure
the agreement between, e.g., SN and CMB observations. Hints of such a discrepancy
are already present in current data, and we have seen that taking the clumpiness of the
Universe into account is capable of reducing the resulting tension. In this context, the
stochastic lensing approach developed in Chap. 7 arises as a promising framework for
dealing with small-scale lensing, in order to interpret SN observations with the accuracy
that future surveys will require.
The possibility of a large-scale anisotropy in the Universe has motivations both from
the theoretical and observational points of view. May such a scenario be confirmed, the
questions of its physical origin and its consequences on light propagation would naturally
follow. The present thesis contributed to both sides. In Chap. 8, I solved all the equations
of geometric optics in the Bianchi I spacetime, which provides a set of theoretical tools
to contrain any late time anisotropy, from the analysis of the Hubble diagram of SNe, or
from weak gravitational lensing. Besides, by studying in Chap. 9 the properties of stability
and causality of a large class of scalar-vector models, I reduced the landscape of physically
viable theories for anisotropic dark energy or inflation.
As always in scientific research, this dissertation raises more questions than it provided
answers. Most of the work reported here indeed calls for follow-ups, especially Part. III.
Let me mention two of them. First, in Chap. 6, when fitting the Hubble diagram using
Swiss-cheese models (or the Kantowski-Dyer-Roeder approximation), all our ignorance
about the actual distribution of matter on small scales was hidden in the smoothness
parameter f (or α). This parameter is unconstrained by SN data, and was therefore
arbitrarily fixed for practical uses. A more satisfactory approach would be to measure
it, either directly from numerical simulations, or indirectly via independent observations.
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Second, although Chap. 7 established the fundamentals of stochastic lensing, a lot remains
to be done: addressing the issue of non-Gaussianity, applying it to the perturbation theory,
including the effect of the large-scale structure, etc.
Finally, a few other projects marginally related to the above have called my attention
during the last three years. Concerning the fundamentals of gravitational lensing, it seems
to me that the range of validity of the infinitesimal beam approximation is not fully
understood yet: in which situations the propagation of a light beam can really be described
by the geodesic deviation equation? The answer to this question may lead to a better
understanding of the transition between the weak and strong lensing regimes, which are
currently dealt with using slightly different formalisms. Besides, I am intrigued by the issue
of cosmic backreaction. In particular, I am surprised that most of the research activity on
this subject has been, so far, dedicated to averaging inhomogeneous cosmologies, while
much less was done about the physical consequence of having matter clumps decoupled
from cosmic expansion. I intend to address these questions in a near future.
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Appendix A
The equations of Einsteinian gravitation
This dissertation extensively exploited the general theory of relativity and the languageof differential geometry. The present appendix aims at gathering the main associated
definitions and equations. Its title was chosen in the honour of the French mathematician
Georges Darmois,1 referring to his treatise on GR [258].
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A.1 Differential geometry
The general theory of relativity is naturally formulated in the language of differential
geometry. Mathematically speaking, spacetime is described by a four-dimensional dif-
ferential manifoldM, i.e. a topological space which is locally homeomorphic to R4. A
homeomorphism M → R4 is called a map, or coordinate system; it associates to each
event E ∈M a set of four coordinates {xµ}µ=0...3.
A.1.1 Vectors, forms, and tensors
Vector fields
Consider a function f :M→ R. The limit of [f(xµ + εuµ)− f(xµ)]/ε when ε goes to zero
defines the derivative of f , at xµ, in the direction fixed by the four numbers {uµ}. The linear
map that associates to any function f such a derivative defines the vector u : f 7→ u(f).
The action of a vector on a product of function satisfies the Leibnitz rule
u(fg) = u(f)g + fu(g). (A.1)
The set of all vectors, i.e. all derivatives, at an event E ofM is called the tangent
space ofM at E; it is denoted TEM. The set of all tangent spaces, TM≡ ∪E∈MTEM,
form the tangent bundle ofM. A section of TM, i.e. a map E ∈M 7→ u ∈ TEM, defines
a vector field. The set of all vector fields alongM is a vector space itself, denoted Γ(M).
Any coordinate system {xµ} naturally defines a basis for Γ(M), namely the four
partial derivatives {∂/∂xµ}, usually denoted {∂µ} for short. Any vector field u is then
decomposed over this basis as
u = uµ∂µ. (A.2)
Of course, the functions {uµ} depend on the basis at hand. In particular, if another
coordinate system {yα} is chosen, then the components of u over {∂α} are easily shown
to be uα = (∂yα/∂xµ)uµ.
Lie brackets
Any tangent space TEM enjoys the structure of a Lie algebra, the Lie bracket being simply
the commutator between two derivatives. It can indeed be shown that [u,v] ≡ uv − vu
is a derivative onM, in the sense that it satisfies the Leibnitz rule. By definition, the Lie
bracket also satisfies the Jacobi identity
∀u,v,w ∈ Γ(M) [u, [v,w]] + [v, [w,u]] + [w, [u,v]] = 0. (A.3)
Because of the Schwartz theorem, the commutator of two partial derivatives vanishes
[∂µ,∂ν ] = 0. The Lie bracket of any two vector fields u,v thus reads
[u,v] = [uµ∂µ, vν∂ν ] = (uµ∂µvν − vµ∂µuν)∂ν . (A.4)
Now consider an arbitrary basis {eµ} of Γ(M). Because they are not necessarily associated
with a coordinate system, the elements of this basis do not commute with each other in
general. Their noncommutativity is quantified by structure functions Cρµν , according to
[eµ, eν ] = Cρµνeρ. (A.5)
If all the structure functions of a basis vanish, the basis is called holonomous, and there
exists a coordinate system {xµ} such that eµ = ∂µ. In the opposite case, the basis is said
to be anholonomous. For this reason, the structure functions are also called anholonomies.
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Differential forms
Consider a tangent space TEM of the spacetime manifold. As in any vector space, one
can define linear forms, i.e. linear maps TEM → R. The set of all such linear forms
defines the cotangent space T∗EM ofM at E, and the set of all cotangent space along
M form its cotangent bundle T∗M ≡ ∪E∈MTEM. Just like a vector field is a section
of TM, a differential (one-)form is a section of T∗M, i.e. a map which associate to any
event E ∈ M a linear form ω ∈ TEM. The set of all differential one-forms over M,
denoted Ω1(M), is a vector space.
To a given coordinate system {xµ} is naturally associated a basis {dxµ} of Ω1(M). It
is defined by the following duality relation
dxµ(∂ν) = δµν . (A.6)
Any one-form ω is then decomposed as
ω = ωµdxµ, with ωµ ≡ ω(∂µ). (A.7)
Similarly to the vector case, the functions ωµ depend on the coordinate system that
subtends the basis. If one picks another coordinate system {yα}, then the components
of ω over {dyα} are ωα = (∂xµ/∂yα)ωµ.
Tensors
A means to put together vectors and forms is provided by the tensor product ⊗. It is a
bilinear and associative combination law, such as, for instance
⊗ : Γ(M)× Γ(M)→ Γ(M)⊗ Γ(M)
(u,v) 7→ u⊗ v (A.8)
where Γ(M)⊗Γ(M) is a vector space. The above example defines a particular (2, 0)-tensor.
More generally, a (m,n)-tensor is an element of
Tm,n(M) = Γ(M)⊗ . . .⊗ Γ(M)︸ ︷︷ ︸
m times
⊗Ω1(M)⊗ . . .⊗ Ω1(M)︸ ︷︷ ︸
n times
, (A.9)
which is the set of all linear combinations of objects of the form u1⊗. . .⊗um⊗ω1⊗. . .⊗ωn,
where each ui is a vector field and each ωi is a differential one-form onM. The resulting
vector space is therefore of dimension 4m+n.
A natural basis for Tm,n(M) is obtained by combining the coordinate bases of Γ(M)
and Ω1(M). Any (m,n)-tensor X is then decomposed as
X = Xµ1...µmν1...νn∂µ1 ⊗ . . .⊗ ∂µm ⊗ dxν1 ⊗ . . .⊗ dxνn . (A.10)
If one decides to change the coordinate system into {yα}, then the components of X over
the associated basis change as
Xα1...αmβ1...βn =
∂yα1
∂xµ1
. . .
∂yαm
∂xµm
Xµ1...µmν1...νn
∂xν1
∂yβ1
. . .
∂xνn
∂yβn
. (A.11)
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Lie derivative
We have seen that vector fields can be considered directional derivatives of functions
M→ R. The Lie derivative is an extension of this construction, allowing one to define
directional derivatives of vectors, forms, and tensors. Let u be a vector field, the Lie
derivative along u is denoted Lu. Its action on a function f coincides with the action of u,
Luf ≡ u(f). On a vector v ∈ Γ(M), Lu acts as
Luv ≡ [u,v], (A.12)
it is thus linear with respect to u, and satisfies the Leibnitz rule
Lu(fv) = (Luf)v + f(Luv). (A.13)
The Lie derivative of a one-form ω ∈ Ω1(M) is another one-form Luω such that
∀v ∈ Γ(M) Lu[ω(v)] = (Luω)v + ω[Lu(v)], (A.14)
which is a kind of Leibnitz rule applied to the contraction of forms and vectors. Its
generalisation to tensors is then achieved using the following Leibnitz rule for the tensor
product,
Lu(X ⊗ Y ) ≡ (LuX)⊗ Y +X ⊗ (LuY ), (A.15)
for any two tensors X,Y . The above relation implies that the Lie derivative of a (m,n)-
tensor is a (m,n) tensor.
In terms of components over an arbitrary coordinate basis, we therefore have, for any
vector fields u,v, one-form ω, and (n,m)-tensor X,
(Luv)µ = uν∂νvµ − vν∂νuµ (A.16)
(Luω)µ = uν∂νωµ + ων∂µuν (A.17)
(LuX)µ1...µmν1...νn = uρ∂ρXµ1...µmν1...νn −Xρ...µmν1...νn ∂ρuµ1 − . . .−Xµ1...ρν1...νn ∂ρuµn
+Xµ1...µmρ...νn ∂ν1u
ρ + . . .+Xµ1...µmν1...ρ∂νnu
ρ.
(A.18)
Note that the parentheses on the left-hand sides of the above relations are often omitted
in the literature, so that the components of e.g. Luv are denoted Luvµ.
A.1.2 Linear connections
Covariant derivative
As any vector fibre bundle, TM can be equipped with a linear connection ∇, which allows
vectors of the fibres to be transported and derived along the manifold. Here, since the
fibres of TM are nothing but the tangent spaces of M, a connection provides a way
to take directional derivatives of vectors, forms, and tensors, which differs from the Lie
derivative in general.
Let u be a vector field, ∇u is called the covariant derivative along u associated with
the connection ∇. Its action on any function f is the same as the Lie derivative, i.e.
∇uf ≡ u(f), while its effect on vectors is defined by the algebraic properties:
∇u+fvw = ∇uw + f∇vw, (A.19)
∇u(v +w) = ∇uv +∇uw, (A.20)
∇u(fv) = u(f) +∇uv. (A.21)
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Note that, so far, ∇u has the same properties as Lu, but while the Lie derivative of ∂ν
along ∂ν vanishes by definition, since L∂µ∂ν ≡ [∂µ,∂ν ] = 0, its covariant counterpart does
not in general. In fact, a linear connection is characterised by its specific action on a basis
of Γ(M), as
∇∂µ∂ν ≡ ∇µ∂ν = Γρνµ∂ρ, (A.22)
where Γρνµ are called the connection coefficients. There exist as many different connections
as there are such coefficients. Hence the Lie derivative can be considered a special case of
covariant derivative, associated with the trivial connection whose coefficients vanish. Note
also that ∇, if considered a map Γ(M)2 → Γ(M), is not a tensor, because is is not perfectly
linear with respect to its second argument, as shown by Eq. (A.21). As a consequence,
the Γρνµ do not change according to Eq. (A.11) under coordinate transformations.
The covariant derivative of any vector u along a basis vector ∂µ can be written in
terms of the connection coefficients as
∇µu = ∇µ(uν∂ν) = (∂µuν)∂ν + Γρνµuν∂ρ (A.23)
whose components, with the short-hand notation ∇µuν ≡ (∇µu)ν thus read
∇µuν = ∂µuν + Γνρµuρ. (A.24)
Extension to forms and tensors
Covariant derivatives can be extended to act on forms an tensors according to the same
rules as the Lie derivatives, that is, assuming a Leibnitz-like rule with respect to both the
contraction of forms with vectors, and the tensor product: for any vectors u,v, one-form ω,
and tensors X,Y , we consider
∇u [ω(v)] = (∇uω)(v) + ω(∇uv), (A.25)
∇u(X ⊗ Y ) = (∇uX)⊗ Y +X ⊗ (∇uY ). (A.26)
The covariant derivative of a (m,n)-tensor is thus also (m,n)-tensor. In terms of compo-
nents, Eq. (A.25) implies
∇µων ≡ (∇µω)ν = ∂µων − Γρνµωρ, (A.27)
and Eq. (A.26) leads to
∇ρXµ1...µnν1...νm ≡ (∇ρX)µ1...µnν1...νm (A.28)
= ∂ρXµ1...µnν1...νm + Γ
µ1
σρX
σ...µn
ν1...νm + . . .+ Γ
µn
σρX
µ1...σ
ν1...νm
− Γσν1ρXµ1...µnσ...νm − . . .− ΓσνmρXµ1...µnν1...σ . (A.29)
Parallel transport and geodesics
Let γ be a curve traced on M. We parametrise γ with λ ∈ [0, 1], so that t ≡ d/dλ =
(dxµ/dλ)∂µ is a tangent vector of γ. A tensor X is said to be parallely transported along
γ iff its covariant derivative with respect to t vanishes all along γ,
∇tX = 0. (A.30)
The curve γ is a geodesic iff its tangent vector is parallely transported along itself, ∇tt = 0.
In terms of components, this requirement is equivalent to
d2xρ
dλ2 + Γ
ρ
µν
dxµ
dλ
dxν
dλ = 0, (A.31)
which is called the geodesic equation.
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Torsion
Any linear connection ∇ defines two fundamental tensors which characterise its geometrical
properties. The first one, called torsion T , encodes the tendency of parallelograms
constructed by parallely transporting vectors not to close (see Ref. [303] for more details).
It is an antisymmetric (1, 2)-tensor defined as
T (u,v) ≡ ∇uv −∇vu− [u,v]. (A.32)
Its components over a coordinate basis are defined as T (∂µ,∂ν) = T ρµν ∂ρ and read
T ρµν = 2Γ
ρ
[µν]. (A.33)
Hence the torsion of a connection represents the antisymmetric part of its coefficients.
Note that, as a consequence, torsion has no effect on geodesics.
Curvature
The second fundamental tensor associated with a connection is its curvature R, which
quantifies the tendency of vectors to rotate after being parallely transported along a loop.
It is a (1, 3)-tensor defined as
R(u,v)w ≡ ∇u∇vw −∇v∇uw −∇[u,v]w. (A.34)
Its components over a coordinate basis are defined as R(∂µ,∂ν)∂ρ = Rσρµν∂σ and read
Rσρµν = ∂µΓσρν − ∂νΓσρµ + ΓστµΓτρν − ΓστνΓτρµ (A.35)
Bianchi identity
The Jacobi identity for the commutator has been given in Eq. (A.3) for three vector fields,
but it is actually valid for any three objects which can be ‘multiplied’ together, including
when the underlying product is noncommutative. In particular, it can be applied to the
covariant derivatives along three arbitrary vector fields:
[∇u, [∇v,∇w]] + [∇v, [∇w,∇u]] + [∇w, [∇u,∇v]] = 0. (A.36)
When applied to a coordinate basis, the above equation yields
[∇µ,R(∂ν ,∂ρ)] + [∇ν ,R(∂ρ,∂σ)] + [∇ρ,R(∂µ,∂ν)] = 0, (A.37)
which will turn out to be useful in general relativity.
A.1.3 Pseudo-Riemannian geometry
Metric
Let us now introduce an additional structure onM, namely the metric g. It is defined as
a (0, 2)-tensor which provides a notion of scalar product between two vectors,
g :
Γ(M)2 → R
(u,v) 7→ g(u,v) = u · v, (A.38)
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which is clearly symmetric. In Riemannian geometry, g is positive-definite; in pseudo-
Riemannian geometry, this latter assumption is relaxed: there exist nonzero vectors u
whose scalar square g(u,u) can be zero or even negative. The signature of the metric is
defined as the signs of the eigenvalues of [gµν ] seen as a matrix.
In GR, there is one eigendirection in spacetime whose associated eigenvalue has a sign
opposite to the others, defining the direction of time. In this thesis, we have adopted the
conventional signature (−+ ++), which means that time is associated with a negative
eigenvalue of the metric. A nonzero vector u so that g(u,u) < 0,= 0, > 0 is then said to
be respectively timelike, null, or spacelike.
Dualities and inverse metric
The metric provides a natural duality between vector fields and one-forms. Indeed, given a
vector field u there exists a unique one-form ηu ≡ g(u, ·), which is simply “do the scalar
product with u”. Because this relation is one-to-one and onto between Γ(M) and Γ∗(M),
to any form ω is conversely associated a vector field eω, according to ω = g(eω, ·).
The component of ηu over dxµ is by definition ηu(∂µ) = gµνuν . This quantity is
usually denoted uµ, in order to emphasize the duality, so that ηu = uµdxµ. In terms
of such notations, the metric tensor can be seen as a machine to lower indices. Now,
because the duality procedure also allows us to turn forms into vectors, there should be
a quantity which on the contrary raises indices, i.e. such that (eω)µ ≡ ωµ = gµνων . The
coefficients gµν can be expressed as functions of gµν by imposing that the ‘vectorisation’ of
a one-form is the inverse of the ‘one-formisation’ of a vector; in other words
∀u ∈ Γ(M) eηu = u, which implies gµρ gρν = δνµ. (A.39)
If gµν and gµν are seen as the coefficients of two matrices, then the above means that those
matrices are inverse to each other. For that reason, the (2, 0)-tensor gµν∂µ ⊗ ∂ν is known
as the inverse metric.
It is interesting to note that this notion of duality provided by the metric is different
from the duality between bases {∂µ} and {dxµ} mentioned previously. One can indeed
define four one-forms ηµ ≡ η∂µ = gµνdxν 6= dxµ. The set {ηµ} is called metric-dual
to {∂µ}, while {dxµ} is basis-dual to {∂µ}. Similarly, from the inverse metric we can
generate the vector fields eµ ≡ edxµ = gµν∂ν 6= ∂µ which are metric-dual to {dxµ}. The
definition of the inverse metric implies that the sets {ηµ} and {eµ} are basis-dual to each
other,
ηµ(eν) = gµρdxρ (gνσ∂σ) = gµρgνσdxρ(∂σ) = gµρgνρ = δνµ. (A.40)
This duality scheme can be summarised on the following diagram:
{∂µ} basis duality←−−−−−→ {dxµ}
m
et
ri
c
du
al
ity
←−
−−
−−
−→
m
et
ri
c
du
al
ity
←−
−−
−−
−→
{ηµ} basis duality←−−−−−→ {eµ}
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Levi-Civita connection
Once a manifold is equipped with both a metric and a connection, one can impose a
condition of compatibility between those two structures, that is, roughly speaking, a
Leibnitz rule for covariant derivatives with respect to scalar products,
∇w [g(u,v)] = g(∇wu,v) + g(u,∇wv) (A.41)
for any three vector fields u,v,w. Note that the above condition is equivalent to
∇ug = 0. (A.42)
Thus, a connection which is compatible with the metric is also said to be metric preserving.
Metric-preserving connections have the interesting property that they are entirely and
uniquely determined by their torsion [304]. A particular case is the one of zero torsion,
which defines the Levi-Civita connection. It is the connection of GR. Its coefficients are
known as the Christoffel symbols, and can be expressed as functions of the metric as
Γρµν ≡ gρσΓσµν , with Γσµν ≡
1
2 (∂µgνσ + ∂νgµσ − ∂σgµν) . (A.43)
Riemann tensor
The curvature of the Levi-Civita connection is called the Riemann tensor. Its components
can be expressed in terms of the metric as
Rσρµν ≡ g [∂σ,R(∂µ,∂ν)∂ρ] (A.44)
= g
[
∂σ, 2∇[µ∇ν]∂ρ
]
by definition (A.34) of R (A.45)
= 2∂ [µg(∂σ,∇ν]∂ρ)− 2g(∇[µ∂σ,∇ν]∂ρ) by metric preservation (A.46)
= 2Γσρ[ν,µ] − 2Γτσ[µΓτν]ρ with Γσρν,µ ≡ ∂µΓσρν (A.47)
= 12 (gσν,µρ − gρν,µσ)−
1
4g
τω (gτσ,µ + gτµ,σ − gσµ,τ ) (gων,ρ + gωρ,ν − gνρ,ω)
− (µ↔ ν) from Eq. (A.43). (A.48)
The components of the Riemann tensor enjoy a number of symmetries summarised below:
Rµνρσ = −Rµνσρ (A.49)
Rµνρσ = −Rνµρσ, (A.50)
Rµ[νρσ] = 0, (A.51)
Rµνρσ = Rρσµν , (A.52)
Rµν[ρσ;τ ] = 0, (A.53)
where Rµνρσ;τ ≡ ∇τRµνρσ. While the antisymmetry of the second pair of indices (A.49)
is a direct consequence of the definition of curvature, the antisymmetry the first pair of
indices (A.50) is due to the fact that the underlying connection ∇ is both metric compatible
and torsion free. Equation (A.51), sometimes called first Bianchi identity, is also due to
the fact that ∇ is torsion free. The symmetry (A.52) under exchange of the two pairs
of indices is a consequence of Eqs. (A.50), (A.51). Those symmetries imply that only 20
among the 256 components of the Riemann tensor are independent. Finally, Eq. (A.53),
sometimes called second Bianchi identity, is a consequence of (A.37) and, again, of the
fact that ∇ is torsion free.
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Ricci and Einstein tensors
The Ricci tensor is obtained by contracting the first and third indices of the components
of the Riemann tensor,
Ric(∂µ,∂ν) ≡ Rµν ≡ Rρµρν . (A.54)
Note that the Ricci tensor does not require the metric structure to be defined, it therefore
exists also in non-Riemannian geometry. In (pseudo-)Riemannian geometry the Ricci
tensor is symmetric, due to Eq. (A.52). Moreover, the second Bianchi identity (A.53)
implies the interesting relation
∇µRµνρσ = 2∇[ρRσ]ν . (A.55)
By contracting indices ν and σ in the above, we obtain
∇νRνµ =
1
2 ∇µR, (A.56)
where R ≡ Rµµ is called the Ricci scalar .
If we define the Einstein tensor E as
E(∂µ,∂ν) ≡ Eµν ≡ Rµν − 12Rgµν , (A.57)
then, by virtue of Eq. (A.56) this tensor is divergence free, ∇νEνµ = 0.
A.2 Gravitation
In the general theory of relativity, gravitation is encoded in the pseudo-Riemannian
geometry of spacetime, equipped with the Levi-Civita connection. As a field theory, the
fundamental quantity is therefore the metric g of the spacetime manifold2.
A.2.1 Geometrodynamics
Einstein field equations
The metric of spacetime is affected by the presence of matter via its stress-energy tensor T ,
according to the Einstein field equation
E + Λ g = 8piGT , (A.58)
where Λ is the cosmological constant and G is Newton’s constant. In other words, any form
of energy or momentum locally generates Ricci curvature. Because the Einstein tensor E
is divergence free, the Einstein equation imposes the conservation of energy-momentum
∇νT νµ = 0, (A.59)
just like the Maxwell equation imposes the conservation of electric charge.
2In the Palatini formulation of general relativity, the metric and the connection are considered
independent dynamical quantities: ∇ is not taken to be the Levi-Civita connection right from the
beginning. However, this property emerges from the action of general relativity without the need of any
modification [3].
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Action formulation
The Einstein field equation (A.58) can be derived from an action principle, with S =
Sm + SEH + SΛ. The first term Sm denotes the action of matter fields, from which derives
their stress-energy tensor as
T µν ≡ 2√−g
δSm
δgµν
, (A.60)
where δ/δgµν denotes the standard functional derivative, here with respect to gµν , while g
is the metric determinant defined in Eq. (1.6). In other words, T is such that, for a small
variation δg of the metric,
Sm[g + δg]− Sm[g] = 12
∫
d4x
√−g δgµνT µν +O(|δg|2). (A.61)
Example of such matter actions will be given in § A.2.2. Note that, since gµρgρν = δµν , the
variations of the metric and its inverse are related by δgµν = −gµρgνσδgρσ, so that the
lowered components Tµν are given by
Tµν =
−2√−g
δSm
δgµν
, (A.62)
which is very similar to Eq. (A.61), except for the minus sign.
The other two terms of S are respectively the Einstein-Hilbert action SEH and a
cosmological constant term, they read
SEH ≡ 116piG
∫
d4x
√−g R + boundary term, (A.63)
SΛ ≡ −18piG
∫
d4x
√−gΛ, (A.64)
where the expression and origin of the boundary term can be found in Ref. [9]. It can
indeed be shown that
1√−g
δSEH
δgµν
= 116piG Eµν , (A.65)
1√−g
δSΛ
δgµν
= Λ16piG gµν . (A.66)
The variation of the cosmological constant term is easily performed: thanks to the formula
relating the derivative of the determinant of a matrix to its trace we obtain
δ
√−g = 12
√−g gµνδgµν = −12
√−g gµνδgµν . (A.67)
The variation of the Einstein-Hilbert term is more involved, see e.g. Ref. [9] for a clear
and detailed derivation. In the end, the extremalisation of the complete action S leads to
0 = δS
δgµν
=
√−g
16piG (Eµν + Λ gµν − 8piGTµν) , (A.68)
which is the Einstein field equation.
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A.2.2 Matter
Point particle
Consider a spinless point particle with rest mass m. Its movement within the spacetime
manifold is a curve xµp(λ), where λ is an arbitrary parameter. The proper time τ of this
particle is defined as the time measured in its rest frame, i.e. such that up = d/dτ , where
up is the four-velocity of the particle, or dτ 2 = −gµνdxµpdxνp. In absence of any external
force, the action of this particle is
Sp ≡ −m
∫
dτ = −m
∫
dλ
√
−gµν dx
µ
p
dλ
dxνp
dλ . (A.69)
If Sp is considered a functional of the trajectory xµp(λ), then it is straightforward to check
that the stationarity of Sp is equivalent to the geodesic equation,
δSp
δxµp
= 0⇐⇒ d
2xρp
dτ 2 + Γ
ρ
µν
dxµp
dτ
dxνp
dτ = 0. (A.70)
Free-falling particles therefore follow geodesics of the spacetime manifold.
When written as in Eq. (A.69), Sp cannot be used to derive the expression of the
stress-energy tensor associated with the point particle, because it is not an integral over
a four-dimensional region of spacetime. This issue can be fixed by introducing a Dirac
distribution δD as
Sp = −m
∫
d4x
∫
dλ δ(4)[xρ − xρp(λ)]
√
−gµν dx
µ
p
dλ
dxνp
dλ . (A.71)
Applying the definition (A.61) of the stress-energy tensor then yields
T µνp = m
∫
dτ
δD[xρ − xρp(τ)]√−g
dxµp
dτ
dxνp
dτ (A.72)
=
δD[xi − xip(t)]√−g γm
dxµp
dt
dxνp
dt , (A.73)
where, in the second expression, we have used the (arbitrary) time coordinate t = x0 as
parameter λ of the particle’s trajectory, and introduced the Lorentz factor γ ≡ dt/dτ .
Perfect fluid
Consider now an ensemble of noninteracting point particles. Because they do not interact,
the action of the system is just the sum of the actions of the individual particles, so the
resulting stress-energy tensor is
T ≡∑
p
T p. (A.74)
Let D be a domain ofM centred around an event E, and whose dimensions are small
compared to the typical spacetime curvature radius. Within D, all vectors can be
considered to approximately belong to the same tangent space TEM, in particular the
four-momenta pp ≡ mpup of the particles in D, which implies that they can be summed.
Let p¯ = M u¯ be their ensemble average, where M is such that u¯µu¯µ = −1. The four-
velocity u¯ defines a preferred frame, the particles’ barycentric frame, with respect to which
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we can pick Fermi normal coordinates. In this coordinate system, the total stress-energy
tensor reads
T 00
∗=
∑
p∈D
δD[xk − xkp(t)] γpmp, (A.75)
T 0i
∗=
∑
p∈D
δD[xk − xkp(t)] γpmpvip, (A.76)
T ij
∗=
∑
p∈D
δD[xk − xkp(t)] γpmpvipvjp, (A.77)
where vip ≡ dxip/dτ¯ is the velocity of particle p in the barycentric frame.
Now if the domain D contains a large number of particles, and if we coarse-grain T on
the scale of D, then
T 00
∗= ρ, T 0i ∗= 0, T ij ∗= p δij, (A.78)
where ρ and p respectively define the energy density and the kinetic pressure of the fluid,
ρ ≡ 1
VD
∑
p
γpmp, p ≡ 1
VD
∑
p
1
3γpmp δijv
i
pv
j
p. (A.79)
When written in a fully covariant form, the stress-energy tensor of the system of particles
therefore reads
T µν = (ρ+ p) u¯µu¯ν + p gµν . (A.80)
Scalar field
The case of matter fields is more easily handled, because their action directly takes the
form of the integral of a Lagrangian density over spacetime. In the case of a scalar field φ,
minimally coupled to spacetime geometry, the standard action is
S =
∫
d4x
√−g
[
−12∂µφ ∂
µφ− V (φ)
]
, (A.81)
composed of a kinetic term (∂φ)2 and a potential term V (φ). The associated stress-energy
tensor is then easily shown to be
Tµν = ∂µφ ∂νφ− 12(∂
ρφ ∂ρφ) gµν − V (φ) gµν . (A.82)
Vector field
The standard action of a minimally coupled vector field A reads
S =
∫
M
d4x
√−g
[
−14F
µνFµν − V (A2)
]
, (A.83)
where Fµν ≡ ∂µAν − ∂νAµ is the field strength of A, and A2 ≡ AµAµ. The associated
stress-energy tensor is
Tµν = FµρF ρν −
1
4(F
ρσFρσ) gµν − V (A2) gµν . (A.84)
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Introduction
Depuis sa naissance, il y a près d’un siècle, à aujourd’hui, le domaine de la cosmologie
physique a levé le voile sur un grand nombre de questions fondamentales quant à la nature
et l’origine de l’Univers. La fin du vingtième siècle, en particulier, a vu cette discipline
muer en une science de haute précision, grâce à des expériences d’une remarquable qualité,
qu’il s’agisse de l’observation du fond diffus cosmologique, des supernovæ, des grands
relevés de galaxies, ou encore du lentillage gravitationnel.
La précision atteinte en cosmologie observationnelle contraste toutefois avec la remar-
quable simplicité du cadre théorique au sein duquel les observations sont interprétées. En
particulier, dans le modèle cosmologique standard, la relation entre le décalage spectral z
de sources lumineuses lointaines, dû à leur récession, et leur distance angulaire DA, relation
indispensable à l’analyse de quasiment toutes les observations cosmologiques, est systémati-
quement calculée en supposant que la lumière se propage à travers un univers parfaitement
homogène et isotrope. Quoique plausible pour de très larges faisceaux lumineux, cette
hypothèse paraît néanmoins très grossière à petite échelle. Or les échelles mises en jeu
dans les observations cosmologiques actuelles sont d’une extrême variété (voir table B.1),
s’étalant sur 12 ordres de grandeur. Malgré cela, toutes les observations s’avèrent être
cohérentes les unes avec les autres lorsqu’interprétées dans le cadre du modèle standard.
L’objectif principal de cette thèse a été de comprendre les raisons d’un succès si surprenant.
observation échelle angulaire pertinente valeur typique (rad)
OAB échelle OAB à z ∼ 0.5, 2 10−1, 10−2
FDC échelle OAB à z ∼ 1000 10−2
fgaz taille apparente d’un amas z ∼ 0.5 10−3
LF rayon d’Einstein à des distances cosmologiques 10−4
Lf taille apparente d’une galaxie à z ∼ 0.5 10−5
SNeIa taille apparente d’une supernova à z ∼ 0.5 10−13
Table B.1 Ouvertures angulaires typiques des faisceaux lumineux impliqués dans différentes
observations cosmologiques : oscillation acoustique de baryons (OAB) observée dans les grands
relevés de galaxies, ou dans les anisotropies du fond diffus cosmologique (FDC) ; fraction de
gaz dans les amas de galaxies (fgaz) ; lentillage gravitationnel fort (LF) ou faible (Lf) ; et enfin
supernovæ de type Ia (SNeIa).
B.1 Optique géométrique en espace-temps courbe
Modéliser la propagation de la lumière à travers le cosmos requiert une compréhension
profonde des lois de l’optique géométrique en présence de gravitation, c’est-à-dire en
espace-temps courbe.
B.1.1 Rayons lumineux
Les lois de l’électrodynamique classique montrent que, dans le régime eikonal, les ondes
électromagnétiques constituant la lumière se propagent en suivant des géodésiques de genre
lumière à travers l’espace-temps. Le vecteur tangent à une telle courbe, kµ ≡ dxµ/dv, où v
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est un paramètre affine, n’est autre que le quadrivecteur d’onde ; par définition, il satisfait
aux équations
kµ∇µkν = 0, kµkµ = 0. (B.1)
Le décalage spectral z d’une source lumineuse est défini comme étant la différence relative
entre la fréquence ωS émise par la source et celle reçue par l’observateur, ωO, selon
z ≡ ωS − ωO
ωO
. (B.2)
Cette quantité constitue une mesure de la vitesse de récession de la source (effet Doppler)
ainsi que des effets gravitationnels de dilatation du temps (effet Einstein). Soit un référentiel
matérialisé par la quadrivitesse u, la fréquence d’un signal de quadrivecteur d’onde k
est la composante temporelle de celui-ci, c’est-à-dire ω = uµkµ. Par conséquent 1 + z =
(uµkµ)S/(uµkµ)O. Le décalage spectral d’une source est donc obtenu en résolvant (B.1).
B.1.2 Distances en cosmologie
En cosmologie, la distance d’une source lumineuse peut être mesurée de deux façons
différentes : la première consiste en la comparaison de l’aire de cette source AS avec sa
taille angulaire apparente ΩO. La quantité
DA ≡
√
AS
ΩS
(B.3)
définit alors une notion de distance, connue sous le nom de distance angulaire. Il s’agit de
la notion de distance naturellement exploitée dans l’interprétation du FDC, de l’OAB, ou
encore en lentillage gravitationnel.
La seconde possibilité revient à comparer la luminosité intrinsèque LS de la source à
l’intensité lumineuse IO observée,
DL ≡
√
LS
4piIO
(B.4)
définit alors la notion de distance de luminosité. Il s’agit de la notion de distance la plus
commune en astronomie, son rôle en cosmologie étant incarné par l’observation des SNe.
Pour une même source, les deux distances DA, DL sont a priori différentes, mais elles ne
sont pas indépendantes ; en fait, il est possible de montrer que si le nombre de photon est
conservé entre la source et l’observateur, alors DL = (1 + z)2DA.
B.1.3 Faisceaux lumineux
Puisqu’elles font intervenir les notions d’aire et d’intensité lumineuse, les distances définies
ci-dessus ne peuvent pas être calculées à partir de la trajectoire d’un simple rayon lumineux :
elles nécessitent de considérer un ensemble de rayons, i.e. un faisceau, connectant l’ensemble
des points de la source à l’observateur. En optique gravitationnelle, la géométrie d’un
faisceau lumineux est commodément décrite par la matrice 2× 2 de Jacobi D, reliant la
séparation angulaire θO observée entre deux rayons à leur séparation physique ξ(v) en
tout autre point du faisceau,
ξ(v) = D(v)θO. (B.5)
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Il est alors clair que la distance angulaire d’une petite source lumineuse est reliée au
déterminant de la matrice de Jacobi, selon
DA =
d2ξS
d2θO
=
√
detD(vS). (B.6)
Si les deux rayons considérés sont très proches l’un de l’autre, alors l’évolution de leur
séparation ξ(v) au cours de la propagation est régie par l’équation de déviation géodésique.
Il s’ensuit que l’évolution de la matrice de Jacobi avec v satisfait à l’équation de Sachs,
d2D
dv2 =RD, (B.7)
où R est une certaine projection du tenseur de courbure de Riemann, appelée matrice
optique de marée. Celle-ci peut être décomposée en une composante associée au tenseur
de Ricci Rµν et une composante associée au tenseur de Weyl Cµνρσ, selon
R =
R 0
0 R

︸ ︷︷ ︸
focalisation de Ricci
+
−ReW ImW
ImW ReW

︸ ︷︷ ︸
distortions de Weyl
, avec
{
R ∝ Rµν ,
W ∝ Cµνρσ.
(B.8)
Cette séparation est à la fois géométriquement et physiquement très sensée. La contribution
de Ricci, d’une part, provoque une évolution homothétique de D : elle modifie ses valeurs
propres en préservant leur rapport et la direction des axes associés. Il s’agit donc d’une
focalisation isotrope du faisceau. La contribution de Weyl, d’autre part, tend au contraire
à modifier le rapport des valeurs propres de D et à faire tourner leurs axes, elle provoque
donc un cisaillement et une rotation du faisceau. Il est intéressant de remarquer que ces
deux contributions à R sont liées à des propriétés différentes de la distribution de matière
rencontrée par la lumière au cours de sa propagation. En vertu des équations d’Einstein,
le tenseur de Ricci est directement lié à la densité locale d’énergie-impulsion, R est ainsi
généré par la présence de matière diffuse (gaz, matière noire) traversée par le faisceau.
Au contraire, la courbure de Weyl est générée de façon non-locale, à l’extérieur de corps
massifs ; W est donc due à la matière située à l’extérieur du faisceau.
B.2 Cosmologie au-delà de l’hypothèse d’homogénéité
La discussion ci-dessus est la raison principale du questionnement quant à l’efficacité
du modèle cosmologique standard à interpréter toutes les observations cosmologiques
avec précision. En effet, la lumière provenant d’une très petite source, par exemple une
supernova, se propage essentiellement à travers le vide intergalactique, où la courbure
de l’espace-temps est dominée par sa composante de Weyl. Or l’espace-temps du modèle
standard, décrit par la géométrie de Friedmann-Lemaître (FL), possède au contraire une
courbure de nature purement Ricci. Cette incompatibilité apparente entre réalité et modèle
a été soulevée simultanément par Y. Zel’dovich et R. Feynman en 1964.
B.2.1 Observations dans un « grunivers »
Une première façon d’évaluer l’impact de l’inhomogénéité à petite échelle de l’Univers sur
la propagation de la lumière consiste en l’utilisation de modèles alternatifs. À ce titre, les
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modèles « en gruyère » (Swiss-cheese models en anglais), que l’on baptisera « grunivers »
dans la suite, sont des candidats naturels. Leur construction est la suivante (voir Fig. B.1) :
à partir d’un univers homogène, choisir une sphère comobile, puis concentrer la matière
qu’elle contient en son centre. Ceci forme un « trou » au sein du « fromage » homogène
initial. À l’intérieur du trou, la géométrie spatio-temporelle est décrite par la métrique de
Schwarzschild (ou Kottler si Λ 6= 0), tandis qu’à l’extérieur la métrique de FL reste valable.
La procédure décrite ci-dessus assure que ces deux géométries se raccordent parfaitement à
la frontière du trou, formant un espace-temps bien défini. Physiquement parlant, l’intérieur
du trou peut être vu comme représentant le voisinage d’un objet gravitationnellement lié,
tel qu’une galaxie ou un amas de galaxie. La masse centrale est donc choisie de l’ordre de
M ∼ 1011M (galaxie) ou M ∼ 1015M (amas). Le rayon comobile du trou correspondant,
Rh = (3M/4piρ0)1/3, où ρ0 est la masse volumique moyenne de l’Univers aujourd’hui, vaut
alors Rh ∼ 1 Mpc pour une galaxie, Rh ∼ 20 Mpc pour un amas.
sphère comobile Kottler
FL
M
FL
Figure B.1 Construction d’un grunivers à partir d’un modèle homogène et isotrope (FL).
L’opération peut ensuite être répétée pour d’autres sphères, toutes disjointes les unes
des autres, d’où l’aspect « en gruyère » du résultat. La quantité de trous introduits dans
le modèle est quantifié par le paramètre d’homogénéité
f ≡ lim
V→∞
VFL
V
, (B.9)
où V représente le volume d’une région du modèle, et VFL la portion de ce volume occupé par
des régions homogènes. Les cas f = 0 ou f = 1 représentent donc respectivement un univers
rempli de masses ponctuelles ou un univers parfaitement homogène. L’avantage principal
de cette construction est qu’elle génère un modèle potentiellement très inhomogène, sans
toutefois affecter sa dynamique d’expansion ; elle est par conséquent très adaptée à l’étude
de la question qui nous intéresse ici.
L’analyse de la propagation de la lumière à travers un grunivers, décrite en détails
dans les § 6.2 et § 6.4, peut être résumée comme suit :
1. La relation entre paramètre affine v et décalage spectral z est très peu affectée
par la présence des inhomogénéités. La correction relative due à un trou est ainsi
(z − zFL)/zFL = O(rS/Rh), où rS ≡ 2GM est le rayon de Schwarzschild de la masse
centrale. Cette correction est donc de l’ordre de 10−8 pour un trou galactique et
10−6 pour un trou contenant un amas.
2. Les effets de distorsions de Weyl à l’intérieur des trous sont négligeables en première
approximation.
3. La focalisation de Ricci est, de manière effective, réduite par le facteur f . Tout se
passe donc, pour le calcul de la matrice de Jacobi et donc des distances, comme si la
lumière se propageait dans un univers homogène de densité réduite ρ→ fρ.
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Les propriétés décrite ci-dessus correspondent à l’approche effective de Kantowski-Dyer-
Roeder (KDR). Je les ai démontrées analytiquement, puis vérifiées numériquement à l’aide
de deux simulations de propagation de lumière réalisées au cours de cette thèse, l’une
présentant une distribution régulière de trous, la seconde une distribution aléatoire.
Du point de vue de la cosmologie, j’ai dans un premier temps évalué l’erreur potentielle
sur les mesures de paramètres cosmologiques que nous commettons en supposant que
l’Univers est parfaitement homogène. Pour ce faire, j’ai simulé des catalogues d’observations
de SNe, c’est-à-dire un ensemble de doublets (z,DL), dans un grunivers dont la dynamique
d’expansion est régie par des paramètres « vrais » {Ω}. J’ai ensuite déterminé les paramètres
cosmologiques « apparents » {Ω¯} obtenus en ajustant ces observations simulées par la
courbe théorique DFLL (z|{Ω¯}), autrement dit, en supposant de façon erronée que la lumière
provenant de ces SNe s’est propagée à travers un univers homogène. La différence entre
les jeux de paramètres {Ω} et {Ω¯} est représentées sur la Fig. B.2a, pour un grunivers
dont les régions FL présentent des sections spatiales plates (ΩK = 0), avec un paramètre
d’homogénéité f = 0.26. La différence est significative en général, mais diminue fortement
avec ΩΛ, ce qui est somme toute très naturel : la constante cosmologique générant une forme
de courbure strictement homogène, si celle-ci domine alors la géométrie spatio-temporelle
du grunivers ne diffère que très peu du modèle FL dont il est issu.
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Figure B.2 À gauche : différence entre les paramètres cosmologiques apparents {Ω¯} et réels {Ω}
dans des grunivers tels que ΩK = 0, f = 0.26 et M = 1011M (traits et symboles pleins)
ou M = 1015M (traits pointillés et symboles vides) dans les trous. À droite : contraintes
observationnelles sur (h,Ωm) issues de l’analyse du FDC (Planck) d’une part, et du diagramme
de Hubble (SNLS) d’autre part, en supposant l’Univers soit homogène (f = 1) soit très inhomogène
(f = 0).
Dans un second temps, j’ai comparé deux analyses différentes de données réelles de
SNe (issues des trois premières années de la campagne SNLS) : d’abord en supposant que
leur lumière s’est propagée à travers un univers homogène (approche standard, f = 1) ;
puis en remplaçant le modèle FL sous-jacent par un grunivers très inhomogène (f = 0),
c’est-à-dire en exploitant la relation DL(z|{Ω}) dictée par l’approche de KDR qui, on
l’a dit, constitue une bonne approximation des propriété optiques de tels modèles. Les
contraintes observationnelles associées, dans le plan (h,Ωm) où h ≡ H0/(100 km/s/Mpc),
sont représentées sur la Fig. B.2b, ainsi que les contraintes indépendantes établies par
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l’observation du FDC par la mission Planck. Il résulte que la prise en compte de l’inho-
mogénéité à petite échelle de l’Univers, même à travers un modèle très grossier comme le
grunivers, semble améliorer l’accord entre ces différentes observations cosmologiques.
L’analyse résumée ici répond en partie à la problématique principale de cette thèse.
Il semble ainsi que la prépondérance de la constante cosmologique dans l’Univers tardif
soit un ingrédient crucial du succès du modèle cosmologique standard. En effet, si nous
vivions dans un Univers tel que ΩΛ  Ωm aujourd’hui, alors les observations impliquant
de très fins faisceaux lumineux (par exemple les SNe) seraient bien davantage affectées
par l’inhomogénéité de l’Univers, et paraîtraient alors en profond désaccord avec les
observations impliquant de plus larges faisceaux (comme pour le FDC). Néanmoins, même
dans notre propre Univers, pourtant dominé par Λ, la Fig. B.2b indique que la précision
atteinte par les observations actuelle est désormais suffisante pour que de tels effets soient
révélés, et nécessitent par conséquent d’être pris en compte précisément.
B.2.2 Lentillage gravitationnel stochastique
La section précédente a mis en évidence la nécessité de modéliser avec précision l’effet de
l’inhomogénéité à petite échelle de l’Univers sur ses propriétés optiques. Bien que révélé
par l’étude du grunivers, ce modèle s’avère être trop peu flexible pour permettre une étude
réaliste du problème. Une approche effective, qui pourrait prendre en compte les propriétés
complexes de l’Univers de façon efficace, serait préférable.
On notera que la situation physique abordée ici, à savoir l’effet d’une multitude de
faibles interactions entre un corps (en l’occurrence la lumière) et son environnement, n’est
pas sans rappeler le mouvement Brownien. Ce processus désordonné que l’on peut observer,
par exemple, pour une poussière micrométrique en suspension sur l’eau, résulte des chocs
entre cette poussière et les molécules formant le liquide. Un tel phénomène ne peut donc
pas être expliqué en modélisant l’eau comme un fluide, car il n’est pas dû à des courants
macroscopiques en son sein. Il n’est cependant pas nécessaire de suivre la dynamique de
chaque molécule indépendamment pour décrire le mouvement Brownien : en pratique, leur
effet donne lieu à une force stochastique, modélisée par un bruit blanc.
Cette analogie m’a amené à modéliser le lentillage gravitationnel dû aux petites
structures de l’Univers par un terme stochastique dans la matrice de marée optique, de
sorte que l’équation de Sachs (B.7) prend la forme d’une équation de Langevin,
d2D
dv2 = (〈R〉+ δR)D, (B.10)
avec 〈δR〉 = 0. On notera que, malgré une notation suggestive, le terme de fluctuation δR
n’est pas nécessairement petit par rapport au terme déterministe 〈R〉. Les hypothèses
d’homogénéité et d’isotropie statistiques de l’Univers impliquent les propriétés suivantes :
〈W 〉 = 0 ; 〈δR(v)W (w)〉 = 0 ; 〈ReW (v) ImW (w)〉 = 0. Par ailleurs, le fait que l’on cherche
à modéliser de très petites échelles permet de traiter le terme de fluctuation comme un
bruit blanc, donc δ-corrélé :
〈δR(v)δR(w)〉 = CR(v)δ(v − w), 〈W ?(v)W (w)〉 = 2CW (v)δ(v − w), (B.11)
où l’étoile indique une conjugaison complexe. Les fonctions CX sont analogues à des
coefficients de diffusion, et sont de l’ordre de δX2 × ∆vcoh, où δX indique l’amplitude
typique des fluctuations de X, et ∆vcoh l’échelle typique de paramètre affine pendant lequel
X reste cohérent.
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De l’équation de Sachs-Langevin (B.10) peut être déduite l’équation de Fokker-Planck-
Kolmogorov régissant l’évolution, avec v, de la densité de probabilité p(v;D, D˙) de la
matrice de Jacobi. Cette équation prend ici la forme
∂p
∂v
= −D˙AB ∂p
∂DAB − 〈R〉DAB
∂p
∂D˙AB
+ 12 [CR δAEδCF + CW (δACδEF − εACεEF )]DEBDFD
∂2p
∂D˙AB∂D˙CD
(B.12)
où les indices A,B, . . . défilent entre 1 et 2, et εAB est antisymétrique, avec ε12 = 1.
Bien que difficilement soluble, cette équation aux dérivées partielles permet toutefois de
déterminer les équations différentielles ordinaires régissant les moments de p, desquelles on
peut ensuite déduire les moments de la distribution de la distance angulaire DA. Pour les
deux premiers, c’est-à-dire la moyenne 〈DA〉 et la variance σDA , on trouve en particulier
δDA ≡
〈DA〉 −D0
D0
= −2
∫ v
0
dv1
D20(v1)
∫ v1
0
dv2
D20(v2)
∫ v2
0
dv3 D40(v3)CW (v3) +O(C2W ), (B.13)
d3
dx3
[
σ2DA
D20
]
+ 2D60(2CW − CR)
σ2DA
D20
= 2CRD60 + 6
∫ x
O
dx′
[
d2δDA
dx2
]2
+O(C3W ), (B.14)
D0 étant la distance angulaire en l’absence de fluctuations, c’est-à-dire telle que d2D0/dv2 =
〈R〉D0, et x est une variable abstraite telle que dx = dv/D20(v).
Dans le but de tester ce formalisme, je l’ai appliqué au grunivers étudié dans la
section précédente, en comparant les prédictions théoriques aux résultats numériques (voir
Fig. B.3). On voit que la moyenne de DA est extrêmement bien prédite par le formalisme
de lentillage stochastique ; ce n’est pas le cas pour son écart-type. Une étude approfondie
a révélé que l’origine du problème réside dans l’hypothèse de gaussianité des fluctuations
de W , sous-entendue dès lors que l’équation de Fokker-Planck-Kolmogorov (B.12) est
invoquée.
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Figure B.3 Moyenne (à gauche) et écart-type (à droite) de la distance angulaire DA de sources
de décalage spectral z = 1 à travers un grunivers. La ligne bleue représente les prédictions
du formalisme de lentillage stochastique, tandis que les carrés noir indiquent les résultats de
simulations numériques.
Malgré cette faiblesse, une telle approche stochastique du lentillage gravitationnel aux
petites échelle reste autant prometteuse que novatrice. Elle ouvre la voie vers des méthodes
efficaces et flexibles pour estimer, par exemple, le biais et la dispersion du diagramme de
Hubble des SNe dus aux petites structures de notre Univers.
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B.3 Cosmologie au-delà de l’hypothèse d’isotropie
Le modèle cosmologique standard est fondé sur les hypothèses d’homogénéité et d’isotropie
de l’Univers à grande échelle. Il est important de noter que ces deux hypothèses ne sont pas
redondantes : l’Univers peut être homogène (identique en tout point) mais anisotrope ; par
exemple, son expansion pourrait être plus rapide dans certaines directions que dans d’autres.
Comme toute hypothèse fondamentale, l’isotropie cosmique se doit donc d’être testée.
Deux aspects de la question peuvent alors être distingués. Du point de vue observationnel,
d’abord : comment l’anisotropie modifie-t-elle nos observations et leur interprétation ? Du
point de vue théorique ensuite : quelles pourraient être les sources d’une telle anisotropie ?
B.3.1 Optique dans un univers anisotrope
Notre capacité à détecter toute forme d’anisotropie cosmique requiert de comprendre la
propagation de la lumière à travers un univers anisotrope. Pour ce faire, il est commode
de ne relaxer que l’hypothèse d’isotropie, tout en conservant l’homogénéité. Les modèles
correspondants suivent alors la classification de Bianchi des espace tridimensionnels
homogènes, et ont donc été baptisés espace-temps de Bianchi. Le plus simple d’entre eux,
dit Bianchi I, présente des sections spatiales euclidiennes, et sa métrique s’écrit
ds2 = −dt2 + a2(t)
3∑
i=1
[
eβi(t)dxi
]2
, (B.15)
où la somme des βi est nulle. Ce modèle peut être vu comme une extension du modèle
isotrope de FL admettant trois facteurs d’échelle aeβi au lieu d’un seul, et présentant donc
une expansion différente le long de chaque direction.
Les propriétés optiques d’un tel modèle peuvent être résumées ainsi :
• La dérive temporelle du décalage spectral n’est pas isotrope. Si l’on observe un
ensemble de sources comobiles ayant toutes le même décalage spectral z à un instant
donné, à un instant ultérieur ces sources n’auront plus le même décalage spectral les
unes par rapport aux autres.
• Les objets dérivent sur la sphère céleste. Si, à un instant donné, l’on pointe un
télescope dans une certaine direction pour observer une source lumineuse comobile,
alors, à un instant ultérieur la source n’apparaîtra plus dans la ligne de mire. Il
s’agit ici d’un effet purement cosmologique, indépendant de l’effet de la rotation de
la Terre que l’on suppose avoir corrigé.
• La relation entre distance angulaire et décalage spectral DA(z) dépend de la direction
dans laquelle elle est évaluée.
• Les images sont déformées par rapport à leurs propriétés intrinsèques. L’anisotropie
de l’expansion, à cause du lentillage de Weyl qu’elle engendre, tend à cisailler et faire
tourner les faisceaux lumineux. Cet effet évolue avec le temps, en général.
J’ai volontairement choisi d’exprimer ces propriétés avec des mots plutôt qu’avec des
formules mathématiques. Celles-ci sont exposées en détail au Chap. 8. Je précise toutefois
que chacun des effets mentionné ci-dessus a été démontré analytiquement. En particulier,
j’ai établi une solution exacte de l’équation de Sachs, obtenant ainsi pour la première fois
l’expression de la matrice de Jacobi dans un univers anisotrope.
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L’étude rapportée ici ouvre la voie vers de nouvelles stratégies observationnelles visant
à contraindre l’anisotropie de l’expansion cosmique, en particulier à l’aide du diagramme
de Hubble, ou via l’analyse du lentillage gravitationnel faible des galaxies.
B.3.2 Modèles scalaire-vecteur
L’intérêt pour les modèles cosmologiques anisotropes a récemment été ravivé par l’observa-
tion d’anomalies dans le spectre de puissance du FDC aux faibles multipôles, attribuables à
une anisotropie cosmique. Le cas échéant, la question de son origine physique devrait alors
être abordée. À ce titre, le candidat le plus naturel serait un champ vectoriel de matière,
tel qu’un champ électromagnétique à l’échelle cosmologique. Il est également envisageable
qu’un tel champ ait été responsable de la phase primordiale d’inflation (inflaton vectoriel),
ou encore de l’accélération actuelle de l’expansion cosmique (quintessence vectorielle). Il
s’avère toutefois difficile de générer de tels phénomènes à l’aide d’un champ vectoriel seul
(en particulier si celui-ci n’a pas de masse ainsi qu’imposé par l’invariance de jauge) sans
provoquer une trop grande anisotropie. Une manière de contourner ce problème consiste à
coupler le champ vectoriel avec un champ scalaire qui serait, lui, responsable de la majeure
partie de l’inflation ou de l’accélération tardive de l’expansion de l’Univers.
C’est dans ce contexte général que s’inscrit la dernière partie de cette thèse. On y analyse
les propriétés de stabilité et de causalité d’une large classe de modèles scalaire-vecteur,
afin de déterminer s’ils sont fondamentalement viables, sans avoir besoin de recourir à
une confrontation fastidieuse avec les observations. La condition de stabilité se traduit
mathématiquement par le fait que le hamiltonien de la théorie est minoré par une certaine
valeur. En outre, la causalité d’une théorie est assurée si ses équations du mouvement
sont des équations aux dérivées partielles du second ordre, de genre hyperbolique. Cette
condition implique en effet que le problème de Cauchy associé à la donnée de conditions
initiales, c’est-à-dire de l’état des champs et de leur dérivée temporelle le long d’une
hypersurface de genre espace, admet une unique solution.
Les résultats de cette étude peuvent être résumés de la façon suivante. Soit une théorie
des champs contenant un scalaire φ et un vecteurA. Si cette théorie dérive d’un principe de
moindre action tel que (i) φ et A sont minimalement couplés à la gravitation ; (ii) l’action
ne contient que des dérivées d’ordre inférieur à 1 en ces champs ; et (iii) est invariante sous
les transformations de jauge de A ; alors la forme la plus générale de cette action est
S[φ,A; g] =
∫
d4x
√−g L(φ,K,X, Y, Z), (B.16)
où les scalaires K,X, Y, Z sont définis par
K ≡ ∂µφ∂µφ, X ≡ F µνFµν , Y ≡ F µνF˜µν , Z ≡ (∂µφF˜ µρ)(∂νφF˜ νρ ), (B.17)
avec F˜µν ≡ εµνρσF ρσ/2 le dual de Hodge de la deux-forme de courbure associée à A,
elle-même définie par Fµν ≡ ∂µAν − ∂νAµ. Si l’on ajoute à cela l’hypothèse que (iv) L est,
au plus, quadratique en A, alors les seuls théories physiquement viables vérifient
L = 12 f0(φ,K)−
1
4 f1(φ)X −
1
4 f2(φ)Y, (B.18)
la fonction f1 étant positive, et la fonction f0 devant vérifier les conditions suivantes :
f0(φ,K ≥ 0) est minorée ; ∂f0/∂K ≥ 0 ; et ∂f0/∂K + 2K∂2f0/∂K2 ≥ 0. Cela réduit de
façon drastique l’espace des possibilités pour cette classe de théories.
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Conclusion
Cette thèse avait pour objectif l’étude approfondie de la propagation de la lumière à travers
l’Univers, en particulier lorsque les hypothèses d’homogénéité et d’isotropie sont relaxées.
Son premier volet a permis de comprendre que la domination de la constante cosmologique
dans la dynamique de l’expansion cosmique aujourd’hui n’est pas étrangère au succès
du modèle standard. Il semble néanmoins que la précision croissante des observations
cosmologiques ne permettra bientôt plus de négliger l’impact de l’inhomogénéité à petite
échelle de notre Univers. Le formalisme de lentillage gravitationnel stochastique proposé
dans cette thèse constitue alors une méthode prometteuse pour modéliser ces effets de façon
précise et efficace. Le second volet de cette thèse, consacré à la possibilité d’une anisotropie
à grande échelle de l’Univers, a contribué à la fois à une meilleure compréhension des
propriétés optiques de modèles cosmologiques anisotropes, et aux causes potentielles d’une
telle anisotropie. Le travail qui vient d’être résumé appelle naturellement de nombreux
compléments, tant du point de vue fondamental qu’observationnel, que je souhaite aborder
dans un futur proche.
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Propagation de la lumière dans des univers inhomogènes ou anisotropes
Le modèle standard de la cosmologie est fondé sur les hypothèses d’homogénéité et d’isotropie
de l’Univers. Lors de l’interprétation de la plupart des observations, ces deux hypothèses sont
appliquées de façon stricte, au sens où l’on suppose que la lumière émise par des sources lointaines
se propage jusqu’à nous à travers un espace-temps de Friedmann-Lemaître. L’objectif principal
de cette thèse a été d’évaluer la pertinence de ces hypothèses, en particulier lorsque de très
petites échelles sont mises en jeu. Après une revue détaillée des lois de l’optique géométrique en
espace-temps courbe, on propose une analyse exhaustive de la propagation de la lumière à travers
des modèles cosmologiques « en gruyère », conçus pour modéliser le caractère grumeleux de
l’Univers à petite échelle. L’impact sur l’interprétation du diagramme de Hubble est ensuite évalué
quantitativement, et s’avère être plutôt faible, en particulier grâce à la constante cosmologique.
Lorsqu’appliquées aux données actuelles issues de l’observation de supernovae, les corrections
associées tendent toutefois à améliorer l’accord entre les paramètre cosmologiques mesurés à
partir du diagramme de Hubble d’une part, et à partir du fond diffus cosmologique d’autre part.
Ceci suggère que la précision des observations cosmologiques atteinte aujourd’hui ne permet
plus de négliger l’effet des petites structures sur la propagation de lumière à travers le cosmos.
Un tel constat a motivé le développement d’un nouveau cadre théorique, inspiré de la physique
statistique, visant à décrire ces effets avec précision. Quant à l’hypothèse d’isotropie, cette thèse
aborde d’une part les conséquences potentielles d’une anisotropie à grande échelle de l’univers
sur la propagation de la lumière, en résolvant de façon explicite toutes les équation de l’optique
géométrique dans l’espace-temps de Bianchi I. D’autre part, on y analyse une classe de sources
d’anisotropie, à savoir les modèles scalaire-vecteur pour l’inflation ou l’énergie sombre. La plupart
d’entre eux ne sont pas physiquement viables.
Mots clés : cosmologie, lumière, inhomogénéité, modèles « Swiss cheese », anisotropie, Bianchi I.
Light propagation in inhomogeneous and anisotropic cosmologies
The standard model of cosmology is based on the hypothesis that the Universe is spatially
homogeneous and isotropic. When interpreting most observations, this cosmological principle
is applied stricto sensu: the light emitted by distant sources is assumed to propagate through
a Friedmann-Lemaître spacetime. The main goal of the present thesis was to evaluate how
reliable this assumption is, especially when small scales are at stake. After having reviewed the
laws of geometric optics in curved spacetime, and the standard interpretation of cosmological
observables, the dissertation reports a comprehensive analysis of light propagation in Swiss-cheese
models, designed to capture the clumpy character of the Universe. The resulting impact on the
interpretation of the Hubble diagram is quantified, and shown to be relatively small, thanks to
the cosmological constant. When applied to current supernova data, the associated corrections
tend however to improve the agreement between the cosmological parameters inferred from the
Hubble diagram and from the cosmic microwave background. This is a hint that the effect of
small-scale structures on light propagation may become non-negligible in the era of precision
cosmology. This motivated the development of a new theoretical framework, based on stochastic
processes, which aims at describing small-scale gravitational lensing with a better accuracy.
Regarding the isotropy side of the cosmological principle, this dissertation addresses, on the one
hand, the potential effect of a large-scale anisotropy on light propagation, by solving all the
equations of geometric optics in the Bianchi I spacetime. On the other hand, possible sources of
such an anisotropy, namely scalar-vector models for inflation or dark energy, are analysed. Most
of them turn out to be excluded as physically viable theories.
Keywords: cosmology, light, inhomogeneity, Swiss-cheese models, anisotropy, Bianchi I.
