In this paper we investigate the use of content-based image descriptors for enhancing the performance of person annotation in personal photo management applications. The descriptors examined are related to the context of person recognition through face and body-patch feature matching in personal digital photos. In order to identify the best performing content-based descriptors, we first study a number of colour and texture descriptors for body-patch matching and face recognition descriptors for face matching using a suitably chosen data set taken from typical personal photo collections. We then analyse the performance of three different fusion schemes to identify the best combination of colour, texture and face recognition descriptors. Finally, we apply those descriptors to the problem of person annotation and measure their performance using a test data set, which comprises 7 different real-life personal photo collections. The experimental results illustrate that combining bodypatch feature matching with face recognition significantly improves the performance of person annotation. We further show that combining colour with texture leads to improved performance of body-patch matching. The content-based image descriptors identified in this paper show great potential for person annotation in personal photo management applications.
Introduction
Due to the increasing popularity of digital cameras, largely fueled by emerging advanced technologies and falling prices, the task of picture-taking has become much easier and more enjoyable for typical home users. As a result, they are taking more digital photographs than ever before, leading to significant increases in the size of their photo collections. Despite such a dramatic change in the perspectives of users, the lack of technology for automatically organising large personal photo archives remains a crucial drawback in digital photography. Addressing this problem, there has recently been significant research interest in technologies for supporting effective personal photo management [14] , [15] , [12] , [6] .
In the semi-automatic person annotation prototype system proposed by Zhang et al. [14] , face and body-patch features are used for similarity matching from which the system generates a list of name candidates through statistical learning approaches. Zhao et al. [15] proposed an automated method to annotate family photos by clusters using evidence from face, body, and context information. Suh and Bederson [12] developed a semi-automatic photo annotation and recognition interface (SAPHARI) for personal photo management, enabling users to update the automatically generated metadata interactively and incrementally. They proposed hierarchical event-based clustering using time information and person-based clustering using clothing information, facilitating bulk annotation within automatically identified event groups. The EasyAlbum system proposed by Cui et al. [6] uses novel techniques for cluster annotation, contextual re-ranking and adhoc annotation through innovative user-interface techniques. They employ face and clothing information in combination to form clusters of the people present in the photo collection.
Whilst some success has been achieved in adopting content-based image descriptors for person annotation in various research paradigms, the basis for selecting the content-based descriptors for person recognition in this challenging application, however, remains unclear. For example, the type of body-patch and face descriptors used in such approaches varies from one approach to another. It is clear that the challenges associated with content-based analysis technologies, largely caused by the uncontrolled conditions under which the personal photos are typically taken, are the major bottlenecks in deploying personal photo management prototypes in a practically viable system. Yet, to the best of our knowledge, there has been no thorough performance evaluation in the literature on the use of content-based image descriptors to this problem. Thus, identifying the best performing content-based image descriptors for improved person annotation in personal photo archives constitutes the main focus of the work presented in this paper.
In this experimental paradigm, simulations are carried out in relation to semi-automatic person annotation where the user is provided with a list of name suggestions automatically generated by the system, enabling interactive annotation of the people in the collection. Key contributions from this research include identifying suitable colour, texture and face recognition descriptors, and investigating the effect of the identified descriptors on person annotation in reallife personal photo collections. The organisation of the paper is as follows: The test-bed environment used for this experimental study is described in Section 2. A description of the content-based image descriptors studied in this paper is given in Section 3. Experimental results are then presented in Section 4. Section 4.1 is devoted to a discussion on comparison of content-based image descriptors. Identifying a suitable fusion scheme and the best combination of colour, texture and face recognition descriptors is discussed in Section 4.2. In Section 4.3, a performance evaluation of person annotation using the identified descriptors is presented. Finally, a conclusion is given in Section 5, summarising the contribution of the paper and future research directions.
Test-bed Environment
The test-bed used for this experimental study comprises the modules for constructing test data sets, data fusion at similarity score level, and computing the performance figures using performance evaluation criteria, as depicted in Figure 1 .
Test Data Sets
We use two different test data sets for identifying the best content-based image descriptors and evaluating the performance of those descriptors on person annotation.
2.1.1. Set-1. Test data set-1 comprises two sets of 45 query images for identifying the best-performing body-patch and face descriptors (see Figure 2 for an example set of bodypatch images established in this data set). An automatic face detection technique [5] was first applied to each of the source images in order to locate faces. Body-patch images were then extracted relative to the position and size of each detected face in the image. Query images were selected in such a manner that each query image has varying numbers of similar images, which are hereafter termed "ground-truth images" in this paper. In total, there are 204 ground-truth images, implying that a given query has an average number of 4.5 ground-truth images in this data set.
2.1.2. Set-2. Table 1 presents a statistical description of test data set-2 corresponding to 7 users (user 1 to user 7) of the MediAssist system [5] . These photo collections comprise different types of events, such as birthday parties, meetings, family gatherings, graduation ceremonies, weddings, etc. Table 1 also describes the characteristics of the photo collection that each user has donated in terms of the number of photos that contain people (Face Photos) and that do not contain people (Non-face Photos), the number of known and unknown faces (Known Faces, Unknown Faces) in each collection, the number of distinct faces (Distinct Faces), and the number of person events (Person Events). The number of distinct faces in a collection corresponds to the number of known people that possess unique identities whereas the number of person events corresponds to the number of events formed using the photos that contain people. All automatic face detection results were carefully inspected to ensure that they are labeled correctly. In particular, all profile faces were labeled manually since the automatic face detection technique [5] employed in our system is limited to detecting only frontal faces. In this paper, we use two performance evaluation criteria, namely Average Normalised Mean Retrieval Rate (ANMRR) and H-Hit rate, which have been successfully employed in numerous research paradigms in the past [4] , [9] . The ANMRR measure is used to identify the best-performing content-based image descriptors for person recognition whereas the H-Hit rate criterion is used to evaluate the performance of person annotation.
2.2.1. ANMRR Measure. ANMRR takes into account not only the number of correct items retrieved for a given query but also how highly they are ranked in the list of retrieved items. It is defined as the average of NMRR (see Equation  1 ) values taken over a range of queries.
where N G(q) denotes the number of ground-truth items marked as the result images for the query q, Rank(k) is the ranking of the ground-truth item in the list of retrieved items. K is defined as min(4 · N G(q), 2 · GM T ), where GM T is the maximum value of ground-truth items for all queries. The values of ANMRR always lie in the range [0,1], with smaller values representing better retrieval performances.
H-Hit
Rate. H-Hit rate is a performance evaluation method that has been used in previous person annotation paradigms [4] , [10] . A "Hit" is said to happen if the true name of the person is present in the predicted name-list. Assuming that the entire collection is divided into two subcollections: training (C 1 ) and test (C 2 ) with N 1 and N 2 persons in them, H-Hit defines the prediction accuracy for a given query with H indicating the number of candidates in the list:
where hit H,C 1 (f ) is 1 if f is included in the suggested list of H names taken from C 1 , and 0 otherwise. 
Content-Based Descriptor Fusion
In this paper, fusion of colour, texture and face recognition descriptors is studied at similarity-score level using three different fusion methods, namely the weighted average, similarity score product and max score, which are expressed by Equations 3, 4 and 5 respectively. In order to study the behavior of these three fusion schemes as well as to identify the optimal combinations of the best-performing descriptors, experiments are conducted as a two-stage cascade approach illustrated in Figure 3 .
where S represents the final similarity score, d 1 and d 2 are the normalised distance values corresponding to two feature descriptions, and α is the weighting factor. Having determined the weighting value for each descriptor, similarity between person i and j can be computed using:
Descriptors Studied for Person Recognition
In order to identify the best performing content-based image descriptors, we study some of the prominent colour, texture and face recognition descriptors from those available in the literature. We choose colour histograms [13] , colour coherent vectors (CCV) [11] , colour correlograms [8] , colour spatiograms [3] , MPEG-7 dominant colour descriptor (DCD) [9] , MPEG-7 colour layout descriptor (CLD) [9] , MPEG-7 colour structure descriptor (CSD) [9] and MPEG-7 scalable colour descriptor (SCD) [9] as the potentially useful colour descriptors for this study. The texture descriptors chosen include the MPEG-7 edge histogram descriptor (EHD) [9] , MPEG-7 homogeneous texture descriptor (HTD) [9] , local binary pattern (LBP) descriptor [2] , and grey correlograms [8] . The MPEG-7 face recognition descriptor (FRD) [1] , LBP descriptor, MPEG-7 EHD and MPEG-7 HTD are included in the study for identifying a suitable face recognition descriptor.
Experiments and Results

Comparison of Content-Based Descriptors
To identify the best performing colour, texture and face recognition descriptors for person recognition in personal digital photo archives, we first carry out a performance evaluation of a selected number of content-based descriptors using the test data described in Section 2.1.1. The performance figures of each of the colour, texture and face recognition descriptors is measured for all 45 query images following which the best-performing descriptor is identified as the one outputting the highest of the average performance figures. We use the ANMRR measure as the retrievalperformance evaluation criterion in this experiment. In all cases where conventional histogram-based descriptors are used, i.e. histograms, spatiograms, CCVs and correlograms, we ensure that the resulting feature vector length is kept at 256 or close to that level. In using the MPEG-7 descriptors, which are still relatively short in length at their best retrieval accuracy, our basis for experiments was made in such a manner that no compromise is made to balance out the levels of retrieval accuracy against descriptor size, but to extract a descriptor that allows us to get the maximum retrieval accuracy. We have also performed experiments using different colour spaces such as RGB, HSV and CIE-LAB, for histograms, spatiograms, CCVs and correlograms, however the results presented in this section depict only the best result retrieved. In the performance evaluation of texture and face recognition descriptors, we have included the LBP descriptor as a potentially powerful candidate based on its proven success in the past [2] . We also followed the strategy proposed by Hadid et al. [7] in applying this descriptor to relatively low resolution images in such a manner that the images are represented by a concatenation of a global and a set of local LBP histograms. We empirically identified a suitable configuration for representing both body-patch and face images using "LBP 4,1 on 9 overlapping local histograms + LBP MPEG-7 SCD can be considered as yet another simple histogram operated in the HSV colour space when adopted as a descriptor of maximum feature vector length, i.e. 256 coefficients, with zero bit-planes discarded. However, further experiments revealed that the non-linear quantisation step in the MPEG-7 SCD makes it a more robust descriptor than a conventional histogram descriptor. Another interesting outcome arising from our experiments is that spatiograms, in fact, perform better than any other histogram descriptor if a 256-bin histogram representation is used when creating them. However, due mainly to the fact that a spatiogram feature vector becomes much larger than that of any other descriptor, we limited the number of bins in spatiograms to 128 for this study. The results given in Figure 4 (b) depict the ANMRR performance figures of the 4 texture descriptors studied in this paper. As the results show, the best-performing texture descriptor can be identified as the LBP descriptor, with MPEG-7 HTD, grey correlograms and MPEG-7 EHD following in that order. Similarly, Figure 4 (c) shows a performance comparison of the face recognition descriptors, depicting that the LBP descriptor is the best out of the 4 descriptors studied in this paper.
Identifying a Suitable Fusion Scheme
In order to identify a suitable fusion method, we analyse the performance of three fusion schemes using the same test data set used in Section 4.1. Figure 5 shows the performance of the three fusion schemes, plotted as the graphs of ANMRR against weighting factor α. Results from fusion of colour and texture descriptors are depicted in Figure 5 (a) whereas the results from fusion of colour, texture and face descriptors are shown in Figure 5 against α, allowing us to trivially identify the best weighting factors in each fusion method. Concerning the behavior of the three fusion methods, we can clearly observe that the "weighted average" fusion scheme performs better than the "similarity score product" and "max score" methods. In summary, the ANMRR performance figures of the bestperforming individual and combined descriptors are shown in Table 2 . As can be seen in the results, fusion of bodypatch colour and texture descriptors based on the "weighted average" fusion scheme result in improved person recognition performance with an ANMRR performance figure of 0.122 compared to their individual performance figures of 0.187 and 0.378 respectively. The results also show that, upon fusion of face and body-patch descriptors using the same fusion scheme, the overall performance of person recognition can be improved to 0.098. Table 2 gives a clear comparison of the ANMRR performance figures, illustrating that the "weighted average" fusion scheme is the best out of the three fusion schemes studied in this paper. 
Person Annotation: Testing the Performance of Content-Based Descriptors
In order to examine the performance of colour, texture and face recognition descriptors together with their combinations identified in Section 4.1 and 4.2, we present a performance evaluation of those descriptors on person annotation using a test data set comprising 7 different real-life personal photo collections. We use a 30% initial annotation of each user's collection as a reasonable choice to begin the annotation task and the nearest-neighbor classifier to infer the identity of all remaining persons in the collection throughout these experiments. Based on our experience with real users in the MediAssist system, we believe that 30% is typical of the amount annotation would expect to perform and would be willing to perform. The H-Hit rate figures are computed by comparing the classification result with the true label of the person. As the annotation process continues, knowledge from all the previous annotations is applied to recognise people for subsequent annotations. Figure 6 shows the person annotation results in terms of hit-rate figures against H as a performance comparison of individual and combined content-based descriptors. The hitrate figures are computed as the average figures of all 7 users in the test set. It can be observed that body-patch matching using colour results in higher person annotation performance as compared to using texture. However, combining colour with texture improves the performance of body-patch matching, in which case a hit-rate figure of 0.58 can be noted against 0.55 and 0.45 using colour and texture alone at H=1. We can also observe that body-patch feature matching results in higher person annotation performance compared to face recognition alone, where a hit-rate figure of 0.58 using combined colour and texture proves to be a significantly better result compared to a hit-rate figure of 0.47 from face recognition at H=1. Interestingly, using combined body-patch and face features leads to the best content-based descriptor configuration in this experimental system. A hit-rate figure of 0.62 at H=1 compared to a figure of 0.58 shows the relative advantage of employing face recognition in combination with body-patch feature matching in this challenging problem.
Conclusion
In this paper, we have investigated the use of contentbased image descriptors towards enhancing the performance of person annotation in personal photo management applications. First, we carried out an empirical study to identify the best-performing colour, texture and face recognition descriptors for person recognition using a suitably chosen test data set. Second, we examined the performance of three different fusion methods to identify a suitable scheme for combining colour, texture and face recognition descriptors. Finally, we evaluated the performance of those descriptors using real-life personal photo collections as the test data. Our experiments prove that combining body-patch matching with face recognition significantly improves the performance of person annotation, in addition to the fact that texture is a complementary feature to colour-based body-patch matching. Based on these observations, we have shown that the identified content-based image descriptors are of great importance to enhancing the performance of person annotation in real-life scenarios. Future work will focus on studying other potential face recognition techniques and then combining with body-patch features to further improve the robustness of person recognition in personal digital photo archives. Additionally, we will also examine how the effectiveness of person annotation can be improved using automated person clustering techniques.
Threshold-Free Detection of Maternal Heart RateI. INTRODUCTION The detection of the central R-peaks and consequently were of the QRS complex in an abdominal electrocardiogram (AECG) signal provides information on the heart rate, as well as various other abnormalities and, thus, it supplies evidence to support the diagnoses of cardiac diseases. A comprehensive overview of the various approaches can be found in [1] . Many QRS complex detection algorithms are based on filtering and threshold methods, the most well known one being the Pan and Tompkins algorithm for peak detection but it requires an initial pre-determined peak detection threshold. [2] . Much work has been done in this field, using various peak's methods ranging from filtering [3] , [4] , and threshold accompanied with robustness and low computational methods, through wavelet methods [5] - [8] , to neural networks [9] , [10] , and others. The high accuracy of the algorithm achieved in detecting QRS complexes are complexity. In this paper, a new detection algorithm QRS peak, which is threshold-free, is proposed based on normal maximum and minimum heart rate, using updated RR moving interval to detect the R peaks. This algorithm is able to detect the QRS peaks at different levels of threshold, without respecting threshold value which is the main goal in this work.
II. METHODOLOGY 1)
Data Acquisition: AECG signals were recorded from 20 healthy pregnant women most of which are corrupted with different levels of noises. The experimental protocol was approved by the Research and Ethical Committee (PPUKM).
All these recorded signals are acquired by high gain bioamplifier (bio-pack 1000),. The signals were digitized at 1000 Hz with 12 bit resolution. The recording time during each session was about one minute. These signals downsampled to 256 Hz and saved in personal computer.
The block diagram in Fig. 1 shows the steps of the proposed algorithm. 
2)
Preprocessing (filtering): The first step here is focused on the attenuation of the frequency content of P and T waves, which is in the range of 0.5 Hz to 10 Hz, the base line and motion artifacts which have power spectra of 0.5 Hz to 7
Hz and the power line interference at 50 Hz. In order to attenuate the frequencies characterizing the different types of noise as well as the frequencies occupied by the P and T waves, a FIR bandpass filter is used and the cutoff frequencies are set at 18 and 35 Hz [11] .
After the recorded signal is fed to the filter, the output of the filtering stage will fed to the next stage for maternal peak detection. An example of the filtered signal is shown in Fig. 2 . Definition of The RR Intervals: the implementation of this algorithm depends mainly on the normal heart rate (HR) and the sampling frequency, where the maximum rate is around 100 beats per minute and the minimum heart beat is around 60 beats per minute and the sampling frequency. The sampling frequency is chosen 256 in this work. According to the heart rate and the sampling frequency, the RR interval can be calculated as follows:
The RR interval will range between 150 -250 samples, and doubles RR interval become 300 -500 samples for a sampling frequency of 256 Hz. The first and main step now is to detect the first peak MP(i), then the next step is to define the two edges of the moving interval, starting from the first detected peak MP(i). The moving interval is depicted in Fig. 3 , where the RR maximum interval is located at the top and the RR minimum interval is located at bottom of the figure. Let both RR intervals start at the same starting peak MP(i), then the first edge of the moving interval is chosen to be Mi( i + 17). Then the second edge must be in a location, where it is greater than the location of the second peak (A) of the maximum interval and smaller than double interval of the minimum interval (third peak B), thus the second edge of the moving interval is chosen to be as close as possible from the third peak (B) of the minimum RR interval that is equal to Mi ( i + 290). Finally, for all double RR intervals only one peak will be in every moving interval. 4) Peak Detection:
After the first peak Mp (i) is detected in the first double interval by taking the maximum there, the moving interval is updated automatically. The next peaks are detected starting from the last detected peak plus 17 samples and the moving interval will updated for detecting the maximum peak between its edges. All the next peaks are detected according to (2 (2) The principle of the peak detection is illustrated in Fig. 4 . This principle of the detection does not require any previous knowledge about the peak threshold, of low computational complexity and be robust.
III. RESULTS AND DISCUSSION
The accuracy of the algorithm was tested by applying it to 20 recorded signals. each of them is about 1 minute long. The algorithm was implemented through the use of MATLAB. Table 1 summarizes the performance of the detection scheme on the 20 recorded AECG signals. An example of detected peaks in the filtered signals is shown in Fig. 5 . The positive predictivity is the fraction of detections that are real events and it is defined by,
FP TP TP P (4)
The average Sensitivity ( Se ) of the algorithm is 99.05 % and its Positive Predictivity ( P ) is 99.8 %. Most of the ( FN ) and ( FP ) QRS complexes were found in records 4, 5 and 6. There is a lot of noise especially in 5 and 6 which lead to difficulties in detecting some maternal R peaks.
FN in recorded signals (2, 7, 8, 9, 10, 11, 12, 13, 17, 18 and 20) are due to the undetected last peak in these signals.
The moving interval required enough samples for its second edge these undetected peaks are not detected because there are not enough samples to create the second edge of the moving interval. An example of undetected peak is shown in Fig. 6 . IV. CONCLUSION Proposed algorithm has been implemented using the MATLAB 7.4 platform and testing on 20 recorded data produces a performance of average sensitivity and average positive predictivity of 99.05% and 99.8% respectively. The threshold-free detection algorithm has facilitated the detection of the maternal peaks without pre-determined thresholds. The MATLAB implementation can be further enhanced to enable on line monitoring as well as direct hardware implementation.
