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Abst rac t - -The  paper considers quasi-nonlinear differential-difference equations (DDE) of the 
form 
x ' (q t+ l )  =h(x(t))x'(t)  =0, tE  R +, q>_ 1, 
which is a representative example of so-cMled completely integrable DDEs (i.e., DDEs that are 
reducible to functional equations). This equation is shown to exhibit the "nonstandard" (from the 
viewpoint of differential equations theory) behavior of solutions. Namely, for its smooth bounded 
solution x(t), either x'(t) tends to zero as t ---* oc or, on the contrary, the maximum of Ixl(t)[ 
on [0, T] increases ad infinitum as T -* oz. Solutions with the latter property are not uniformly 
continuous on R + and are infeasible for differential equations. Such solutions are referred to as 
asymptotically discontinuous. Investigation of asymptotically discontinuous solutions hows that for 
every such solution x(t), there exists a sequence ti -~ oc such that the graph of x(t) in the vicinity 
of t~ approaches as i --~ oo to a certain vertical segment. @ 2001 Elsevier Science Ltd. All rights 
reserved. 
Keywords--Di f ferent ia l -d i f ference equations, Difference quations, Maps of interval, Asymptotic 
discontinuity. 
1. ARGUMENTS AND IN IT IAL  ANALYS IS  
Dif ferent ia l -d i f ference equat ions  (DDE)  possess, to a greater  or lesser degree, many  specif ic prop-  
ert ies character is t ic  of dif ference equat ions  (DE) and which dif ferential  equat ions  do not  ihave. 
Th is  is especia l ly  t rue for so-cal led complete ly  integrable DDE,  which are in a sense most  s imi lar  
to DE  and can supply  us wi th  the examples  of the  "nonstandard"  behav ior  of so lut ions (fl 'om 
the  v iewpo in t  of o rd inary  dif ferential  equat ions  theory) .  
By  completely integrable DDEs,  we mean those of the form 
DF[x ( t ) ]  = 0, (1) 
where  D is a dif ferential  operator  and F is a funct ional  one. These  equat ions  can be reduced to 
a fami ly  of, genera l ly  speaking,  nonautonomous  funct ional  equat ions  
F[x(t)]  = w(t) ,  (2) 
w i th  w(t )  runn ing  through the  set of  solut ions of the  ord inary  dif ferential  equat ion  D[w(t ) ]  = 0. 
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One, as a rule, fails to obtain the general solution of a nonlinear completely integrable DDE 
in terms of elementary functions. Therefore, qualitative methods take on special importance for 
the study of these equations. In this connection, going from a completely integrable DDE to 
flmctional ones nfight be found to be an appreciable step on the road to attacking the original 
DDE, t)ecause this approach enables one to "energize" the entire arsenal of functional equations 
theory possessing a wealth of results. This is especially true where such a reduction brings to 
difference equations. Then one can resort to the results of dynamical systems theory (rich in its 
achievements and ideas) and carry out a sufficiently complete qualitative analysis of the original 
DDE. This approach allows an understanding of many specific properties of solutions of DDEs 
(fbr a detailed discussion of completely integrable DDEs, see [1, Part  I I I ,  Ch. 1] and the references 
given there). 
To show what kind of long-time behavior of solutions for DDEs one may expect, we consider 
the sinrplest nonlinear completely integrable equation 
x'(qt + 1) - h(z(t))z'(t), t E R +, q >_ 1, (3) 
where h c C°(R, R) is a given function and z ~ C~(R +, R) is an unknown one (for simplicity, we 
herein restrict out" consideration to CLsmooth  solutions, though we could also discuss piecewise 
smooth solutions as is not infrequently done at DDEs of neutral type). 
Inasmuch for equation (3), 
d 
D - - -  
dt 
with f E CI(R, R) being any 
parameter  family of functional 
and Fix(t)] = z(qt + 1) - qf(x(t)), 
one of the antiderivatives of h, equation (3) reduces to the one- 
equations 
x(qt+l ) - -q f (m(t ) )+k ,  t~R +, q>> 1, (4) 
which are difference equations if q = 1 and q-difference ones if q > 1. 
To clarify the connection between solutions of equations (3) and (4), we note that  for any 
initial function 90 C 4), where 
(I) = {¢/0 C c t ( [0 ,  ]-),-J~): ~'(1) = h(~(0))qJ(0)},  
the initial condition 
~(t) = ~(t), fbr t ~ [0, 1), (5) 
specifies a unique solution of equation (3), which we will denote by x~, attd, on the other hand, 
x(t)l[0., ) E ~5 for any solution x E Ct(R+,R) of equation (3). It is clear that  a solution z~ of 
equation (3) can be a solution of only those equations of the family (4) which ensure a continuous 
(and thus smooth) extension of the initial function ~(t) onto t >_ 1. Consequently, x~ is a solution 
of the only equation t 
x(qt + 1) = qf(x(t)) + t[q, ~], with l[q, 9~] = ~(1) - qf(c2(O)). (6) 
Thus, the dynamics of every solution my is determined by the 1-D map 
.f[q,~] : z ~-~ qf(z) + A[q, ~], (7) 
which we will refer to as the attendant map on the solution z~. In particular, from (6) and (7), 
it tbllows that  
• a solution z~ (:an be written in the form 9 
2;qo(t) fi (. [q,~] o c 2 o a -~) (t), for t C cti([0, 1)), (8) 
tOf course, we could arrive at equation (6) for xp upon integrating (3) over t from 0 to 1. 
2Certainly, the represent, ation (8) could be obtained by step-by-step integration of the original DDE (3). 
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where 
: qt + 1, q _> 1, 
the symbol o stands for the superposition of functions and gi and g- i  are, respectively, the 
i th iterations of a map g and its inverse map g -1 (i.e., gO is the identity map, 9 i = 9og i-1 
and g - i  = g-1 og- ( i -1) ,  i = 1 ,2 , . . . ) ;  it is clear that 
for q = 1, ai(t) = t + i, c~-i(t) = t - i, and 
qi _ 1 q - i  _ 1 
for q > 1, ai(t) = qit + - -  ct-~(t) = q- i t  + i = 0, 1,. - 
q- l '  q -1  ' " "  
• a solution x e is bounded if and only if its attendant map f[q,~] possesses bounded invari- 
ant intervals, and the values of the initial function ~(t) fall into one of these intervals 
(then ze( t  ) takes on values just from this invariant intmwal). 
2. ATTENDANT MAP 
Note that each of the solutions has "its own" attendant map. More precisely, the set of initial 
flmctions • can be represented in the form 
~5 = U ~P(q)' where opp(q) = {p c (1-5: p(1) - qf(~(O)) = p},  
pER 
and solutions x~ generated by ~ c ~p(q) have the common attendant map z H q f (z )  + p, and 
every solution x~ with p E Op(q) is a solution of the difference quation x(qt + 1) = qf (x ( t ) )  + p 
and only of this equation in the family (4). 
Thus, we can deduce the properties of solutions of equation (3), based on the properties of 
the 1-D map 
fq,p : z ~-+ qf (z )  + p, (9) 
which depends on the two parameters q _> 1 and p E R. For easy formulations, assume that 
(i) f is a unimodal function, i.e., f has a unique finite extrenmm in ( -0% oo); 
(ii) f attains a maximum at the extremum point; 
(iii) f has negative Schwarzian derivative Sf := f ' " / f '  - 3 /2 ( f " / f ' )  2 everywhere xcept the 
extremum point. 
For f ,  which is an antiderivative for h, to have these properties, the function h must be as follows: 
h is a C2-smooth function with h'(z) < 0 and 
(10) 
(z - zo) g"(z) >_ O, for all z C R and a certain z0 E R. 
With the assumptions (10), a class of maps of the form (9) is typified by the family of quadratic 
maps z ~-~ -qz  '2 + p. For any given q >_ 1, the map fq,p exhibits, as the parameter p ranges 
fl'om -oc  to oo, all types of dynamical behavior that are a possibility for quadratic maps (as 
well known, these last may appear both very simple similar to linear ones- -and as intricate as 
dynamical systems on locally compact spaces may appear). For every given q > 1, the map (9) 
can possess, at nmst, two fixed points, say z = /3_(q) and z = /3+(q), /3_ <_ /3+. There, exist 
bifurcation values Pl(q) < P2(q) < P.(q) known, respectively, as 
• the smallest of those p such that (9) has a fixed point; Pl can be found from the equations 
qf (z )  + p = z, q f ' ( z )  = 1, which have the unique solution z = /3_, p = p~ (that is, the 
nmltiplicator of fq,m at the fixed point z =/3_ is equal to 1); 
• the largest of those p such that (9) has an attracting fixed point; P2 can be found fl'om 
the equations qf(z )  + p = z, qf f (z)  = -1 ,  which have the unique solution z =/3+, p = p,~ 
(that is, the multiplicator of fq,p~ at the fixed point z =/3+ is equal to -1 ) ;  
• the largest of those p such that (9) has a bounded invariant interval; p. can be found from 
the condition qf (q f (g )  + p.)  + p. =/3_ (that is, the extremum point z = ~ comes to the 
fixed point z =/3_ in two iterations under ]q,p.). 
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From the set of parameters (q,p), let us set apart  the subset 
79 = {(q,p) :  P~(q)<_P _< p.(q)}.  
The dynamics of the map (9) is characterized by the following properties: 
• where (q,p) ~ 7 9, the trajectory fq,p(Z) tends to -oc  for all z, if p < p~, and for all z 
outside of a Cantor-l ike set of measure zero, if p > p. ; 
• for (q,p) c 79, tile interval 
= I /3-  , /3'- ] , 
where z = /32 is the preimage of z = /3_ (i.e., /32 can be found fi'om the conditions 
qf(/Y_) +p =/3_ ,  /3; #/3_) ,  is the largest bounded invariant interval of the map fq,p; if 
z ¢ Iq,p, then the trajectory Jq,p(z) tends to -oc .  
As our prime interest here is with the bounded solutions of equation (3), we briefly describe 
(without proof) the behavior of trajectories of the map fq,p when (q,p) E 79. For a deeper 
discussion of 1-D maps, we refer the reader, for instance, to [1,2]. 
The map fq,p may have, at most, one attract ing cycle. In particular, for p c [Pl,P2], it has a 
unique attract ing fixed point (namely, z =/3+) and a trajectory fq,p(z) tends to this fixed point if 
z E int Iu, p. When the parameter  p passes through the value P2, the attract ing fixed point turns 
into a repelling point and gives birth to the attract ing cycle of period 2. On further increasing. 
the parameter  p, there arise new and new cycles for the map Jq,p, the appearance of attract ing 
cycles therewith follows the well-known universal ordering [3]. If p c (P2,P.], then ahnost every 3 
t ra jectory fq,p(z), z c Iq,p, is either asymptotical ly periodic (when fq,p has an attract ing cycle) 
or everywhere dense on a certain cycle of intervals} 
At the end of this section, we formulate one more property of fq,p, which is very important  for 
the investigation of DEs with continuous argument and reducible DDEs. 
• Let  cdfq,,,(z) be for the cJ-lilnit set of a point z under the map fq,p and I,~,r,[z ] be for the 
interval with the ends at the points z and fq,p(z). If p E (P2,P.], then for any cycle F, 
other than the fixed point z = ;~4 , and any point z. E Iv4,, other than fixed points, there 
exists z** c 1,~,~,[z.] such that wf,,.,,(z**) = F (in odler words, the interval Iq,p[z.] has a 
nonempty intersection with the basin (domain of attraction) of every cycle of the map fq,p 
except the fixed point z =/3  ). 
3. BOUNDEDNESS OF SOLUTIONS 
~Ihrning back to equation (3), we see that  "responsible" for the boundedness and long-time 
behaviour of a solution x~ are, mainly, the parameters q and A[q, p]. Inasmuch as  f[q,~] = fq,A[q,~], 
the long-time behavior of solutions for equation (3) could be inferred by the properties of the 
map (9). How this can be done becomes clear when we rewrite (8) as follows: 
x~ (ozi (t)) i = (11) =f[q,~l(~(t)), for t C [0, 1), i 0,1 . . . . .  
THEOREM i. Let ~ ~ ~. 
(a) When (q, A[q, ~]) ~ 79, the solution x~ of equation (3) 
• is stationary if A[q, ~] > p. and ~(t) is identically a constant, s 
• is unbounded otherwise. 
(b) A nonstationary solution x~ of equation (3) is bounded if and only if (q, ~) 6 J:, where 
5 c = {(q, : ) :  (q, A[q ,  :1) ~ 79 and g)(t) C I[q,:] fort C [0, 1)} and I[q,~] - -  [q,~[q,~]. 
3By the words "a lmost  every t ra jec tory  (or so lut ion)  has a proper ty  A" we mean that  the  set of po in ts  z 6 R 
(or in i t ia l  f lmct ions  q) E C1([0, 1), R) such that  the i r  t ra jec tor ies  (or the  cor respond ing  so lut ions  x~)  have the 
proper ty  A is a set of second Ba i re  category  in the  space B (or in the  space C1([0, 1), R).  
4~or a map g, by a cycle of intervals  w i th  per iod n is meant  a set of closed interva ls  .]1, J2 . . . . .  L, such that  
.q(Ji) = J i+ l (mod n), i = 1, 2 , . . . ,  n, and int .]i N int Jj = 1~, when i ¢ j .  
5If ~ E ,I) and c2(t) = e. then  c = [:~_ or c = [3+. 
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i Z PaoOF.  In case (a), the sequence f[q,~o](*) tends to -oc  as i --+ oc for ahnost every z. ~ R. 
Then (11) implies z~(a~(t.))  --+ -oc  as i --+ oc for ahnost every t.  ~ [0, 1), unless O2 is identically 
equal to a fixed point its attendant map f[q,~]. Consequently, when k[q, p] > p.,  the solution z~(t) 
is bounded if and only if o2(t) -= [3+, and then z~o(t) is a stat ionary solution. If A[q, O2] </at ,  the 
map f[q,~] has no fixed points and cc~(t) is therefore unbounded. Point (a) is proved. Similar 
arguments apply to case (b). The details are left to the reader. 
By employing the properties of the map (9), we can make a suff-iciently complete description 
of the long-time behavior of the bounded solutions of equation (3). Some simple inferences are 
below. 
THEOREM 2. Let O2 E • and (q, O2) E 2 r. 
(a) I f  k[q, o2] C [P~,P2] and o2(t) c intlb,~] fbr all t ~ [0, 1), then the solution z~(t)  tends 
uniformly as t -+ oo to the stable stationary solution z(t) = fl+, and :~',~(t) is therefore 
stable. 
(b) I f  ~[q, O2] ~ (p2, p.] and o2(t) is not identically a co~sta.nt, then a solution m~(t) oscillates 
as t ~ co with nonvanishing amplitude. 
PROOF. The assertion (a) follows by the same reasoning as in Theorem 1. We now center on the 
assertion (b). When A[q, O2] > P2, the map f[q,~] possesses a cycle of period > 1, s~ty F (it does 
not matter  whether F is attract ing or repelling). 
At first, let qo(0) be different fl'om fl_ and fl+. Then o2(0 ) # g(1). As O2(1) - qf(o2(0)) + 
l[q, O2] = fq,a[q,~q(p(0)), we can, assuming p(0) < O2(1) for definiteness, conclude that O2([0, 1]) m 
[O2(0), fq,a[o,~](o2(0))]. Then, by the last property of the map (9), there exists t .  ~ [0, 1) such that  
cofi,,<(o2(t.)) -- r .  In view of (11), I:L'~(O'**~(t.)) -- Z~(CPS+I(t.)) I --+ IG* f[,,,~l(~'.)[ as ,z -~ oo, 
where n is the period of F and 7. = aJf[,;,.<(p(t.)). This implies that  for { - minv,,~,,,,~c h" 7"] 
and any positive 5 < {, there exists T > 0 such that the deviation of zv ( t  ) on the interval 
[T, (t(T)] is no less than { - 6. 
Let now O2(0) be equal to fl_ or fl+ (and then F(0) = 99(1)). Let us take any one t.  ~ [0, 1) 
such that  p ( t . )  is distinct from each of these and put 
z~(t) Y[~l (1  t - t .  
+iq-- 1)t,) " 
A little thought reveals that  9[~](r) is a solution of the difference equation 
y(qr + 1) = qf(~j(t)) + £[q, ~], r > O, 
with the initial condition 
{ o2 (((q - 1 )< + 1) ~ + <) ,  :=  (f[q,~] o (tO 00g 1) (((q -- 1)t. + 1) r + t . ) ,  i f r  C [0, T.), if r C It,, 1), where 7. - -  
1 + (q - 1)t. '  
Considering that  ~b(0) = o2(t.), the flmction g,(r) at r = 0 is different from fl_ and fl+. Thus, for 
Y[~l(r), we arrive at the previous case. Hence, 9[~] oscillates with nonwmishing ampl i tude and 
with it z~. The proof is complete. 
In case (b) of Theorem 2, the solution z~(t) may be found Lyapunov unstable (with respect 
to the C l -metr ic  as well as to the C°-metric).  This depends on the parameters  q and fl[q, ,,~], as 
we will see later. 
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4. EXAMPLE:  WHAT K IND OF LONG-T IME 
BEHAVIOR OF SOLUTIONS ONE MAY EXPECT 
Now we consider the simplest equation of tile form (3) 
a:'(qt + 1) = -2.~(t):r'(t), q > 1, (12) 
whictl reduces to the one-parameter family of q-diflbrence quations 
a:(qt + 1) -- q(:c(t)) 2 + A, A C R. (13) 
For every solution a:~ of equation (12), its attendant map is the quadratic map 
.t'[~,.~] : z ~ _~/2  + A[~, ~], A[q, ~1 = ~(1)  + ~(0) .  (14) 
For the corresponding map .g,p : z ~ qz '2 ÷ p, the bifurcation values pz(q), P'2(q), and p.(q), the 
fixed points z = 3- (q)  and z = 3+(q), and the invariant interval Iq,v, can easily be calculated, 
n'amely: Pl = -1/4q, P2 -a/4q, p, 2/q, /~ ( -1  -F ~)/2q ,  and /q,v = [L~-, /~-]. 
Consequently, if A[q, ~] E ( -3 /4q , -2 /q ]  and, in addition, ~_ < ~2(t) < - /3-]  and ~(t) ~ /~+, 
then :r~(t) is os(illating as t --~ oc. To gain insight into what types of oscillations (:an occur, 
we consider a special case where solutions can be found in the terms of elementary functions. 
So, for every q > 1 there exists an initial flmetion c2(t ) ~ const such that A[q,>~] = 2/q and 
p(t) ~ I[(,,~] [ 2/q, 2/q] for t C [0, 1) (there is actually a eontinuum of such initial functions). 
Then the solution :~~ of equation (12), which in this ease is also a solution of the q-difl'erence 
equation 
2 (15) :~.(q~ + 1) = -~i ( :~(t ) )  e + - ,  
q 
can 1)c' represented in the form 
9 [ (  ] ~ h, 9/h,q (ln(t+l/(q--1)))] 
:,:~(t) = ,t-(os t + ~/  ~ Inq , (16) 
where (~ : [F)., ~o) ~ R is a periodic function of period 1, that is given by 
[ (q<O:~--a) ] \  q 1 , ln(q-1)lnq ' (17) Q(O) = 2 -< <o-o.> arecos -~ ~, - 
and (.} stands for the fl'actional part of a nmn/)er. (~ After differentiating (16), we ol)tain 
( q l 1 ) - l+h '2 /m' t  ( ln ( t+ l / (q - - l ) ) )  (19) 
:~'~o(t) = t ÷ q~ lnq ' 
wh('x(' 
'2 / 
,/~ (e) = ~ In ~" [¢~(e) h, 2 + <~ (~)] • sin [2~4~(e) ] .  
The function rip is bounded (the reader can easily verify this). Therefore, fl'om (19) we conclude 
that 
(i) 14(~) ~ 0 as t - *  oo, i fq  > 2: 
(ii) n,ax,~[0.r) I :* '~(t)[ -+ ~ a.~ t ~ ~,  i~' ~Z < '~; 
(iii) if q -- 2, then w~(t) -- eos[(t + 1). (p(ln(t + 1)/ In2)],  and hence the derivative of a:~(t) is 
bounded and nonvanishing as t --, +oc. 
(;The representation (16) can be obtained in different ways, for instance, by the method of invariants [4,5]. We will 
herein follow the stet)-by-step method. As -2/q < ~(t) < 2/q, we cm~ set ~(t) = -2/q. cos~(t). Then from (8) 
WO ] IHV() 
9 [ .  (q~ i -1 ) ]  [~-1  q~+*--l] 
x,p(t) = _ficos 2* '0 for t ~ ~*i([0, I)) = i = 1,2, (18) 
~ v T ~ -  ' 7~, 7--T . . . . .  
Considering that g~(t) -- arccos( q/2. ~(t)) and that for given t d a*([0, 1)), the corresponding i is the integer 
part of ln((q - 1) ÷ 1)/In q, we bring (18) into (16) and (]7) through a simple algebraic manipulation. 
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Thus, we can see three types of long-time behavior of solutions and which of these types 
is realized for the solution x~ depends on the relation between q and 2. What is this magic 
number 2? It turns out that for the map (14), the number 2 is of special significance, namely, 
the nmltiplicator of every cycle of the map z ~ -qz  2 + 2/q, less the fixed point z = -2 /q ,  is 
equal to 2, whatever q is; 7 the points of the cycles are therewith dense on [-2/q, 2/q]. Recall that 
by the multiplicator of an n-period cycle F = {~'1, T) , . . .  ,7,~} of a map g is meant the number 
:= g'(Tn)l 
What additional information on solutions can we extract from the representation (16) when 
q < 2'? From (16), we have 
x,~(t~(t)) =--COSq2 [ (2  t+ 1 -~ _ l / 
lnq 
Thus, in moving from the interval c~([0, 1]) to the interval c~+1([0, 1]), the length of the latter 
increases by q times, and the number of nulls of the solution x~(t) is doubled. Consequently, if 
q < 2, then the average number of oscillations on the interval a~([0, 1]) (that is, the ratio of the 
number of oscillations on an interval to the length of this interval) for x~(t) increases ad infinitum 
as i ~ oc (by an oscillation is here meant increasing x(t) from -2 /q  to 2/q and then decreasing 
to -2 /q) .  It follows that for q < 2, not only does maxtc~([0,1])Iz~(t)[ increase infinitely as 
i -+ oc, but there exists a sequence t~ E c~([0, 1]) such that the graph of x~(t) in the vicinity of t~ 
approaches to a vertical segment as i ~ oc. 
The example considered shows that the repelling cycles of the attendant map play a critical 
role in the long-time properties of solutions of equation .(3). 
5. GENERIC  OSCILLAT ING SOLUTIONS:  TWO TYPES OF  
LONG-T IME BEHAVIOR.  ASYMPTOTIC  D ISCONTINUITY  
With an eye to the above example, we would herein like to look more closely at the character of 
oscillations of solutions. By Theorem 2, a solution x~ of equation (3) is bounded and oscillating 
with nonvanishing amplitude if and only if (q, F) C 5 c, where 
= {(q, c2) E 5c: c2(t) ~ const and A[q, c2] C (P2(q),P,(q)]}. 
Recall that the attendant map f[q,~] has (on its invariant interval [[q,~]) at least two repelling 
cycles (these two are the fixed points/3_ and/3+) if (q, ~) E ~. 
\¥rite 
i ~ = 
i=0 
THEOREM 3. Let (q, ~) E ~r. If there exists an integer m > 0 such that 
max :¢q,~(.) < 1, (20) 
zCI[q,~,] 
then the solution x~ of equation (3) has the property 
lira 0. (21) 
7Th is  p roper ty  resu l ts  from the  two fol lowing facts. F i rst ,  that  the  map z ~-+ -qz  2 + 2/q, z E [ -2 /q ,2 /q] ,  is 
smooth  topo log ica l ly  con jugate ,  on the  set ( -2 /q ,  O) O (0, 2/q), to the  "tent"  map A : z ~ 1 - 2[z - 1/2[, z E [0, 1], 
w i th  the  homeomorph ism z ~ -2 /q .  cos~rz, z E [0, 1]. Second, [A'(z)] = 2 for every z E [0, 1/2)  U (1/2,  1]. 
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PROOF. We denote by rr. the left-hand side of (20)). From (3) and (11), it follows that  
j -1  j -1  
( i  ) z=~(t) x' (cP(t)) = E h (x (cg(t) ) .  x'(t))  1-I h f[q,~l(z) . 
i=0 i=0 
fo r tC[0 ,1 )  and j> l .  
~'(t), 
(22) 
Then for an arbitrary interval T E R +, 
n lax  
tec~'" (T) 14(t) l  
"rr~Ilt?. ( "i ) z :~( t )  = max Ix~ (am(t)) l  = max J[q,~](z) • x ; ( t )  
lET tcT i=0 
7Yt / < max rCq,~(z).maxlx'~(t)l < re . .max lz~( t ) l .  
-- zE I[,~,~] tCT tcT  
For T = c~m([0, 1]), it follows that  
! 
max max I  (01, 
tCa.,(i+l)([O,1)) tec~"'~ [0,1) 
that  is, the max imum of Ix'~(t)l on the interval elm(i+1)([0, 1]) is 1/rr. t imes smaller than that  on 
the interval c~"~i([0, 1]). Inasmuch as the t ime intervals c~"~'i([0, 1]), i = 0, 1 , . . . ,  covet" the whole 
semiaxis R +, we obtain z'~(t) -~ 0 as t --+ +oc, which is the desired conclusion. 
It is significant that  in the conditions of Theorem 3, a solution z~ need by no means be 
asymptot ical ly constant (see Theorem 2). 
REMARK 1. Theorem 3 has meaning only when q > 1 and is inapplicable in the case q = 1/ In- 
deed, let F = {71, ~/2,-.., ~/,~} be a repelling cycle of the attendant map f[q,~]. This, in particular, 
t Z implies that  its multipl icator p(F) is greater than 1. As f[q,~]( ) = qf ' (z )  = qh(z), we obtain 
'~ (vj) */~ 
p( r )=q Hh > 1. (23) 
j= l  
A little thought reveals that  
n m- -  1 
j= l  i=0 
= q ..... H 71"q,~ °rrt (~j)  > 1. (24) 
j= l  
Consequently, if q = 1, then for any integer m > 0 there exists a point 7j,,, E F such that  
rc][~(7.j,,, ) > 1, and hence the inequality (20) fails whenever integer m > 0. 
Thus, if a solution x~ of equation (3) with q = 1 has the property (21), then A[q,p] E 
[Pl(q), Pu(q)] and x~(t) tends unifornfly as t --+ oc to a stat ionary solution (see Theorem 2). 
The condition (20) is very restrictive: for no integer m > 0 does (27) hold in the event that  
the attendant  map f[q,~] possesses a cycle whose nmltipl icator is greater than q. This fact can 
be obtained on the same line as in Remark 1. Namely, if a cycle F = {71,Y2,.. 7n} has the 
above-mentioned property, then 
C 'n< 04v) )  m'~ = q' .... " 11  ~,~m ('tO), 
j = 1 
(25) 
and hence, for any integer rn > 0 there exists ~j,,, E F such that  rr~(Tj, , , )  > 1. 
How do solutions behave if (20) fails? As the above example implies, it may, in this case, occur 
that  a solution is not uniformly continuous on R +. 
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DEFINITION. We say that a bounded fimction u : R + ~ R is asymptotically discontb~,uo.us if it 
is not uniformly continuous on the whole semiaxis R +. 
When proving Theorem 2, we have actually proved, not formulating individually, and invoked 
the following fact; which will also be important  o the subsequent discussion. 
LEMIVIA. If (q, ~) E 2 f, then for every repelling cycle F of the attendant map f[q,¢], other than 
z =/3_, there exists t. E [0, 1) and an integer k > 0 such that f[t),~] (~(t . ) )  c F. 
As we will see in this section, it is those t. C [0, 1) such that qc(t.) is a preimage of any one 
repelling cycle of the map f[q,~] that are "responsible" for the asymptot ical ly discontinuity of the 
solution x~(t). For every p, we denote the set of such point, s by Dq()¢). The lemma implies that 
Dq(C2) 7£ @ if (q, qD) E fi-. In this case, to describe the long-time behavior of solutions x~, we need 
one notion of 1-D maps theory. Let 
6>0 j>0 i>j  
where 9 is a map from R to /~ and Us(') stands for the &neighborhood of a point in /~. The 
set Qg(z) is referred to as the domain of irtfluer~.ce of the point z under the map g. Qg(z) may 
appear  to be a point or a nondegenerated interval, in particular, if z belongs to a repelling cycle 
of the map g, then Qg(z) is a nondegenerated interval (because the vicinity of z is expanded 
under the map g). 
Further, denote by Lira the topological imit of a sequence of closed sets (see, for instance, [6]). 
THEOREM 4. Let (q, ~) ~ ~. Further, let F be a repelling qycle of the attendant map f[q,9] and 
k t .  ~ [0, 1) be such that f[q,~l(~(t.)) = "~. E F fbr some k > O. If 
and 
d ~. t=t .  ~ f[q,~](p(t)) ¢ 0 (26) 
i/n 
then the solution x~ of equation (3) has tile properties 
> i, (27) 
l ira = , , 'here t, (2S) 
i---* OO 
and, rlloreover~ 
N Lim x~ (Ue(ti)) = QfI':,.~l ('~*)' with 'n being the period ofF. (29) 
%---+00 
E>0 
PROOF. Theorem 4 is an immediate consequence of the Lemma and Theorem 2 from [7], wherein 
q-difference quations of the form x(qt + 1) = F(z(t)) are investigated. Namely, this last theorem 
asserts that  for a solution of the just-mentioned equation, the relationships (28) and (29) hold 
true if it(F) > q with F being a repelling cycle tile map F. In the case we consider, the solution z~ 
of equation (3) is also a solution of the q-difference quation (6), and we can apply Theorem 2 
from [7] to x~. For equation (6), F(z) = /[q,~](z) = qf(z) + A[q,~], consequently, /~(F) 
qlII}%~ h(Tj)l~/'h and hence the condition p(F) > q takes the form (27), which implies the 
desired conclusion. 
REMARK 2. It is important  to emphasize that in the conditions of Theorem 4, the graph of the 
solution x~ in the vicinity of the points ti "approaches" as i --~ oc to the vertical segment {ti} x I., 
(i2,1 E. Y~. [~.OMANENI<O 
where I .  is the domain of influence of the point 7* C F under the map f(~'t,~]' The solution my is 
therefbre not unifornfly continuous in the vicinity of the set {t = c~'~(t,.), i = 1, 2 , . . .  }. Hence, 
:r~ is asymptotical ly discontinuous and Liapunov unstable. 
Note also that in the conditions of Theorem 4, the solution ~'~ is actually not uniformly 
continuous in the vicinity of the set {t = (tJ(t.), j = 1 ,2 , . . .  } and has at the points t - ttJ(t.) as 
.j -~ oc properties analogous to those described by (28) and (29); we do not insert these properties 
in Theorem 4 for easy formulations. 
Consequences of Theorem 4 and the Lemma are two the following facts, the former being 
absolutely evident. 
TIIEOREM 5. I_£ 
max rr(F) > 1. where Gq,~ is tlle set of repelling cycles of f[q,~], (30) 
FC(;,I, ~ 
then almost each of those so]utions :r~ of equation (3) such that (q, ~) c- fz is asymptotically 
discox~til~uous. 
Interestingly enough, the more severe constraint 
i t t  nlin 7rq,~(a) > 1, fox" a certain integer 'm, > 0, (31) 
shows that  the conditions (20) and (30) are the reverse of each other (here Per_ (-) stands, as is 
customary, fox' the set of repelling periodic points of a map). 
TuI,;OI{EM (i. It" q = 1 in (3), then ahnost each of those solutions :% of equation (3) su& 
that (1, ~) C ~ is asymptotically discontinuous; more precise/y; for a solution x~ of equa- 
tion (3) and t. ~ DI(~), the properties (28) and (29) hold true with the only proviso that 
d "k .~  "k ~j[,,.~i(~.(t))lt=t. # o, where h is the smallest number such that the point 7. = J[q,~](cP(t*)) 
belongs to any one rq)e]ling cycle of the attcndant map f[q,~]. 
PI~ooF. Let F E Gv, v. Then It(F) > 1. Since #(F) = q.  Tr(F), we have re(F) > 1 if q = 1. 
It follows that the condition (27) of Theorem 4 is valid whenever F c Gq,p, which together 
with the Lemma implies Theorem 6. Of course, Theorem 6 can be obtMned directly from the 
corresponding results for difference quations of the form x(t, + 1) = F(.r,(t)) (see [1]). 
And what about the solutions :% of equation (3) such that (q, ~) E 5 b but (26) is not valid? If 
the condition (26) of' Theorem 4 is replaced with its converse, then the solution :% may appear 
to I)e unifbrmly continuous as well as asymptotical ly discontinuous. 
TIIEOI~EM 4'. Let (q, '~) ~ S.  Fm'ther, let F be a repelling cycle of the attendant map f[q,~] and 
t. ~ [0, 1) be such that f~' , [~l,v](~c(t.)) = 7. C F tbr some k > 0. I f  
dl a: t =0 .  l 1,2 . . . .  , r - l .  and ~fk(~2( t ) )  #0,  
then fbr the. soh.|tion :z:~ of equation (6), 
=1,2 , . . . ,  /=  1 ,2 , . . . , r -  1, (32) 
and therewith 
. j" Q f , (%) ,  ifTr(F) > qr-1 
["1 Lira :L'~ (E ( t , , ) )  = ~. (33) 
{>}, if (c) < 
This theorem is a consequence of Theorem 2' from [7]. Notice that  in the conditions of The- 
orem 4', the solution x; is always asymptotical ly discoxminuous if q = 1. This is so because for 
q -- 1, the inequality rr(F) > qr-1 holds good whenever a repelling cycle F and the inequality 
K(F) < qr-1 cannot be realized (as we have seen somewhat above, 7r(F) > 1 if q = 1). 
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6. CONCLUSIONS AND GENERALIZATIONS 
The above results may be summed up as follows. We have actually shown that the differential- 
difference quation (3) has a wealth of solutions whose asylnptotic properties arc similar to those 
for difference quations with continuous time. For this reason, solutions of equation (3), being 
smooth and bounded, may appear to be asymptotically discontirmo,us, which implies an extremely 
complicated long-time behavior of such solutions. 
More precisely, equation (3) with q > 1 can have bounded nonstationary solutions of three 
types, namely, 
(1) asymptotically constant solutions, 
(2) oscillating (with nonvanishing amplitude) solutions xv such that x'(t) --~ 0 as t --+ oc, and 
(3) asymptotically discontinuous sohltions. 
Moreover, for an asymptotically discontinuous sohltion x~ (t), not only does the maximum of x~ (t) 
on the interval [0, T] tend to infinity as T -~ oc, but there exists a set D~(p) C [0, 1) (which 
in most cases is infinite) such that for every t, ~ Dq(V) the graph of x~(t) in the vicinity 
of t -- c~i(t,), with (~,i being the i TM iteration of c~(t) = qt + 1, approaches to a certain vertical 
segment. It is reasonable to refer to points fi'om Dq (cp) as points responsible for the ~zsymptotically 
discontinuity of solution. 
The type of a nonstationary bounded sohltion x~ is deternfined by the pair (q, p); note that 
(q, c2) E 5 c. Namely, 
• in the first type are all solutions x¢ for which ~ ~ (pp(q) with p ~ [p~ ,p2}; 
• in the second type are almost all solutions x~ for which p ~ (I)p(q) with p c (pg,p,] and 
7c rn (z) rn~txzGI[q.~ ) %99\ , < 1 for some natura l  'nt; 
• in the third are ahnost all solutions xv for which ~ ~ (I~,,(q) with p E (P2,P,] and 
mmzcp~r (/[q,~]) 71-q,c~(~ ) > 1 for some natura l  m. 
When q = 1, solutions of the second type are impossible for equation (3) and solutions of the 
remaining two types are available. 
Several remarks on the way the results obtained may be extended need to be made. 
The first extension of our results is that the set of points responsible fi)r the asymptotic dis- 
continuity of the third type solutions x~ of equation (3) is actually wider then the set  Dq(~9). 
Namely, this set consists of the points that fall under the transformation t H w(t) in any one 
preimage of an unstable nonwandering point of the attendant map (this ac t  tbllows from [7] with 
the same method as in Theorem 4). 
A further evident extension is arrived at by abandoning the restrictions (1(/) on the function h, 
which gives the right-hand side of equation (3). 
Another much more essential extension can be obtained if we go fl'om equation (3) to more 
general equations of the form 
Hl(:~(t), ~.(qt + 1)):~'(qt + 1) + H2(:~(t), x(qt + 1))S(t)  - 0, t ~ R +, q > 1, (a4) 
with H1 and //2 being CLsmooth functions. Equation (34) can be 1)rought o a cornpletely 
integrable form [8]. Indeed, the associated ordinary differential equation 
H1 (u, v) dv + qHz(u, v) du, - 0 (35) 
h~s, whatever H1 and //2, an integrating factor, say u(u, v), that evolves the left-hand side of 
equation (35) into a total differential; namely, there is a flmction wq('u,, v) such that 
u(u, v)Ht (u, v) dv + qu('u, v)H2(u, v) du = d~q('U, v). 
Hence, ~q(u, v) = eonst is a general integral of equation (35). Then multiplying equation (34) by 
u(x(t),  x(qt + 1)), we rewrite it in the form 
d 
~<,(~:(t) ,  :~.(qt + 1)) = 0. (36) 
626 E. Yu. ROMANENKO 
Consequently, the operator in the left-hand side of (36) is the product of the two operators 
~l and F[x(t)] CCq(X(t),x(qt + 1)). It follows that equation (34) can be reduced to the D=~ 
one-parameter family of functional equations 
(37) 
Of course, in mul t ip ly ing  by u(x(t ) ,  x(qt  + 1)), one may lose some solut ions of equat ion  (34) or, 
vice versa, some extraneous olut ions may appear.  Therefore, one should analyze the equat ion  
1/u(x ( t ) ,  x(qt  + 1)) - 0 along with equat ion  (34). In addit ion,  by choosing different in tegrat ing  
factors, one can reduce equat ion  (34) to different integrable forms; however, all such forms are 
equivalent  (as far as the previous remark is concerned).  
If, fbr a given init ial  f lmct ion c2, the relat ionship co,¢(u, v) = A[q, 90], where A[q, ~] -- C0q(~(0), 
~c(1)), (:an be resolved, in un ique way or not, with respect to the var iable v, we arrive at one or 
more equat ions  of the form (6), that  has been discussed above. 
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