Introduction: Ideal properties of the Ordinary Least Squares (OLS or L 2 norm) estimator of single-equation linear econometric model y = Xa + e, while e obeys Gauss-Markov conditions, are well known. Additionally, if e is normally distributed, OLS estimator of a is also the Maximum Likelihood (ML) estimator. However, when e is non-normally distributed, hyperkurtic or infested with sizeable outliers, OLS estimator fails to perform. It has been observed that in such cases Least Absolute Deviation (LAD or L 1 norm) estimator performs very well. Sporadic errors in X (where sample X is true X + Ξ, and Ξ is a sparse matrix with nonzero elements substantial in size) also vitiate OLS estimation. There too, LAD performs well.
applied twice, once at each stage. The 2-SLS is also an Instrumental Variable method of estimation. In spite of OLS -the basic building block of 2-SLS -being an ideal estimator if the required conditions for its application are met, 2-SLS is ordinarily a biased but consistent estimator. It was found that L 2 -based k-class estimator performs extremely poorly when nonnormally distributed, hyper-kurtic or outlier-infested errors are met with.
Glahe & Hunt (1970) were the first to apply LAD estimation method to multi-equation linear models. Amemiya (1982) extended LAD (L 1 estimator) to multi-equation models. He generalized LAD to include 2-SLS as its special case. Amemiya's work is theoretical and his conclusions relate to asymptotic properties (consistency) of LAD in estimating the multiequation model. He derived consistency of 2-SLAD expressed as the minimization problem of 2-SLS, but for L=1 and 0 1 k ≤ ≤ it gives 2-SLAD. He found that for 0 < k < 0.5, 2-SLAD performs better than 2-SLS if errors are mixed normal. He suggested estimation by D2SLAD (Double 2-Stage LAD) in case of full non-normal and outlier infested errors. Newey (1985) , Pagan (1986) , Fair (1994) and Kim & Muller (2000) are some important studies on 2-SLAD estimation.
In real life, small or medium size samples are important. Small or medium sample properties of an estimator are difficult to obtain by analytical methods. Therefore, Amemiya suggested Monte Carlo experiments to assess the performance of LAD-based estimators of multiequation models with small or medium size samples. Our literature survey suggests that perhaps no study was conducted in this line. Possibly, frequent application of single equation estimation by LAD attracted intensive research as it is in the domain of statistics in which users from many disciplines are interested while multi-equation estimation is limited to econometric models only.
Monte Carlo Method of Simulation Experiments::
The Monte Carlo method as a numerical simulation technique was initiated by S. Ulam & N. Metropolis (1949) . Working with John von Neumann they developed algorithms for computer implementations, as well as methods of transforming non-random problems into random forms that would facilitate their solution via statistical sampling. Monte Carlo method is now used routinely in many diverse fields, from the simulation of complex physical phenomena such as radiation transport in the earth' s atmosphere and the simulation of the esoteric sub-nuclear processes in high energy physics experiments to the mundane problems such as the simulation of simple games. The primary components of a Monte Carlo simulation method includes: (i) Probability distribution functions (pdf's) -the physical (or mathematical) system must be described by a set of pdf' s; (ii) Random number generator -a source of random numbers uniformly distributed on the unit interval must be available; (iii) Sampling rule -a prescription for sampling from the specified pdf' s, assuming the availability of random numbers on the unit interval, must be given; (iv) Scoring (or tallying) -the outcomes must be accumulated into overall tallies or scores for the quantities of interest. Additionally, an estimate of the statistical error (variance) as a function of the number of trials and other quantities have to be determined. To enhance the speed at which the experiments are carried out, methods for reducing the variance in the estimated solution (resulting into reduction of the computational time for Monte Carlo simulation) are applied. For complicated and large systems, the Parallelization and vectorization-based algorithms are used such as to allow the Monte Carlo method to be implemented efficiently on advanced computer architectures.
Monte Carlo Method to study the Properties of an Estimator:
We find a good account of Monte Carlo experiments conducted for studying the properties of various k-class estimators in Intriligator (1978, pp. 416-420) . The method starts by postulating a specific model and assign numerical values to all parameters in the model. In a single equation model such as y = Xa + e, X and a are assigned specific numerical values. The dimension of X(n,m) is fixed. Properties of e (such as its pdf or distribution and the parameters of the distribution) are specified. For fixed Xa, disturbances (e) are generated with the given specification and, using the candidate estimator, a is estimated to give â repeatedly for a large (say, r ) number of times. This gives an array of estimated parameters, say ˆ( ) a r . Then mean(ˆ( ) a r ), variance(ˆ( ) a r ) and RMS(ˆ( ) a r ) = In case of a multi-equation models such as YA+XB+E=0, the experiment starts with given (pre-assigned) X(n,k), A(m,m) and B(k,m) matrices as well as the specifications regarding the structural disturbances, E. Then the matrix of sample disturbances, E, is generated with the pre-specified statistical properties. With the given X, Π = -BA -1 and U= -EA -1 , Y = XΠ + U is obtained. The candidate estimator is now applied to obtain Â and B . The process of generation of E, Y = XΠ + U and estimation of Â and B is repeated for a large number of times and finally bias, variance and RMS are obtained as in case of single equation models. This exercise makes a unit experiment. Such experiments are carried out repeatedly. Conclusions are derived from the results of these experiments. In Monte Carlo experiments parameters such as sample size (n), model size (m in single equation models, and m and k in multi-equation models) and distribution of E and the parameters of chosen distribution are variables that may influence the performance of a candidate estimator. Therefore, one may vary some or all of these parameters to study the performance of the candidate estimator.
It is also possible to study the performance of a candidate estimator in presence of outliers. Then experiments are carried out with y = Xa + e+ O or YA+XB+E+O = 0, where O is the matrix of outliers. Usually O has a sparse structure, a few of its elements being non-zero and the rest zero. Non-zero elements are usually randomly spaced and random in magnitude, though within a given range. Large and numerous outliers have a great impact on the performance of LSbased estimators while LAD-based estimators are usually immune to their number and size.
Sporadic errors in X (where sample X is true X + Ξ, and Ξ is a sparse matrix with nonzero elements substantial in size -not to be confused with stochastic X) also destabilize LSbased estimators. Monte Carlo experiments may be carried out to study the performance of an estimator in presence of sporadic errors or perturbations in X.
Objectives:
We aim at investigating into the performance of some LAD-based estimators vis-à-vis that of the LS-based estimators for linear econometric models of various specifications. In particular, we aim at comparing the performance of the said estimators in case of multi-equation linear econometric models. We envisage that in case of linear models with non-normal disturbances or outlier-infested disturbances, LAD-based estimators will outperform the LSbased estimators. LS-LAD estimator obtains P (the matrix of Reduced form Coefficients) by OLS, but the structural coefficients (a j and b j ) by LAD estimator. LAD-LS estimator obtains P by LAD, but the structural coefficients (a j and b j ) by OLS. It may be considered as a variant of IV (Instrumental Variable) estimators where LAD-estimated Ŷ are used as the instrumental variables for Y. LAD-LAD estimator is D2SLAD of Amemiya (1982) , which obtains P as well as the structural coefficients (a j and b j ) by LAD estimator. The LS-GILN is the Khazzoom estimator (Khazzoom, 1976) 
The Candidate Estimators:
Therefore, GILN is applicable in case of any structural equation exactly or over identified. In LSbased GILN (Khazzoom estimator) P = (X'X) -1 X'Y is the matrix of Reduced Form coefficients estimated by OLS. However, if P is estimated by LAD, the GILN is LAD-GILN, which may perform better than LS-GILN if the structural disturbances are non-normal or infested with outliers.
Distribution of Disturbance:
LS-based estimators of linear econometric model with normal disturbance have several merits. But for non-normal disturbances they may lose these merits. Therefore, in this study we compare the performance of candidate (LAD-based) estimators with LS-based estimators for the linear models with normally as well as non-normally distributed disturbances. Among the non-normal distributions we have chosen (i) Beta 1 , (ii) Beta 2 (iii) Cauchy, and (iv) Gamma distributions. Among these, Gamma is a very skewed distribution for small shape and scale parameters. Gamma variates are non-negative. Beta variates are nonnegative and largely plato-kurtic. Notoriety of Cauchy variates are well known. The 2 nd and higher moments of Cauchy distributed variates do not exist (in the population), though in samples they may be computed, but are unpredictable as they vary wildly from sample to sample. Yet, Cauchy distributed variates have zero mean and it is a symmetric distribution. Graphic presentations of these (generated) distributions give a fairly representative view of their nature.
The Process of Generating Random Variates with different Distributions:
Variates following these distributions are computer generated. The program runs the following process (and exploits the relevant theorems regarding their nature). First, uniformly distributed random numbers are generated by some suitable method. We have used the Power Residue method (Krishnamurthy & Sen, 1976, pp. 303-307 ) using a 16-bit processor. Uniformly distributed random numbers may be transformed into normally distributed random numbers, N(0,1), by the transformation
where u 1 and u 2 are uniformly distributed independent random numbers lying between (0,1) and x is the standard normal variate (Knuth (1969) , Texas Instruments Inc (1979) , p 54). Alternatively, one may generate N(0,1) from uniformly distributed u(0,1) numbers, by using the Central Limit Theorem (Gillett (1979) x m c x m
is Cauchy distributed (Kapur & Saxena, 1982; p. 427) .
In particular, the quotient of two independent standard normal variates is Cauchy distributed. From two independent Gamma variates, g 1 and g 2 with parameters l and m respectively, we may
, which is a 1 ( , ) l m β distributed variate, and
, which is (Kapur & Saxena, 1982; p. 292) . In general, starting from uniformly distributed variates, we may obtain a variate with almost any kind of distribution by a sequence of suitable transformations.
The Design of Monte Carlo Experiments with Single Equation Linear Models:
A single equation linear econometric model is y = Xa + e + O, where e is the disturbance term with a specified distribution and O is the sparse vector of outliers with a specified number of nonzero elements lying within a specified range and spaced randomly over the sample observations. X(n,m) is the (fixed) non-stochastic matrix, n referring to the sample size and m referring to the number of explanatory variables (model size). We have experimented with two sample sizes; n = 20 and n = 50. Models are of three different sizes; m =2 (Model 1 ) , m = 4 (Model 2 ) and m = 6 (Model 3 ). Disturbances (e) are of five different distribution types; normal, Cauchy, Gamma(2), Beta 1 (2,2) and Beta 2 (2,2). Disturbances have standard deviations = 0.1 relative to the mean magnitude of the dependent variable, y. The numbers of outliers (non-zero elements in O) are: 0 (i.e. absence of outliers), 1, 3 and 5. The ranges of magnitudes of outliers (when present) are (0, 0.5) , (0, 1) and (0, 2) times the mean value of the dependent variable, y, in a particular model.
To obtain a by minimizing S 1 = 1 1
,where a is the LAD estimator of a in y = Xa + e + O, we have used Fair (1974) algorithm. The algorithm is iterative in nature and exploits the Brouwer-Kakutani fixed point theorem . We set the upper limit of iteration (to reach convergence) to 100. Accuracy in estimation is limited to at least 0.0001. For all computations we have used double precision arithmetic in FORTRAN 77 (16 bit arithmetic). As a digression though, it is pertinent to mention as to the reason for choosing the Fair algorithm. Minimization of S 1 was tried with a number of non-linear optimization methods such as Hooke-Jeeves, Nelder-Mead, Powell and Rosenbrock algorithms. These are principal derivative free multi-variable non-linear search algorithms. FORTRAN source codes of these algorithms are available in Kuester & Mize (1973) . The Random Walk algorithm (Rao, 1978, pp. 252-257) 
Findings of Monte Carlo Experiments with Single Equation Linear Models:
First we present the frequency distribution of success of different candidate estimators in dominating OLS as tabulated in the tables B.1 through B.5. The entries in the cells of these tables are the number of success (out of the total number of experimental trials or cases -given in the rightmost columns of the tables) and where the ratio of the number of success to the number of trials (cases) is larger than 0.5, the entry has been highlighted. We observe the following:
(1). Among the different disturbance distributions only Cauchy and B 2 favour LAD (or LADRW) estimators against the OLS estimator. Among the distributions, Cauchy is absolutely dominating.
(2). No outlier or single outlier cases give no edge to the LAD estimator against the OLS estimator, but for larger number (3 or 5) of outliers LAD outperforms OLS. However, LADRW performs better than OLS in presence of outliers (1, 3 or 5) while it has no edge over OLS if no outlier is present. LAD and LADRW outperform OLS for whatever size of outliers.
We conclude therefore that Cauchy or B 2 distributed errors favour LAD estimator against the OLS estimator. Performance of LAD (or LADRW) in case of Cauchy distributed disturbances is spectacular. We observe that out of 60 experiments with Cauchy distributed disturbance term LAD outperforms OLS in 59 cases. LADRW outperforms OLS in 60 out of 60 experiments. 0  10  10  30  2  a  11  10  30  3  b  10  10  30  4 c 10 11 is a vector of 300 elements. This vector may be considered as a sample R from the population R since one may carry out many more experiments to obtain a still larger number of ρ to construct R with many more elements. Then we postulate that the value of R i is conditioned by the model specification in terms of sample size, model size, distributional specifications of the disturbances and the number and size of outliers that make up the dependent variable y in y = Xa + e + O. Therefore, in the Probit analysis, we have the following explanatory variables: . For large samples we use k=1.0 and k= 2.0. The size of outliers is k*mean(y) or k times the mean of the dependent variable. The specified number of outliers are added to different observations of the dependent variable (y) at randomly selected locations (cases or observation). The value of the decision variable OSIZE takes on these values of k. Thus OSIZE takes on three different values -0.5, 1.0 and 2.0 depending on the specified conditions. Binary coding of distribution variables necessitate that any four (out of 5 namely, N, C, G, B 1 and B 2 ) of them at most can at a time be included in the list of explanatory variables, since all five, if included, make up for a perfect multicollinearity. In view of the spectacular performance of LAD and LADRW for Cauchy distributed disturbance term (exhibiting 59 and 60 successes respectively out of 60 experiments) we have chosen to drop out Cuachy from the list of explanatory variables. Accordingly, our general Probit Regression model may be described as follows:
TABLE B1. EFFECT OF DISTRIBUTION
----------------------------------------------------- Sl. No. DISTBUTION LAD LADRW CASES ------ ---------- ----------------------- 1n 18 23 60 2 c 59 60 60 3 g 21 24 60 4 v 10 14 60 5 b 53 52 60----------------------------------------------------- TABLE B2. EFFECT OF SAMPLE SIZE ----------------------------------------------------- Sl. No. SAMPLE SIZE LAD LADRW CASES ------- ----------- ------------ ------ 1 s 73 81 150 2 l 88 92 150 ----------------------------------------------------- TABLE B3. EFFECT OF MODEL SIZE ----------------------------------------------------- Sl. No. MODEL SIZE LAD LADRW CASES ------- ---------- ----- ------ ------ 1----------------------------------------------------- TABLE B4. EFFECT OF NO. OF OUTLIERS ----------------------------------------------------- Sl. No. NO. OF OUTLIERS LAD LADRW CASES ----------------------- ----------------------- 1 0 41 41 120 ------------------------- ----------------------------------------------- ------------ -------- Total (AT LEAST ONE OUTLIER) 120 132 180 -----------------------------------------------------
TABLE B5. EFFECT OF SIZE OF OUTLIERS
----------------------------------------------------- Sl. No. OUTLIER SIZE LAD LADRW CASES ------- ------------ -------------------- 130 ------------------------- ------------------------ Total (ZERO OUTLIERS) 41 41 120 ------------------------- ------------------------ 5 s 43 51 90 6 b 77 81 90 ----------------------------------------------------- NOTE:N (Normal0 1 2 3 1 4 2 1 2 1 2 i
R k a N a G a B a B b NOBSRV b COEFF c NOUT c OSIZE error
where R i (binary measure of the success/failure of one of the estimators, namely LAD or LADRW).
The results of Probit Analysis are tabulated in the following tables (S1 through S6). It is especially to mention that inclusion of N (normal disturbance) and B 1 (Beta 1 disturbance) together as the explanatory variables in the Probit regression makes the estimation procedure unstable due to ill conditioned variance-covariance matrix of explanatory variables. Hence, only one of them (at a time) may be included in the list of explanatory variables. Accordingly, we find that N, B 1 and G have depressing effect on LAD and LADRW estimators. B 2 gives an edge to LAD (as well as LADRW) estimator over OLS estimator. Presence and size of outliers favour LAD (as well as LADRW) estimator. Sample size (n = NOBSRV) and model size (m = COEFF) do not matter. 
Results of Probit Analysisof Performance of LAD (LADRW) Estimator of Single Equation Linear Econometric Models

The Design of Monte Carlo Experiments with Multi-Equation Linear Models:
A multiequation linear econometric model is YA + XB + E + O = 0 where E is the disturbance matrix with a specified distribution and O is the sparse matrix of outliers with a specified number of nonzero elements lying within a specified range and spaced randomly over the sample observations of different structural equations. Y(n,m) is the matrix of n sample observations on m endogenous variables and X(n,k) is the (fixed) non-stochastic matrix of n sample observations on k pre-determined ( 
Findings of Monte Carlo Experiments with Multi-Equation Linear Models:
First we present the frequency distribution of success of different candidate estimators in dominating 2-SLS as tabulated in the tables C1 through C6. The entries in the cells of these tables are the number of success (out of the total number of experimental trials or cases -given in the rightmost columns of the tables) and where the ratio of the number of success to the number of trials (cases) is larger than 0.5, the entry has been highlighted. We observe the following: Entries are the frequencies while relative norms are greater than unity in magnitude.
Probit Analysis: For a comprehensive analysis of the results of our experiments, we construct a variable, R, which takes on only two values, zero or unity.
otherwise. In other words, R takes on a value of unity if a particular candidate estimator (LS-LAD, LAD-LS, LAD-LAD, LS-GILN and LAD-GILN) outperforms 2-SLS, else R = 0. We go in for the Probit analysis of R C . Since we have carried. out 630 experiments, R is a vector of 630 elements for each candidate estimator. This vector may be considered as a sample R from the population R since one may carry out many more experiments to obtain a still larger number of ρ to construct R with many more elements. Then we postulate that the value of R i is conditioned by the model specification in terms of sample size, model size, distributional specifications of the disturbances and the number and size of outliers that make up the dependent variables Y in YA + XB + E + O.
Thus, we have five dependent variables, each binary in nature, representing the success (1) or failure (0) of the estimator in outperforming 2-SLS. On the other hand, specifications may be used as the independent variables that explain the variations in the dependent variables. Accordingly, we have used the following independent (explanatory) variables that represent the model specifications: Of distribution variables any four (out of 5 namely, N, C, G, B 1 and B 2 ) at most can at a time be included in the list of explanatory variables, since all five, if included, make up for a perfect multicollinearity. Similarly, either SSD or BSD can be included among the explanatory variables since they together make up for a perfect multicollinearity. Accordingly, our general Probit Regression model may be described as follows: where R i (binary measure of the success/failure of one of the estimators, namely LS-LAD, LAD-LS, LAD-LAD, LS-GILN or LAD-GILN). There would be some zero restrictions on the coefficients (implying absence of some particular explanatory variables), These restrictions are: (i) at least one of the a j will be zero and (ii) either b 1 or b 2 (or both) will be zero. Other coefficients may be zero or non-zero.
The results of Probit Analysis indicate that except LAD-GILN and LAD-LAD, other estimators do not outperform 2-SLS in any significant manner. The probability of success for LS-LAD, LAD-LS and LS-GILN are 135/630 (21.43%), 108/630 (17.14%) and 111/630 (17.62%) respectively. Even in the experiments with outliers (270 in number or 42.86% of the total number of experiments), the probability of their success is less than 0.5. However, LAD-GILN and LAD-LAD have probability of success 233/630 (36.98%) and 262/630 (41.59%) respectively. This indicated that in presence of outliers or non-normal disturbance, they outperform 2-SLS in the majority number of cases as we have seen in the tables above.
We report here the most significant tables and results only. The summary table indicates that of eleven LAD-LAD Probit models, #6 and and #7 are the best (followed by LAD-GILN Probit model #5 -among the seven alternative models). 
Appendix
Sporadic errors in X (where sample X is true X + Ξ, and Ξ is a sparse matrix with nonzero elements substantial in size) also vitiate OLS estimation. There too, LAD performs well. Since it does not make a part of our stated objectives, but we have carried out some experiments on this too, we find it appropriate to relegate this finding to the appendix. To describe the problem we explain it with an example. Let true Y (=Y*) be Y* = 19.7 + 9.6 X* 1 +11.1X* 2 +6.2X* 3 ; Y = Y* + E, where E is drawn from a normal population with mean = 0 and σ = 10 Table A1 ). The regression coefficients (OLS and LAD estimated) are given in table A2. Four experiments are done by adding Ξ through Ξ 4 to X* such that X = X* + Ξ k (k=1,2,3,4). Results of OLS and LAD estimation for the four experiments are given in table A4. We find that LAD outperforms OLS. No. X* 1 X* 2 X* 3 X* 1 X* 2 X* 3 X* 1 X* 2 X* 3 X* 1 X* 2 X* 
