Understanding the Practice of Discovery in Enterprise Big Data Science: An Agent-based Approach  by Anya, Obinna et al.
2351-9789 © 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of AHFE Conference
doi: 10.1016/j.promfg.2015.07.345 
 Procedia Manufacturing  3 ( 2015 )  882 – 889 
Available online at www.sciencedirect.com 
ScienceDirect
6th International Conference on Applied Human Factors and Ergonomics (AHFE 2015) and the 
Affiliated Conferences, AHFE 2015
Understanding the practice ofdiscovery in enterprise big data 
science:An agent-based approach
Obinna Anya, Bob Moore, Cheryl Kieliszewski, Paul Maglio, Laura Anderson
IBM Research – Almaden,650 Harry Road, San Jose, CA 95120
Abstract
Scientific discovery is substantially a social process. It involvesorganizational and inter-personaldynamics, resource and data 
constraints, biases and fads, as well as serendipity and chance encounters that are usually hardly represented in formal depiction 
of discovery. In this era of big data science, with heavy reliance on crowd-sourced data, open innovation, and collaborative 
analytics, the effect of the social and material realms on the process and practice of discovery is likely to become more acute. 
Understanding, and possibly predicting,the roles ofthese new data practices, organizationaldynamics, and social infrastructures in 
shaping discoverycan inform the design of more effective tools for enterprise big data science. In this paper, we present an agent-
based model of the practice of discovery in big data science. Using a simulation system based onthe practice-based approach to 
work study, the concept of bounded rationality,and the Gaia methodology for simulating organizations, we model big data 
science as an activity occurring within the social and organizational context of an enterprise. We present the background of this 
work, give an overview of the conceptual design of the model, and show some initial results.
© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of AHFE Conference.
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1. Introduction
Although usually notwellrepresented in formal depiction of scientific discovery [1], collaboration and social 
interaction constitute an essential ingredient of modern scientific practice [3].With much of today's discovery rooted 
in big data and fueled by new methods such as collaborative analytics, open innovation, and data-driven hypothesis 
generation [4], businesses increasingly foster collaboration among experts across multiple disciplines, between 
scientists and clients, and even engage in knowledge co-creation with the public [5] to accelerate discovery. For 
example, natural disaster risk reduction in many casesdemands collaboration between climate modelers, 
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geophysicists, city planners, and structural engineers.In organizations, the practice of building research teams that 
include researchers from diverse disciplines who engage across a wide range of domains and modalities has
increased tremendously in the past few years. The IBM Research Accelerated Discovery Lab [6] (herein referred to 
as “the Lab”)is an example of an initiative designed to facilitate open and cross-domain collaboration. It is designed 
to supportdata analytic research projects mostly focused on discovery, which we take to mean“the gaining of new 
insight or understanding, often with the intent of attaining predictive or prescriptive capability” (p. 41). The Lab 
aims to foster and accelerate this kind of innovationthrough (1) a discovery platform that enables“research in and 
improvements to the tools and systems that facilitate discovery”, and (2) partner projects that support“the business 
person or domain expert who uses the environment to focus on their investigation instead of the systems and data 
challenges”. To accomplish these objectives, the Labequally seeks to (3) gain an in-depth understanding of “how
discovery occurs, and how it can be accelerated” (p. 41).
With an open environment that facilitatescollaboration and exchange of ideas, tools, and data, the Lab faces a 
tremendous need and challenge in accomplishing the third objective.While potentially leading to deeper insights, the
new discovery platforms and analytic methods in data science demand novel collaborative practices and alternative 
business strategies that are currently not well understood – and may make the path to discovery longer, error-prone, 
and expensive. What is required is a tool to enable the Lab to represent, measure, and communicate the expected 
consequences of alternative analytics practices and affordances put in place in the new collaborative environment 
before actually applying them.For example, what set of analytics experiments is most appropriate for which set of 
data? What relationships exist between datasets across multiple systems, and what are their implications for a 
research project? Will crowd-sourced data give better results, or a higher return on investment, than proprietary 
data? How do we configure cross-disciplinary groups for optimal results? How do we even begin to conceptualize 
organizational dynamics, policies, and practices that will accelerate discovery in big data science, including, perhaps, 
serendipitous interactions that spark insight? What will be the right abstractions and metrics?
We study the work practices of discovery in the Lab focusing on the human and social dimensions of large-scale 
data-intensive research and discovery practices. Using primarily interviews and observational studies, we examine
discovery processes across the many domains of our partner projects, looking at how the practice varies across 
differently-constituted teams in order to identify the roles collaboration and social interaction play and 
uncoveressential technological, informational, and environmental characteristics that can encourage or hamper
discovery.
In this paper, we introduce agent-based modeling as a mechanism to build on our field studies. We take as input 
empirical findings from the field studies for the purpose of generating a model capable of identifying and predicting
the conditions that can accelerate discovery. The goal is to enable organizations to conceptualize, and possibly 
predict, the social dynamics, organizational infrastructures, and data practices that lead to innovative discovery, 
including interactions between people, tools, and data.Central to our study is the identification of system 
relationships, patterns of work and interaction, and typologies of discovery that will lead to a richer understanding of 
how to conceptualize, validate, and represent new data practices that lead to optimized knowledge production [6]. In 
what follows, we present the background of this work, give an overview of the conceptual design of the model, and 
show some initial results.
2. Theoretical background
Practice theories [7], [8] and the concept of bounded rationality [11] form the basis forconceptualizing behaviors 
in our simulation. The Gaia methodology [2] provides a mechanism for translating the model conceptualization into 
computational representation, and will be discussed in section 5. In this section we describe the theoretical basis for 
the behaviors in the simulation.
Big data science entails a radical departure toward a view of science asa phenomenonthat is dependent on 
collaboration [15] and where the social and material realms play a central role [6].Practice theories [7] offer a 
framework for understanding and gauging these new collaborative and social activities in data science, not just 
through observation, for example, but also through a “meaning-making, identity-forming, and order-producing” (p. 
7) idiom that rejects the idea that there is a fundamental distinction between micro- and macro-phenomena in how 
organizational work is realized (p. 8). In our agent-based model, investigating and understanding agent interactions
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is the basis for making sense of the practice of discovery. The modelhighlights the critical role that mundane objects 
and material technologies play in organizing new forms of work and analytics practices. Of particular interest to us 
are the work and practices of cross-disciplinary analytics teams. 
In our simulation, we have linked practice theories to Simon’s concept of bounded rationality. Simon suggests 
that organizational workers (in our case data scientists1) are cognitively limited by the strategies, resources, time, 
and skills they have to carry out their research. From a practice-based approach, more data may not always lead to 
better research results or more innovative discovery. Rather a characterization of the essential technological, social, 
informational, and environmental entities and their interactions within an analytics ecosystem is essential to 
understanding how discovery emerges. Using these two theoretical perspectives in a simulation environment, we 
explore how certainanalytics methods, organizational structures, data sources, worker skills, and work processes 
interact to lower cost, mitigate risks, and enhance opportunities for discovery in enterprise big data science. 
3. Related work
A number of studies have investigated scientific discovery as a complex dynamic system using approaches such 
as agent-based modeling and empirical techniques [3, 13, 23, 16, 19, 24, 10, 25]. Starting mostly from a desire to 
generate quantitative features to explain the dynamics and evolution of science as observed over a period, most of 
them have focused on phenomena such as citation behaviors [24, 23], the distribution law of publications [25, 23], 
and the clustering of research into specialties [22]. They appear to emphasize scientific productivity as a product of 
networks of publications and citations, with little attention to the effect of low-level organizational factors on 
scientific discovery. Others [18, 21] have modeled discovery with a view to evaluating the normative claims of 
potential policies and analyzing the impact of public funding on innovative performance. Like these authors, we are 
interested in modeling the effect of organizational policies on a scientific process. But, whereas they focus on long-
standing research practices, such as organizational funding [18] and the production of scientific papers [21], we 
focus on emerging practices in data science, such as access to distributed datasets and cross-domain collaboration, 
and take an empirical agent-based modeling approach [14, 16].
Agent-based models require detailed specifications of structural conditions, institutional arrangements, and 
behavioral dispositions [20], which is ideal for situations such as in enterprise big data science where the interaction 
of agents is contingent on past experience, and where other modeling techniques appear characteristically unsuitable
to derive dynamic consequences [17].Epstein [9] outlines 16 reasons for modeling besides explanation and 
prediction. Arguably, they appear relevant in modeling enterprise big data science by providing a framework to 
guide data collection, suggest dynamical analogies, discover new questions, suggest efficiencies, and expose the
prevailing wisdom as incompatible with available data. These reasons run parallel to enterprise big data science 
activities of data identification and collection, curation, analysis, data-driven hypothesis generation, and analytics
practices. By allowing experimentation with “what-if” scenarios, agent-based models enable experimentation 
amongalternative ways of structuring analytics work processes to optimize knowledge production based, for 
example, on what resources are available or what activities and interactions occur.
4. Model description
As noted earlier, the primary goal of the model is to improve our understanding of how discovery occurs in 
enterprise big data science so as to identify, and possibly predict, conditions and actions that encourage or hamper 
discovery. As indicated by our empirical data (see section 4.1), big data science projects involve a high degree of 
cross-domain collaboration. As a result, we seek to understand collaboration patterns among cross-disciplinary 
researchers and their implications for improving the organization’s innovation performance.The modelwould, for 
example,provide actionable guidance to research managers in defining individual and group-level rules of 
collaboration and data practices, and designing support for cross-domain collaborationin big data science.
1We use the term data scientist to refer to anyone whose primary job function includes working with data to answer questions that lead to discovery.
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4.1. Empirical characterization of state variables
In characterizing our agent-based model, we aim to surface the model as an artefact and define its input 
parameters on the basis of empirical data [14]. This implies explicating the role of people as well as their interaction 
with data and resources within an analytics system. Our data collection approach relies on onsite observation of data 
scientists as they perform their work in the Lab’s open collaborative environment, in-context and follow-up
interviews, and meta-analysis of the literature on data science. Thus,enabling access to the actual and dynamic 
aspects of data science work.Since this paper is on agent-based modeling, we will not discuss details of our data 
analysis, but rather focus on how the results of the study were employed as parameters to characterize agents in our 
model.Table 1 outlines a loose mapping of study results to model parameters.
Table 1. Agent parameters derived from study data.
Parameter Name Description Possible Values Source of Parameter
Collaboration
(knowledge 
exchange or data 
sharing) strategy
Whether collaboration occurs within groups or 
across groups
Within group (normative 
protocol – 0), Across group
(social protocol – 1)
Observation, interview study, and 
meta-analysis of [10] , [13]
Interaction style Whether communications are planned or happen 
informally and extemporaneously
Planned (0), Ad hoc (1) Observation, interview study, and 
meta-analysis of [10], [13]
Approach to 
analytics work
A measure of an agent’s overall approach to 
work. Fixed during a simulation cycle 
Structured (0), Agile (1) Observation and interview study
Diversity of
analytics tools
A measure of the range of analytics tools and 
methods used
1, …, 10 Observation, interview study and 
meta-analysis of [10], [6], [13]
Data source type A specification of the source of a dataset Proprietary (1),
Crowdsourced (2), Open 
standard (3)
Interview study, system log
analysis
Nature/type of 
discovery
A measure of research outcome Incremental (0), Radical (1) Interview study 
Collaboration 
environment
Whether analytics work or a particular 
engagement happens online or offline. Fixed 
during a simulation cycle
Physical (0), Virtual (1) Observation and interview study
Expertise level A measure of an agent’s domain expertise, 
defined as knowledge, skill and experience 
levels. Varies during a simulation cycle
1, …, 10 Interview study and meta-
analysis of [10], [13]
Data accessibility Ease of access to data as and when needed 1, …, 10 Interview study and meta-
analysis of [6], [19]
Data re-use Whether or not agents are disposed to re-using 
data (at the agent level), or encouraged to do so
(at the environment level)
1, …, 10 Observation, interview study,
system log analysis, and meta-
analysis of [19], [10]
Data management 
strategy
An organization’s ability to manage and preserve 
data with integrity and provenance. Used as a 
fixed environmental variable in the model
Low (0), High (1) Interview study and meta-
analysis of [6], [10], [19]
We adapt the characterization and parameterization framework proposed in [14] to characterize the study results 
for model formulation (see Fig. 1). The framework enables us to model the collaboration patterns of researchers, and 
to design the model based on three principle components: human agents, their social network, and theenvironment 
the human agents operate in. Characterization and parameterization allows for the capturing of all human-related 
contexts within the agents’ work environment (such as socio-technological systems) and provides an approach for 
embedding theoretical and empirical steps in the research process based on preprocessed data collected from 
observation, interviews, and meta-analysis of studies of data science activity (Fig. 1). Agent types and agent 
behavior structures are specified using model characterization methods (step M1) based on both quantitative and 
qualitative data. Steps M2 and M3 include methods to parameterize agent attributes and agent behaviors 
respectively, as well as the development of explicit agent types, which are derived from agent attributes and/or agent 
behaviors. At step M4, up-scaling methods are used to map the agent attributes and behaviors defined on the basis of 
the small sample data (e.g. studied researchers in the Lab) to the larger population of enterprise big data scientists.  
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Fig. 1. Model characterization framework (adapted from [14]; a related flow diagram for data-driven ABM appears in [16]).
The primary agents in the model include researchers working individually (agents)or as a group (agent groups)on 
big data science projects in the Lab, and interacting with each other and the environment. The groups vary in size 
and composition depending on the nature of analytics project. Interdependencies among agents proved to be an 
important variable derived from the study data. The interdependencies helped establish dynamics and complexities 
in the system and are implemented in the knowledge exchange model (in section 5). Overall, we took care to ensure 
that important variables were derived from the outputs of our study data as shown by the agent and environment 
parameters in Table 1. 
4.2. Environment
The model environment encompasses both the physical and virtual environments of the Lab, which we refer to as
the work marketplace. The physical environment includes the Lab’s open collaborative space where researchers 
conduct team meetings and interact with one another and with available data and resources. This environment is 
made up of collaboration technologies and tools including videos, flexible whiteboards and displays, web-
conferencing tools, and telepresence robots. The virtual environment comprises web-based spaces and tools for 
collaboration, information sharing, and collaborative data analysis. The work marketplace serves as the containerfor 
all environmental variables and also to serve as a timekeeper for the simulation. In the work marketplace, 
knowledge is “traded” between agents to accelerate discovery.
5. Model design
The model consists of the agent model, the group model, the work cluster model, and the knowledge exchange
model. Fig. 2a shows the elements and dynamics of the model. In the agent model, an agent is specified as an active 
communicating entity that is capable of playing roles within groups and collaborating across groups according to 
institutionalized patterns of interaction. It performs tasks based on resources available to it and its expertise 
level(defined as its knowledge, skill and experience levels) to make new discoveries. Each agent has the same set of 
functions, performs work actions, and acts as the controller of its own local work resources. Agents communicate 
and collaborate with other agents across group models via social (non-normative) roles. 
The agent model is specified using a layered structure consisting of three layers. The Local Work Practice 
Management Layer contains an agent’s workflow model. The workflow model typically includes a set of concepts 
that describe tasks, roles, processes, analytics methods, tools, guidelines, protocols, policies, and dependencies 
among tasksthat are primarily used to execute work processes. Using the Gaia methodology, we define an agent's 
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role at design time based on a norm ontology [2] consisting of a set of attributes: responsibility, permission, safety 
property, andliveness property.At runtime,a context-specific implementation of one or more workflow models 
constitutes an agent’s work practice. The focus on work practice is important to allow for the simulation of observed 
behaviors rather than prescribed task sequences. For example, a workflow representing a set of prescribed activities 
may not unfold as planned because the agent is interrupted or lacks the skills, tools, or data required to execute the 
activities as planned. The local work practice manager allows agents to manage their local analytics resources and 
data, and to execute their workflows in relation to their work contexts. The Local Work Practice Management Layer 
also provides the information needed by the coordination layer to make decisions. The Communication 
Layerenables agents in the system to communicate with each other and with their environment using common data 
models and communication protocols.Agents communicate for various reasons, including to share information, to 
share data, to learn, to mentor, or to get work done.The Coordination Layer is primarily used to coordinate the 
collaboration and analytics activities of agents in cross-disciplinary engagements. The data an agent receives at the 
communication layer is submitted to the coordination layer, which decides how the agent should act on the data 
according to the agent’s expertise level, roles, local work practices, available resources, and research project goal.
The group model describes an agent group, i.e. a normative group with a research manager and an assigned work 
cluster. Groups are designed following the same three-layered structure used for agents. The only difference is that 
coordination in groups is performed by a functional manager (the central control). During design, a group model is 
thus defined as a set of agents with a control attribute, and is implemented as an agent type. As defined in the Gaia 
methodology, agents within a group assume normative roles [2].
The aim of the work cluster model is to identify the set of work activities necessary to execute a research project. 
The work cluster model was inspired by the practice diagram in [8]. By a work cluster, we mean a single coherent 
set of work activities in which an agent or a group will engage. The work activities in a cluster might require 
different roles of agents or groups (each having its own practices).Each work cluster is delineated by major semantic 
transition points, e.g. analytics tools as boundary objects [12],to enable discovery and learning across roles during
knowledge exchange. A work cluster is the specification of a set of work activities at design time. Using the practice 
diagram allows us to annotate each work cluster with four key attributes: (a) work and organization context 
description, (b) agents/groups, (c) informational resources, and (d) events [8]. At runtime, these annotations enable 
us to compare the specification of the work activities at design time and their actual implementations in the agent or 
group’s Local Work Practice Management Layer. For each work cluster, it is necessary to identify and document 
relevant work properties. In particular, we identify the inputs, outputs, pre-conditions, and post-conditions of each
work cluster. Inputs and outputs are derived from the work cluster specification. Pre-conditions and post-conditions 
represent constraints on work activities, and are derived from the safety properties of an agent or group’s role. The 
work cluster model is implemented based on the Gaia services model[2].
Finally, we describe the knowledge exchange model. The goal of the model is to capture the dependencies, 
relationships, knowledge manipulation, and learning among agents and groups, which is crucial in data-driven 
discovery [15].Knowledge exchange occurs in the work marketplace. In our model, we define two types of 
protocolfor the knowledge exchange model: normative and social. The former is based on institutionalized patterns 
of interaction that has been formally defined and abstracted away for any specific sequence of execution steps [2]; 
this occurs mainly among agents in the same group. The latter is used for cross-disciplinary knowledge exchange, 
and is often based on the agents’ social networks. The knowledge exchange model is implemented based upon the 
Gaia interaction model. In our design, emphasis is placed on the essential nature and purpose of the knowledge 
exchange (e.g. outcome), rather than on the precise ordering of particular message exchanges. An agent’s motivation 
to exchange knowledge is computed on the basis of relative similarity(i.e. whether it’s in the same group or on the 
same social network with the other agent) and need(i.e. the agent’s desire to increase its expertise level (learn), 
increase another agent’s expertise level (mentor), or get work done). To engage in knowledge exchange, an agent 
executes a knowledge exchange protocol depending on whether it wants to interact with a same group agent or 
across group using the following sequence of steps. (1) Determine who to interact with: the agent does this by 
computing its motivation for interaction and knowledge exchange as defined earlier. (2) Compute knowledge 
shared:this depends on whether the goal is to learn, act as a mentor, or to get work done. The agent chooses, at 
random, a part of the knowledge string that is not known (see section 6) and either queries the agent chosen in step 
(1) in order to learn; sends it to the agent in step (1) in order to mentor; or adds it to the assigned work activity result 
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knowledge base in order to get work done. (3) Determine adequate response:Upon getting a query, an agent decides 
if the sender is in its group, social network, or order to either reply or discard the query, or if it needed to refer the 
sent message to another agent. (4) Update model knowledge base:If an agent has exchanged knowledge in order to 
learn, its expertise levelwill be increased by a constant factor represented as a bit string. If the agent acted as mentor, 
its expertise level remains unchanged (we intend to incorporate rewards in future design of the model).On the other 
hand, if the goal of the knowledge exchange was to get work done, the assigned work activity result knowledge 
store is increased. If an agent receives referential data, e.g. about another agent aor a data source, it would update its 
knowledge store to indicate that the agent contacted in step (1) has no knowledge of the query, and use the 
referential data to initiate a new sequence of knowledge exchange with agenta or access the referred data source.
The model was implemented in Repast2.
6. Simulation and initial results
At the start of a simulation, work clusters that are represented as bit strings with expected timelines,areeither 
assigned randomly to groups or assigned based on empirical profiles of the groups. The simulation breaks an 
assigned unit of work into subtasks and randomly places them into each agent’s work file for processing based on 
role. Agents are endowed with an initial expertise level distributed randomly among agents, with some random 
variation in levels, but typically within 10%-30% of the maximum value. Each agent’s expertise level is represented 
by a bit string. For example, a value of 10 in an agent’s skill variable for work activity p means that the agent has 
very high skill to execute p and a value of 0 means no skill. During simulation, agents move in order to interact 
across groups based on the knowledge exchange model to blend perspectives for more innovative discovery. The 
simulation determines stochastically if a work result is innovative based on whether a prediction or a new 
prescription was made. This is calculated based on whether the resulting bit string of knowledge pushes the work 
activity result knowledge store to exceed a pre-defined threshold level.
Fig. 2.(a) Elements and dynamics of the simulation model; (b) Simulating impact of data re-use and two knowledge exchange strategies.
We carried out a series of simulated experiments using the model by systematically varying the initial conditions 
and various model parameters (see Table 1) to explore a variety of plausible resulting scenarios. The scenario for the 
experiments was based on a retrospective analysis of a research project identified during the observation and 
interview study. In particular, we focused on demonstrating the qualitative features of the modelto show the 
likelihood of new discovery from dataas data re-use increases, given that agents exchange knowledge within or 
across groups. As a result, the model parameters and the time step used in the simulated experiments have arbitrary 
units, and only serveto explore how the model behaves under varying conditions without attempting to predict 
specific values in the real world. Fig. 2b shows one of our initial simulation results. We ran the simulations for 1500 
2http://repast.sourceforge.net/
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steps, and measured the number of indications of new discovery cases obtained from steps 1000 to 1500 (the first 
500 are regarded as the transition period). The results indicate that the likelihood of new discovery increases with 
increase in data re-use. We also varied agents’ knowledge exchange protocols (normative vs social), and observed 
higher increasein new discovery cases when agents exchange knowledge across groupsversus only within groups.
7. Conclusion
This paper presents an agent-based model of the practice of discovery in enterprise big data science and shows 
some preliminary results. The work draws on both empirical and theoretical foundations, and builds a starting point 
from which future research to understand the roles and new data practices, organizational dynamics, and social 
infrastructures in shaping discovery can be carried out. Additional work is needed to perform comprehensive 
analysis and evaluation of the model, incorporate other diverse parameters emerging from new studies of big data 
science, and to validate and align the model with real world data.
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