Abstract. In pulping and papermaking, dirt particles significantly affect the quality of paper. Knowledge of the dirt type helps to track the sources of the impurities which would considerably improve the paper making process. Dirt particle classification designed for this purpose should be adaptable because the dirt types are specific to the different processes of paper mills. This paper introduces a general approach for the adaptable classification system. The attention is paid to feature extraction and evaluation, in order to determine a suboptimal set of features for a certain data. The performance of standard classifiers on the provided data is presented, considering how the dirt particles or different types are classified. The effect of dirt particle grouping according to the particle size on the results of classification and feature evaluation is discussed. It is shown that the representative features of dirt particles from different size groups are different, which has an effect on the classification.
Introduction
Recently the papermaking industry has been focusing on process optimization and has become more interested in machine vision methods. Dirt particles affect considerably the formation of paper, impairing the printing properties. Tracking the amount and type of dirt in pulp enables to use the materials and energy more efficiently. Additionally, knowing the type of the particles it is easier to determine the source of dirt and to eliminate the problem of dirt particles. Manual dirt counting is a time-consuming process, involving human for analysis and evaluation. In this case the human factor affects significantly the results of evaluation. A human is not able to keep the same level of concentration and attention during the whole period of work, and the decisions might be subjective depending on a researcher. The process of dirt counting might be automated so that the tedious work is performed by a machine and a human has only to analyze the results.
The machine vision approach in the paper quality control consists of acquisition of digital images of the paper samples and the analysis of the digitized samples using computational methods. The idea of such systems is described in [1] [2] [3] where not only off-line but also on-line methods for paper evaluation are presented. The off-line methods for dirt detection consider scanned images of the paper sheets. The system evaluates the mean intensity of the pixels and according to the local threshold segments the impurities. In [2] a threshold is determined manually, in the other cases there is an opportunity of automatic calculation of the threshold. On-line systems usually adapt to the intensity automatically and determine the threshold. The classification of particles is not done or only dirt clustering according to the shape is performed, e.g., in [6] .
This study focuses on the development of the approach for adaptive classification of the dirt particles. The approach should use a standard classification method to be capable of adapting for the specific data. Types of dirt features and their evaluation are paid a special attention. The particles are divided into subgroups according to their size and the results of classification for the subgroups are compared to the results without the division. Section 2 provides the description of the approach and the method proposed. In Section 3 the results of feature extraction and classification are discussed. The conclusions are drawn in Section 4.
Classification of dirt particles

Problem statement
Objectives. The aim of the presented research is to develop a method for adaptive classification of dirt particles in dry pulp sheets. Feature selection should be automated. State-of-art generic classification methods are used so that the classification was not related to any data. It is important since the system should handle adding new dirt types. Additionally, it is needed to study how the division of dirt particles according to their size can affect the classification results.
Restrictions. The research is based only on the provided data, which includes dry pulp sheets with dirt particles of four dirt types: bark, sand, plastic, and shives. The provided data does not introduce all the possible variations of pulp and dirt.
Test samples. Each test sample contains dirt of a single type. The samples were scanned, and the examples of test samples are presented in Figure 1 .
General workflow
Algorithm 1 introduces the main steps of the adaptive classification. After dirt particle segmentation the grouping of the whole set based on the area is performed. In the case of multiple subsets the features should be evaluated separately for each subset since for dirt particles of different size different characteristics can be significant. It is worth mentioning that the classification method should not be related to the specific data set since the available data does not represent all the possible dirt particles and pulp types. For these reasons the performance of several standard classifier is evaluated.
Grouping of dirt particles based on a size
The experiments have revealed that dirt particles of different size might have different features that count. Varying significantly within one class some features cause problems in classification because of considerable overlapping of the classes in feature space. A number of grounds might be found to figure out groups of particles within one class. For example, based on the area histogram one could divide one class into several depending on histogram bins. In the this work ISO 5350-1:2006 [13] is employed for group categorization.
Algorithm 1 General workflow for classification
Segment dirt particles using the Kittler method [7] Divide the particles into subsets according to the size for each subset do Extract features from the particles Determine the optimal or suboptimal feature set Perform training and testing using different classifiers end for Evaluate the performance of the classifiers
Segmentation
Segmentation of dirt particles is an important stage at which small low contrast areas should be detected in an image. According to the survey [10] , there is a number of methods to use but none of them can be universally used for any segmentation problem. In this study the Kittler thresholding method [7] is used. The choice of the method is based on the previous study on automated counting and characterization of dirt particles in pulp [4] .
Grayscale images are considered for segmentation. The images are divided into foreground which consists of the dirt particles and background. The foreground and background are modeled as a mixture of two Gaussians [7] . The threshold can be calculated by optimizing the cost function based on the Bayesian classification rule.
Feature extraction
The features can be divided into two categories: geometric features and color features. Geometric features include characteristics of shape, form, and uniformity of a dirt particle. Color features include, for example, mean color, variation of color, and intensity. The calculated features are presented in Table 1 . For each dirt particle a bounding box is determined which is the smallest rectangle enclosing the dirt particle. The Solidity specifies the proportion of the pixels in the convex hull that are also in the region. The Eccentricity specifies the eccentricity of the ellipse that contains the same second-moments as the region. Convex area is the number of pixels in the convex hull of a dirt particle. Extent specifies the ratio of pixels in the region to pixels in the total bounding box. Mean color and mean intensity are calculated as the mean hue value and the mean intensity over a dirt particle area. Std of color describes the standard deviation of color within the area of a dirt particle.
Other geometric features are calculated according to the following formulas:
F iberW idth = Area F iberLength (2)
Feature evaluation
Feature evaluation is performed to determine the set of features that should be used to classify the dirt particles. The evaluation function is determined by the Linear Discriminant Analysis (LDA) [5] that is used for data classification and the reduction of feature space dimensions. The goal of the LDA method is to maximize the separability of data classes, which implies the maximization of the ratio
Within the class scatter matrix
where C is the number of classes, N i is the number of samples in class i, x j is the j-th element of class i, and mean i is the mean value of class i, determines the variance of values within one class. Between the class scatter matrix
where mean is the mean of the means of all the classes, evaluates the variance of feature values within one class.
To find the space where the current features might be distinguishable in the most efficient way one should maximize the criterion
which means that the eigenvectors of the criterion matrix should be calculated. The matrix of eigenvectors describes the transformation to the new feature space.
The sample vectors from all the classes should be transferred to that space and using one or several thresholds might be distinguishable. In order to decrease the computational time suboptimal algorithms are usually employed. An algorithm should be developed specifically for a certain task. A sequential approach for feature selection is presented in Algorithm 2. In this case the ratio is calculated for different combinations of features, consisting of one, two, and three items. If the optimal combination consists of three features, the values of ratio for the combinations consisting of the optimal set and one new feature is calculated. If the current ratio is more than the maximum, one should continue adding features until the calculated ratio is less than the maximum. As an output the algorithm provides the suboptimal feature set and the ratio value for it.
Algorithm 2 Feature selection
Calculate the ratio values for all combinations consisting of one, two, and three features Find the list of features f eat list corresponding to the maximum ratio max ratio 9 if length(f eat list)==3 then while curr max ratio > max ratio do for all unused features do Add the current feature to the optimal set Calculate the ratio for the new combinations end for Find the maximum of the calculated values of ratio Update the maximum ratio max ratio and the optimal list features f eat list end while end if
Classification
The classifiers used in the study are listed in Table 2 . State-of-the-art generic classification methods as well as the well-known structural approaches are used in order not to be related to the specific data. K-NN is used with a neighborhood of 1, 3, and 5 samples. LDA is based on the transformation described in Section 2, where the linearizing transformation is described. GMM classifier is used with expectation maximization (GMMem) and Figueiredo-Jain (GMMfj) criteria [8] . SVM is used with a second order polynomial kernel. In the case of expectation maximization criterion 4 components were used to model the data. For Figueiredo-Jain criterion the maximum number of components was 10. The Adaboost method introduces a set of weak classifiers, represented as a separate feature, to create a strong classifier. In the case of the Adaboost classification all the features are employed. Table 2 . List of classifiers K-Nearest Neighborhood (k-NN) [9] Gaussian Mixture Model (GMM) [11] Naive Bayesian Classifier (Bayes) [9] Support Vector Machine (SVM) [11] Linear Discriminant Analysis (LDA) [11] AdaBoost [12] 3 Experiments and Discussion
Test samples and experiments
The samples for experiments are prepared by papermaking specialists of LUT FiberLaboratory. Based on the expert choice the selected types of particles are plastic, bark, sand, and shive. The samples have been scanned with reflective light. The examples of dirt particles used in the experiments are presented in Figure 1 . The examples of the separate dirt particles are presented in Figure 2 . The dirt particles were segmented and features were computed using Algorithm 2. Since the amount of dirt particles was restricted two middle size groups were combined into one. The suboptimal feature sets for each size group are described in Table 3 . From the results it can be seen that the color is more important for bigger particles, since the color of smaller ones is not saturated. Standard deviation of color also becomes a more effective when the area of particles is large enough to estimate the feature. At the same time coarseness is considered to be a significant feature for the smaller groups. It is interesting to notice, that for the whole set of particles, without division into groups, the most effective features are the mean color and the standard deviation of color as for the biggest particles.
Two experiments were carried out. In the first experiment the whole data set was considered and the classification was performed on the training set, on the separate test set and using leave-one-out validation. In the second experiment the dirt particles were divided into the size groups. The classification was performed for all subsets separately. Table 5 shows the amount of particles in the train and the test sets for each dirt type for the whole set and for the size groups. The amount of the dirt particles in the test set was restricted by the total amount of dirt.
Classification on the whole set
The classification results can be found in Table 4 . The numbers represent the percentage of correctly classified dirt particles. For better representation the highest results are set in bold. One can notice that it is possible to divide the classifiers into two groups according to their performance. The first group with the best performance includes nearest neighborhood methods, SVM, and Gaussian mixture model classifiers producing approximately the same result. The poor performance of LDA and Adaboost can be explained by the fact that the classes are significantly overlapping in the feature space. From the results one can conclude that both the choice of an appropriate classifier and the selection of the optimal or suboptimal features lead to the sufficient classification results. 
Classification using subsets
The results of classification have been averaged for the size groups and can be found in Table 6 . The numbers represent the percentage of correctly classified dirt particles. The result of classification for size groups are slightly worse than for the whole set which can be conditioned by the lack of samples in each of the groups. Here the same tendency among classification methods can be noticed as in the experiment with the whole set. The classifiers giving the best results are the Gaussian mixture model approach and the nearest neighborhood classifiers. However, the Adaboost, SVM and LDA classifiers have better performance than in the case of the whole set, which means that the size groups of particles are less overlapping in the feature space than the whole set.
In the future work, it will be useful to obtain more samples with dirt in order to perform classification of size groups on bigger sets. Besides that, if there is a need, particle texture can be studied to discover new features. Low performance of some classifiers has to be also addressed: either those classifiers should not be used or their parameters must be tuned. Some prior information from the experts might be obtained concerning the frequency of occurrence of the specific dirt types.
Conclusion
The present study focuses on the problem of the adaptive classification of dirt particles. An approach for feature selection is described, and relevant features are extracted for classification. The experiments were performed on the whole set and for the size groups of the particles.
It was discovered that for different size groups of dirt different features count. The satisfactory results of classification were obtained for the whole data set. Although the results were slightly worse for size groups, it was shown that the size groups of classes are less overlapping in the feature space. The results show that the critical task is to select the appropriate features. The final tuning for an application can be made by selecting a specific classifier from the best ones and with enough tuning possibilities.
