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This study examines the biases in cloud fraction (CF) derived from satellite instruments that are due 
to the effect of sensor spatial resolution. In total, 1405 15 m resolution ASTER (Advanced Spaceborne 
Thermal Emission and Reflection Radiometer) scenes over cumulus-dominated regions including the Indian 
Ocean, Caribbean Sea, and Gulf of Mexico were collected for this study. Cloud masks of these scenes were 
treated as “truth” and used to study the dependence of CF biases on sensor resolution and cloud 
distributions. We found that at typical meteorological satellite resolution (~1 km) the traditional CF estimate 
derived from perfect clear-conservative masks has a median bias of ~0.28 in the above mentioned regions. 
To obtain a median bias on the order of 0.01, without correction, a cloud mask resolution less than 80 m is 
required. A simple equation can correct the bias to 0.025 at 150 m resolution and the more computationally 
expensive pattern recognition technique can correct the median bias to 0.0 at any resolution tested and for 
any true CF tested. We further applied the above correction techniques to an operational cloud mask, the 
RCCM (Radiometric Camera-by-camera Cloud Mask) of the MISR (Multi-angle Imaging SpectroRadiometer) 
instrument, which has spatially and temporally overlapped observations with ASTER and a resolution of 1.1 
km. We applied the pattern recognition technique to correct a CF climatology in the tropical Western Atlantic 
dominated by small trade wind cumulus. The average CF was reduced from 0.496 to 0.199. Although the 
results were simplified to the average improvement, this technique does more than simply subtract a standard 
value for bias to improve the climatology; the degree of correction for each region derived from the RCCM is 
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1.1 Importance of Clouds to Climate 
Clouds are an important component of the climate system because of their roles in transporting 
water and modulating heat transfer through latent and radiative processes. Because clouds have a profound 
influence on water and radiation budgets, small changes in cloud can alter the climate’s response to forcings 
such as increased CO2 or anthropogenic aerosol (Stephens, 2005). As such, cloud feedbacks remain one of 
the largest source of uncertainty in climate sensitivity, with boundary layer clouds contributing the most to the 
range in modeled cloud feedbacks (Bony and Dufresne, 2005; Houghton et al, 2001). They most strongly 
influence net radiative fluxes, especially through their impact on short wave radiation in the summer 
(Stephens, 2005). Net radiative flux is a crucial component of the climate system and it is sensitive to changes 
in the environment, especially changes in clouds (Frouin et al, 1988; Frouin and Chertock, 1992). Increasing 
the CO2 mixing ratio by 20% changes the longwave irradiance leaving the surface by 0.5 Wm-2, while 
increasing the amount of low clouds by 20% changes the longwave irradiance leaving the surface by 15 Wm-2 
(Frouin et al, 1988). The doubling of CO2 can be offset by just a 4% increase in low clouds.  This sensitivity 
suggests a maximum cloud fraction (CF) error requirement of just 1% in order to monitor and model the 
effects of low clouds on climate (Slingo, 1990; Ohring et al, 2005). 
Variables like effective radius, optical depth (OD), liquid water path, and CF are used to quantify 
cloud properties (Goodman and Henderson-Sellers, 1988). Of these variables a perturbation in CF has the 
largest impact on net fluxes. Figure 1 shows plots of longwave, shortwave, and net radiative flux at the top of 
atmosphere (TOA) and surface as a funtion of CF and OD. The radiative transfer model, Streamer (Key, 
2001), was used to create these figures for 1.5km thick boundary layer cloud cover in the tropical North 
Atlantic in December. The effective radius of the cloud drop size distribution is 20µm and the cloud top 
height was 3km. The liquid water content was allowed to vary with OD. See Appendix B for a sample input 
and descriptive-output files for one individual point on the figures. At typical trade wind cumulus OD of 20 
(Heymsfield and McFarquhar, 2001) the net flux at the top of the atmosphere ranges from ~700 Wm-2 for 
the lowest CF to ~250 Wm-2 for the largest CF. Net fluxes at the surface have a similarly wide range with CF. 
Because of the sensitivity of climate to cloud, accurate cloud information is needed for both incorporation 
into models and to compare model output to (Goodman and Henderson-Sellers, 1988). The basic test of 
modeled clouds is to compare the timing and location of clouds to observations (Stephens, 2005). Models 
that tune clouds to TOA radiative budgets have some non-unique combination of OD and CF. For example, 
a cloud with an OD of 20 covering 50% of a grid box produces the same net flux at TOA as a cloud with an 
OD of 60 covering 35% of a grid box. Since higher OD clouds tend to produce more precipitation, an 
inaccurate relationship between OD and CF may lead to problems in the model’s hydrologic budget. In a 
model intercomparison study done by Zhang et al (2005) 8 of 10 general circulation models underestimated 

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tropical low cloud amount compared to satellite observations of CF from ISSCP and CERES (Figure 2). 
However, the TOA shortwave cloud radiative forcing is within the range of observations for 8 of 10 models 
indicating a compensatory increase in OD of the simulated clouds. Joint histograms of OD and cloud top 
height observations from satellite are increasingly being used to evaluate model output (Marchand et al, 2010). 
However, care must still be taken in recognizing that satellite observations carry both random and systematic 
errors. This thesis focuses on CF errors caused by the finite resolution of satellite instruments. 
 
Figure 1. Plots of net radiative flux varying with optical depth and cloud fraction at the surface and top of the 
atmosphere. The radiative transfer model, Streamer (Key, 2001), was used to create these figures for 1.5km thick 
boundary layer cloud cover in the tropical North Atlantic in December. The effective radius of the cloud drop size 


















Figure 2. This figure and caption are borrowed with permission from Zhang et al (2005) “(a) High top clouds, (b) middle 
top clouds, and (c) low top clouds in the DJF from satellite measurements and from the models. ISCCP data are from 
year 2000, CERES data are from two seasons of 2001 and 2002. Model results are from one year simulations with most 




1.2 A Brief History of Cloud Fraction Observations 
Cloud amount has historically been collected by surface observers, ground based instrumentation, 
aircraft mounted instrumentation, and satellite instruments. Estimations of cloud amount from these 
methods are actually the fraction of background obscured by clouds. The amount of background obscured by 
a particular cloud is a function of cloud height and area, and view angle (Figure 3). Surface observations are 
typically more distorted by view angle than satellite observations. However, satellite observations are only the 
same as “earth view”, which is the CF considered by models, if its view is nadir looking (Henderson-Sellers 
and McGuffie, 1990). There are benefits and drawbacks to all methods of observing cloud amount. Surface 
based observations will tend to miss upper level cloud when it is obscured by low level cloud. Conversely, 
satellites will miss low level cloud when it is obscured by upper level cloud (Goodman and Henderson-Sellers, 
1988). Although surface based observations have a long record, they only exist at points on the globe where 
people or automated stations are available to take them. Cloud cover information over the oceans and in 
polar regions is especially sparse. Only a satellite can collect timely global observations of CF required to 
evaluate the impacts of clouds on climate.  
 
Figure 3. This figure and caption are borrowed with permission from Henderson-Sellers and McGuffie (1990). 
“Schematic illustration of the relative viewing geometries of the various observing systems under consideration. 
Observed everywhere perpendicular to the Earth, the earth view (the ideal) of cloud amount is always less than the 
satellite sensor view, much of which is acquired at very large scan angles. The surface observer has an even greater range 
of scan angles, and an observer in an aircraft has a yet more complex view of the cloud scene. The sky dome is of 
relevance only to the surface observer's view.” 
	
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Before CF can be determined there must first be proper cloud detection. Defining cloud is one 
source of uncertainty in every CF product (Di Girolamo and Davies, 1997). There is some minimum radiance 
that a pixel may contain and still be distinguishable from the clear-sky background. This corresponds to a 
minimum cloud OD that can be observed from space, which is an instrument and algorithm specific 
sensitivity. The best threshold value is one that provides the most sensitive and reliable separation of cloudy 
and clear for the wide range of conditions experienced (Rossow, 1989). Drawbacks to the threshold method 
relate to partially filled pixels, low OD clouds, and ill-defined background, clear-sky radiance. Figure 4 shows 
the effect of sensor resolution on measured radiance and cloud detection for a given cloud element.  If the 
threshold is set very low, to capture subpixel clouds, then as pixel size increases the CF will tend toward 1.0 
(Astin, 1997). An increase in pixel size can be likened to a decrease in domain size until the domain contains 
only one pixel. In that case CF will be equal to either 1 or 0 (Dey et al, 2008). So, CF is more sensitive to 
threshold as pixel size increases (Astin, 1997; Wielicki and Welch, 1986; Wielicki and Parker, 1992). The most 
popular cloud detection methods implement at least one radiance threshold test for each individual pixel. 
However, there are other methods used to determine CF (Goodman and Henderson-Sellers, 1988). Statistical 
cloud detection methods treat large groups of pixels at a time, partitioning multidimensional frequency 
histograms into representative classes via Gaussian histogram analysis, dynamic clustering, or the spatial 
coherence method. There are also radiative transfer approaches that determine cloud parameters by fitting 
radiative transfer model output to the observed radiances. 
 
Figure 4. This figure and caption are borrowed with permission from Wielicki and Parker (1992). “Schematic of the 
effect of sensor spatial resolution on reflectance measured by a satellite. Sensor resolutions of 1/4, 1, and 4 km are 





Once cloud detection via thresholding is finished the results are stored in a cloud mask. Operational 
cloud masks are defined by the location of the threshold on a histogram of radiance values or other 
observable quantity. A threshold works perfectly when there is a discontinuity in the histogram separating 
cloudy pixels from clear pixels. This never happens in practice due to thin clouds, partially covered pixels, 
bright surfaces, instrument noise, and 3D radiative effects. Where to place the threshold depends on the 
purpose of the cloud mask (Figure 5) (Yang and Di Girolamo, 2008). Increasing the pixel resolution will 
result in fewer partially filled pixels, which will create less overlap in the radiance histogram. CF is less 
sensitive to the choice of threshold if the radiance of clear and cloudy pixels is more widely separated. The 
minimum classification error threshold is placed not in the histogram valley, but at the intersection point of 
the component Gaussian, or similar, distributions for clear and cloudy pixels. The CF conservative threshold 
gives the correct CF. The clear conservative threshold gives no misclassified cloudy pixels. The cloud 
conservative threshold gives no misclassified clear pixels.  
 
Figure 5. This figure and caption are borrowed with permission from Yang and Di Girolamo (2008). “A conceptual 
model of a BRF histogram of a satellite image. The distributions of clear and cloudy pixels are assumed to be Gaussian. 
The three histograms are for clear pixels, cloudy pixels, and all pixels. Four types of thresholds are shown in the figure: 
the minimum classification error (MCE) threshold, the cloud fraction (CF) conservative threshold, the clear conservative 
threshold, and the cloud conservative threshold.” 
 
The traditional method of determining CF from a cloud mask is referred to as the “standard 
method”, where CF is equal to the number of cloudy pixels divided by the total number of pixels. Therefore, 
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the quality of a cloud mask determines the errors in CF. However, even if a cloud mask successfully flags 
every pixel that contains any amount of cloud as cloudy (such a mask is referred to as a perfect, clear-
conservative cloud mask in this thesis), CF may still be biased relative to the true underlying CF because of 
the finite resolution of satellite observations. Imager resolution becomes an issue when the pixels contain 
subpixel-sized clouds or cloud edges transect the pixels. These situations create pixels that are only partially 
cloud covered. If the cloud detection algorithm considers those pixels cloudy, they will contribute to an 
overestimation of CF because subpixel clouds and cloud edges contribute to the CF in the amount of the 
pixel’s area rather than the true cloud area. This effect is referred to as the resolution effect. The logical step 
would be to increase the resolution of the cloud mask and therefore the satellite instrument, but there are 
limitations on the physical instrument as well as data bandwidth and storage (Goodman and Henderson-
Sellers, 1988). Previous studies have suggested ideal pixel resolutions for determining properties of fair 
weather cumulus. Wielicki and Welch (1986) tested the effect of threshold choice and resolution on CF and 
found that radiance data of cumulus cloud fields that were degraded to 250m and then thresholded 
reasonably estimated the true CF for thresholds ranging from 4 to 40 digital counts, representing a variety of 
cloud mask types. Shenk and Salomonson (1972) suggested that a pixel size 1/100 of the size of the area 
averaged cloud diameter is necessary to accurately determine the CF derived from a perfect, clear 
conservative cloud mask. However, if the partially cloudy pixels are assumed to be 50% cloud covered a pixel 
1/10 the size of the area averaged cloud diameter is necessary to accurately determine the CF. For clouds 
with area-averaged diameters less than 1km this corresponds to a pixel resolution ranging from 10m to 100m. 
1.3 Current Issues in Cloud Fraction Observations 
 1.3.1 Distinguishing Cloud from Aerosol 
There is a continuum of radiance between heavy aerosol and thin cloud. Cloud contamination of 
aerosol products can arise due to the type of cloud mask and therefore the choice of threshold. The objective 
of the CF-conservative cloud mask is to find a threshold that balances the overestimation of the CF of small 
clouds with the underestimation of the CF from optically thin clouds. This means that some of the pixels 
marked as clear will actually contain some cloud and some of the pixels marked as cloudy may be clear. This 
can cause bias in aerosol products or any product that relies on the cloud mask to determine which pixels to 
perform clear air calculations on. Even a small amount of cloud contamination can bias those products, 
which can be especially important when they are used in studies of aerosol direct and indirect effects (Zhao et 
al, 2009). One benefit of a clear-conservative cloud mask is that clouds do not contaminate clear-sky 
products, such as aerosol OD. The Multi-angle Imagine Spectro-Radiometer (MISR) Radiometric Camera-by-
camera Cloud Mask (RCCM) is considered a clear-conservative mask and is used in part to determine where 
aerosol measurements should be calculated. The level of direct cloud contamination by subpixel cumulus 
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clouds was found to bias aerosol optical depth climatologies by no more than 0.002, which is below the level 
of uncertainty in the product from other sources (Zhao et al, 2009). 
 1.3.2 Overestimation of Boundary Layer Cumulus Cloud Fraction 
Current cloud mask products derived from meteorological satellites are reported at resolutions of 
about 1km at best. However, many trade wind cumulus clouds tend to be much smaller than 1km (Zhao and 
Di Girolamo, 2007; Wielicki and Welch, 1986). Zhao and Di Girolamo (2007) found that cumulus clouds 
with diameters less than 2km contribute half of the total cumulus CF. Of the cumulus clouds sampled 68% 
covered an area less than 2.7 km2. If the clouds were circular that would be an effective diameter of 58.6 m. 
Subpixel scale clouds cause competing effects on the CF depending on the mask type; either they go 
undetected and cause an underestimate in CF or the entire area of the pixel that contains the cloud is 
considered cloudy and causes an overestimate in the CF. The RCCM overestimates the CF of cumulus clouds 
by 0.36 on average (Zhao and Di Girolamo, 2006). The significance of this overestimation is great when 
considering the sensitivity of radiative flux to cloud amount (Figure 1). There is a variation in the over 
estimation that results from the natural variability of the underlying spatial distribution of the cloud area. 
Scenes with few large clouds will have a lower overestimation than scenes with many small clouds, even if 
they have the same high resolution CF (Figure 6). Part of the reason for this is the large relative fraction of 
partially filled, cloud edge pixels to total cloudy pixels for small cumulus clouds (Wielicki and Parker, 1992). 




Figure 6. This figure and caption are borrowed with permission from Zhao and Di Girolamo (2006) “(a) A cloud mask 
for an ASTER scene, taken on Sep. 22, 2004, centered on 14.45°N, 53.80°W and (b) a cloud mask for an ASTER scene, 
taken on Dec. 9, 2004, centered on 19.25°N, 55.71°W. White represents cloud, grey represents clear and black represents 
no retrieval.” The 15 m CF are a) 0.09 and b) 0.08, whereas the 1.1km CF are a) 0.83 and b) 0.32. 
 
 1.3.3 Considerations when Using Cloud Fraction Climatologies for Comparison 
Cloud system specific parameterizations, such as trade wind cumulus, require evaluation of models 
against observations (Randall et al, 2003). The lack of consistency between products derived from different 
instruments, platforms and channels is confusing and has sparked a push toward integration or assimilation of 
data products (Stephens and Vane, 2007). Differences between similar products derived from different 
observations may not be due entirely to accuracy issues. Quantitative cloud statistics are a function of both 
domain size and resolution (Dey et al, 2008). So, care must be taken when comparing satellite datasets of 
differing resolutions. The overestimations made by datasets such as the RCCM need to be taken into 
consideration when using daily or monthly mean CF products to evaluate model output (Zhao and Di 
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Girolamo, 2006). Also, when comparing satellite observations to model out put it would be improper to 
assume the CF derived from finite resolution satellite observations is the same as the true fractional area 
covered by clouds. Marchand et al (2010) suggest that rather than requiring model output to be at the same 
resolution of satellite observations for direct comparison, more sophisticated algorithms can be developed to 
estimate the true CF from satellite observations. 
1.4 The Resolution Effect 
For this study the “resolution effect” will be defined as the component of the partially filled pixel 
problem that leads to the overestimation of boundary layer CF. The overestimation of CF due to the 
resolution effect arises from subpixel clouds contributing to the CF in the amount of the pixel’s area rather 
than the true cloud area. Previous studies have found that, for CF of boundary layer cumulus derived from a 
cloud mask that is clear-conservative, there is a predictable overestimation that varies with true CF due to the 
resolution effect (Zhao and Di Girolamo, 2006; and Di Girolamo and Davies, 1997). The degree of 
overestimation depends on the ratio of cloud size to pixel size (Shenk and Salomonson, 1972) and the 
distribution of true cloud area (Di Girolamo and Davies, 1997); both are functions of cloud type (Wielicki 
and Parker, 1992) with cumulus CF showing the greatest dependence on resolution (Wielicki and Welch, 
1986). 
The resolution effect was first studied by Shenk and Salomonson (1972) in the “paper cloud 
experiment”, in which paper clouds were laid against a dark background and grids of varying sizes were 
overlaid to represent pixels of various sizes. An observer then counted the pixels containing some cloud. 
They found that CF can be overestimated by as much as 86% for small ratios of cloud size to pixel size. A 
few methods have been devised to deal with the problem of partially filled pixels. Some attempt to improve 
CF estimates using the radiance of fully clear and fully cloudy pixels to gauge the fractional coverage of 
nearby pixels that have radiance values falling somewhere in between, such as those developed by Coakley 
and Betherton (1982) and Arking and Childs (1985). However, these methods assume distinct cloud layers. 
And, each must have a large patch of fully cloud covered pixels relative to the resolution of the imager. 
Completely clear pixels must also be present, and each surface type and cloud layer are assumed to have 
homogeneous properties. Another method suggests that a threshold exists at each resolution that will 
produce an unbiased estimate of CF (Wielicki and Welch, 1986; Wielicki and Parker, 1992). However, this 
implies that sometimes a pixel containing some cloud will go undetected to balance out the overestimation 
from partially cloudy pixels that are detected. Operational algorithms employing this CF-conservative 
threshold still overestimate CF for scenes composed of small cumulus clouds over high contrast backgrounds 
by an average of 0.18 (Zhao and Di Girolamo, 2006). And, the errors in CF derived from a cloud mask 
employing a CF-conservative threshold is more sensitive to sunglint than the algorithm employing a clear-
conservative threshold (Zhao and Di Girolamo, 2006). Finally, Di Girolamo and Davies (1997) derived an 
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equation (Eq. 17 in their paper) that gives the correct CF for a perfectly clear-conservative cloud mask given 
the sensor resolution and the true scale of the cloud, 





























 where Aint is the fraction of cloudy pixels that do not border a clear pixel on any of their eight sides or 
vertices (i.e. an interior cloud pixel), Aedge is the fraction of cloudy pixels that border a clear pixel on at least 1 
of their eight sides or vertices, ri is the image resolution and rt is the resolution required to perfectly resolve 
the clouds, however defined. The major benefits of this correction are its computational simplicity and its 
theoretical basis. A17 is exact for scenes meeting the following assumptions: only cloud edge pixels can be 
partially cloudy, and a sufficiently large number of edge pixels must be present such that they average 50% 
cloudy. However, those assumptions are not always met, such as in the case of remotely sensed images, where 
the ratio of ri to rt is large. A cloud edge pixel will be mislabeled as interior if all of its neighboring pixels 
contain some cloud (Figure 7). To overcome this limitation Di Girolamo and Davies (1997) employed a 
pattern recognition technique (Ap) to estimate the true CF, since CF bias shows a dependence on the spatial 
distribution of cloud area. In addition to having large ratios of ri to rt, operational cloud masks are imperfect 
and do not catch every cloud, so A17 cannot provide an exact solution for remotely sensed cloud fraction. 
However, understanding the resolution effect bias for CF derived from perfect, clear-conservative cloud 
masks can act as a basis for understanding the resolution effect bias on CF derived from operational cloud 
masks.  
 
Figure 7. This figure and caption are borrowed with permission from Di Girolamo and Davies (1997). “The highlighted 





The goals of this study are to examine the resolution effect as a function of resolution and true CF 
on both perfect and operational clear-conservative cloud masks. Specifically, the results from Di Girolamo 
and Davies (1997) will be reconstructed with larger datasets and the following questions will be answered: 
 1) With future instruments in mind, what resolution is necessary to reduce the CF bias to 1%? 
2) How do correction techniques perform on both a perfect, clear-conservative cloud mask and an 
operational clear-conservative cloud mask, the RCCM? 
 3) What is the impact of the resolution effect on a CF climatology derived for the tropical Western 
Atlantic from the RCCM?  

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2. Data  
High resolution satellite datasets can provide knowledge of the true cloud fields. Long-term 
observations at high resolution and coincident wide-swath satellite datasets are required to fully evaluate the 
resolution effect. With the space-time coincident observations made by the Advanced Spaceborne Thermal 
Emission and Reflection Radiometer (ASTER) and MISR, we are now able to extensively examine the 
resolution effect on CF. The 15-m resolution ASTER data provides an excellent reference for “cloud truth”, 
especially for small cumulus clouds as discussed in Zhao and Di Girolamo (2006 and 2007).  
2.1 Instrument and Data Overview 
The two instruments used in this study are ASTER and MISR whose relevant attributes are 
summarized in table 1. More detailed descriptions can be found in Abrams (2000) and Diner et al (1998) 
respectively. Isolating the resolution effect on CF can be difficult when there are variable background 
radiances and view angles (Henderson-Sellers and McGuffie, 1990), so data for this study was acquired over 
the ocean from the nadir camera only. The contrast between the dark ocean background and the bright 
cumulus clouds should largely remove the bias due to improper cloud detection as long as sunglint 
contamination is not severe (Zhao and Di Girolamo, 2007). However, there is relatively little oceanic ASTER 
data available, since its primary missions are land surface based, and ASTER does not collect data unless 
tasked to do so. The data used in this study was collected by previous studies: the Gulf of Mexico 
Atmospheric Composition and Climate Study (GoMACCS) (Parrish et al, 2009) over the Gulf of Mexico 
from July-September 2006, the Rain in Cumulus over the Ocean (RICO) field campaign (Rauber et al, 2007) 
over the Caribbean Sea from September-December 2004, and over the Indian Ocean from November 2006 
to April 2007, where the Indian Ocean Experiment (INDOEX) (Ramanathan et al, 2001) had previously 
taken place. The spatially and temporally overlapped MISR data were also collected. The high resolution 
masks used in this study are derived from the ASTER instrument’s 3N channel (760-860nm, nadir view), at 
15 m resolution. At such high spatial resolution subpixel clouds are negligible. Each pixel is either completely 
cloud covered or completely clear. This allows us to take the CF derived from the 15m cloud mask as the true 
CF at that instant over that area (Zhao and Di Girolamo, 2006). A similar method using Landsat data was 
















Table 1. Selected attributes of the ASTER and MISR instruments. 
 
2.2 Cloud Masks 
 2.2.1 ASTER masks 
 Cloud masks for the ASTER data were generated using a single threshold of the 3N channel L1B 
V003 ASTER registered radiance at the sensor product. A single threshold in this channel is appropriate for 
daytime scenes with enough background contrast (Zhao and Di Girolamo, 2007; Ackerman et al, 2008). The 
threshold was manually selected by viewing the radiance image adjacent to the cloud mask image to visually 
verify the accuracy of the chosen threshold. It was considered correct if very little change occurred when it 
was nudged in either direction, and the mask was judged to accurately represented the cloud extent in the 
radiance image. Any scene that was not easily masked with a single threshold was removed from the dataset. 
Those scenes often contained intense sun glint, which is a common problem for cloud detection, because it 
raises the radiance of clear pixels, reducing the contrast in the scene (Zhao and Di Girolamo, 2004). As the 
scenes were masked they were also categorized based on apparent cloud morphology. The cumulus category 
could contain nothing but cumulus clouds. The cumulus and cirrus category was composed of scenes 
containing both cumulus and cirrus clouds and no other cloud type. The “other” category was composed of 
scenes that contained a cloud type or mixture of cloud types other than cumulus, cirrus or cumulus and 
cirrus. The dominant cloud type was small trade wind cumuli, but some cirrus and stratiform clouds were 
present in addition to larger convective clouds. See appendix C and the associated supplementary document 
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 There were 1405 60km x 60km ASTER masks produced. Of that data 73.2 % is from the Indian 
Ocean, 24.3 % is from the Caribbean Sea, and 2.5 % is from the Gulf of Mexico. To address the question of 
how varying the resolution affects the CF bias, the original resolution ASTER cloud masks were degraded to 
progressively lower resolutions. To avoid complications from the swath edges, the largest inscribed rectangle, 
containing a whole number of degraded pixels, was cut out of the 60km swath. The true CF (At) at each 
degraded resolution is the ratio of the number of cloudy 15m ASTER pixels divided by the total number of 
15m ASTER pixels within the rectangular area. Therefore, the distribution of At is different at each 
resolution. The dataset for the calculations performed at constant resolution and displayed as a function of 
true CF contains 8571 17.6 km x 17.6 km regions over tropical oceans. This domain size was chosen so that 
results could be directly compared to results for an imperfect clear-conservative cloud mask that reports CF 
at that scale, the RCCM. Completely clear and complete cloudy regions were eliminated of the remaining data 
68% are from the Indian Ocean, 30% from the Caribbean Sea, and 2% from the Gulf of Mexico. The 
distribution of At for this data is shown in figure 8.  
 
Figure 8. Histogram of true cloud fraction over 17.6km x 17.6 km domains from hand thresholded ASTER masks used 
in this study. 
 
2.2.2 MISR masks 
MISR’s RCCM was designed to be as close as possible to a perfect, clear-conservative cloud mask 
(Diner et al, 1999). It has been demonstrated to behave as a clear-conservative cloud mask in terms of CF 
bias; however, it is not a perfect detector of clouds since it occasionally misses thin and small clouds (Zhao 




RCCM pixel classification and a perfect clear-conservative mask’s pixel classification for 124 tropical cumulus 
cloud scenes, indicating that the undetected clouds are the exception rather than the rule. Another 
demonstration of its clear-conservative nature can be found in Zhao et all (2009). They found that the level of 
direct cloud contamination in the MISR aerosol products, which depend partially on the RCCM to mask out 
cloud, was very low, below the level of other uncertainties. 
The RCCM is generated for each of MISR’s 9 cameras; however, only the nadir view will be used. 
Each 1.1 km pixel is labeled either high confidence cloudy, low confidence cloudy, high confidence clear, low 
confidence clear, or no-retrieval. For this study high and low confidence categories were combined and each 
pixel was relabeled as either cloudy, clear, or no-retrieval. Details of the masking algorithm and product can 
be found in Diner et al (1999) and Zhao and Di Girolamo (2004). The RCCM version F04_0025 data used in 
this study contains 4325 17.6 km x 17.6 km regions from the same locations and times that the ASTER data 
was drawn from: 59% from the Indian Ocean, 2% from the Gulf of Mexico, and 39% from the Caribbean 
Sea. The distribution of At for this data is shown in figure 9. The number of regions was reduced by more 
than half compared to the ASTER data. This is due to the additional restriction of having coincident ASTER 
and MISR data. There are times when the number of MISR or ASTER no-retrieval pixels exceeded the 
maximum allowed, which was set to 5% of the total number of pixels. There are times when the MISR region 
straddled two ASTER scenes, in which case the region was not used. If for any other reason the number of 
ASTER pixels was less than 95% of the total possible number of ASTER pixels in a 17.6km x 17.6km region 
the region was not used. 
 




3. Pattern Recognition Technique 
This correction technique, adopted from Di Girolamo and Davies (1997), is implemented slightly 
differently in the current study. The idea behind a pattern recognition technique is that cloud masks that have 
similar spatial features will have similar true CFs. The degree of correction necessary depends on the ratio of 
cloud size to pixel size (Shenk and Salomonson, 1972) and the distribution of true cloud area (Di Girolamo 
and Davies, 1997); both are functions of cloud type (Wielicki and Parker, 1992), and cumulus CF shows the 
greatest dependence on resolution (Wielicki and Welch, 1986). The pattern recognition technique has an 
advantage over A17 because it relies on scene specific information on the spatial distribution of cloud area to 
determine the amount of correction necessary. Di Girolamo and Davies (1997) assembled a feature vector for 
pattern recognition composed of Ae and Aedge, as well as standard shape and texture measures derived from 
gray level difference statistics and moment invariants. These features were used to characterize the cloud area 
in the image. Their optimized feature vector included Ae, Aedge, the first moment invariant (Hu, 1962), mean, 
variance, and entropy of the gray levels in the scene (Weszka et al, 1976) at the scale of ri. The feature set 
from Di Girolamo and Davies (1997) has been adopted for the pattern recognition technique performed in 
this study since there is no reason to believe that these scenes are fundamentally different from those used 
previously. However, the mean, variance, and entropy have been derived from the gray level co-occurrence 
matrix which is derived from the scene rather than deriving the features from the scene itself. The features, 
second-order gray level statistics, derived from the matrix will be very similar to gray level difference statistics 
derived from the scene (Weszka et al, 1976). Each feature is designated as χi, i Є {1, …,6}, so the feature 
vector Χ is six-dimensional (χ1,…,χ6). Ultimately, the goal is to match a low resolution cloud mask to one for 
which the true CF is known. Test scenes are chosen at random and separated from the rest of the data. The 
remaining scenes become the training set. The training set is composed of feature vectors derived from each 
of the N coarse resolution cloud masks {Χ1, …, ΧN}, and the associated true CF {At1, …, AtN} was extracted 
from the fine resolution mask. A nearest neighbor technique was used to find the closest match in the 
training set. The nearest neighbor was determined by minimizing the Euclidean distance between the feature 
vector of the test scene and the feature vector of each member of the training set. The test scene was assigned 
the true CF of the training set member whose Euclidean distance to it was shortest. This became the pattern 
recognition CF estimate for the test scene. This can also be described mathematically. The test scene, Χ0, is 
assigned a pattern recognition CF, Ap, by the nearest neighbor classification rule as follows: Let Χj satisfy the 
minimum of {||Χ0-Χi||} ∀ i Є {1, …, N}, where || · || denotes the Euclidean metric. Atj is assigned to Χ0 
as Ap0. 
For the application of this technique for this study, scenes with Ae =1 or Ae =0 were eliminated from 
the dataset since no information is available in those cases for any correction to be done. The test set was 
limited to 1/5 of the remaining dataset. The nearest neighbor was chosen for each member of the test set, 
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and then test set and training set were recombined and a new test set was chosen. To increase the robustness 
of the results and to ensure that the results were not dependent on the selection of the test set and training 
set, the process of selecting the test set from the training set was repeated 300-800 times depending on the 
size of the training set. This is called repeated random sub-sampling, a type of cross-validation (Geisser, 
1975), a common resampling technique. The figures presented in this thesis are composed of the results of all 
the iterations.  


4. Resolution Effect Bias of CF from a Perfect, Clear-Conservative Cloud Mask 
The datasets discussed in chapter 2 will be used to recreate the results found by Di Girolamo and 
Davies (1997) and to expand them using current computing resources and data. Specifically, this chapter will 
seek to answer the following questions about the techniques used to estimate CF from a perfect, clear-
conservative cloud mask: how does the bias depend on resolution; and how does the bias depend on true CF. 
4.1 Dependence of CF biases on resolution 
Analyzing ASTER scenes degraded from 15 m spatial resolution to 12 lower resolutions between 45 
m and 1.2 km helped determine the effect of sensor resolution on CF derived from a perfect, clear-
conservative cloud mask and address the question of optimal instrument resolution. The perfect, clear-
conservative nature of the cloud mask was maintained by labeling cloudy each low resolution pixel containing 
at least one 15 m cloudy pixel. This technique was also employed by Dey et al (2008) and Krijger et al (2007). 
The standard method determined the CF estimate, Ae, of the degraded scene as well as the true CF as 
measured at 15 m resolution, At. Pattern recognition, Ap, and a simple equation, A17, were used to estimate 
the CF at each of the 12 resolutions in hopes of achieving a value closer to At.  
The results of technique bias with decreasing resolution are shown in figure 10. Here and for the rest 
of this thesis technique bias is defined by subtracting At from the estimated CF. The median and quartiles of 
the technique bias are plotted. They are robust and resistant statistics used to determine the central location 
and spread of data with an unknown distribution (Wilks, 2006), whereas mean and standard deviation apply 
only to normally distributed datasets. Generally speaking, a low magnitude of median bias means that the 
technique performs well at reducing the CF bias. A low inter-quartile range (IQR) means that the technique 
performs consistently over the middle 50% of the data. In other words, when the IQR is small, large 
oppositely signed biases are not canceling to produce a low median bias.  
At the lowest resolution tested, 1155m, the standard estimate, Ae, has a median overestimation of 
0.331 and IQR of 0.345. As noted in Di Girolamo and Davies (1997), the degree of overestimation for a 
specific scene depends on the distribution of the cloud area: whether it is few large clouds with few partially 
filled pixels, or many small clouds with many partially filled pixels. As the pixel size decreases, becoming 
closer to or less than the typical cloud size, the median bias of Ae decreases and the IQR decreases. This is 
due to a decrease in the number of partially filled pixels, regardless of the distribution of true cloud area, since 





Figure 10. Cloud fraction estimation technique as a function of pixel resolution. Median values of bias are plotted in 
thick lines and bias quartiles are plotted in thin lines. 
 
The simple equation correction, A17, improves upon the standard estimate of CF, Ae. The median 
bias at 1155m is 0.214 and the upper quartile of bias, 0.322, is lower than the median bias of Ae. The upper 
quartile of A17 bias lies below the median Ae bias at every resolution tested. At typical resolutions of current 
cloud masks, ~1km, A17 overestimates the CF by 0.092-0.322 50% of the time. At 150m resolution the 
median A17 bias is 0.025. This is close to the mandate of 1% maximum CF error, which would require a 
resolution of 80 m or less. This is comparable to the 100 m resolution suggested by Shenk and Salamonson 
(1972) for area averaged cloud diameters of 1 km and under the assumption that cloud edge pixels average 
50% cloudy. The pattern recognition CF, Ap, has a median bias of 0 at every resolution tested. The IQR is 
also very small, relative to the other techniques, with a maximum of 0.043 occurring at a resolution of 1155m. 
However, it is considerably more computationally expensive to compute Ap relative to Ae or A17.  
4.2 Dependence on cloud area distribution 
Di Girolamo and Davies (1997) quantified the CF bias derived from perfect, clear-conservative cloud 
masks as a funtion of true cloud area distribution. They used both simulated cloud fields and AVHRR masks 
as reference “truth” and degraded both by a factor of 32 to simulate the resolution effect. For the current 
study the degree of degradation of the original image was chosen to be as close as possible to the resolution 
of current cloud mask products, 1.1km or a conglomerate of 74 15 m ASTER pixels on a side. The 
distribution of the true CF of the original data was described in chapter 2 and is shown in figure 8: 63% of 
scenes contained trade wind cumulus, 23% contained a mixture of cumulus and cirrus, and 14% contained 
some other type of cloud, such as deep convective, or stratiform clouds. The standard method determined 
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the CF estimate, Ae, of the degraded scene as well as the true CF at the original 15 m resolution, At. The 
pattern recognition and simple equation techniques for estimating CF were then applied. 
The results of the technique bias as a function of At are shown in figure 11. The data was divided 
into 20 equally spaced bins, resulting in a bin width of 0.05, and the median and upper and lower quartiles of 
bias for each bin are plotted. The At referenced in the following discussions is the bin center. The peak 
median Ae bias of ~0.635 occurs for the bin centered at At =0.125. The upper quartile of bias is 0.720, and 
the lower quartile of bias is 0.495, meaning 50 % of the time Ae will have a value between 0.62 and 0.85 when 
At =0.125. This does not exactly match the previous results by Di Girolamo and Davies (1997) and Zhao and 
Di Girolamo (2006) which found peak biases at At=0.25. However, some notable differences exist in the 
datasets used. Zhao and Di Girolamo (2006) used a much smaller dataset composed of scenes containing 
only cumulus clouds only over the Caribbean Sea. Di Girolamo and Davies (1997) relied on simulated cloud 
scenes that may not have represented the variety of cloud patterns observed in nature. Their distribution of 
At for the AVHRR dataset is quantifiably different from this ASTER dataset. Additionally, their data was 
degraded by a factor of 32 compared to our 74, which may shift the location of the peak bias. Also, differing 
domain sizes has an effect on the CF distribution (Dey et al, 2008). 
 
Figure 11. Cloud fraction estimation technique as a function of true cloud fraction as applied to 1.1km resolution 
degraded ASTER cloud masks. Median values of bias are plotted in thick lines and bias quartiles are plotted in thin lines. 
Values are calculated for 20 CF bins of 0.05 width and plotted at the location of the bin center. 
 
 The peak in median A17 bias of ~0.418 occurs for the bin centered at At=0.175. The upper quartile of 
bias is 0.538 and the lower quartile of bias is 0.310, meaning 50% of the time A17 will have a value between 
0.485 and 0.713 when At =0.175. Again the upper quartile of the A17 bias is less than the median bias of Ae. 
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Overall, there is an improvement by A17 over Ae; however, the magnitude of the bias is still dependent on the 
At, which is evident by the bias curve shape similarity. This result is in-line with the results for A17 in Di 
Girolamo and Davies (1997).  
The pattern recognition technique has a magnitude of median bias less than 0.05 for almost all values 
of At. The slight negative bias in the mid-range of At is hypothesized to be due to the reduction in the 
number of scenes at these CFs. A larger negative bias of ~0.1 exists for the bin centered at At=0.875, which 
was also seen in Di Girolamo and Davies (1997). This highlights a natural breakdown in the pattern 
recognition for large values of Ae. The technique draws information from the distribution of clear and cloudy 
pixels in the mask. The more cloudy pixels the larger the value of Ae, however, scenes with large Ae do not 
necessarily have large At. Allocation rates provide a more detailed look at the technique biases by providing 
frequency information for each combination of technique-estimated CF and true CF. The allocation rates in 
figure 12a show that Ae saturates to a value near 1.0 fairly early, around At =0.7. At lower At there are still 
many scenes with large Ae. This means that there are a variety of At values that correspond to the same value 
of Ae, leading to larger IQR for larger Ae.  
Despite the variability in the underlying distribution of true cloud area, all features derived from a 
scene with large Ae are limited in value since they are derived from the same mostly cloudy mask. For 
example, a scene with many small clouds distributed evenly throughout the domain may appear nearly 100% 
cloudy in the low resolution, clear-conservative mask. The number of edge pixels will be underestimated since 
a partially filled pixel surrounded by partially filled pixels appears as a cloud interior pixel. A scene with few 
large clouds will have a similar cloud mask, however, most of its cloud interior pixels are fully cloud covered. 
During the pattern recognition process one of these scenes may be mistakenly matched to the other. The 
negative bias arises because so many more scenes in the dataset have low At and high Ae and associated 




Figure 12. Allocation rates for each of the techniques a) Ae, b) A17, c) Ap versus At as applied to the ASTER data. An 
allocation rate plot is a two-dimensional histogram featuring the value of a technique’s CF estimate on the y-axis and the 
value of true CF on the x-axis. 
 
 The sign of the bias and the magnitude of the IQR show a clearer trend with increasing Ae. Figure 13 
shows the technique bias as a function of Ae. Note that the Ap IQR increases steadily with increasing Ae and 






lowest magnitude of median bias. However, for the largest values of At, the lowest magnitude of median bias 
is provided by A17 (Figure 11). This implies that if the true CF is known to be near 1 through a priori 
information, such as areas dominated by expansive stratiform cloud cover, the best choice of correction 
technique is A17. If the distribution of true CF is unknown, the best choice in technique is Ap; little bias will 
result from the pattern recognition CF estimate. Ideally, future CF climatologies will feature CF estimation 
techniques that vary by region depending on which is most appropriate. For regions dominated by At >0.9, 
A17 is most appropriate, although, it does not improve the bias by much compared to Ae. So, it may make 
more sense, computationally, to not correct CF in those regions at all. 
 
 
Figure 13. Cloud fraction estimation technique as a function of traditional cloud fraction estimation as applied to 1.1km 
resolution degraded ASTER cloud masks. Median values of bias are plotted in thick lines and bias quartiles are plotted in 
thin lines. Values are calculated for 20 CF bins of 0.05 width and plotted at the location of the bin center. 
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5. Correcting CF from an Operational Imperfect, Clear-Conservative Cloud Mask 
The theoretical limitations and sources of error in estimating CF from a perfect, clear-conservative 
cloud mask provide a basis for understanding and correcting the CF resolution effect bias from an 
operational cloud mask that aims for perfect cloud detection, such as the RCCM. However, the RCCM, like 
any other operational mask, is not a perfect cloud mask. Therefore, the results should differ in some way, 
relative to the results from the ASTER masks at the same resolution. For example, for the same distribution 
of cloud area, Ae derived from the ASTER mask should be larger than Ae derived from the RCCM, since the 
RCCM may miss the smallest and thinnest clouds. The goals of this chapter are to determine the efficacy of 
CF estimation techniques given an operational cloud mask whose behavior is close to that of a perfect cloud 
mask, and to determine the impact of correction on a CF climatology. 
 5.1 Challenges in correcting CF from MISR’s RCCM 
As in chapter 4 the ASTER data is used as “truth” for reference, however, rather than degrading it to 
simulate lower resolution cloud masks the RCCM, an operational clear-conservative cloud mask, will be used. 
The pattern recognition technique is exactly the same as used in chapter 4 and described in chapter 3; the 
features are identical as well as the resampling method. However, ASTER and the RCCM report their data on 
different geospatial grids that cannot be perfectly aligned. Therefore, the true CF, At, of a MISR pixel was 
calculated by tallying the cloudy ASTER pixels that fell closest to the center of that MISR pixel then dividing 
by the total number of ASTER pixels, tallied in the same way. The error introduced by this method of co-
registration is random and negligible (Zhao et al, 2009). The distribution of At was shown in figure 9: 74% of 
the scenes contained trade wind cumulus, 26% of the scenes contained stratiform or deep convective clouds. 
Any 17.6km x 17.6km regions falling within ASTER scenes categorized as containing cirrus were removed 
from the dataset, since the manual detection of thin cirrus from ASTER is much better than the automated 
RCCM and any discrepancies are not part of the resolution effect as defined in the thesis. 
 The results of the technique bias as a function of At as applied to the RCCM are presented in figure 
14. The shape of the Ae bias curve is similar to that for the degraded ASTER data (Figure 11). The upper 
quartile of Ae bias for the bin centered at At =0.175 is 0.671 and the lower quartile is 0.454, meaning 50% of 
the time Ae will be between 0.629 and 0.846 when median bias is at its maximum. This peak median bias of 
Ae occurs at the next largest bin of At than the degraded ASTER data and is slightly lower in magnitude, 
0.582. This result is expected since the RCCM is not a perfect cloud mask. Therefore it is more likely to 
misclassify some subpixel or optically thin cloud as clear. Overall, the behavior of the Ae bias for the RCCM 
is very similar to the ASTER results, indicating the clear-conservative nature of the RCCM. Therefore the 





Figure 14. Cloud fraction estimation technique as a function of true cloud fraction as applied to 1.1km resolution RCCM 
data. Median values of bias are plotted in thick lines and bias quartiles are plotted in thin lines. Values are calculated for 
20 CF bins of 0.05 width and plotted at the location of the bin center. 
 
A17 again improves the magnitude of the bias but displays a dependency on At. The peak median bias 
is 0.37 and located at At= 0.225, compared to a peak of 0.418 for the bin centered at At =0.175. The upper 
quartile of A17 bias at that point is 0.494 and the lower quartile is 0.245, meaning 50% of the time A17 will lie 
between 0.47 and 0.719 when At=0.225, which is a similar IQR to that located around the peak median bias 
for the ASTER data.  
Compared to the ASTER results (Figure 11) the median Ap bias becomes more negative and the IQR 
increases with increasing At. The results for the ASTER data also exhibited negative bias but the magnitude 
of the negative bias didn’t start increasing until values of At >0.8. The allocation rates reveal a major problem 
with the pattern recognition technique as applied to the RCCM (Figure 15). Figure 15c shows the allocation 
rates for Ap. There is very little skill exhibited at any value of At. It is also apparent that Ae sometimes under-
predicts At (Figure 15a). This does not occur for the degraded ASTER data (Figure 12a) and would never 
occur for any perfect, clear-conservative cloud mask. Since CF derived from a perfect, clear-conservative 
cloud mask acts as an upper bound on true CF, Ae can never be less than At. The RCCM is known to have 
some issues distinguishing sun glint from cloud. This could be negatively impacting the efficacy of the pattern 




Figure 15. Allocation rates for each of the techniques a) Ae, b) A17, c) Ap versus At as applied to the RCCM data. 
Sun glint contamination results in many regions with very large Ae even for low values of At. This is 
apparent in figure 15a as Ae reaches high values for low values of At. Sun glint does not impact the true CF, 






remain part of the clear-sky background. Again, the ASTER scenes that were not easily thresholded, due to 
the severe sun glint contamination, were excluded in this study. The saturation to large Ae does not occur at 
such low values of At for the ASTER dataset. This can be observed by comparing the upper left corners of 
figures 12a and 15a. Whether the reference ASTER mask of the contaminated scene is located in the training 
set or test set will determine the sign of the Ap bias. If a scene contains sun glint the RCCM may inaccurately 
label it as cloud. In those cases Ae derived from the RCCM is too high and therefore has a positive bias. 
When that same region appears in an ASTER image, a high enough threshold is chosen to exclude the sun 
glint. When that scene is included in the training set it may be selected as a match for a scene with a 
legitimately large Ae and associated features. The scene that was “corrected” will be assigned a value of Ap 
that may be much lower than its At. This would cause Ap to have a positive bias. Alternatively, if that scene is 
in the test set its selected match from the training set may have a legitimately large Ae and associated features. 
In this case the value of Ap assigned to it may be much larger than its At, causing a negative bias. 
Removing scenes with any potential sun glint contamination reduced the training set to the point that 
it was no longer useful.  However, the more severely contaminated scenes were removed after visual 
scrutinization. The resulting dataset contained 50% Indian Ocean scenes, 46% Caribbean Sea scenes, and 4% 
Gulf of Mexico scenes. 88% contain trade wind cumulus; 1% contain a mixture of cirrus and cumulus clouds; 
and 11% contain clouds of another type or mixed type. The resulting distribution of At is shown in figure 16 
and the new allocation rates are shown in figure 17. Unfortunately, many of the scenes with large At were 
found in scenes that were determined to have sunglint contamination and were therefore eliminated from the 
dataset, but there are many fewer instances of Ae under predicting At (Figure 17a), and the saturation of Ae 
for the restricted data does not occur at such low values of At. The new RCCM Ae allocation rates look 
similar to the ASTER Ae allocation rates (Figure 12a). The allocation rates for Ap are better, with peak 
allocation rates along the 1:1 line. The values of median and upper and lower quartiles of technique bias are 
presented as a function of At in figure 18. The low number of training data samples for 0.4 < At < 1.0 (Figure 









Figure 17. Allocation rates for each of the techniques a) Ae, b) A17, c) Ap versus At as applied to the RCCM data with the 







Figure 18. Cloud fraction estimation technique as a function of true cloud fraction as applied to 1.1km resolution MISR 
RCCM regions with most severely sunglint contaminated regions removed. Median values of bias are plotted in thick 
lines and bias quartiles are plotted in thin lines. Values are calculated for 20 CF bins of 0.05 width and plotted at the 
location of the bin center. 
 
 The frequency distribution of Ae (Figure 19) is much more uniform than the distribution of At 
(Figure 16). When looking at the technique bias versus Ae for the restricted dataset, the Ap median bias is 0 
for all values of Ae and the IQR increases with increasing Ae (Figure 20). The differences between figures 18 
and 19 and between figures 11 and 13 suggest that outliers with large negative bias strongly influence the 
median bias over the range of At where the distribution is sparse. Figure 20 shows that the pattern 
recognition technique is able to estimate At with little bias and with a lower magnitude of bias compared to 
the standard estimate or equation 17. However, the computational expense may not be worth correcting CF 




Figure 19. Histogram of standard estimation of cloud fraction from MISR RCCM regions with most severely sunglint 
contaminated regions removed. 
 
Figure 20. Cloud fraction estimation technique as a function of traditional cloud fraction estimation as applied to 1.1km 
resolution MISR RCCM regions with most severely sunglint contaminated regions removed. Median values of bias are 
plotted in thick lines and bias quartiles are plotted in thin lines. Values are calculated for 20 CF bins of 0.05 width and 
plotted at the location of the bin center. 
 
These results imply that there are some technical challenges to applying the pattern recognition 
technique to an operational cloud mask. However, the results are promising and the pattern recognition 
technique can be expected to correct CF climatologies to a much smaller error compared to uncorrected CF 
or CF corrected by A17. 
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5.2 Application: correcting CF climatologies 
To give a first approximation of the impact of the above results the pattern recognition technique 
was applied to a regional CF climatology known to be overestimated by the RCCM. The region of the 
tropical Atlantic Ocean from 10˚N - 20˚N and 50˚W - 60˚W is dominated by trade wind cumulus, which have 
an expected CF well below 1.0, and therefore an appropriate location to demonstrate this correction 
technique.  
To remove possible cirrus contamination the dataset was restricted by height rather than by cloud 
type, since exact cloud type of a given scene used to construct the climatology is unknown apriori. The MISR 
cloud classifier product, version F06_0011, contains the median cloud top height above the surface at 17.6km 
resolution. That value was used to filter out cloud top heights above 4km. This cutoff was chosen because it 
was found to approximate the maximum boundary layer depth during the RICO field campaign (Davison, 
2009), which occurred during the time period that the Caribbean ASTER data was collected. The resulting 
training set contains 57% Indian ocean scenes, 41% Caribbean Sea scenes, and 2% Gulf of Mexico scenes. 
86% of the scenes contain trade wind cumulus, and 14% of the scenes were low clouds of another type. The 
data to be corrected is also subject to this height restriction such that the following 10-year CF climatologies 
apply only to cloud cover below 4km. 
All MISR orbits that fell within this region during the month of December from 2000-2009 were 
included in this climatology. Only 17.6 km x 17.6 km regions with valid height values were retained. The 
heights rely on the presence of “BestWind” stereoscopic height retrievals in the region. Regions with 0 < Ae 
< 1.0 were corrected by the pattern recognition technique. Regions with Ae=0 or Ae=1 remain in the 
climatology, uncorrected. For a given year all 17.6 km x 17.6 km regions falling into a 0.5˚ x 0.5˚ box were 
averaged. Those averages were averaged to produce figure 21. Figure 21a is the uncorrected, 10-year, 
December CF climatology for clouds with top heights < 4km. It has an average CF of 0.496 over the 10˚ x 
10˚ area. Figure 21b is the corrected, 10-year, December CF climatology for clouds with top heights < 4km. 
It has an average CF of 0.199 over the 10˚ x 10˚ area. The average CF was reduced by 0.297 by the pattern 
recognition technique, similar to Zhao and Di Girolamo’s (2006) results, where on average the RCCM 
overestimated the At of 124 RICO cumulus-only scenes by 0.36. These results also agree with long-term 
surface observations of the daytime, December cumulus CF in this region, ~0.2 (Warren and Hahn, 2007). 
Although the RCCM climatology may contain more than just the cumulus cloud type, the “low cloud” 
category in the Warren and Hahn Cloud Atlas includes synoptically defined low clouds (obscuring fog, 
stratus, stratocumulus, cumulus, and cumulonimbus), which may have cloud top heights above our 4km 





Figure 21. Sample December 10-year cloud fraction climatologies below cloud top height of 4km for a) the standard 






6. Summary and Conclusions 
This study is built on the previous work of Di Girolamo and Davies (1997) but uses larger, higher 
resolution satellite datasets to reexamine the biases in CF that are due to the resolution effect.  In total 1405 
15 m resolution ASTER scenes over cumulus-dominated regions including the Indian Ocean, Caribbean Sea, 
and Gulf of Mexico were collected. Cloud masks of these scenes were treated as “truth” and used to 
reexamine the resolution effect on CF calculated from a perfect, clear-conservative cloud mask, with a focus 
on how CF biases depend on sensor resolution and cloud distributions. At typical meteorological satellite 
resolution (~1 km) Ae, derived from perfect, clear-conservative masks, has a median bias of ~0.28 in our 
dataset. To obtain a median bias on the order of 0.01, without correction, the cloud mask would have to have 
a resolution < 80 m. The simple equation correction technique, A17, given in Di Girolamo and Davies (1997), 
can correct the bias to 0.025 at 150 m resolution and the more computationally expensive pattern recognition 
technique can correct the median bias to 0.0 at any resolution tested and for any At tested. The efficacy of the 
pattern recognition technique is dependent on the availability of exploitable pattern information. As Ae 
approaches 1 the underlying distribution of cloud area cannot be distinguished. If At is known to be near 1 
through a priori information the best choice of correction technique is A17. However, for At > 0.9 the bias is 
not improved by much, so it may make more sense, computationally, not to correct the CF at all in regions 
dominated by At > 0.9, such as regions dominated by expansive, unbroken stratocumulus. 
At 480 m resolution the degradation factor of the ASTER dataset is 32, which can be compared 
directly to the results of Di Girolamo and Davies (1997). They found that Ae bias ranged from an average of 
0.32-0.35 depending on the dataset used. In the current study the average Ae bias is 0.18 for a degradation 
factor of 32. The peak in the ASTER distribution occurs at the lowest CF bin, 0.0-0.05, whereas it occurs at 
0.75-0.8 for the AVHRR dataset used in Di Girolamo and Davies (1997). The overall average bias is 
dependant on the dataset’s distribution of At and the morphology of the clouds represented in each dataset. 
Correction techniques provided in Di Girolamo and Davies (1997) were further applied to an 
operational cloud mask, the RCCM of the MISR instrument, whose observations are spatially and temporally 
coincident with ASTER. MISR’s RCCM was designed to flag cloudy any pixel that contains any amount of 
cloud. The RCCM performs similar enough to a perfect, clear-conservative cloud mask that its CF 
overestimation can be corrected in the same way. It is, however, subject to cloud detection issues involving 
thin cirrus and sun glint. For a more selectively filtered dataset the correction based on A17 is able to reduce 
the peak median bias to ~0.4, but the bias still depends greatly on At and Ae. Ap suffers large negative biases 
where the training set’s distribution of At is sparse, but performs with a median bias of 0 for every value of 
Ae, which is more uniformly distributed than At. The Ap IQR of bias remains low but increases as Ae increases 
due to a decrease in pattern information available to distinguish the underlying spatial distribution of true 




Based on the performance of each correction technique, the pattern recognition technique was 
chosen to correct a sample CF climatology built from the RCCM in a region dominated by small trade wind 
cumulus. The results compared well with results from Zhao and Di Girolamo (2006) as well as long term 
surface observations (Warren and Hahn, 2007). The average CF over the 10˚ x 10˚ domain was reduced from 
0.496 to 0.199. This change in actual CF would have a huge impact on the climate system since an increase of 
low clouds by 4% can offset the doubling of CO2 (Slingo, 1990). According to figure 1, for a cloud with an 
OD of 20 this would correspond to a net flux difference of ~150 Wm-2 at the TOA. Although the results are 
simplified to the average improvement, this technique does more than subtract a standard value to improve 
the climatology; it is a correction based on the spatial distribution of clouds in each 17.6 km x 17.6 km region. 
 In reality, a perfect operational cloud mask does not exist. However, the results of this study 
demonstrated that CF biases can be reduced if the cloud mask behaves similarly to a perfect, clear-
conservative one. Due to the dependence of CF overestimation on the spatial distribution of true cloud area a 
pattern recognition technique can be used to produce CF climatologies nearly unbiased by the resolution 
effect. Keeping in mind that a good training set is of great importance for the success of any pattern 
recognition technique, similar correction techniques can be implemented operationally by instrument teams 
to create their own corrected CF product. This could have a large impact on the already available cloud 
climatology products that are most popular with users. In the future a combination of higher resolution 
observations and clear-conservative cloud detection will maximize the number of clear pixels to perform 
clear-sky calculations on, minimize cloud contamination, and reduce CF bias due to the resolution effect.  
In the future it may be beneficial to include a feature in the pattern vector that is not derived from 
the cloud mask but may help distinguish between the varied underlying distributions of true CF, especially for 
scenes with large Ae that do not have much pattern information to exploit. Some research on this was done in 
the early formulation of this thesis. In addition to developing a pattern recognition technique based on a 
feature vector derived from the cloud mask, a pattern recognition technique based on a feature vector derived 
from both the cloud mask and the radiance field was attempted. Rather than using radiance values directly 
they were converted to bidirectional reflectance factors (BRF) to normalize across values of solar zenith angle 
and incoming irradiance. Initial results showed little improvement over the technique described in this paper. 
The computation of the gray level co-occurrence matrix and the associated features was more expensive since 
the number of gray levels was increased from 2 to 16 and the BRF values had to be discretized over that 
range. Additionally, there was an increase in the number of features in the vector, which increased the amount 
of time it takes to compute the feature vector and the Euclidean distance. 

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Appendix A: Research Code 
 A.1 C-Shell Scripts 













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































 A.2 FORTRAN Source Code 
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Appendix B: Sample Streamer Files 



































































































































































Appendix C: ASTER Mask Thresholds 
The hand derived thresholds of the level 1B, channel 3N ASTER radiance data can be found in a 
supplemental file named ASTERmask_thresholds.xls. The file identifier, digital number threshold value and 
cloud type identifier are located in a table. Cloud type identifiers are as follows: 
4- cumulus 
5- cumulus and overlying cirrus 
6- a cloud type or mixed types other than cumulus, cirrus, or cumulus and cirrus. 
