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Abstract
We present a Multi-Index Quasi-Monte Carlo method for the solution of elliptic
partial differential equations with random coefficients. By combining the multi-index
sampling idea with randomly shifted rank-1 lattice rules, the algorithm constructs an
estimator for the expected value of some functional of the solution. The efficiency of
this new method is illustrated on a three-dimensional subsurface flow problem with log-
normal diffusion coefficient with underlying Matérn covariance function. This example
is particularly challenging because of the small correlation length considered, and thus
the large number of uncertainties that must be included. We show numerical evidence
that it is possible to achieve a cost inversely proportional to the requested tolerance on
the root-mean-square error, for problems with a smoothly varying random field.
1 Introduction
In a mathematical model for a real-life process, the parameters are often unknown or subject
to uncertainty. These models often show up in Uncertainty Quantification (UQ) in engineer-
ing applications. Notable examples are partial differential equations (PDEs) with random
coefficients, random initial or boundary values or an uncertain geometry. UQ aims at de-
veloping rigorous methods to characterize the impact of these uncertainties on the model
outputs.
Randomized UQ methods, such as the Monte Carlo method, continue to draw a lot of
attention, because they allow us to compute statistics of the model output in a non-intrusive
way. However, the classical Monte Carlo (MC) method is often viewed as impractical due to
the large number of expensive realizations required. It is a notorious result that the error of
the MC method converges as O(1/√N), where N is the number of independent realizations.
The cost of MC simulation can be reduced by lowering the required number of samples by
using, e.g., variance reduction techniques, or by switching to the Quasi-Monte Carlo (QMC)
method. QMC methods first became popular in 1995, when a 360-dimensional integral was
computed very efficiently by Paskov and Traub [31]. The key to reducing the cost of the
estimator lays in choosing the realizations carefully, as opposed to the random realizations
in the MC method. A recent overview paper of QMC methods for PDEs with random
coefficients can be found in [23].
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Figure 1: Typical realizations of the Gaussian random field Z(x, ω) defined on D = [0, 1]3
for three sets of parameters {λ, σ2, ν} in the Matérn kernel. The realizations are computed
using a truncated KL-expansion with 1000 terms.
In 2008, the Multilevel Monte Carlo (MLMC) method was reinvented as a very effective
variance reduction technique [2,6,14,16,22]. MLMC is based on a multigrid idea, by assuming
that realizations with a different accuracy are available. By estimating successive differences
between these approximations, the method reduces the computational cost of the estimator
compared to standard MC. A recent generalization of MLMC, called Multi-Index Monte
Carlo (MIMC), was proposed in [21]. This method extends the one-dimensional level to a
multi-index, allowing us to achieve better convergence rates compared to MLMC. However,
the method requires more regularity of the underlying solution compared to MLMC. The
goal of this work is to combine the MIMC method with QMC methods. In this sense, our
work can be viewed as a multi-index extension of [24], or a Quasi-Monte Carlo extension
of [21].
The text is organized as follows. In §2, we introduce a typical application of PDEs with
random coefficients that originates from geophysics. After recalling the Multi-Index Monte
Carlo method in §3 and its Quasi-Monte Carlo counterpart in §4, we investigate numerically
the performance of these methods in §5. We end the discussion with some conclusions and
ideas for further work.
2 Problem Formulation
A central topic in groundwater studies is the steady-state flow through random porous
media [6]. This flow is described by Darcy’s law, coupled with an incompressibility condition,
leading to the parameterized PDE
−∇ · (k(x, ω)∇p(x, ω)) = f(x) for x ∈ D, ω ∈ Ω, (1)
where D is a bounded domain in Rd, with d ∈ {1, 2, 3}, and Ω is the sample space of a
probability space (Ω,A, P ). We consider deterministic mixed Dirichlet–Neumann boundary
conditions
p(x, ω) = pD(x) for x ∈ ΓD and
n(x) · (k(x, ω)∇p(x, ω)) = pN (x) for x ∈ ΓN ,
with Γ = ΓD ∪ ΓN the boundary of the domain D, and n(x) is the outward normal on the
boundary ΓN . The diffusion coefficient k(x, ω) represents the permeability of the porous
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medium. In practice, this permeability is not known at every location x, and, in geophysics,
it is commonly modeled as a random field on D×Ω, i.e., k : D×Ω→ R : (x, ω) 7→ k(x, ω).
For a fixed sample ω ∈ Ω, the associated realization of the random field is a deterministic
function from D to R, denoted as k(·, ω). Each such realization then corresponds to a
deterministic version of the parameterized PDE. As a consequence, the solution of (1), the
unknown hydrostatic pressure head p(x, ω), must itself be a random field on D × Ω. The
source term f(x) is assumed to be deterministic.
A commonly used model for the permeability k(x, ω) is a lognormal distribution,
k(x, ω) = exp(Z(x, ω)),
where Z is an underlying Gaussian random field with given mean and covariance. The
exponential ensures that the permeability remains positive throughout the domain D.
A Gaussian random field Z(x, ω) is a random field where for every M ∈ N and xi ∈ D,
the vector Z = (Z(xi, ω))Mi=1 follows a multivariate Gaussian distribution with mean µi =
µ(xi) and covariance function
C(xi,xj) := cov(Z(xi, ω), Z(xj , ω))
= E[(Z(xi, ω)− µ(xi))(Z(xj , ω)− µ(xj))], xi,xj ∈ D.
Specifically, we write Z ∼ N (µ,Σ) with Σi,j = C(xi,xj). A Gaussian random field is
fully characterized by its mean µ and covariance function C. An important special case are
the so-called stationary random fields, where µ is constant and the covariance function C
only depends on the difference xi − xj . Throughout this text, we will use the stationary
Whittle–Matérn covariance function, given by
C(xi,xj) = σ
2 1
2ν−1Γ(ν)
(√
2ν
‖xi − xj‖p
λ
)ν
Kν
(√
2ν
‖xi − xj‖p
λ
)
, (2)
where Γ is the Gamma function, Kν is the modified Bessel function of the second kind
and ‖xi − xj‖p denotes the `p distance between the points xi and xj . There are three
parameters in this model: the correlation length λ, the (marginal) variance σ2, and the
smoothness parameter ν. By varying this set of parameters {λ, σ2, ν} we can model a broad
range of materials with different permeabilities, see Figure 1. Note that for ν = 1/2, the
Matérn covariance reduces to the well-known exponential covariance function,
C(xi,xj) = σ
2 exp
(
−‖xi − xj‖p
λ
)
.
Several techniques exist to produce samples of a random field, such as the polynomial
chaos expansion [38], the circulant embedding technique [18], a factorization based on H-
matrices [11], or the Karhunen–Loève (KL) expansion [13]. We will focus on this last
approach. The KL-expansion
Z(x, ω) = µ(x) +
∞∑
r=1
√
θrfr(x)ξr(ω) (3)
represents the Gaussian random field Z(x, ω) as a linear combination of a product of a
number of eigenvalues θr and eigenfunctions fr, with N (0, 1)-distributed random numbers
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ξr(ω) as coefficients. The eigenvalues θr and eigenfunctions fr are the eigenvalues and
eigenfunctions of the integral operator C associated with the covariance function,
(C f)(xi) =
∫
D
C(xi,xj)f(xj) dxj , xi,xj ∈ D.
For ν = 1/2 and the `1-distance, analytic expressions are available for θr and fr, see [6]. For
other ν-values with p = 1, one must solve the one-dimensional eigenvalue problem C f = θf .
In the numerical experiments later on, we will use the `1-norm and discretize the operator C
into a matrix and use its eigenvalues and eigenvectors as discrete approximations of θr and
fr. Solving this eigenvalue problem (EVP) is typically done only once, and the eigenvalues
and eigenvectors are stored for later reference. Therefore, we will ignore the cost of solving
the EVP in our cost model later on.
The KL-expansion is the continuous equivalent of the singular value decomposition
(SVD) for matrices, and, in this sense, it is the unique expansion that minimizes the mean
square error (MSE) of the representation in L2(D) if the expansion is truncated after a
finite number of terms:
Zs(x, ω) = µ(x) +
s∑
r=1
√
θrfr(x)ξr(ω). (4)
An important question is how many terms should be retained in (4) to accurately approxi-
mate the random field Z(x, ω). If the eigenvalues θr decay fast, then, for large enough value
of r, the relative contribution of fr to the sum in (3) will be small. Hence, the faster the
decay of θr, the better an s-term approximation will be. Typically, the number of terms s
is chosen such that 95% of the variance in the random field Z(x, ω) is captured by the first
s terms. For the Matérn covariance in d dimensions, considered here, there is an analytic
expression for the asymptotic convergence rate of the eigenvalues,
θr ∼ O
(
r−
2ν+d
d
)
,
see [1] or [17]. It can be shown that, when ν = ∞ in (2), the eigenvalues decay at least
exponentially, see [35]. It should be noted that, the smoother the underlying covariance
function (determined by the smoothness parameter ν), the faster the eigenvalues θr decay
and thus the fewer terms are needed for an accurate representation of the random field,
see Figure 2. On the other hand, when the problem is non-smooth, a large number of initial
eigenvalues have approximately the same magnitude, and a lot of terms are needed in the
KL-expansion of the Gaussian random field.
In the remainder of this text, we will develop solution methods for PDEs with random
coefficients such as (1), and show how to efficiently compute statistics of quantities derived
from the solution of the PDE-model. For example, we will be interested in the expected
value E[G(ω)] = E[G(p(x, ω))], where the quantity of interest G is a functional G applied
to the solution p(x, ω). As such, we will quantify the uncertainty in the underlying PDE
model.
3 Multi-Index Monte Carlo Sampling
In this section we review the main ideas of the Multi-Index Monte Carlo (MIMC) method,
as introduced in [21]. MIMC can be seen as an extension of the Multilevel Monte Carlo
4
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Figure 2: Decay of the three-dimensional eigenvalues with p = 1 for three different sets
of parameters {λ, σ2, ν} in the Matérn kernel. The dashed lines indicate the theoretical
convergence rates.
(MLMC) method [16] where the single scalar level is extended to a multi-index. As a con-
sequence, the hierarchy of scalar levels is extended to a larger, multi-dimensional hierarchy
of indices. This allows more flexibility in choosing which grids are needed in the resulting
estimator. The method can also be seen as a combination of sparse grids in its combination
technique-form [4,19] and Monte Carlo sampling.
3.1 Derivation of the MIMC Estimator
Consider the parameterized PDE from (1). For each realization of the random field k(x, ω),
we must find a solution of a deterministic PDE using an appropriate numerical scheme. In
our experiments later on, we will use a second-order finite volume (FV)method. This method
is often used in the context of subsurface flow simulations, because of the mass conservation
property. The FV method partitions the domain D into cells with a finite volume, called
control volumes. For ease of presentation, we limit ourselves to the unit cube D = [0, 1]3.
Suppose we partition this domain into md square cells. For every realization k(·, ω), we
compute the value of k in each of the cell centers, and use the second-order FV method to
find a solution p(·, ω) in each of these points. From this solution, we then compute the value
of a quantity of interest, such as a point evaluation on D or a flux through a part of the
boundary Γ. Let Gm(ω) denote the application of the quantity of interest to the discrete
solution of a realization of the PDE associated with the sample ω. The classical Monte
Carlo method would then pick m and N large enough, to approximate E[Gm] by
SN (Gm) := 1
N
N−1∑
n=0
Gm(ωn). (5)
In contrast to this, the Multi-Index Monte Carlo method [21] uses discretizations with
different mesh sizes for the different directions. For this, define(
m0,iM
`i
i
)d
i=1
with integers m0,i > 0 and Mi > 1,
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Figure 3: An example of multi-index grids in two dimensions. The arrows indicate which
grids must be considered to compute a sample of the multi-index difference ∆G~`(ω).
where ~` := (`i)di=1 ∈ Nd0, with N0 = {0, 1, 2, . . .} and d ≥ 1, denotes a (multi-)index.
Correspondingly, let G~`(ω) denote an approximation to the quantity of interest G on such
an m0,1M `11 × · · · ×m0,dM `dd -point mesh.
Instead of approximating the expected value of the quantity of interest directly on the
fine mesh, the MIMC method finds approximations for the expected value of the differences
∆G~`(ω) defined by
∆G~`(ω) :=
(
d⊗
i=1
∆i
)
G~`(ω)
with
∆iG~`(ω) =
{
G~`(ω)−G~`−~ei(ω) if `i > 0,
G~`(ω) if `i = 0.
Here, ~ei denotes the unit vector in direction i and ⊗di=1∆i = ∆d · · ·∆2∆1. In general,
taking a sample ∆G~`(ω) will require a deterministic solution of the PDE at 2d different
grids, see Figure 3. For example, to take a single sample of ∆G(1,2)(ω), we must solve the
PDE four times, using four different values for the discretization parameters: (1, 2), (0, 2),
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(1, 1) and (0, 1). The multi-index difference is then computed as
∆G(1,2)(ω) = ∆2(∆1G(1,2)(ω))
= (G(1,2)(ω)−G(0,2)(ω))− (G(1,1)(ω)−G(0,1)(ω))
= G(1,2)(ω)−G(0,2)(ω)−G(1,1)(ω) +G(0,1)(ω).
A key point is that these four solutions are based on the same realization of the random field
k(x, ω), i.e., with the same sample ω. Thus, the same random numbers ξr(ω), are used in
its KL-expansion in (4). We therefore expect the quantity of interest on each of these grids
to be close to each other, such that the variance V[∆G~`(ω)] of the multi-index differences
will be small. This is the rationale behind the Multi-Index Monte Carlo (MIMC) estimator
ML :=
∑
~`∈I(L)
SN~`(∆G~`) =
∑
~`∈I(L)
1
N~`
N~`−1∑
n=0
∆G~`(ωn), (6)
where the set I(L) is conveniently called the index set. The parameter L ∈ N0 controls the
size of this index set, and I(L − 1) ⊂ I(L), L = 1, 2 . . .. The estimator is asymptotically
unbiased, i.e., the sequence (E[ML])L≥1 converges to E[G]. Let us denote the variance of
the multi-index difference by V~` := V[∆G~` ]. The variance of the estimator is then given by
V[ML] =
∑
~`∈I(L)
V~`
N~`
=
∑
~`∈I(L)
V˜~` , (7)
where V˜~` := V~`/N~` is the contribution of index ~` to the total variance of the estimator.
We assume that the index set I(L) ⊆ Nd0 is an admissible (or downward closed) index
set, meaning that for all
~τ ≤ ~` ∈ I(L)⇒ ~τ ∈ I(L),
where ~τ ≤ ~` means τj ≤ `j for all j, see [5]. Hence, for every index ~` 6= (0, 0, . . .) in an
admissible index set, all indices with smaller entries in at least one direction are also included
in the set. Amongst others, this condition ensures that the index set does not contain gaps.
Throughout this text, we will encounter two different types of index sets:
• Full Tensor (FT) index sets:
I(L) =
{
~` ∈ Nd : `i ≤ L for all 1 ≤ i ≤ d
}
, and (8)
• Total Degree (TD) index sets:
I(L) =
{
~` ∈ Nd :
d∑
i=1
`i ≤ L
}
. (9)
The latter is inspired by the so-called Smolyak-construction in sparse grids [12,36]. The FT
index set would include all grids shown in Figure 3, whereas the TD index set corresponds
to the grids inside the upper left triangle. Note that the classical Multilevel Monte Carlo
method only includes the grids on the main diagonal of Figure 3.
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In [21], it is shown that indices that are contained inside the weighted d-simplex, i.e.,
the weighted TD-type
I(L) =
{
~` ∈ Nd :
d∑
i=1
δi`i ≤ L
}
,
d∑
i=1
δi = 1 and 0 < δi ≤ 1,
form an optimal index set under certain conditions.
At this point, we should stress that the MIMC method is not limited to problems with
a FV discretization on a unit cube. Any discretization method on any domain D that
allows for a successive refinement in some direction can be used for solving the deterministic
PDE underlying the parameterized model (1). Furthermore, the multi-index is not only
restricted to the number of dimensions in the physical discretization, see e.g., [34], where
the multi-index controls the physical discretization as well as two KL expansions.
The objective of estimator (6) is to compute the expected value of the quantity of interest,
E[G], to sufficient accuracy, for example by bounding the root mean square error (RMSE)
by a tolerance parameter  > 0:
RMSE =
√
E[(ML − E[G])2] ≤ . (10)
The quantity under the square root is the MSE, which can be expanded as
MSE = V[ML] + Bias(ML, G)2, (11)
a classical result from statistics [37]. The first term in (11) is the variance of the estimator,
given by (7), and represents the statistical part of the error. It can be reduced by taking
more samples. The second term in (11) is the square of the bias of the estimator. It can
be reduced by adding more indices to the index set. If we want the MSE ≤ 2, then it is
sufficient to take V[ML] ≤ η2 and Bias(ML, G)2 ≤ (1− η)2, with η ∈ (0, 1).
Denote by W~` the amount of work to compute a single sample of the difference ∆G~` of
the quantity of interest at index ~`. The optimal number of samples N~` at each index ~` can
be computed by balancing the total amount of work
W =
∑
~`∈I(L)
N~`W~` (12)
over all indices in the index set, such that the statistical part of (11) is satisfied. Then, the
solution of the optimization problem
min
N~`
W
s.t.
∑
~`∈I(L)
V~`
N~`
≤ η2
can be found as
N~` =
1
η2
√
V~`
W~`
∑
~τ∈I(L)
√
V~τW~τ for all ~` ∈ I(L) (13)
8
using the method of the Lagrange multipliers. In practical computations, this value can be
rounded up to the nearest largest integer dN~`e. The variance V~` in (13) can be approximated
by a sample variance,
V~` ≈ 1
N~` − 1
N~`−1∑
n=0
(
∆G~`(ωn)− SN~`(∆G~`)
)2
. (14)
The contribution of index ~` to the total variance of the estimator (7) is thus approximated
by
V˜~` =
V~`
N~`
≈ 1
N~`(N~` − 1)
N~`−1∑
n=0
(
∆G~`(ωn)− SN~`(∆G~`)
)2
. (15)
The wall clock time can be used as a cost estimate for the true cost W~` .
3.2 An Algorithm for MIMC Simulation
All elements are in place to formulate a complete algorithm for MIMC simulation (Algo-
rithm 1). As input, the method requires a requested tolerance on the RMSE of the expected
value of some quantity of interest. The outputs returned by the method are the value of
the MIMC estimator and an error estimate on the computed result. We clarify some of the
essential components of the algorithm.
The algorithm is adaptive in the index set parameter L. That is, we start from an index
set {(0, . . . , 0)} and add more indices to the set according to (8) or (9), until the total error
estimate is less than the requested accuracy . At each new index, N˜warm-up samples are
taken to get an initial estimate for the variance contribution. Note that if this number
of samples exceeds the optimal number of samples in (13), performance deterioration may
arise, see [32]. This often happens on the fine grids, where the required number of samples
is small. We find in our numerical examples that N˜ = 32 is a good trade-off. There are
techniques to somewhat overcome this problem, such as regression on the variance model as
suggested in [16], or continuation Multilevel Monte Carlo [7]. It is the latter approach that
we will use in our numerical experiments later.
The bias is computed using the heuristic
Bias(ML, G) =
∣∣∣∣∣∣
∑
~` /∈I(L)
E[∆G~` ]
∣∣∣∣∣∣ ≈ Bˆ :=
∣∣∣∣∣∣
∑
~`∈∂I(L)
E[∆G~` ]
∣∣∣∣∣∣ (16)
where ∂I(L) = I(L) \ I(L− 1) is the boundary of the index set, similar to [12]. The mean
E[∆G~` ] can be approximated by a sample average. The approximation along the boundary
is justified for cases where E[∆G~` ] decays sufficiently fast with respect to L. In [21], for
example, the analysis assumes that the decay is at least exponentially fast with respect to
~`. We stress that (16) is a heuristic, and it might fail, even with sufficient decay.
The algorithm continues by adding samples at each index in the index set according
to (13). Next, an estimate for the variance of the estimator is computed. When this
estimate is larger than the allowed accuracy 2/2, we double the number of samples at the
index where the ratio of variance contribution V˜~` = V~`/N~` and cost W~` is largest. In the
next iteration, formula (13) is reevaluated and additional samples are taken accordingly.
9
Algorithm 1 MIMC
input: tolerance  on RMSE
L = 0
I(L) = {(0, . . . , 0)}
I(L− 1) = ∅
error =∞
repeat
for ~` ∈ I(L)\I(L− 1) do
take N˜ MC warm-up samples at index ~`
use the sample variance (14) as an estimate for the variance V~`
compute the contribution V˜~` to the total variance of the estimator using (15)
end for
compute an estimate Vˆ for the variance of the estimator using (7)
repeat
for ~` ∈ I(L) do
compute the optimal number of samples N~` at index ~` using (13)
take additional MC samples at index ~`, to have at least dN~`e MC samples
use the sample variance (14) as an estimate for the variance V~`
compute the contribution V˜~` to the total variance of the estimator using (15)
end for
compute an estimate Vˆ for the variance of the estimator using (7)
if Vˆ > η2 then
find the index ~τ ∈ I(L) with largest ratio V˜~τ/W~τ
double the number of MC samples at index ~τ
use the sample variance (14) at index ~τ as an estimate for the variance V~τ
compute the contribution V˜~τ to the total variance of the estimator using (15)
end if
until Vˆ ≤ 2/2
if L ≥ 2 then
compute an estimate Bˆ for the bias using (16)
error =
√
Vˆ + Bˆ2
end if
L := L+ 1
until error < 
evaluate the MIMC estimatorML using (6)
return ML, error
That way, our estimator is guaranteed to have a variance smaller than or equal to a
fraction 1/2 of the MSE budget.
Note that Algorithm 1 is presented for a fixed η = 1/2. In our implementation, we
adapted the error splitting parameter when the square of the bias is smaller than 2/2,
where we further restrict η ∈ [1/2, 1). We have that η = 1 − Bˆ2/2. Thus, the remaining
portion of the MSE budget is used to relax the requirement on the variance of the estimator.
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Algorithm 2 MIQMC
L = 0
I(L) = {(0, . . . , 0)}
I(L− 1) = ∅
error =∞
repeat
for ~` ∈ I(L)\I(L− 1) do
take N˜? QMC warm-up samples at index ~` for each random shift Ξ
k,~`
compute the variance contribution V˜ ?~` of the difference ∆G~` using (19)
end for
compute an estimate Vˆ for the variance of the estimator using (22)
repeat
find the index ~τ ∈ I(L) with largest ratio V˜ ?~τ /W~τ
double the number of QMC samples at index ~τ for each random shift Ξk,~τ
compute the variance contribution V˜ ?~τ of the difference ∆G~τ using (19)
compute an estimate Vˆ for the variance of the estimator using (22)
until Vˆ < 2/2
if L ≥ 2 then
compute an estimate Bˆ for the bias using (16)
error =
√
Vˆ + Bˆ2
end if
L := L+ 1
until error < 
evaluate the MIQMC estimatorM?L using (21)
return M?L, error
4 Multi-Index Quasi-Monte Carlo Simulation
In this section, we derive the Multi-Index Quasi-Monte Carlo (MIQMC) estimator. We start
with a short introduction on Quasi-Monte Carlo (QMC) methods, before combining such
methods with the MIMC estimator from the previous section. Finally, we will discuss an
algorithm for MIQMC simulation.
4.1 Quasi-Monte Carlo Quadrature
The QMC method is a method to approximate high-dimensional integrals
Is(f) =
∫
[0,1]s
f(y) dy
over the unit cube [0, 1]s by an equal-weight cubature rule
S?N (f) :=
1
N
N−1∑
n=0
f(tn). (17)
Note that we will use a ? to denote the QMC counterparts of the MC methods. Formula (17)
is seemingly identical to the Monte Carlo estimator SN (f) in (5). However, instead of
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tn ∈ [0, 1]s being i.i.d. uniform random numbers, the cubature points tn are chosen deter-
ministically to be better than random. “Better”, in this setting, means “more uniformly
distributed”, a property that is measured by the discrepancy [9]. Some common techniques
for generating these points are rank-1 lattice rules [9] and digital nets [10]. Rather than
the usual O(1/√N) convergence behavior for Monte Carlo methods, QMC methods can,
under certain conditions, achieve an integration error O(N−α) with α > 1/2, see [9, 25]. In
our work, we will use the rank-1 lattice rule approach. An N -point rank-1 lattice rule in s
dimensions is a QMC method with cubature points
tn =
{nz
N
}
, n = 0, . . . , N − 1, (18)
where z ∈ Zs is an s-dimensional generating vector, and {·} denotes the fractional part, i.e.,
{x} = x− bxc.
Unfortunately, QMC methods do not provide an error bound derived from (15), since
the points are chosen deterministically. However, this feature can be recovered by using
random shifts: each point in the lattice rule is shifted by a vector Ξ ∈ [0, 1]s:
t′n =
{nz
N
+Ξ
}
= {tn +Ξ}, n = 0, . . . , N − 1.
We will denote the corresponding randomly shifted lattice rule as S?N (f ;Ξ). A probabilistic
error estimate for the QMC method can be obtained by choosing K i.i.d. shifts Ξ0, . . . ,
ΞK−1. The approximation for the integral now becomes
S?N,K(f) :=
1
K
K−1∑
k=0
S?N (f ;Ξk)
=
1
K
K−1∑
k=0
1
N
N−1∑
n=0
f({tn +Ξk}).
Since the S?N (f ;Ξ0), . . . ,S?N (f ;ΞK−1) are i.i.d. random variables, the (sample) variance of
S?N,K(f),
V[S?N,K(f)] ≈
1
K − 1
K−1∑
k=0
(S?N (f ;Ξk)− S?N,K(f))2 , (19)
can be used to construct a confidence interval for S?N,K(f) in the usual way, see [9].
The integral we consider here is the expectation of the quantity of interest, E[G]. Since
the lognormal random field associated with (1) is represented by an infinite number of
N (0, 1)-distributed random numbers in the KL-expansion, see (3), we actually have to con-
sider an integral over R∞:
E[G] = E[G(p(x, ω))] =
∫
R∞
G(p(x, ξ1, ξ2 . . .)) dΦ(ξ)
=
∫
[0,1]∞
G(p(x,Φ−1(y1),Φ−1(y2) . . .)) dy
≈
∫
[0,1]s
G(p(x,Φ−1(y1), . . . ,Φ−1(ys), 0, . . .)) dy
≈ S?N (G ◦ Φ−1) =
1
N
N−1∑
n=0
G(Φ−1(tn)),
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where Φ and Φ−1 are the cumulative normal density and its inverse respectively. We apply
this change of variables component-wise, i.e.,
ξ = Φ−1(y) = (Φ−1(y1),Φ−1(y2), . . .) ∈ RN and y ∈ (0, 1)N.
The setting of approximating the expected value by applying a linear functional to the
solution of the lognormal diffusion problem under consideration has been analyzed using
randomly shifted lattice rules for a single level of discretization and for the multilevel algo-
rithm, see, e.g., [17,23,24,26]. In such a case it can be shown that the integrand belongs to a
certain weighted Sobolev space with so-called product and order dependent (POD for short)
weights, where the weights denote the importance of different sets of variables. A generating
vector z for the lattice rule can then be constructed using a component-by-component (CBC)
algorithm with cost O(sN logN + s2N), see [23, 26, 29] for details. Software accompany-
ing [23] for constructing such rules is available on the internet [30]. The convergence rate
depends on the decay of the eigenvalues, but is limited to O(N−1) because of the use of ran-
domly shifted lattice rules on a non-periodic smooth function. The convergence is however
independent of the truncation dimension s of the random field due to the POD-weighted
Sobolev space.
4.2 The MIQMC Estimator
In the remainder of this section, we will derive the Multi-Index Quasi-Monte Carlo (MIQMC)
estimator. The idea of the MIQMC method is to replace the simple MC estimator for the
differences ∆G~` in (6) by the QMC method from §4.1. Due to the bias constraint we would
like to satisfy in our algorithm, we need the estimator for the differences to be unbiased.
This is satisfied for the randomly shifted rank-1 lattice rules presented above. The MIQMC
estimator can be expressed as
M?L :=
∑
~`∈I(L)
S?N~` ,K(∆G~`). (20)
Fully expanded, the MIQMC estimator for E[G] based on rank-1 lattice rules reads
M?L =
∑
~`∈I(L)
1
K
K−1∑
k=0
1
N~`
N~`−1∑
n=0
∆G~`(Φ
−1({tn +Ξk,~`})), (21)
with Φ−1 the inverse cumulative normal. Note that we have now written an explicit de-
pendence of the differences ∆G~` on the vector ξ = Φ−1({tn + Ξk,~`}) ∈ Rs in the KL-
expansion (4). The MIQMC estimator is still an asymptotically unbiased estimator, and its
variance is given by
V[M?L] = V
 ∑
~`∈I(L)
S?N~` ,K(∆G~`)

=
∑
~`∈I(L)
V
[
S?N~` ,K(∆G~`)
]
, (22)
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because of the i.i.d. random shifts Ξ
k,~`
. The total work of the estimator is
W ? = K
∑
~`∈I(L)
N~`W~` . (23)
4.3 An Algorithm for MIQMC Simulation
We present an algorithm for MIQMC simulation in Algorithm 2. Some of the remarks given
in §3.2 also apply here.
Contrary to Algorithm 1, there is no analytic expression for the required number of
samples at each index, similar to (13). Instead, we will base our method on the simple
yet effective algorithm given in [15]: starting from an initial number of samples N˜?, we
double the number of samples at the index with the largest ratio of variance contribution
and cost. The way this variance contribution is estimated, is the main difference with the
MIMC algorithm in Algorithm 1. For MIQMC, the contribution V˜ ?~` := V[S?N,K(∆G~`)] to
the variance of the estimator, V[M?L], is computed by (19). This requires K independent
random shift Ξ
k,~`
at each index ~`, where all shifts are mutually independent. The number of
shifts K needs to be chosen carefully. If K is too small, the variance estimation can be poor
and the algorithm may terminate too early. If K is too large, it may kill the performance
of the MIQMC estimator. Furthermore, the choice of K also influences the choice of the
number of warm-up samples N˜?. We numerically found that in our examples, presented
below, any 8 < K < 32 is acceptable, and in our experiments we will choose K = 16 with
N˜? = 4.
5 Numerical Results
We investigate the performance of our MIQMC algorithm on the 3D flow problem introduced
in §2. We consider three different sets of parameters for the covariance function of the
underlying Gaussian random field, with various degree of smoothness, and two different
quantities of interest. We compare with standard MIMC simulation and the multilevel
counterparts: MLMC and MLQMC [33]. We show numerically that, for certain choices for
the parameters in the covariance function and certain choices for the quantity of interest,
such that the integrand is smooth, it is possible to obtain an estimator with a cost inversely
proportional to the requested tolerance  on the RMSE, which is the best possible result for
randomly shifted lattice rules in this setting [23].
We consider a domain D = [0, 1]3 and impose a grid hierarchy as explained in §3.
We choose mi,0 = 4 and Mi = 2 for all 1 ≤ i ≤ 3. Each realization of the PDE is
discretized using a cell-centered FV approach, and the resulting sparse system is solved using
a preconditioned conjugate gradient method with an algebraic multigrid preconditioner [3].
The average running time to compute a realization of the multi-index difference ∆G~` at
each index ~` shows an isotropic structure, i.e., the rates are the same in every dimension,
as can be deduced from Figure 4. Also, the mixed dimension rates are the products of the
respective single-dimension rates. All simulations are performed on a 2.8GHz Ivy Bridge
processor with 64GB of RAM. For the implementation of MLQMC and MIQMC based on
rank-1 lattice rules, we pick a standard generating vector z from [28], and choose K = 16
random shifts.
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Figure 4: Average run time to compute one realization of the multi-index difference ∆G~`
of the quantity of interest G1 in the three-dimensional flow problem. The notation (`, 0, 0)
means that we investigate how the run time behaves when only the first dimension is refined,
and similar for all the other (mixed) dimensions.
Table 1: The three different sets of parameters used in the Matérn covariance function
(compare with the realizations in Figure 1 and the eigenvalue decay in Figure 2).
F1 F2 F3
correlation length λ 1 0.3 0.075
variance σ2 1 1 1
smoothness ν 2.5 1 0.5
number of KL terms s 12 201 3500
Three different sets of parameter values for the Matérn covariance function are provided,
denoted as F1 to F3 , see Table 1. As the correlation length and smoothness decrease, we
require more terms in the KL expansion of the underlying Gaussian random field. We used
the criterion θs/θ1 ≤ 10−3 to determine the number of terms s, also listed in the table. The
generated random fields have a zero-mean (µ(x) = 0), and we choose p = 1 for the `p-norm
for all sets of parameters. Hence, we can use the analytic expressions for eigenvalues and
eigenfunctions for F3.
As a first example, consider the parameterized PDE (1) with only Dirichlet boundary
conditions, i.e., pD(x) = 0 and ΓD = Γ. The quantity of interest is a point evaluation of
the pressure at the middle of the domain, x = (0.5, 0.5, 0.5). This problem will be denoted
as G1.
We analyze the behavior of the mean |E[∆G~` ]| and variance V[∆G~` ] of the multi-index
differences in all (mixed) directions of the problem. We clearly see isotropy and a product
structure from Figure 5.
Next, we compare our MIQMC estimator with both the MLQMC estimator from [24,33],
and the variants based on plain Monte Carlo sampling: MIMC (with both FT and TD index
sets) and MLMC. Note that for the multilevel methods, we use the implementation of the
multi-index method with a single index representing the refinement in all levels at the same
time. We measure the total simulation time, and the total amount of work using (12)
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and (23), where W~` is computed using a regression on the actual run times from Figure 4.
We ran the six different algorithms for a sequence of decreasing tolerances  and present
the results in Figure 6. For the smooth field F1, we clearly see the benefit of both QMC
methods. Our MIQMC algorithm with TD index sets reaches an accuracy  = O(1/timer)
with r = 0.92. This is nearly optimal, since we are working with rank-1 lattice rules.
Thus, the best rate we hope to achieve is r = 1, i.e., a cost inversely proportional to the
desired accuracy. Compare this to the methods based on MC-sampling, that have r = 0.5.
Furthermore, the MIMC methods that use FT index sets have a suboptimal performance.
This was already observed in [21], and there seems to be no improvement when switching
to QMC-sampling.
When the smoothness of the Matérn kernel of the underlying Gaussian field decreases,
the achieved rate r also decreases. For F2, we find numerically that r = 0.71 for MIQMC
with TD index sets. This can also be seen in Figure 6, where for the very rough field F3,
the benefits of the QMC method have disappeared. All methods have the same asymptotic
convergence rate r = 0.5, and the classical MLMC is actually the best method.
As a second example, consider the parameterized PDE (1) with flow cell geometry, i.e.,
p((x1, x2, x3), ·) = 1 on Γ|x1=0 ,
p((x1, x2, x3), ·) = 0 on Γ|x1=1 and
−k∇p · n = 0 elsewhere.
The quantity of interest we consider here is the effective permeability through the side of
the domain at x1 = 1, i.e.,
G = −
∫ 1
0
∫ 1
0
k
∂p
∂x1
∣∣∣∣
x1=1
dx2 dx3, (24)
see [6, 18]. We approximate the derivative in (24) by a second-order finite difference, and
the integral by the two-dimensional trapezoidal rule.
Again, we analyze the behavior of the mean |E[∆G~` ]| and variance V[∆G~` ] of the multi-
index differences in all (mixed) directions of this second problem. Now, there is a clear
anisotropy when refining the differences as can be seen in Figure 7. It turns out that refining
in the x1-direction is much more advantageous than refining in the x2- or x3-direction. This
is evident when we consider the asymmetry of the quantity of interest G2, where the flux
in the x1-direction is considered. Observe that the convergence rates of the mean |E[∆G~` ]|
and the variance V[∆G~` ] are much smaller compared to the first test problem, G1.
As before, we run all methods for a sequence of decreasing tolerances  and compare the
performance. This is illustrated in Figure 8. However, we do not plot the results for the FT
index set, since it behaves quite badly, similar to our previous example. For the smooth case,
F1, the benefit of multi-index methods over multilevel methods is clearly visible again. The
multilevel methods have an asymptotic convergence rate r = 0.32, thus, a cost = O(−3).
This is due to the slow convergence rate of the variance of the multilevel differences. By
also considering the other meshes included in the multi-index telescoping sum in (6) or (21),
we are again able to recover the order-2 -convergence rate: cost = O(−2). For the less
smooth case, F2, the results indicate that there might be some benefit in switching to QMC.
However, the gain is only apparent for very small tolerances . In the non-smooth case F3,
we have again that all methods have the same asymptotic cost = O(−3). In this case, the
extension to MIMC does not help.
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Figure 5: Behavior of the estimated mean and variance of the multi-index differences ∆G~`
for the first quantity of interest G1. The notation (`, 0, 0) means that we investigate how
these quantities behave when only the first dimension is refined, and similar for all the other
(mixed) dimensions. For reference, the full black line corresponds to the approximation of
the quantity of interest G~` at (`, `, `).
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Figure 6: Performance comparison of Multi-Index (both FT and TD) and Multilevel (Quasi)
Monte Carlo under different test conditions for G1.
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Figure 7: Behavior of the estimated mean and variance of the multi-index differences ∆G~`
for the second quantity of interest G2. The notation (`, 0, 0) means that we investigate how
these quantities behave when only the first dimension is refined, and similar for all the other
(mixed) dimensions. For reference, the full black line corresponds to the approximation of
the quantity of interest G~` at (`, `, `).
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Figure 8: Performance comparison of Multi-Index (both FT and TD) and Multilevel (Quasi)
Monte Carlo under different test conditions for G2. Notice that the achieved accuracies are
much higher compared to the first test case G1.
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We conclude from our experiments that the MIQMC estimator with TD index sets is
able to recover the best possible -convergence rate of order 1 when using randomly shifted
lattice rules for smooth problems. For problems with less smoothness, and hence, a slower
convergence of the variance of the multi-index differences, the convergence rate deteriorates,
but in our experiments the asymptotic -complexity is never worse than the classical MLMC
method.
6 Conclusions and Further Work
We have proposed a new Multi-Index Quasi-Monte Carlo algorithm for the solution of math-
ematical models in the form of partial differential equations with random coefficients. The
MIQMC method combines the Multi-Index Monte Carlo method developed in [21] with
QMC methods to obtain faster convergence of the multi-index differences. Motivated by
problems in subsurface flow, we applied our method to an elliptic PDE in three dimensions
with a diffusion coefficient given by a lognormal random field with underlying Matérn covari-
ance function. For problems with a small correlation length, several thousand uncertainties
are required to accurately model the underlying random field.
Our numerical results show that the MIQMC method performs remarkably well in the
case of smooth problems. We are able to recover a cost O(1/), associated with QMC meth-
ods, where  is the requested tolerance on the estimator. For problems with less smoothness,
the benefit of QMC is less pronounced, as expected. Because of the faster QMC convergence,
we are able to reduce the simulation time from several hours with MLMC to only a couple
of minutes with MIQMC, for problems with 2 million degrees of freedom and up to 3500
uncertainties.
Future work may focus on either further reducing the variance of the multi-index dif-
ferences, using for example interlaced polynomial lattice rules [8] or higher order digital
nets [10]. Provided enough smoothness in the problem, we expect the estimator to achieve
a complexity O(1/p), with p < 2. One could also improve the multi-index method by
introducing an adaptive strategy for choosing the indices. This is already done in [34] for
the Multi-Index Monte Carlo method, based on a greedy algorithm outlined in [12, 20, 27].
Using this approach, a quasi-optimal index set is constructed, without prior knowledge of
the underlying problem. For this adaptive method, we expect similar gains as for adaptive
sparse grids [12].
Finally, we note that the analysis of our MIQMC estimator should be similar to what
was done in [21], except for the convergence rate of the sampling method. Such analysis is
outside the scope of the present paper.
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