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Avant-Propos
vii
Ce travail s’inscrit dans l’évolution actuelle des équipes de Génétique Quantita-
tive intéressées par la Prédiction Génétique des Caractères Complexes, sujet
majeur de cette discipline dès la première moitié du xxe siècle (voir par exemple
[Van Vleck, 1981]).
Les caractères, par exemple le poids ou la taille d’un animal, sont complexes car ils
sont influencés par plusieurs gènes, qui génèrent des effets additifs et d’interactions
génétiques, et par de nombreux effets de milieu identifiés. A cela s’ajoute un bruit
qui résulte surtout d’autres effets non identifiés du milieu et des erreurs de mesure.
Cela explique la nature stochastique de ce type de prédiction.
La cible de la prédiction, la valeur vraie, est une variable définie selon les ap-
plications. Des définitions habituelles sont la valeur génétique additive (on prédit
seulement les effets additifs des gènes), la valeur génétique de dominance (on prédit
certains effets d’interactions entre gènes) et le phénotype.
Les données pour la prédiction ont été traditionnellement les phénotypes et les
généalogies. Depuis une vingtaine d’années, des caractéristiques de l’ADN ont été
intégrées progressivement comme aide à la prédiction. La dimension des données
s’accroît : les prédictions se font sur plusieurs millions d’individus, chacun ayant 3
données (individu, père, mère) dans les archives généalogiques, et 50 000, 106 ou 3×
109 données d’ADN si l’on utilise, respectivement, des puces d’ADN de faible densité,
des puces de haute densité ou des séquences génomiques complètes de mammifères.
Les approches statistiques pour la prédiction regroupent des modèles paramé-
triques, souvent linéaires, et des méthodes de Maximum de Vraisemblance et Bayé-
siennes pour la prédiction et l’estimation de paramètres de position et de dispersion.
Ma motivation pour réaliser cette thèse est de contribuer aux évolutions dans ce
sujet en valorisant mon langage mathématique, ma vision générale de la statistique
et mon goût particulier pour les approches semi ou non paramétriques, économes en
hypothèses.
L’objectif de ma thèse est d’étudier des approches statistiques permettant d’ap-
préhender (sans tester) les nombreux effets génétiques inconnus influençant le phé-
notype. Dans mon équipe d’accueil, Modélisation Génétique et Génomique, mon
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objectif est complémentaire à des contributions faites pour prédire les valeurs géné-
tiques additives ou de dominance des animaux à l’aide des modèles paramétriques et
souvent linéaires.
Pour mener à bien ce travail, j’ai travaillé en 4 étapes. Dans la première (Chapitre
I), j’ai revu le contexte de la génétique et les caractéristiques des données utilisées
dans cette discipline.
Dans la deuxième (Chapitre II, et [Carré et al., 2013a]), j’ai fait un état des lieux
sur les nombreuses approches statistiques proposées pour la prédiction, j’ai discuté
les méthodes statistiques utilisées actuellement en génétique, et j’ai proposé d’étudier
la méthode des noyaux pour prédire les caractères complexes. Pour cette étape, j’ai
conforté mes connaissances sur les méthodes appliquées en génétique par un cours
de D. Gianola sur la modélisation génomique (Wageningen, 2012).
Dans la troisième étape (Chapitre III), j’ai évalué les précisions empiriques des
méthodes à noyaux. Dans cette partie, j’ai consacré du temps au choix de la variable
décrivant les liens génétiques entre individus (cours de E. Thompson, Wageningen,
2013 ; [Carré et al., 2013b]).
Dans la quatrième étape (IV), j’ai étudié les avantages et inconvénients de combiner
les prédictions fournies par plusieurs prédicteurs élémentaires (séjour à l’Université
du Wisconsin ; communication à la conférence internationale WCGALP, Vancouver,
2014 ; article en préparation).
Par ailleurs, tout au long de ma thèse, j’ai essayé de développer un algorithme
original pour la prédiction génétique. L’état d’avancement de cette approche, inspirée
de l’algorithme de compression/décompression en perte L1 "Compressed Sensing", est
présenté au chapitre V.
En marge de ce travail, je me suis investi dans une collaboration qui a abouti à une
publication [Assenza et al., 2014], présenté en Annexe I. Ma principale participation
a été de proposer et d’écrire les routines C++ pour la parallélisation massive des
calculs effectués pour cette publication.
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Chapitre I
Contexte de la prédiction
1
La prédiction de phénotypes est un champ de recherche traditionnel en épidémio-
logie et dans l’amélioration génétique des plantes et des animaux. La prédiction des
caractères mendéliens, discrets, gouvernés par un ou deux loci 1 et sujets à des effets
très faibles du milieu, est sans ambigüité. En revanche, la prédiction de caractères
complexes influencés par le milieu et par des nombreux gènes reste un véritable chal-
lenge. Avec l’évolution rapide des techniques de séquençage et de génotypage à haut
débit, le sujet est étudié activement dans d’autres contextes comme la pharmaco-
génomique, la nutri-génétique et la médecine individualisée.
Dans cette synthèse, nous suivons les ouvrages de [Falconer and Mackay, 1996] et
de [Van Vleck, 1981]. Nous discutons cinq composantes du contexte génétique : les
bases génétiques, les connaissances acquises, les objectifs de la prédiction, les données
pour la prédiction et les approches courantes de la prédiction génétique.
I.1 Bases Génétiques
Les études sur la structure, le fonctionnement et l’expression de l’ADN donnent
les connaissances de base pour la prédiction. Les animaux de ferme sont diploïdes et
la transmission génétique se fait par des gamètes parentaux haploïdes. Dans l’encadré
I.1, deux loci sont représentés, chacun abritant un gène : A qui prend deux formes ou
allèles A1 et A2, et B avec 4 allèles. Les configurations de chaque individu peuvent
être génotypiques (e.g., A1A1B1B3 pour le mâle de l’encadré I.1) ou haplotypiques où
la notation permet d’indiquer l’organisation des allèles dans les deux chromosomes
(e.g., A1B1A1B3 pour le même mâle). Lors de la transmission génétique, les pa-
rents produisent des gamètes haploïdes (ovules et spermatozoïdes) avec la moitié de
l’information génétique d’une cellule diploïde parentale. Cette moitié peut provenir
d’un seul chromosome parental (comme dans le spermatozoïde A1B1 de l’exemple)
lorsqu’il s’agit d’un gamète non recombinant ou d’une combinaison des deux chro-
mosomes parentaux s’il y a eu recombinaison (par exemple, le spermatozoïde A1B3).
Si deux loci sont éloignés, les chances d’observer des recombinaisons entre eux aug-
mentent. Au contraire, deux loci proches subiront moins de recombinaisons et les
paires d’allèles observées resteront stables d’individu en individu. Au niveau d’une
population, l’association non aléatoire entre allèles de deux ou plusieurs loci s’appelle
1. Locus et son pluriel latin loci désignent des lieux dans le génome. Chaque gène ou chaque
marqueur moléculaire est dans son locus, qu’il ait été localisé ou non dans le génome.
2
Déséquilibre de Liaison (DL) et elle souvent mesurée par la quantité D :
D = freq(A1B1)× freq(A2B2)− freq(A1B2)× freq(A2B1) (I.1)
Où freq(AiBi) représente la fréquence génotypique. Comme D dépend des fréquences
alléliques, la statistique la plus souvent retenue est la corrélation r2 entre deux loci
([Hill and Robertson, 1968]) :
r2 = D
2
freq(A1)× freq(A2)× freq(B1)× freq(B2) (I.2)
Les loci peuvent correspondre à des segments de séquences d’ADN abritant des
gènes ou des marqueurs génétiques proches des gènes. Pour les gènes, les effets des
allèles sur les phénotypes peuvent être indépendants : chaque allèle contribue au phé-
notype avec une quantité qui reste constante, indépendamment de l’état du deuxième
allèle du même locus ou des états des allèles d’autres loci. Ce sont les effets génétiques
additifs. Il existe également des allèles dont les effets sont en interaction avec celui de
l’autre allèle du même locus (interactions dites de dominance ou de récessivité) ou
avec ceux des allèles d’autres loci (interactions épistatiques). L’encadré I.2 illustre ces
trois catégories d’effets des gènes : additivité, dominance et épistasie. Le rappel des
principes génétiques ci-dessus doit permettre de conceptualiser l’existence de deux
groupes de variables génétiques : les configurations génotypiques (dans un ou plu-
sieurs loci ; indépendantes ou associées) et les effets alléliques (dans un ou plusieurs
loci ; additifs ou en interaction).
Comme souligné par [Gianola et al., 2009], dans le cas de la génétique quantita-
tive traditionnelle (e.g. [Falconer and Mackay, 1996]) la configuration génotypique
est une variable aléatoire générée par la ségrégation mendélienne (encadré I.1), alors
que les effets génétiques sont des variables mathématiques non stochastiques. De-
puis une dizaine d’années, des approches bayésiennes supposent comme aléatoires les
effets génétiques dans des modèles où les configurations génotypiques sont réalisées
grâce à l’observation de l’ADN (e.g. [Meuwissen et al., 2001]).
I.2 Les connaissances acquises en génétique
A l’heure actuelle, grâce aux technologies de séquençage du génome, ces connais-
sances évoluent rapidement. Il est convenable de résumer l’évolution des connais-
sances génétiques en deux grands thèmes : la structure du génome et l’influence du
génome sur les phénotypes.
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I.2.1 Structure du génome
L’ADN est transcrit en ARN qui a son tour est traduit ou "codé" en protéine (le
phénotype). A partir de ce dogme, nous résumons les principales évolutions dans les
connaissances [Sun et al., 2012] :
– Tout d’abord, l’ADN non codant est transcrit en ARN qui ne sera pas codé
en protéine mais qui va interférer avec l’expression des gènes codants. D’après
[Manolio et al., 2009], seulement 12% des régions chromosomiques influençant
des phénotypes de maladies chez l’humain sont codantes.
– Ensuite, la disponibilité des séquences de génomes complets a dévoilé une
variabilité individuelle de la structure génomique, observée comme des inser-
tions/déletions et des nombres des copies de gènes (CNV ou "Copy Number
Variation").
– Finalement, plusieurs mécanismes sont à l’origine de l’épigénétique, source de
variabilité de l’expression de gènes au-delà de la variabilité dans la séquence
d’ADN ([Vardhman et al., 2011]). L’épigénétique regroupe plusieurs évènements
biologiques comme l’empreinte génétique ou la méthylation de l’ADN. Cette
information épigénétique est transmise des parents aux descendants sous la
forme des modifications chimiques de l’ADN (et de la chromatine qui abrite la
molécule d’ADN), qui peuvent altérer l’expression des gènes, sans changement
de la séquence nucléotidique.
I.2.2 Influence du génome sur le phénotype
Face à cette complexité, la recherche des mutations causales de la variabilité de
phénotypes est un véritable challenge. Pour la prédiction génétique, quatre degrés
de connaissance peuvent être décrits :
1. Au premier degré, des mutations connues dans un ou quelques gènes déter-
minent le phénotype sans ambigüité. C’est les cas des caractères dits mendé-
liens. Par exemple, chez l’humain, la base OMIM 2 rapporte en juin 2012, plus
de 1700 caractères mendéliens mais dont seulement 153 sont localisés dans le
génome.
2. http://www.ncbi.nlm.nih.gov/omim
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2. Le deuxième degré correspond aux caractères dont la variabilité génétique est
surtout contrôlée par une mutation connue à effet majeur, mais les phénotypes
peuvent être bruités par l’influence d’autres gènes à effet faible et par le milieu
(e.g. le gène CSN1S1 de la caséine αs1 du lait de chèvre [Barbieri et al., 1995]).
3. Le troisième degré concerne les caractères dont on ne connaît pas les muta-
tions causales mais des régions chromosomiques ou QTL (Quantitative Trait
Loci) qui permettent d’expliquer une certaine proportion de la variabilité phé-
notypique. Les QTL sont des régions repérées avec des marqueurs génétiques
répartis sur l’ensemble du génome. A titre d’exemple, les résultats de 1400
études rapportant des régions marquées par des marqueurs SNP ("single nu-
cleotide polymorphism") sont répertoriés par le NHGRI aux USA 3. Pour les
animaux, la base QTLdb de l’Université de l’Iowa 4 regroupe, en juin 2012,
3162 QTL (pour 270 caractères) chez la poule, 5920 (407) pour les bovins,
6818 (585) pour les porcins, et 684 (189) pour les ovins.
4. Finalement, dans le quatrième degré de connaissances, les liens entre les don-
nées d’ADN et les phénotypes restent inconnus au moment de la prédiction. La
prédiction dans ce contexte sera basée sur des marqueurs en fort déséquilibre de
liaison avec les segments chromosomiques inconnus influençant le phénotype.
C’est le contexte de cette thèse.
Les connaissances acquises en génétique/génomique nous laissent deux messages prin-
cipaux pour la modélisation. D’une part, si l’on estime à 20 000 le nombre de gènes
codants chez les mammifères (c.f. [Pertea and Salzberg, 2010]), nous sommes très
loin de connaître la fraction codante de gènes qui elle-même ne représente que 1,5%
du génome.
D’autre part, l’extrême complexité des bases génétiques des caractères (faisant
intervenir des nombreux gènes codés en protéines structurelles, d’autres codés en
enzymes, d’autres non codant qui modifieront l’expression des premiers) milite pour
le développement d’approches statistiques non paramétriques à comparer aux ap-
proches paramétriques habituelles, basées sur le modèle linéaire.
3. National Human Genome Research Institut http://www.genome.gov/gwastudies
4. http://www.genome.iastate.edu/QTLdb/faq.html
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I.3 Prédiction de valeurs génétiques ou de phéno-
types ?
Nous discutons ici plusieurs objectifs de la prédiction, en utilisant les approches
statistiques proposés en génétique quantitative depuis le siècle dernier (revus dans
[Van Vleck, 1981]).
Les valeurs génétiques Nous avons déjà présenté les effets d’additivité, de do-
minance et d’épistasie pour un ou deux loci (encadré I.2). Toutefois, les caractères
complexes sont influencés par un grand nombre de loci. La valeur génétique d’un in-
dividu est la somme des effets génétiques dans tous les loci concernés. Il est possible
de définir pour le i-ème individu sa valeur génétique additive (ui), sa valeur génétique
de dominance (di) et sa valeur génétique d’épistasie (pi). S’agissant des caractères
complexes, le phénotype de l’individu a également un terme résiduel aléatoire ei :
yi = µ+ ui + di + pi + ei (I.3)
La valeur génétique additive u est appelée souvent effet polygénique, effet génétique
additif, ou encore effet génétique infinitésimal car elle représente la somme des ef-
fets d’un grand nombre (infini) de gènes agissant de façon additive, homogène et
indépendante sur le phénotype.
Différents objectifs de la prédiction La théorie de l’index de sélection (e.g.
[Hazel, 1943]) était suffisamment générale pour admettre plusieurs objectifs de pré-
diction (v) (comme la valeur génétique additive ou la valeur génétique de dominance
ou la valeur phénotypique) en utilisant des prédicteurs (I) qui sont des fonctions des
phénotypes (y) et des généalogies (triplets individu-père-mère). Le prédicteur le plus
utilisé est une fonction linéaire des données, qui maximise la corrélation entre v et I.
I = µ+ b(y − µ) (I.4)
Où b = Var(y)−1 Cov(y, v) donne une corrélation maximum entre I et v. Cette cor-
rélation ("accuracy" en anglais ou précision dans la bibliographie génétique franco-
phone) vaut :
rvI =
√√√√bCov(y, v)Var(v) (I.5)
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Dans cette approche de régression, la variable v reste inobservable. Mais la quantité
Cov(y, v) peut être calculée à l’aide des données généalogiques et des règles théoriques
que nous détaillerons dans la section I.5
Dans la majorité des applications l’objectif est de prédire les valeurs génétiques
additives ou les phénotypes. L’encadré I.3 donne des exemples simples d’objectifs
de la prédiction, sous un modèle additif. Dans ce cas, les valeurs prédites pour les
valeurs génétiques et pour les phénotypes peuvent être identiques (e.g. 5,15 dans
l’encadré I.3). Toutefois, la précision de la prédiction de phénotypes (rvI = 0, 15)
est moins précise que celle de la valeur génétique (rvI = 0, 27), car, à l’incertitude
de la prédiction des effets génétiques, s’ajoute la prédiction du résidu futur. Cette
difficulté est accrue quand les caractères sont sujets à une grande variabilité résiduelle
qui entraîne une faible héritabilité (h2 = σ2u/σ2u+σ2e ). Dans ces situations, collecter plus
d’information est très utile pour améliorer la précision de la prédiction des effets
génétiques, mais assez inefficace pour la prédiction de phénotypes.
I.4 Les données pour la prédiction
Dans la section précédente, nous avons rappelé la construction de la prédiction
utilisant des données phénotypiques et généalogiques. Les évolutions dans la connais-
sance des génomes couplées aux avancées technologiques de séquençage et génotypage
permettent aujourd’hui de disposer des données moléculaires.
Chimiquement, l’ADN est une suite de nucléotides, chacun caractérisé par un
sucre (invariable), un groupe phosphate (invariable) et une base (avec 4 possibili-
tés : adénine, guanine, thymine, cytosine). La séquence donne la série complète des
nucléotides de l’ADN étudié (une région chromosomique ou un génome complet). A
partir des séquences complètes de plusieurs centaines d’individus, les bioinformati-
ciens décèlent les nucléotides variables (les polymorphismes nucléotidiques ou "single
nucléotide polymorphism" ou SNP) qui sont regroupés dans des puces permettant le
génotypage de milliers d’individus à des coûts abordables.
Si le prix actuel de l’acquisition de la séquence d’un génome complet chez les mam-
mifères (environ 3 Gbases) est d’environ 100 fois celui d’un génotypage avec 60 mille
SNP, il faut ajouter tout un travail délicat d’alignement des séquences et de détection
d’erreurs qui fait que les puces de génotypes restent l’outil de choix pour la prédiction.
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Les tailles de ces puces sont de 60 mille SNP pour les espèces courantes d’élevage et
entre 700 et 900 mille SNP dans certaines études en bovins et en génétique humaine.
Une nouvelle génération de séquenceurs devrait donner la possibilité de réaliser des
séquençages du génome complet pour des milliers d’individus. Le concept à retenir
est que la prédiction génétique est un problème où le nombre des données phénoty-
piques est bien inférieur aux nombre des SNP, environ un rapport de un par trente
dans les applications récentes en bovins laitiers ([Lund et al., 2011]). Ajoutons que
ces SNP sont souvent disposés de façon régulière au long des chromosomes et qu’ils
fonctionnent comme des loci marqueurs à deux allèles.
I.5 L’approche courante pour la prédiction : le
BLUP
Le "Best Linear Unbiased Predictor" (BLUP ; [Henderson, 1973]) est la méthode
de prédiction utilisée couramment dans l’amélioration génétique des espèces d’intérêt
agronomique. Elle a été largement utilisée pour l’analyse des données traditionnelles
(phénotypes et généalogies) et elle l’est actuellement pour l’analyse des données des
marqueurs SNP.
Le BLUP en modèle infinitésimal C’est l’application traditionnelle où la pré-
diction est basée sur des données phénotypiques et généalogiques sans utilisation des
données d’ADN. Sous un modèle génétique additif, un vecteur de phénotypes y est
la somme des effets du milieu (réprésentés ici par µ), des valeurs génétiques additives
(u) et des résiduels (e) :
y = 1µ+ Zu+ e (I.6)
Où 1 est un vecteur de 1 et Z est une matrice d’incidence reliant les élements de y
aux élements de u. Des distributions couramment admises de u et e sont :
u ∼ N (0, Aσ2u) (I.7)
e ∼ N (0, Iσ2e) (I.8)
Où I est la matrice identité et A est la matrice de parenté entre les individus. Cette
matrice carrée A, de dimension nombre d’individus, contient les coefficients de pa-
renté (les probabilités que deux individus partagent des gènes provenant d’ancêtres
communs ; les éléments hors-diagonaux de A) et également les coefficients de consan-
guinité (la probabilité que les gamètes parentaux d’un individu partagent des gènes
provenant d’ancêtres communs ; les éléments diagonaux de A).
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La prédiction opère par les liens qui existent entre les phénotypes de plusieurs indi-
vidus via des matrices de (co)variance reliant les phénotypes et les valeurs génétiques
des vecteurs y et u :
Var(y) = Var(u) + Var(e) (I.9)
La contribution remarquable de ce modèle réside dans la définition de la covariance
entre les effets génétiques des individus d’une population, comme une fonction de
la variance génétique σ2u et des coefficients de parenté dans la matrice A, calculés à
partir des données généalogiques.
La solution BLUP du modèle (I.6) à (I.8) est :[
1
T
1 1
TZ
ZT1 ZTZ + A−1α
] [
µˆ
uˆ
]
=
[
1
Ty
ZTy
]
(I.10)
Où α est le rapport σe
σu
, supposé connu.
Le BLUP génomique L’accès aux données d’ADN a permis de remplacer les
covariances Aσ2u entre individus calculées à partir des données généalogiques, par
des covariances estimées à partir des données d’ADN. Soit M une matrice de géno-
types de dimension nombre d’individus par nombre de marqueurs et k un facteur
d’échelle, la matrice génomique G = kMMT est utilisée pour représenter les liens
génétiques entre les individus, ce qui revient à remplacer la matrice A dans (I.10)
par G [VanRaden, 2008] :[
1
T
1 1
TZ
ZT1 ZTZ +G−1γ
] [
µˆ
u˜
]
=
[
1
Ty
ZTy
]
(I.11)
Où γ est le rapport entre la variance résiduelle et la somme des variances des effets
marqueurs. Dans les applications, les éléments de M sont centrés par colonne. Le
facteur d’échelle k est fonction des fréquences alléliques des marqueurs SNP et il
peut varier selon les auteurs ([Goddard et al., 2011]).
[VanRaden, 2008] et [Goddard, 2009] montrent que, sous hypothèse de normalité
des effets des marqueurs, le modèle à l’individu (I.6) est équivalent au modèle mar-
queur suivant :
y = 1µ+ ZMβ + e (I.12)
Où M est la matrice des génotypes et β un vecteur des effets des marqueurs SNP.
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Un modèle de ségrégation mendélienne Les modèles précédents utilisent des
informations différentes pour relier les individus entre eux. Dans l’équation (I.10),
les données généalogiques servent à spécifier comment la transmission génétique a
opérée. Les approches plus récentes de sélection génomique (I.11), utilisent des rela-
tions basées sur les données d’ADN. En me basant sur les travaux de [Quass, 1976] et
[Henderson, 1975], j’ai essayé de concilier ces deux types d’information (c.f. Annexe
I ; [Carré et al., 2013a]). La clef de voûte de notre développement est la modélisation
de la valeur génétique de l’individu i, en fonction des valeurs génétiques des parents
p et m, plus une déviation due à la ségrégation mendélienne φ :
ui = up + um + φ (I.13)
Le phénomène de ségrégation fait que, dans le cas d’un seul locus, un père de génotype
AB peut transmettre son allèle A ou son allèle B à un de ses descendants. Cet
évènement se produit au hasard et, sans données d’ADN, φ est nécessairement une
variable aléatoire. Quand les données d’ADN sont disponibles, nous avons accès à
la réalisation de cette variable aléatoire. Dans [Carré et al., 2013a] nous évaluons
l’intérêt de garder les deux types d’information : la transmission génétique (qui est
le parent de qui ?) et la réalisation de la ségrégation (le descendant a reçu A ou B
du père AB). Nous montrons que l’information sur la transmission génétique est
particulièrement utile quand les données marqueurs d’ADN ne représentent pas bien
l’ensemble des effets génétiques.
La méthode BLUP a été et reste un outil de choix pour la prédiction génétique.
Dans le chapitre suivant, nous introduisons des approches alternatives pour la pré-
diction.
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Encadré I.1 Les configurations génotypiques et haplotypiques
Loci, haplotypes, allèles et la ségrégation mendélienne.
Individu Génotype Haplotype
Mâle A1A1B1B3 A1B1 A1B3
Femelle A1A2B2B4 A1B2 A2B4
L’exemple sert à représenter deux loci A et B. Le locus A a deux allèles (A1 et A2) et
le locus B a 4 allèles. La donnée génotype représente les allèles et la donnée haplotype
représente les allèles et leur disposition dans les chromosomes.
Gamètes et descendants : les configurations génotypiques (gamètes recom-
binants en italique).
Ovules
Spermatozoïdes A1B2 A2B4 A1B4 A2B2
A1B1 A1A1B1B2 A1A2B1B4 A1A1B1B4 A1A2B1B2
A1B3 A1A1B3B2 A1A2B3B4 A1A1B3B4 A1A2B3B2
A1B3 A1A1B3B2 A1A2B3B4 A1A1B3B4 A1A2B3B2
A1B1 A1A1B1B2 A1A2B1B4 A1A1B1B4 A1A2B1B2
Durant la méiose sont produits des gamètes (spermatozoïdes et ovules) où certains
haplotypes peuvent se combiner (processus de recombinaison) pour donner des nou-
veaux gamètes recombinants. Dans le tableau ci-dessus, le mâle de configuration
A1B1 A1B3 peut donner 2 gamètes non-recombinants A1B1 et A1B3 mais aussi les
recombinants A1B3 et A1B1. Ces recombinaisons sont d’autant plus probables que
les loci A et B sont éloignés dans le chromosome.
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Encadré I.2 Illustration des effets des gènes sur les phénotypes, selon
[Falconer and Mackay, 1996]
Additivité et dominance dans un locus.
Les moyennes phénotypiques par génotype µij, sont souvent déviées de la valeur
moyenne des homozygotes µA1A1 et µA2A2. Les effets additifs deviennent, respecti-
vement, a et -a. Dans certains loci, il peut exister une interaction entre les allèles
du même locus de sorte que la différence d entre µA1A2 et la moyenne des 2 homo-
zygotes n’est pas nulle. Cette interaction est la dominance (ou, sa contrepartie, la
récessivité).
Dans la population, les moyennes génotypiques dépendent des fréquences alléliques
et génotypiques. Dans le cas d’un locus à deux allèles les notations habituelles sont
p = [A1], q = [A2] pour les fréquences alléliques. Si les populations sont en équilibre
Hardy-Weinberg, les fréquences génotypiques sont [A1A1] = p2, [A1A2] = 2pq et
[A2A2] = q2. La moyenne de la population est :
M = ap2 + d2pq − aq2 (I.14)
Et les valeurs génotypiques sont définies vis-à-vis de la moyenne de chaque popula-
tion :
G11 = a−M = 2q(a− pd) (I.15)
G12 = d−M = a(q − p) + d(1− 2pq) (I.16)
G22 = −a−M = −2p(a+ qd) (I.17)
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De même, il est utile de définir l’effet moyen αi d’un allèle comme l’espérance
conditionnelle du phénotype sachant l’allèle Ai. Dans notre cas simple :
α1 = pG11 + qG12 = p[2q(a− pd)] + q[a(q − p) + d(1− 2pq)] = q[a+ d(q − p)]
(I.18)
α2 = pG12 + qG22 = q[−2p(a+ pd)] + p[a(q − p) + d(1− 2pq)] = −p[a+ d(q − p)]
(I.19)
Et la différence entre les effets moyens des deux allèles est l’effet moyen de substitu-
tion allélique α :
α = α1 − α2 = a+ d(q − p) (I.20)
Modèle d’épistasie. L’expression suivante représente les interactions epistatiques
entre deux loci bialléliques. À noter que les interactions peuvent concerner les effets
additifs (e.g. le terme aAaB pour le génome A1A1B1B1), dominants (e.g. le terme
dAdB pour le génome A1A2B1B2), et additif × dominant (e.g. le terme dAaB pour
le génotype A1A2B1B1).  A1A1B1B1 A1A1B1B2 A1A1B2B2A1A2B1B1 A1A2B1B2 A1A2B2B2
A2A2B1B1 A2A2B1B2 A2A2B2B2
⇒
 µ+ aA + aB + aAaB µ+ aA + dB + aAdB µ+ aA − aB − aAaBµ+ dA + aB + dAaB µ+ dA + dB + dAdB µ+ dA − aB + dAaB
µ− aA + aB − aAaB µ− aA + dB − aAdB µ− aA − aB + aAaB
 (I.21)
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Encadré I.3 Objectifs de prédiction et leurs précisions – Cas d’école
Si nous disposons des mesures d’un caractère d’héritabilité h2 = 0, 3 dans une
population de moyenne 5, trois objectifs de prédiction peuvent être :
1. La valeur génétique additive du j-ème individu mesuré.
2. La valeur génétique additive d’un descendant d de l’individu mesuré.
3. Un phénotype d’un descendant d de l’individu mesuré.
Dans une situation simple (absence d’interactions génétiques et de consanguinité),
pour l’individu j avec une mesure y = 6, le tableau ci-dessous donne les prédicteurs,
les valeurs prédites et les précisions dans les 3 cas :
v Cov(y, v) Var(v) b = Cov(y,v)Var(y) I = 5 + b(6− 5) rvI
1) uj σ2u σ2u
σ2u
σ2y
= h2 5, 3
√
h2 σ
2
u
σ2u
= h = 0, 55
2) ud σ
2
u/2 σ
2
u
σ2u
2σ2y
= h2/2 5, 15
√
h2
2
σ2u
2σ2u
= h/2 = 0, 27
3) yd σ
2
u/2 σ
2
y
σ2u
2σ2y
= h2/2 5, 15
√
h2
2
h2
2 =
h2/2 = 0, 15
Pour l’individu j, de supériorité génétique 1 dans sa population, l’index prédit une
supériorité génétique de seulement 0,3 unités, en cohérence avec l’héritabilité du ca-
ractère. Un descendant de j aura une supériorité génétique réduite de moitié (+0,15)
car la contribution du deuxième parent, inconnu dans cet exemple, est considérée
nulle.
A noter que les valeurs prédites pour le génotype et le phénotype du futur des-
cendant sont identiques car l’espérance des résidus est nulle (modèle (I.8)). Mais les
précisions changent car chaque objectif est sujet à des aléas différents : la prédiction
de uj est meilleure que celle de ud car seulement un échantillon de la moitié du gé-
nome de j (l’animal mesuré) sera transmis à d ; et la prédiction de ud est plus précise
que celle de yd, car cette dernière contient la résiduelle future ed.
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Chapitre II
Statistiques pour la prédiction
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II.1 Généralités
Nous donnons ici un rappel des modèles de régression et des méthodes de prédic-
tion utilisés dans le contexte de la génétique. Nous nous basons ici sur les livres de
[Saporta, 2006], [Bishop, 2007], [Sorensen and Gianola, 2002] et [Mrode, 2005].
II.1.1 Première vision des modèles de la régression
Dans le cadre de la génétique quantitative, avec pour objectif la prédiction de
caractères observables, on notera Y le vecteur aléatoire des phénotypes et X le vec-
teur aléatoire des SNPs (c.f. partie I.4). On suppose qu’il existe une fonction f ∗ qui
lie X à Y . De plus, l’observation Y est bruitée par l’environnement, ce bruit étant
additif et représenté par une variable aléatoire . Le modèle mathématique général
de la régression est alors le suivant :
Y = f ∗(X) +  (II.1)
Le but d’une méthode de prédiction est d’approcher la fonction f ∗ par un fˆ à partir
d’une suite d’observations (yi,xi)i∈O. En effet, soit F un espace de fonctions, X le
support de X et Y celui de Y . On définit une fonction de perte Q comme :
Q : X × Y × F 7→ R+ (II.2)
Cette fonction est la perte encourue d’avoir choisi un f ∈ F pour estimer f ∗ à partir
d’un couple de données (x, y). On définit alors A, le risque de choisir un f ∈ F pour
notre problème de régression. C’est l’espérance de la fonction de perte :
A(f) = E(X,Y ) [Q(x, y, f)] (II.3)
En pratique, on ne connait pas la loi du couple (X, Y ), on donne alors une estimation
du risque par le risque empirique :
An(f) =
1
n
∑
i∈O
Q(xi, yi, f) (II.4)
L’objet de la régression est de trouver la fonction fˆ ∈ F telle que :
fˆ = argmin
f∈F
An(f) (II.5)
Le processus de prédiction s’achève alors par l’application du prédicteur sur les don-
nées. Par exemple, pour un individu j :
yˆj = fˆ(xj) (II.6)
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Exemple de la perte quadratique. Dans le cas où on choisit la perte quadratique
standard :
Q(x, y, f) = (y − f(x))2 (II.7)
Le risque empirique est alors le critère CME (Carré Moyen des Erreurs) :
An(f) =
1
n
n∑
i=1
(yi − f(xi))2 (II.8)
On peut mettre en avant le lien qui existe entre le carré moyen des erreurs et la
précision empirique que nous allons utiliser dans les chapitres suivants. Si l’on note
SCT la Somme des Carrés Totale, on a alors :
r2yyˆ = R2 =
SCT − n× CME
SCT
(II.9)
II.1.2 Seconde vision : Moyenne Pondérée
L’idée de la régression par moyenne pondérée est de prédire le phénotype d’un
individu futur connaissant les phénotypes sur un échantillon d’apprentissage en utili-
sant une série de règles fixées (c.f., [Van Vleck, 1981] et encadré I.3). Ces règles nous
permettent de discriminer et d’établir une distance entre les individus. Nous pouvons
ensuite construire la prédiction en connaissant le lien entre le nouvel individu et les
anciens, dont les phénotypes sont connus, par une moyenne pondérée des effets.
En reprenant le modèle (II.1), (X, Y ) étant un couple de variables aléatoires, nous
pouvons écrire le modèle de régression à partir de l’espérance conditionnelle par
rapport à X :
E [Y |X] = E [f ∗(X)|X] + E [|X] = f ∗(X) + E [|X] (II.10)
Si nous posons l’hypothèse E [|X] = 0, nous pouvons alors réécrire cette équation
(II.10), en mettant en avant f ∗ :
f ∗ = E [Y |X] (II.11)
E [Y |X] est une variable aléatoire. Si l’on suppose de plus que la loi de E [Y |X]
est absolument continue par rapport à la mesure de Lebesgue, nous pouvons alors
construire des estimateurs de cette densité. Ces estimateurs nous permettront de
construire une estimation fˆ qui approche f ∗.
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Une forme possible pour fˆ peut être la moyenne pondérée des phénotypes observés
d’une base de données de référence. Si on note yj le phénotype à prédire d’un individu
j (non observé), O l’ensemble des indices des individus observés, et wi,j la pondération
associée au couple d’individus indicé par (i, j), alors on peut écrire cette moyenne
pondérée sous la forme :
yj =
∑
i∈O
yiwi,j (II.12)
Nous explicitons par la suite deux choix possibles de pondération wi,j :
1. Covariance Classiquement en génétique, on utilise la généalogie pour estimer
les valeurs génétiques des individus, ces valeurs génétiques étant la valeur à
prédire (g). En utilisant des règles simples de probabilité, nous pouvons donner,
en espérance, la ressemblance génétique entre deux individus (exemple : 0,25
pour deux demi frères). Un des problèmes de cette approche est le fait que
deux individus n’ayant pas de liens de parenté connus, mais réels, peuvent être
très proches dans la réalité et pourtant seront vus comme très éloignés par le
modèle. De même, on ne donne que la ressemblance moyenne entre individus et
non pas leur ressemblance réelle pour des régions chromosomiques influençant
un phénotype donné. On trouve des techniques qui utilisent l’information de
l’ADN pour établir le lien entre individus sans prendre en compte la généalogie
(BLUP Génomique [VanRaden, 2008], section I.5).
2. Estimateurs de la densité Raffinant l’équation (II.11), nous pouvons écrire :
f ∗(x) = E [Y |X = x] =
∫
Y
yfY |X(y|x)dy (II.13)
Où fY |X est la densité conditionnelle de Y sachant X. On va chercher à estimer
cette densité conditionnelle pour ainsi construire un prédicteur pour Y . Selon
[Parzen, 1962] et [Ferraty and Vieu, 2006], en utilisant un estimateur à noyaux
(c.f. Chapitre III), avec Kh pour noyau et une distance d, les poids wi,j seront
alors de la forme :
wi,j(xi,xj) =
Kh(d(xi,xj))∑
l∈OKh(d(xl,xj))
(II.14)
Les considérations générales présentées ci-dessus permettent de situer les estima-
teurs à noyaux que nous développerons plus en détail dans le chapitre III. À noter
que les généticiens utilisent les deux types de modèle : le modèle marqueur (équation
(II.6)) et le modèle individu (équation (II.12)).
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II.2 Méthodes Paramétriques
Nous faisons un rapide rappel des nombreuses méthodes proposées pour la pré-
diction dans la littérature génétique. Dans des chapitres ultérieurs, nous décrirons
de façon plus détaillée les méthodes retenues dans notre travail.
II.2.1 Moindres Carrés
L’estimation par moindres carrés réalise la "meilleure" projection orthogonale des
données observées (indicées par O) sur un espace de fonctions F . "Meilleur" est
entendu ici au sens de la minimisation du risque Carré Moyen des Erreurs (CME,
équation (II.8)). Si l’on note yO le vecteur observé des phénotypes, XO la matrice
observée des génotypes et F un espace de fonctions, parmi lequel on recherche une
approximation de f ∗, le prédicteur des moindres carrés est la solution du système
suivant :
fˆMC = argmin
f∈F
{
||yO − f(XO)||22
}
(II.15)
Dans le cas d’un espace paramétrique FΘ, où on nomme Θ le support du paramètre
et fθ un élément de FΘ, on cherche à résoudre :
θˆMC = argmin
θ∈Θ
{
||yO − fθ(XO)||22
}
(II.16)
Le prédicteur associé est alors :
fˆMC = fθˆ (II.17)
Dans le cadre où l’on pose pour FΘ un modèle linéaire simple que l’on écrit :
Y = Xθ +  (II.18)
La solution des moindres carrés associée à ce modèle, calculée sur un ensemble indicé
par O et sous des hypothèses de régularité, est alors :
θˆMC =
(
XT
O
XO
)−1
XT
O
YO (II.19)
II.2.2 Méthodes Pénalisées
L’idée des méthodes pénalisées est de ne plus chercher le paramètre optimal des
moindres carrés tel-quel mais de pénaliser la fonction de perte par un critère sur le
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paramètre. En appliquant une pénalité au paramètre du modèle, on peut résoudre
un problème de régression dans le cas où le rang de la matrice de design ne le permet
pas normalement (problème d’un nombre infini de solutions, la pénalité nous permet
d’en choisir une (unique) satisfaisant la contrainte supplémentaire). Une pénalité
peux aussi permettre de favoriser une solution simple (variabilité faible). On nomme
ces méthodes selon la forme de la pénalité :
– Ridge : La pénalité est linéaire en la norme l2 du paramètre :
θˆRidge = argmin
θ∈Θ
{
||yO −Fθ(XO)||22 + λ||θ||22
}
(II.20)
Qui dans le cadre du modèle linéaire précédent (II.18), peut s’écrire explicite-
ment :
θˆRidge =
(
XT
O
XO + λH
)−1
XT
O
yO (II.21)
Où H et λ dépendent des hypothèses sur le modèle.
– LASSO : La pénalité utilisée par cette méthode est la norme l1 du paramètre :
θˆLASSO = argmin
θ∈Θ
{
||yO −Fθ(XO)||22 + λ||θ||1
}
(II.22)
Cette norme a la propriété "d’écraser" plus fortement le paramètre sur zéro, et
ainsi favoriser les solutions parcimonieuses (voir [Donoho, 2006a]). L’étape de
minimisation est un problème d’optimisation convexe et nous ne pouvons pas
présenter une solution explicite.
– Elastic Net : La pénalité de la méthode Elastic Net est une combinaison linéaire
des deux pénalités présentées précédemment :
θˆEN = argmin
θ∈Θ
{
||yO −Fθ(XO)||22 + α||θ||1 + β||θ||22
}
(II.23)
II.2.3 Maximum de Vraisemblance
La méthode du maximum de vraisemblance est basée sur le fait que si l’on connaît
précisément la densité de la loi du modèle, on peut alors chercher les valeurs des
paramètres qui maximisent la vraisemblance du modèle, sachant les observations.
On retrouve plusieurs algorithmes de calcul de maximum de vraisemblance, le plus
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simple étant la méthode de descente de Newton-Raphson et ses différentes variantes.
Dans le cas du BLUP (c.f. équation (I.10), lorsqu’on ne connait pas la variance σ2u
(qui doit alors être estimée), on utilise la Méthode EM (Expectation Maximisation,
[Dempster et al., 1977]) qui est un algorithme itératif d’estimation des variables la-
tentes, basé sur le principe du point fixe. On estime les valeurs des paramètres qui
approchent le maximum de la vraisemblance par approximations successives. EM est
un algorithme qui est sensible à la présence d’optimum locaux de la vraisemblance
du modèle et nécessite une estimation des paramètres (couteux en temps de calcul)
à chaque itération.
II.2.4 Méthodes bayésiennes
L’idée des méthodes bayésiennes est de supposer les paramètres de FΘ comme
étant des variables aléatoires dont les densités sont choisies a priori. Connaissant
l’expression de cette densité ainsi que celle de la vraisemblance du modèle, on peut
exprimer explicitement une estimation de la densité conditionnelle aux données ob-
servées de f ∗, dite densité a posteriori. On peut ensuite en estimer l’espérance (es-
timateur de Bayes), donner des intervalles de confiance, calculer des statistiques
de test, etc. Cette méthode possède aussi des inconvénients : par exemple, savoir
écrire la vraisemblance du modèle est une hypothèse forte qui nécessite la connais-
sance de la densité de la loi a priori de f ∗ en fonction de ses paramètres, ou le fait
que le choix de la loi a priori ne soit pas anodin. Le théorème de Bernstein-Von
Mises [Boucheron and Gassiat, 2009], sous certaines hypothèses, nous assure l’indé-
pendance des lois a priori et a posteriori lorsque le nombre d’observations tend vers
l’infini.
Pour appliquer la méthode bayésienne il faut générer des variables aléatoires sui-
vant une loi de probabilité arbitraire dont on connaît la densité. En théorie ce
problème est résolu par les techniques MCMC (Markov Chaine Monte Carlo). En
pratique la convergence de ces chaines de Markov reste un problème, même si des
avancées ont été récemment proposées [Diaconis et al., 2011]. On peut citer deux
méthodes bayésiennes courantes en génétique quantitative, Bayes A et Bayes B
([Meuwissen et al., 2001]) :
– Bayes A pose l’hypothèse que les loi a priori en les effets des marqueurs sont
des lois normales de moyenne nulle et de variance σ2m. De plus, on suppose que
cette variance est elle-même aléatoire et distribuée suivant une loi du chi-deux
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inverse :
m ∼ N (0, Iσ2m) (II.24)
σ2m ∼ χ−2 (II.25)
– Bayes B est similaire à Bayes A, auquel on rajoute un paramètre pi à estimer
tel que l’on ait :
σ2m ∼
{
χ−2 avec probabilité 1− pi
0 avec probabilité pi (II.26)
Cependant, selon [Gianola et al., 2009], les spécifications qui sont proposées dans
[Meuwissen et al., 2001] entraînent une distribution a posteriori contrainte par la
distribution a priori qui entrave l’apprentissage bayésien.
II.3 Limites du paramétrique
Dans cette partie, nous nous intéressons aux limites des modèles paramétriques
pour la prédiction dans le contexte des problèmes de grandes dimensions.
II.3.1 Parcimonie
Un vecteur de paramètres θ ∈ Rn est dit parcimonieux d’ordre s (ou s-sparse)
pour s ∈ N∗ et s << n, si son support est au plus de dimension s (s’il ne possède au
plus que s valeurs non nulles). La parcimonie est une propriété très intéressante, car
si elle est prise en compte, elle permet de régulariser un problème (régularisation l1)
et d’améliorer les résultats. En effet, la prise en compte de la parcimonie nous permet
de nous "débarasser" directement du bruit généré par les variables à effets nuls en
leur attribuant zéro comme valeur. On retrouve la recherche de parcimonie dans le
problème de la compression de données, et on trouve ici la plupart des méthodes telles
que Compressed Sensing (CS) ou Basic Pursuit DeNoising (BPDN). La méthode
LASSO (II.2.2) est un exemple d’une méthode de régression qui cherche parmi les
paramètres ayant un bon ajustement le plus parcimonieux.
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II.3.2 Ultra Haute Dimension
Il est montré [Verzelen, 2012] que dans le cas de la Ultra Haute Dimension (UHD)
les bornes d’erreur sur les méthodes linéaires ne sont plus acceptables. Cela limite
l’intérêt de tels modèles pour la prédiction ou la recherche de support. La règle de
qualification UHD proposée par l’auteur est la suivante :
s log
(
p
s
)
n
≥ 12 (II.27)
Avec s la parcimonie du problème (le nombre de variables du problème qui ont un effet
non nul sur le phénotype), p le nombre de variables total et n le nombre d’individus.
Dans le contexte de la génétique, les valeurs de parcimonie s représentent le nombre
de loci qui influencent un caractère, parmi un grand nombre de loci marqueurs. Dans
les figures II.1 et II.2, il est possible de récupérer les valeurs s de parcimonie maximum
avant d’atteindre l’UHD, en fonction de la taille de l’échantillon et du nombre de
marqueurs :
– Dans le cas de la figure II.1 où nous nous plaçons dans un cadre de la génétique
animale (900 mille SNPs, 16 mille individus), nous pouvons constater que si
plus de 1209 SNPs (environ 0,13% des SNPs) ont un effet sur le phénotypes,
alors il devient impossible de retrouver ces SNPs significatifs, par l’application
d’un modèle de regression linéaire sur marqueurs.
– De même, dans le cas de la figure II.2, qui se place dans un cadre d’une popu-
lation animale plus restreinte et en utilisant une puce SNP plus petite (50k),
nous nous retrouvons en UHD si plus de 291 SNPs (0,582%) sont significatifs.
Nous constatons que cette borne UHD n’apparait que pour les phénotypes très
complexes. Si il y a peu de SNPs significatifs (gène majeur par exemple) les modèles
paramétriques restent pertinents.
II.4 Méthodes Semi et Non-Paramétriques
Nous faisons ici un rapide état des connaissances des méthodes non-paramétriques
utilisées en prédiction génétique.
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Figure II.1 – Ultra Haute Dimension dans le cas où p=900 000 SNPs et n=16 000
individus
Figure II.2 – Ultra Haute Dimension dans le cas où p=50 000 SNPs et n=3 000
individus
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II.4.1 Espace de Hilbert a Noyaux Reproduisant
On classe les méthodes RKHS ("Reproducing Kernel Hilbert Space") dans les
méthodes semi-paramétriques. L’objectif est d’approcher f ∗ par une fonction fˆ ap-
partenant à un espace de Hilbert F . Dans le cadre de la génétique, un espace de
Hilbert est un espace vectoriel de fonctions à valeurs sur X , l’ensemble des valeurs
possibles des génotypes. Cet espace F est de dimension finie ou infinie, muni d’un
produit scalaire et complet pour la métrique engendrée par son produit scalaire.
De plus, si pour tout x ∈ X et pour tout f ∈ F , la forme linéaire Lx définie par
Lx : f 7→ f(x) est continue, alors d’après le théorème de représentation de Riesz
[Rudin, 1975] il existe un unique élément Kx de F tel que, pour tout f ∈ F :
f(x) = 〈f,Kx〉 (II.28)
On définit alors la fonction K(x, y) = Kx(y) appelée noyau reproduisant de F . Ce
noyau est unique. À l’inverse, étant donnée une fonction de deux paramètre K(x, y),
étant donné une série de données (xi)i=1,...,n et soit la matrice de Gram G de K sur
ces données définie par :
G =

K(x1,x1) . . . K(x1,xn)
... . . . ...
K(xn,x1) . . . K(xn,xn)
 (II.29)
Le théorème de Moore-Aronszajn [Aronszajn, 1950] établit que si cette matrice G
est définie positive, alors il existe un espace de Hilbert pour lequel K(x, y) est un
noyau reproduisant. Ce théorème nous permet en pratique de fixer le noyau plutôt
que l’espace de recherche. Pour le problème de la régression, on pénalise la fonction
de perte par la norme sur F :
fˆ = argmin
f∈F
{
An(f) + λ||f ||2F
}
(II.30)
De plus, le théorème du représentant [Kimeldorf and Wahba, 1971] nous indique que
(II.30) admet une solution de la forme :
fˆ(xj) =
n∑
i=1
αiK(xj,xi) (II.31)
Où αi ∈ R pour tout i ∈ {1, . . . , n}. Dans le cas où l’on choisit le risque An comme le
carré Moyen des Erreurs (c.f. II.8), on peut estimer α (le vecteur des αi) simplement
par une régression Ridge :
αˆ =
(
KTK + λI
)−1
KTY (II.32)
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Figure II.3 – Réseau de neurones en structure feedforward à q couches cachées. La
couche d’entrée possède m neurones (le nombre de SNPs, dans un contexte géné-
tique). La couche de sortie ne possède qu’un neurone : le phénotype à prédire est
unidimensionnel. Chaque couche cachée possède un nombre de neurones indépendant
couche à couche (ces nombres ne sont pas définis sur ce schéma). Chaque neurone
possède une entrée pour chaque neurone de la couche précédente.
Plusieurs types de noyaux sont possibles, parmi lesquels on trouve fréquemment
([Wahba, 1990]) :
– Polynôme :
Kc,p(xj,xi) = (〈xj,xi〉+ c)p (II.33)
– Tangente Hyperbolique :
Ka,b(xj,xi) = tanh(a 〈xj,xi〉 − b) (II.34)
– Gaussien :
Kλ(xj,xi) = e−λ||xj−xi||
2
2 (II.35)
II.4.2 Réseaux de Neurones
Un Réseau de Neurones (RN) est un ensemble de neurones formels interagissant
entre eux suivant une structure de réseau. Un neurone formel est une représentation
mathématique d’un neurone biologique. On le modélise par un ensemble d’entrées
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dont le nombre dépend de la structure du réseau et de la place du neurone dans cette
structure ; par exemple, dans une structure feedforward, définie plus bas, un neurone
de la couche d’entrée possèdera une entrée pour chacune des variables du problème
(m entrées), alors qu’un neurone dans une couche cachée possèdera une entrée pour
chacune des sorties des neurones de la couche précédente. Pour un neurone à l entrées,
on notera ces entrées S = (s1, ..., sl).
Chaque neurone de la structure fournit une valeur de sortie (ou plus simplement
une sortie) qui dépend de ses entrées suivant sa fonction d’agrégation h et sa fonction
d’activation g. On ne considère ici que les neurones qui ne fournissent qu’une seule
sortie. La fonction d’agrégation h d’un neurone sert à agréger les entrées en une
valeur unique : la fonction d’agrégation la plus courante est une somme pondérée des
entrées. Pour un neurone à l entrées, ces poids seront notésW = (w1, ..., wl) auxquels
on ajoute un poids w0 associé à une entrée constante 1. Cette fonction d’agrégation
se présente sous la forme :
h(S) = 〈W,S〉+ w0 =
n∑
i=1
wisi + w0 (II.36)
La fonction d’activation prend en argument la valeur générée par la fonction d’agré-
gation et génère la valeur de sortie. Lors de l’apprentissage du réseau de neurones,
ce seront ces poids W qui seront les paramètres à estimer. En pratique, on retrouve
plusieurs types de fonction d’activation :
– Sigmoïde (ou Tangente Hyperbolique) : C’est la fonction d’activation la plus
couramment utilisée, sa formule est :
g(x) = 11 + e−x (II.37)
Cette fonction d’activation est continûment dérivable et non polynômiale. Ces
propriétés nous garantissent théoriquement l’apprentissage du réseau de neu-
rones associé (c.f. [Leshno et al., 1993]). C’est une fonction à valeur entre 0
et 1, elle peut être interprétée comme une probabilité. Sa dérivée ponctuelle
est connue, ce qui permet l’utilisation d’algorithmes rapides d’apprentissage
[Barron, 1994] (Back Propagation, Levenberg-Marquardt) :
g′(x) = g(x)(1− g(x)) (II.38)
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– Radial Basis Function (Fonctions à Base Radiale) : Ce sont des fonctions d’ac-
tivation, qui au lieu d’utiliser une fonction d’agrégation par somme pondérée
des entrées du neurone, va comparer les entrées à un vecteur W de référence
(W = (w1, ..., wl) pour un neurone à l entrées). Plus l’entrée sera proche de
ce vecteur de référence, plus la valeur de la sortie sera importante. On mesure
généralement cette distance par une distance euclidienne. La fonction à base
radiale la plus courante est la fonction d’activation gaussienne (paramétrée par
w0). La sortie du neurone en fonction de ses entrées (toujours pour un neurone
à l entrées) devient alors :
gw0(S) = e
−w0 12
l∑
i=1
(si−wi)2
(II.39)
La structure des réseaux de neurones la plus courante est la structure dite feed-
forward (figure II.3) : elle est composée d’une série d’ensembles de neurones (dits
couches de neurones). Un réseau feedforward contient une couche d’entrée, composée
d’un neurone pour chaque variable du système, les variables sont connectées aux en-
trées des neurones de cette couche. La structure feedforward contient également une
couche de sortie composée d’un neurone pour chaque variable d’intérêt du système
(un seul neurone dans le cas d’un phénotype unidimensionnel). Enfin, cette struc-
ture possède également q ≥ 1 couches intermédiaires (dites couches cachées) entre la
couche d’entrée et la couche de sortie. Dans une même couche, les neurones ne sont
pas connectés entre eux, mais chaque neurone est connecté à tous les neurones de la
couche précédente par ces entrées, et à tous les neurones de la couche suivante par
sa sortie (figure II.3). Un réseau de neurones feedforward ne présente donc aucune
boucle dans son architecture, simplifiant son apprentissage, mais reste quand même
un estimateur universel (c.f. [Leshno et al., 1993]) capable d’apprendre théorique-
ment n’importe quelle fonction si ses fonctions d’activations sont non-polynomiales
(cas de la sigmoïde et des fonctions à base radiales).
L’algorithme d’apprentissage de réseaux de neurones le plus fréquent est l’algo-
rithme "Back Propagation" (Propagation vers l’Arrière) qui, à une fonction de risque
An donnée, va approcher le gradient de ce risque en fonction des paramètres des fonc-
tions d’agrégations du réseau. C’est un algorithme de type descente de gradient. La
possibilité de pouvoir calculer les dérivées des fonctions d’activations des neurones
formels à moindre coût est ici d’une grande importance pour la vitesse d’appren-
tissage du réseau. L’algorithme est rencontré dans la bibliographie génétique (c.f.
[Tomita et al., 2004]), mais il présente un problème dit de vanishing gradient (dispa-
rition du gradient) : la méthode devient de plus en plus mauvaise au fur et à mesure
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que l’on se rapproche de la solution et donc augmente considérablement le temps
de calcul. Il existe plusieurs méthodes qui tentent de palier à ce problème tout en
conservant l’algorithme Back Propagation comme base d’apprentissage.
II.5 Méta-Méthodes
Les méta-méthodes sont lesméthodes de méthodes. Certaines méthodes requièrent
la connaissance de paramètres à choisir arbitrairement ou à estimer sur les données :
les méta-méthodes s’intéressent à l’automatisation du calcul et à l’amélioration de
la précision de ces paramètres ainsi qu’à celle de la capacité prédictive de la mé-
thode considérée, par apprentissage sur les données observées (voir par exemple
[Cesa-Bianchi and Lugosi, 2006]).
II.5.1 Validation Croisée
La validation croisée regroupe une série de techniques de calculs de mesures d’adé-
quations à la prédiction, plutôt qu’à l’adéquation aux données observées. Nous ap-
pliquons la validation croisée dans le cas du choix de modèle ou dans le cas de l’es-
timation du paramètre d’un modèle paramétré Mα (paramétré par α ∈ A, A étant
le support du paramètre). Soit Fα un espace de fonctions, associé au modèle Mα.
Soit fˆα
O
un prédicteur construit sur Fα par régression sur un jeu de données indicées
par O, et soit une fonction An : Fα × (X, Y )O 7→ R+ qui mesure l’adéquation d’un
élément de Fα aux données (X, Y )O. Classiquement, on choisit le meilleur modèle
Mαˆ tel que :
αˆ = argmin
α∈A
An(fˆαO , (X, Y )O) (II.40)
L’idée principale de la validation croisée est de séparer les ensembles de construction
du prédicteur et ceux de la mesure d’adéquation. En effet, dans le cas classique
(II.40), on mesure la capacité de fˆα
O
à expliquer les données observées, plutôt que
sa capacité à prédire des données futures (qui permet d’éviter le problème du sur-
apprentissage). Comme nous ne possédons qu’un seul jeu de données (X, Y )O, nous
séparons ce dernier en deux sous-ensembles "apprentissage" et "test". Les différences
entre les techniques de validation croisée, se font essentiellement sur les différentes
façons de construire ces deux sous-ensembles :
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– "K-Fold Cross Validation" (KFCV, Validation croisée en k sous-ensembles) :
Nous choisissons un nombre k, en pratique souvent 10, et nous séparons O
en k sous-ensembles de tailles plus ou moins égales (une variante : SKFCV -
"Stratified KFCV", demande à séparer de telle sorte que les moyennes des Y de
chaque sous-ensemble soient similaires), puis nous remplaçons An dans (II.40)
par A˜n défini par :
A˜n =
1
k
k∑
i=1
An(fˆαO−i , (X, Y )Oi) (II.41)
Où Oi est le ième sous-ensemble de O et O−i = O\Oi. L’équation (II.40) devient
donc :
αˆ = argmin
α∈A
1
k
k∑
i=1
An(fˆαO−i , (X, Y )Oi) (II.42)
– "Leave One Out" (LOO) : C’est un cas particulier de KFCV où nous choisissons
k = #O, i.e. on apprend sur tout O sauf en une observation que l’on prédit
en utilisant l’estimation construite avec les autres données. Nous construisons
ainsi la mesure d’adéquation comme moyenne empirique des prédictions de
chacune des observations. Cette approche est très intensive en temps de calcul.
L’équation (II.40) devient ici :
αˆ = argmin
α∈A
1
#O
∑
i∈O
An(fˆαO−i , (X, Y )Oi) (II.43)
– "Random Sub-Sample" (RSS, sous-ensembles aléatoires) : Ici nous séparons O p
fois (nous notons Σp(O) l’ensemble des séparations) en deux sous-ensembles (σ1
et σ2) aléatoirement choisis (souvent 80% - 20% ou 2/3 - 1/3). Nous "apprenons"
sur σ1 et construisons la prédiction de σ2. L’équation (II.40) est alors :
αˆ = argmin
α∈A
1
p
∑
σ∈Σp(O)
An(fˆαOσ1 , (X, Y )Oσ2 ) (II.44)
Finalement, nous pouvons utiliser la validation croisée pour construire une statistique
d’un paramètre du modèle, mais la méthode Bootstrap est mieux adaptée à cette
problématique.
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II.5.2 Bootstrap
Proposé initialement par [Efron, 1977], le bootstrap est une méthode de rééchan-
tillonnage permettant d’approcher les densités de différentes statistiques des données
ou des paramètres du modèle. Si on note Z la loi de probabilité du couple de va-
riables aléatoires (X, Y ) et ZO une série d’observations de cette loi sur un jeu de
données indicé par O (ZO = (X0, YO) = {zi = (xi, yi), i ∈ O}). On forme un échan-
tillon bootstrap Z∗
O
de ces réalisations de Z par tirage aléatoire uniforme avec remise
des éléments de ZO. Ainsi, pour une statistique T quelconque de Z, on approche
une estimation de la loi de T (Z) par des réalisations de T (Z∗
O
) répétées. La méthode
présentée ci-dessus est celle proposée par [Efron, 1977], cependant plusieurs variantes
existent, parmi lesquelles :
– Bootstrap Paramétrique (parfois appelée "Bootstrap Smoothing") : Si nous
nous plaçons dans le cadre du modèle (II.1) :
Y = f ∗(X) + 
Sous des hypothèses sur la loi de , et si nous savons simuler des réalisations
∗ suivant cette loi, à la suite d’une première estimation de f ∗ par fˆ , nous
pouvons "fabriquer" de nouveaux individus par :
Y ∗
O
= fˆ(XO) + ∗ (II.45)
– "Resampling Residual" : Cette méthode est similaire à la précédente, mais plu-
tôt que de poser une loi sur , nous réalisons des ∗ comme échantillon bootstrap
(au sens de [Efron, 1977]) des résidus estimés après régression :
O = YO − fˆ(XO) (II.46)
II.5.3 Agrégation
L’agrégation statistique de prédicteurs est explicitée plus en détails au chapitre IV.
Selon [Stoltz, 2010], l’objectif de l’agrégation statistique est d’approcher la "meilleure"
combinaison convexe, dans un sens à définir, de prédicteurs (experts) parmi une
collection d’experts fournie. La philosophie de l’agrégation statistique est de faire
travailler ensemble différents prédicteurs, plutôt que de les mettre en concurrence.
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II.6 Critères pour évaluer la performance prédic-
tive
Nous avons vu précédemment (II.5) que la régression consiste principalement à la
minimisation d’une fonction de risque, elle-même construite à partir d’une fonction
de perte. Pour rappel, on prédit le phénotype d’un individu connaissant son génotype
par :
yˆj = fˆ(xj) (II.47)
Avec fˆ ∈ F vérifiant :
fˆ = argmin
f∈F
[An(f) + P (f)] (II.48)
Pour P une pénalité et An, le risque empirique de la perte Q sur un jeux des données
indicées par O, défini par :
An(f) =
∑
i∈O
Q(xi, yi, f) (II.49)
Le choix courant de la perte L2 est dirigé par le fait que l’on puisse écrire explici-
tement les solutions de l’équation (II.48). L’utilisation de méthodes plus générales,
basées aussi sur la minimisation d’une perte (réseaux de neurones, etc...) nous permet
de nous affranchir de ce choix restrictif. En effet, dans le cas de la sélection géné-
tique des animaux de ferme, une fois les phénotypes prédits, on trie et sélectionne les
animaux en fonction de leur rang selon leur valeur génétique. La perte L2 n’est pas
toujours la fonction la plus adaptée pour mesurer l’écart entre rang réel de l’animal
et son rang prédit par un estimateur de sa performance génétique. Si la mesure finale
d’adéquation de la méthode est la corrélation entre prédiction et mesures réelles, il
serait plus judicieux de choisir une perte qui va pénaliser les erreurs de corrélation. De
plus, l’ouverture de la régression à des pertes dont les solutions de l’équation (II.48)
ne sont plus explicites sous forme algébrique est un argument supplémentaire pour
l’exploration des méthodes de type "Machine Learning". On peut classer différentes
approches de choix de fonctions de perte en accord avec la finalité recherchée :
– Critères classiques/pratiques. Nous classons ici les fonctions de pertes associées
à des algorithmes de régression efficients et simples à mettre en place. La plu-
part du temps, le choix de ces pertes n’est pas porté par la modélisation du
problème mais plutôt par la faisabilité de sa résolution. Nous allons donc essen-
tiellement trouver ici la perte L2, associée aux méthodes des moindres carrés,
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ainsi que la perte L1, et la perte dite 0− 1 utilisée en classification :
Q(x, y) = 1x 6=y (II.50)
– Critère d’efficience. Nous classons ici les fonctions de pertes construites dans
l’idée de rendre optimal un critère r(x, y) d’efficience de notre modèle, donné
a priori. Si nous supposons que r est une fonction bornée sur [m,M ], nous
pouvons imaginer une fonction perte de la forme :
Q(x, y) = 1− r(x, y)−m
M
(II.51)
Ou logarithmique :
Q(x, y) = − log
(
r(x, y)−m
M
)
(II.52)
– Critère méta-problème. Au-delà de l’objectif de tenter d’améliorer un critère
d’efficience, nous pouvons voir une fonction perte dans son sens littéral. Dans
le cas de la sélection animale, un animal mauvais, sélectionné comme bon,
entraîne plus de conséquences défavorables aux sélectionneurs que de ne pas
sélectionner un bon. Nous pouvons imaginer une perte asymétrique sur les
rangs. Si on nomme r le rang réel d’un animal sur un ensemble d’animaux
observés (comparés pour leur valeurs génétiques) et rˆ son rang prédit par un
modèle, nous pouvons construire une fonction perte telle que :
Q(r, rˆ) = (r − rˆ)1r−rˆ≥0 (II.53)
Elle est nulle si le rang prédit est plus grand (donc l’individu est moins bien
classé) et vaut une valeur égale à la différence des rangs si un animal mauvais
est prédit comme bon.
– Risque. Dans certains cas, nous voulons utiliser une fonction de risque directe-
ment, sans fournir la fonction de perte correspondante. Cette dernière pouvant
être difficilement rendue explicite. On veut alors travailler directement avec
une fonction risque donnée. Par exemple, dans le cas où le rang des sorties est
la variable d’intérêt (cas de la sélection génétique où on cherche à ne sélection-
ner que les "meilleurs" individus en terme de performance génétique), on peut
imaginer vouloir travailler avec une fonction de risque de la forme :
An(f) = 1− |Cor(f(x), y)| (II.54)
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II.7 Discussion
Méthodes utilisées en génétique La prédiction est un outil majeur dans la géné-
tique où les applications se concentrent dans 3 grands thèmes : prédiction des struc-
tures de l’ADN (les applications en bioinformatique, e.g. [Audemard et al., 2012]),
prédiction de phénotypes avec compréhension des phénomènes biologiques sous-
jacents (modélisation de réseaux de gènes, e.g. [Villa-Vialaneix et al., 2011]) et la
prédiction de phénotypes en utilisant des données de génome complet, sans qu’il y
ait nécessairement des connaissances préalables sur l’influence de certaines régions
chromosomiques sur ces phénotypes (e.g. [Duchemin et al., 2012]). Nous reportons
ici les applications dans ce dernier thème qui regroupe deux finalités différentes :
la prédiction de valeurs génétiques, très utilisée dans l’amélioration génétique des
animaux et des plantes, et la prédiction de phénotypes individuels.
– Dans le premier cas, les modèles sont souvent supposés additifs, c’est une hy-
pothèse qui reste cohérente avec l’objectif de classer les reproducteurs qui four-
niront les meilleurs gamètes à la population.
– Dans le second cas, les modèles doivent aussi pouvoir capturer la variabilité
due aux interactions génétiques.
L’irruption de la sélection génomique dans les programmes d’amélioration géné-
tique des plantes et des animaux a été accompagnée par des nombreuses comparaisons
entre méthodes de prédiction. Nous résumons ici les principales caractéristiques et
résultats de ces études :
– Dans la majorité des études, les données sont simulées avec des modèles à effets
additifs. Les phénotypes ont souvent une distribution normale, alors que dans
le domaine de la santé la variable réponse est fréquemment "cas ou témoin" et
la prédiction devient une classification (e.g. [Long et al., 2007])
– la précision empirique est le critère utilisé souvent pour comparer les méthodes.
Il s’agit de la corrélation entre la variable qui doit être prédite et sa prédiction.
Parfois, dans le contexte de la sélection génomique, la régression de la variable
à prédire sur sa prédiction est également utilisée. La corrélation de rang, qui
reste très pertinente en amélioration génétique, est rarement utilisée.
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– Les approches statistiques utilisent souvent le modèle linéaire avec estimation
des inconnus du modèle, effets fixes ou aléatoires, par des méthodes BLUP
(équation (I.11)), bayésiennes, régression Ridge et LASSO. Les estimateurs
à noyau reproduisant RKHS (e.g. [de los Campos et al., 2009]), la prédiction
PLS et sparse-PLS (e.g. [Duchemin et al., 2012]) et des méthodes d’apprentis-
sage comme les "forêts aléatoires" et le SVM (support vector machine) ont été
également proposées (e.g. [Heslot et al., 2012]).
– dans les simulations, les modèles génétiques étudiés sous-jacents combinent
l’importance des composantes génétiques de la variance (i.e., plus ou moins de
variance résiduelle aléatoire) avec la quantité de gènes influençant les traits.
– Le modèle phénotypique influence la précision empirique. Quand l’influence en-
vironnementale est relativement forte (soit une héritabilité faible) la précision
empirique est faible, surtout quand on cherche à prédire les phénotypes indivi-
duels. Par exemple, dans [Iwata and Jannink, 2011] les précisions empiriques
passent souvent de 0,5 à 0,7 quand l’héritabilité augmente de 0,1 à 0,6.
Les auteurs mettent en avant une interaction entre la méthode de prédiction
et le modèle génétique. Par exemple, les méthodes bayésiennes avec variances
hétérogènes pour les effets des marqueurs prédisent, en général, mieux que la
régression Ridge (variance homogène) quand le modèle génétique est oligogé-
nique (peu de facteurs génétiques, avec des effets élevés sur les phénotypes).
En revanche, quand le modèle simulé est polygénique (des nombreux gènes à
effets faibles), la régression Ridge peut souvent donner de meilleures prédic-
tions que les méthodes de variance hétérogène (e.g. [Iwata and Jannink, 2011],
[Hayes et al., 2010]).
– Toujours en modèle additif, les méthodes basées sur le modèle linéaire (BLUP
génomique, Bayes A ou B ou C) prédisent, généralement, légèrement mieux
que des méthodes semi ou non paramétriques comme RKHS, PLS, sparse-
PLS, SVM ou RF (e.g. [Duchemin et al., 2012], [Colombani et al., 2012] pour
PLS et sparse-PLs, ou encore [Meuwissen, 2009], [Iwata and Jannink, 2011]),
surtout avec des données simulées où les méthodes paramétriques bénéficient
des connaissances des hypothèses utilisées pour simuler des données.
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– La précision empirique calculée dans les études simulées est plus élevée que
dans les études sur des données réelles. Par exemple, [Meuwissen et al., 2001]
font état des précisions empiriques d’environ 0,8 en utilisant 2000 phénotypes et
10000 marqueurs alors que 10 ans plus tard, avec plus de 10000 phénotypes et
60000 SNP les précisions empiriques reportées sur plusieurs traits en bovins lai-
tiers varient entre 0,3 et 0,8 (e.g. [Boichard et al., 2012], [Wiggans et al., 2011]).
Nous pouvons tirer quelques leçons de ces applications. Tout d’abord, la nécessité
de travailler sur des données simulées, qui permettent de conclure sur certaines inter-
actions entre le modèle génétique et la méthode, mais aussi sur des données réelles
qui contiennent toute la complexité génétique. De plus, l’expérience acquise semble
indiquer que quand le modèle génétique est vraiment additif, des approches simples
et bien connues comme la régression Ridge ou le BLUP génomique peuvent donner
des résultats satisfaisants. Cependant, comme nous l’avons discuté dans la section
(I.2) nous savons aujourd’hui que les interactions entre gènes restent une partie non
négligeable de la variabilité génétique.
Choix d’une méthode non paramétrique pour la prédiction génétique
Comme il n’y a pas d’avantages clairs des méthodes non paramétriques sur l’approche
du BLUP génomique (équation (I.11)), j’ai retenu deux méthodes pour pratiquer des
essais préliminaires : un réseau de neurones (RN ; comme expliqué dans la section
II.4.2) et une méthode à noyau du type Parzen-Rozenblatt (ou Nadaraya-Watson,
comme détaillé dans le chapitre III). Les RN testés avaient les caractéristiques sui-
vantes :
– Réseau "Feedforward".
– Fonction d’activation sigmoïde.
– Algorithme "Back Propagation".
– Une seule couche cachée.
– Plusieurs évaluations avec 5, 50, 100 et 200 neurones dans la couche cachée.
Des essais préliminaires ont donné des résultats décevants pour ces implémenta-
tions de RN. Ces résultats (non repris ici) ainsi que l’impossibilité d’avoir une mesure
de la confiance pour chaque individu, quand on pratique le RN, ont été déterminants
dans notre choix d’écarter les réseaux de neurones pour la prédiction de phénotypes.
J’ai ensuite proposé d’étudier les estimateurs à noyaux, qui présentent des carac-
téristiques souhaitables dans notre contexte :
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– Contrairement à une méthode plus classique où les paramètres de la régression
sont estimés sur un jeu d’apprentissage et ensuite appliqués tels quels à un
nouvel individu en vue de prédiction, les estimateurs à noyaux confrontent les
données du nouvel individu contre les données des individus de l’apprentissage.
– Les estimateurs à noyaux peuvent être un moyen pour se prémunir contre le
fléau de la dimension en ne posant plus d’hypothèses sur les relations struc-
turels locales des X (corrélation entre variables, etc...) mais sur des relations
globales (allure plus ou moins lisse de la densité de Y |X par exemple). En
effet, ces méthodes combinent l’information du génotype des individus en une
seule mesure de distance : l’influence de la quantité de variables du problème
est grandement réduite.
Ces deux avantages viennent du fait que les méthodes à noyaux sont des
approches de type espérance conditionnelle (voir section II.1.2). Par ailleurs,
le BLUP Génomique, présenté dans la section I.5, étant lui aussi une méthode
de type espérance conditionnelle présente ces deux mêmes avantages, mais le
modèle associé reste paramètrique et linéaire.
– Enfin, nous pouvons construire un estimateur à noyaux des quantiles condi-
tionnels (voir section III.2), qui fournissent une mesure de la confiance en la
prédiction effectuée pour chaque individu.
Ces raisons ont pesé en faveur du choix de retenir les estimateurs à noyaux pour
la prédiction de phénotypes, méthode que nous décrivons avec plus de détails dans
le chapitre suivant.
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Chapitre III
Estimateurs à Noyaux
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III.1 Présentation
Le modèle de régression de départ est celui de l’équation (II.1), où Y est le
phénotype des animaux, défini sur Y , souvent renormalisé pour avoir Y = [0, 1]. X
est la matrice des données génomiques, définie sur X , où X = {0, 1, 2}m dans le cas
de m variables de données SNPs (c.f. III.3). Ce modèle est donc :
Y = f ∗(X) +  (III.1)
Avec Y le phénotype des individus, X leur information génotypique, f ∗ la fonction
de régression inconnue et  le bruit résiduel qui modélise l’ensemble des effets d’en-
vironnement. Nous supposons, de plus, que :
– L’espérance de  est nulle, conditionnellement à la variable aléatoire X :
E [|X] = 0 (III.2)
– La loi de probabilité de Y |X est absolument continue par rapport à la mesure
de Lebesgue sur R (loi dite à densité). Cette densité est notée fY |X .
III.1.1 Espérance conditionnelle
Ainsi, si nous écrivons le modèle (III.1) en espérance, conditionnellement à la
connaissance de X, nous obtenons :
E [Y |X = x] = E [f ∗(X)|X = x] + E [|X = x] (III.3)
E [Y |X = x] = f ∗(x) (III.4)
Nous pouvons alors réécrire ce modèle comme :
f ∗(x) =
∫
Y
yfY |X(y,x)dy (III.5)
Pour construire notre estimateur, nous faisons deux approximations. Premièrement,
nous ne connaissons pas la loi de Y |X, nous devons en faire une estimation sur
nos données. Deuxièmement, nous n’observons le phénomène que sur un nombre fini
d’individus, nous estimerons l’espérance conditionnelle par sa version empirique. Si
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l’on note PO,Y |X la probabilité empirique de Y |X sur un jeu d’observations indicées
par O et PˆO,Y |X un estimateur de cette probabilité, on prédit le phénotype d’un
nouvel individu ayant pour génotype xj par :
fˆ(xj) =
∫
Y
y PˆO,Y |X(dy,xj) (III.6)
fˆ(xj) =
1
#O
∑
i∈O
yi PˆO,Y |X({yi},xj) (III.7)
fˆ(xj) =
1
#O
∑
i∈O
yi w(xi,xj) (III.8)
Où w = PˆO,Y |X({yi},xj) est une estimation de la probabilitée conditionnelle empi-
rique PO,Y |X .
III.1.2 Estimateur de la densité
En suivant les travaux de [Parzen, 1962], [Nadaraya, 1964], [Watson, 1964] et
[Ferraty and Vieu, 2006], nous nous plaçons dans un cadre de construction d’estima-
teur un peu différent du cadre classique :
– Dans le cadre classique, une fonction à noyau K ("Kernel" en anglais), ou noyau
de Nadaraya-Watson, est une fonction définie de R dans R+ et telle que :∫ ∞
−∞
K(u)du = 1 (III.9)
– Dans le cas qui nous intéresse, nous travaillerons avec des fonctions à noyaux
K dite asymétriques, allant de R+ dans R+ et telles que :∫ ∞
0
K(u)du = 1 (III.10)
Dans le cas qui nous intéresse, l’argument de ces fonctions sera une distance entre
individus, donc toujours positif : nous avons besoin de la propriété d’asymétrie. À
noter que cette propriété, malgré son nom d’asymétrique, n’est pas équivalente à la
propriété classique d’asymétrie des fonctions (f(−x) 6= f(x)). On paramétrise de plus
cette fonction par une valeur h, dite taille de fenêtre en rapport avec l’idée originale
des méthodes à noyaux (généralisation de l’histogramme, c.f. [Ferraty and Vieu, 2006]).
Ce paramètre nous permet d’ajuster la méthode en agissant comme une valeur de
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seuil pour la distance. Ainsi, pour un noyau K asymétrique, paramétré par une taille
de fenêtre h, et appliqué à une distance d entre deux individus, l’estimateur à noyau
de la probabilité conditionnelle empirique sur un jeu de données indicées par O est :
w(xi,xj) =
K(h−1d(xi,xj))∑
l∈O
K(h−1d(xl,xj))
(III.11)
Nous estimons la valeur optimale de h sur une grille par validation croisée "leave-on-
out" (cf. II.5.1) sur les données d’apprentissage. Nous avons utilisé deux noyaux :
– Exponentiel :
K(v) = e−v (III.12)
– Gaussien :
K(v) = e− v
2
2 (III.13)
La théorie des RKHS (section II.4.1) et les estimateurs à noyaux de Nadaraya-Watson
présentent des similitudes dans leurs formes explicites de l’estimateur, et ce malgré
des approches au problème de régression différentes. Alors que les RKHS se pré-
sentent comme une régression pénalisée semi-paramétrique (section II.2.2) où la so-
lution est recherchée sur un espace de Hilbert, les estimateurs à noyau proposent une
solution par une estimation non-paramétrique d’une densité faisant appel à l’astuce
du noyau (voir [Aizerman et al., 1964]). Ces derniers sont donc plus généraux dans
le sens où les RKHS, tels que présentés précédemment, sont liées spécifiquement au
problème de la régression semi-paramétrique.
III.2 Précision des prédictions
Un avantage des méthodes à noyaux est la possibilité de calculer des intervalles
de confiance conditionnels pour chaque individu dont on fait la prédiction. Ceci nous
permet de donner une précision individuelle : à chaque individu, on peut faire corres-
pondre la prédiction d’un intervalle de confiance plutôt qu’une valeur unique. Ainsi,
si un individu est bien estimé par le modèle, il aura une faible valeur inter-quantile (la
différence entre les deux quantiles qui composent l’intervalle de confiance). Comme
on peut écrire la probabilité conditionnelle d’un événement A quelconque comme une
espérance conditionnelle :
P(X,Y )(A|X = x) = E(X,Y ) [1A|X = x] (III.14)
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On peut alors écrire l’estimation à noyau correspondante, sur un jeu de données
indicées par O :
pˆ(A|xj) = 1#O
∑
i∈O
1A(xi, yi)w(xi,xj) (III.15)
On peut donc estimer un quantile conditionnel de seuil α comme la plus petite
valeur y observée telle que la fonction de répartition conditionnelle empirique de
Y |X dépasse le seuil α choisi pour le quantile cherché. Ainsi, sur un jeu de données
indicées par O, on va construire l’estimateur à noyau qˆα du quantile conditionnel
d’ordre α suivant la formule :
qˆα(xj) = argmin
yv ,v∈O
{∑
i∈O
1yv<yiw(xi,xj) ≥ 1− α
}
(III.16)
Nous pouvons donc estimer un intervalle de confiance conditionnels Iβ à un ordre β
quelconque par l’intervalle :
Iˆβ =
[
qˆβ/2(xj), qˆ1−β/2(xj)
]
(III.17)
Nous explicitons par la suite différents choix de distances génomiques.
III.3 Distances Génomiques
Comme expliqué précédemment (c.f. partie I.1) nos données d’ADN sont des
marqueurs SNP : des balises tout le long du génome qui permettent d’observer les
zones variables de l’ADN. Chez les êtres vivants diploïdes, chaque chromosome est
présent en double, un venant du père et un de la mère. De plus, l’ADN est un
long enchainement de bases azotés parmi : Thymine, Adénine, Cytosine, Guanine.
À un locus donné, ces bases venant par paires (une pour chaque brin d’ADN) et
toujours A avec T, et C avec G. On note 1 ou 2 suivant la paire (allèle) observée.
Ainsi, nous pouvons coder un locus par 11, 12, 21, ou 22 suivant les paires de bases
observées à chacun des deux chromosomes (paternel et maternel). Dans la pratique,
nous n’utiliserons que des données non phasées : l’information sur l’origine paternelle
ou maternelle est perdue. De plus le code final est dit additif : ce code est le nombre
d’allèles "2" observés :
– 11 devient 0.
– 12 et 21 deviennent 1.
– 22 devient 2.
Les données SNP de la génomique sont donc des suites de 0, 1, 2 représentant l’in-
formation génomique variable d’un individu.
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III.3.1 Classification à deux dimensions
Pour construire nos distances, nous les avons classées suivant deux axes :
– Le premier axe est une réflexion sur le sens du codage utilisé. Ce code est additif
au sens du paragraphe précédent, mais nous savons que dans la réalité ce n’est
pas toujours le cas. Il existe des effets, dits de dominance et d’épistasie qui
rendent ces hypothèses inadéquates. Nous avons donc cherché à construire des
distances qui seraient indépendante du code utilisé : seul compte le fait d’avoir
une valeur différente, et non sa magnitude.
– Le second axe est une réflexion sur la manière de représenter la suite des SNPs
pour un individu donné. Comme cette suite est invariante pour un individu, on
en donne une vision déterministe, mais nous pouvons aussi représenter cette
suite comme la réalisation d’une loi aléatoire liée à l’espèce étudiée.
Chacun de ces axes définissant deux classes, nous obtenons une classification en
quatre groupes en les combinant.Nous avons alors cherché à construire des distances
génomiques pour chacun de ces groupes.
III.3.2 Distance utilisées
Lorsque c’était possible, nous avons renormalisé les distances utilisées pour qu’elles
appartiennent à l’intervalle [0, 1]. Dans cette section, u et v représentent les génotypes
de deux individus.
– Dans le cas d’une distance dépendante du codage additif et à vision détermi-
niste, nous avons choisi de travailler avec les distances dites distance L1 et
distance L2 :
dL1(u, v) =
1
2m
m∑
i=1
|ui − vi| (III.18)
dL2(u, v) =
1
4m
m∑
i=1
(ui − vi)2 (III.19)
– Dans le cas d’une distance indépendante du codage additif et à vision détermi-
niste, nous avons fait le choix de la distance L0, dite distance de Hamming :
dH(u, v) =
1
m
m∑
i=1
1ui=vi (III.20)
– Dans le cas d’une distance dépendante du codage additif et à vision stochastique,
Nous avons choisit une semi-distance (elle ne suit pas tous les axiomes d’une
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distance, mais elle est suffisante pour les méthodes à noyaux qui n’utilisent pas
la propriété manquante) que nous avons appelé semi-distance en corrélation :
dCOR(u, v) =
1
2(1− Cor(u, v)) (III.21)
Cette distance est basée sur l’idée de la méthode GBLUP qui utilise une notion
similaire pour construire une matrice de parenté estimée sur les SNP.
– Enfin, dans le cas indépendant et stochastique nous proposons une distance
basée sur les chaînes de Markov :
1. Nous commençons par fixer une taille à la quantité de SNP considérée
comme un état indépendant (nous avons fixé la taille d’un état à 4 SNPs).
2. Nous estimons les matrices de transition des deux individus.
3. Nous estimons les lois invariantes des deux individus.
4. Nous choisissons une distance classique que nous appliquons finalement
sur les lois invariantes (nous avons choisit d’utiliser la distance L2).
Cette distance bâtie sur les chaines de Markov ne s’intéresse donc qu’aux diffé-
rences de distributions des motifs observés entre deux individus, indépendam-
ment de la valeur du codage des motifs.
III.3.3 Présélection des variables
Nous avons effectué une présélection de nos variables à l’aide d’une ACP (Analyse
en Composante Principale) qui construit une projection des données suivant des axes
de variance maximum, l’idée étant de favoriser la capacité des distances à séparer les
individus. Nous avons procédé comme suit :
– Nous construisons la matrice de projection des données sur l’espace de variance
maximisée à chaque axe (ACP).
– Nous projetons les individus à prédire (qui n’ont pas participé à la recherche
de cette matrice de projection) suivant cette même projection, pour pouvoir
comparer les distances calculées entre les deux jeux de données.
– Nous appliquons ensuite la méthode des noyaux sur les espaces projetés.
Les données résultantes n’étant plus en 0-1-2, la distance de Hamming n’a plus de
sens, nous l’avons remplacée par la distance L∞ :
dL∞(u, v) = max
i=1..m
|ui − vi| (III.22)
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III.4 Applications
L’objectif des applications a été d’évaluer, par simulation, les performances pré-
dictives des modèles à noyaux, dans deux études en situations d’additivité (voir
[Carré et al., 2013b] ; Annexe I) et d’épistasie (article en préparation).
L’analyse de la section précédente nous a permis d’envisager plusieurs noyaux dif-
férenciés par la définition de la distance entre les individus. Comme discuté dans
[Carré et al., 2013b], ces distances interviennent dans trois sujets principaux de la
génétiques : la biodiversité, la recherche de mutations causales, et la prédiction de va-
leur génétiques et de phénotypes sans connaissance préalable des mutations causales.
Nous avons élaboré ces distances dans ce dernier contexte de boîte noire en utilisant
les génotypes des marqueurs sur l’ensemble du génome, sans présélectionner des ré-
gions chromosomiques potentiellement pertinentes. De plus, nous avons utilisé des
données des génotypes, sans informations sur leur disposition dans les chromosomes,
et sans connaissance des phases (des génotypes phasés ou non-phasés sont représentés
dans l’encadré I.1). Finalement, nous avons utilisé des données complètes où toutes
les généalogies et les génotypes sont connus.
III.4.1 Données
Dans les deux études, Additivité et Épistasie, nous avons simulé les données en
utilisant le logiciel QMSim ([Sargolzaei and Schenkel, 2009]). La paramétrisation de
QMSim nous a permis de générer des conditions plus ou moins favorables à la pré-
diction génétique, par la modification du déséquilibre de liaison (DL ; formule (I.2))
et par le modèle génétique sous-jacent à la variabilité phénotypique.
Le DL moyen entre marqueurs adjacents a été de r2 = 0, 2 (condition difficile pour
la prédiction génétique ; retenue dans l’étude Additivité) ou de r2 = 0, 4 (retenue
dans l’étude Épistasie) selon le choix de l’histoire génétique de la population. La
densité de marqueurs, qui peut également modifier le DL, a été fixée à 2000 SNP par
chromosome dans les deux études, ce qui correspond à des puces d’environ 60 mille
SNP pour des génomes de mammifères de 30 chromosomes.
Dans les deux études, la population récente avait 5 générations de 900 individus
chacune. Les données individuelles disponibles étaient les généalogies, les génotypes
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SNP et les valeurs génétiques et phénotypiques. Les deux premières générations ont
été utilisées comme base (leurs phénotypes ne sont pas utilisés dans le processus
de prédiction). Les données phénotypiques et génotypiques des générations 3 et 4
(population d’Apprentissage ; n = 1800) ont été utilisées pour prédire les valeurs
génétiques et phénotypiques de la dernières génération (population de Test ; n =
900).
Le génome était limité à 2 chromosomes de 100 Mpb (100 × 106 paires de bases)
chacun. Les gènes responsables de la variabilité étaient 100 QTL par chromosome.
Les positions et les effets des QTL ont été aléatoires. Les effets des QTL ont suivi une
distribution Gamma de paramètre de forme 0,4. La simulation des valeurs génétiques
et des phénotypes a été spécifique de chaque étude :
– Dans l’étude Additivité, deux caractères avec des héritabilités de h2 = 0, 3 et
h2 = 0, 7 (et variance phénotypique égale à 1) ont été simulés. Deux quantités
ont été calculées pour chaque caractère : la valeur génétique totale (égale à
la somme des effets des QTL) et la valeur phénotypique (égale à la valeur
génétique totale plus la résiduelle simulée). Dans cette situation d’additivité,
le logiciel QMSim a produit les 2 quantités.
– Dans l’étude Épistasie, où l’héritabilité (au sens large) 1 a été arrêtée àH = 0, 3,
j’ai développé une routine en langage C++ permettant de calculer des effets
génétiques non linéaires. Un phénotype semi-linéaire a été calculé comme :
Y =
 Q∑
q=1
(γq,p + γq,m) +
Q∑
q<k
(γq,p + γq,m)× (γk,p + γk,m)
 δSL + ei (III.23)
Avec Q le nombre total de QTL, γq,p l’effet allélique du QTL paternel à la
position q, et γq,m celui de la mère. δSL est un paramètre de renormalisation
qui me permet de conserver une H de 0,3 et une variance à 1 pour Y . Le
phénotype non-linéaire a été calculé comme :
Yi =
 Q∑
q<k
(γq,p + γq,m)× (γk,p + γk,m)
 δNL + ei (III.24)
Avec les mêmes notations, et δNL la constante de renormalisation pour avoir
une H de 0,3. Les simulations ont été répétées 100 fois pour chaque situation
étudiée.
1. L’héritabilité au sens large regroupe la variabilité additive, de dominance, et d’épistasie.
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III.4.2 Méthodes statistiques et logiciels
Les estimateurs à noyaux comparés étaient basés sur les distances corrélation,
Hamming (ou L0) et L2. La distance basée sur une chaîne de Markov, détaillée dans
la section III.3.2, n’a été utilisée que dans les tests préliminaires car elle a produit
des précisions de prédiction d’environ 50% plus faibles que celles obtenues avec les
autres distances. Pour le calcul de ces prédictions, j’ai réalisé un programme en C++
dont les caractéristiques sont illustrées en III.1 en pseudocode.
Précision empirique et références Le critère retenu pour mesurer la précision
empirique des estimateurs à noyaux a été la corrélation empirique entre les valeurs
prédites et les valeurs simulées dans la sous-population de test. Ces résultats ont été
comparés à des corrélations théoriques en modèle infinitésimal et à des corrélations
empiriques obtenues avec le BLUP génomique. Les corrélations théoriques en modèle
infinitésimal (voir précision dans l’encadré I.3) ont été fonction de la structure des
populations simulées : le phénotype d’un descendant de la sous-population de test
est prédit avec l’information de ses parents et de 11 individus collatéraux. Pour le
calcul du BLUP Génomique (section I.5), nous avons utilisé le logiciel BLUP.F90
([Misztal, 1999]). Ce programme résout un système d’équations du modèle mixte qui
tient compte de la structure de variance-covariance entre les individus :[
1
T
1 1
TX
XT1 X ′X +H−1α
] [
µˆ
βˆ
]
=
[
1
TY
XTY
]
(III.25)
La matrice H est une combinaison linéaire entre la matrice Génomique G et la
matrice de parenté A. Nous avons donné un faible poids (1%) à la matrice A pour
limiter l’utilisation d’information généalogique dans notre problème.
Parallélisation La simulation étant de type SIMD ("Single Instruction Multiple
Data", c.f. [Flynn, 1972]), elle se prête bien à la parallélisation. Aussi, toutes les
simulations ont été réalisées en parallèle sur une plateforme avec 440 cœurs de calculs
disponibles (Figure III.1).
III.4.3 Précision empirique (PE) des différents noyaux en
situation d’additivité
Dans cette étude ([Carré et al., 2013b] ; Annexe I), nous avons comparé la pré-
cision empirique (PE) des estimateurs à noyaux basés sur les distances L0, L1, L2,
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Calcul PE
Récupération des Données
L0 ... COR L0 ... COR
SD 1 ... SD 100
Parallélisation 2
Modif. Modif.
QMSim QMSim
SD 1 ... SD 100
Parallélisation 1
Temps
# Cœurs de Calcul
Figure III.1 – Parallélisation du code en deux temps pour le calcul des PP. Une
première fois pour construire les 100 sous dossiers (SD) contenant les simulations
et les modifications éventuelles (routine Modif. dans le cas épistasie). Une seconde
fois, pour les calculs effectués sur les données (en fonction de la distance). Enfin, on
récupère toutes les données et on peut calculer les Précisions Empiriques.
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Data: Les données d’apprentissage Xa et Ya, les données du test Xt, une grille de valeurs G
pour chercher le meilleur h, un noyau K, une distance d et une fonction de perte A.
Result: Un vecteur de predictions pour les données de test.
na←− nombre de lignes de Xa;
nt←− nombre de lignes de Xt;
Da←− matrice de 0 de taille na× na;
Dt←− matrice de 0 de taille na× nt;
// On rempli les matrices de distances
for i = 1 à na do
for j = 1 à na do
Da[i, j]←− d(Xa[i, ], Xa[j, ]);
for j = 1 à nt do
Dt[i, j]←− d(Xa[i, ], Xt[j, ]);
ho ←− 0;
Ao ←− valeur maximale pour les flottants;
for h ∈ G do
pred←− 0;
for i = 1 à na do
Ktotal←− 0;
for j = 1 à na do
Ktemp←− 0;
if j !=i then
Ktemp←− K(Da[j, i]/h) ; // Attention [j, i] !
pred[i]←− pred[i] + Ya[j] ∗Ktemp;
Ktotal←− Ktotal +Ktemp;
pred[i]←− pred[i]/Ktotal;
if A(pred, Ya) < Ao then
ho ←− h;
Ao ←− A(pred, Ya);
predt ←− 0;
for i = 1 à nt do
Ktotal←− 0;
for j = 1 à na do
Ktemp←− 0;
Ktemp←− K(Dt[j, i]/ho) ; // Attention [j, i] !
predt[i]←− predt[i] + Ya[j] ∗Ktemp;
Ktotal←− Ktotal +Ktemp;
predt[i]←− predt[i]/Ktotal;
return predt;
Encadré III.1: Pseudocode du calcul d’un estimateur à noyaux avec calibrage
du paramètre de taille de fenêtre h par validation croisée "Leave-One-Out" sur
une grille de valeurs.
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L∞ et la semi-distance corrélation. Les comparaisons ont été réalisées dans des situa-
tions plus ou moins bruitées (h2 = 0, 3 ou h2 = 0, 7). Nous avons également évalué
l’intérêt de présélectionner, par Analyse en Composantes Principales, des données
d’ADN pour limiter la colinéarité des génotypes SNP. Les PE sont présentées dans
les tableaux III.1 (pour h2 = 0, 7) et III.2 (pour h2 = 0, 3), et des résultats complé-
mentaires sont présentés dans ([Carré et al., 2013b] ; Annexe I) :
La prédiction de phénotypes est plus difficile que la prédiction de valeurs
génétiques, surtout quand le bruit augmente Comme attendu, la prédiction
des phénotypes est plus difficile que celle des valeurs génétiques, tout simplement
parce que le phénotype contient un terme aléatoire additionnel. Ce résidu a une
espérance nulle et une variance qui peut représenter 30 ou 70% de la variance totale
dans les deux situations étudiées. Quand l’héritabilité est élevée (tableau III.1) les
PE des valeurs génétiques varient entre 0,46 et 0,67, contre des valeurs entre 0,39
et 0,56 pour le phénotype. Dans la situation de faible h2 (tableau III.2), la PE des
phénotypes devient problématique (PE entre 0,22 et 0,28) alors que la PE de valeurs
génétiques reste en dessus de 0,42.
Les distances produisent des PE proches entre elles Sauf pour la distance
L∞ qui prédit moins bien que les autres. Avec bruit faible (h2 = 0, 7, tableau III.1),
les distances L2 et la semi-distance corrélation donnent les meilleurs PE (0,67 pour
les valeurs génétiques et 0,56 pour les phénotypes). Quand le bruit augmente (tableau
III.2), ces deux distances restent les meilleures, avec un faible avantage de la semi-
distance corrélation pour la prédiction des valeurs génétiques (PE=0,52 produite par
corrélation vs. PE=0,50 produite par L2) et des phénotypes (0,28 vs. 0,26).
L’ACP n’améliore pas les PE des différentes distances évaluées Les PE
obtenues avec ou sans ACP ne différent pas sur deux décimaux, à l’exception de la
distance L1 pour la prédiction de valeurs génétiques (PE=0,48 sans projection vs.
PE=0,44 avec projection ACP ; tableau III.2).
Les estimateurs à noyaux évalués produisent des PE comparables aux
références théoriques [Carré et al., 2013b] Surtout dans la condition la plus
bruitée (h2 = 0, 3) où les PE des estimateurs à noyaux avec la semi-distance correla-
tion, avec des valeurs de 0,52 pour les valeurs génétiques et de 0,28 pour le phénotype,
se rapprochent des références en modèle infinitésimal (0,57 et 0,31). Dans la situa-
tion d’héritabilité élevée (h2 = 0, 7), les précisions théoriques infinitésimales restent
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supérieures aux PE des estimateurs à noyaux (0,75 vs 0,66 pour la prédiction de
valeurs génétiques ; 0,63 vs 0,56 pour la prédiction de phénotypes).
III.4.4 Précision empirique des différents estimateurs à noyaux
en situations d’épistasie
Une deuxième série de simulations avec le logiciel QMSim nous a permis d’in-
tégrer la situation d’épistasie. Nous avons étudié les PE des estimateurs à noyaux
Exponentiel (III.12) et Gaussien (III.13), utilisés tous les deux avec la semi-distance
Corrélation. La méthode de référence a été le BLUP génomique (section I.5). Avec le
logiciel QMSim, nous avons réalisé cette étude sous trois modèles génétiques. Dans
le premier, additif ou Linéaire (L), la valeur génétique est la somme des effets addi-
tifs des QTL simulés. Ces valeurs L, sont calculées directement par QMSim. Dans
le deuxième modèle, semi-linéaire (SL), nous ajoutons aux effets additifs, des effets
génétiques non-linéaires en utilisant (III.23). Dans le troisième, nous remplaçons les
effets linéaires par les effets non-linéaires (modèle NL) comme dans (III.24). Les
PE (moyennes des corrélations empiriques sur 100 répétitions) de trois méthodes
pour les trois modèles génétiques étudiés sont présentées dans le tableau III.3. Nous
avons ensuite appliqué le test des signes (c.f. [Dixon and Mood, 1946]) pour tester
les méthodes les unes contre les autres en terme de PE. Les résultats saillants sont :
Les PE se dégradent quand l’importance des effets non linéaires augmente
Ceci est vérifié pour la prédiction de phénotypes et des valeurs génétiques, pour toutes
les méthodes. Par exemple, la PE du BLUP pour la prédiction de phénotypes passe
de 0,44, quand les effets génétiques sont linéaires (L), à 0,14 en modèle génétique non
linéaire (NL) (tableau III.3). De même, l’estimateur à noyaux Gaussiens a moins de
précision en modèle NL (PE=0,18) qu’en additivité (PE=0,39).
Il y a interaction entre méthode de prédiction et modèle génétique Le
BLUP apparaît comme le meilleur prédicteur en modèle génétique linéaire, par
exemple, on peut voir dans la partie Cas Linéaire du tableau III.3 que pour le BLUP
on a PE=0,82 pour les valeurs génétiques et PE=0,44 pour les phénotypes, contre
0,72 et 0,39 produites par le meilleur estimateur à noyaux. Le test des signes appliqué
aux différences de PE entre le BLUP et les estimateurs à noyaux nous indique une
très forte significativité en faveur du BLUP (100 simulations sur 100). Toutefois, les
estimateurs à noyaux prédisent mieux que le BLUP quand le modèle génétique est
non linéaire, par exemple, dans la partie Cas Non-linéaire du tableau III.3, on a 0,35
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vs 0,26 pour la prédiction de valeurs génétiques et 0,18 vs. 0,14 pour la prédiction
des phénotypes. Le test des signes nous donne ces différences significatives en faveur
du noyau Gaussien (75 cas sur 100, p-value < 10−6).
De plus, les précisions du BLUP ont été moins variables que celles des noyaux
en situation d’additivité mais plus variables dans la situation non-linéaire, comme
reflété par les intervalles de confiance du tableau III.3. Par exemple, sous additivité, la
largeur des intervalles de confiance des PE des valeurs génétiques (deuxième colonne
du tableau III.3) est de 0,06 pour le BLUP et de 0,13 pour l’estimateur à noyau
exponentiel. En revanche, les largeurs correspondantes en situation non-linéaire ont
été de 0,26 pour le BLUP et de 0,17 pour l’estimateur à noyau.
La non-linéarité des effets génétiques et le bruit entraînent le sur-appren-
tissage Ce sur-apprentissage est mis en évidence par l’écart entre les précisions
empiriques dans les sous-ensembles Apprentissage et Test (tableau III.3). Cet écart
est proche de 0 quand la prédiction porte sur les valeurs génétiques additives pour
toutes les méthodes (par exemple la PE du BLUP est de 0,86 en Apprentissage vs 0,82
en Test). Toutefois l’écart augmente pour la prédiction de phénotypes (par exemple,
toujours pour le BLUP, l’écart entre les PE en Apprentissage et en Test est de +0,2).
Cet écart augmente encore plus dans le cas de la prédiction de phénotypes en modèle
génétique non-linéaire (+0,37, toujours pour le BLUP).
Le sur-apprentissage est limité quand les estimateurs à noyaux sont utili-
sées D’après les écarts entre les corrélations moyennes obtenues en Apprentissage
et en Test, ces écarts sont faibles, voire négatifs pour la prédiction des valeurs géné-
tiques additives quand le modèle est additif. De plus, ces écarts n’augmentent que
faiblement quand la prédiction porte sur les phénotypes (écarts entre 0 et 0,04, selon
le modèle exponentiel ou gaussien). Pour la prédiction des phénotypes en modèle
non-linéaire, les écarts varient très peu, entre 0,02 et 0,04.
Les corrélations entre les prédictions par différentes méthodes dépendent
du modèle génétique (tableau III.4) Les prédictions des données Test des deux
estimateurs à noyaux sont très corrélées entre elles quel que soit le modèle génétique
(r = 0, 93 dans les trois situations L, SL et NL). Les prédictions BLUP sont moins
bien corrélées avec celles des noyaux, surtout celles produites par le noyau exponentiel
(corrélations entre 0,75 et 0,66), et elles diminuent quand la non-linéarité du modèle
génétique augmente.
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III.5 Discussion
Comme discuté dans la section II.7, les estimateurs à noyaux ont des caractéris-
tiques souhaitables pour la prédiction génétique. Toutefois, la précision empirique de
ces estimateurs dépend fortement de la distance entre individus qui est utilisée. Nous
avons étudié plusieurs distances : La semi-distance corrélation paraît être la mieux
adaptée au problème de prédiction génétique.
En additivité, la prédiction génétique des caractères complexes est loin d’être dé-
terministe et elle reste très influencée par le bruit qui peut être important en biologie
(héritabilité de 0,3). Les estimateurs à noyaux que nous avons évalués ont des per-
formances prédictives comparables à celles des méthodes basées sur la régression
(comme le BLUP-G). Nous retrouvons des résultats de [Morota et al., 2014] et de
[Weigel et al., 2009] qui trouvent des faibles différences entre les PP des approches
paramétriques linéaires et des approches semi ou non-paramétriques.
Lorsque nous avons exposé ces approches statistiques à une situation de non-
linéarité des effets génétiques, nous montrons que les méthodes linéaires comme le
BLUP Génomique sont plus sensibles au sur-apprentissage que les estimateurs à
noyaux. Dans ces situations, les approches à noyaux sont prometteuses pour améliorer
la précision atteignable avec la régression linéaire.
À notre connaissance, l’utilisation de cette distance dans les estimateurs à noyaux
Exponentiels III.12 ou Gaussien III.13 est inédite dans le contexte de la prédiction
génétique. [Gianola et al., 2006] ont préconisé l’application de méthodes générales
à noyaux pour la prédiction génétique, mais les applications ont toutes été basées
sur les noyaux du type RKHS (e.g., [de los Campos et al., 2009]). Dans une étude
récente, [Howard et al., 2014] utilisent des estimateurs à noyaux similaires à ceux
que nous avons utilisés, mais les auteurs n’ont considéré que les distances Hamming
et L1.
Au-delà de l’originalité, il est nécessaire de démontrer l’utilité des différentes mé-
thodes de prédiction. En génétique, à l’heure actuelle, il n’y a pas de consensus sur
une méthode de prédiction idéale, adéquate pour toute situation. La précision empi-
rique change peu entre méthodes par rapport à des facteurs tels que la taille de la
sous-population d’apprentissage, la structure des populations d’Apprentissage et de
Test, les données d’ADN et le modèle génétique sous-jacent, dans des populations
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animales ([Hayes et al., 2009]) et végétales ([Lorenz et al., 2011]). Nous avons étudié
deux modèles génétiques, additivité et épistasie, et nous avons trouvé que la pré-
cision empirique résulte d’une interaction entre le modèle génétique et la méthode
statistique.
En additivité, nous trouvons que les méthodes paramétriques comme le BLUP
prédisent avec une meilleure précision que les méthodes à noyaux. Cet avantage
reste faible et une variété d’approches semi ou non paramétriques ont donné des
résultats comparables au modèle paramétrique linéaire, par exemple la régression
RBF "Radial Basis Function" comparée au LASSO bayésien ([Long et al., 2007]) ou
les modèles à noyaux reproduisant RKHS ([de los Campos et al., 2009]) comparés au
BLUP Génomique.
Ces résultats, plus ou moins favorables aux méthodes non paramétriques sous
additivité, ne reflètent pas nécessairement des contradictions. Nous avons montré
que, tout en gardant le modèle génétique additif, la supériorité de la méthode pa-
ramétrique diminue quand le bruit, et le risque de sur-apprentissage augmente. Il
n’est pas alors surprenant que dans certaines études sous additivité, les méthodes
non-paramétriques fassent aussi bien que le BLUP. Par ailleurs, d’autres auteurs
ont trouvé une interaction entre méthodes et modèle génétique due à l’architecture
génétique sous-jacente au caractère complexe : le nombre de gènes concernés et l’hé-
térogénéité des leurs effets (e.g ; [Hayes et al., 2010]).
Lorsque nous avons exposé ces approches statistiques à une situation de non-
linéarité des effets génétiques, nous montrons que les méthodes linéaires comme le
BLUP Génomique sont inadéquates et plus sensibles au sur-apprentissage que les
estimateurs à noyaux. En situation d’épistasie, d’autres auteurs reportent des ré-
sultats favorables aux approches semi ou non-paramétriques ([Long et al., 2007] ;
[Sun et al., 2012] ; [Howard et al., 2014]). Par exemple, dans [Sun et al., 2012], qui
simulent des niveaux d’épistasie modérés, la précision empirique de la prédiction par
des noyaux RKSH combinés à une présélection de marqueurs est de 0,25, supérieur
à 0,17, obtenue avec le BLUP. Au-delà de l’additivité, les approches à noyaux sont
prometteuses pour améliorer la précision atteignable avec la régression linéaire.
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Valeurs Génétiques Phénotype
Apprentissage Test Apprentissage Test
Distance ID ACP ID ACP ID ACP ID ACP
L0 0,545 0,555 0,452 0,463
L1 0,610 0,606 0,637 0,634 0,508 0,495 0,534 0,532
L2 0,641 0,641 0,668 0,667 0,532 0,532 0,560 0,559
L∞ 0,490 0,463 0,400 0,390
COR 0,628 0,628 0,666 0,664 0,527 0,527 0,564 0,562
Tableau III.1 – Corrélations empiriques entre valeurs génétiques prédites et simulées
et phénotypes, colonnes ID dans les cas sans pré-projections des données, colonnes
ACP dans les cas avec pré-projections ACP des données (scénario h2 = 0, 7)
Valeurs Génétiques Phénotype
Apprentissage Test Apprentissage Test
Distance ID ACP ID ACP ID ACP ID ACP
L0 0,392 0,426 0,204 0,220
L1 0,468 0,426 0,484 0,442 0,246 0,224 0,254 0,258
L2 0,495 0,495 0,499 0,496 0,263 0,263 0,265 0,264
L∞ 0,421 0,423 0,225 0,228
COR 0,513 0,513 0,523 0,520 0,276 0,276 0,282 0,280
Tableau III.2 – Corrélations empiriques entre valeurs génétiques prédites et simulées
et phénotypes, colonnes ID dans les cas sans pré-projections des données, colonnes
ACP dans les cas avec pré-projections ACP des données (scénario h2 = 0, 3)
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Valeurs Génétiques Phénotype
Distance Apprentissage Test Apprentissage Test
Cas Linéaire :
BLUP G 862 [837-878] 824 [799-854] 638 [614-661] 442 [386-513]
EXP 553 [464-606] 631 [566-697] 301 [224-373] 341 [281-428]
GAU 738 [671-791] 717 [651-771] 401 [349-444] 385 [320-481]
Cas Semi-Linéaire :
BLUP G 819 [777-845] 768 [745-793] 619 [600-644] 412 [368-460]
EXP 539 [459-621] 604 [545-676] 289 [228-359] 322 [266-384]
GAU 704 [628-781] 679 [642-720] 378 [298-432] 359 [304-420]
Cas Non-linéaire :
BLUP G 480 [412-563] 258 [113-376] 512 [485-532] 142 [068-223]
EXP 362 [260-471] 339 [210-378] 196 [126-256] 177 [136-227]
GAU 415 [310-545] 353 [208-437] 224 [143-304] 181 [139-239]
Tableau III.3 – Moyennes des corrélations empiriques sur 100 répétitions de trois
méthodes : BLUP-G, Estimateur à noyaux avec distance correlation et noyau Expo-
nentiel (EXP) et Gaussien (GAU). Les trois modèles génétiques étudiés : Linéaire,
Semi-Linéaire et Non-Linéaire sont présentées dans le tableau. Les Résultats sont en
% et sont donnés avec les bornes des intervalles de confiance à 95% entre crochets.
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Apprentissage
Linéaire Semi-linéaire Non-linéaire
cor(BLUP, EXP) 637[549-693] 630[557-701] 547[484-606]
cor(BLUP, GAU) 845[806-865] 841[802-873] 774[697-844]
cor(EXP, GAU) 801[743-853] 800[737-842] 777[695-846]
Test
Linéaire Semi-linéaire Non-linéaire
cor(BLUP, EXP) 754[681-811] 751[673-796] 664[610-727]
cor(BLUP, GAU) 856[827-874] 853[824-867] 782[724-819]
cor(EXP, GAU) 925[895-974] 926[898-975] 927[895-964]
Tableau III.4 – Moyenne des corrélation entre les prédictions données par les mé-
thodes sur les 100 itérations. Valeurs en % et intervalles de confiance à 95% entre
crochets.
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Chapitre IV
Agrégation d’experts
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IV.1 Présentation du problème de l’agrégation d’ex-
perts
L’agrégation d’experts, telle que présentée dans [Cesa-Bianchi and Lugosi, 2006],
[Stoltz, 2010] ou [Tsybakov, 2005] est une méthode permettant de combiner les ré-
sultats d’autres estimateurs pour produire une prédiction. Supposons que nous dis-
posons d’un jeu de données de n individus (xi, yi)i=1,...,n, identiquement distribués
suivant une loi de probabilité (X, Y ). Notre variable d’intérêt est Y . Supposons,
de plus, que nous avons à notre disposition un vecteur G de M prédicteurs de Y ,
(g1, . . . , gM), dont les prédictions pour notre jeu de données sont connues pour chaque
individu :
(yˆi,1, . . . , yˆi,M) = (g1(xi), . . . , gM(xi)), ∀i ∈ {1, . . . , n} (IV.1)
Nous ne faisons pas d’hypothèses sur ces prédicteurs, que nous utiliserons comme des
boites noires, sans connaissance de leur fonctionnement interne. Ces prédicteurs sont
appelés experts par la suite. Le problème de l’agrégation d’experts est de construire
un nouvel expert, appelé prédicteur agrégé de Y , à partir des M experts et du jeu
de données à notre disposition. Nous nous sommes principalement intéressé au cas
de l’agrégation convexe d’experts : nous voulons rechercher le prédicteur agrégé sous
la forme :
fθ(x) =
M∑
i=1
θigi(x), θ ∈ ΛM =
{
λ ∈ RM , λi ≥ 0,
M∑
i=1
λi = 1
}
(IV.2)
Enfin, l’objectif de ce problème d’agrégation reste à définir : suivant la partie II.1.1,
on rappelle que le problème de la régression se résout en définissant un fonction de
perte Q, qui donne une mesure de la perte couru de choisir une fonction f fixée, qui
pour un individu i, estime yi par f(xi). Classiquement, la fonction de perte utilisée
est la perte quadratique Qq :
Qq(yi, f(xi)) = (yi − f(xi))2 (IV.3)
En découle la notion de fonction de risque, notée A, qui est l’espérance de Q suivant
la loi du couple (X, Y ) :
A(f) = E(X,Y ) [Q(Y, f(X))] (IV.4)
Qui, dans le cas où Q est la perte quadratique, s’exprime comme le risque quadratique
Aq :
Aq(f) = E(X,Y )
[
(Y − f(X))2
]
(IV.5)
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Ainsi, on va choisir un espace de fonctions G construit à partir de G, le vecteur des
experts. Parmi cet espace G, on va définir un élément particulier h∗, appelé oracle,
qui va satisfaire la condition suivante :
∀h ∈ G, A(h∗) ≤ A(h) (IV.6)
Cet élément h∗ est inconnu. On doit le voir comme le meilleur choix de fonction dans
G pour estimer Y au sens du risque A. Ainsi, l’oracle dépend de l’ensemble G choisi.
Suivant [Tsybakov, 2005], nous avons choisit de travailler avec un oracle convexe, i.e.
l’ensemble G choisi sera :
G =
{
θTG, θ ∈ ΛM
}
(IV.7)
Il est à noter que nous avons défini notre espace de recherche du prédicteur agrégé,
ainsi que l’espace de fonctions où est défini l’oracle, tout les deux comme l’ensemble
des fonctions convexes de G, mais qu’il est tout à fait possible de prendre des en-
sembles différents (e.g. parmi les fonctions convexes de G, chercher celle qui s’ap-
proche au mieux de la meilleur fonction linéaire de G). Le choix de ces deux en-
sembles est discuté dans la partie IV.6. Ensuite, on définit le regret RG sur G de
choisir une fonction f pour estimateur de Y , comme la fonction :
R(f) = A(f)− A(h∗) (IV.8)
C’est la différence de risque entre notre choix f et le risque minimal possible pour
G. Finalement, le problème de l’agrégation convexe d’experts est un problème de
régression pénalisé dont le système à résoudre est le suivant :
θˆAG = argmin
θ∈ΛM
R(fθ) + βV (θ) (IV.9)
Où β > 0 et V est une pénalité sur le paramètre θ (c.f. partie II.2.2). Nous discutons
plus en détails ces deux paramètres dans la section suivante.
IV.2 Algorithme Descente Miroir et Moyennisa-
tion
Il existe plusieurs algorithmes permettant de résoudre le problème de l’agrégation
convexe d’experts [Tsybakov, 2005]. Nous avons choisi d’utiliser l’algorithme de Des-
cente Miroir et Moyennisation (DMM) présenté dans [Ben-Tal and Nemirovski, 1999,
Juditsky, 2006, Juditsky et al., 2008, Nesterov, 2007, Rigollet, 2006, Tsybakov, 2005].
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En effet, cet algorithme atteint, sous certaines hypothèses peu contraignantes, les vi-
tesses optimales de convergence pour l’agrégation convexe. C’est un algorithme récur-
sif séquentiel : à chaque étape de l’algorithme, la mise à jour des poids d’agrégation
se fait par l’apprentissage sur une seule des données. Cette donnée est ensuite mise
de côté et l’algorithme boucle jusqu’à épuisement des données disponibles. Une fois
les poids d’agrégation appris, nous pouvons présenter de nouvelles données d’appren-
tissage à la boucle de calcul des poids. Cette propriété est intéressante si les données
ne sont disponibles que les unes après les autres, et elle n’est pas contraignante dans
le cas de données en paquet, il suffit de les présenter une par une. L’algorithme DMM
est basé sur l’algorithme de Descente Miroir utilisé pour résoudre certains problèmes
d’optimisation stochastique.
Construction de l’algorithme Nous reprenons ici la construction telle que pré-
sentée dans [Tsybakov, 2005]. Cet algorithme est itératif, supposons que nous soyons
à l’étape k. Nous disposons de k estimations de θAG, notées θˆ(0), . . . , θˆ(k−1). Nous
pouvons alors construire k fonctions φ(1), . . . , φ(k) chacune étant une approximation
linéaire de première ordre en θ du regret R :
φ(i)(θ) = A(fθˆ(i−1)) + (θ − θˆ(i−1))T∇A(fθˆ(i−1))− A(h∗), i ∈ {1, . . . , k} (IV.10)
On construit ensuite φ¯(k) la moyenne des φ(k) :
φ¯(k)(θ) = 1
k
k∑
i=1
θT∇A(fθˆ(i−1))− θˆ(i−1)T∇A(fθˆ(i−1)) + A(fθˆ(i−1))− A(h∗) (IV.11)
Reprenant l’équation (IV.9), l’estimation θˆ(k) sera donc :
θˆ(k) = argmin
θ∈ΛM
φ¯(k)(θ) + α(k)V (θ) (IV.12)
θˆ(k) = argmin
θ∈ΛM
θT
k∑
i=1
∇A(fθˆ(i−1)) + β(k)V (θ) (IV.13)
Où β(k) = kα(k). Ainsi, si β(k) = o(k), le poids donné à la pénalité tend vers 0 lorsque
la quantité de données tend vers +∞. Aussi, A étant inconnu, ∇A est approché
par le gradient stochastique ∇θQ estimé en un point unique à chaque itération (c.f.
[Tsybakov, 2005]). Dans le cas de la perte quadratique Qq, on a :
∇θQq(yk, fθ(xi)) = −2
(
yi −
M∑
i=1
θigi(x)
)
g1(xi)
...
gM(xi)
 (IV.14)
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C’est cette approximation de ∇A par ∇θQ qui donne sa forme itérative à l’algo-
rithme : en effet, celui-ci se décompose en deux étapes lors de chaque itération et
seule la première étape qui sert au calcul de cette approximation est itérative. La
seconde étape est une étape d’estimation :
1. Étape dite de descente : on met à jour notre approximation de ∑∇A grâce à
une nouvelle donnée, tout en utilisant l’estimation θˆ(k−1) de l’étape précédente.
Cette étape est l’étape classique de l’algorithme de descente de gradient sto-
chastique itératif (c.f. [Nesterov, 2007]). Si l’on appelle ξ(k) l’estimation de ∇A
à l’étape k, on a :
ξ(k) = ξ(k−1) +∇θQ(yk, fθˆ(k−1)(xk)) (IV.15)
L’algorithme est initialisé par ξ(0) = 0 ∈ RM .
2. Étape dite miroir : on calcul une estimation θˆ(k) du prédicteur agrégé en utili-
sant le résultat de la première étape et par résolution du système de l’équation
IV.9. Nous définissons Wβ la fonction dite β-conjuguée de V par :
Wβ(h) = sup
θ∈ΛM
{
−hT θ − βV (θ)
}
, h ∈ RM , β > 0 (IV.16)
On voit que si V est convexe alors ce système à une solution, et la solution de
l’équation (IV.13) est :
θ˜(k) = −∇Wβ
(
k∑
i=1
∇A(fθˆ(i−1))
)
(IV.17)
∑k
i=1∇A étant estimé par ξ(k), on a :
θˆ(k) = −∇Wβ
(
ξ(k)
)
(IV.18)
Dans le cas où V est la divergence de Kullback entre la loi uniforme sur l’in-
tervalle {1, . . . ,M} et la loi définie sur le même ensemble par les probabilités
θi, i = 1, . . . ,M , dite aussi pénalité entropique :
V (θ) = logM +
M∑
i=1
θi log θi (IV.19)
On a alors :
−∇Wβ(k)
(
ξ(k)
)
=
(
M∑
i=1
e−ξ
(k)
i /β
(k)
)−1
e−ξ
(k)
1 /β
(k)
...
e−ξ
(k)
M /β
(k)
 (IV.20)
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Finalement, l’algorithme termine par une étape dite de moyennisation où le résultat
θˆ(n+1), est donnée par :
θˆ(n+1) = 1
n+ 1
n∑
i=0
θˆ(i) (IV.21)
Le choix de la suite (β(i))i=1,...,n est important théoriquement, il faut s’assurer qu’elle
ait un comportement en o(n). D’après [Tsybakov, 2005], si la fonction de risque Q
choisie est convexe et différentiable, et que de plus il existe un Q∗ tel que :
Q2∗ ≥ sup
θ∈Θ
E
[
||∇Q(z, f)||2∞
]
(IV.22)
Alors la suite (β(i))i=1,...,n construite comme :
β(i) = Q∗
√
(i+ 1)/ logM (IV.23)
permet d’obtenir la vitesse de convergence optimale (
√
logM
n
) dans le cas de la pénalité
entropique. Cette suite est croissante et tend vers +∞ avec une vitesse en √n, elle
satisfait bien la condition o(n). Dans la pratique on va fixer β à une valeur constante
et en estimer la valeur optimale par validation croisée.
Algorithme DMM En rassemblant tous les développements décrits ci-dessus, on
présente dans l’encadré IV.1 l’algorithme que nous avons utilisé.
IV.3 Stabilité des experts
La prédiction de nouveaux individus est-elle améliorée par l’utilisation du prédic-
teur agrégé plutôt que par l’un des experts ? Plusieurs réponses sont possibles, parmi
lesquelles :
– Diminution du biais de prédiction : nous pouvons effectivement penser que
l’utilisation du prédicteur agrégé permet de présenter des prédictions a priori
au plus autant biaisées, et probablement moins, que ne le ferait le meilleur
expert en terme de biais. Malheureusement, ce biais n’est pas toujours évident
à mesurer et même totalement hors de portée au calcul sur les jeux de données
réelles, c’est donc un critère difficilement utilisable pour estimer l’efficacité
de l’agrégation mais reste un argument théorique en faveur de l’agrégation
d’experts.
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Data: Une suite d’observations (x, y)(1,...,n) et (β(i))i≥0 une suite constante ou
construite suivant (IV.23).
Result: θˆ(n+1) : une estimation de la pondération.
On initialise : θˆ(0) ∈ ΛM et ξ(0) = 0 ∈ RM ;
for k = 1, . . . , n do
// Lire le k-ième couple de données:
(x, y) ←− (x, y)(k);
// Étape Descente:
ξ ←− ξ − 2
(
y − M∑
i=1
gi(x)θˆ(k−1)i
)
g1(x)
...
gM(x)
;
// Étape Miroir:
θˆ(k) ←−
(
M∑
i=1
e−ξi/β
(k)
)−1
e−ξ1/β
(k)
...
e−ξM/β
(k)
;
end
return θˆ(n+1) = 1
n+1
n∑
i=0
θˆ(i);
Encadré IV.1: Algorithme de Descente Miroir et Moyennisation utilisé (pseu-
docode) pour l’estimation des pondérations dans le cas d’une agrégation convexe
où l’on cherche à approcher un oracle convexe.
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– Stabilisation de la prédiction : cet argument n’est pas théorique, dans le sens
où il n’est pas supporté (à ma connaissance) par une théorie, mais plutôt par
des arguments pratiques. Une fois chacun des experts entrainés sur les données
d’apprentissage, on peut les classer suivant un critère de Performance à la
Prédiction (PP) calculé sur le jeu de données de Test. Nous savons qu’il n’existe
pas de méthode parfaite, donnant toujours la meilleure prédiction possible :
les méthodes sont toujours basées sur certaines hypothèses qui ne sont pas
toujours vérifiées en pratique. En classant différents experts sur différents jeux
de données, l’ordre relatif en terme de PP des uns par rapports aux autres
est susceptible de variations (une méthode peut être très performante sur un
certain jeu de données, et désastreuse sur un autre). D’un point de vue pratique,
il semble que l’agrégation d’experts soit en mesure de fournir un prédicteur plus
stable, dans le sens où, même s’il ne se place pas toujours comme le meilleur
disponible (en terme de critère PP), il se place toujours à une position favorable
en termes de classement par rapport à ce critère PP. Ainsi, dans le cadre d’une
prédiction (où nous n’avons pas accès aux données nous permettant de calculer
les PP) l’agrégation d’experts se présente comme le choix le plus raisonnable.
Pour nous permettre de mesurer cette stabilité, nous nous plaçons dans le cadre où
nous avons à notre disposition deux ensembles de données (Apprentissage et Test).
Nous proposons la statistique suivante :
1. Premièrement, tous les experts sont entrainés sur l’ensemble d’apprentissage.
2. Nous choisissons ensuite de créer un partitionnement des données selon la tech-
nique de validation croisée par sous-ensemble aléatoire (voir partie II.5.1, équa-
tion (II.44)) pour séparer les données de Test en deux sous-ensembles : Appren-
tissage Agrégation et Calcul de Statistique (nouveau Test).
3. Les poids de l’agrégation d’experts sont ensuite estimés sur l’ensemble d’Apprentissage
Agrégation. Nous construisons ainsi le prédicteur agrégé.
4. Nous calculons ensuite la Performance Prédictive (précision empirique dans le
cas de la prédiction de phénotypes) de chaque expert et du prédicteur agrégé
sur l’ensemble Calcul de Statistique.
5. Nous ordonnons les experts et le prédicteur agrégé en fonction de leurs PP, du
meilleur (corrélation la plus élevée) en place 1 au plus mauvais (corrélation la
plus basse) en place M+1.
6. Cette procédure est réitérée un grand nombre de fois à partir de la phase de par-
titionnement, nous fournissant ainsi, pour chaque expert et pour le prédicteur
agrégé, un vecteur d’ordre relatif.
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7. Nous calculons ensuite les quartiles de ces vecteurs, avec l’interprétation sui-
vante : plus un quartile d’ordre élevé est de faible valeur, meilleur est l’expert
associé. Par exemple un Q3 (quartile à 75%) ayant pour valeur 5, indique que
cet expert a 75% de chances d’être classé cinquième ou moins sur ce jeu de
données.
8. Finalement, les quartiles ayant des valeurs comprises entre 1 et M+1, nous
calculons une estimation de l’aire sous la courbe ("Area Under Curve", AUC
en anglais) de ces quartiles suivant la formule :
AUC = Q0 + 2Q1 + 2Q2 + 2Q3 +Q4 − 88M (IV.24)
Comme on peut le voir sur la figure IV.1, il s’agit de l’aire comprise entre la
courbe construite linéairement par morceaux avec les estimations des quartiles
et la droite parallèle à l’axe des abscisses de hauteur 1. Cette aire est ensuite
renormalisée à 1 en divisant par l’aire du carré (en gris sur le schéma) maximal
(cette aire vaut M). Nous pouvons utiliser les AUCs pour classer les experts
les uns par rapports aux autres sur un jeu de données fixé. Un expert ayant un
AUC faible est un expert qui est souvent bien classé.
Ainsi, deux mesures vont nous intéresser : La stabilité d’un expert et son rang relatif.
Nous verrons sur les données réelles (section IV.5) que le prédicteur agrégé se place
en bonne position sur ces deux plans.
IV.4 COBRA
Nous avons mis à l’étude une seconde méthode d’agrégation d’experts, non li-
néaire, la méthode COBRA (COmBined Regression Alternative) [Biau et al., 2013],
déjà implémentée en R (Package COBRA). Cette méthode consiste à modéliser la
fonction f ∗ à approcher par une espérance conditionnelle aux observations, du mo-
dèle :
Y = f(X) +  (IV.25)
On cherche f(x) = E [Y |X = x]. Le prédicteur agrégé construit par COBRA sera une
moyenne pondérée des observations et il est non linéaire en les experts. La méthode
COBRA propose d’utiliser les résultats des experts pour construire la pondération de
cette moyenne conditionnelle. Nous ne détaillons pas ici le fonctionnement de cette
méthode, pour plus de détails, ce référer à [Biau et al., 2013]. Nous avons utilisé le
package R avec les options par défaut.
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Figure IV.1 – Exemple de calcul de la stabilité pour un estimateur. En rouge on
retrouve la courbe, linéaire par morceaux, des quartiles de cet estimateur. En bleu
on retrouve l’aire sous la courbe (AUC) renormalisée par l’aire du carré gris, qui
représente l’aire maximale atteignable.
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IV.5 Applications
Nous avons utilisé des données issues d’un travail précédent, où 11 prédicteurs
d’un caractère étaient comparés en terme de précision empirique ([Tusell et al., 2013]).
Nous avons effectué deux études sur ces données, une première étude pour tester
l’agrégation des 11 experts. Dans la seconde étude, nous avons tenté de mettre en
défaut l’agrégation en ajoutant artificiellement des experts non informatifs et nous
avons mis en concurrence l’algorithme DMM face à d’autre méthodes d’agrégation
rencontrées dans la littérature (regression Ridge, COBRA, ou moyenne des experts,
e.g. [Wu et al., 2010] ou [Biau et al., 2013]) .
Données Les phénotypes étudiés sont les tailles de portées de 3 différentes lignées
porcines : la lignée "A", avec 2598 individus, la lignée "B" avec 1604 individus, et
la lignée croisée "AB" avec 1879 individus. Les effets de milieu ont été préalable-
ment estimés et les phénotypes modifiés en conséquence. Les experts calculés par
[Tusell et al., 2013] étaient :
– BLUP basé sur la généalogie (PED).
– Régression Ridge Bayésienne (BRR) : 2 modèles, le premier utilisant la matrice
des données SNP (BRR X), le second utilisant la matrice des composantes
principales de X (BRR UD).
– LASSO Bayésiens (BL) : 2 modèles, (BL X) et (BL UD).
– BLUP Génomique (GBLUP) ?
– Noyau reproduisant de Hilbert (RKHS).
– Réseaux de Neurones avec Régularisation Bayésienne (BRNN) : 2 modèles,
le premier utilisant la matrice des composantes principales de la matrice des
marqueurs (BRNN UD), le second utilisant la matrice de parenté génomique
additive (BRNN G).
– Réseaux de Neurones à Base Radiale (RBFNN) : 2 modèles, (RBFNN UD) et
(RBFNN G).
Première étude Le prédicteur agrégé a été construit en tenant compte de la
structure de validation croisée utilisée par [Tusell et al., 2013] : pour chaque sous
groupe, nous construisons les prédictions du prédicteur agrégé par validation croi-
sée "Leave-One-Out" en utilisant toute les données du sous groupe, sauf une, pour
prédire cet individu écarté. Nous estimons ensuite les PE dans chaque sous groupe
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et nous présentons une moyenne par lignée (première partie du tableau IV.1). Nous
présentons aussi (tableau IV.2) une moyenne des poids attribués à chaque prédicteur
par l’algorithme DMM. Finalement, nous avons estimé, par validation croisée en sous
ensembles aléatoires (90 000 répétitions pour chaque lignée, sous ensembles de tailles
aléatoires), les AUC,qui sont présentées dans les figure IV.2 (pour la lignée A), IV.3
(pour la lignée B) et IV.4 (pour la lignée AB).
Seconde étude Nous nous sommes ensuite intéressés au comportement de cette
méthode d’agrégation (DMM) par comparaison avec d’autres approches d’agréga-
tion : la moyenne des prédicteurs et une régression Ridge sur les prédicteurs. De
plus nous présentons un second algorithme d’agrégation DMM (DMM MAX) pour
lequel nous faisons varier le paramètre β de l’agrégation, de 0 à 1000 par pas de 0,1
entre 0 et 10, et par pas de 1 entre 10 et 1000. Nous choisissons alors la valeur qui
optimise la prédiction sur les données d’Apprentissage. Enfin, pour mettre en défaut
les méthodes d’agrégation, nous rajoutons 11 prédicteurs aléatoires. Chacun de ces
prédicteurs aléatoire suit une loi normale de moyenne nulle et de variance 10, très
élevée par rapport aux autres prédicteurs. L’objectif est de tester la robustesse de
l’agrégation à la quantité de méthodes sans signification. Les résultats sont présentés
dans le tableau IV.1 pour les corrélations, et dans le tableau IV.3 pour les poids
estimés par l’algorithme DMM MAX.
IV.6 Discussion
Nous discutons les résultats des deux études de manière globale :
La plupart des experts calculés par [Tusell et al., 2013] sont stables On
peut voir dans le tableau IV.1, que c’est le cas des régressions Ridge (BRR X et
BRR UD), des régressions LASSO (BL X et BL UD), et des RKHS qui donnent
des résultats similaires. Le GBLUP reste stable dans le sens où cette méthode se
place toujours dans les dernières positions. On constate sur les figures IV.2, IV.3 et
IV.4 que ces experts ont une valeur de AUC stable : aux alentours de 0,40 pour les
régressions Ridge, LASSO et RKHS et 0,60 pour le GBLUP.
Certains experts calculés par [Tusell et al., 2013] présentent une grande
instabilité Par exemple BRNN G, un réseau de neurones, est le meilleur prédicteur
dans la lignée AB (r = 0, 312) devant les autres experts (tableau IV.1). Cet expert
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est aussi le plus mauvais pour prédire les phénotypes de la lignée A (r = 0, 032). Les
trois experts les plus instables sont BRNN UD, BRNN G et PED. Ces trois experts
sont les plus mauvais sur les lignées A et B mais sont les meilleurs sur la lignée AB.
Sur les figures IV.2, IV.3 et IV.4, on peut voir que ces experts présentent de grandes
variations dans leurs AUC : BRNN G passe de 0,81 en lignée A à 0,22 en lignée AB.
PED passe de 0,69 en lignée A à 0,38 en lignée AB.
DMM MAX est un prédicteur performant En effet, il est en première place
pour les prédictions sur les lignées A et B (r = 0, 191 et r = 0, 243 vs. r = 0, 189
et r = 0, 239 respectivement pour les meilleurs experts des lignées A et B ; tableau
IV.1). Il se place en seconde position pour la prédiction de la lignée AB (r = 0, 300
vs. r = 0, 312).
DMM AUTO et Ridge sont des machines d’agrégation acceptables En
effet, comme on peut le constater sur le tableau IV.1, ces deux agrégateurs ne sont
pas les "meilleurs" experts disponibles, mais se placent en bonnes positions. Dans
le cas où on rajoute des experts non informatifs, il semble que Ridge ait plus de
difficultés que les méthodes DMM, pour fournir un bon prédicteur (baisse de 0,042
en moyenne pour la PE de Ridge contre baisse de PE de 0,014 en moyenne pour
DMM MAX).
DMM est un prédicteur stable DMM, avec le choix de paramètre (DMMMAX)
est le meilleur choix d’expert dans le cas des lignées A et B, et reste compétitif dans
la lignée AB (r = 0, 300 vs. r = 0, 312 produit par les réseaux de neurones). Quand
l’on rajoute une grande quantité d’experts non informatifs, l’algorithme DMM MAX
reste la meilleur machine d’agrégation avec des corrélations de 0,175, 0,234 et 0,282
pour les trois lignées. Les poids attribués aux experts non-informatifs par DMM
MAX (tableau IV.3) sont proches de 0, ce qui confirme la stabilité de cette méthode
(0,191 et 0,243 pour A et B dans le cas 11 experts descendant à 0,175 et 0,234 dans
le cas 22 experts).
La performance de la moyenne des experts est un artéfact de l’expérience
Nous avons pu réduire les performances prédictives de la moyenne des experts à une
valeur proche de 0 sans faire diminuer grandement les performances de DMM ou
Ridge. Il semble que la bonne performance de la moyenne des experts dans le cas à
11 experts significatifs ne soit du qu’au hasard de l’expérimentation, i.e., les experts
ont eu des PE comparables.
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L’agrégation statistique est une technique efficace pour diminuer l’incer-
titude sur la méthode à employer En effet, dans le cas où l’on ne dispose pas
d’individus pour tester, le choix de la méthode de prédiction n’est pas aisé et semble
varier d’un jeu de donnée à l’autre. D’un point de vue théorique (et confirmé en
pratique), l’agrégation d’experts DMM MAX semble être le choix de prédilection sur
ce jeu de données (AUC inférieur à 0,4 pour les trois lignées).
Le nombre des données à disposition est trop faible pour l’algorithme
COBRA En effet, COBRA étant une méthode d’agrégation non paramétrique,
elle nécessite un plus grand nombre de données pour faire une prédiction fiable. Les
données à notre disposition n’étaient pas suffisantes pour qu’il puisse estimer correc-
tement. De plus, le fait de rajouter des experts non informatifs (cas à 22 experts)
l’a empêché de fournir des prédictions du fait de son fonctionnement interne. Cette
méthode semble être très sensible au choix des prédicteurs.
Coût de calcul La dimension effective du calcul de l’agrégation est le nombre d’ex-
perts, en pratique assez limité (de l’ordre de la dizaine). Les calculs d’apprentissage
des paramètres de l’agrégation sont donc peu coûteux en terme de place mémoire et
de temps de calcul, et ils sont facilement parallélisables permettant une diminution
supplémentaire du temps de calcul. Une fois les experts disponibles, le sur-coût d’un
algorithme d’agrégation est très faible.
L’agrégation d’expert nécessite une segmentation additionnelle des don-
nées En effet, appliquer un algorithme d’agrégation suppose une phase d’appren-
tissage supplémentaire (en plus de l’apprentissage des experts), l’agrégation d’ex-
perts étant elle-même paramétrée. Ainsi, pour ne pas avoir un phénomène de sur-
apprentissage, il convient de séparer les données, non pas en deux ensembles Appren-
tissage et Test, mais en trois : Apprentissage Experts (AE), Apprentissage Agrégation
(AA) et Test (T). Dans les cas où les données sont déjà séparées, nous pouvons
découper la partie (T) en les deux sous-ensembles (AA) et un nouveau (T).
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Lignée
Méthode A B AB
Experts :
BRR X 0,187 0,234 0,272
BRR UD 0,189 0,239 0,274
BL X 0,186 0,231 0,263
BL UD 0,188 0,231 0,276
GBLUP 0,160 0,194 0,234
RKHS 0,187 0,228 0,267
RBFNN UD 0,111 0,132 0,250
RBFNN G 0,108 0,193 0,169
BRNN UD 0,177 0,222 0,291
BRNN G 0,032 0,234 0,312
PED 0,094 0,214 0,287
Agrégation des 11 Experts :
DMM AUTO 0,179 0,225 0,291
DMM MAX 0,191 0,243 0,300
Moyenne 0,186 0,244 0,294
Ridge 0,163 0,208 0,276
COBRA 0,062 0,097 0,202
Agrégation des 22 Experts :
DMM AUTO 0,159 0,197 0,268
DMM MAX 0,175 0,234 0,282
Moyenne 0,034 0,007 0,099
Ridge 0,119 0,160 0,241
Tableau IV.1 – Précisions empiriques des 11 experts et de 4 méthodes d’agréga-
tion : l’algorithme DMM (choix automatique de paramètre pour AUTO et meilleur
corrélation pour MAX), la moyenne des experts, une régression Ridge et la méthode
COBRA. Ces PE sont calculées par validation croisée "Leave-One-Out", et elles sont
moyennées par lignée. Dans le cas à 22 experts, COBRA n’est pas parvenu à fournir
d’estimations.
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Lignée
Méthode A B AB
BRR X 0,0789 0,0887 0,0274
BRR UD 0,0721 0,0736 0,0210
BL X 0,1223 0,1021 0,0482
BL UD 0,1042 0,1045 0,0451
GBLUP 0,0562 0,0427 0,0597
RKHS 0,1011 0,0681 0,0244
RBFNN UD 0,1328 0,1953 0,3076
RBFNN G 0,0383 0,1348 0,0496
BRNN UD 0,0823 0,0551 0,0698
BRNN G 0,0913 0,0981 0,2077
PED 0,1205 0,0371 0,1396
Tableau IV.2 – Poids moyens donnés à chaque expert par l’algorithme DMM MAX
pour l’agrégation, par lignée.
Lignée
A B AB
Méthode Original Simulé Original Simulé Original Simulé
BRR X 0,071 0,009 0,073 0,002 0,015 0,001
BRR UD 0,066 0,002 0,062 0,002 0,014 0,009
BL X 0,121 0,003 0,091 0,008 0,015 0,012
BL UD 0,104 0,002 0,085 0,006 0,028 0,010
GBLUP 0,045 0,001 0,054 0,007 0,055 0,007
RKHS 0,089 0,001 0,053 0,007 0,012 0,005
RBFNN UD 0,114 0,003 0,141 0,001 0,291 0,008
RBFNN G 0,043 0,001 0,146 0,005 0,044 0,004
BRNN UD 0,085 0,007 0,043 0,004 0,073 0,006
BRNN G 0,083 0,031 0,140 0,024 0,187 0,053
PED 0,101 0,020 0,025 0,024 0,127 0,025
Tableau IV.3 – Poids moyens donnés aux 11 experts originaux et simulés par l’al-
gorithme DMM MAX pour l’agrégation, par lignée.
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k METHOD   AUC
BRR_X    .40
BRR_UD   .35
BL_X     .40
BL_UD    .33
GBLUP    .51
RKHS     .40
RBFNN_UD .69
RBFNN_G  .74
BRNN_UD  .42
BRNN_G   .81
PED      .69
AGG      .40
Figure IV.2 – Mesure de stabilité et AUC des experts et de l’agrégation par DMM
pour la lignée A
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BRR_X    .42
BRR_UD   .35
BL_X     .47
BL_UD    .47
GBLUP    .69
RKHS     .47
RBFNN_UD .83
RBFNN_G  .60
BRNN_UD  .49
BRNN_G   .44
PED      .49
AGG      .32
Figure IV.3 – Mesure de stabilité et AUC des experts et de l’agrégation par DMM
pour la lignée B
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BRR_X    .49
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RBFNN_G  .85
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PED      .38
AGG      .31
Figure IV.4 – Mesure de stabilité et AUC des experts et de l’agrégation par DMM
pour la lignée croisée AB
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Chapitre V
Projections Aléatoires de Modèles
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Je donne ici, sans démonstration formelle, les bases d’une idée mélangeant régrés-
sion et acquisition compressée. Cette idée consiste principalement à écrire un modèle
de régression dont on compresse le paramètre puis on le réinjecte dans le modèle
original au travers de sa décompression. Il se trouve que le modèle ainsi réécrit nous
permet de proposer une méthode de régression originale dans le cas où le paramètre
est effectivement compressible.
V.1 Rappels sur l’Acquisition Compressée
Problème de l’Acquisition Compressée l’Acquisition Compressée ("Compres-
sed Sensing" ou CS en anglais) est une méthode de compression/décompression sans
pertes, basée sur la résolution L1 d’un système algébrique stochastique. Elle permet
des taux de compressions plus élevés, dans le cas de signaux parcimonieux, que ne le
laissent supposer les théories de type Nyquist-Shannon. Le problème est le suivant :
– Soit µ un signal discret de dimension d’échantillonagem (i.e. un vecteur de Rm).
Ce signal est s-sparse (i.e. il ne possède au plus que s coordonnées non-nulles).
– Soit A une matrice de compression, A ∈ Rd×m.
– Le choix de d dépend de m, s, et du choix des entrées de A.
– On note ν le vecteur compressé : ν = Aµ.
Isométrie Restreinte ("Restricted Isometry Property", RIP) Soit une ma-
trice A ∈ Rd×m quelconque. Soit s un entier compris entre 1 et d. S’il existe une
constante δs telle que toutes les sous-matrices As de A, de taille s×m, satisfassent
pour tout vecteur x ∈ Rm :
(1− δs)||x||22 ≤ ||Ax||22 ≤ (1 + δs)||x||22 (V.1)
On dit que A est s-RIP de constante δs (c.f. [Candès, 2008]).
Reconstruction L1 Ne connaissant que A et ν, nous cherchons à reconstruire le
vecteur µ. D’après [Donoho, 2006a], si A est 2s-RIP de constante δ2s ≤
√
2−1, alors
nous pouvons retrouver µ sans pertes comme la résolution du système suivant :
µ =
{
argminx∈Rm ||x||1
s.c. Ax = ν (V.2)
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La propriété RIP n’est pas aisée à démontrer pour une matrice A donnée, mais la
démonstration existe, avec grande probabilité, pour des matrices à entrées aléatoires
i.i.d. suivant une loi normale (N (0, 1) par exemple). Ces travaux ont beaucoup de
lien avec la géométrie en grande dimension, voir [McMullen, 1970], [Donoho, 2005],
[Affentranger and Schneider, 1992], [Donoho and Tanner, 2005], [Donoho, 2006b], ou
[Hug et al., 2004].
Basic Pursuit DeNoising La méthode BPDN est l’analogue au problème (V.2)
dans le cadre d’un signal bruité. Ici nous avons comme signal compressé observé :
ν = Aµ+  (V.3)
Avec  un bruit inconnu, mais tel que :
||||2 ≤ σ (V.4)
Alors, sous les mêmes hypothèses sur A que pour (V.2), la solution µˆ de :
µˆ =
{
argminx∈Rm ||x||1
s.c. ||Ax− ν||2 ≤ σ (V.5)
est telle que :
||µ− µˆ||2 ≤ C0||µ− µs||1 + C1σ (V.6)
Avec µs la meilleur représentation s-sparse de µ et C0 et C1 des constantes qui
dépendent de δ2s (c.f. [Candès, 2008]). Ainsi, si le signal µ est s-sparse, µs = µ et
nous avons :
||µ− µˆ||2 ≤ C1σ (V.7)
V.2 Projection aléatoire
Régression en grande dimension Nous voulons résoudre le problème de régres-
sion suivant :
Y = Xθ∗ +  (V.8)
Nous sommes dans un problème de grande dimension : la dimension n de Y (le
nombre d’individus) est très inférieure à la dimension m de θ∗ (le nombre de va-
riables explicatives). Nous savons par ailleurs que ce θ∗ est s-sparse. L’idée originale
proposée est que, si nous compressons le vecteur θ∗, et que nous connaissons la ma-
trice de compression ainsi que le vecteur compressé, nous devrions pouvoir retrouver
le paramètre θ∗ original par résolution L1.
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Projections du modèle Ainsi, nous choisissons A ∈ Rd×m une matrice de com-
pression à entrées aléatoires et nous avons :
ν∗ = Aθ∗ (V.9)
La matrice A n’est pas une matrice carrée, mais nous pouvons calculer une inverse
généralisée à droite :
A+ = AT (AAT )−1 (V.10)
La matrice AAT est de dimension d × d et elle est inversible par construction de
A. Dans la pratique, comme nous allons choisir des matrices A à entrées aléatoires
gaussiennes, il nous suffit de vérifier que AAT soit bien inversible et si ce n’est pas
le cas, on construit une autre matrice A et on réitère. On a bien AA+ = I. Ainsi,
l’équation (V.9) peut se réécrire comme :
θ∗ = A+ν∗ + (I − A+A)θ∗ (V.11)
En effet :
Aθ∗ = AA+ν∗ + (AI − AA+A)θ∗ = ν∗ (V.12)
Nous pouvons maintenant réécrire le modèle (V.8) :
Y = XA+ν∗ +X(I − A+A)θ∗ +  (V.13)
Comme nous cherchons le vecteur ν∗, nous pouvons appliquer la méthode des moindres
carrés à l’équation (V.13). Soit H la matrice définie par :
H = ((XA+)TXA+)−1(XA+)T = AAT (AXTXAT )−1AXT (V.14)
Appliquée à Y nous donne :
HY = ν∗ +HX(I − A+A)θ∗ +H (V.15)
HY = ν∗ + r (V.16)
HY = Aθ∗ + r (V.17)
L’équation (V.17) est de la même forme que (V.3). Nous proposons d’utiliser BPDN
pour retrouver θ∗ comme la solution de :
θˆ =
{
argminx∈Rm ||x||1
s.c. ||Ax−HY ||2 ≤ ||r||2 (V.18)
Les avantages d’une telle méthode seraient multiples :
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– AXTXAT est une matrice de dimension d× d, elle est inversible si d est petit,
et demande peu de temps de calcul.
– De la même façon que Ridge ou LASSO où on pénalise le paramètre estimé (hy-
pothèse d’un θ∗ avec petite variance), nous faisons l’hypothèse que la variance
de θ∗ est faible (pour la norme de r petite) et nous avons besoin de la parcimo-
nie de θ∗. Ces deux hypothèses vont plutôt bien ensemble : un paramètre très
parcimonieux aura une variance faible, à moins que ses coordonnées non nulles
n’aient des valeurs très grandes, auquel cas, le problème se résout facilement
par une régression simple, le rapport signal sur bruit étant très grand dans ce
cas.
Application de BPDN Si l’on applique BPDN au problème (V.18), on a que, si
A est 2d-RIP de constante δ2d ≤
√
2− 1, alors on doit avoir :
||θ − θˆ||2 ≤ C0||θ − θd||1 + C1||r||2 (V.19)
Si θ∗ est effectivement d-parcimonieux et que ||r||2 est petit, alors la régression est de
bonne qualité. Nous supposerons par la suite que d ≥ s, alors nous aurons toujours
θ∗ d-parcimonieux. Il nous reste à vérifier que ||r||2 soit petit.
Calcul de la norme A étant une matrice aléatoire, on cherche à majorer l’espé-
rance et la variance de ||r||2 en fonction de d, n, m, s, ||||2 et des valeurs propres
de X. Ainsi, nous pourrons choisir d, en fonction des autres paramètres, tel que
cette norme soit suffisamment petite pour permettre une bonne reconstruction du
paramètre. On simplifie le problème en écrivant X suivant sa décomposition SVD :
X = V ΣUT (V.20)
Où V ∈ Rn×n et U ∈ Rm×m sont unitaires et Σ ∈ Rn×m est une matrice qui contient
les valeurs propres de X dans sa diagonale et des 0 partout ailleurs. Par invariance
en loi des matrices à entrées N (0, 1) contre des matrices unitaires, on a que :
AXT = AUΣTV T ∼ AΣTV T (V.21)
Et donc :
AXTXAT ∼ AΣTΣAT (V.22)
On nomme Σ2 = ΣTΣ. Ainsi, comme r = HX(I − A+A)θ∗ +H on a :
r = (AAT
(
AXTXAT
)−1
AXTX − A)θ∗ +H (V.23)
= (AAT )
[(
AXTXAT
)−1
AXTX − (AAT )−1A
]
θ∗ +H (V.24)
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Et donc :
||r||2 ≤ ||AAT ||2||
(
AXTXAT
)−1
AXTX − (AAT )−1A||2||θ∗||2 + ||H||2 (V.25)
∼ ||AAT ||2||
(
AΣ2AT
)−1
AΣ2V T − (AAT )−1A||2||θ∗||2 + ||H||2 (V.26)
L’explicitation de la loi de la norme ci dessus nous aurait permis d’exprimer le pa-
ramètre d en fonction des autres paramètres du problème pour pouvoir le choisir de
façon optimale. Cette démonstration étant ardue, nous avons exploré d’autres pos-
sibilités d’utilisation de l’algorithme. Je propose dans la section suivante quelques
pistes de réflexions et de modifications envisageables.
V.3 Alternatives à l’algorithme principal
Je présente dans cette section des alternatives à l’algorithme présenté précédem-
ment, j’explique plus en détail dans les sections suivantes un algorithme tiré de ces
réflexions :
1. Si on laisse d être plus petit que s, on ne retrouvera pas le vecteur original.
La minimisation L1 nous assure la construction d’un vecteur d-parcimonieux,
et on peut se poser la question de connaître le nombre de "vraies" coordonnées
qui seraient retrouvées, i.e. celles correspondant aux coordonnées non-nulles de
θ∗. Si cette valeur est différente d’un tirage aléatoire uniforme sur l’ensemble
des coordonnées, nous pouvons recommencer la méthode un grand nombre de
fois avec une matrice A différente nous permettant d’estimer les probabilités
d’être sélectionnée par la méthode pour chaque coordonnée, et ainsi retrouver le
support de θ∗ par un vote sur un grand nombre d’application de cette méthode.
2. On peut envisager d’augmenter encore le morcellement de la reconstruction,
permettant une meilleure parallélisation du code, en ne recherchant à construire
que certains morceaux de θ∗. En effet, quitte à changer l’ordre des colonnes de
X, sans perte de généralité, nous allons nous intéresser à ne "retrouver" que les
p premières valeurs de θ∗ :
θ∗ =
(
θ∗1
θ∗2
)
∈
(
R
p
R
m−p
)
(V.27)
Soit A1 ∈ Rd×p i.i.d. et RIP, nous pouvons écrire :
A =
(
A1 0
)
∈
(
R
d×p
R
d×(m−p)
)
(V.28)
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Alors :
Aθ∗ =
(
A1 0
)( θ∗1
θ∗2
)
= A1θ∗1 = ν∗ (V.29)
Et :
A+ = AT (AAT )−1 =
(
AT1 (A1AT1 )−1
0
)
(V.30)
D’où :
θ∗ =
(
AT1 (A1AT1 )−1ν∗ + (I − AT1 (A1AT1 )−1A1θ∗1
θ∗2
)
(V.31)
Maintenant, nous écrivons X suivant :
X =
(
X1 X2
)
∈
(
R
n×p
R
n×(m−p)
)
(V.32)
Ainsi :
Y =
(
X1 X2
)( AT1 (A1AT1 )−1ν∗ + (I − AT1 (A1AT1 )−1A1)θ∗1
θ∗2
)
+  (V.33)
Y = X1AT1 (A1AT1 )−1ν∗ +X1(I − AT1 (A1AT1 )−1A1)θ∗1 +X2θ∗2 +  (V.34)
De plus, nous pouvons voir facilement que :
H = AAT
[
AXTXAT
]−1
AXT = A1AT1
[
A1X
T
1 X1A
T
1
]−1
A1X
T
1 (V.35)
D’où :
HY = ν∗ +HX1(I − A+1 A1)θ∗1 +HX2θ∗2 +H (V.36)
HY = A1θ∗1 + r1 (V.37)
Et on résout alors suivant :
θˆ1 =
{
argminx∈Rp ||x||1
s.c. ||A1x−HY ||2 ≤ ||r1||2 (V.38)
C’est le même algorithme que la section précédente, avec A =
(
A1 0
)
.
3. Lien avec SVD aléatoire. En partant de l’équation suivante :
HY = HXθ∗ +H (V.39)
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Ne pourrait-on pas résoudre directement ? :
θˆ =
{
argminx∈Rm ||x||1
s.c. ||HXx−HY ||2 ≤ ||H||2 (V.40)
Quel serait alors l’avantage de cette matrice H comme matrice de projection
par rapport à n’importe quelle autre matrice aléatoire ? Suivant cette idée, on
se retrouve dans le cas de recherche d’une inverse de matrice par projection
aléatoires (voir par exemple [Drineas et al., 2009, Halko et al., 2010]).
Ces pistes de recherches ne sont pas mutuellement exclusives, on peut notamment
vouloir combiner l’idée 1 avec l’idée 2 pour construire un algorithme rapide et paral-
lèle pour la régression linéaire.
V.4 Résultats empiriques
Je présente dans cette section un algorithme que j’ai utilisé pour réaliser quelques
exemples numériques, je présente ensuite des résultats empiriques obtenus par simu-
lation.
V.4.1 Algorithme
L’algorithme que j’ai choisi de présenter est basée sur la première idée de la section
précédente. Supposons que l’on ait à notre disposition un algorithme pour résoudre
le problème (V.17), alors on peut l’appliquer à un jeu de données et s’intéresser aux
coordonnées qui sont trouvées non-nulles par cet algorithme. Comme le problème
(V.17) est une inversion L1, pour une projection sur un espace de dimension d, la
solution aura au plus d coordonnées non-nulles (c.f. [Donoho, 2005]). Sur un vecteur
ψ de dimension m qui va servir à effectuer un comptage, on ajoute +1 à chaque
coordonnée non-nulle de la solution, et 0 aux coordonnées nulles. Si on répète cette
opération un grand nombre de fois q, on se retrouve avec un vecteur ψ dont chaque
coordonnée représente le nombre de fois où l’algorithme à déclaré cette coordonnée
non-nulle.On peut noter que ces q itérations sont indépendantes les unes des autres
et donc facilement parallélisables (encadré V.1).
Si l’on se place, à présent, dans le cas où l’on choisirait au hasard selon une loi
uniforme d coordonnées sur les m disponibles, il est facile de voir que la probabilité
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de choisir une coordonnée particulière, parmi les m disponibles, est de d/m. Ainsi,
sur q répétitions, la loi de probabilité du nombre de fois où chaque coordonnée est
sélectionnée est une loi binomiale de paramètres (d/m, q). On sélectionne un ensemble
de coordonnées qui seront considérées comme intéressantes suivant le processus sui-
vant : on calcule d’abord un quantile de cette loi B(d/m, q) à un ordre choisi et on
ne va considérer comme à garder que les coordonnées de ψ dont la valeur dépasse
ce quantile. L’idée est que si à ces coordonnées correspond une valeur qui dépasse le
quantile, ces coordonnées n’ont pas été sélectionnées au hasard, mais parce qu’elles
sont significatives. On termine l’algorithme par l’estimation des effets de ces coor-
données seules par une méthode de moindres carrés standard (voir partie II.2.1).
L’algorithme est présenté sous une forme pseudocode dans l’encadré V.1.
Data: Les données X et Y , la dimension des projections d, un ordre de
quantile α, un solveur pour (V.17) solveL1 et un nombre d’itérations q.
Result: Une estimation θˆ de θ∗
m ←− nombre de colonnes de X;
ψ ←− 0m;
// For parallèle, A, H et SOL sont instanciés par itération :
for i = 1, . . . q do
A←− N (0, 1)d×m;
H ←− AAT (AXTXAT )−1AXT ;
SOL←− solveL1(A,HY );
ψ ←− ψ +

δSOL1 6=0
...
δSOLm 6=0
; // Atomique pour parallèlisation.
end
// Calcul du quantile:
γ ←− qα
(
B(d/m, q)
)
;
// Estimation du support de θ∗:
Sˆ ←− 0m;
Sˆ{ψi≥γ,i=1,...,m} ←− 1;
return θˆ ←− (XT
Sˆ
XSˆ)−1XTSˆ Y ;
Encadré V.1: Estimation de θ∗ par recherche de son support par projections
aléatoires. δx est le symbole de Kronecker, qui vaut 1 si x est vrai, 0 sinon.
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V.4.2 Données simulées
Je montre par l’exemple que cet algorithme V.1 peut retrouver une partie du
support de θ∗. J’ai simulé deux jeux de données, pour représenter le cas où le signal
est fort (rapport signal sur bruit de 4) et le cas où le signal est faible (rapport
signal sur bruit de 1/4). Dans notre problème génétique, ce rapport signal sur bruit
("SNR" Signal on Noise Ratio en anglais) se calcule facilement avec l’héritabilité : en
effet, comme h2 = σ
2
Xθ∗
σ2Y
alors on a que SNR = h21−h2 . Fixant le nombre d’individus
n, le nombre de variables m, la parcimonie du problème s et une héritabilité h2, on
construit alors une matriceX de dimension n×m avec pour entrées des réalisations de
la loi uniforme sur {0, 1, 2}, pour représenter des données de type SNP. On construit
ensuite un vecteur nul θ de dimension m et on choisit, selon un tirage uniforme
sans remises sur {1, . . . ,m} s coordonnées que l’on va assigner comme gaussiennes
N (0, 1). On construit aussi un vecteur de bruit e de dimension n à entrées gaussiennes
N (0, 1). On calcule ensuite un paramètre α tel que :
Var(αXθ)
Var(αXθ) + Var(e) = h
2 (V.41)
Soit :
α =
√√√√ h2
1− h2
Var(e)
Var(Xθ) (V.42)
On réassigne alors θ par αθ et on normalise ce nouveau θ et e par
√
Var(Xθ) + Var(e).
On calcule ensuite Y = Xθ+e, qui par la normalisation précédente, a une variance de
1. L’algorithme est représenté à l’encadré V.2 en pseudocode. Finalement, on classe
les coordonnées de θ non-nulles en deux catégories : L (pour "Large") et S (pour
"Small") que l’on classe simplement en triant ces coordonnées en ordre croissant et
en cherchant la valeur β telle que la somme de la variance des éléments plus petits
que β et la variance des éléments plus grand que β, soit minimum. On représente
dans l’encadré V.3 l’algorithme en pseudocode.
Les données Deux jeux de données aux caractéristiques similaires (sauf pour l’hé-
ritabilité) ont été simulés :
– n = 2000 individus simulés.
– m = 5000 variables, dont :
– s = 20 avec effets non-nuls.
– Enfin, h2 = 0, 8 pour avoir un SNR de 4 et h2 = 0, 2 pour avoir un SNR de
0,25.
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Les θ∗ construits sont présentés aux figures V.1 pour le cas h2 = 0, 8 et figure V.4
pour h2 = 0, 2. En rouge sont présentés les effets nuls et ceux rentrant dans la classe
"S", en bleu on retrouve les effets "L" les plus significatifs.
Résultats J’ai utilisé l’algorithme de l’encadré V.1 pour estimer θ∗ pour chacun
de ces jeux de données. À chaque itération, j’ai fixé ma dimension de projection
à d = 200 et j’ai utilisé le package R limSolve comme solveur pour résoudre les
problèmes d’optimisation L1. Je présente sur des graphiques le vecteur ψ, qui compte
le nombre de fois où l’algorithme a trouvé chaque variable significative. Je présente
ψ à 20 itérations puis à 1000 itérations. Sur ces graphes (figures V.2 pour h2 = 0, 8 et
V.5 pour h2 = 0, 2), qui représentent en abscisse l’indice des variables et en ordonnée
le nombre de fois où elles ont été sélectionnées par l’algorithme, on colore en vert les
variables dont les effets du vrai θ∗ sont nuls, en rouge celles de la classe "S" des effets
petits et en bleu celles de la classe "L" des effets grands.
Ensuite, je présente pour chaque situation deux tableaux de contingence entre le
paramètre θ∗ original et le paramètre θˆ estimé par l’algorithme (tableau V.1 pour une
héritabilité de 0,8 et tableau V.2 pour une héritabilité de 0,2). Pour chaque situation
d’héritabilité, on retrouve un tableau pour un ordre de quantile de 90% et un tableau
pour un ordre de quantile de 99,99%. Chaque tableau se présente avec en colonnes
les trois classes L, S et O générées pour les coordonnées de θ∗ et, en lignes, les deux
classes 1 et 0 (significatif ou non) estimées par l’algorithme. Je présente aussi les
marges (somme par ligne et par colonne) des tableaux.
Enfin, je présente en figure V.3 pour la situation d’héritabilité de 0,8 et V.6 pour
la situation d’héritabilité de 0,2 les vecteurs θˆ estimés par l’algorithme pour les deux
choix de quantiles 90% et 99,99%.
V.5 Discussion
Dans cette section, je commente les résultats obtenus pour les simulations ef-
fectuées, et je propose une utilisation alternative de l’algorithme dans le dernier
paragraphe.
L’algorithme V.1 retrouve les signaux forts. On peut voir dans les tableaux
V.1 et V.2, que dans les deux situations étudiées, l’algorithme retrouve toutes les
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coordonnées à signal fort (classées "L"). En effet, les cases "(0 ;L)" de chaque tableau
sont vides, indiquant qu’aucune de ses coordonnées n’a été mise de coté.
L’algorithme retrouve la plupart des signaux faibles. On constate sur le
tableau V.1 que c’est particulièrement vrai dans le cas de forte héritabilité, où lorsque
on se place dans la situation α = 90% on retrouve 13 petites coordonnées sur 14, et
11 sur 14 dans la situation α = 99, 99%. On remarque tout de même dans le tableau
V.2 que la situation est mitigée, dans le cas de faible héritabilité : on retrouve plus
de la moitié des coordonnées à effets faibles dans la situation α = 90% (7 sur 12) et
un peu moins de la moitié dans la situation α = 99, 99% (5 sur 12).
Un bon choix de quantile est plus important dans les situations de faibles
héritabilités. On constate dans le tableau V.2 que le choix de ce seuil est impor-
tant, principalement pour éviter de sur-séléctionner. Dans tous les cas, la majorité
des coordonnées vraies sont bien récupérées, mais dans le cas α = 90%, 666 mau-
vaises coordonnées sont faussement identifiées comme pertinentes. On peut voir sur
la figure V.6 que cette sur-sélection à une grande importance dans l’estimation θˆ,
dans le cas où α = 90%, les coordonnées correspondantes aux signaux non-nuls sont
perdues dans cette mauvaise estimation, résultant du grand nombre de coordonnées
et du bruit fort qui induit un sur-apprentissage. Toutefois, on constate dans la figure
V.6 (à droite), que dans le cas où α = 99, 99%, et alors que l’on perd la moitié des
signaux faibles, la reconstruction θˆ est acceptable si on la compare a θ∗ (figure V.4).
Un bon choix de quantile est moins important dans les situations de
fortes héritabilités. La situation est complètement différente dans le cas d’une
forte héritabilité, où on peut constater sur la figure V.3 que même dans le cas d’un
seuil faible α = 90% pour lequel on a 562 mauvaises coordonnées sélectionnées,
ces effets sont correctement estimés proches de 0. Les effets du phénomène de sur-
sélection sont moins importants dans les cas où le rapport signal sur bruit est élevé.
La remarque précédente suggère d’ajouter une étape à l’algorithme. En
effet, puisque dans le cas de forte héritabilité (figure V.3), les coordonnées sont cor-
rectement estimées proches de 0 pour celles qui correspondent à la catégorie "0", on
peut ajouter une étape finale de type seuillage à la suite de la dernière étape de
l’algorithme. La dernière étape actuelle de l’algorithme correspond a un tri des coor-
données suivant une estimation du support de θ∗, l’étape de seuillage supplémentaire
correspondrait à un tri basé cette fois sur les amplitudes estimées des coordonnées.
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Implicitement, l’algorithme V.1 offre un classement des coordonnées. En
effet, même si le sens mathématique de ces nombre de fois où les coordonnées sont
trouvées significatives par l’algorithme n’est pas bien défini au stade actuel de notre
développement, on peut tout de même constater (figures V.5 et V.2) que les coordon-
nées intéressantes sont bien plus souvent sélectionnées que les autres. Si l’on trie les
coordonnées par ordre décroissant du nombre de fois où l’algorithme les sélectionne,
ont peut arrêter notre jugement non plus sur le résultat d’un test statistique (voir
V.4.1) mais on peut choisir de ne conserver qu’un nombre de coordonnées déterminé
à l’avance . On utilise alors cet algorithme comme un algorithme de réduction de
dimension.
Data: Le nombre d’individus n, le nombre de variables m, la parcimonie s et
l’héritabilité h2
Result: Les données observables X et Y , ainsi que les données normalement
inconnues θ et e
X ←− U({0, 1, 2})n×m;
θ ←− 0m;
Sup←− ∅;
while Card(Sup)<s do
tmp←− U({1, . . . ,m});
if tmp /∈ Sup then
Sup = Sup ∪ {tmp};
end
end
θSup ←− N (0, 1)s;
e←− N (0, 1)n;
α←−
√
h2
1−h2
Var(e)
Var(Xθ) ;
θ ←− αθ;
β ←−
(√
Var(Xθ) + Var(e)
)−1
;
θ ←− βθ;
e←− βe;
Y ←− Xθ + e;
return X, Y , θ, e;
Encadré V.2: Génération des données.
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Data: Un vecteur v à séparer en deux
Result: La valeur β de séparation
n←− size(v);
s←− sort(v, increasing);
β ←− s[2];
h←− Var(s[1 : 2]) + Var(s[3 : n]);
for i = 3, . . . , n− 2 do
p←− Var(s[1 : i]) + Var(s[i+ 1 : n]);
if p < h then
h←− p;
β ←− s[i];
end
end
return β;
Encadré V.3: Classification des valeurs non-nulles de θ
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Figure V.1 – θ∗ généré pour n = 2000 individus, m = 5000 variables dont 20 ont
des effets non-nuls sur le phénotype et une héritabilité de 0,8. En rouge les variables
à effets nuls ou petits "S", en bleu celles avec effets grands "L".
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Figure V.2 – Héritabilité de 0,8. Nombre de fois où chacune des variables est trou-
vée significative par l’algorithme. À gauche après 20 itérations, à droite après 1000
itérations. En vert les variables à effets nuls, en rouge les variables à effets petits "S",
en bleu celles avec effets grands "L".
α = 90%
L S 0 Somme
1 6 13 562 581
0 0 1 4418 4419
Somme 6 14 4980 5000
α = 99, 99%
L S 0 Somme
1 6 11 8 25
0 0 3 4972 4975
Somme 6 14 4980 5000
Tableau V.1 – Situation d’héritabilité égale à 0,8. À gauche nous avons la situation
α = 90%, qui correspond pour d = 200, m = 5000 et q = 1000 à conserver les coor-
données sélectionnées plus de 48 fois. À droite nous avons la situation α = 99, 99%,
qui correspond pour les mêmes valeurs de paramètres, à conserver les coordonnées
sélectionnées plus de 65 fois. On retrouve en colonne les classes de θ∗ et en ligne les
deux classes de l’estimation de son support.
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Figure V.3 – Héritabilité de 0,8. Estimation θˆ après sélection des variables dans le
cas α = 90% à gauche et α = 99, 99% à droite. Au dessus des graphes, on retrouve
la valeur du quantile utilisé. En noir les variables à effet nul, en rouge les variables à
effet petits "S", en bleu celles avec effets grand "L".
α = 90%
L S 0 Somme
1 8 7 666 681
0 0 5 4314 4319
Somme 8 12 4980 5000
α = 99, 99%
L S 0 Somme
1 8 5 17 30
0 0 7 4963 4970
Somme 8 12 4980 5000
Tableau V.2 – Situation d’héritabilité égale à 0,2. À gauche nous avons la situation
α = 90%, qui correspond pour d = 200, m = 5000 et q = 1000 à conserver les coor-
données sélectionnées plus de 48 fois. À droite nous avons la situation α = 99, 99%,
qui correspond pour les mêmes valeurs de paramètres, à conserver les coordonnées
sélectionnées plus de 65 fois. On retrouve en colonne les classes de θ∗ et en ligne les
deux classes de l’estimation de son support.
94
llllll
l
lllllllll
l
llll
l
llllll
l
llllllllllllll
l
llllllllllllll
l
lllllllllllll
l
lllllllllllllllllll
l
ll
l
ll
l
llllllllllllllllll
l
lll
l
llll
l
l
llllllllllllllllllllll
l
l
lllllllllllllllllllllllllllllll
l
l
l
lllllllllllllllllllllllll
l
l
0 1000 2000 3000 4000 5000
−
0.
15
−
0.
10
−
0.
05
0.
00
0.
05
0.
10
Index
DA
TA
$T
Figure V.4 – θ∗ généré pour n = 2000 individus, m = 5000 variables dont 20 ont
des effets non-nuls sur le phénotype et une héritabilité de 0,2. En rouge les variables
à effets nuls ou petits "S", en bleu celles avec effets grands "L".
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Figure V.5 – Héritabilité de 0,2. Nombre de fois où chacune des variables est trou-
vée significative par l’algorithme. À gauche après 20 itérations, à droite après 1000
itérations. En vert les variables à effets nuls, en rouge les variables à effets petits "S",
en bleu celles avec effets grands "L".
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Figure V.6 – Héritabilité de 0,2. Estimation θˆ après sélection des variables dans le
cas α = 90% à gauche et α = 99, 99% à droite. Au dessus des graphes, on retrouve
la valeur du quantile utilisé. En noir les variables à effets nuls, en rouge les variables
à effets petits "S", en bleu celles avec effets grands "L".
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Chapitre VI
Conclusions
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Nous avons évalué l’intérêt des nouvelles approches pour la prédiction génétique
de caractères complexes à l’aide des données d’ADN, sujet d’actualité qui intéresse
les chercheurs de plusieurs disciplines.
De notre étude bibliographique, il est ressorti que quand les conditions sont fa-
vorables à la prédiction, les modèles basés sur la régression linéaire donnent des
résultats acceptables. En complément, l’objectif de cette thèse a été d’étudier la per-
formance prédictive des approches linéaires et non-linéaires dans des conditions qui
facilitent ou non la prédiction.
Ces conditions ont été données par la structure des populations étudiées (don-
nées des parents pour la prédiction des descendants, dans les études par simulation ;
données de trois lignées porcines, dans l’étude d’agrégation avec données réelles), la
nature des effets génétiques (linéaires, non-linéaires), l’amplitude du bruit aléatoire
(des variances résiduelles représentant 30 ou 70% de la variance totale), la qualité
des données d’ADN utilisées, appréhendée ici par le degré d’association entre les
marqueurs SNP observés et les régions chromosomiques non observables à l’origine
de la variabilité des phénotypes (déséquilibre de liaison de r2 = 0, 2 ou r2 = 0, 4).
Dans des conditions qui facilitent la prédiction (i.e., prédiction des descendants
avec des données des parents ; effets génétiques additifs ; variances résiduelles de 30%
de la variance totale ; déséquilibre de liaison entre marqueurs de 0,4), nous avons
confirmé les résultats bibliographiques par des précisions empiriques de prédiction
élevées pour les méthodes linéaires et non-linéaires. Toutefois, quand les marqueurs
génétiques ne représentent pas totalement la variabilité génétique (situation dite
de l’héritabilité perdue), il est possible de valoriser l’information de transmission
génétique pour améliorer la précision de la prédiction.
Comme prévu, quand nous avons augmenté la difficulté de la prédiction par l’in-
troduction d’effets génétique non-linéaires, la précision de la prédiction obtenue avec
le modèle linéaire est devenue faible (r < 0, 2). Dans cette situation, notre approche
non-linéaire à noyaux nous a permis d’améliorer ces résultats. Ce travail conduit à
la conclusion de la nécessité d’affiner les approches prometteuses de la régression à
noyau dans le contexte de la génétique. Comme pour les approches de prédiction
génétique basées sur la régression linéaire qui ont été raffinées au cours du temps,
y compris notre contribution récente pour modéliser la ségrégation mendélienne, les
approches semi ou non paramétriques nécessiteront des adaptations spécifiques au
problème génétique et des choix sur le paramétrage.
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De plus, il est possible de faire coopérer les différentes approches de prédiction au
lieu de se limiter à les comparer. Dans le quatrième chapitre de cette thèse, nous avons
évalué les avantages d’agréger les prédictions de plusieurs experts pour construire un
prédicteur agrégé. D’après la bibliographie, ce prédicteur peut atteindre une précision
de prédiction comparable à celle du meilleur expert élémentaire à chaque prédiction.
Quand les prédictions sont multiples, dans l’espace ou dans le temps, le prédicteur
agrégé donnera des résultats comparables au meilleur expert élémentaire dans chaque
nouvelle prédiction.
Pour évaluer l’intérêt de l’agrégation, nous avons retenu un contexte difficile de
prédiction. D’une part, la prédiction se fait sur plusieurs lignées d’animaux ayant cha-
cune sa propre histoire de gestion génétique, et, en conséquence, des relations entre
marqueurs SNP et mutations causales qui peuvent changer d’une sous-population à
l’autre. D’autre part, nous avons utilisé des données réelles d’un caractère à hérita-
bilité modérée dont les précisions de prédiction restent en dessous de 0,4 pour des
prédicteurs élémentaires linéaires et non linéaires. Dans ce contexte, l’agrégation se
présente comme une approche prometteuse, capable de valoriser les prédictions des
experts basés sur des méthodes statistiques différentes et sur des données de nature
très différente. En particulier, en génétique, l’agrégation peut donner un cadre général
d’intégration des degrés de connaissance variables sur les caractères complexes à pré-
dire. Bien entendu, si l’agrégation finale des prédictions élémentaires reste économe
en temps de calcul, la nécessité de disposer de plusieurs prédictions élémentaires rend
le calcul total assez onéreux. Toutefois, des outils comme la parallélisation rendent
ces approches multi-expert abordables.
Enfin, nous avons pu montrer que notre algorithme de projections aléatoires de
modèles linéaires est capable de récupérer des signaux d’un modèle parcimonieux.
Facilement parallélisable, l’algorithme se prête bien à la résolution de problèmes de
grande taille. Ces deux situations, parcimonie et grande dimension sont retrouvées
fréquemment dans la génétique de caractères complexes. En perspective, nous cher-
chons l’écriture du paramètre de taille de la dimension de projection en fonction des
autres paramètres du modèle (nombre d’individus, nombre de variables, parcimonie
du paramètre, variance du paramètre, valeurs propres de la matrice de design) pour
pouvoir choisir ce paramètre de manière optimale.
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Abstract Genetic prediction for complex traits is usually
based on models including individual (infinitesimal) or
marker effects. Here, we concentrate on models including
both the individual and the marker effects. In particular, we
develop a ‘‘Mendelian segregation’’ model combining
infinitesimal effects for base individuals and realized
Mendelian sampling in descendants described by the
available DNA data. The model is illustrated with an
example and the analyses of a public simulated data file.
Further, the potential contribution of such models is
assessed by simulation. Accuracy, measured as the corre-
lation between true (simulated) and predicted genetic val-
ues, was similar for all models compared under different
genetic backgrounds. As expected, the segregation model
is worthwhile when markers capture a low fraction of total
genetic variance.
Keywords Genetic prediction  Genomic selection 
SNP  Mendelian sampling
Introduction
In recent years, new knowledge on molecular genetics and
the rapid evolution of sequencing and genotyping tech-
nology has renewed the interest on genetic prediction of
complex traits. It should be recalled, however, that genetic
prediction of complex traits has been a traditional field in
animal and plant breeding since the 40’s in the framework
of the Selection Index (SI) theory (e.g., Hazel 1943),
extended later to the ‘‘best linear unbiased prediction’’
(BLUP; Henderson 1975). These genetic prediction meth-
ods, without DNA data, were based on the ‘‘individual’’
model where covariances amongst phenotypes of related
individuals are translated into unobserved covariances
amongst genetic values, via theoretical relatedness coeffi-
cients amongst individuals. Anticipating the availability of
low-cost whole genome DNA data, Meuwissen et al.
(2001) proposed ‘‘marker’’ models where many markers’
genotypes represent genetic effects, while the individuals
are not explicitly specified in the model. We concentrate
here on a third group of models including both ‘‘marker’’
and ‘‘individual’’ effects. We first recall the families of
models proposed for genetic prediction and then we
develop a novel model, which is illustrated with an
example. Then, we assess the relative performance of the
novel model in relation to the marker model for different
genetic scenarios, and we report results of the analyses of a
public simulated sample. Finally, originality, limits and
possible extensions of the model are discussed.
Individual models for genetic prediction
Both SI and BLUP are applied to the ‘‘infinitesimal’’ (or
polygenic) genetic model which in its simplest version is
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‘‘phenotype = mean ? additive genetic value ? resid-
ual’’. This model has been called ‘‘polygenic’’ or ‘‘infini-
tesimal’’ since the additive genetic value is the sum of the
effects, assumed to be small and homogeneous, of
numerous genes on the phenotype. In the statistical model,
built from the genetic model, ‘‘individual effects’’ are used
to represent additive genetic effects, and they are assumed
random because genotype configurations of individuals
arise through random processes:
y ¼ l þ Zu þ e ð1Þ
y is a vector of phenotypes
l is a constant vector (assumed known in SI and esti-
mated in BLUP)
Z is an incidence matrix of order Ny phenotypesð Þ 
Ni individualsð Þ; relating each of the Ny phenotypes to each
of the measured individuals. For simplicity, we assume
only one measure per individual. In standard BLUP tech-
nology Z ¼ 0 I 0½ , i.e., null columns for base indi-
viduals without phenotypes, the identity matrix for
individuals with phenotypes (when there is a single mea-
sure for each individual), and null columns for descendants
without phenotype, the usual target of prediction. In this
context of genetic prediction, base individuals are defined
for a given genealogy as the most distant known ancestors
of individuals with recorded phenotypes, i.e., they do not
have phenotypes and their parents are unknown.
u is a vector of additive genetic effects, with
Var uð Þ ¼ Ar2u, with A being the relationship matrix
amongst individuals.
e is a vector of residuals, with Var eð Þ ¼ Ir2e, with
I being an identity matrix
A further usual assumption is Covðe; uÞ ¼ 0.
The only information available to distinguish genetic
effects from residuals are the structures of the (co)variance
matrices of u and e. In other words, the model describes a
network of phenotypic covariances (observed) which are
translated into genetic covariances (unobserved) via the
theoretical genetic model, in particular the relatedness
coefficients in the relationship matrix A.
Marker and individual models
With molecular data available, prediction models evolved
to include this new information (e.g., Fernando and
Grossman 1989; Meuwissen et al. 2001). Fernando and
Grossman (1989) proposed a prediction model which
included several genetic effects: an infinitesimal effect u
plus haplotype effects of maternal and paternal origin at
marked quantitative trait loci (QTL) positions. Their model
was reasonably conservative, given the genomic tools
available by that time (say, 500 microsatellites to cover the
entire genome in farm animals). In this context, they
assumed that a marker allele may mark different QTL
alleles in different families. Later, with many more markers
(10,000 multi-allelic markers), Meuwissen et al. (2001)
switched from the previous conservative model to ‘‘mar-
ker’’ models exploiting linkage disequilibrium at the pop-
ulation level:
y ¼ l þ ZWm þ e ð2Þ
where:
m is a vector of marked genetic effects (usually termed
‘‘marker effects’’, although the usual hypothesis is that
markers do not have a true effect per se on the phenotype)
W is a matrix of marker genotypes of order
Ni individualsð Þ  Nm markersð Þ: With biallelic markers
such as SNP, usual elements of W are 0, 1 or 2, the number
of, say, the allele ‘‘1’’ of the marker genotype.
Usually assumed (co)variances are:
Var mð Þ ¼ INmr2m
Covðe; mÞ ¼ 0
where INm is an identity matrix of order Nm.
If we further assume that u ¼ Wm and
Var uð Þ ¼ WW0r2m, it is possible to compute predictions
for u with the individual model (1), amended such that the
relationship matrix A is replaced by the realized ‘‘genomic
relationship’’ matrix G ¼ WW0 (VanRaden 2008; Goddard
2009). Application of BLUP to this model has been termed
‘‘genomic BLUP’’ and improvements have been proposed
to make assumptions more realistic (departures from the
homogeneous variances for marked effects in model (2))
and practical implementations when only part of the indi-
viduals are genotyped making necessary to mix the A and
the G matrices for the combined analyses of individuals
with or without genotypes (e.g. Aguilar et al. 2011).
Marker plus individual model
Alternative assumptions in an outbred population are u 6¼
Wm and Var uð Þ 6¼ WW0r2m. There are theoretical reasons
and experimental results to support this point of view.
Theoretically, in a Bayesian context, Gianola et al. (2009)
claimed that the functional relationship between r2u and r
2
m
is elusive. They did propose simple approximations under
Hardy–Weinberg and linkage equilibria (LE) to relate the
marked genetic variance and the additive genetic variance
as r2u ¼ 2
PNm
i¼1 piqir
2
m, where pi and qi are the allelic
frequencies for marker i. However, assuming LE is not
compatible with the essential assumption of linkage dis-
equilibrium in the context of genome-wide analysis. Fur-
thermore, in most experimental studies, the sum of
240 Genetica (2013) 141:239–246
123
variances due to marker associations does not add up to the
additive genetic variance due to individual infinitesimal
effects raising the problem of the ‘‘hidden heritability’’
(e.g., Yang et al. 2011).
The unknown vector m represents the effects of unob-
served genes that should be marked by observed markers.
This model should fit all genome-wide additive effects
simultaneously. However, it is not warranted that all the
actual additive genetic effects in the studied genome will
be effectively traced by the available markers (Yang et al.
2011). Potential problems are poor marker coverage (low
density but also insufficient representation of independent
DNA segments), rare alleles, small (infinitesimal) gene
effects, multi-allelic genes having additive effects that are
poorly traced by bi-allelic markers, or other molecular
genetics mechanisms. The main assumption is that each
marker allele or haplotype is associated with each unob-
served QTL allele in identical way for each individual in
the studied population. This may be true in some cases but
it is not true in general. While an association between a
marker and the QTL may be stable within parents and
progeny, open populations over several generations are
built up by subpopulations, each one with its own QTL
allele-marker allele association. Reintroduction of infini-
tesimal effects in the prediction model is one of the rec-
ommended ways to control partially the lack of perfect
association between marker alleles and causative alleles
(Goddard and Hayes 2009). The model becomes:
y ¼ l þ Zu þ ZWm þ e ð3Þ
with additional assumptions:
Var uð Þ ¼ Rr2u; and Covðe; uÞ ¼ Covðu; mÞ ¼ 0;
where Rr2u is the symmetric (co)-variance matrix of indi-
vidual effects of order Ni. Usually, as in model (1), R = A,
the additive relationship matrix computed theoretically
from genealogy data. Note that the terms in model (3) are
redundant if it is assumed that u = Wm.
The idea in model (3) is to include residual genetic
values not taken into account by the marked effects m. In
applications, this model gave better predictions than the
marker model (2) (e.g., De los Campos et al. 2009;
Duchemin et al. 2012).
Mendelian segregation model
Here, we develop a model where the genetic value of an
individual is a function of infinitesimal effects of ancestors
(individuals in the base, with unknown parents) and Men-
delian sampling which can be traced by DNA data. In the
following it is assumed that all individuals have complete
genotype data and all descendants have known parents. We
then discuss the departures from this complete data
situation.
The model starts as in (3):
y ¼ l þ Zu þ ZWm þ e
It is convenient to separate individuals in two groups:
the base ancestors with unknown parents (indexed by b)
and the descendants (indexed by d). We can now expand
and decompose the vector of infinitesimal values u as:
u ¼ ub
ud
 
Let P be a Ni 9 Ni matrix with two 1’s in each row,
indicating the parents of each individual (rows of P for
base individuals are null).
We define the matrix M as:
M ¼ I  1
2
P
 
The matrix M is interpretable in biology (each row of
M represents the individual minus half the sum of parents)
and in mathematics since M has the form of a Laplacian
matrix, representing the pedigree graph, with P being the
adjacency matrix with elements equal to 1 at the
intersection of adjacent nodes (parent and progeny nodes)
or 0 otherwise.
Let / be a vector of infinitesimal mendelian sampling
effects which are deviations of individual genetic values
from their respective parental averages. Then, the matrix
operator M21 can be used to construct additive genetic
values u as linear combinations of ancestor genetic values
ub and mendelian sampling / of their descendants, as
illustrated in part (a) of Fig. 1, so we can write:
u ¼ M1 ub
/
 
where u can be found by partitioning the M matrix in Mbb,
Mdd, Mdb and Mbd blocks, as:
M ¼ Mbb Mbd
Mdb Mdd
 
; withMbb ¼ I; and Mbd ¼ 0:
Using known results about the inverse of a lower
triangular matrix, we obtain:
u ¼ I 0M1dd Mdb M1dd
 
ub
/
 
¼ ubM1dd Mdbub þ M1dd /
 
¼ ub
ud
 
ð4Þ
Equation (4) uses standard results under infinitesimal
models developed when it was impossible to observe DNA,
and a theoretical distribution was assigned to the unknown
/ (see Quaas 1976). Availability of genotypes for progeny
and parents gives a realized ‘‘molecular’’ mendelian
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sampling s, a predictor of / which can be approached as a
function of marked gene effects m:
s ¼ Mdb Mdd½  WbWd
 
m ð5Þ
where matrices Wb and Wd contain the marker genotypes
of base and descendant individuals, respectively. Figure 1b
illustrates how expression (5) represents individual devia-
tions from parental means, in terms of marked genetic
effects, for a hypothetical genealogy of 5 individuals and 3
markers.
Then, replacing / by s in (4), and using (5) in (4), with
D ¼ M1dd Mdb, we get:
ud ¼ Dub  DWbm þ Wdm ¼ Dub þ ðWd  DWbÞm
ð6Þ
And the model for phenotypes is then:
y ¼ l þ ZdDub þ Zdð2Wd  DWbÞm þ e ð7Þ
In the term ZdDub, Zd (of order Ny 9 Nd) relates
records to individuals (descendants d) and D relates
individual genetic values to ancestors’ genetic values ub
via simple coefficients of genome sharing (including
consanguinity, i.e., multiple contributions of an ancestor
to an individual). So this term in (7) concentrates all
phenotype information of descendants to estimate the
ancestors’ infinitesimal values. The term Zd (2Wd - DWb)
m in (7) groups two parts: Zd (Wd - DWb) m, the
‘‘molecular’’ mendelian sampling effects where individual
marked effects deviate from ancestors’ marked effects, and
ZdWd m which represents the direct relations between
markers and phenotypes.
Assumptions of the model
A set of possible assumptions is:
ub N 0; Ir2u
 
mN 0; Ir2m
 
Cov ub; mð Þ ¼ 0
The assumption of independent base individuals is usual in
quantitative genetics. With DNA information and complete
data it would be possible to make more general
1 2
4 
5
3
1 2 3 4 5
1 1
2 1
3 1
4 1/2 1/2 1
5 1/4 1/4 1/2 1/2 1
For an individual in the base, e.g. 1, 
For a descendant, e.g. 5, 
Snp1 Snp2 Snp3
1 0 1 1
2 2 1 0
3 1 1 1
4 1 2 0
5 2 1 1
1 2 3 4 5
1 1
2 1
3 1
4 -1/2 -1/2 1
5 -1/2 -1/2 1
For an individual, e.g. 4, + 
In general, for the ith individual,  , with , , and 
representing the j-th marker genotype for the individual, the father, and the mother, respectively.
(a)
(b)
Fig. 1 Genetic transmission and Mendelian sampling effects in the prediction model. a Transmission: genetic values of descendants are a
function of genetic values of base individuals ub and Mendelian sampling effects predicted by s. b Observed Mendelian sampling effects
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assumptions like ub N lu; Hr2u
 
; where H represents a
genomic matrix, thus recognizing that individuals in the
base populations may share genes. Again, the model is
redundant if it is assumed that ub = Wbm and
H ¼ WbW0br2m. Alternatively, model (7) can also accom-
modate fixed genetic values for individuals in the base
population.
Distribution of marked effects m is assumed normal but
other distributions such as the Gamma may be chosen, to
take into account experimental results indicating few loci
with large effects and many more loci with small effects
(Goddard and Hayes 2009).
Analyses of data
Firstly, repeated simulations were conducted to assess the
predictive ability of the Mendelian segregation model MS
(Eq. 7) relative to the marker model M (Eq. 2). Then, we
analyzed a public sample simulated for the 12th European
QTLMAS workshop by Lund et al. (2009), using several
models including individual and marked genetic effects.
We preferred to use simulated data at this exploratory
stage to understand the behavior of the compared models.
Also, to simplify interpretation at this stage, estimation and
prediction were limited to the unknowns in the models (l,
the vector of marked effects m and the vector of individual
genetic values u) by applying known variances used to
simulate the data.
We used the same statistical method BLUP to all models
compared, which have either one (Eqs. 1 and 2) or two
(Eqs. 3 and 7) random effects in addition to random
residuals. BLUP of random effects were computed as
detailed in the ‘‘Appendix’’.
Relative predictive performance of the Mendelian
segregation (MS) model
Data were simulated using the QMSim software (Sar-
golzaei and Schenkel 2009). The simulated population had
1 base generation (25 individuals), 3 training generations
(120 individuals) and the last generation (40 individuals)
taken as prediction target. Mating was at random and the
family size was 1. The simulated genome had 2 chromo-
somes of 1 Morgan each and 10 biallelic QTL/chromosome
were responsible for the QTL fraction of genetic variance.
Number of SNP markers used was either 2,000 or 200 per
chromosome. Phenotypes in the base and target generations
were simulated but not used to predict genetic values of the
target generation. The phenotypes had variance 1 and
overall heritability (infinitesimal ? QTL effects) was 0.4.
Three genetic scenarios were replicated 200 times: high
(90 %), intermediate (50 %), or low (10 %) proportion of
genetic variance explained by QTL.
Mean accuracies over 200 replicates when using 2,000
SNP markers are presented in Fig. 2 for 10, 50 and 90 % of
total genetic variance explained by QTL. Accuracies were
highest (0.76 for model M and 0.74 for model MS) in the
training data when the genetic variance explained by QTL was
high (90 %). The lowest correlations occurred for the test data
under scenario 10 % (0.36 for M vs. 0.40 for MS). The MS
model gave the best predictions when the infinitesimal effects
were important (scenario 10 %) and model M gave the best
predictions when QTL effects represented 90 % of genetic
variance. Differences between mean accuracies of two models
were small and non-significant (P \ 0.05).
When fewer markers were used (200 SNP per chromo-
some), all accuracies were lower but the methods ranked as
when using more (2,000 SNP per chromosome) markers
(Table 1). The accuracy of the MS model was 12 % higher
than that of the M model for the scenario with the 10 % of
genetic variance explained by QTL and 5 % lower when
the QTL explained the 90 % of total variance.
Analyses of a public simulated sample
In the data simulated for the 12th European QTLMAS
workshop (Lund et al. 2009), the simulated phenotypes
were influenced by 50 loci, including 15 major effect loci
and 35 minor effect loci with a total heritability of 0.3.
Marker information was available for 6,000 SNP (only
5,925 were polymorphic and used in our analyses) on 6
chromosomes. The population was simulated under ran-
dom mating and the absence of selection. Each male was
mated to 10 females and each mating pair produced 10
offspring. A data set of 4,665 individuals was split into a
training set (3,165 individuals) and a test set (1,500). In the
Fig. 2 Accuracy of the marker (M) and Mendelian segregation (MS)
models for the three simulation scenarios with 10, 50, or 90 % of the
total genetic variance explained by QTL
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training set, the base population (generation 0) included
165 individuals with unknown parents. The remaining
3,000 individuals had known parents and were born in
generations 1 and 2. The test set had 1,500 individuals born
in generation 3 with complete genealogy. The targets of
prediction were the simulated genetic values and pheno-
types of the test individuals. The data used in prediction
were the phenotypes of 3,000 individuals of generations 1
and 2, and the marker genotypes of all individuals.
Four models were compared using the known variances
used for the simulation: the marker model (M) as in (2), the
marker plus individual model (MI) as in (3), the marker plus
mendelian effects model (MS) given in (7), and the indi-
vidual model where the (co)-variance matrix of individual
effects was the additive relationship A (individual infini-
tesimal model; II). The method to estimate the unknowns of
all the models was BLUP. The known variances were given
by Lund et al. (2009): r2e ¼ 3:15 and r2u ¼ 1:35. The vari-
ance of marker effects was computed as r2m ¼ r2u=
2
P
j pjð1  pjÞ. Correlations between predicted values and
simulated genetic values and phenotypes for the training and
test populations are given in Table 2. The goodness of fit of
model (7) for the training data was moderate
r bu; yð Þ ¼ 0:53ð Þ but it yielded the best predictions for
genetic values r bu; uð Þ ¼ 0:94ð Þ and phenotypes r bu; yð Þ ¼
0:55 in the test sample. Model [7] was also the best to esti-
mate the marked effects m: the correlations between esti-
mates of m and the simulated allele substitution effects, in
absolute values, were 0.69 for Model [7] and 0.56 for both the
marker model and the ‘‘marker ? individual’’ model.
Discussion
As reviewed in the Introduction, there are plausible argu-
ments to combine marked effects models with other indi-
vidual effects when analyzing complex traits. To do so, the
strategy used in the MS model [7] is to decompose the
individual genetic value into two terms: a contribution
from base individuals, weighted by the transmission matrix
D, and a contribution from mendelian sampling occurring
at several meiosis from base individuals to their descen-
dants, instead of attempting to fit twice the additive genetic
value of an individual as in model [3]. In traditional
infinitesimal models, mendelian sampling is an unknown
theoretical random term, so predictions of future pheno-
types (of future progeny) are based on ancestor phenotypes
and random terms. At present, with the availability of
numerous markers, mendelian sampling is realized for each
individual and it can be used to improve predictions.
Model [7] builds on very well-known results in quanti-
tative genetics. Early work described how genetic trans-
mission operates in the additive relationship matrix A (e.g.,
Quaas 1976 and Henderson 1976, who presented detailed
factorizations of the A matrix). Subsequent models included
genetic transmission at unobserved segregating QTL (e.g.,
Fernando and Grossman 1989; Meuwissen and Goddard
2000; Legarra and Fernando 2009) and combined within
family and between family marker effects in the context of
methodology for QTL search (e.g., Abecasis et al. 2000). In
animal breeding, efforts have focused on combining geno-
type data with genealogy data in individual genomic mod-
els, as reviewed by Meuwissen et al. (2011). The model [7]
developed here builds on previous work by the simultaneous
inclusion of infinitesimal and marked genetic effects. In this
way the model might capitalize on two advantages of
molecular information: the improvement of the infinitesimal
prediction by the estimation of realized mendelian sampling
in descendant individuals, and by capturing marked gene
effects without bias due to family structure, i.e., to predict
marked effects and infinitesimal effects simultaneously and
without redundancy. Here, marked effects are estimated at
the level of the population (marked effects m in model MS
Table 1 Performance of the Mendelian segregation model: relative
accuracies in the training and the test data
Simulated scenario Training data (%)a Test data(%)a
QTL variance 10 %
200 SNP markers 103 112
2,000 SNP markers 102 108
QTL variance 50 %
200 SNP markers 100 100
2,000 SNP markers 100 98
QTL variance 90 %
200 SNP markers 99 95
2,000 SNP markers 97 97
a (%) is 100 times the ratio between the average accuracy under the
Mendelian segregation model and the average accuracy under the
marker model
Table 2 Correlations between the predicted genetic values buð Þ,
simulated genetic values (u), and simulated phenotypes (y) in the
training and test data
Modela M MI MS II
Training data
rðbu; uÞ 0.87 0.84 0.94 0.69
rðbu; yÞ 0.59 0.77 0.53 0.74
Test data
rðbu; uÞ 0.81 0.77 0.94 0.43
rðbu; yÞ 0.46 0.46 0.55 0.27
a Models. M: marker model (Eq. 2); MI: marker plus individual
effect model (Eq. 3); MS: Mendelian segregation model (Eq. 7); II:
individual infinitesimal model based on pedigree (Eq. 1)
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[7] are not defined within family) but the family structure is
taken into account in the estimation model.
Results of simulations indicate that the predictive ability
of the MS model is comparable to that of the marker
model. On one hand, the accuracies obtained in different
genetic scenarios suggest that the MS model might be
useful when markers are not adequate to fully explain the
genetic background (low QTL variances with high infini-
tesimal variance, or low marker density).
On the other hand, the marker model M yielded slightly
higher predictive ability than MS when QTL were impor-
tant and marker density was high. This result might reflect
sub-optimality of the MS model to exploit favorable situ-
ations where markers do effectively capture much of total
genetic variance. This might be explained by the simple
distributional assumptions that we assumed at this explor-
atory stage for the base individuals and the marked effects
of model MS in [7] and accompanying assumptions. In
particular, the marker model [2], and, more explicitly, its
equivalent model ‘‘Genomic BLUP’’, capitalizes the com-
plete data setting studied here by estimating covariances
among base individuals, and covariances between base
individuals and descendants. So, for the MS model to be
fully competitive, its distributional assumptions should be
extended to take into account those relationships.
Results for the QTLMAS example are encouraging but
unique and different from those of replicated simulations.
At least two reasons may be advanced to explain these
different results: the more complicated genetic background
and the large family size, a full-sib design, simulated in the
QTLMAS data set. But the impact of such factors on
predictive ability needs further investigation.
Further investigation is also needed on variance com-
ponent estimation of models including marker and indi-
vidual effects. Duchemin et al. (2012) were able to estimate
both components of variance from real data using model
[3], i.e., the variance of individual effects and the variance
of marker effects. We are currently studying variance
components estimation for model [7], with infinitesimal
effects defined only for the base individuals and variance
structure designed to avoid identifiability problems.
Also, at this stage of model development, we are
assuming complete data, in particular genotypes of base
individuals. In some situations, it may possible to impute
missing data. Also, if genealogy is unknown and if all
individuals are in the genotyped sample, parent-progeny
pairs can be easily identified using DNA data (Rohlfs et al.
2012). However, to cover many variable situations in real
life, it should be necessary to expand model [7] to include
heterogeneous variances where mendelian sampling is
observed for some individuals but it remains a random
value for individuals without genotyped parents.
Another potential improvement of the MS model in [7]
is the representation of genetic transmission (as in
expression [5]) and marked genetic effects (as in [2] and
[7]) which may be certainly improved. Haplotypes can be
used instead of single non-phased SNP. The model is also
compatible with approaches where some QTL are known,
markers are preselected or markers are weighted by their
effects during prediction (e.g. Zhang et al. 2011).
Conclusions
According to the literature on prediction of complex traits,
it is justified to keep, both, individual (infinitesimal) and
marked gene effects in the statistical predictive model. We
gave a formal derivation of a mendelian sampling MS
model where individual effects are a function of infinites-
imal effects of base individuals and mendelian sampling in
descendants, traced using available DNA data. At this stage
of research, we are assuming complete data, simple dis-
tributional assumptions for individual and marked genetic
effects, and known variances. First simulation results
suggest that these simplifying assumptions should be
extended to render the MS model fully competitive.
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Appendix: Computation of individual and marked
genetic effects using BLUP
Let r2i , r
2
M, and r
2
e be the variance of infinitesimal effects,
the genetic variance due to all QTL, and the residual var-
iance, respectively. Also the variance of individual markers
is r2m ¼ r2M=k, with k ¼ 2
P
j pj 1  pj
 	
. Then:
au ¼ r2e= r2i þ r2M
 
am ¼ r2e=r2m
ai ¼ r2e=r2i
Solutions for models compared were:
For model [1]:
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bl
bu
 
¼ 1
0
1 1
0
Z
Z
0
1 Z
0
Z þ auA1
 1
1
0
y
Z
0
y
 
where 1 is a vector of 1 and Z is the incidence matrix. bl is
the BLUE (best linear unbiased estimator) of the general
mean, and bu is the solution for individual effects.
For model [2]:
bl
bm
 
¼ 1
0
1 1
0
X
X
0
1 X
0
X þ amI
 1
1
0
y
X
0
y
 
where X = ZW, i.e., the incidence matrix times the matrix
of genotypes, centered by column. bm is the solution for
marked effects.
Predictions from model [2] can be also obtained with the
individual model:
bl
bu
 
¼ 1
0
1 1
0
Z
Z
0
1 Z
0
Z þ auG1
 1
1
0
y
Z
0
y
 
where G ¼ WW0=k
For model [3]:
bl
bu
bm
2
4
3
5 ¼
1
0
1 1
0
X1 1
0
X2
X
0
11 X
0
1X1 þ auA1 X
0
1X2
X
0
21 X
0
2X1 X
0
2X2 þ amI
2
4
3
5
1
1
0
y
X
0
1y
X
0
2y
2
4
3
5
where X1 ¼ Z and X2 ¼ ZW. bu is the solution for indi-
vidual effects and bm is the solution for marked effects.
For model [7]:
bl
cub
bm
2
4
3
5 ¼
1
0
1 1
0
X1 1
0
X2
X
0
11 X
0
1X1 þ aiI X
0
1X2
X
0
21 X
0
2X1 X
0
2X2 þ amI
2
4
3
5
1
1
0
y
X
0
1y
X
0
2y
2
4
3
5
where X1 ¼ ZdD and X2 ¼ Zd2 Wd  DWbð Þ; and bub is
the solution for base individuals and bm is the solution for
marked effects.
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Genetic links among individuals: from genealogies to molecular markers
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Abstract: Genetic links among individuals are widely used to characterize the diversity of domesticated and natural
populations and they also provide complementary information for statistical population summaries. We first discuss the
measures used by geneticists based on genealogy and DNA data. The choice of metrics of genetic links should be
coherent with the objectives: biodiversity or genotype–phenotype relationships. For the last objective, we evaluate by
simulation the interest of genetic distances when the objective is the prediction of individual genetic values and
phenotypes using kernel regression. A pseudo-distance based on correlations between marker genotypes of pairs of
individual yields better predictions than other classical definition of distances.
Keywords: genomic prediction; kernel regression; mathematical distance; relatedness
Introduction
In life sciences, genetic links among individuals have
been studied in three main contexts. First, in conservation
and population biology to characterize the genetic
diversity of natural populations and investigate how its
distribution is affected by the evolutionary history of
species across their geographic distribution. Second, to
find causal mutations underlying the variation of complex
characters. And finally, in breeding sciences and
evolutionary biology to attempt to predict individuals’
traits across generations, with or without complete
knowledge on the causal mutations. To compute the
genetic predictors, it is crucial to measure the genetic links
between individuals, which can be estimated on the basis
of genealogy data, DNA data or both. When DNA data
are available, the measures of links may be defined for the
complete genome (“genome-wide”) or for specific regions
affecting a trait. This diversity of objectives combined
with the nature of data available has motivated the
emergence of many statistical descriptors of genetic links
between individuals. Here, we first present an overview of
methods used by geneticists to compute measures of
genetic links among diploid individuals and then propose
the use of new genetic distances between individuals, in
the context of genomic prediction using kernel methods.
We conclude by discussing new possibilities offered by
statistics and genetics to improve present measures of
genetic links.
Approaches used in genetics
The measures of links
The basic definition is the probability, PIBD, that random
alleles of two individuals at a given locus are identical
and they are copies of an original allele in a common
ancestor genome. In this case alleles are IBD (identical
by descent). Alternatively, two individuals may share
identical alleles by state (IBS or Identical by State). The
probability PIBD is also called coefficient of co-ancestry
or coefficient of kinship. The most used measures of
links among individuals are simple functions of the basic
definition: the coefficient of relatedness between
individuals i and j is aij = 2PIBD and the coefficient of
inbreeding of individual i is Fi = 0.5 ajk where ajk is the
relatedness coefficient between his (her) parents j and k
(Lynch and Walsh 1998).
Relatedness and inbreeding are key coefficients to
estimate population parameters (heritabilities, genetic
correlations) and to estimate individual breeding values
for ranking candidates for selection in animal and plant
populations. These coefficients are also useful in the
study of natural populations (Pemberton 2008) to
describe the changes of quantitative genetic variation for
species under directional selection, to understand how
natural populations respond to selection, to study
cooperative behaviour, and to measure inbreeding
depression and its consequences. Relatedness coefficients
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are also defined at the population level in studies of
genetic diversity.
Computation of individual relatedness and inbreeding
Relationships among individuals can be readily
computed using path coefficients or the tabular method.
For the latter, individuals are first ordered by age and the
relatedness coefficients are computed as aij = 0.5 (aif +
aim) for the individuals i and j, f being the father of j
and m the mother of j. The additive relationship matrix
A of elements aij is used to build a network of
covariances Ar2g among individuals, where r
2
g is the
additive genetic variance. The inverse matrix A1 r
2
rg
of
these covariances is the basis of estimation of genetic
parameters and prediction of individual genetic values
and phenotypes. Henderson (1975) showed that, as the
result of specific properties of the A matrix, its inverse
A1 can be computed directly and rapidly for millions of
individuals without the lengthy operation of computing
and inverting A.
Molecular measures of relatedness and inbreeding
The availability of molecular markers allows the
computation of approximate relatedness and inbreeding
coefficients for situation where genealogies are incomplete
in natural and domesticated populations. More
importantly, markers give new information about realized
genetic segregation from parents to progeny, which is
unavailable when solely the genealogy is available (i.e.
without markers, all full sibs in a family have the same
expected relatedness). Approximations of relatedness and
inbreeding coefficients were reported to be imprecise as a
consequence of low-density marker panels and the low
and variable values of coefficients to be estimated. The
coefficient of variation of genetic links between distant
individuals is much higher than that of close relatives, and
it depends on the number of chromosomes and the genetic
map length (Hill and Weir 2011). This problem is
aggravated in large outbred populations (Csillery et al.
2006), where true relatedness coefficients are all low, i.e.
the variance among true relatedness is low and the
prediction of each relatedness coefficient has high
variance because individuals in each pair are distant. To
avoid the prediction of distant relatedness, Pemberton
(2008) advises detection of parent–progeny or trios using
molecular data followed by proceeding with the classical
methods that we reviewed in the previous section.
In fact, the goals of each study should determine the
method to compute relatedness coefficients. When the
objective is to describe genome-wide genetic diversity,
without consideration of particular phenotypes, the
theoretical coefficients and the molecular scores are
comparable tools. However, when the study relates
genotypes to phenotypes, the theoretical value is less
informative than the molecular score because the
theoretical value does not consider realized genetic
segregation at the implied genomic regions during
meiosis. However, this advantage of molecular data can
be hindered when put into practice as a consequence of
three sources of imprecision: genotyping errors,
observation of IBS instead of IBD, and the choice of
relevant genomic regions to be included in the relatedness
score. It is important to note that these three problems can
already be at least partly solved and will probably become
negligible in the future. Indeed, recent progress in
biotechnology provides us with an optimistic perspective
about genotyping errors, which should become, from now
on, less frequent than those encountered in genealogies.
Also, the translation of IBS into IBD has been the object
of several methods adapted to simple cases such as single-
locus IBD up to more complex multi-locus haplotypes
enhancing longitudinal visions of whole genome sharing,
taking into account linkage disequilibrium between
markers (e.g. Browning and Browning 2010). The basic
principle to make inferences on the IBD status having
observed a genotype is to express the joint probability of
pairs of genotypes as functions of allele probabilities
(Weir, Anderson and Hepler 2006). Powell, Visscher and
Goddard (2010) argued that, with dense panels of
markers, allele probabilities used in genealogy-based IBD
can be conveniently replaced by current-population allele
frequencies. They proposed to estimate relatedness as the
covariance between the marker genotypes (centred and
standardized) corrected for the number of markers. The
third source of imprecision when using relatedness to
study the influence of genotypes on phenotypes, is the use
of an empirical (molecular) or theoretical (aii) genome-
wide measure of genetic links between individuals
without restriction to the relevant genomic region
underlying the phenotype under study. In fact, phenotypic
covariance is influenced by the individuals’ sharing of
relevant genomic regions and not by the mean relatedness
over the entire genome. The problem does not exist for
Mendelian traits where the phenotype is completely
determined by its genotype without the influence of
additional unknown genes. In such an obvious case, if the
gene is known, the use of specific molecular data is
obviously more informative than the theoretical genome-
wide aii or the genome-wide DNA relatedness. For
complex traits, where many known and unknown genes
and environmental effects influence the phenotype, the
difficulty is to decide what regions should be considered.
For many years, in animal and plant breeding, researchers
detected genomic regions first (detection of Quantitative
Trait Loci or QTL) and, then, they used them for selection
purposes in Marker Assisted Selection schemes (e.g.
Fernando and Grossman 1989). Later, Meuwissen, Hayes
and Goddard (2001) argued that, with dense markers,
some of them should be in linkage disequilibrium with the
unknown genes influencing a trait. And they showed, by
simulations, that the use of genome-wide markers gave
better phenotype predictions than those computed when
only preselected QTL regions were considered. At
present, most applications of genomic selection use a
“genomic covariance” matrix G = MM’/k, where M is a
matrix of single nucleotide polymorphisms (SNPs) with
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dimension “number of individuals” by “number of
markers”. The elements of M are 0, 1 or 2 (the number of
alleles, say “2”, in the genotype), and k is a scaling
coefficient. Off-diagonals elements of G are measures of
links between pairs of individuals and diagonal elements
measure inbreeding. Meuwissen, Luan and Wooliams
(2011) discussed all possible variants of the matrix
(centred, standardized or both) and k, which is
k ¼ 2P
j
1 pj
 
pj in most applications. This k
coefficient attempts to level the scale of the genomic
relatedness G with the theoretical matrix A to compare
individuals with SNP genotypes available and individuals
having only genealogy data. The advantage of G over A
to predict genetic values have been observed in animal
breeding (e.g. Hayes et al. 2009) and plant breeding (e.g.
Lorenz et al. 2011). However, two major challenges
remain: to propose a positive definite genomic matrix,
which is a necessary property of variance–covariance
matrices, and to show its theoretical advantages over A or
trait-dependent genomic matrices.
A test of distances as genetic links in genomic
prediction
Distances may be an alternative to the theoretical
relatedness A and the genomic matrices G or other
molecular scores. They are well suited to be used in
kernel regression, a non-parametric approach allowing
the modelling of non-linear effects of genomic regions
on phenotypes. Box 1 gives the formal definition of
distances and pseudo-distances, and their insertion in
kernel regression (Box 2).
Box 1. Mathematical Distances
Distance is a generic mathematical term meaning a
measurement of a length between two objects. The
formal definition is as follows.
For a given set E, for allx, y and z elements of E, d
is said to be a distance if the four following axioms are
true:
(1) dðx; yÞ  0
(2) dðx; yÞ ¼ 0 !x ¼ y
(3) dðx; yÞ ¼ dðy; xÞ
(4) dðx; yÞ  dðx; zÞ þ dðz; yÞ
These four axioms are known, respectively, as
“positivity”, “indiscernibility”, “symmetry”, and
“triangular inequality”.
One of the methods we can use to build distance
functions is to look at distances induced by norms.
Given a normed space ðE; k  kÞ, we can define a
distance by: dðx; yÞ ¼ kx yk.
So, we choose to work with the lp spaces and their
induced distances:
dpðx; yÞ ¼ kx ykp ¼
X
i2f1;...;ng
jxi  yijp
 !1
p
If we set p = 2 we have the standard Euclidian metric:
d2ðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i2f1;...;ng
ðxi  yiÞ2
s
The case p = 1 is the metric we can find in the
LASSO regression:
d1ðx; yÞ ¼
X
i2f1;...;ng
jxi  yij
Some authors (Donoho 2006) define the l0 “norm” as
the number of non-zero components. This is not a norm
as this definition does not follow the axioms of a norm,
but the induced distance is a distance and is known as
the “Hamming distance”:
dHðx; yÞ ¼ d0ðx; yÞ ¼
X
i2f1;...;ng
0 if xi ¼ yi
1 otherwise
 
The special case p =1 is known as the “infinity
metric” and its definition is simply:
d1ðx; yÞ ¼ max
i2f1;...;ng
fjxi  yijg
Finally, another function we will be interested in,
although it is not a distance, is the following:
dcorðx; yÞ ¼ 1 corðx; yÞ
Axioms 1 to 3 are true for this function: it is always
positive, symmetric and identicals are indiscernible. Only
the fourth axiom is false in general. Such functions,
following only the first three axioms, are known as
semi-distances.
The meaning of this semi-distance is that we
attemped to retrieve the kinship coefficients of the
quantitative genetic theory.
Box 2. Kernel Regression
Kernel regression is a non-parametric functional
regression method. The proposed model is non-
parametric and the studied data can be functional
(Ferraty and Vieu 2006). This method is general and
easily tunable. We start with the following non-
parametric theoretical model:
Y ¼ rðX Þ þ 
The first step is to choose a practical model based on
assumptions and hypothesis. For a given model for r, we
will be able to give an estimator build using kernel
estimation. We choose to use conditional expectation
because it is a standard and “natural” model:
Acta Botanica Gallica: Botany Letters 221
D
ow
nl
oa
de
d 
by
 [I
nr
a] 
at 
02
:29
 26
 Ju
ne
 20
14
 
rðxÞ ¼ E½Y jX ¼ x
Because we know that E½rðXÞ ¼ E E½YjX½ E½Y, this
choice of modelling for r is true in expectation. The
associated kernel estimator is:
r^ðxÞ
Xn
i¼1
yi
K h1d x; xið Þ
 
Pn
j¼1
K h1d x; xj
   ¼X
n
i¼1
yixi
With K a kernel function, h its bandwidth and d a
distance. We can see that this estimator is a weighted
expectation of the data. If we are using a positive kernel,
the weights are acting like probabilities, summing to 1.
Another advantage of the conditional expectation is
that for Y being either continuous or discrete (by class),
the estimator architecture is basically the same. Indeed,
in the case of the classification problem, if we call
G ¼ fg1 . . . ; gTg the set of all outcomes for Y, the
conditional probability for a class t 2 f1; . . . ; Tg is:
PðY ¼ g tjXÞ ¼ E½I fy ¼ g tg ðY ÞjX 
With IfAgðaÞ ¼ 1 if a 2 A0otherwise

, the indicator function.
We have the associated kernel estimator:
Once the probabilities are computed we choose for Y the
class with the maximum probability. The approach of
conditional probability and maximum probability a
posteriori classification is known as the “Naive Bayes
Classifier”.
sP^ðY ¼ g tjX ¼ xÞ ¼ r^t ðg tÞðxÞ ¼
X
ði ¼ 1Þ^nsI fy
¼ g tgðy iÞKðh^ð1Þdðx; x iÞÞ=
 ð
X
ðj ¼ 1Þ^Kðh^ð1Þdðx; x jÞÞÞt
Kernel regression can also be used to build a
conditional quantile:
raðxÞ ¼ qa½YjX ¼ x
This model allows us to compute conditional
confidence intervals for each of the individuals. It is
worth noting that the conditional median is the a= 0.5
special case of the conditional quantile estimation. The
associated kernel estimator is:
r^aðxÞ ¼ inf
y2S
Xn
i¼1
H g1ðy yiÞ
  K h1d x; xið Þ Pn
j¼1
K h1d x; xj
    1 a
8><
>:
9>=
>;
With H an integrated kernel function, g its
bandwidth and S the observed individuals (Sampling
from the population).
The choice of the kernel function is often led by
the structural hypothesis on r. A Gaussian Kernel,
Box Kernel or Truncated Gaussian Kernel is a standard
choice. From a theoretical point of view, the choice of
the kernel function has no impact on the convergence of
the estimators.
Finally, as the distance choice is of fundamental
importance, we put an emphasis on how we will choose
a good distance.
Here, we used simulations to compare four distances
induced by norms L0 (Hamming), L1, L2 (Euclidean), L
infinite, and the pseudo-distance Cij = 1 – rij, where rij is
the correlation between SNP genotypes of individuals i
and j. As discussed above, Cij is closely related to
measures used by geneticists at present. Since SNPs are
numerous and partially correlated, a principal component
analysis (PCA) was used to convert correlated observed
genotypes into uncorrelated variables, so maximizing the
variability of distances. In the case of PCA projections,
L0 distances (distances over a discrete set) have no
meaning, whereas L infinite distances lose their meanings
in the discrete (without projection) case. So, a total of
eight treatments were compared by simulation: three L
distances in each projection scenario and a pseudo-
distance, combined with PCA projection or no projection.
Simulations were conducted to compare the ability of
these distances, inserted in a kernel method, to predict
individual genetic values and phenotypes. Data were
simulated using the software QMSIM (Sargolzaei and
Schenkel 2009). The ancestral population had size 500,
and after 1000 historical generations, a pedigreed
population was simulated over five generations under
random mating. Initial allele frequencies were equal to
0.5. The genetic model was purely additive and it
included the effects of 200 QTL distributed over two
chromosomes. The QTL effects were sampled from a
gamma distribution with shape parameter 0.4. The sum
of their effects represented 30% (scenario 1) and 70%
(scenario 2) of phenotypic variance. Simulated data
included: genealogy, phenotypes, genetic values, realized
residuals and SNP genotypes. Two thousand SNP were
simulated by chromosome. The mean correlation
between adjacent SNP was 0.22. The population was
split in a training set (900 individuals; ancestors), used
for the computation of a weighting parameter to define
closeness within pairs of individuals, and a test set (450
individuals; descendants) used for computing the
correlation between predicted values and simulated true
values. Results reported (Table 1 and 2) are the mean
correlation for 100 replicates of each scenario. Also, the
expected correlations under the classical infinitesimal
model (Lynch and Walsh 1998) were calculated as
functions of heritability, 30% or 70%, and the number of
phenotypes available for prediction. In our simulations,
each individual in the test population had their grand-
parental and parental phenotypes, as well as his
collaterals’ phenotypes, available for the prediction of
his own phenotype.
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Table 1 contains the empirical correlations for the
scenario with low heritability, i.e. a residual noise
representing 70% of phenotypic variance. As expected,
for all distances, the prediction of genetic values was
better (correlations above 0.4) than that of phenotypes
(correlations below 0.3). The semi-distance “correlation”
yielded the highest predictive ability for predictions of
phenotypes and genetic values in the training and test
populations. Results based on the use of this semi-distance
were close to the expected theoretical predictive abilities
of 0.57 for genetic values and 0.31 for phenotypes.
Differences in predictive ability among distances L0, L1,
L2 and L infinite were small. For all distances, the PCA
did not improve the predictions. When statistical noise
was low (30% of total variance; Table 2), all predictive
abilities were higher than those reported in Table 1 and
the choice of the distance was less critical. In this
scenario, L2 yields correlations close to those of the semi-
distance “correlation”. As for results shown in Table 1,
using PCA did not improve predictive ability.
Overall, using distances inserted in kernel regressions
constitutes a significant improvement on classical
methods using genetic links when the genotype–
phenotype relationship is underlined by complex
scenarios where residual variance is large. It is important
to note that such a scenario is expected in the case of
most complex traits. In such cases, semi-distance
“correlation between marker genotypes” appears to be
better than other tested distances. Such results validate
the recent choices made, like the use of the “genomic
variance” G discussed above.
Conclusion
Unless the focus of research is made on specific goals
such as forensic studies, it is not useful to classify
individuals into classes of degrees of relatedness such as
half-sibs, cousins, second-order cousins, etc. For most
biological studies, two major objectives are: to produce
coefficients useful to characterize diversity and to
produce coefficients to model covariance patterns
underlying genetic effects on phenotypes.
For the former objective, the best approach suggested
in the literature is to use molecular information to
establish parent–progeny relationships rather than more
distant relatedness measures, which are hardly valuable
because of their high coefficient of variation. Then the
built genealogy can be used to complete the network of
relatedness by applying known methods of quantitative
genetics.
For the second objective, molecular scores are to be
preferred, especially when the genomic regions
influencing the phenotype are known. For complex traits,
where many genomic regions influencing the trait remain
unknown, the advantages of genome-wide molecular
scores over theoretical relatedness are less clear because
they are data dependent. Moreover, at present, proposed
genomic matrices to replace the additive relationship
matrix A are not always positive definite. Genomic
distances represent an alternative to classical measures of
links among individuals. However, we showed by
simulation that suggested new measures had less
predictive ability than distances based on marker
correlations between pairs of individual genotypes in the
Table 1. Empirical correlations between predicted and simulated genetic values and phenotypes (scenario 1: h2 = 0.3⁄).
Distance :
Training:
Genetic values
Test:
Genetic values
Training:
Phenotypes
Test:
Phenotypes
ID ACP ID ACP ID ACP ID ACP
L0 0.392 0.426 0.204 0.220
L1 0.468 0.426 0.484 0.442 0.246 0.224 0.254 0.258
L2 0.495 0.495 0.499 0.496 0.263 0.263 0.265 0.264
L infinite 0.421 0.423 0.225 0.228
Semi-distance 0.513 0.513 0.523 0.520 0.276 0.276 0.282 0.280
⁄Expected theoretical correlations in scenario 1 are r= 0.57 (for prediction of genetic values) and r= 0.31 (for prediction of phenotypes).
Table 2. Empirical correlations between predicted and simulated genetic values and phenotypes (scenario 2: h2 = 0.7⁄).
Distance :
Training:
Genetic values
Test:
Genetic values
Training:
Phenotypes
Test:
Phenotypes
ID ACP ID ACP ID ACP ID ACP
L0 0.545 0.555 0.452 0.463
L1 0.610 0.606 0.637 0.634 0.508 0.495 0.534 0.532
L2 0.641 0.641 0.668 0.667 0.532 0.532 0.560 0.559
L infinite 0.490 0.463 0.400 0.390
Semi-distance 0.628 0.628 0.666 0.664 0.527 0.527 0.564 0.562
⁄Expected theoretical correlations in scenario 2 are r= 0.75 (for prediction of genetic values) and r= 0.63 (for prediction of phenotypes).
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context of genomic prediction by kernel regression. Our
attempt to pre-treat marker data using PCA, and thereby
eliminate redundant and irrelevant markers, did not
improve predictions.
In populations that do not result from experimental
controlled crosses, be it domesticated or wild populations,
the genetic basis of traits results from a complex
evolutionary history and is directly affected by the
environment. Such a perspective is amplified in plants
where mating systems and population characteristics are
often more labile (Pannell et al. 2008) and directly affect
the genetic architecture of traits (Pujol and McKey 2006).
As a consequence of such complexity in the real world,
we must reconsider methods to estimate genetic links
between individuals because they underlie our
understanding of the genotype–phenotype relationship,
which in turn underlies how selection and neutral
evolution shape diversity. Although the genomic
characterization of organisms is progressing fast, the
development of methods relating such information to
phenotypes is lagging behind. It is our hope that the work
presented here will pave the way to developing novel
methods in this renewed field of research.
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Genetic parameters for growth and faecal worm
egg count following Haemonchus contortus
experimental infestations using pedigree and
molecular information
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Abstract
Background: Haemonchosis is a parasitic disease that causes severe economic losses in sheep industry. In recent years,
the increasing resistance of the parasite to anthelmintics has raised the need for alternative control strategies. Genetic
selection is a promising alternative but its efficacy depends on the availability of genetic variation and on the occurrence
of favourable genetic correlations between the traits included in the breeding goal. The objective of this study was
twofold. First, to estimate both the heritability of and the genetic correlations between growth traits and parasite
resistance traits, using bivariate linear mixed animal models, from the phenotypes and genotypes of 1004 backcross
lambs (considered as a single population), which underwent two subsequent experimental infestations protocols with
Haemonchus contortus. Second, to compare the precision of the estimates when using two different relationship
matrices: including pedigree information only or including also SNP (single nucleotide polymorphism) information.
Results: Heritabilities were low for average daily gain before infestation (0.10 to 0.15) and average daily gain during the
first infestation (0.11 to 0.16), moderate for faecal egg counts during the first infestation (0.21 to 0.38) and faecal egg
counts during the second infestation (0.48 to 0.55). Genetic correlations between both growth traits and faecal egg
count during the naïve infestation were equal to zero but the genetic correlation between faecal egg count during the
second infestation and growth was positive in a Haemonchus contortus free environment and negative in a
contaminated environment. The standard errors of the estimates obtained by including SNP information were smaller
than those obtained by including pedigree information only.
Conclusions: The genetic parameters estimates suggest that growth performance can be selected for independently of
selection on resistance to naïve infestation. Selection for increased growth in a non-contaminated environment could
lead to more susceptible animals with long-term exposure to the infestation but it could be possible to select for
increased growth in a contaminated environment while also increasing resistance to the long-term exposure to the
parasite. The use of molecular information increases the precision of the estimates.
Background
Haemonchus contortus (H. contortus) is a nematode that
feeds on blood through the abomasal mucosa of bovine,
ovine and caprine species [1]. The cost of H. contortus
infection or haemonchosis for the production sectors of
sheep farming in terms of anthelmintic treatments that
are currently the most popular control strategy, and the
resulting economic loss have been estimated in different
countries to be in the order of several million dollars per
year [2-7]. Furthermore, anthelmintics tend to select the
parasite population under treatment for resistance to the
anthelmintic itself [8,9], which increases the cost of hae-
monchosis even more.
Both the long-term loss of efficacy and the growing
public concern for the use of chemicals in food production
fostered the research on alternative control strategies or
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combinations of them [10], among which genetic selection
is one of the most promising approaches [11-25]. Simula-
tion studies based on evolutionary genetics [26] predict a
breeding plan’s long-term outcomes and also the efficacy
of genetic selection as a control strategy. Since genetic im-
provement depends on the genetic parameters of the traits
under selection, the estimates of these parameters must be
as precise as possible for reliable long-term predictions.
However, consistent estimates of the genetic correlation
between production traits and parasite resistance traits
have not been reported in the literature [27-33]. Since most
of the estimates found in the literature are computed from
observations in natural conditions, where it is not possible
to precisely define neither the nutritional level of the diet
nor the larval challenge on the pasture, the reason why no
consistent estimates are available may be due to the inter-
action between these two factors [34].
The first objective of this study was to estimate the
heritability of average daily gain and faecal egg count
from experimental observations, together with the gen-
etic correlations between them. We report the results of
an analysis performed on 1004 phenotypic records of
growth traits and faecal egg counts collected on geno-
typed (50 k SNPchip) back-cross lambs (25% Martinique
black belly and 75% Romane), following two experi-
mental infestations with H. contortus. The genetic pa-
rameters have been estimated both by using pedigree
information only and pedigree and SNP (single nucleo-
tide polymorphism) chip information jointly. Computing
the relatedness between individuals using pedigree infor-
mation only is based on expectation and results in an es-
timate corresponding to the average number of alleles
shared by two individuals, for example: all the individuals
belonging to the same full-sibs group would have a coef-
ficient of 0.5 between each other, which means that it
does not take into account the deviation from this aver-
age caused by segregation and recombination. However,
including molecular information makes it possible to
compute the relatedness between individuals by identify-
ing on a relatively dense map the actual number of alleles
they share, which provides a more detailed estimate of
the relatedness between individuals [35]. Since the obser-
vations used in this study were collected on four large
groups of half-sibs, the second objective of the study was
to test whether including SNP information could help
reach more precise estimates than using pedigree infor-
mation only when the pedigree of the population is
poorly informative. Although previous studies have already
explored the amount of genetic variability for parasite
resistance traits, this study features several novelties: the
genetic parameters reported here are estimated from phe-
notypes collected in experimental settings rather than nat-
ural infestation, the growth traits analysed are the average
daily gains before infestation and during infestation rather
than the body weights, and finally the estimates reported
here also feature molecular information rather than pedi-
gree information only.
Methods
Experimental design
The population in which the observations were collected
from resulted from a back-cross mating scheme be-
tween two pure-bred populations: Martinique Black
Belly (MBB) and Romane (ROM). MBB is a tropical sheep
breed, which is characterized by adaptation to heat-stress,
to parasitism and to extensive raising conditions. The
ROM sheep breed features good productive performances
(both for meat production and prolificacy) and no selection
for resistance to parasites. The pedigree used in the ana-
lysis (Figure 1) was three generations deep and counted a
total of 3164 animals. Four F1 sires were produced by
crossing MBB and ROM individuals. The sires were mated
by intra-uterine artificial insemination to 829 pure-bred
ROM dams in order to obtain 1265 back-cross offspring
(BC), the number of animals used in this study from each
group of half-sibs were 282, 251, 247 and 223, respectively.
All animals were managed as a commercial flock, the
experimental protocol complied to the European ethical
policy and was approved by the ethical committee “comite
d’ethique CIRAD-INRA”.
Figure 1 Schematic representation of the pedigree structure.
MBB: Martinique Black Belly; ROM: Romane; FI are the four F1 sires
resulting from the cross between MBB sires and ROM dams; BC is the
back cross population obtained by mating the F1 sires to ROM dams.
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Genotypes
A total of 1044 animals among the population of the
back-cross lambs and their four F1 sires were geno-
typed with the OvineSNP50 Beadchip (Illumina Inc.,
San Diego, CA). Quality control of the SNPs included
the following tests: (1) 50 animals were genotyped
twice in order to assess the technical reliability of the
genotyping, which resulted in a value of 99.9%, (2) indi-
viduals with a call rate below 98% and SNPs with a call
rate below 97% or with a minor allele frequency below
1% or featuring a deviation from expected heterozy-
gosity or showing mendelian inconsistencies were dis-
carded (p < 10-6) and (3) quality control of the genotypes
resulted in 42 469 SNPs that comply with all quality
checks. More details about the genomic information can
be found in Sallé et al. [36].
Phenotypes
Phenotypes on growth traits and parasite resistance
traits were collected on the BC animals only by perform-
ing the following experimental protocol. The lambs were
weaned around 64 or 45 days, depending whether their
mother was either primiparous or not, and grew in a
H. contortus free environment until the first experimen-
tal infestation was performed. During this period the an-
imals were kept in an H. contortus free environment and
were weighed twice: at weaning and at the end of the
growing period. The growing period ended with the
beginning of the following experimental infestation
protocol, which also determined when the environment
was to be contaminated with H. contortus larvae: at
around 90 days of age, the lambs received an oral inocu-
lation of 10 000 L3 larvae of H. contortus (ENVT strain
[37]) and around 41 days after the infestation, they re-
ceived an anthelmintic treatment (LEVAMISOLE 5%,
Vibrac S.A., Carros, France, 7.5 mg/kg live weight). Dur-
ing the infestation, two faecal samples were collected, at
25 and 35 days after infestation, and the animals were
weighed on the day of treatment. Then, they entered a
recovery period of 8 days, at the end of which they were
infested again with the same infestation protocol. During
the second infestation, two faecal samples were collected
as before but animals were not weighed. During the
whole protocol, the animals were fed ad libitum on a
diet that covered largely their requirements. The faecal
egg count in each sample was measured by a modified
McMaster procedure [38]. The average of the two faecal
egg count observations was computed for each infest-
ation. The latter values were transformed by taking their
fourth root in order to bring their distribution closer
to normality. A further transformation was applied in
order to scale the standard deviation to 1 and avoid
zero values. The variables obtained were called: FEC1
(transformed faecal egg counts during the first infestation)
and FEC2 (transformed faecal egg counts during the
second infestation). The average daily gain from wean-
ing to infestation (ADG0) and average daily gain during
the first infestation (ADG1) were computed as follows:
ADG0 ¼ growth0time0 and ADG1 ¼ growth1time1 , where growth0
and time0 are the weight gain and the days running
from the weaning day to the day of beginning of the
first infestation, respectively; growth1 and time1 are the
weight gain and the days running from the first day of
the first infestation to the day of treatment of the first
infestation, respectively.
A transformation for scaling the standard deviation to
1 and avoiding 0 s was applied on growth traits as well.
The observations outside a range of 2.96 standard devia-
tions around the average of each trait were considered
atypical and excluded from the analysis. Finally, only the
animals featuring a valid observation both on genotyping
and on at least one trait were included in the analysis,
which resulted in 40 animals being discarded and 1004
animals being included.
Statistical analysis
Estimation of the genetic parameters was performed by
considering the back-cross population as a single breed
population. The breed proportions are taken into ac-
count by the genetic relationship matrix in the model in-
cluding SNP information but could not be taken into
account in the model including pedigree information
only due to convergence failure. The heritability of each
trait and both the genetic correlation and phenotypic
correlation between each pair of traits were estimated by
bivariate animal mixed models, which were solved by
the AIREML procedure implemented in AIRemlF90 soft-
ware [39]. This software features by default the correction
for the change in the definition of the base population so
that the estimates obtained when using pedigree informa-
tion only were comparable to those obtained when includ-
ing molecular information [40,41]. The bivariate mixed
model reads as follows:
y1
y2
 
¼ X1 0
0 X2
 
b1
b2
 
þ Z1 0
0 Z2
 
a1
a2
 
þ e1
e2
 
;
where y1 and y2 are the vectors of observations of trait
one and two, respectively, X1 and X2 are incidence
matrices relating each observation to its respective set of
fixed effects and b1 and b2 are the vectors of the fixed
effects: weight at weaning (for ADG0 only) or weight at
first infestation (for all the other traits), contemporary
group (identified by year, season, weighting lot and
infestation lot), sex and feeding mode (breast feeding
or bottle feeding). a1 and a2 are the vectors of random
animals breeding values, with the associated incidence
matrices Z1 and Z2. e1 and e2 are the vectors of random
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residuals. It is assumed that the random effects are nor-
mally distributed and feature the following variance-
covariance structure:
V
a1
a2
e1
e2
2
664
3
775¼
σ2g11T symmetric
σg21T σ2g22T
0 0 σ2e11I
0 0 σe21I σ2e22I
2
664
3
775;
where σ2g11; σ
2
g22 and σg21 are the genetic variances
and the genetic covariance between traits 1 and 2,
σ2e11; σ
2
e22 and σe21 are the residuals variances and the
residuals covariance between traits 1 and 2, I is an identity
matrix and T is the genetic relationship matrix between
the animals.
The genetic and phenotypic correlations between each
couple of traits were computed using two different gen-
etic relationship matrices: one computed by using pedi-
gree information only (PED model) and one computed
by including both SNP and pedigree information jointly
(SNPED model). The T matrix used in the PED model was
computed according to Quaas [42] and without using mo-
lecular information. The T matrix used in the SNPED
model was computed according to VanRaden [43], using a
three-generation deep pedigree and the following weights:
T = 0.95G + 0.05A22, where A22 is the relationship matrix
between the genotyped animals computed by using the
pedigree information only [42] and G is the genomic rela-
tionship matrix among genotyped animals. In the software
package used for this study [39], the G matrix is computed
by default as follows: G =WK− 1W, [43] whereW is a rect-
angular matrix (number of animals by number of SNPs’
alleles) with elements: wij = fij − 2pj, where fij is a scalar
equal to the number of copies of one allele an animal i has
at locus j, pj is the frequency of allele j in the population, K
is the diagonal matrix of the scaling parameters with ele-
ments: Kjj= 2∑ pj(1 − pj). The weights of G and are used
for bending the genetic relationship matrix and make it
positive definite, as required for its inversion [43], this is
similar to the bending procedure occurring in AIREML
algorithms for keeping the variance covariance matrix
positive definite [42].
The precision of the heritability and correlation esti-
mates was computed by estimating their standard error
according to the following formulas [44]:
SE h2i
  ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h4i
V σ2gii
 
σ2gii
 2 þ V σ
2
pii
 
σ2pii
 2 − 2C σ
2
gii; σ
2
pii
 
σ2giiσ
2
pii
0
B@
1
CA
vuuuut ;
where SE h2i
 
is the standard error of the estimate of the
heritability of trait i, σ2gii and σ
2
pii are the estimates of its
genetic and phenotypic variances, respectively, V σ2gii
 
,
V σ2pii
 
and C σ2gii; σ
2
pii
 
are the variances of the
estimated values and the covariance between the esti-
mated values, respectively, obtained from the informa-
tion matrix [44]:
SE rg
  ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2g
V σ2g11
 
4 σ2g11
 2 þ V σ
2
g22
 
4 σ2g22
 2 þ V σg21
 
σg21
 2
0
B@
1
CA
vuuuut þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2g
C σ2g11; σ
2
g22
 
2σ2g11σ
2
g22
−
C σ2g11; σg21
 
σ2g11σg21
−
C σ2g22; σg21
 
σ2g22σg21
0
@
1
A
vuuut
;
where SE(rg) is the standard error of the estimate of the
genetic correlation, rg is the estimated value of the gen-
etic correlation; are σ2g11; σ
2
g22 and σg21 the estimates of
the genetic variance components described above and V(.)
and C(..) are the variance of the estimates between paren-
thesis and the covariance between the estimates between
parenthesis, respectively. The same formula was used to
compute the standard error of the phenotypic correlation,
but by filling in the entries concerning phenotypic vari-
ances and covariances.
Significance tests
The parameters under study are the ratio of two nor-
mally distributed variables (heritability) and the ratio
between a gaussian variable over the square root of the
product of two gaussian variables (correlations). The
sampling distribution of heritability can be approximated
to a gaussian distribution under certain specific condi-
tions only [45]. When these conditions are filled, the sig-
nificance test for gaussian variables can be applied.
However, the significance tests for the correlation coeffi-
cient can be developed by deriving its confidence interval
according to Fisher's Z-transformation [46]. Otherwise,
both parameters can be tested by using a re-sampling pro-
cedure such as delete-d jackknife: where d is the number
of observations randomly discarded from the dataset and
n1/2 < d < n (n is the total number of observations in the
dataset) [47]. One thousand sub-samples of the whole
dataset were created by randomly discarding 20% of the
observations. Each parameter computed above was re-
estimated from each sub-sample in order to build its
empirical distribution. The empirical distribution of each
parameter was used to compute the confidence interval of
each parameter by taking its 2.5% quantile as the lower
bound and its 97.5% quantile as the upper bound of each
estimate. The null hypothesis “the estimate is not different
from 0” was tested as follows: if the confidence interval of
the estimate included 0, then the null hypothesis was not
rejected, otherwise the alternative hypothesis “the estimate
is different from 0” was accepted. In order to test whether
the SNPED and SNP models converged to the same esti-
mate, the distribution of the difference between the PED
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and SNPED estimates was built for each estimate as
follows:
½di¼½Pedi‐Snpedi;
where Pedi is the vector containing the n realizations of
the estimate obtained from the PED model, Snpedi is
the vector containing the n realizations of the estimate
obtained from the SNPED model, di the vector of the
differences between and each element of Pedi and
Snpedi. The confidence interval of the distribution of
the difference was computed as above. The null hypoth-
esis “the difference between the estimate obtained from
the PED model and the estimate obtained from the
SNPED model is 0” was tested against the alternative hy-
pothesis “the difference between the estimate obtained
from the PED model and the estimate obtained from the
SNPED model is not 0” as above as well.
Results and discussion
Phenotypic variation
Table 1 shows the summary statistics of the variables
analysed. The transformations applied to the raw faecal
egg counts resulted in the profile of their distribution
being closer to normality. The skewness and normalized
kurtosis of FEC1 changed from 2.11 to −0.44 and from
6.56 to 0.53, respectively; the skewness and normalized
kurtosis of FEC2 changed from 3.87 to 0.14 and from
23.92 to −0.74, respectively. The number of observations
on each trait together with the average, standard devi-
ation, minimum and maximum of the raw observations
are in Table 1. ADG1 was significantly lower than ADG0
(p_value < 0.0001), indicating that infested animals had a
slower growth than the parasite-free animals, as ex-
pected due to the infestation [1].
Table 2 shows the estimate of the phenotypic correla-
tions (below the diagonal) obtained from the two models
for each pair of traits. Although the SNPED and PED
models did not always converge on the same value, ac-
cording to the significance tests described above, these
estimates were not significantly different between the
two models. The estimates of the phenotypic correla-
tions between ADG0 and both FEC1 and FEC2 were not
significantly different from 0: -0.01 (SE = 0.15) and 0.01
(SE = 0.18) for the PED model and 0.02 (SE = 0.11) and
0.04 (SE = 0.11) for the SNPED model. These results
suggest that the phenotype for growth rate in a H. con-
tortus free environment was unrelated to the parasite
resistance phenotype. However, the estimates of both
the phenotypic correlations between ADG1 and FEC1
and between ADG1 and FEC2 were negative: -0.24
(SE = 0.15) and −0.20 (SE = 0.19) for the PED model
and −0.23 (SE = 0.11) and −0.19 (SE = 0.11) for the SNPED
model. These results suggest an inverse proportionality
between the growth rate and the parasite burden, in ac-
cordance with the finding that contaminated animals had
a slower growth than non-contaminated animals. The
average faecal egg count during the second infestation was
significantly lower than the faecal egg count during the
first infestation (p_value < 0.0001), which suggests that the
development of a specific immune response was triggered
by the first infestation, that enhanced the intrinsic resist-
ance of the animals to subsequent infestations [48].
Furthermore, the positive estimate of the phenotypic cor-
relation between FEC1 and FEC2, 0.46 (SE = 0.43) for the
PED model and 0.62 (SE = 0.20) for the SNPED model,
shows that the animals featuring higher (or lower) than
average FEC1 are likely to express higher (or lower) than
average FEC2, and vice versa. This suggests that a re-
peatable variation in susceptibility occurs within the
population.
Genetic variation
Table 2 summarizes the estimates of the heritabilities of
each trait (block diagonal) and the estimates of the gen-
etic correlations (above the diagonal) between each pair
of traits obtained with the PED and SNPED models, to-
gether with the standard error of each estimate (between
brackets). Due to the pedigree structure that includes
only four sires, both the standard errors and the 95%
confidence intervals of the estimates were indeed large
(in particular, those of the PED model), which led to no
significant difference between the estimates obtained
from the two models. The results obtained were in gen-
eral coherent between models, except for the genetic
correlation between ADG0 and FEC1, which was posi-
tive with the SNPED model and negative with the PED
model. However, the latter estimate had a standard error
Table 1 Descriptive statistics of the raw observations
Raw observations Number of observations Average Standard deviation Min Max
ADG0RAW (g/day) 997 293.3 69.4 93.0 504.5
ADG1RAW (g/day) 963 102.8 43.3 −27.0 230.0
FEC1RAW (eggs/g) 987 10494 9827 0 75898
FEC2RAW (eggs/g) 967 2724 4259 0 42667
ADG0RAW = average daily gain before infestation; ADG1RAW = average daily gain during the first infestation; FEC1RAW = faecal egg count during the first infestation;
FEC2RAW = faecal egg count during the second infestation.
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as large as half the parameter space, which resulted in
the confidence of the difference between the two esti-
mates to include 0. The reason for this possible incon-
sistency cannot be defined by the data available for this
study. We can only speculate that it could be the result
of the segregation variance captured by the SNP chip,
because the phenotypes analysed were collected on the
back-cross offspring of only four sires. This pedigree
structure is indeed poorly informative if the estimate is
computed by using pedigree information only, which is
clearly shown by the huge standard error obtained with
the PED model. However, this does not explain why
such a big difference in the estimates occurs between
some pairs of traits only. The heritability of ADG0 was
low for both models, 0.10 (SE = 0.08) for the PED model
and 0.15 (SE = 0.07) for the SNPED model, and is
close to the value 0.17 found in the review of Safari
et al. [27]. The heritability of ADG1 was low as well, 0.16
(SE = 0.04) and 0.11 (SE = 0.06) for the PED and the
SNPED model respectively and no estimates were found
in the literature for ADG1. The estimates for the herita-
bilities of both faecal egg counts were found higher than
those obtained in previous studies [29-32]: FEC1 was
0.21 (SE = 0.06) and 0.38 (SE = 0.04) for the PED and the
SNPED model, respectively; FEC2 was 0.55 (SE = 0.09)
and 0.48 (SE = 0.06) for the PED and the SNPED model,
respectively. The reason for finding a higher value than
in previous studies could be twofold. First, it could be
due to the fact that most of the estimates found in the lit-
erature are computed from observations in natural rather
than experimental conditions, the latter of which allows
controlling more strictly the environmental conditions
and hence could reduce phenotypic variation. The sec-
ond reason could be the occurrence of breed specific
alleles that segregate within the back-cross population,
which inflate the genetic variance compared to a pure
breed population. These values confirm the availability of
a moderate genetic potential in sheep that could be
exploited to enhance resistance to parasites.
Concerning previous estimates of the genetic correl-
ation between growth traits and faecal egg counts, no
other estimations of these parameters based on experi-
mental infestation were found in the literature. Further-
more, previous studies on similar traits based on natural
infestations do not show consistency among them [29-32],
which could be explained by the uncontrolled variation in
the larval challenge, in the pathogenicity of the parasite in
each population, in the feed intake and the interaction
between these three factors [34].
Concerning the genetic correlations between growth
traits (ADG0 and ADG1) and parasite resistance during
the naïve infestation (FEC1), the following picture can be
drawn. In accordance with the estimates of the pheno-
typic correlation between ADG0 and FEC1, the genetic
correlations between these traits were also not signifi-
cantly different from 0: -0.52 (SE = 1.06) for the PED
model and 0.11 (SE = 0.47) for the SNPED model. The
same results were obtained with the estimate of the
genetic correlations between ADG1 and FEC1 (although
their phenotypic correlations were negative according
to both models): -0.19 (SE = 0.80) for the PED model
and −0.12 (SE = 0.58) for the SNPED model. These re-
sults suggest that during the naïve infestation, the geno-
type for growth (ADG0 and ADG1) could be expressed
independently from the genotype for parasite resistance
(FEC1).
The results obtained for the genetic correlations be-
tween growth traits and the long-term resistance (FEC2)
were on the contrary significantly different from 0. On
the one hand, the genetic correlation between ADG0
and FEC2 was positive but not significantly different
from 0 according to the PED model (0.25, SE = 0.85) and
positive (0.57, SE = 0.38) according to the SNPED model.
According to the approximate standard errors, the posi-
tive estimate obtained with the SNPED model is more
reliable and suggests that if animals were selected for
growth in a parasite-free environment, a correlated selec-
tion response for lower long-term resistance to gastro-
intestinal parasites could occur as well. This estimate
supports the hypothesis that enhancing growth traits
could come to a cost to the sheep's long-term suscep-
tibility to parasite infestations, and vice versa [49,50].
On the other hand, the correlation between ADG1 and
FEC2 was consistently negative between models: -0.48
(SE = 0.67) for the PED model and −0.54 (SE = 0.53) for
Table 2 Heritabilities, phenotypic correlations and genetic
correlations obtained by the SNPED model and the PED
model
Traits Model ADG0 ADG1 FEC1 FEC2
ADG0 SNPED 0.15 (0.07)* - 0.11 (0.47) 0.57 (0.38)*
PED 0.10 (0.08)* - −0.52 (1.06) 0.25 (0.85)
ADG1 SNPED - 0.11 (0.06)* −0.12 (0.58) −0.54 (0.53)*
PED - 0.16 (0.04)* −0.19 (0.80) −0.48 (0.67)*
FEC1 SNPED 0.02 (0.11) −0.23 (0.11)* 0.38 (0.04)* 0.62 (0.20)*
PED −0.01 (0.15) −0.24 (0.15)* 0.21 (0.06)* 0.46 (0.43)*
FEC2 SNPED 0.04 (0.11) −0.19 (0.11)* 0.31 (0.08)* 0.48 (0.06)*
PED 0.01 (0.18) −0.20 (0.19)* 0.29 (0.14)* 0.55 (0.09)*
ADG0 = average daily gain before infestation; ADG1 = average daily gain
during the first infestation; FEC1 = faecal egg count during the first infestation;
FEC2 = faecal egg count during the second infestation; SNPED refers to estimates
obtained by using the joint pedigree and molecular information relationship
matrix (SNPED model); PED refers to the pedigree-only relationship matrix (PED
model); the correlations between ADG0 and ADG1 were much more sensitive
than others to the starting values used for the estimation and to re-sampling, and
are not presented; heritabilities are on the block diagonal, genetic correlations
are above the diagonal and phenotypic correlations are below the diagonal;
standard errors of the estimates are between brackets; superscript * marks the
estimates that were significantly different from 0.
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the SNPED model, which suggests that growth during the
naïve infestation can be enhanced together with long-term
resistance to the infestation within a single purebred line.
The genetic correlation between FEC1 and FEC2 was
0.46 (SE = 0.43) and 0.62 (SE = 0.20) for the PED and
SNPED models, respectively, which suggests that these
traits have different determinisms. While FEC1 repre-
sents a measure of the parasite resistance expressed by a
naïve lamb, FEC2 is a measure of the parasite resistance
expressed by an immunized lamb, and indeed the mech-
anisms by which these types of animals respond to the
infestation are different [48].
The estimate of genetic correlation between ADG0
and ADG1 was unstable due to its sensitivity to the starting
values used for its estimation and is not reported.
Standard errors
Table 3 shows both the ratio of the standard errors of
the estimates obtained from the PED model over the
standards error obtained from the SNPED model, which
ranged from 1.04 to 2.25 and also the ratio between the
width of the confidence intervals of the estimates ob-
tained from the PED model over the width of the confi-
dence intervals obtained from the SNPED model, which
spanned an interval between 0.93 and 4.21. According to
the ratio of the standard errors, the SNPED model al-
ways converged to more precise values, while, according
to the ratio of the width of the confidence intervals, the
estimate of the phenotypic correlation between growth
traits and FEC1 obtained from the PED model was
slightly more precise.
The results obtained show that including SNP infor-
mation in the computation of the relationship matrix
between individuals can increase the precision of the
genetic parameter estimates up to twice the precision
obtained by using pedigree information only [51]. The
increase in precision can be explained by the fact that
SNP information allows to compute more precisely than
pedigree information what proportion of genome two in-
dividuals actually have in common. The pedigree struc-
ture in the data available for this study was not ideal to
estimate genetic parameters by pedigree information
only because all observations are recorded on a popula-
tion of animals composed of four groups of half-sibs.
Such a structure causes the pedigree-based relationship
matrix to predict that within each group of half-sibs all
animals share one quarter of the sire’s genome. Whereas,
the marker-based relationship matrix allows capturing
the segregation variance, which means capturing the
random deviation of the proportion of genes shared by
two individuals around the expected proportion of shared
genes according to the pedigree [35].
Conclusions
According to the results obtained by the model includ-
ing both pedigree and molecular information, the geno-
types for growth and for resistance to naïve infestation
can be selected for independently. However, the genetic
correlations between long-term parasite resistance traits
and growth traits were different from 0 and suggest that
increasing growth performance in a H. contortus free
environment could result in more susceptible animals,
whereas growth performance in a contaminated environ-
ment can be increased while enhancing long-term resist-
ance to H. contortus. The two results taken together can
also be interpreted as an indication of genotype by envir-
onment interaction affecting growth expressed across the
two environments [52]. The model that includes pedigree
information only converged to similar results, except for
the genetic correlation between growth before infestation
and faecal egg count during the first infestation which was
affected by a very large standard error. The reason for this
inconsistency needs further investigation.
This study shows that, when the pedigree is poorly
informative using molecular information and pedigree
information jointly result in more precise genetic param-
eters than using pedigree only.
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refer to the genetic correlation estimates; the ratios below the diagonal refer
to the phenotypic correlation estimates; the correlations between ADG0 and
ADG1 were much more sensitive than others to the starting values used for
the estimation and to re-sampling, and are not presented.
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