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ABSTRACT 
     We have obtained an exact expression for the phase-space volume corresponding to a 
microcanonical ensemble of systems under center of mass, total linear and angular momenta  
conservation constraints, and arbitrary constraints on the coordinates of particles of the system. 
Methods are suggested to calculate the phase-space volume and density of states from the mean  
kinetic energy and mean inverse kinetic energy. Methods to control equilibrium in simulations are 
also presented. We have derived exact formulae for several thermodynamic response functions. It is 
shown how to obtain the phase-space volume corresponding to other ensembles when one or 
several of the constraints are removed. It is shown that the phase-space volume of a system at 
positive values of the energy is a polynomial function of the energy if the potential energy of 
interaction between particles of the system consists of a hard-core potential and an arbitrary 
negative potential. We have also shown that the coefficients of the polynomial function can be 
determined from simulations. 
     Key words: finite system, hard-core potential, phasе space volumе, responsе function, 
equilibrium, fluctuation.  
1. INTRODUCTION  
 
     Numerical simulation methods such as molecular dynamics (MD) and Monte-Carlo (MC) 
methods are used as tools for studying properties of a physical system. The simulation methods can 
be used if the number of particles in the system is finite. Clusters as finite systems are physically 
interesting [1—7]. Therefore, consideration of microcanonical ensembles of finite systems under 
various constraints is of great interest [8—11]. In the present work we consider an [E, Q, n, P, L, R] 
ensemble, where E, Q, n, P, L, and R are the same and constant for all systems of the ensemble. 
Here E is the total energy of a system of n particles with masses am , ( na ,...,1 ), P and L are the 
linear and angular momenta of the system, respectively, R is the vector of coordinates of the center 
of mass of the system. Here Q denotes any condition on the coordinates of particles, for example, it 
is well known that a cluster in vacuo may be inherently unstable with respect to evaporation of 
atoms from the cluster. In order to avoid evaporation the cluster is usually placed in a container in 
numerical simulations of clusters [2, 3, 5], in this case Q = V, where V is equal to the volume of the 
container. Alternatively, one can introduce a distance cutoff cr  and take appropriate simulation if an 
atom attempts to evaporate [4], then Q denotes a condition of connectivity of all particles in the 
cluster (two particles are connected if cab rr  , where abr  is the distance between particles a and b).  
 
2. RESULTS AND CONCLUSIONS  
 
     The phase-space volume corresponding to the system in phase space is given by [12]  
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Here 
nñ 3)2(   ,   is Planck's constant, r =( ar , na ,...,1 ), p =( ap , na ,...,1 ), ar  and ap are the 
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 is a Hamiltonian, )(rUU   is equal to the sum of a potential of interaction of 
particles with each other and a potential of external forces, )(x  is a delta-function, )(x  is a 
Heaviside step function. Laplace transformation of the left- and right-hand sides of Eq. (1) and 
Fourier expansions of the last two      -functions in Eq. (1) lead to 
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We sequentially integrate with respect to the momenta, vectors a and b, take the inverse Laplace 
transform of the result, and obtain for n > 2  
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where 63  nN   is the number of degrees of freedom, and I

det321 III , and I  ),,( zyx  are 
the principal momenta of inertia of the system, and I

 is the  tensor of inertia in the center of mass 
of a laboratory-oriented frame with matrix elements 
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     Note that the phase-space volumes for [E, Q, n, P, L], [E, Q, n, P, R], and  [E, Q, n, L, R] 
ensembles are obtained by integrating Eq. (2) with respect to R, L, and P. One can find the phase-
space volumes for [E, Q, n, P], [E, Q, n, R] and [E, Q, n, L] ensembles by integrating Eq. (2) with 
respect to (R, L), (L, P) and (R, P). The phase-space volume for the [E, Q, n] ensemble is 
determined by integrating Eq. (2) with respect to (R, L, P). These integrals are obtained 
analytically.  
     Using the following equation  
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we can easily obtain the partition function for appropriate canonical ensembles (the energy is 
measured from its value at the minimum). Here  
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is the density of states. 
     Knowing the phase-space volume one can easily obtain the entropy S, the microcanonical 
temperature T and the pressure  p by [8, 9, 12]  
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Here k is the Boltzmann constant. We find from Eqs. (2), (3)  
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From Eqs. (2), (5), and (7) one can obtain 
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where  UMEK  2/2P  is the kinetic energy, and  
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     From (8) and (10) we obtain an exact formula for the mean relative fluctuations of the kinetic 
energy,  
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Equation (8) gives  
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We integrate (13) and obtain  
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where 0E  is some value of the energy, and )(2/)()( 000 EKENE  , )(EA  denotes the 
dependence of  A  on energy E. 
     A good deal of effort was devoted to calculate the density of states   [13, 14]. The multiple 
histogram method [15, 16] and the adiabatic switching method [17] were used. We consider the 
Eqs. (14), (15) as a tool for determining the phase-space volume   and the density of states   
from a caloric equation of state, that is, a dependence of  K  on the energy E if the latter is 
known from simulations. This tool was first suggested in [18] and successfully used to determine                 
)(E  and )(E  of 13LJ  cluster in order to estimate the evaporation rate of particles from the 
cluster. If the mean kinetic energy   )(EK   is determined from simulations, one can calculate 
the mean relative fluctuations of the kinetic energy, )(EK , using Eqs. (12), (14), and (15). Then 
by comparing the calculated )(EK  with that obtained from simulations one can determine the 
degree of equilibrium in the system, because the quantities must be equal to each other if conditions 
of the hypothesis of equal a priori probabilities are provided in the simulations. This method was 
used in [18-20] to control equilibrium in small clusters.  
     Equation (9) gives  
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We integrate (16) and obtain  
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     We suggest to use Eqs. (17) and (18) to determine )(E  and )(E  from a dependence of the 
mean of inverse kinetic energy  1K  on the energy E. If )(1 EK    is determined by a 
simulation method, one can calculate the mean relative fluctuations of the kinetic energy, )(EK , 
by using Eqs. (12), (17) and (18). Then by comparing the calculated )(EK  with that obtained from 
simulations one can determine the degree of equilibrium in the system. We note also that if 
)(EK   and )(1 EK    are determined by simulations, one can calculate the density of states 
using two ways, i.e., using Eq. (15) or (l7). Then by comparing the calculated densities of states 
with each other one can determine the degree of equilibrium in the system. Equations similar to 
Eqs.  (8)-(18) can be obtained for other microcanonical ensembles and used to determine   and  , 
and to control equilibrium in simulations of these ensembles.  
     It is necessary to determine )( 0E  in Eqs. (14), (15) and (17), (18) to obtain the absolute values 
of the phase-space volume and density of states. Fortunately most of practically interesting systems 
have global minima on the potential energy surface U'=U'(r), and for such systems )( 0E  can be 
determined explicitly at  00 E . Indeed, the harmonic approximation can be used at a global 
minimum at small energies. The equations  
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are valid in the harmonic approximation (the energy is measured from its value at the minimum) 
[3]. Here  
N
i i
N
1
 , and i  are the frequencies of harmonic oscillators. Using (13) and (l6) we 
obtain for a system of N harmonic oscillators  
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We find from Eqs. (13)-(15) and (16)-(18)  
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     If conditions of the hypothesis of equal a priori probabilities are provided in MD or MC 
simulations, i.e., the system is in equilibrium conditions, the following identity, obtained from Eqs. 
(20) and (22), must be satisfied 
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Deviation of a system from Eq. (23) means that the system does not reach equilibrium conditions.    
     For an ensemble of systems of n particles occupying a volume V (Q = V), i.e. for an [E, V, n, P, 
L, R] ensemble it is convenient to scale the coordinates, 3/1/Vrr  , in Eq. (2), which transforms  
  into the form  
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where  r  satisfies  EVU  ),( r ,  2 nn ,  and   
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R , R , I

 and I  ( 3,2,1 ) do not depend on V. Equation (6) leads to  
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The last term in Eq. (25) for the pressure disappears at L=0, and at  PRILI -1-1
 3/1V . 
From Eqs. (5) and (24) we obtain exact formulae for thermodynamic response functions, that is, the 
heat capacity VÑ , Gruneisen parameter EpV  /  and bulk modulus SS VpVB )/(   
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     [E, V, n] and [E, V, n, P] ensembles were earlier treated in [8, 9] and [10], respectively. An 
expression for the density of states corresponding to a [E, V, n, P, L] ensemble was earlier obtained 
in [11].  
     We note that conservation of coordinates of the center of mass of a system can appreciably 
change the properties of the microcanonical caloric curve and the equation of state of a small finite 
system (see [21] where exact analytical expressions for the phase-space volume and density of 
states of a system of two particles interacting by both Lennard-Jones and Morse potentials in a 
spherical volume were obtained). 
     Let us consider a special case of potential energy, ),...,( 1 nU rr  if some abab σr  , and   
0),...,( 1 nU rr if otherwise ( abσ  are constants). We integrate Eq. (2) with respect to (R, L, P) and 
obtain for the phase-space volume corresponding to a [E, Q, n] ensemble  
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This expression takes the following form at 0E    
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     For an even number of particles n we expand 
2/3)( nUE   as a polynomial function of the energy 
E with coefficients lA  which does not depend on the energy (L=3n/2) 
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     We find from (8)  
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If we find from simulations the mean kinetic energy )(EK   for L+1 different values of the 
energy E  ( L,...,0 ) and the following system of  L+1 linear equations  
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has a single solution, we can determine the L+1 coefficients lA  (l= 0, ..., L) as the solution of this 
system of equations. Having known all lA  we can determine the phase-space volume for arbitrary 
0E . All coefficients lA  can be also determined by interpolating the caloric curve )(EK   in 
some interval of energy at 0E  by Eq. (27). Equation (26) can be used to determine 
thermodynamic properties of gases, fluids and solids at high energies.  
     Expansions similar to (26) can be obtained for [E, Q, n, P, L = 0, R], [E, Q, n, P, L = 0] and [E, 
Q, n, R] ensembles if n is even and the coefficients of these expansions can be obtained from 
simulations in a similar way as for an [E, Q, n] ensemble. If the number of particles n is odd, we can 
obtain expansions similar to (26) for [E, Q, n, P, R], [E, Q, n, L = 0, R], [E, Q, n, L = 0] and [E, Q, 
n, P] ensembles, and the coefficients of these expansions can be obtained from simulations in a 
similar way as for an [E, Q, n] ensemble.  
     We have obtained an exact expression for the phase-space volume corresponding to a 
microcanonical ensemble of systems under center of mass, total linear and angular momenta 
conservation constraints, and arbitrary constraints on the coordinates of particles of the system. 
Methods are suggested to calculate the phase-space volume and density of states from the mean 
kinetic energy and mean inverse kinetic energy. Methods to control equilibrium in simulations are 
also presented. We have derived exact formulae for several thermodynamic response functions. It is 
shown how to obtain the phase-space volume corresponding to other ensembles when one or several 
of the constraints are removed. It is shown that the phase-space volume of a system at positive 
values of the energy is a polynomial function of the energy if the potential energy of interaction 
between particles of the system consists of a hard-core potential and an arbitrary negative potential. 
We have also shown that the coefficients of the polynomial function can be determined from 
simulations.  
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