with time-invariant simulated Gaussian data. This corresponds to an increase 10 from a 2.0% to 2.9% probability of such events. We derive an analytical cor- 
Introduction
Quantifying to what extent the magnitude and frequency of extreme events are changing 18 is a priority in climate change research [IPCC , 2012; Seneviratne et al., 2014] . In recent 19 years, unusually hot temperature extremes have occurred and these events are increasingly 20 exceeding the range of historical variability [Rahmstorf and Coumou, 2011; Mora et al., 21 2013]. Considerable scientific debate has sparked around whether present-day changes in 22 extreme events are due to the shifting mean climatology, or whether we are also confronted 23 with changing variability [Hansen et al., 2012; Huntingford et al., 2013 ; Alexander and A widely used approach to address this question relies on normalizing climate data rel-29 ative to a reference period [Hansen et al., 2012; Coumou and Robinson, 2013; Huntingford 30 et al., 2013; Kamae et al., 2014; Curry et al., 2014] aiming to objectively compare tem- 
The idea is to rank or count events based on departures from the local climatology (as 
Methodology and Results

Normalization-induced artefacts and an analytical correction for quantifying extremes
To test the suitability of the reference-period normalization, we conduct Monte-Carlo 50 simulations with independent and identically distributed random variables drawn from 2.12 (3.32 ) , respectively, if n = 30) would allow for the detection of the correct number 96 of events (Figure 2a , Figure S1 for an illustration of the correction procedure). Further,
97
it is worth noting that even with an increasing number of samples in the reference period, 98 the convergence to small biases is slow. For autocorrelated data the artefacts are even 99 more pronounced owing to a smaller e↵ective sample size ( Figure S2a and Figure S2b , 100 respectively).
101
Before applying the proposed analytical correction we have to consider that tempera-
102
tures at monthly or seasonal time scales are typically non-stationary [Ji et al., 2014] severely deflates (inflates) the biases for the upper tail ( Figure S2a ,b). These insights are 108 equally applicable to the lower tail of the distribution if the sign of the trend is reversed.
109
To assess the issue of non-stationarity in more detail, we consider trends and changes in in two di↵erent reference periods (1921-1950 and 1951-1980 [Huntingford et al., 2013] . Lastly, we derive seasonal averages of the 'area 150 a↵ected by extremes' for Northern hemisphere summer (JJA, Figure 3 ).
151
Our analysis reveals that the exceedance of monthly 2 and 3 temperature extremes in 1963-1980 and 1981-1996 deviation in artificial Gaussian data (Fig. 4a) , whereas the latter is achieved by using
191
an earlier reference period and the application of our analytical correction.
192
The empirical and analytical corrections reduce the increase in normalized variability (1981-2006 vs. 1955-1980 changed [Huntingford et al., 2013] , and additionally show that this finding holds both in 206 absolute and normalized terms.
207
Finally, another recent study [Kodra and Ganguly, 2014] reports that asymmetry in 
Outlook and Conclusion
The observation that a commonly used normalization of temperature data is inappro- by the statistical issues reported in this paper.
243
In conclusion, data normalization for the detection of changes in extremes or variability
244
has to be applied with caution: otherwise there is a risk to arbitrarily inflate both extremes At any grid cell i, time series of the form X t,i ; t = 1, ..., n; i = 1, ..., k are normalized to yield standardized 'z-scores' with respect to a defined reference period as a subset of the full record:
In this example, each sample in each time series X t,i is drawn independently from a Gaussian distribution with the expected value E[X t,i ] = µ i and the variance given by V ar(X t,i ) = show that this widely used normalization approach changes the statistical properties of the distribution across grid cells. This extends an issue previously discussed [Zhang et al., 2005] , but here we are not confined to percentile-based estimates of temperature extremes.
In the following subsections we distinguish normalization in the reference period (where D R A F T November 2, 2015, 10:58pm D R A F T
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the estimators are dependent on the samples) from the normalization in the out-of-base period, where the estimators are independent from the samples.
In the following sections we consider each grid cell independently. In order to improve readability, we therefore omit the index i for the grid cells and simply write X t .
Text S2a. Normalization in the out-of-base period
At any time t in the (independent) out-of-base period, the anomalies are given by the random variable
with di↵erent realizations across grid cells. Consequently, anomalies that are generated by subtracting the reference period (that is, independent) sample mean follow again a
Gaussian distribution, because the di↵erence between two Gaussian variables X = X 1 X 2 is Gaussian distributed [Johnson et al., 1994] with µ = µ 1 µ 2 and variance
i.e.,
Please note that the increase in variance caused by deriving anomalies and implied by Eq. 5 holds for any distribution with finite variances, i.e. not only Gaussian distributions.
Dividing anomalies by the estimated standard deviation ('standardizing') yields standardized 'z-scores':
D R A F T November 2, 2015, 10:58pm D R A F T Following Eq. 3, the 'z-scores' are characterized by Student's t-distribution with ⌫ = n 1 degrees of freedom (cf. the definition of the t-distribution [Fisher , 1925] ), which is scaled by the variance inflation given in Eq. 5:
Hence, after normalization, we expect the grid cell values at any given time step t in the out-of-base period to follow a scaled t-distribution (Eq. 7), rather than the Gaussian distribution as implied in earlier reports [Hansen et al., 2012; Coumou and Robinson, 2013] . Although the t-distribution converges against the Gaussian distribution for a large number of degrees of freedom (i.e. increasing n ref , see Figure 1 and Figure S1 ), its tails are considerably heavier even for a relatively large number of degrees of freedom. This well-known distribution allows us to derive a correction based on quantiles for normalized z-scores that can be constructed by adjusting the ' -extreme' of interest using Eq. 7 (see Figure S1 for an illustration). For example, the probability of a 2 -extreme in a Gaussian distribution corresponds to a 2.12 event in the scaled t-distribution (for n ref = 30, Section S1).
Text S2b. Normalization in the reference period
In the reference period, the estimators of mean and variance are not independent from the samples. This fact causes the underestimation of extremes in the reference period, as illustrated for instance in Figure 1 in the main paper. In this subsection, we first discuss the changes induced to the distribution by deriving anomalies (i.e. Eq. 4), and secondly demonstrate how changes induced by normalization according to Eq. 6 in the reference period can be analytically corrected. 
A subsequent standardization of anomalies following Eq. 6 in the reference period changes the sample distribution across grid cells qualitatively to a non-Gaussian distribution. The resulting distribution follows a beta-distribution [Thompson, 1935; Johnson et al., 1995] (
Alternatively, the distribution of standardized anomalies within the reference period has been described as a 'tau-distribution' [Thompson, 1935] , where ⌧ is defined as
Here, tau is related to a t-distribution with ⌫ = n ref 2 degrees of freedom
Similarly to above, the transformation given by Eq. 8 can be used to adjust the detection of normalized extremes within the reference period by quantile adjustments (see Figure S1 ). From the quantile-quantile plots shown in Figure S1 D R A F T November 2, 2015, 10:58pm D R A F T it becomes obvious that a normalization across time-invariant Gaussian data yields an underestimation of extremes in the reference period (a), and an overestimation in the out-of-base (independent) period (b).
Text S3. Monte Carlo simulations
In order to test how specific features that are present in climatic data might a↵ect the biases in normalized tails in the detection of spatially aggregated extremes, we conduct a variety of Monte-Carlo type simulations.
Each simulation is set up as follows:
• Generate k = 10 5 time series, each of which with n = 130 data points, drawn independently from a Gaussian distribution (exception: autocorrelated time series, see below).
• Define a reference period length of n ref = 30, which has been used in climatological studies [Hansen et al., 2012] (exception: experiment using a variable reference period length, see below).
• Define remaining 100 data points in each time series as the out of base period.
• Detect extremes by counting ' extremes' in normalized and original time series for each time step t.
• Calculate the biases in the tails as relative di↵erences (in percent) between the conventionally normalized time series (Eq. 2 in the main text) and the original time series we vary the length of the reference period ( Figure S2a ). The biases are decreasing for longer reference periods. However, in practical terms relatively large sample sizes in the reference period are needed in order to detect relatively rare events with small biases if the conventional normalization scheme is used.
Second, we assess the e↵ect of autocorrelation on the biases in the normalized tails.
Autocorrelation is a feature frequently present in climatic time series [Zwiers and von Storch, 1995] , and hence should be accounted for in statistical analyses. We simulate time series from an AR(1) process as
with white noise innovations Z ⇠ N (0, ⌧ 2 ). The model's parameter ↵ determines the strength of the autocorrelation and is varied in the range 0  ↵  0.9. The overestimation of extremes strongly increases for autocorrelated data, which urges for caution in using a normalization scheme in such time series. The reason for the stronger overestimation compared to the standard normalization procedure is three-fold: Firstly, the variance of the sample mean of autocorrelated data [Zieba, 2010] is larger as compared to Eq. 2:
where ⇢ k denotes the autocorrelation coe cient of the AR(1) model. Secondly, the standard variance estimator (Eq. 3) is biased for autocorrelated data [Bayley and Hammersley, 1946] . The construction of an unbiased variance estimator is possible [Zieba, 2010] , but requires the autocorrelation structure to be known exactly.
D R A F T
November 2, 2015, 10:58pm D R A F T Thirdly, the normalized distributions follow Student's t-distribution (as above), if the variance and mean estimates are derived from an independent sample. Hence, these three issues are causing the drastically increasing biases seen in Figure S2b for autocorrelated data.
Furthermore, trends and changing variance are common features in climatic time series [Ji et al., 2014; Huntingford et al., 2013; Screen, 2014] . We test empirically how changes in the mean or variance in the independent period are changing the detection biases in normalized extremes. To do so, we add various o↵sets in the range 1   +2[ ].
Similarly, we change the variance in the out-of-base period to 0.5   2. Subsequently, the relative di↵erence between the standard normalization scheme and the true number of extremes is calculated ( Figure S2c 
This can be seen as a centering and scaling of the enumerator in Eq. 13 to yield a unit normal variable and an additive non-centrality-parameter. Hence, the division by the estimates of the standard deviationˆ ref yields a scaled version of the non-central tdistribution (Eq. 14), implying k = n ref 1 degrees of freedom. Therefore, an analytical correction similar to Section S2 can be constructed if the change in location and scale outside the reference period can be estimated (see also Figure 2 , main text). However, since estimates of trends or variance changes are made on relatively short time series, and because these are not independent from the estimated mean or variability, some minor biases remain (Figure 2 , main text). These biases are negligible if only the mean has changed, and they are much smaller than biases in the tails induced by an uncorrected normalization procedure if variance changes are estimated as well. Nevertheless, we argue for some caution if very rare events are to be detected based on the application of a normalization transformation.
Text S5. Subtraction of trend components before computing standard deviation estimates Several previous papers have used detrending procedures before estimating the standard deviation in a reference period [Coumou and Robinson, 2013; Huntingford et al., 2013] . 
Text S6. Asymmetry in temperature distributions
Another important question to test is whether recent estimates of asymmetry [Kodra and Ganguly, 2014] in seasonal extreme value distributions might be a↵ected by subtracting a 'historical climatology', estimated from each time series. For this purpose, we follow the methodology of an earlier study [Kodra and Ganguly, 2014] but with i.i.d. Gaussian variables:
• We generate 60 seasons with each 90 days in k = 10, 000 time series (that is, in analogy to spatial replicates)
• For each season, we only retain the maximum value. This procedure yields a distribution that can be approximated by a Weibull type extreme value distribution [Coles et al., 2001] • Now, each time series is split into a historical and future period (first and second half of the time series, respectively)
• Following Kodra and Ganguly [2014] , we compute the mean of the 'historical' period and subtract it from each times series.
• Subsequently, percentiles of the future and historical period are computed across all time series, and percentile-wise di↵erences between the future and historical period are analyzed ( Figure 5) • We compare the so-derived percentile-wise changes to simply generating the differences between future and historical percentiles without the previous transformation As shown in Section S2, this procedure invariably leads to an inflation (reduction) of the variance in the surrogate 'future' ('historical') period. Hence, the upper tail of the 'future' extreme value distribution has increased, whereas the lower tail has decreased relative to untransformed changes (see red and grey lines in Figure S5a ). However, since extreme value distributions are skewed, the change in variability also explains the observation of increased assymetry, if the changes in both tails are compared ( Figure S5b ). This increased asymmetry is not observed if the analysis is conducted without subtracting historical means (grey line in Figure 5b ). These results are shown for extreme value distributions generated by retaining the highest value in each season, but would apply equally if only seasonal minima were retained (but with reversed changes in asymmetry). 
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