In this paper we present a lemma and two theorems. These theoretical results will be used to test whether or not a given surface model can be developed. We then choose some examples to demonstrate how to perform these tests. All of these theories and examples are for general purposes, and are not restricted to any particular field. Although all examples are in three-dimensional space, it can be expanded to finite n-dimensional Euclidean spaces. The objective of this paper is to link the relationship between developable surfaces and information loss.
Introduction
Fitting a set of observed data to a preselected model was a fundamental rule used by almost all researchers. For instance, ,in a clinical trial, Tweedie used the Inverse Gaussian Distribution to study the effect of a drug on its first passage time taken by a jejural biopsy capsule leaving the stomach, to travel from the pylorus through the duodenum and into the jejunum. Working in collaboration with statisticians at the Clinical Cancer Research Institute in Liverpool, Tweedie studied the distribution of survival times for patients who had been treated for cancer, and fitted the Inverse Gaussian distribution with considerable success. He also found that the anti-lognormal and Weibull distributions were poor fits. More information on this study and related studies can be found in Villarroya and Oller (1991) and books by Seshadri (1993) and Tweedie (1945) . Additionally, astronomers used the extreme value distribution in evaluating the validity of outlying observations. However, this distribution was also used in a variety of applications related to natural phenomena such as rainfall, floods, wind gusts, air pollution, and corrosion. The early works by Fuller and Griffith on the subject were highly specialized, being in the fields of application, as well as in their methods of physical analysis. This area of research initially attracted the interests of theoretical probability researchers, engineers and hydrologists. Historically ,work on extreme value length problems can be dated back to as early as 1709, when Nicolar Bernoulli studied the mean largest distance from the origin with n points lying at random on a straight line of length t. The most extensive bibliographies that contain more than 350 references about this distribution can be found in Johnson, Kotz, and Balakrishnan. Among all the fitting models, most researchers ignored a fundamental problem, i.e., the information loss problem. Efron (1975) resolved this issue by defining the curvature of a statistical problem by introducing so-called second-order efficiency. The key to his approach is to show that one-parameter exponential families have very nice properties for estimation, testing, and other inference procedures. The reason is that they can be considered to be "straight lines" through the space of all probability distribution on the sample space. He then used these arbitrary one-parameter families to quantify how close they were "exponential". Efron defines a quantity called "the statistical curvature". He finds that statistical curvature is identically zero for exponential families, and positive for non-exponential families. He then demonstrated that the families with a small curvature enjoy the good properties of exponential families, and a large curvature indicates a breakdown of these properties. Efron concludes that statistical curvature turns out to be closely related to Fisher and Rao's theory of "second-order efficiency". In this paper we extended his proposal to general Euclidean n-dimensional space. We prove one lemma and two theorems for the general purposes to test to determine whether a given model can be developed. First, the form of the surface must be determined, so the correct theorem or lemma can be applied.
Condition for Developable
We define our notation as follows: 
where I is called the first fundamental form, and II the second fundamental form, in which E, F and G are the coefficients of the first fundamental form; and e, f and g are the coefficients of the second fundamental form. Both N (usually mean normal direction) and x are surface functions of u and v, which in turn depend on curve C. If we take the derivative with respective to N and x, we will get the identities:
Theorem 2.1 A necessary and sufficient condition that a surface be developable is that the Gaussian Curvature vanishes. We shall prove that 2 0 eg f  is not only a necessary, but also a sufficient condition for a surface to be developable.
For this we appeal to the identity. (2.7)
Even though the Gaussian Curvature is different from zero, K will decrease to zero, when v gradually increases to infinity. We may claim that Gaussian Curvature can asymptotically drop to zero, and ignore information loss.
MONGE Patch
It often occurs that the parametric equation is not available. However, we know the equation z=f(x,y),in other words, we are given z as a function of (x,y). Hence, we need to answer the following question: What is the second fundamental form when the surface is given by the equation z=f(x,y)?
(3.1) 
We can derive the following lemma. 
The advantage of this matrix form is that it is easy to extend to n-dimensional functions. 
Concluding Remark
Experimental data usually can be fitted by a multiple linear regression model. Suppose that the response y is related to n covariates, also known as explanatory variables, regressors, or predictor 12 , ,... n x x x is in a linear functional form.
Statisticians call this regression analysis. Mathematically speaking, we fit the data in a hyper-plane that is the plane in n-dimensional space. Since the Hessian matrix has all second-order partial derivatives, the elements in that matrix are all zero. This means that the determinant of Gaussian Curvature equals zero. In this sense, we can be sure that the multiple linear regression analysis, in general, has no information loss problem. However, from Example 2.1 we see that Gaussian curvature is different from zero. Therefore, there is information loss. It is natural to ask how much information was lost due to the use of that model. Efron (1975) considers arbitrary one-parameter families and quantifies how nearly "exponential" they are. A quantity , ()  , called "the statistical curvature" at  is introduced such that ()  is identically zero if the model is exponential, and greater than zero, for at least some  values otherwise. Efron
shows that the models with small curvature enjoy nearly the good statistical properties of exponential families. Large curvatures indicate a breakdown of this favorable situation. We adopt his fundamental proposition and extend it to n-dimensional space. If n-dimensional Gaussian curvature equals zero, we can be sure there is no information loss. However, if the Gaussian curvature in n-dimensional space is a positive number, then the smaller curvature is better than the larger one. In other words, the smaller Gaussian curvature causes less information loss.
