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We prove Borel summability in nonsingular directions of solutions
of partial differential equations of the form ut = a(z)uzz where a(z)
is a quartic polynomial and the initial condition is analytic. In the
special case a(z) = z we obtain the detailed resurgent structure;
even in such a simple case, the structure of the singular manifolds
is quite intricate.
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1. Introduction
In this paper we study partial differential equations of the form
ut = a(z)uzz (1)
with the initial condition
u(z,0) = √π f0(z),
where a(z) is a quartic polynomial1 and f0(z) is analytic. Looking for a formal solution of the type
u˜(z, t) =
∞∑
n=0
fn(z)t
n, (2)
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fn(z) = a(z) f ′′n−1(z)/n =
(
a(z)∂2z
)n
f0(z)/n! = a(z)n f (2n)0 (z)/n! + · · · . (3)
Since | f (2n)0 (z)| = O ((2n)!), u˜(z, t) is Gevrey-one at zero with respect to the time variable t . The
purpose of the paper is to prove the Borel summability of the formal solution u˜(z, t) in its nonsingular
directions.
In 1999 Lutz, Miyake and Schäfke [11] considered this problem for the complex heat equation,
that is, in the case a(z) = 1, and provided a necessary and suﬃcient condition on the initial condition
f0(z) for the Borel summability of u˜(z, t) in a given direction arg t = θ . After the work of Lutz, Miyake
and Schäfke, various authors have extended their results and discussed the Borel summability (or,
more generally, the multisummability) of formal power series solutions of partial differential equa-
tions with constant coeﬃcients. See, for example, [5,12,9,6,7]. See also [17] for a Gevrey-asymptotics
approach to Borel summability in constant-coeﬃcients, inhomogeneous heat equations, and [13,14,10]
for some related results. More recently Balser and Loday-Richaud [8] dealt with Eq. (1) in the linear
case a(z) = z, and gave a necessary and suﬃcient condition on the initial condition f0(z) for the Borel
summability of u˜(z, t). In [8] the problem studied is summability along an arbitrarily ﬁxed direction,
uniformly in z. The summability of u˜(z, t) in general depends on the variable z in the case of variable
coeﬃcients. In this paper, ﬁxing an initial condition f0(z) to be a simple rational function 1/(z2 + 1)
and analyzing the singularity structure of the Borel transform of u˜(z, t), we clarify for which z the
Borel summability (in a given direction arg t = θ ) of the formal solution u˜(z, t) of (1) does hold. The
Borel transform B is deﬁned as the formal inverse Laplace transform (see [15]); the applicability of
the inverse Laplace transform is justiﬁed subsequently, by proving that the Laplace transform of this
Borel transform exists.
Before starting our analysis, we ﬁrst write down an integral equation that the Borel transform
should satisfy. In view of (2), it is natural to take the Borel transform of (1) with respect to 1/t .
Substituting t = 1/T and v(z, T ) = T−1/2u(z,1/T ), we get
− 1
2T
v(z, T ) − vT (z, T ) = a(z)
T 2
vzz(z, T ). (4)
The Borel transform of (4) in T is
pV pp + 3
2
V p = a(z)Vzz (5)
with V (z, p) = B{v(z, T )}(p). The transformations s = 2√p, W (z, s) = s2 V (z, p) then yield
Wss = a(z)Wzz. (6)
The initial conditions for (6) are:
W (z,0) = f0(z) and Ws(z,0) = 0. (7)
The fact that Ws(z,0) is zero comes naturally from the link between W and the Borel transform
of (2) (via the change of variables s = 2√p). We further let y(z) = ∫ zz0 a(s)− 12 ds, denote the inverse
function y−1 by z = φ(y) and let g(y, s) = W (φ(y), s)a(φ(y))−1/4, giving
gss = gyy + n(y)g (8)
where
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′′(φ(y))
4
− 3(a
′(φ(y)))2
16a(φ(y))
with initial conditions g0(y) = f0(φ(y))a(φ(y))−1/4 and gs(y,0) = 0.
By Duhamel’s principle, we obtain the following integral equation:
g(y, s) = g0(y + s) + g0(y − s)
2
+ 1
2
s∫
0
y+(s−s˜)∫
y−(s−s˜)
n( y˜)g( y˜, s˜)dy˜ ds˜. (9)
In what follows we mainly use the integral equation to analyze g(y, s), which is essentially the
Borel transform of u˜(z, t) except for some simple multiplicative factors. In Section 2, as a prototyp-
ical case, we study the case a(z) = z and then discuss the case where a(z) is a quartic polynomial
in Section 3. In Sections 4–5 and Appendix A we employ more detailed method to obtain the full
resurgent structure of W (z, s) in the case a(z) = z. In the next section, however, we use a(z) = z only
to simplify the notation.
2. A prototypical case: a(z) = z, f0(z) = 1z2+1
We start with the study of one of the simplest cases, a(z) = z. We analyze this example using
methods that generalize to any quartic polynomial. The concrete choice a(z) = z merely simpliﬁes the
notation to make the discussion clearer. In Section 4 we return to this case with different methods,
to obtain the full resurgent structure.
The main strategy here is to use contractivity methods in suitable norms and a self-contained
domain in C2 for the reformulated integral equation (9) to show uniqueness of an analytic solution
with suitable exponential bounds showing its Borel summability. The methods extend in a sense those
of [1]. Some of the norms have been introduced earlier [2,3].
Integral setting. Consider the domain D = {(y, s) ∈ C2: dist(y + λs,S) >  for all −1 λ 1} where
S is R− (or any other square root branch cut) together with S0, the set of all the singular points
of g0(y) and n(y). Let Bδ = { f : analytic in D such that ‖ f ‖  δ} when δ = 2‖g0‖ with the norm
‖g‖ := sup(y,s)∈D e−ν1|y|−ν2|s||g(y, s)| for suﬃciently large 0 < ν1 < ν2. Then, noting that y = 2
√
z,
n(y) = − 34 y−2 for z0 = 0, and g0 = 16
√
2/(
√
y(y4 + 16)), we obtain the integral reformulation
g(y, s) = g0(y + s) + g0(y − s)
2
− 1
2
s∫
0
y+(s−s˜)∫
y−(s−s˜)
3
4 y˜2
g( y˜, s˜)dy˜ ds˜ =: μ(g). (10)
Theorem 1. In the setting above, we have:
(i) μ is a contractive mapping from Bδ to Bδ . Thus (10) has a unique solution g.
(ii) The solution g is Laplace transformable in a direction θ in p if y does not belong to the set S(θ) :=⋃
y∈S0({y} + eiθ/2R).
Note 2. The restriction on y is not merely technical. In S the Borel transform of the solution typically
has singularities except possibly at the zeros of a(z). (If a(z) = z, it is shown that z = 0 is not a
singular point; cf. Theorem 10(i) below. In general, we believe, but do not prove here, that the points
that a(z) = 0 are not singularities.)
Proof of Theorem 1. (i) The integration paths in (10) are taken to be straight line segments. Then,
for any (y, s) ∈ D , ( y˜, s˜) is also in D: s˜ = ts for 0  t  1, and y˜ = y + τ (s − s˜) = y + τ (1 − t)s for
−1 τ  1. So dist( y˜ + λs˜,S) = dist(y + (τ (1− t) + tλ)s,S) >  since −1 τ (1− t) + tλ 1.
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∥∥μ(g)∥∥ ‖g0‖ + sup
(y,s)∈D
e−ν1|y|−ν2|s| 1
2
∣∣∣∣∣
s∫
0
y+(s−s˜)∫
y−(s−s˜)
− 3
4 y˜2
g( y˜, s˜)dy˜ ds˜
∣∣∣∣∣
 ‖g0‖ + 3‖g0‖
42
sup
(y,s)∈D
e−ν1|y|−ν2|s|
s∫
0
eν2|s˜|
y+(s−s˜)∫
y−(s−s˜)
eν1| y˜||dy˜||ds˜|
 ‖g0‖
+ 3‖g0‖
42
sup
(y,s)∈D
e−ν1|y|−ν2|s|
s∫
0
eν2|s˜|
( y−(s−s˜)∫
y
eν1| y˜||dy˜| +
y+(s−s˜)∫
y
eν1| y˜||dy˜|
)
|ds˜|. (11)
Since each integration is along the line segment connecting the end points, parameterizing in
terms of the arc length |dy˜|, say w , | y˜| becomes concave up. Moreover, letting w = 0 at y˜ = y,
| y˜| cannot exceed |y| + |s − s˜| at both end points w = |s − s˜| (as | y˜ +  y˜|  | y˜| + | y˜|), so, for
both integrations, | y˜| as a function of |dy˜| is bounded by the line segment connecting (0, |y|) and
(|s − s˜|, |y| + |s − s˜|), and we get:
y−(s−s˜)∫
y
eν1| y˜||dy˜| +
y+(s−s˜)∫
y
eν1| y˜||dy˜| 2
|s−s˜|∫
0
eν1(|y|+w) dw  2
ν1
eν1(|y|+|s−s˜|) (12)
and so the outer integration is bounded by:
2
ν1
s∫
0
eν2|s˜|+ν1(|y|+|s−s˜|)|ds˜| = 2e
ν1|y|+ν2|s|
ν1
s∫
0
e−(ν2−ν1)|s−s˜||ds˜|
= 2e
ν1|y|+ν2|s|
ν1
|s|∫
0
e−(ν2−ν1)(|s|−u) du  2e
ν1|y|+ν2|s|
ν1(ν2 − ν1) , (13)
and since  > 0 is ﬁxed, there exist large enough 0 < ν1, ν2 − ν1 so that:
∥∥μ(g)∥∥ ‖g0‖ + 3‖g0‖
22ν1(ν2 − ν1) < 2‖g0‖ (14)
proving μ is a map from Bδ into Bδ.
(Note that the second equality of (13) comes from the fact that s˜ is on the line segment between
the origin and s, and we can parameterize: u = |s˜|.)
Contractivity follows immediately in the same way:
∥∥μ(g1) − μ(g2)∥∥ 3‖g1 − g2‖
42ν1(ν2 − ν1) < ‖g1 − g2‖, (15)
and so we have a solution of (8) in Bδ .
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the deﬁnition of S) we ﬁnd that the function g is well deﬁned along eiθ/2R+ in s, which corresponds
to p ∈ eiθR+ . A sequence of inverse transformations gives the solution of (5):
V (z, p) = 1√
p
z
1
4 g(2
√
z,2
√
p),
so for any T with (T eiθ ) > 0,
∞eiθ∫
0
e−pT 1√
p
z
1
4 g(2
√
z,2
√
p)dp
exists since g ∈ Bδ , and
∞eiθ∫
1√
p
e−pT+2ν2
√
p dp
exists as well. Therefore, the solution is Laplace transformable in the direction of θ . As an example,
we can see that for any y whose imaginary part is different from 0 and ±√2, the solution is well
deﬁned and Laplace transformable along R+ .
Corollary 3. The formal solution u˜(z, t) of Eq. (1) with a(z) = z and f0(z) = 1/(z2 + 1) is Borel summable in
any direction θ in t (or in T = 1/t) if z lies outside the set
{
z ∈ C
∣∣∣
z∫
0
ζ−1/2 dζ ∈ S(θ)
}
, (16)
that is,
⋃
z∗=0,±i
{
z ∈ C
∣∣∣ 	
(
e−iθ/2
z∫
z∗
ζ−1/2 dζ
)
= 0
}
. (17)
Note that in the case where a(z) = z and f0(z) = 1/(z2 + 1) we have S0 = {0,2
√±i}. Thus the set
(16) is explicitly described by (17).
Remark 4. The ﬁrst part of the proof only uses the fact that the domain is self-contained, the esti-
mates for n(y) on the given domain, and knowledge of the singularities of g0(y) and n(y). The second
part of the proof does not use special properties of the given function a(z) either, so once we can set
up a proper domain with the same norm for different a(z), the existence of a unique solution, and its
Laplace transformability are guaranteed as well. 
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Let a(z) = a0z4 + 4a1z3 + 6a2x2 + 4a3x+ a4. We restrict the analysis to the generic case when a(z)
has four distinct roots. Then, letting z0 be one of those roots, y =
∫ z
z0
a(s)− 12 ds can be inverted and
expressed in terms of elliptic functions [16]:
z = z0 + 1
4
a′(z0)
(
P(y; g2, g3) − 1
24
a′′(z0)
)−1
=: φ(y)
where P is a Weierstrass elliptic function with g2 = a0a4 − 4a1a3 + 3a22 and g3 = a0a2a4 + 2a1a2a3 −
a32 − a0a23 − a21a4, with corresponding periods 2ω1 and 2ω2.
Note 5. Evidently, φ(y) is doubly periodic with the same periods 2ω1 and 2ω2. So are
n(y) = a
′′(φ(y))
4
− 3(a
′(φ(y)))2
16a(φ(y))
, g0(y) = f0
(
φ(y)
)
a
(
φ(y)
)−1/4
.
(i) φ(y) has poles at y such that P(y; g2, g3) = 124a′′(z0).
(ii) n(y) has poles at the poles of φ(y), and at the values of y for which a(φ(y)) = 0, for example,
y = 0 which corresponds to z = z0.
(iii) g0 has the singularities at the points where φ(y) is a singular point of f0, and also at the zeros
of a(φ(y)) and possibly at the poles of φ(y).
These are the points to avoid in the integration of (9). Let the set S˜ include all these points
together with any possible branch cuts. Let D˜ = {(y, s) ∈ C2: dist(y + λs, S˜) >  for all −1 
λ  1}, and B˜δ = { f : analytic on D˜, and ‖ f ‖  δ} when δ = 2‖g0‖ with the norm ‖g‖ :=
sup(y,s)∈D˜ e−ν1|y|−ν2|s||g(y, s)|, for suﬃciently large 0 < ν1 < ν2. Then let
M(g) := g0(y + s) + g0(y − s)
2
+ 1
2
s∫
0
y+(s−s˜)∫
y−(s−s˜)
n( y˜)g( y˜, s˜)dy˜ ds˜ (18)
where each integration is along a line segment.
Theorem 6.
(i) M is a contractive mapping on B˜δ (as in the previous example).
(ii) Let Bi be the union of maximal strips in y plane, parallel to ωi , with the distance to any point in S˜ greater
than  for i = 1,2. Then for any y in B1 ∪ B2 , the solution is Laplace transformable.
Proof. (i) The line segments of integrations are contained in D˜ , so M(g) is well deﬁned. Let A() =
maxy∈D˜ n(y), then, by the same calculation as (14), and by choosing large enough ν1, and ν2 − ν1,
we get
‖g‖ ‖g0‖ + 2A()‖g0‖
ν1(ν2 − ν1)  2‖g0‖ = δ.
(ii) Since the function is doubly periodic and the strips in Bi are parallel to ωi , any y in the union
of these clearly has at least one ray that is not too close to the set S˜. For such y, Laplace trans-
formability follows from the same argument as in the previous example. Note that double periodicity
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within a suﬃcient distance from the singularities.
Note 7. The same is true for some strips for which the slope is rational relative to the slopes of the
fundamental parallelogram. We say that the slope is rational relative to the fundamental parallelogram
if the slope coincides with that of the diagonal of some m × n parallelogram made of fundamental
parallelograms.
Note 8. Due to the branch cuts, the Laplace transforms are not (at least not obviously) analytic con-
tinuation of each other. 
Corollary 9. Let S˜0 be the set of all the singular points described in Note 5. Then the solution g is Laplace
transformable in a direction θ in p if the line {y}+ eiθ/2R passing through y does not meet any point of S˜0 and
further its slope is rational relative to the slopes of the fundamental parallelogram. In other words, the formal
solution u˜(z, t) of Eq. (1)with a(z) = a0z4 +4a1z3 +6a2x2 +4a3x+a4 = a0(z− z1)(z− z2)(z− z3)(z− z4)
is Borel summable in a direction θ in t (or in T = 1/t) if the slope of eiθ/2R is rational relative to the slopes of
the fundamental parallelogram and z lies outside the set
{
z ∈ C
∣∣∣
z∫
z0
a(ζ )−1/2 dζ ∈
⋃
y∈S˜0
({y} + eiθ/2R)
}
=
⋃
z∗∈S∗
{
z ∈ C
∣∣∣ 	
(
e−iθ/2
z∫
z∗
a(ζ )−1/2 dζ
)
= 0
}
,
where S∗ = {z1, z2, z3, z4,∞, singular points of f0}.
4. The example a(z) = z revisited; resurgence
With the choice of a(z) = z and f0(z) = 1z2+1 , (6) becomes:
Wss = zWzz (19)
with the initial conditions W (z,0) = 1
z2+1 and Ws(z,0) = 0.
Theorem 10.
(i) Eq. (19) has a solution in closed form in terms of the incomplete elliptic integral of the second kind E I ,
and the incomplete elliptic integral of the ﬁrst kind F I . (See (42), (46) and the discussion after (42).) The
solution is Laplace transformable along R+ , provided R+ does not cross the following manifolds:
Si = {(s, z): s = 2c1√z + c2√2(1+ c3i); c1, c2, c3 ∈ {−1,1}}. (20)
(ii) The manifolds (20) are, in fact, singular ones. More precisely, near Si, for nonzero z we have
W (z, s) ∼ fc1,c2,c3(
√
z, s)
(s − 2c1√z − c2
√
2(1+ c3i))
for c1, c2, c3 ∈ {−1,1}, where fc1,c2,c3 are analytic at each point on the singular manifold.
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(s − c2
√
2(1+ c3i))E( s+2c1
√
z−c2
√
2(1+c3i)
s−2c1√z−c2
√
2(1+c3i) ) + 2c1
√
zK( s+2c1
√
z−c2
√
2(1+c3i)
s−2c1√z−c2
√
2(1+c3i) )
3(s + 2c1√z − c2
√
2(1+ c3i))
√
s − 2c1√z − c2
√
2(1+ c3i)
+ R(s, z) (21)
where the singularities of R are weaker. Here E is a complete elliptic integral of second kind, K is a complete
elliptic integral of ﬁrst kind. Note that the leading term in (21) is O ([s − 2c1√z − c2
√
2(1+ c3i)]−1).
(iii) R+ is a Stokes line only for those z satisfying 	√z = ±1√
2
, z = ±i.
5. Proof of Theorem 10
(i) Near s = 0 we have
W (z, s) =
∞∑
n=0
Tn(z)
n! s
n. (22)
Then (19) and (22) give
Tn+2(z) = zT ′′n (z) (23)
with T0(z) = 1/(z2 + 1); note that Tn = 0 for n odd since T1 = 0.
Let Tn(z) =
∫∞
0 t
nH(t, z)dt . (We use methods from [4].) Then (23) gives
t2H(t, z) = zHzz(t, z). (24)
To get H(t, z), we inverse Laplace transform in z denoting H˜(t,q) = L−1{H(t, z)}(q). Then we get
t2 H˜ = (q2 H˜)′ and obtain
H˜ = a(t)e
− t2q
q2
. (25)
By inverse Laplace transforming T0(z) we have
L−1{T0}(q) =
∞∫
0
L−1H =
∞∫
0
a(t)
e−
t2
q
q2
dt = sinq. (26)
By letting t2 = u and 1/q = x, we get
∞∫
0
a(
√
u)e−uxx2
2
√
u
du = x2L
{
a(
√
u)
2
√
u
}
= sin 1
x
(27)
and so,
a(
√
u) = a(t) = 2√uL−1
{
sin 1x
x2
}
(u) = 2tL−1
{
sin 1x
x2
}(
t2
)
. (28)
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W =
∞∑
n=0
T2n(z)
(2n)! s
2n =
∞∫
0
∞∑
n=0
(st)2n
(2n)! H(t, z)dt
=
∞∫
0
∞∑
n=0
(st)2n
(2n)! a(t)
∞∫
0
e−
t2
q
q2
e−zq dqdt (29)
=
∞∫
0
est + e−st
2
2tL−1
{
sin 1x
x2
}(
t2
) ∞∫
0
e−
t2
q
q2
e−zq dqdt. (30)
The integrand of (30) can be expressed in terms of the modiﬁed Bessel functions K1 and I1:
∞∫
0
e−zq−
t2
q
q2
dq = 2
√
z
t
K1(2
√
zt) (31)
and
L−1
{
sin 1x
x2
}(
t2
)= (−1
4
+ i
4
)√
2t
(
I1
(
(1− i)√2t)+ i I1((1+ i)√2t)). (32)
The identities (31) and (32) can be shown using the integral representations of these Bessel functions:
K1(z) = z
∞∫
1
e−zτ
(
τ 2 − 1) 12 dτ (|arg z| < 1
2
π
)
, (33)
I1(z) = 1
π
π∫
0
ez cos θ cos θ dθ. (34)
For example, in (32), the identity is obtained by deformation of contour of L−1 on the left hand side
of (32) and change of variables. More details are given in Appendix A.
So now we can express (30) in the following way:
W =
(
−1
4
+ i
4
)√
2
∞∫
0
(
est + e−st)t2[I1((1− i)√2t)+ i I1((1+ i)√2t)]2
√
z
t
K1(2
√
zt)dt
=
√
2
π
(−1+ i)z
∞∫
0
estt2
π∫
0
e(1−i)
√
2t cos θ cos θ dθ
∞∫
1
e−2
√
ztτ (τ 2 − 1) 12 dτ dt
+
√
2
π
(−1+ i)z
∞∫
e−stt2
π∫
e(1−i)
√
2t cos θ cos θ dθ
∞∫
e−2
√
ztτ (τ 2 − 1) 12 dτ dt0 0 1
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√
2
π
(−1− i)z
∞∫
0
estt2
π∫
0
e(1+i)
√
2t cos θ cos θ dθ
∞∫
1
e−2
√
ztτ (τ 2 − 1) 12 dτ dt
+
√
2
π
(−1− i)z
∞∫
0
e−stt2
π∫
0
e(1+i)
√
2t cos θ cos θ dθ
∞∫
1
e−2
√
ztτ (τ 2 − 1) 12 dτ dt (35)
for |arg√z| < π2 . (We note that the domain of (38) below is contained in this region.)
Our strategy is to integrate each term, using analytic continuation when needed, and to deﬁne W
as this analytic continuation.
Here, we ﬁrst look at the ﬁrst term of (35),
√
2
π
(−1+ i)z
∞∫
0
estt2
π∫
0
e(1−i)
√
2t cos θ cos θ dθ
∞∫
1
e−2
√
ztτ (τ 2 − 1) 12 dτ dt. (36)
Convergence follows from Fubini’s theorem and the ﬁnal form (42), so after interchanging the order
of integration, this term can be written in the following way:
√
2
π
(−1+ i)z
∞∫
1
(
τ 2 − 1) 12
π∫
0
cos θ
∞∫
0
t2e(s+(1−i)
√
2cos θ−2√zτ )t dt dθ dτ . (37)
If
(s + (1− i)√2cos θ − 2√zτ )< 0, ∀τ ∈ [1,∞), θ ∈ [0,π ], (38)
then we perform the innermost integral to obtain:
2
√
2
π
(−1+ i)z
∞∫
1
(
τ 2 − 1) 12
π∫
0
cos θ
(−s − (1− i)√2cos θ + 2√zτ )3 dθ dτ (39)
= 2
√
2
π
(−1+ i)z
∞∫
1
(τ 2 − 1) 12
(2
√
zτ − s)3
π∫
0
cos θ
(1−
√
2(1−i) cos θ
2
√
zτ−s )
3
dθ dτ . (40)
The inequality (38) implies nonzero denominator of the innermost integrand of (40). Since
π∫
0
cos θ
(1− cos θa )3
dθ = a
3
2
2π∫
0
cos θ
(a − cos θ)3 dθ =
a3
2i
∫
|z|=1
1
2 (z + 1z )
z(a − 12 (z + 1z ))3
dz, (41)
integrating and using the residue theorem, we get:
±2
√
2
π
(−1+ i)z
∞∫
(τ 2 − 1) 12
(2
√
zτ − s)3
3π( 2
√
zτ−s√
2(1−i) )
4
2(( 2
√
zτ−s√ )2 − 1) 52
dτ1 2(1−i)
3086 O. Costin et al. / J. Differential Equations 252 (2012) 3076–3092Fig. 1. The deformation of contour for analytic continuation.
= ±3
8
iz−
3
2
∞∫
1
(2
√
zτ − s)(τ 2 − 1) 12
((τ − s
2
√
z
)2 − (
√
2(1−i)
2
√
z
)2)
5
2
dτ (42)
which can be integrated noting that, by (38), the denominator is nonzero for any τ ∈ [1,∞). (By
the inequality (38), the choice of the sign is valid throughout the domain.) A straightforward but
lengthy calculation allows for a representation of (42) in terms of combinations of incomplete elliptic
functions. The expression itself is rather long and not too illuminating, so we omit it.
In fact, (42) can be written in the following way,
3
8
iz−
3
2
∞∫
1
(2
√
zτ − s)(τ 2 − 1) 12
(τ − s
2
√
z
+
√
2(1−i)
2
√
z
)
5
2 (τ − s
2
√
z
−
√
2(1−i)
2
√
z
)
5
2
dτ , (43)
and this can be analytically continued in η := s
2
√
z
−
√
2(1−i)
2
√
z
and ξ := s
2
√
z
+
√
2(1−i)
2
√
z
to the domain
{
(η, ξ): η = 1, ξ = 1}
by deforming the line segment τ ∈ [1,∞), for example, as shown in Fig. 1, depending on the direction
we are continuing from, and the position of η and/or ξ on the line segment [1,∞). Therefore, the
solution can be analytically continued in s and
√
z to the domain
{
(z, s):
s
2
√
z
−
√
2(1− i)
2
√
z
= 1 and s
2
√
z
+
√
2(1− i)
2
√
z
= 1
}
for nonzero z.
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3i
83
∞ei arg∫

(( σ )
2 − 1) 12 (2σ − s)
(( σ − s2 )2 − (
√
2(1−i)
2 )
2)
5
2
1

dσ = 12i
∞ei arg∫

(σ 2 − 2) 12 (2σ − s)
((2σ − s)2 − (√2(1− i))2) 52
dσ . (44)
Taking σ1 = σ −  , we get
12i
∞ei arg∫
0
σ
1
2
1 (σ1 + 2)
1
2 (2σ1 + 2 − s)
(2σ1 + 2 − s +
√
2(1− i)) 52 (2σ1 + 2 − s −
√
2(1− i)) 52
dσ1 (45)
which can be also analytically continued in  and s to the domain
{
(, s): 2 − s + √2(1− i) = 0 and 2 − s − √2(1− i) = 0}
in the similar way, and this includes  = 0.
The other three terms in (35) can be found, and analytically continued in a similar way, so the
solution of (19) becomes:
3
8
iz−
3
2
∞∫
1
(2
√
zτ − s)(τ 2 − 1) 12
((τ − s
2
√
z
)2 − (
√
2(1−i)
2
√
z
)2)
5
2
dτ + 3
8
iz−
3
2
∞∫
1
(2
√
zτ + s)(τ 2 − 1) 12
((τ + s
2
√
z
)2 − (
√
2(1−i)
2
√
z
)2)
5
2
dτ
− 3
8
iz−
3
2
∞∫
1
(2
√
zτ − s)(τ 2 − 1) 12
((τ − s
2
√
z
)2 − (
√
2(1+i)
2
√
z
)2)
5
2
dτ − 3
8
iz−
3
2
∞∫
1
(2
√
zτ + s)(τ 2 − 1) 12
((τ + s
2
√
z
)2 − (
√
2(1+i)
2
√
z
)2)
5
2
dτ (46)
and it has the singular manifolds (z, s) such that s = 2c1√z+c2
√
2(1+c3i), where c1, c2, c3 ∈ {−1,1}.
Since (46) is bounded in s, as long as the ray does not meet the singular point, Laplace trans-
formability in p is clear. Likewise, V is Laplace transformable in p.
(ii) We now analyze the singularity type. The various cases are very similar; we only look at (z, s)
such that 2
√
z − s = √2(1− i).
For ﬁxed z = 0, we let τ = σ + 1, and near s0 = 2√z −
√
2(1− i), we let s = s0 + δ. Then Eq. (42)
becomes:
3
8
iz−
3
2
∞∫
0
(2
√
zσ + √2(1− i) − δ)σ 12 (σ + 2) 12
(σ − δ
2
√
z
)
5
2 (σ − δ
2
√
z
+
√
2(1−i)√
z
)
5
2
dσ . (47)
By letting ρ = σ
δ
, the integral in (47) equals
3iz− 32
8δ
∞e−i arg δ∫
0
(2
√
zδρ + √2(1− i) − δ)ρ 12 (δρ + 2) 12
(ρ − 1
2
√
z
)
5
2 (δρ − δ
2
√
z
+
√
2(1−i)√
z
)
5
2
dρ ∼ f (
√
z, δ)
δ
, (48)
where f (
√
z, δ) is analytic for small δ.
When z = 0, the behavior near the singular manifold is quite different.
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12i
∞ei arg∫
0
σ
1
2
1 (σ1 + 2)
1
2 (2σ1 + 2 − δ +
√
2(1− i))
(2σ1 + 2 − δ) 52 (2σ1 + 2 − δ + 2
√
2(1− i)) 52
dσ1. (49)
Choose an 1 near 0 (more restrictions on 1 will be mentioned soon). Breaking (49) into two parts,∫ 1
0 +
∫∞ei arg
1
, we get the analyticity of the latter integral at (, δ) = (0,0).
In the ﬁrst integral, for small enough |σ1|
2σ1 + 2 − δ +
√
2(1− i)
(2σ1 + 2 − δ + 2
√
2(1− i)) 52
(50)
can be expressed as a convergent series:
f0(, δ) + f1(, δ)σ1 + f2(, δ)σ 21 + · · · (51)
where
f0(, δ) = 2 − δ +
√
2(1− i)
(2 − δ + 2√2(1− i)) 52
, f1(, δ) = −6 + 3δ −
√
2(1− i)
(2 − δ + 2√2(1− i)) 72
, . . . (52)
and all f i(, δ) are analytic in  and δ near (, δ) = (0,0).
Using this series, (49) clearly becomes:
12i
[
f0(, δ)
1∫
0
σ
1
2
1 (σ1 + 2)
1
2
(2σ1 + 2 − δ) 52
dσ1 + f1(, δ)
1∫
0
σ
3
2
1 (σ1 + 2)
1
2
(2σ1 + 2 − δ) 52
dσ1
+ f2(, δ)
1∫
0
σ
5
2
1 (σ1 + 2)
1
2
(2σ1 + 2 − δ) 52
dσ1 + · · ·
]
. (53)
The singularity of the integral multiplying f0 of (53) comes from the singularity of the ﬁrst integral
of the following rewriting:
12i f0(, δ)
( ∞∫
0
σ
1
2
1 (σ1 + 2)
1
2
(2σ1 + 2 − δ) 52
dσ1 −
∞∫
1
σ
1
2
1 (σ1 + 2)
1
2
(2σ1 + 2 − δ) 52
dσ1
)
(54)
since the second part is an analytic function at (, δ) = (0,0). Integrating the ﬁrst integral, we get:
δE( δ+2
δ−2 ) + 2K( δ+2δ−2 )
3(δ + 2)√2 − δ (55)
where E is a complete elliptic integral of second kind, and K is a complete elliptic integral of ﬁrst
kind.
We discuss at the end a number of interesting regimes of (55) that imply the singularity of the
ﬁrst part of (53) is at most O ((2 − δ)−1).
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each m = 1,2, . . . , we have:
12i fm(, δ)
1∫
0
σ
2m+1
2
1 (σ1 + 2)
1
2
(2σ1 + 2μ) 52
dσ1 = 3i√
2
fm(, δ)μ
m−1
1
μ∫
0
σ
2m+1
2
2 (μσ2 + 2)
1
2
(σ2 + 1) 52
dσ2. (56)
If we choose 1 so that 1 has the same argument as μ,
∣∣∣∣∣μm−1
1
μ∫
0
σ
2m+1
2
2 (μσ2 + 2)
1
2
(σ2 + 1) 52
dσ2
∣∣∣∣∣ |μ|m−1
1
μ∫
0
∣∣∣∣σ
2m+1
2
2 (μσ2 + 2)
1
2
(σ2 + 1) 52
∣∣∣∣dσ2, m = 1,2, . . . , (57)
which has, at most, a lnμ singularity, and that only if m = 1. Otherwise, there is no singularity since
every singularity arising from integration is at most μ−m+1 and these cancel out. For arbitrary arg1,
similar calculation and deformation of contour provides the same result.
Note that higher powers of σ1 in (51) result in weaker singularities near σ1 = 0. So, with 2 − δ =
2
√
z − s + √2(1− i), the leading behavior is
O
([
s − 2c1
√
z − c2
√
2(1+ c3i)
]−1)
.
(iii) Note that for any z such that 	√z = ±1√
2
, the singular point of s is not real, and so the function
is analytic in s in a neighborhood of R+ .
When 	√z = ±1√
2
, W has the singular points of s (i) at two nonzero points; s = ∓2√z+√2(1+ i)
and s = ±2√z+√2(1− i) for 	√z = ±1√
2
, z = ±i, that agree for √z = 1±i√
2
, and (ii) at two points with
one of them the origin; s = 0 and s = 2√2 for z = ±i.
Case (i): Taking Laplace transform of V (z, p) = 1√p W (z,2
√
p) in p, and using residue theorem, we
get:
∞ei∫
0
e−pT W (z,2
√
p)√
p
dp =
∞e−i∫
0
e−pT W (z,2
√
p)√
p
dp − 2π iΣ Res
(
e−pT W (z,2
√
p)√
p
)
(58)
where the last summation is about p = (∓2
√
z+√2(1+i)
2 )
2 and p = (±2
√
z+√2(1−i)
2 )
2, and it is:
2π iΣ Res = 2π i(e−T ( ∓2
√
z+√2(1+i)
2 )
2
f1
(√
z,∓2√z + √2(1+ i))
+ e−T ( ±2
√
z+√2(1−i)
2 )
2
f2
(√
z,±2√z + √2(1− i))) (59)
where f1 and f2 are from f of (48).
Case (ii): Since s = p = 0 is one of the singular points, the integrand has
e−pT
W (z,2
√
p)√
p
= e−pT f (
√
z,2
√
p)
p
(60)
which cannot be Laplace transformed.
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Here we prove (31) and (32). As for (31), by letting q = t√
z
p and x= 2√zt , the problem is now to
show:
∞∫
0
e−
x
2 (p+ 1p )
2p2
dp = x
∞∫
1
e−xτ
(
τ 2 − 1) 12 dτ . (61)
Note that the contour in τ can be deformed back to [0,∞) by restricting z for now (say, |arg z| < π2 ).
By letting r = 1p , the left side of (61) becomes:
∞∫
0
e−
x
2 (p+ 1p )
2p2
dp =
∞∫
0
e− x2 (r+ 1r )
2
dr = 1
2
∞∫
0
e−
x
2 (p+ 1p ) 1
2
(
1+ 1
p2
)
dp := f (x). (62)
Integrating by parts, and then splitting the interval of integration, we get:
f (x) = x
4
[ 1∫
0
+
∞∫
1
]
e−
x
2 (p+ 1p )
(
p − 1
p
)1− 1
p2
2
dp. (63)
Substituting τ = 12 (p + 1p ) in each integral in (63), we obtain:
f (x) = − x
2
1∫
∞
e−xτ
(
τ 2 − 1) 12 dτ + x
2
∞∫
1
e−xτ
(
τ 2 − 1) 12 dτ = x
∞∫
1
e−xτ
(
τ 2 − 1) 12 dτ , (64)
completing the proof of (31).
The proof of (32) is similar: we ﬁrst deform the contour for L−1, pushing both upper half and
lower half of the contour to the negative real axis. The integrals cancel each other except for a contour
around the origin:
L−1
{
sin 1x
x2
}(
t2
)= 1
2π i
∮ [
e
i
x+xt2
2ix2
− e
− ix+xt2
2ix2
]
dx. (65)
Taking x = eiπ/4t y in the ﬁrst term in the bracket, and x = e
−iπ/4
t y in the second term, and adapting
(62) to the case above, (65) becomes:
= e
iπ
4 t
4π
[ ∮
|y|=1
e2e
−iπ/4t 12 (y+ 1y ) dy + i
∮
|y|=1
e2e
iπ/4t 12 (y+ 1y ) dy
]
. (66)
(Note that the contour can be modiﬁed to be |y| = 1 since the origin is the only singular point.)
On the other hand, substituting cos θ = 12 (y + 1y ) in the integral representation of I1, we obtain:
I1(x) = − i
4π
∮
|y|=1
e
x
2 (y+ 1y )
(
1+ 1
y2
)
dy = − i
2π
∮
|y|=1
e
x
2 (y+ 1y ) dy. (67)
Using (67) for both x= eiπ/4t y and x= e
−iπ/4
t y and then comparing with (66) we obtain (32).
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Here we illustrate some interesting regimes for (55).
When δ + 2 is decreasing much faster than 2 − δ, letting δ+2
δ−2 = 2, (55) becomes:
δ(π2 + O (2)) + 2(π2 + O (2))
3(δ + 2)√2 − δ =
π
6
√
2 − δ +
(2 + 1)O (1)√
2 − δ −
(1− 2)O (1)√
2 − δ . (68)
When δ − 2 is decreasing comparably fast to 2 + δ, but δ+2
δ−2  1, (55) becomes:
δO (1) + 2O (1)
3(δ + 2)√2 − δ =
O (1)√
2 − δ . (69)
When δ+2
δ−2 → 1, which is the singularity of elliptic integral K, letting σ1 = (2 − δ)λ the ﬁrst
integral of (54) becomes:
∞ei arg(δ−2)∫
0
(2 − δ) 12 λ 12 (2 − δ) 12 (λ + 22−δ )
1
2
(2 − δ) 52 (2λ + 1) 52
(2 − δ)dλ
= 1
(2 − δ) 12
∞ei arg(δ−2)∫
0
λ
1
2 (λ + 22−δ )
1
2
(2λ + 1) 52
dλ (70)
which is O ( 1√
2−δ ) since

2−δ → 0.
When δ − 2 is decreasing much faster than 2 + δ, letting δ−2
δ+2 = 3, (55) becomes:
δO (
√
1
3
) + 2O (√3)
3(δ + 2)√2 − δ =
(1+ 3)O (1)
√
δ + 2
6(2 − δ) +
(1− 3)O (√3)√
2 − δ . (71)
Note that the leading term is from this case, and it approaches in some sense the z = 0 part of the
manifold.
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