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BAB III 
METODOLOGI PENELITIAN 
3.1. Jenis Penelitian 
Jenis penelitian yang akan di lakukan adalah jenis penelitian dengan 
pengujian hipotesis (hypothesis testing) yang merupakan penelitian dalam 
menjelaskan fenomena hubungan antar variabel. Pengujian hipotesis bertujuan 
menguji hipotesis yang dikembangkan berdasarkan teori-teori yang selanjutnya di uji 
berdasarkan data yang di kumpulkan. Data yang di gunakan dalam penelitian ini 
berupa data sekunder yang di ambil dari laporan tahunan (annual report), laporan 
keuangan (Financial Statement), pada perusahaan manufaktur yang di publikasikan 
di Bursa Efek Indonesia (BEI) tahun 2014-2016. 
3.2. Populasi dan Sampling 
Populasi dalam penelitian ini adalah 576 perusahaan yang listing di Bursa 
Efek Indonesia (BEI). Sampel merupakan sebagian dari populasi yang 
karakteristiknya akan diselidiki dan dianggap dapat mewakili populasi. Teknik 
pengambilan sampel dalam penelitian ini adalah dengan menggunakan purposive 
sampling, artinya bahwa populasi yang dijadikan sampel dalam penelitian ini adalah 
populasi yang memenuhi kriteria sampel tertentu sesuai yang dikehendaki peneliti. 
Penentuan kriteria sampel diperlukan untuk menghindari timbulnya misspesifikasi 
dalam penentuan sampel penelitian yang selanjutnya akan berpengaruh terhadap hasil 
analisis. Kriteria yang dipakai sebagai sampel dalam penelitian ini adalah : 
1) Prusahaan manufaktur yang terdaftar di Bursa Efek Indonesia, yang 
mempublikasikan laporan keuangan berturut-turut dari tahun 2014-2016. 
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2) Perusahaan memakai mata uang rupiah. 
3) Perusahaan tersebut tidak mempunyai ROE yang negatif selama periode tahun 
2014-2016. 
Tabel 3.1 
Penentuan Jumlah Sample Penelitian 
Kriteria Jumlah 
Prusahaan manufaktur yang terdaftar di Bursa Efek Indonesia, 
yang mempublikasikan laporan keuangan berturut-turut dari 
tahun 2014-2016. 
109 
Perusahaan yang tidak memakai mata uang rupiah 
(25) 
Perusahaan yang memiliki ROE negative 
(29) 
Total perusahaan yang lulus sampel 
55 
  Sumber:Data diolah 2017 
Total sampel dikalikan selama periode 2014-2016, sehingga diperoleh 165 
laporan keuangan perusahaan. Sampel yang digunakan termasuk kelompok 
perusahaan manufaktur yang terdaftar di BEI. Hal ini didasarkan pada beberapa 
alasan yang menyangkut ketersediaan data, perbedaan karakteristik, dan sensitivitas 
terhadap kejadian. Perusahaan yang terdaftar di BEI berarti laporan keuangannya 
telah terpublikasi sehingga ketersediaan dan kemudahan dalam memperoleh data 
terpenuhi.  
Penggunaan kelompok industri yang sama yaitu kelompok aneka industri 
dalam industri manufaktur dimaksudkan untuk menghindari perbedaan karakteristik 
antara perusahaan manufaktur dengan non manufaktur. Selain itu perusahaan 
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manufaktur juga memiliki tingkat sensitivitas yang tinggi terhadap setiap kejadian 
baik intern maupun ekstern perusahaan. Pemilihan sampel hanya ada pada perusahaan 
yang sahamnya aktif diperdagangkan dimaksudkan agar diperoleh parameter yang 
relatif efisien dan memiliki varians yang lebih kecil. Berikut nama perusahaan yang 
menjadi sampel penelitian. 
Tabel 3.2 
Daftar Perusahaan Manufaktur yang Menjadi Sampel 
No Kode Nama Perusahaan 
1 AISA  Tiga Pilar Sejahtera Food Tbk 
2 AKPI  Argha Karya Prima Industry Tbk 
3 ALDO  Alkindo Naratama Tbk 
4 AMFG  Asahimas Flat Glass Tbk 
5 ASII  Astra International Tbk 
6 AUTO  Astra Auto Part Tbk 
7 BATA  Sepatu Bata Tbk 
8 BUDI  Budi Starch and Sweetener Tbk  
9 CEKA  Wilmar Cahaya Indonesia Tbk  
10 CINT   Chitose Internasional Tbk 
11 CPIN  Charoen Pokphand Indonesia Tbk 
12 DLTA  Delta Djakarta Tbk 
13 DPNS  Duta Pertiwi Nusantara 
14 DVLA  Darya Varia Laboratoria Tbk 
15 EKAD  Ekadharma International Tbk 
16 GGRM  Gudang Garam Tbk 
17 HMSP  Hanjaya Mandala Sampoerna Tbk 
18 ICBP  Indofood CBP Sukses Makmur Tbk 
19 IGAR  Champion Pasific Indonesia Tbk  
20 INAI  Indal Aluminium Industry Tbk 
21 INCI  Intan Wijaya International Tbk 
22 INDF  Indofood Sukses Makmur Tbk 
23 INDS  Indospring Tbk 
24 INTP  Indocement Tunggal Prakasa Tbk 
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Sumber : www.idx.co.id (2018) 
 
3.3. Jenis dan Sumber Data 
Jenis  data  yang  digunakan  dalam  penelitian  ini  adalah  data  sekunder. 
Sedangkan  sumber  data  laporan  keuangan  manufaktur  yang  dijadikan  sampel 
25 JECC  Jembo Cable Company Tbk 
26 JPFA  Japfa Comfeed Indonesia Tbk 
27 KAEF  Kimia Farma Tbk 
28 KBLI  KMI Wire and Cable Tbk 
29 KLBF  Kalbe Farma Tbk 
30 LION  Lion Metal Works Tbk 
31 LMPI  Langgeng Makmur Industry Tbk 
32 LMSH  Lionmesh Prima Tbk 
33 MERK  Merck Tbk 
34 MLBI  Multi Bintang Indonesia Tbk 
35 MYOR  Mayora Indah Tbk 
36 PYFA  Pyridam Farma Tbk 
37 RICY  Ricky Putra Globalindo Tbk 
38 ROTI  Nippon Indosari Corporindo Tbk 
39 SCCO  Supreme Cable Manufacturing and Commerce Tbk 
40 SIDO  Industri Jamu dan Farmasi Sido Muncul Tbk 
41 SKBM       Sekar Bumi Tbk 
42 SMGR  Semen Indonesia Tbk  
43 SMSM  Selamat Sempurna Tbk 
44 SQBI  Taisho Pharmaceutical Indonesia Tbk 
45 SRSN  Indo Acitama Tbk 
46 STAR  Star Petrochem Tbk 
47 TCID  Mandom Indonesia Tbk 
48 TOTO  Surya Toto Indonesia Tbk 
49 TRIS  Trisula International Tbk 
50 TRST  Trias Sentosa Tbk 
51 TSPC  Tempo Scan Pasific Tbk 
52 ULTJ  Ultrajaya Milk Industry and Trading Company Tbk 
53 UNIT  Nusantara Inti Corpora Tbk 
54 UNVR  Unilever Indonesia Tbk 
55 WIIM  Wismilak Inti Makmur Tbk 
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dalam penelitian ini diperoleh dari laporan keuangan perusahaan manufaktur 
yangada di BEI  pada tahun 2014-2016. 
3.4. Metode Pengumpulan Data 
Metode pengumpulan data yang digunakan dalam penelitian ini adalahstudi 
pustaka. Metode studi pustaka yaitu metode yang digunakan dengan memahami 
literature-literature yang membuat pembahasan yang berkaitan dengan melakukan 
klasifikasi dan kategori bahan-bahan tertulis yang berhubungan dengan masalah 
penelitian dengan mempelajari dokumen-dokumenatau data yang diperlukan, 
dilanjutkan dengan pencatatan dan perhitungan. Sesuai dengan data yang diperlukan 
yaitu data sekunder, maka metode pengumpulan data dalam penelitian ini adalah 
dengan  menggunakan teknik dokumentasi yang berdasarkan laporan keuangan 
periode 2014, 2015, 2016 yang dipublikasikan oleh BEI. 
Penelusuran data ini dilakukan dengan cara: 
1. Penelusuran secara manual dengan data dalam format kertas hasil cetakan . 
Data yang disajikan dalam format kertas hasil cetakan antara lain berupa 
jurnal, buku, skripsi, thesis dan data dari situs internet. Data yang diperlukan 
yaitu return on equity, current ratio, total asset turnover, inventory turnover, 
debt to equity ratio, dan size.  
2. Penelusuran dengan mengambil data yang diakses melalui situs 
www.idx.co.id dan www.sahamok.co.id tahun 2014-2016. 
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3.5. Definisi Operasional dan Pengukuran Variabel 
Pada bagian ini akan di jelaskan definisi operasional dan pengukuran dari 
masing-masing variabel yang di gunakan dalam penelitian ini. Terdapat dua variabel 
yang di gunakan yaitu variabel dependen (dependent variable) dan variabel 
independen (independent variable). 
3.5.1. Variabel Dependen (variabel Y) 
Variabel dependen adalah variabel yang nilainya dipengaruhi oleh vartiabel 
independen. Variabel terikat dari penelitian ini adalah profitabilitas yang diukur 
dengan menggunakan ROE (Return On Equity), yang dinotasikan dengan Y. ROE 
merupakan suatu pendekatan yang digunakan untuk mengukur efisiensi perusahaan 
dalam menggunakan modal. Pada penelitian ini, ROE dihitung dengan menggunakan 
rumus (Kasmir, 2012: 204) : 
 
 
 
3.5.2. Variabel Independen (variabel X) 
Yaitu variabel yang menjadi sebab terjadinya atau terpengaruhnya variabel 
dependen.Ada beberapa variabel independen yang dipergunakan untuk mengukur 
pengaruh variabel-variabel tersebut terhadap profitabilitas perusahaan. Variabel-
variabel independen dalam penelitian ini yaitu current ratio, total asset turnover, 
inventory turnover, debt to equity ratio, dan size. 
 
a. CR (Current Ratio) 
Current Ratio adalah kemampuan perusahaan untukmemenuhi kewajiban 
yang harus segera dipenuhi atau dengan kata lain untuk memenuhi kewajiban jangka 
ROE=Earning After Interest TaxAnd 
             Total Equity 
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pendeknya. Current ratio mengukur kemampuan perusahaan untuk membayar utang 
lancar dengan menggunakan aktiva lancar yang dimiliki.Semakin besar rasio ini 
berarti semakin likuid perusahaan. Rasio ini secara matematis dapat diformulasikan 
sebagai berikut (Kasmir, 2012:  135) : 
 
 
b. TATO ( Total Asset Turnover) 
 
Menurut Sudana (2011), Total Asset Turnover menunjukkan perputaran total 
aktiva diukur dari volume penjualan dengan kata lain seberapa jauh kemampuan 
semua aktiva menciptakan penjualan. Semakin tinggi rasio ini semakin baik, karena 
penggunaan aktiva yang efektif dalam menghasilkan penjualan, sehingga dapat 
dikatakan bahwa laba yang dihasilkan juga tinggi dan demikian kinerja keuangan 
semakin baik. Rasio ini dapat dirumuskan sebagai berikut, (Kasmir, 2012:  186) : 
 
 
c. Inventory Turnover 
Perputaran persediaan merupakan rasio yang digunakan untuk mengukur 
berapa kali dana yang ditanam dalam persediaan (Inventory) ini berputar dalam suatu 
period, rasio ini dikenal dengan nama rasio perputaran persediaan (Inventory 
Turnover). Dapat diartikan pula bahwa perputaran persediaan merupakan rasio yang 
menunjukan berapa kali jumlah barang persediaan diganti dalam satu tahun.Semakin 
kecil rasio ini semakin jelek profitabilitasnya, sebaliknya semakin besar rasio ini 
maka profitabilitas perusahaan semakin baik. Rasio ini dapat dirumuskan sebagai 
berikut, (Kasmir, 2012: 180) : 
Current Ratio  =     Current Asset 
                 Current Liability 
Total Asset Turnover  =    Penjualan   
                          Total Aktiva 
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d. DER (Debt To Equity Ratio) 
 
Debt to Equity Ratio menunjukkan kemampuan perusahaan dalam memenuhi 
total hutang (total debt) berdasarkan total modal sendiri (total shareholder equity). 
Satuannya adalah persen (%) dengan ukuran variabel yang digunakan adalah total 
hutang dan total modal sendiri. Rasio ini dapat dirumuskan sebagai berikut, (Kasmir, 
2012:  158) : 
  
Debt to Equity Ratio = Total Debt 
 Total Shareholder’s equity  
  . 
 
e. Size (ukuran perusahaan) 
 
Ukuran perusahaan menunjukkan seberapa besar perusahaan dilihat dari total 
aset yang dimiliki. Size dapat dirumuskan sebagai berikut, (Priharyanto, 2009) : 
 
 
Untuk mempermudah pembahasan pada masing-masing variabel penelitian 
diatas, dapat dilihat pada  tabel berikut : 
Tabel 3.3 
Defnisi Operasional Variabel 
Variabel Defenisi Variabel Pengukuran Skala 
Return On 
Equity 
(ROE) 
Rasio antara Earning 
After InterestAnd 
Tax(EAIT) terhadap 
 
Earning After InterestAnd Tax                        
Total Equity 
Rasio 
Inventory Turnover  =    Penjualan 
                         Persediaan 
Size (ukuran perusahaan) = Ln Total Assets 
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total equity. 
Current 
ratio (CR) 
Perbandingan antara 
aktiva lancar dengan 
hutang lancar. 
Current asset 
Current liability 
Rasio 
Total asset 
turnover 
(TATO) 
Perbandingan antara 
penjualan dengan total 
aktiva. 
Penjualan 
Total aktiva 
Rasio 
Inventory 
turnover 
(IT) 
Perbandingan antara 
harga pokok barang 
yang terjual dengan 
persediaan. 
Penjualan / Persediaan 
 
Rasio 
Debt to 
equity ratio 
(DER) 
Perbandingan antara 
total hutang dengan 
total modal sendiri 
yang mencerminkan 
struktur modal 
perusahaan.  
 
Total debt 
Total shareholder’s equity 
Rasio 
Size  Diukur dengan natural 
logaritma dari total 
asset. 
 
Ln of Total Asset 
Rasio 
 
3.6. Metode Analisis Data 
Metode analisis data dalam penelitian ini menggunakan statistik deskriptif 
dengan menggunakan analisis regresi berganda data panel. Analisis data yang 
diperoleh dalam penelitian ini akan menggunakan bantuan teknologi komputer yaitu 
program aplikasi Econometric Views (Eviews) versi 9. 
3.6.1. Statistik Deskriptif 
Statistik deskriptif memberikan gambaran atau deskriptif suatu data yang 
dilihat dari nilai rata-rata (mean), standar deviasi, varian, maksimum, minimum, sum, 
range kurtoses dan skewness (kemencengan distribusi). 
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3.6.2. Uji Asumsi Klasik 
Untuk menghasilkan analisis yang akurat, diperlukan beberapa pengujian 
terkait asumsi-asumsi klasik yang menjadi dasar model regresi, mengingat penelitian 
ini juga menggunakan data sekunder. Terdapat beberapa pengujian yang diperlukan 
dalam uji ini, antara lain: 
3.6.2.1. Uji Normalitas 
Uji normalitas yang dimaksud dalam uji asumsi klasik pendekatan OLS 
adalah (data) residual yang dibentuk model regresi linier terdistribusi normal, bukan 
variabel bebas atau terikatnya. Pengujian terhadap residual normal atau tidak dapat 
menggunakan jarque-Bera Test. Keputusan terdistribusi normal tidaknya residual 
secara sederhanadengan membandingkan nilai probabilitas JB (Jarque-Bera) hitung 
dengan tingkat alpha 0,05 (5%). Apabila Prob. JB hitung lebih besar dari 0,05 maka 
dapat disimpulkan bahwa residual terdistribusi normal dan sebaliknya, apabila 
nilainya lebih kecil maka tidak cukup bukti untuk menyatakan bahawa residual 
terdistribusi normal. 
Ketika data tidak berdisribusi normal, penyembuhan dapat dilakukan dengan 
cara melakukan uji outliers terhadap data. Uji outliers adalah observasi yang muncul 
dengan nilai-nilai ekstrim baik secara univariate maupun multivariate (Ghozali, 
2013).  Ada beberapada metode yang dapat dilakukan untuk mendeteksi data outliers, 
pertama pendekatan grafis yaitu dengan scatter plot atau box plot, kalau dalam 
eviews mengggunakan laverage plot. Kedua, pendekatan secara statistic yaitu dengan 
melakukan standarisasi data Z-score. 
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3.6.2.2. Uji Multikolinieritas 
Uji multikolinieritas menggunakan VIF (Variance Inflation Factors). Jika 
hasil uji multikolinieritas pada Contered VIF diatas 0.8 maka diduga terjadinya 
multikolinearitas dalam model. Sebaliknya jika koefisien korelasi rendah maka 
diduga model tidak mengandung multikolinearitas. 
3.6.2.3. Uji Heteroskedastisitas 
Heteroskedastisitas terjadi pada saat residual dan nilai prediksi memiliki 
korelasi atau pola hubungan. Pola hubungan ini tidak hanya sebatas hubungan linier, 
tetapi pola yang berbeda juga dimungkinkan. Cara mengetahui ada atau tidaknya 
gejala heteroskedastisitas pada penelitian ini adalah dengan melakukan pengujian 
white heteroskedasticity no cross term. Keputusan terjadi atau tidaknya 
heteroskedastisitas pada model regresi linier dengan melihat nilai Prob. F-statistic (F 
hitung). Apabila nilai Prob. F hitung lebih besar dari tingkat alpha 0,05 (5%) maka 
H0 diterima yang artinya tidak terjadi heteroskedastisitas, sedangkan apabila nilai 
Prob. F lebih kecil dari tingkat alpha 0,05 maka H0 ditolak yang artinya terjadi 
heteroskedastsitas. 
3.6.2.4. Uji Autokorelasi 
Data yang digunakan untuk mengestimasi model regresi linier merupakan data 
time series maka diperlukan asumsi bebas autokorelasi. Guna memastikan apakah 
model regresi linier terbebas dari autokorelasi, dapat menggunakan metode Brusch-
Godfrey atau LM (Lagrange Multiplier) Test. Uji autokorelasi juga bisa dilihat dari 
nilai probabilitas Chi-Square. Jika probabilitas Chi-Square lebih besar dari tingkat 
53 
 
signifikansi 5% maka tidak terdapat autokorelasi dan sebaliknya jika probabilitas 
Chi-Square lebih kecil dari 5% maka terdapat autokorelasi. 
3.6.3. Analisis Regresi dengan Data Panel 
Data yang digunakan dalam penelitian ini adalah gabungan dari data time 
series dan cross section. Shochrul (2011) menyatakan bahwa jika data time series dan 
cross section digabungkan maka disebut dengan panel data (Pooled data). Model 
yang digunakandalam menganalisis data panel adalah regresi data panel. Uji regresi 
data panel ini digunakan untuk menganalisis pengaruh antara Current Ratio, Total 
AssetTurnover, Inventory Turnover, Debt to Equity Ratio, dan Size terhadap 
Profitabilitas pada perusahaan manufaktur yang terdaftar di Bursa Efek Indonesia 
periode 2014-2016. Untuk membantu penelitian, peneliti akan menggunkana software 
Eviews 9 untuk menjelaskan hubungan antara variabel independen dan variabel 
dependen melalui data panel.  
Persamaan model regresi data panel yang digunakan dalam penelitian ini 
adalah  sebagai berikut:  
                                                  
Keterangan : 
ROE : Return On Equity 
CR : Current Ratio 
TATO :Total Asset Turnover 
IT : Inventory Turnover 
DER : Debt to Equiy Ratio 
S : Size (Ukuran Perusahaan) 
i : Subscript Untuk Unit cross sectional (obyek/perusahaan) 
54 
 
t :Subscript Untuk periode waktu/tahun 
eit : Error 
0 : Konstanta 
1- 5 : Koefisien regresi   
Model ini kemudian akan diestimasi dengan menggunakan analisis data panel. 
Model data panel dapat diestimasi melalui 3 (tiga) pendekatan yaitu: 
a. Common Effect Model 
Teknik yang paling sederhana untuk mengestimasi data panel adalah hanya 
dengan mengkombinasikan data time series dan cross section. Dengan hanya 
menggabungkan data tersebut tanpa melihat perbedaan antar waktu dan individu 
maka kita bisa menggunakan metode OLS untuk mengestimasi Common 
Effect.Dalam pendekatan ini tidak memperhatikan dimensi individu maupun 
waktu. Diasumsikan bahwa perilaku data antar perusahaan sama dalam berbagai 
kurun waktu.  
                                                   
b. Fixed Effect Model 
Teknik model Fixed EffectModel adalah teknik mengestimasi data panel dengan 
menggunakan variabel dummy untuk menangkap adanya perbedaan intersep 
antara perusahaan namun intersepnya sama antar waktu. Di samping itu, model 
ini juga mengasumsikan bahwa koefisien regresi (slope) tetap antar perusahaan 
dan antar waktu. Model Fixed EffectModel dengan teknik variabel dummy dapat 
ditulis sebagai berikut: 
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Dimana D adalah dummy untuk masing-masing cross-sectional. 
c. Random Effec Model 
Random Effec Model t/Error Component Model, yaitu menghitung faktor 
kesalahan (error term) yang menimbulkan korelasi antar unit waktu dan unit 
ruang/unit individu. 
                                                       
       Dalam hal ini β0i tidak lagi tetap (nonstokastik) tetapi bersifat random. 
3.6.4. Uji Spesifikasi Model 
Menurut Judge terdapat empat pertimbangan pokok untuk memilih Pooled 
Least Square (PLS), Fixed Effect Model (FEM) dan Random Effect Model (REM), 
yaitu:  
a. Jika jumlah time series (T) besar dan jumlah cross-section (N) kecil maka nilai 
taksiran parameter berbeda kecil, sehingga pilihan didasarkan pada kemudahan 
perhitungan, yaitu FEM.  
b. Bila N besar dan T kecil penaksiran dengan FEM dan REM menghasilkan 
perbedaan yang signifikan. Pada ECM diketahui bahwa β0i = β0 + εi, dimana εi 
adalah komponen acak cross-sectional, pada FEM diperlakukan β0 adalah tetap 
atau tidak acak. Bila diyakini bahwa individu atau cross-section tidak acak maka 
FEM lebih tepat, sebaliknya jika cross-section acak maka REM lebih tepat.  
c. Jika komponen penggangu individu εi berkorelasi maka penaksiran REM adalah 
bias dan penaksir FEM tidak bias.  
d. Jika N besar dan T kecil serta asumsi REM dipenuhi maka penaksiran REM lebih 
efisien dari penaksiran FEM.  
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Akan tetapi selain menggunakan asumsi diatas, pemilihan metode regresi data 
panel dalam penelitian ini akan ditentukan dengan menggunakan 3 (tiga) uji 
perbandingan yaitu uji perbandingan antara metode Pooled Least Square(PLS) 
dengan Fixed Effect Model (Chow Test) dan uji perbandingan antara PLS dengan 
Random EffectModel (Lagrange Multiple Test) serta perbandingan antara Fixed Effect 
Model dengan Random Effect Model (Hausman Test). 
Beberapa uji spesifikasi model yang perlu dilakukan sebagai prosedur 
estimasi data panel adalah: 
1) Uji perbandingan metode Common Effect (PLS) dengan model Fixed Effect 
Model (FEM) 
Uji Chow atau uji F statistik digunakan untuk mengetahui apakah teknik 
regresi data panel dengan Fixed Effect lebih baik dari model regresi data panel tanpa 
variabel Dummy.  Adapun uji F statistiknya adalah sebagai berikut: 
)/()(
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

  
dimana:  
RSS1 = residual sum of square PLS tanpa variabel dummy 
RSS2 = residual sum of square fixed effect model denganvariabel dummy 
m  = jumlah restriksi linear  
k  = jumlah parameter dalam regresi tanpa restriksi 
n = jumlah observasi  
Nilai statistik F hitung akan mengikuti distribusi statistik F dengan derajad 
kebebasan (df) sebanyak m untuk numerator dan sebanyak (n-k) untuk denumerator. 
m merupakan jumlah restriksi dalam model tanpa variabel dummy, n merupakan 
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jumlah observasi dan k adalah jumlah parameter dalam model Fixed Effect. Jika 
Fhitung> Ftabel (m,n-k) maka OLS model invalid sehingga Least Square Dummy 
Variable (LSDV) atau Fixed Effect Model (FEM)  adalah valid. Maka Hipotesis yang 
digunakan dalam uji chow ini adalah: 
a) Jika H0 diterima (p-value > 5 persen), maka model mengikuti Pooled Least 
Square. 
b) Jika H0 ditolak dan H1 diterima (p-value < 5 persen), maka model mengikuti 
Fixed Effect Model. 
2) Uji Perbandingan metode Common Effect (PLS) dengan model Random 
Effect Model (REM) 
Uji LM digunakan untuk membandingkan Pooled Least Square dan Random 
Effect Model. Oleh sebab itu, perlu dicari hasil regresi dengan Random Effect. Uji 
signifikansi Random Effect ini dikembangkan oleh Bruesch-Pagan. Metode Bruesch-
Pagan untuk uji signifikansi model Random Effect didasarkan pada nilai residual dari 
metode PLS. Adapun nilai statistik LM dihitung berdasarkan formula sebagai berikut: 
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Dimana n = jumlah individu, T = jumlah periode waktu dan e adalah residual metode 
OLS. 
Uji LM ini didasarkan pada distribusi chi-squares dengan degree of freedom 
sebesar jumlah variabel independen. Jika nilai LM statistik lebih besar nilai kritis 
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statistik chi-squares maka hipotesis nol ditolak. Artinya, estimasi yang tepat untuk 
model regresi data panel adalah metode Random Effect dari pada metode OLS. 
Sebaliknya jika nilai LM statistik lebih kecil dari nilai statistik Chi-square sebagai 
nilai kritis maka hipotesis nol diterima. Estimasi Random Effect dengan demikian 
tidak bisa digunakan untuk regresi data panel, tetapi digunakan metode OLS. 
Hipotesis yang digunakan dalam uji LM ini adalah: 
H0 =  Pooled Least Square (Common Effect) 
H1 =  Random Effect 
3) Uji Perbandingan metode Fixed Effect Model  (FEM) dengan model 
Random Effect Model (REM) 
Uji Hausman adalah uji statistik yang digunakan untuk memilih apakah 
menggunakan model Fixed Effect atau Random Effect. Nilai statistik Hausman dapat 
dihitung berdasarkan formula sebagai berikut: 
 
Uji Hausman ini didasari oleh heterogenitas antar individu dan korelasinya 
dengan variabel bebas.Statistik uji Hausman ini mengkuti distribusi statistik Chi 
Square dengan degree of freedom sebanyak k dimana k adalah jumlah variabel 
independen. Jika nilai statistik Hausman lebih besar dari nilai kritisnya maka model 
yang tepat adalah model Fixed Effect sedangkan sebaliknya bila nilai statistik 
Hausman lebih kecil dari nilai kritisnya maka model yang tepat adalah model 
Random Effect. Hipotesis yang digunakan dalam Uji Hausman adalah: 
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a) Jika H0 diterima (p-value > 5 persen), maka model mengikuti Random Effect 
Model. 
b) Jika H0 ditolak dan H1 diterima (p-value < 5 persen), maka model mengikuti 
Fixed Effect Model. 
3.6.5. Analisis Uji Hipotesis 
3.6.5.1. Uji Signifikansi Parsial (Uji t) 
Uji statistik t pada dasarnya menunjukkan seberapa jauh pengaruh masing-
masing variabel independen secara individual dalam menerangkan variasi variabel 
dependen (Ghozali Imam,2013:98)  
H0 : βi = 0  
H1 : βi ≠ 0  
Dimana βi adalah koefisien variabel independen ke-i sebagai nilai parameter 
hipotesis. Nilai β biasanya dianggap nol, artinya tidak ada pengaruh variabel X 
terhadap Y. Dari hasil uji t, kesimpulan yang mungkin didapat adalah:  
a) Jika Sig tstatistik ˂ 0,05 maka H0 ditolak dan Ha diterima artinya, terdapat 
pengaruh yang signfikan variabel independen secara parsial terhadap variabel 
independen.   
b) Jika Sig tstatistik ˃ 0,05 maka H0 diterima dan Ha ditolak artinya tidak 
terdapat pengaruh yang signifikan variabel independen secara parsial terhadap 
variabel independen.  
Atau  
a) Jika tstatistik ˃ ttabel, maka H0 ditolak dan Ha diterima.  
b)  Jika tstatistik ˂ ttabel, maka H0 diterima dan ha ditolak.  
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3.6.5.2. Uji Signifikansi Simultan (Uji Statistik F) 
Uji statistic F pada dasarnya menunjukkan apakah semua variabel independen 
atau bebas yang dimasukkan dalam model mempunyai pengaruh secara bersama-
sama terhadap variabel dependen (Ghozali, Imam 2013:98). Pada taraf signifikansi 
5% apabila nilai signifikansi F kurang dari 5% maka model regresi secara bersama-
sama mampu mempengaruhi variabel dependen secara signifikan. Hipotesis nol (H0) 
yang hendak diuji adalah apakah suatu parameter (βi) sama dengan nol atau:  
Ho : βi=0 
Artinya apakah suatu variabel independen bukan merupakan penjelas yang signifikan 
terhadap variabel dependen. Hipotesis alternatifnya (Ha) prameter suatu variabel 
tidak sama dengan nol, atau:  
Ha : βi ≠ 0  
Artinya variabel tersebut merupakan penjelas yang signifikan terhadap variabel 
dependen.  
Pada tingkat signifikasi 5% dengan kriteria pengujian yang digunakan sebagai 
berikut:  
a) Pada taraf signifikasi 5%, H0 diterima dan H1 ditolak apabila F hitung ˂ F tabel, 
yang artinya variabel penjelas secara serentak atau bersama-sama tidak 
mempengaruhi variabel yang dijelaskan secara signifikan.  
b) Pada taraf signifikasi 5%, H0 ditolak dan Ha diterima apabila F hitung ˃ F tabel, 
yang artinya variabel penjelas secara serentak dan bersama-sama mempengaruhi 
variabel yang dijelaskan secara signifikan.  
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3.6.5.3. Koefisien Determinasi (R
2
) 
Koefisien determinasi (R2) digunakan untuk mengukur sejauh mana 
kemampuan model dalam menerangkan variasi variabel dependen secara statistik 
(Ghozali, Imam 2013: 97). Nilai koefisien determinasi berkisar antara nol sampai 
dengan satu. Nilai R2 yang kecil berarti kemampuan variabel dalam menjelaskan 
variabel dependen sangat terbatas. Nilai yang mendekati satu berarti variabel-variabel 
independen hampir semua memberikan informasi yang dibutuhkan untuk 
memprediksi variasi variabel dependen. 
Nilai koefisien determinasi diantara 0 dan 1 (0˂R2˂1). Nilai (R2) yang kecil 
berarti kemampuan variabel-variabel independen dalam menjelaskan variasi 
dependen sangat terbatas. Nilai yang mendekati 1 berarti variabel-variabel 
independen memberikan hamper semua informasi yang dibutuhkan untuk 
memprediksi variasi variabel dependen. Kelemahan mendasar menggunakan 
koefisien determinasi adalah bias terhadap jumlah variabel dependen, (R2) pasti 
meningkat, tidak peduli apakah variabel tersebut berpengaruh secara signifikan 
terhadap variabel dependen atau tidak. 
 
 
 
 
 
 
 
