Abstract. The spectrum of the simplest 1D convection-diffusion operator is a discrete subset of the negative real axis, but the pseudospectra are regions in the complex plane bounded approximately by parabolas. Put another way, the norm of the resolvent is exponentially large as a function of the Pdclet number throughout a certain approximately parabolic region. These observations have a simple physical basis, and suggest that conventional spectral analysis for convection-diffusion operators may be of limited value in some applications.
II(,kI-)-111-101 10 2 10a,... ,10 7 (6 explains how these curves were computed); Outside the shaded region II bounded by the dashed "critical parabola," II(/-)-111 is smll. Inside that region, however, it is huge, attaining values as great as 10 7 at points A that are far from the eigenvalues.
In fact, for any A in the interior of the shaded region, I1(1-C)-lll grows exponentially as d-c.
It is common practice in applied mathematics to analyze an operator by investigating its spectrum. However, Fig. 1 shows that in the case of convection-diffusion *Received by the editors April 12, 1993; accepted for publication (in revised form) January 26, 1994 . An extended version of this article can be found in [31] .
Department of Mathematics, Oregon State University, Corvallis, Oregon 97331 (teddy(C)math. Equivalently, the figure can be interpreted as a depiction of e-pseudospectra of 12 for e= 10 -1,10-2,..., 10-7. operators, there may be a great deal of structure in the surface I1(/I-;)-11 that is not revealed by the points where its height is infinite. This is a reflection of the fact that these operators are nonnorrnal. This means that they cannot be unitarily diagonalized, or to put it another way, their eigenfunctions are not orthogonal. [20] , [22] , [27] . The specific idea of considering the sets that we call pseudospectra was perhaps first introduced by H. J. Landau in 1975 [23] , and has been subsequently employed by others including Varah [38] , Demmel [6] , and especially Godunov, Kostin, Malyshev, and their colleagues in Novosibirsk [13] . We and our coauthors have applied pseudospectra to problems in numerical linear algebra [12] , [26] , [34] , the numerical solution of differential equations [8] , [19] , [30] , and fluid dynamics [29] , [37] . For introductions to these ideas, see [28] , [32] , [35] , [36] . [1] [2] [3] , [5] , [7] , [39] . In recent years convectiondiffusion equations have also assumed a new role in numerical analysis, emerging as favorite test problems for nonsymmetric iterative linear solvers and preconditioners [10] (-,) is normal, and its spectrum and pseudospectra are easily determined.
In the following theorem A denotes the closed disk {A E C IAI < } and the sum of two setsA, B C_ C has the usual meaning: A+B-{AEC" A=ha+Ab, Aa
A, AbeB }.
THEOREM 2. The spectrum of (-,) is A((-,)) P, and for each e >_ 0, the e-pseudospectrum is (3.1) A((-,)) P + A.
Equivalently, for P the resolvent norm satisfies
In words, A((-,)) is the parabola P together with a cushion of thickness e. We shall not prove Theorem 2, as such results are standard; see [14] and [28] .
On the semi-infinite interval, P is replaced by H. (3.5) . By standard arguments to be found for example in [20] , (3.5) is also equivalent to (3.4) , and the equivalence of (3.4) and (3.3) follows from the definition of pseudospectra.
Let u be a function in the domain of [0,) normalized by Ilull 1. By integration by parts we calculate (u, to,)u) Proof. By changing the upper limit of integration from c to d in the proof of Theorem 3, we obtain (4.3), which implies (4.2) and equivalently (4.1). 71 We now turn to the problem of estimating the resolvent norm inside II. To motivate our estimates, note that the resolvent is the solution operator for the inhomogeneous problem [20] 5 and is also suggested by the form of the eigenfunctions (2.4).
To carry out the symmetrization we define u(x) e-X/2v(x), which implies u'= 4 lV)" e x/2(-1/2v+v'), u" e-x/2(lv-v'+v"), and therefore u u"+u' e-Z/2(v"-- With hindsight we can see that this deviation from a parabola was foreshadowed in the presence of the algebraic factors o(11-/2) in (4.14), and is visible in Fig. 1 The simplest finite-difference discretizations of (1.1) involve 3-point approximations to the first and second derivatives. In practice it may be better to use an irregular grid in the convection-dominated case, but for simplicity, consider the regu- llipses is related to the fact that the symbol of a tridiagonal Toeplitz matrix maps :ircles about the origin onto ellipses.
Better approximations to A() can be achieved with spectral methods. In Fig. 6, ,he same pseudospectra are plotted for the case of a spectral collocation approximation ra(N)sp based on the Chebyshev grid xj -1d(1 + cos(jrc/N)), j O, 1, N. It s obvious at a glance that the approximation A(L)) A()is accurate over a arger region of the -plane than in the finite-difference case. Indeed it appears to )e "spectrally accurate" over a sizable portion of the plane. Note that this effect appens automatically when the differential operator is discretized; in no sense is the tiscretization an explicit attempt to capture pseudospectra.
The exact spectrum of L is complicated, and in fact, there are three real pairs We can now explain how Fig. 1 and chose values of N adaptively for each until convergence to four relative digits seemed to be achieved. The largest value of N required for the range of in Fig. 1 was 72, with a more typical value being 32. See [31] for details.
7. Applications. In this final section we briefly examine applications of the pseudospectra of /2, and relatedly, some of the limitations of spectral analysis for convection-diffusion problems.
One application of spectral analysis is to simplify a problem by expressing it in the basis of eigenmodes, where.the equation becomes diagonal. The limitation of this idea for convection-diffusion problems is apparent from (5.2)" the basis of eigenmodes is exponentially ill-conditioned. If a function of norm O(1) is expanded in this basis, then as a rule the expansion coefficients will be of order ca/2, and the time evolution will be largely determined by the evolving patterns of cancellation among these coefficients. This is an indication that the eigenfunction basis is a poor one. It may be simpler and more natural to work with a basis chosen for its approximation properties, unrelated to eigenmodes. If ca/2 is greater than the inverse of machine precision on the computer, one will be forced to do so, or else the computation will fail because of rounding errors.
Another application of spectral analysis is the estimation of norms of evolution processes. Suppose one wishes to study energy growth or decay for the time-dependent linear problem
The solution is u(t) etCuo, with norm governed by the quantity Iletcll. We naturally expect that IletCll should be related to the spectral abscissa of /2, c() [8] , [22] , [29] , [37] , [40] . All of these remarks apply to the purely linear, constant-coefficient problem (7.1).
Another limitation of spectral analysis is that as a rule it is not robust with respect to the introduction of complications such as nonlinearity, variable coefficients, or inhomogeneous forcing data. If (7.1) is modified in any of these ways, the effect will typically be that the transient part of Figure 7 remains approximately unchanged, but the long-time part of the figure--precisely the part related to eigenvalues--may change entirely. For a discussion of these matters, see [19] , and for their application to the physical problem of hydrodynamic stability, see [37] .
We close with a discussion of a different type of application of the ideas of this paper. Suppose we wish to solve a linear system of equations L(N)u f by a nonsymmetric Chebyshev iteration of the kind investigated by Manteuffel [24] , where L(N) is a discrete approximation to : as considered in 6. Such an iteration depends upon a pair of parameters a, b E C, which define an interval with respect to which a family of Chebyshev polynomials {Pn} is implicitly constructed. The lemniscates Ipn(z)l const, of these polynomials approximate ellipses with foci a, b.
The conventional view is that a and b should be chosen so that the spectrum A(L(N)) lies in one of these ellipses that is in an appropriate sense as small as possible.
This view is supported by the estimate analogous to (7.2), (7.7) where Ilrnll/llroll denotes the ratio of the nth to the initial residual norms, Ilpnll (N) A(L is the supremum of Ipn(z)l for z e A(L(N)), and (M) is the condition number of a transformation that makes L(N) diagonal or self-adjoint. The trouble with (7.7) is that (M) may be very large. An alternative bound can be based on the norm of pn on a pseudospectrum, rather than the spectrum. For any e > 0 we have (7.8) II oll where g denotes the arc length of OA(L(N)); the proof is by a contour integral analogous to (7.7) [26] . When a(i) is large and e is not too small, a comparison of (7.7) and (7.8) suggests that when L(N) is far from normal, the parameters of a nonsymmetric matrix iteration may be more appropriately based on the pseudospectra than on the spectrum. Experiments confirm this prediction [34] .
A related example is the phenomenon of direction-dependent convergence considered in [4] N) ), as in [21] . The explanation is that most approximate techniques for estim ing spectra are robust enough that that they actually estimate pseudospectra instea whether or not that that was the intention of their authors. Most numerical tnetho based on estimates of spectra of nonsymmetric matrices would become less reliable those estimates could be replaced by exact spectral information.
