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71. Introduction
1.1. Motivation
Many problems arising in the applied sciences lead to non-linear wave equations which are written
in the form
utt −4u = f
(
u, ut,∇xu,∇xut,∇2xu
)
,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (1.1)
with u = u(t, x) and with time variable t ∈ R+ and space variable x ∈ Rn. Under reasonable
regularity assumptions on the Cauchy data (u0, u1) and the function f we can expect the existence
and uniqueness of local (in time) solutions to (1.1) belonging to Sobolev spaces. However, the
nonlinearity f can cause a blow-up of the solutions at finite time. Thus, we are interested in results
about global (in time) small data solutions, i.e. with the Cauchy data being u0(x) = εϕ0(x) and
u1(x) = εϕ1(x), ε > 0 small, when the zero solution is a steady state solution. Such a result
implies a statement about the stability of the solution generating an equilibrium.
As one example for a nonlinear wave equation let us mention the Cauchy problem for the
sine-Gordon equation
utt −4u+ sinu = 0,
u(0, x) = u0(x), ut(0, x) = u1(x).

For small data we can replace sinu by u− 13!u3 which implies a non-linear Klein-Gordon equation.
As sketched by Racke and Reissig in [Rac92, Rei04] the study of linear wave models, together
with the research for the local existence of non-linear equations, plays an essential role in order
to prove such global existence results for non-linear wave equations.
As part of the linear theory key tools are energy estimates and Lp-Lq decay estimates which
are also known as Strichartz’ decay estimates. They offer valuable clues about the properties of
the asymptotic profile of the solutions to linear problems.
1.1.1. Cauchy problems for free wave equations
Let us briefly repeat the most important statements about Lp-Lq decay estimates and energy
estimates for some classical linear wave models.
Wave equation The Cauchy problem to the homogeneous linear wave equation
utt −4u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (1.2)
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with (t, x) ∈ R+ ×Rn was well studied by Strichartz in 1970 with Cauchy data (u0, u1) given in
C∞0 , [Str70a, Str70b]. He proved the a priori estimate
‖(ut(t, ·),∇xu(t, ·))‖Lq ≤ C(1 + t)
−n−1
2
(
1
p
− 1
q
)
‖(u1,∇xu0)‖W p,Np (1.3)
for space dimension n ≥ 2 with parameters p, q lying on the conjugate line, i.e. 1p + 1q = 1, and
1 < p ≤ 2 together with an integer Np > n
(
1
p − 1q
)
.
There exist different approaches in order to prove the estimate (1.3). In a paper by von Wahl
one can find calculations with exact solution representations for the free wave equation to the
space dimension n = 3, [vW71]. Another ansatz is achieved for instance by Strichartz, Brenner
and Pecher in [Str70a, Bre75, Pec76]. They applied Fourier integral operators and the method
of stationary phase.
The classical definition of energy for the linear wave equation is stated by
EW(u)(t) :=
1
2
(
‖ut(t, ·)‖2L2 + ‖∇xu(t, ·)‖2L2
)
. (1.4)
Deductively, the inequality (1.3) comprises the estimate EW(u)(t) ≤ CEW(u)(0) for all times t.
However, this estimate is weaker than the energy conservation EW(u)(t) ≡ EW(u)(0) which is a
consequence of EW(u)′(t) = 0 for all times t.
Damped wave equation A further problem of interest is the Cauchy problem for the dissipative
wave equation
utt −4u+ ut = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),

where (t, x) ∈ R+ × Rn and (u0, u1) ∈ C∞0 . In [Mat77] Matsumura proved that the dissipation
has an improving influence on the Lp-Lq decay estimate, that is,
‖(ut(t, ·),∇xu(t, ·))‖Lq ≤ C(1 + t)
−n
2
(
1
p
− 1
q
)
− 1
2 ‖(u1,∇xu0)‖W p,Np (1.5)
for 1p +
1
q = 1 with 1 < p ≤ 2 and integer Np > n
(
1
p − 1q
)
.
Klein-Gordon equation In 1926/1927 the physicists Klein/Gordon developed a relativistic equa-
tion for a charged particle with the mass m in an electromagnetic field, see e.g. the introducing
remarks by Debnath, [Deb97]. This Cauchy problem to the Klein-Gordon equation is written as
utt −4u+m2u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (1.6)
with (t, x) ∈ R+ × Rn and a constant m > 0. Assuming that the Cauchy data (u0, u1) belongs
to C∞0 , we can conclude the Lp-Lq decay estimate
‖(ut(t, ·),∇xu(t, ·), u(t, ·))‖Lq ≤ C(1 + t)
−n
2
(
1
p
− 1
q
)
‖(u1,∇xu0, u0)‖W p,Np , (1.7)
1.1. Motivation 9
where 1p +
1
q = 1, 1 < p ≤ 2 and Np > n
(
1
p − 1q
)
for n ≥ 2 and Np > 2
(
1
p − 1q
)
for n = 1 (stated
for instance by Racke in [Rac92]).
In comparison to the free wave equation the mass term has an improving character on the
decay rate of the Strichartz’ estimate. Von Wahl obtained this improvement by introducing
v = v(t, x, xn+1) by
v(t, x, xn+1) := e−imxn+1 u(t, x),
where x ∈ Rn, xn+1 ∈ R and t ∈ R+. In [vW71] he proved that v is the solution to the free wave
equation (1.2) with non-standard Cauchy data
v0(x, xn+1) := e−imxn+1u0(x), v1(x, xn+1) := e−imxn+1u1(x).
Hence, the new data (v0, v1) does not belong to C∞0 . However, v satisfies the estimate (1.3)
which implies the Klein-Gordon estimate (1.7) for the solution u to problem (1.6).
Let us add that the standard approach for using Fourier integral operators was applied for
instance by Pecher and Hörmander in [Pec76, Hör97] in order to prove (1.7). Furthermore,
Hörmander treated the asymptotic expansion with polyhomogeneous symbols as done in [Hör87].
The estimate (1.7) gives us immediate information about the estimate of the Klein-Gordon
type energy
EKG(u)(t) :=
1
2
(
‖ut(t, ·)‖2L2 + ‖∇xu(t, ·)‖2L2 +m2‖u(t, ·)‖2L2
)
,
namely the a priori estimate EKG(u)(t) ≤ CEKG(u)(0) for all times t ≥ 0. Otherwise, we can
prove that the derivative EKG(u)′(t) vanishes for all times t which implies the energy conservation
EKG(u)(t) ≡ EKG(u)(0).
For the linear Klein-Gordon equation these properties are also used to prove the global existence
and uniqueness for related non-linear Klein-Gordon problems
utt −4u+m2u = f
(
u, ut,∇xu,∇xut,∇2xu
)
,
u(0, x) = u0(x), ut(0, x) = u1(x).
 (1.8)
This was done for instance in 1985 by Klainerman and Shatah, [Kla85, Sha85]. They proved
the global existence of the solutions to the Cauchy problem (1.8) with small data under suitable
conditions of f . Based on their results we just want to mention that there are some continuative
remarks stated e.g. by Hörmander, [Hör97].
1.1.2. Cauchy problems for wave equations with time-dependent coefficients
The modern research is focussed on Cauchy problems with variable coefficients. A lot of work has
especially been done for Cauchy problems of linear wave models with time-dependent coefficients
utt − a(t)2 4 u+m(t)2u+ b(t)ut = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (1.9)
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where u = u(t, x), (t, x) ∈ R+ × Rn, and with the positive functions a, m and b. The reader
can find an overview of the influence of bounded time-dependent coefficients on Lp-Lq decay
estimates in a paper by Reissig, [Rei04]. He summarizes all the results of the work that was done
on the Cauchy problems (1.9) by 2004. In this section we explain selected results from [Rei04]
and state the progress that has taken place up to the present.
Wave equation with time-dependent speed of propagation The aim of many papers is to
study the Cauchy problem of the linear wave equation
utt − a(t)2 4 u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (1.10)
where again u = u(t, x) with the variables (t, x) ∈ R+×Rn. Let the initial values belong to C∞0 ,
then, using suitable assumptions about the smooth coefficient a, the a priori estimate
‖(ut(t, ·),∇xu(t, ·))‖Lq ≤ C(1 + t)
s0−n−12
(
1
p
− 1
q
)
‖(u1,∇xu0)‖W p,Np (1.11)
holds with real value s0 ≥ 0 and 1p + 1q = 1, 1 < p ≤ 2 and Np ≥ n
(
1
p − 1q
)
. There is a
connection between the oscillating behavior of a(t) and the loss of decay, i.e. the size of s0 ≥ 0
describes how the decay rate differs from the classical one stated in (1.3). This was compiled in
a series of papers by Reissig/Yagdjian in 1999/2000, [RY99a, RY00a, RY00c], and continued by
Reissig/Smith in 2005, [RS05]. The latter also proved that for some coefficients a(t) there does
not exist a real number s0 such that (1.11) is satisfied.
Furthermore, we are interested in estimates for an appropriate energy EW(u) to the solutions
of (1.10) which is defined as
EW(u)(t) :=
1
2
(
‖ut(t, ·)‖2L2 + a(t)2‖∇xu(t, ·)‖2L2
)
.
For reasons of the time-dependent speed of propagation we cannot expect energy conservation.
However, there are results about generalized energy conservation. In case of the wave equation we
can speak about generalized energy conservation if the estimates EW(u)(t) ≈ EW(u)(0) hold true
for all times t ≥ 0. Initial work has been done by Reissig/Smith in 2005 for oscillating coefficients
belonging to C2, [RS05]. Later, the benefit of higher regularity or even Gevrey regularity were
discussed in papers of Hirosawa in order to prove generalized energy conservation, [Hir07, Hir10].
Furthermore, Hirosawa/Wirth investigated more general models in 2009, [HW09].
Damped wave equation with time-dependent dissipation Let us provide an insight into the
field of study of wave equations with time-dependent dissipation
utt −4u+ b(t)ut = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (1.12)
with (t, x) ∈ R+×Rn and (u0, u1) belonging to C∞0 . We mention some statements about special
classes of equations (1.12) and explanations about the influence of the dissipation term b on
asymptotic properties for the solutions.
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If we choose b(t) = ν(1 + t)−1 with a constant ν > 0 we derive the Lp-Lq decay estimate as
follows:
‖(ut(t, ·),∇xu(t, ·))‖Lq ≤ C(1 + t)
max
{
−n−1
2
(
1
p
− 1
q
)
− ν
2
,−n
(
1
p
− 1
q
)
−1
}
‖(u1,∇xu0)‖W p,Np ,
where again we assume 1p +
1
q = 1 with 1 < p ≤ 2 and Np ≥ n
(
1
p − 1q
)
. This result has been
proven by Wirth by applying the theory of special functions and exact solution representations
in the extended phase space, [Wir04]. Thus, it appears that the parameter ν influences the decay
rate wherefore we call this dissipation term critical. In subsequent papers Wirth differentiated
between effective and non-effective terms of dissipation.
The results basically were that non-effective dissipation terms decay faster than this critical
term b(t) = ν(1 + t)−1. This implies a decay in the Lp-Lq estimate close to that of the free
wave equation (1.3), [Wir06]. Moreover, if b belongs to L1 we can even prove that the solutions
behave asymptotically like the solutions to a related Cauchy problem of the free wave equation
with respect to their energies, [Wir07a]. This is a result about scattering.
In addition, damped wave equations with effective dissipation were studied in [Wir07b]. They
are mainly characterized by tb(t)→∞ as t tends to infinity. Under suitable conditions for b they
imply decay rates close to the one for the free damped wave equation stated in (1.5).
Klein-Gordon equation with time-dependent mass We close with some remarks on the Klein-
Gordon equation with time-dependent speed of propagation as well as time-dependent mass
utt − a(t)2
(4u+m(t)2u) = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (1.13)
where (t, x) ∈ R+ × Rn.
Reissig/Yagdjian studied problem (1.13) with a constant m in [RY00b]. They figured out that
the mass term improves the decay rate of the Lp-Lq estimate such that the decay is as in (1.7).
Moreover, in comparison to their investigations about wave equations with variable coefficient
the additional mass allows stronger oscillations in order to prove Strichartz’ decay estimates.
The situation changes for the variable mass m(t). As ascertained by Hirosawa/Reissig in
[HR03] it is reasonable to distinguish between problems of Klein-Gordon type and problems of
wave type in dependence on the coefficients a and m. When a(t)m(t)→ 0 and a(t)m(t)→∞ as
t tends to infinity, then problem (1.13) is of wave type and of Klein-Gordon type, respectively.
Hirosawa/Reissig proved that under suitable conditions on the coefficients one can expect decay
rates of wave type as seen in (1.3) and of Klein-Gordon type as seen in (1.7) in the corresponding
cases.
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1.2. Problems of this thesis
In this thesis we are interested in statements about the long-time behavior of the solutions to
Klein-Gordon problems with time-dependent potential
utt −4u+m(t)2u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (1.14)
where u = u(t, x) with t ∈ R+ and x ∈ Rn. Let us, furthermore, assume that (u0, u1) belongs to
C∞0 . More precisely, we focus on results about
• generalized energy conservation,
• scattering states,
• Lp-Lq decay estimates.
In this section we are going to concretize these problems.
Generalized energy conservation In this thesis we concentrate on Klein-Gordon equations
whose mass term m is essentially decreasing for large times. Since we are interested in energy
estimates we are looking for suitable energies depending on the solution u to (1.14) such that
upper and lower bounds of energy exist for all times t. Then we state that the property of
generalized energy conservation is valid.
Let us state a more apposite definition for the generalized energy conservation. Therefore, we
first introduce a prototype of the Klein-Gordon type energy by
E(u)(t) :=
1
2
(
‖ut(t, ·)‖2L2 + ‖∇xu(t, ·)‖2L2 + η(t)2‖u(t, ·)‖2L2
)
, (1.15)
where the function η = η(t), appearing in the potential energy term, depends on the mass
m = m(t). Let EKG(u) denote a standard Klein-Gordon type energy with η(t) = m(t). One
question is whether this standard energy is the most applicable one in the context of generalized
energy conservation.
Definition 1.1 (Generalized energy conservation). The solutions u to Klein-Gordon problem
(1.14) will satisfy the generalized energy conservation if a suitable energy E(u)(t) and a positive
constant C exist such that the inequalities
C−1ζ(t)2E(u)(0) ≤ E(u)(t) ≤ CE(u)(0)
are satisfied for all times t ≥ 0, where ζ = ζ(t) is a positive decreasing function depending on
the function η.
Energy estimates of this kind provide us with the following conclusion about the solutions and
the energy. We can exclude a blow-up behavior of the energy for all times t. In addition, there
exists a lower bound of the energy, that is, the energy does not decay faster than ζ2 for large
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times. As an implication we also obtain statements about the large time behavior of the solution
itself, namely ‖u(t, ·)‖L2 as t→∞.
The aim of this subject is to study properties of the mass term m in order to gain a generalized
energy conservation. This is done in Chapters 2 and 3. Simultaneously we are interested in the
question under which conditions stated for m we can exclude results about generalized energy
conservation. Consequently, we explore the necessity for the assumptions of m. In Chapter 5 we
discuss estimates of energy which do not imply generalized energy conservation.
Scattering states An introduction to the scattering theory is for instance given by Roach,
[Roa95]. The scattering theory compares the behavior of a free problem to a perturbed problem
in distant time. More precisely, we study whether the solutions of the perturbed problem behave
asymptotically equal to the solutions of the unperturbed problem.
In this thesis we restrict ourselves to the scattering results of the Klein-Gordon equation (1.14)
as a perturbed free wave equation. Let u solve (1.14) with the given Cauchy data u0, u1 and let
v be the solution to the free wave equation (1.2) with the Cauchy data v0, v1. We define vectors
of data and vectors of solutions by
U(0) :=
(
u0
u1
)
, V (0) :=
(
v0
v1
)
and U(t) := E(t)U(0), V (t) := E0(t)V (0),
respectively, where E , E0 are appropriate evolution operators. We are interested in the difference
‖V (t)− U(t)‖ = ‖E0(t)V (0)− E(t)U(0)‖ = ‖V (0)− E0(t)−1E(t)U(0)‖, (1.16)
where ‖ · ‖ denotes a norm on the chosen Hilbert space. Here, we suppose that E0 is an unitary
operator in the chosen Hilbert space. We define the so-called wave operator W+ as
W+ := lim
t→+∞ E0(t)
−1E(t). (1.17)
Thereby, the index in W+ hints at a focussing of the distant future. In the specialist literature
the wave operator W− denotes the consideration in the distant past with respect to t→ −∞.
If the solutions u, v to the problems (1.14), (1.2), respectively, exist and the solution vectors
are actually given by U , V with suitable evolution operators E , E0, it still needs to be proven
that the limit stated in (1.17) really exists. Hence, if the data of the free wave equation is related
to the data of the Klein-Gordon problem by
V (0) = W+U(0),
the normwise difference (1.16) will vanish as t→ +∞. This indicates that the perturbed problem
(1.14) is asymptotically free as t tends to infinity.
In Section 3.3 of this thesis we explore Klein-Gordon problems (1.14) which can be considered
as scattered waves in the distant future. Therefore, we have to study suitable solution represen-
tations for the perturbed problem and the unperturbed problem in order to investigate whether
a wave operator W+ relating the Cauchy data of both problems actually exists.
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Lp-Lq decay estimates In Section 2.3 as well as in Chapter 4 we reprocess the considerations
for those linear Klein-Gordon problems (1.14) by investigating Lp-Lq decay estimates. That
is, we make an effort to derive similar estimates as in (1.7) and (1.3) for the classical Klein-
Gordon equation and the free wave equation, respectively. It seems to be reasonable to study
Strichartz’ estimates only for problems whose energy satisfies generalized energy conservation.
Thus, in our discussion we distinguish between decay rates of Klein-Gordon type, i.e. with the
exponent n2
(
1
p − 1q
)
in the decay function, and decay rates of wave type, i.e. with the exponent
n−1
2
(
1
p − 1q
)
appearing in the decay function. Here, we suppose that p, q lie on the conjugate
line, i.e. p+ q = pq.
Outline of this thesis In Chapter 2 we study a Klein-Gordon problem with critical time-
dependent potential with focus on results about generalized energy conservation and Lp-Lq decay
estimates. We continue the discussion about generalized energy conservation for equations with
more general mass terms in Chapter 3, in which we finish this chapter by stating a result about
scattering. Afterwards, in Chapter 4 we take notice of Lp-Lq decay estimates for the problems
investigated in the previous chapter. In Chapter 5 we concentrate on a class of Klein-Gordon
problems, for which we can exclude results about generalized energy conservation as well as the
desired Lp-Lq decay estimate. We finish this thesis denoting further problems for Klein-Gordon
problems with time-dependent variables in Chapter 6.
1.3. Results of this thesis
It seems to be reasonable to follow the classification for Klein-Gordon equations introduced by
Hirosawa/Reissig in [HR03]. In our thesis we call problems (1.14), whose mass term satisfies
• tm(t)→∞ as t→∞, problems of Klein-Gordon type;
• tm(t)→ 0 as t→∞, problems of wave type;
• m(t) = µ1+t with positive constant µ, problems with a critical mass since tm(t) → µ as
t→∞.
For reasons of the special structure of problem (1.14) with m(t) = µ1+t we call it a scale-invariant
problem.
This thesis contains statements about the longtime behavior of the solutions of those three
kinds of problems. Thus, let us summarize the main results of the dissertation in this section.
Generalized energy conservation We are able to prove the generalized energy conservation for
all problems under additional reasonable assumptions on the mass term m. More precisely, for all
three kinds of Klein-Gordon problems there exist the following energy estimates: let E = E(u)(t)
with a suitable function η(t) = η(m(t)) denote the energy of the solutions to problem (1.14) as
defined in (1.15). Then, the energy satisfies
C−1η(t)2E(u)(0) ≤ E(u)(t) ≤ CE(u)(0)
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for all times t. Thus, the functions η(t) and ζ(t) introduced in Definition 1.1 coincide.
If we can really state a result about generalized energy conservation, we will observe the
influence of mass terms m(t) on the function η(t) as follows:
• η(t) = √m(t) for compatible problems of Klein-Gordon type as proved in Theorem 3.7;
• η(t) = 11+t for suitable problems of wave-type as proved in Theorem 3.24;
• η(t) = η(t, µ) for the scale-invariant problem as proved in Theorem 2.3, where
– η(t, µ) =
√
m(t) =
√
µ
1+t if the parameter µ is large enough and
– η(t, µ) tends to 11+t as µ→ 0.
In Chapter 5 we study the problem
utt −4u+
2 + sin
(
(1 + t)1−ω
)
(1 + t)2ω
u = 0, ω < 1,
u(0, x) = u0(x), ut(0, x) = u1(x),

as an example of a problem of Klein-Gordon type. However, according to Theorem 5.14 we can
exclude a result about generalized energy conservation.
Scattering states We can expect that the energy solutions of problems of wave type behave
asymptotically just like the energy solutions of the free wave equation. Actually, whether the
mass m(t) belongs to L1 we prove a scattering result that is stated in Theorem 3.26.
Lp-Lq decay estimates We only investigate Strichartz’ estimates for these problems for which
we get results about generalized energy conservation. We obtain Lp-Lq decay estimates
• with Klein-Gordon type decay rate as stated in (1.7) for problems of Klein-Gordon type as
proved in Theorem 4.3;
• with wave type decay rate as stated in (1.3) for the scale-invariant problem as proved in
Theorem 2.8.
Moreover, we expect Lp-Lq decay estimates with a wave type decay rate for problems of wave
type as sketched in Section 4.2.
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2. Scale-invariant Klein-Gordon equation
With the treatment of Klein-Gordon type equations the problem
utt −4u+ µ
2
(1 + t)2
u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (2.1)
with (t, x) ∈ R+ × Rn and a real constant µ 6= 0 plays a decisive role. Since u∗ = u∗(t∗, x∗) :=
u(t, x) with 1 + t = λ(1 + t∗) and x = λx∗, λ > 0 arbitrarily, solves also the Klein-Gordon
problem a scale-invariance is verified. This property allows us to find precise presentations for
the solutions to (2.1). Hence, in this chapter we show that the Klein-Gordon problem (2.1) seems
to be special within the investigations of Klein-Gordon problems with a time-dependent mass
term.
In order to understand problem (2.1) we distinguish in our considerations between energy es-
timates and Lp-Lq decay estimates. That is, according to the result stated in Theorem 2.3 the
solutions to the Cauchy problem satisfy generalized energy conservation. However, the corre-
sponding energy is a non-standard Klein-Gordon type energy. We offer a conclusion with respect
to the asymptotic behavior of the solutions for large times which is stated in Corollary 2.4. In
correspondence with the defined energy the statement does not coincide with analogue state-
ments given for the free wave equation as well as for the classical Klein-Gordon equation (see the
introduction in Section 1.1). Basically this special Klein-Gordon problem is positioned between
both classical problems.
A completely different effect appears for the Lp-Lq decay estimate of the solutions to (2.1)
which is stated in Theorem 2.8. In this shape the solutions of the critical problem (2.1) behave
similar to the solutions of the free wave equation.
2.1. Representation of solutions
Presentation of the fundamental solutions We consider problem (2.1) in the extended phase
space, i.e. the partial Fourier transform uˆ = uˆ(t, ξ) := Fx→ξ(u)(t, x) may solve
uˆtt + |ξ|2uˆ+ µ2(1+t)2 uˆ = 0,
uˆ(t0, ξ) = uˆ0(ξ), uˆt(t0, ξ) = uˆ1(ξ),
 (2.2)
with Cauchy data at t = t0. We carry out transformations represented in a work of Del
Santo/Kinoshita/Reissig in [DSKR07]. Thus, we set τ = (1 + t)|ξ|, 2ρ = 1 +
√
1− 4µ2 and
uˆ(t, ξ) = τρv(τ) and obtain
τvττ + 2ρvτ + τv = 0.
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The third transformation with z = 2iτ and w(z) = eiτv(τ) yields
zwzz + (2ρ− z)wz − ρw = 0. (2.3)
This equation describes a confluent hypergeometric equation or aKummer’s equation. Its uniquely
determined fundamental solutions are called confluent hypergeometric functions and depend es-
sentially on the parameter ρ. We distinguish between three cases:
ρ ∈ (12 , 1) , µ2 < 14 ,
ρ = 12 , µ
2 = 14 ,
Re ρ = 12 , Im ρ 6= 0, µ2 > 14 .
This means the transformations and the special structure of (2.2) effect the influence of the
constant µ on the energy estimates of problem (2.1).
All other mentioned statements and properties about confluent hypergeometric functions trace
back to Bateman/Erdélyi and Abramowitz/Stegun, see [BE53, AS84], and are treated more
precisely in Section B.1.
The fundamental solutions w1, w2 to (2.3) are given by w1(z) = Θ0(ρ, 2ρ; z) and w2(z) =
z1−2ρezΘ0(1− ρ, 2− 2ρ;−z), where
Θ0(α, β; z) :=
Φ(α, β; z), ρ 6= 12 ,Ψ(α, β; z), ρ = 12 ,
and Φ, Ψ denote the confluent hypergeometric functions. Thus, we can immediately state two
fundamental solutions e1, e2 to problem (2.2) by
e1(t, ξ) =
(
(1 + t)|ξ|)ρ e−i(1+t)|ξ|Θ0(ρ, 2ρ; z),
e2(t, ξ) =
(
(1 + t)|ξ|)ρ z1−2ρ ei(1+t)|ξ|Θ0(1− ρ, 2− 2ρ;−z).
Differentiation leads to
e1,t(t, ξ) := ∂te1(t, ξ) = ((1 + t)|ξ|)ρ−1|ξ| e−i(1+t)|ξ|Θ1(ρ, 2ρ; z),
e2,t(t, ξ) := ∂te2(t, ξ) = ((1 + t)|ξ|)ρ−1 z1−2ρ |ξ| ei(1+t)|ξ|Θ1(1− ρ, 2− 2ρ;−z),
where
Θ1(α, β; z) :=
 z2Φ(α, β; z) + (β − α)Φ(α− 1, β; z), ρ 6= 12 ,z
2Ψ(α, β; z)−Ψ(α− 1, β; z), ρ = 12 .
Henceforth, the solution of (2.2) is represented by
uˆ(t, t0, ξ) = c1(t0, ξ)e1(t, ξ) + c2(t0, ξ)e2(t, ξ)
with the fundamental solutions e1, e2 and constants c1, c2 depending on ξ and the initial time
t0. The constants are exactly given by
c1(t0, ξ) =
e2,t(t0, ξ)uˆ(t0, ξ)− e2(t0, ξ)uˆt(t0, ξ)
e2,t(t0, ξ)e1(t0, ξ)− e1,t(t0, ξ)e2(t0, ξ) ,
c2(t0, ξ) =
e1(t0, ξ)uˆt(t0, ξ)− e1,t(t0, ξ)uˆ(t0, ξ)
e2,t(t0, ξ)e1(t0, ξ)− e1,t(t0, ξ)e2(t0, ξ) .
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Let us write the solution of (2.2) as
uˆ(t, t0, ξ) = E1,0(t, t0, ξ)uˆ(t0, ξ) + E2,0(t, t0, ξ)uˆt(t0, ξ), (2.4)
where
E1,0(t, t0, ξ) =
e2,t(t0, ξ)e1(t, ξ)− e1,t(t0, ξ)e2(t, ξ)
e2,t(t0, ξ)e1(t0, ξ)− e1,t(t0, ξ)e2(t0, ξ) ,
E2,0(t, t0, ξ) =
e1(t0, ξ)e2(t, ξ)− e2(t0, ξ)e1(t, ξ)
e2,t(t0, ξ)e1(t0, ξ)− e1,t(t0, ξ)e2(t0, ξ)
with t0, t ≥ 0. Then the first derivative of uˆ with respect to t is given by
uˆt(t, t0, ξ) = E1,1(t, t0, ξ)uˆ(t0, ξ) + E2,1(t, t0, ξ)uˆt(t0, ξ), (2.5)
where Ek,1 := ∂tEk,0, k = 1, 2. These fundamental solutions satisfy Ek,l(t0, t0, ξ) = δk,l+1,
k = 1, 2, l = 0, 1. Moreover, due to (B.2), (B.3) we calculate their denominator with the help of
the Wronskians of Kummer’s functions, i.e.
e2,t(t, ξ)e1(t, ξ)− e1,t(t, ξ)e2(t, ξ) = (2i)1−2ρ|ξ|z2ρe−z
(
w1(z)w
′
2(z)− w2(z)w′1(z)
)
= Cρ(2i)1−2ρ|ξ|,
where Cρ is a non-vanishing constant depending on ρ. Altogether we summarize the representa-
tion for Ek,l(t, t0, ξ), k = 1, 2, l = 0, 1, in the following lemma.
Lemma 2.1. Denoting z = z(t) = 2i(1 + t)|ξ|, z0 = z(t0) we have for k = 1, 2, l = 0, 1 the
representation
Ek,l(t, t0, ξ) = Cρ (−2i|ξ|)1−k+l detGk,l(t, t0, ξ), (2.6)
where
Gk,l(t, t0, ξ) =
(
zρ−l e−
z
2 Θl
(
ρ, 2ρ; z
)
z−ρ+1−l e
z
2 Θl
(
1− ρ, 2− 2ρ;−z)
zρ−2+k0 e
− z0
2 Θ2−k
(
ρ, 2ρ; z0
)
z−ρ−1+k0 e
z0
2 Θ2−k
(
1− ρ, 2− 2ρ;−z0
)) .
Zones and properties of confluent hypergeometric functions The aim is to estimate the
fundamental solutions Ek,l, k = 1, 2, l = 0, 1. Therefore, we need to divide the extended phase
space into three zones:
Z1(N) := {(t, ξ) ∈ [0,∞)× Rn : (1 + t)|ξ| ≤ N},
Z2(N) := {(t, ξ) ∈ [0,∞)× Rn : |ξ| ≤ N ≤ (1 + t)|ξ|},
Z3(N) := {(t, ξ) ∈ [0,∞)× Rn : |ξ| ≥ N},
where N is an arbitrarily fixed positive constant. In the zone Z3(N) we take advantage of the
consideration of only large frequencies |ξ|. Whereas in zones Z1(N) and Z2(N) small frequen-
cies |ξ| determine the estimates of the fundamental solutions. Furthermore, let tξ denote the
separation line between the zones Z1(N) and Z2(N).
In Section B.1 in Propositions B.1 to B.3 we state the properties for Kummers functions Φ and
Ψ, respectively. Hence, we deduce qualities being important for the examinations with respect
to small and large frequencies |ξ|.
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Proposition 2.2. Let α, β be fixed parameters in C.
(i) For ρ = 12 , l = 0, 1 and small arguments z we have
Θl(α, β; z) ∼ sgn (Γ(α− l)) ln z,
where, for reasons of simplicity, we suppose that z is a pure imaginary number and, there-
fore, ln z = ln |z|+ ipi2 sgn 1i z.
(ii) For ρ 6= 12 , l = 0, 1 and small arguments z with |z| ≤ C we have
|Θl(α, β; z)| ≤ C.
(iii) For ρ = 12 , l = 0, 1 and large arguments |z| we have
Θl(α, β; z) = C a(z),
where
∣∣dmz a(z)∣∣ ≤ Cm|z|l−Reα−m , m = 0, 1, ..., and Cm = Cm(α, β).
(iv) For ρ 6= 12 , a non-odd number β = 2α, l = 0, 1 and large arguments |z| we have
Θl(α, β; z) = C e
z
2 sin
(
z
2i
)
a(z),
where
∣∣dmz a(z)∣∣ ≤ Cm|z|l−Reα−m , m = 0, 1, ..., and Cm = Cm(α).
Proof. Items (i) to (iii) are derived directly from Propositions B.1 and B.3. Through the appli-
cation of Proposition B.2 we gain the last item. Here, we make use of (iii) in Proposition B.1 in
order to handle Θ1.
2.2. Generalized energy conservation
Regarding the solution representations in the previous section the solutions of the scale-invariant
problem (2.1) depend essentially on the constants µ and ρ, respectively. Therefore, instead of a
standard energy (see Definition (1.15) introduced in Section 1.2) we study the energy E(µ)(u) =
E(µ)(u)(t) written in the form
E(µ)(u)(t) :=
1
2
(
‖ut(t, ·)‖2L2 + ‖∇xu(t, ·)‖2L2 + p(t)2‖u(t, ·)‖2L2
)
, (2.7)
where
p(t) =

(1 + t)−
1
2 , µ2 > 14 ,
(1 + t)−
1
2 (1 + ln(1 + t))−1, µ2 = 14 ,
(1 + t)−
1
2
− 1
2
√
1−4µ2 , µ2 ∈ (0, 14) .
(2.8)
With respect to the energy E(µ)(u) we conclude the following statement:
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Theorem 2.3. The energy solutions to the Cauchy problem (2.1) with the Cauchy data u(0, x) =
u0(x) ∈ H1(Rn) and ut(0, x) = u1(x) ∈ L2(Rn) satisfy the energy estimates
p(t)2E(µ)(u)(0) . E(µ)(u)(t) . E(µ)(u)(0).
From Theorem 2.3 we immediately derive the following conclusion:
Corollary 2.4. The solutions to the Cauchy problem (2.1) with the corresponding Cauchy data
satisfy
‖u(t, ·)‖L2 =

O
(
t
1
2
)
, µ2 > 14 ,
O
(
t
1
2 ln t
)
, µ2 = 14 ,
O
(
t
1
2
+ 1
2
√
1−4µ2
)
, µ2 < 14 ,
as t→∞.
Let us study estimates of the standard energy EKG(u) defined by
EKG(u)(t) :=
1
2
(
‖ut(t, ·)‖2L2 + ‖∇xu(t, ·)‖2L2 +m(t)2‖u(t, ·)‖2L2
)
with m(t) = µ1+t instead of this particular energy E
(µ)(u) in the successional remark.
Remark 2.5. Through the straightforward application of the energy method, i.e. differentiating
the energy EKG(u) and applying Gronwall’s inequality, we get the estimates
e−2
∫ t
0
|m′(r)|
m(r)
dr
EKG(u)(0) . EKG(u)(t) . e2
∫ t
0
|m′(r)|
m(r)
dr
EKG(u)(0).
Thus, we conclude
1
(1 + t)2
EKG(u)(0) . EKG(u)(t) . (1 + t)2EKG(u)(0).
However, this result is worse with respect to the energy bounds of generalized energy conservation
in comparison to the estimates for the energy E(µ)(u) given in Theorem 2.3.
Proof of Theorem 2.3. We are interested in the estimate of the solutions to (2.2) with respect to
the L2-norm. According to a statement by Brenner it is sufficient to examine the L∞-norm of
the multipliers Ek,l given in Lemma 2.1, we refer to (ii) in Lemma B.7. Thus, let us estimate the
absolute values of Ek,l, k = 1, 2, l = 0, 1, in the defined zones. In the separate zones we make
use of the statements given in Proposition 2.2.
Zone Z1(N) In the zone of small frequencies |ξ| we divide our investigations between ρ 6= 12
and ρ = 12 according to Proposition 2.2(i), (ii). Let us remark that the definition and behavior of
the energy E(µ)(u) given in (2.7) are essentially determined by the estimates in the zone Z1(N).
For ρ 6= 12 we immediately obtain the estimate
|Ek,l(t, t0, ξ)| . (1 + t)Reρ−l(1 + t0)−Reρ−1+k + (1 + t)−Reρ+1−l(1 + t0)Reρ−2+k (2.9)
for all t, t0 ≤ tξ with Re ρ = 12 + 12
√
1− 4µ2 if µ ∈ (0, 12) and Re ρ = 12 if µ > 12 , respectively.
For the exceptional case ρ = 12 we prove the following proposition:
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Proposition 2.6. For all times t ≤ tξ the estimate∣∣∣ln(−z) ln z0 e z−z02 − ln z ln(−z0) e− z−z02 ∣∣∣ . 1 + ln(1 + t)
holds true, where z = z(t) = 2i(1 + t)|ξ| and z0 = z(0).
Proof. According to the definition of the natural logarithm we use
ln
(±2i(1 + t)|ξ|) = ln 2(1 + t)|ξ| ± pi
2
i.
This implies ∣∣∣ln(−z) ln z0 e z−z02 − ln z ln(−z0) e− z−z02 ∣∣∣
≤
∣∣∣∣(ln(2(1 + t)|ξ|) ln(2|ξ|)+ 14pi2
)
2 sin
(
t|ξ|)∣∣∣∣
+
∣∣pi (ln(2(1 + t)|ξ|)− ln(2|ξ|)) cos(t|ξ|)∣∣
. 1 + ln(1 + t) +
∣∣ln(2(1 + t)|ξ|) ln(2|ξ|) sin(t|ξ|)∣∣
≈ 1 + ln(1 + t) +
∣∣∣(ln(1 + t) ln(2|ξ|)+ (ln(2|ξ|))2) sin(t|ξ|)∣∣∣ .
The third summand can be estimated with C(1+ ln(1+ t)). This is clear for |ξ| being sufficiently
large. Also, there arise no difficulties for small |ξ|, because we state
lim
|ξ|→0
(
ln
(
2|ξ|))δ sin(t|ξ|) = 0
for δ = 1, 2 and all times t.
We investigate two cases for times t in order to estimate Ek,l. Thus, by Proposition 2.6 for all
times t ≤ tξ, t0 = 0 and all times t0 ≤ tξ, t = 0, respectively, we conclude the estimate
|Ek,l(t, t0, ξ)| ≈ (1 + t)
1
2
−l (1 + t0)−
3
2
+k
×
∣∣∣ln(−z(t)) ln z(t0) e z(t)−z(t0)2 − ln z(t) ln(−z(t0)) e− z(t)−z(t0)2 ∣∣∣
. (1 + t) 12−l (1 + t0)−
3
2
+k
(
1 +
∣∣∣∣ln 1 + t1 + t0
∣∣∣∣) . (2.10)
Zone Z2(N)∪Z3(N) We make use of property (iii) and (iv) stated in Proposition 2.2. Because
of our choice of α and β we always have Reα = Re(β − α). Thus, for all t, t0 ≥ tξ and
|z|, |z0| ≥ 2N , respectively, we deduce the estimate
|Ek,l(t, t0, ξ)| . |ξ|1−k+l. (2.11)
Conclusion According to the previous considerations we are able to estimate the solution uˆ
and its derivative uˆt for each part of the extended phase space by taking into account the
representations given in (2.4) and (2.5), respectively.
For all times t ≥ tξ and all frequencies |ξ| ≤ N we get
|uˆt(t, tξ, ξ)|, |ξ||uˆ(t, tξ, ξ)| . |ξ||uˆ(tξ, 0, ξ)|+ |uˆt(tξ, 0, ξ)| . |uˆ(0, ξ)|+ |uˆt(0, ξ)|
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and
|uˆ(t, tξ, ξ)| . |uˆ(tξ, 0, ξ)|+ |ξ|−1|uˆt(tξ, 0, ξ)|
. p(tξ)−1 (|uˆ(0, ξ)|+ |uˆt(0, ξ)|)
(
1 +
1
|ξ|(1 + tξ)
)
. p(t)−1 (|uˆ(0, ξ)|+ |uˆt(0, ξ)|) ,
where the function p(t) is introduced in (2.8). Moreover, for all times t and |ξ| ≤ N we obtain
|uˆt(0, ξ)|, |uˆ(0, ξ)| . p(tξ)−1|uˆt(tξ, 0, ξ)|+ p(tξ)−1(1 + tξ)−1|uˆ(tξ, 0, ξ)|
. p(t)−1 (|uˆt(t, tξ, ξ)|+ |ξ||uˆ(t, tξ, ξ)|) .
This implies the estimates
p(t) (|uˆt(0, ξ)|+ |uˆ(0, ξ)|) . |uˆt(t, 0, ξ)|+ |ξ||uˆ(t, 0, ξ)|+ p(t)|uˆ(t, 0, ξ)| . |uˆt(0, ξ)|+ |uˆ(0, ξ)|
in the zones Z1(N) ∪ Z2(N). Whereas, in the zone Z3(N) we have
|ξ||uˆ(t, 0, ξ)|+ |uˆt(t, 0, ξ)| ≈ |ξ||uˆ(0, ξ)|+ |uˆt(0, ξ)|.
Applying Parseval’s equation we deduce the following L2-L2 estimate for the solution u(t, x)
to the problem (2.1) in the physical space:
‖(ut(t, ·),∇xu(t, ·))‖L2 . ‖u1(·)‖L2 + ‖u0(·)‖H1 .
Furthermore, we estimate the potential energy term by
p(t)‖u(t, ·)‖L2 . ‖u1(·)‖L2 + ‖u0(·)‖L2 ,
for which the function p(t) is given in (2.8) and is determined by the constant coefficient µ.
Similarly, we conclude the estimate
p(t) ‖(u1(·),∇xu0(·), u0(·))‖L2 . ‖ut(t, ·)‖L2 + ‖∇xu(t, ·)‖L2 .
Summarizing these results we close with the statement of Theorem 2.3.
Let us remark that from the considerations in the zone Z3(N) we can conclude an estimate of
wave type through the restriction to this part of the phase space. However, for small frequencies
|ξ| in Z1(N) ∪ Z2(N) we obtain the Klein-Gordon type estimate and, additionally, the estimate
of the potential energy term. Here, in contrast to the wave type estimates we constitute the
Klein-Gordon type estimates in such a way that we can claim u0 ∈ H1 instead of u0 ∈ H˙1.
Remark 2.7. From the proof of Theorem 2.3 we even obtain the estimates
p(t)2E(µ)(u)(0) . EW(u)(t) . E(µ)(u)(0),
where EW(u) denotes the wave type energy without potential energy term, see (1.4) in the
introductory Section 1.1.
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2.3. Lp-Lq decay estimates
The following considerations are based on the results in the L2-L2 frame. We obtain the following
estimates, where p(t) coincides with (2.8), i.e.
p(t) =

(1 + t)−
1
2 , µ2 > 14 ,
(1 + t)−
1
2 (1 + ln(1 + t))−1, µ2 = 14 ,
(1 + t)−
1
2
− 1
2
√
1−4µ2 , µ2 ∈ (0, 14) .
Theorem 2.8. The solutions to the Cauchy problem (2.1) with the Cauchy data u(0, x) = u0(x),
ut(0, x) = u1(x) ∈ S(Rn) satisfy
‖(ut(t, ·),∇x u(t, ·))‖Lq . (1 + t)
−n−1
2
(
1
p
− 1
q
)
(‖u0(·)‖Lp,r+1 + ‖u1(·)‖Lp,r) ,
‖p(t)u(t, ·)‖Lq . dµ(t) (‖u0(·)‖Lp,r + ‖u1(·)‖Lp,r−1)
with
dµ(t) :=

max
{
(1 + t)
−n−1
2
(
1
p
− 1
q
)
− 1
2 , (1 + t)
−n
(
1
p
− 1
q
)}
, µ2 ≥ 14 ,
max
{
(1 + t)
−n−1
2
(
1
p
− 1
q
)
− 1
2
− 1
2
√
1−4µ2
, (1 + t)
−n
(
1
p
− 1
q
)}
, µ2 < 14 ,
where r = n
(
1
p − 1q
)
, 1p +
1
q = 1 with 1 < p ≤ 2.
Comparing this result with the Lp-Lq decay estimate (1.3) for the free wave equation we see
a similar behavior for ut and ∇xu measured in the Lq norm. However, in the estimate of the
potential term p(t)u we feel the influence of the parameter µ.
The strategy of proof is again based on the decomposition of the phase space similar to the one
given in Section 2.1 and 2.2. Then, for bounded arguments (1 + t)|ξ| ≤ N we carry out straight-
forward Lp-Lq estimates. Otherwise, for (1 + t)|ξ| ≥ N we make use of dyadic decompositions,
the method of stationary phase and interpolation properties, in order to handle the estimates for
unbounded arguments.
Proof. In order to separate the extended phase space into three parts we introduce the function
ψ ∈ C∞(R+) such that ψ(y) = 1 for y ≤ 12 , ψ(y) = 0 for y ≥ 2 and ψ′(y) ≤ 0. Then the
functions ψ1, ψ2 and ψ3 are defined by
ψ1(t, ξ) := ψ
(|ξ|N−1)ψ ((1 + t)|ξ|N−1) ,
ψ2(t, ξ) := ψ
(|ξ|N−1) (1− ψ ((1 + t)|ξ|N−1)) ,
ψ3(t, ξ) := 1− ψ
(|ξ|N−1)
such that ψ1(t, ξ) + ψ2(t, ξ) + ψ3(t, ξ) = 1. This decomposition corresponds essentially to the
definitions of the zones introduced in Section 2.1.
According to the representations of uˆ and uˆt stated in (2.4) and (2.5), respectively, we have to
investigate Fourier multipliers
F−1 (Ek,l(t, 0, ξ)F (v))
for k = 1, 2, l = 0, 1 and v ∈ S. In the process the functions Ek,l are stated in Lemma 2.1.
2.3. Lp-Lq decay estimates 25
2.3.1. Zone Z1(N)
Let us choose functions ak,l = ak,l(t, ξ), k = 1, 2, l = 0, 1, such that ak,l(t, ξ)Ek,l(t, 0, ξ) ∈ L∞(Rnξ )
uniformly for all times t. Then we get∥∥F−1(ψ1(t, ξ) ak,l(t, ξ)Ek,l(t, 0, ξ)F (v))∥∥Lq
≤ ‖ψ1(t, ξ) ak,l(t, ξ)Ek,l(t, 0, ξ)F (v)‖Lp
≤ ‖ψ1(t, ξ)‖
L
pq
q−p ‖ak,l(t, ξ)Ek,l(t, 0, ξ)‖L∞ ‖F (v)‖Lq
≤ C(1 + t)−n
(
1
p
− 1
q
)
‖ak,l(t, ξ)Ek,l(t, 0, ξ)‖L∞ ‖v(·)‖Lp ,
where v ∈ S. From (2.9) and (2.10) in the L2-L2 estimates in Z1(N) and the choice ak,l(t, ξ) =
|ξ|1−l we infer
‖|ξ|1−lEk,l(t, 0, ξ)‖L∞ . (1 + t)Re ρ−1.
In the same manner by setting ak,0(t, ξ) = p(t) because of the Propositions 2.2 and 2.6 we get
the estimate
‖p(t)Ek,0(t, 0, ξ)‖L∞ . 1
for all ρ. Altogether for the representations (2.4) and (2.5), for small frequencies |ξ| and times
t . tξ we conclude
‖F−1(ψ1(t, ξ)uˆt(t, ·))‖Lq . (1 + t)−n
(
1
p
− 1
q
)
−1+Re ρ
(‖u1(·)‖Lp + ‖u0(·)‖Lp) ,
‖F−1(ψ1(t, ξ) |ξ|uˆ(t, ·))‖Lq . (1 + t)−n
(
1
p
− 1
q
)
−1+Re ρ
(‖u1(·)‖Lp + ‖u0(·)‖Lp) ,
‖F−1(ψ1(t, ξ) p(t) uˆ(t, ·))‖Lq . (1 + t)−n
(
1
p
− 1
q
)
(‖u1(·)‖Lp + ‖u0(·)‖Lp) ,
where 1 < p ≤ 2 and 1p + 1q = 1.
Let us remark that the time-decay for uˆt and |ξ|uˆ obtained in this zone Z1(N) is better than
in the other zones. Also we do not claim additional regularity of the data.
2.3.2. Zone Z3(N)
Actually, the Lp-Lq decay estimates in the phase space are essentially controlled by the estimates
in this zone for large frequencies |ξ| ≥ N . We examine∥∥F−1 (ψ3(t, ξ) ak,l(t, ξ)Ek,l(t, 0, ξ)F (v)(ξ))∥∥Lq (2.12)
with suitably chosen functions ak,l, k = 1, 2, l = 0, 1 and 2 ≤ q <∞ and v ∈ S.
Fourier multipliers The idea is to show uniform estimates on bounded intervals in |ξ|. According
to Hörmander, [Hör60, Lemma 2.3], there exists a non-negative function ϕ = ϕ(y) ∈ C∞0 (R+)
with suppϕ ⊆ [12 , 2] such that ∑∞j=−∞ ϕ (2−jy) = 1, y 6= 0. Let us define a sequence {ϕj}j∈Z
by
ϕj(ξ) = ϕ
(
2−j
|ξ|
N
)
, j ∈ Z.
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Since ψ3(t, ξ)ϕj(ξ) = 0 for j < 0 we have
ψ3(t, ξ)ak,l(t, ξ)Ek,l(t, ξ) ≤
∞∑
j=0
ϕj(ξ)ak,l(t, ξ)Ek,l(t, ξ).
This enables us to investigate every summand stated in the right hand side for j ∈ N0 separately.
The strategy of proof is based on the Riesz-Thorin interpolation theorem given in Lemma B.6
and the interpolation theorem stated by Brenner, [Bre75], in Lemma B.7. They are cited in the
appendix in Section B.2.
For every j ∈ N0 let us examine the oscillatory integrals
F−1
(
ϕj(ξ) |ξ|−r ak,l(t, ξ)Ek,l(t, 0, ξ)
)
(2.13)
with real number r and some functions ak,l = ak,l(t, ξ) to be determined later on. We again write
down the determinant detGk,l in order to investigate Ek,l, k = 1, 2, l = 0, 1, see (2.6) stated
in Lemma 2.1, for large frequencies |ξ| and large terms (1 + t)|ξ| as follows. Therefore, we take
advantage of the properties of the functions Θl, l = 0, 1, discussed in Proposition 2.2. Thus, we
have
detGk,l(t, 0, ξ) = sin
(
(1 + t)|ξ|)) sin(−|ξ|)
×
(
b−ρ,1((1 + t)|ξ|) b−ρ,2(|ξ|) − b+ρ,1((1 + t)|ξ|) b+ρ,2(|ξ|)
)
and
detGk,l(t, 0, ξ) = e−it|ξ| b−ρ,1((1 + t)|ξ|) b−ρ,2(|ξ|) − eit|ξ| b+ρ,1((1 + t)|ξ|) b+ρ,2(|ξ|)
for ρ 6= 12 and ρ = 12 , respectively, and k = 1, 2, l = 0, 1. The functions b±ρ,i, i = 1, 2, satisfy∣∣dmz b±ρ,i(z)∣∣ ≤ Cm|z|−m,
m = 0, 1, ..., and Cm = Cm(ρ) for large |z|.
In the first instance we motivate the choice of the functions ak,l through the estimate (2.11) in
the zone Z3(N) used to prove generalized energy conservation. Hence, let
ak,l(t, ξ) = ak,l(ξ) := |ξ|−(1−k+l). (2.14)
After the previous considerations it is now sufficient to study the oscillatory integrals written in
the form
F−1
(
ϕj(ξ) e±it|ξ| |ξ|−r b1((1 + t)|ξ|) b2(|ξ|)
)
instead of the integrals (2.13), where the derivatives of the functions b1, b2 just satisfy the
estimates ∣∣dmz b1(z)∣∣, ∣∣dmz b2(z)∣∣ ≤ Cm|z|−m, m = 0, 1, ... .
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L1-L∞ estimates In the L1-L∞ frame we substitute ξ = 2jNη, j ≥ 0, and examine∥∥∥F−1 (ϕj(ξ) e±it|ξ| |ξ|−r b1((1 + t)|ξ|) b2(|ξ|))∥∥∥
L∞
= C2j(n−r)
∥∥∥F−1 (ϕ(|η|) e±i2jNt|η| |η|−r b1(2jN(1 + t)|η|) b2(2jN |η|))∥∥∥
L∞
≤ C2j(n−r)(1 + 2jNt)−n−12
∑
|α|≤M
∥∥Dαϕ(|η|) |η|−r b1(2jN(1 + t)|η|) b2(2jN |η|)∥∥L∞
≤ C2j(n−r)(1 + 2jNt)−n−12
∑
|α+β|≤M
sup
1
2
≤|η|≤2
|η|−r |η|−|α|−|β|
≤ C2j(n−r)(1 + t)−n−12 .
Here we use in the third line Lemma B.5 with a suitably positive constantM . Moreover, we take
advantage of (1 + t) . (1 + 2jNt) for j ≥ 0 and N sufficiently large. Then, due to (2.14) and (i)
in Lemma B.7 we have∥∥∥F−1 (ϕj(ξ) |ξ|−r |ξ|−(1−k+l)Ek,l(t, 0, ξ)F (v)(ξ))∥∥∥
L∞
. 2j(n−r)(1 + t)−n−12 ‖v(·)‖L1 .
L2-L2 estimates In order to estimate in the L2-L2 frame we just investigate∥∥∥ϕj(ξ) e±it|ξ| |ξ|−r b1((1 + t)|ξ|) b2(|ξ|)∥∥∥
L∞
. sup
1
2
≤|η|≤2
ϕ(|η|) (2jN |η|)−r ∣∣b1(2jN(1 + t)|η|)∣∣ ∣∣b2(2jN |η|)∣∣ . 2−jr
for j ≥ 0. By (ii) in Lemma B.7 it follows the estimate∥∥∥F−1 (ϕj(ξ) |ξ|−r |ξ|−(1−k+l)Ek,l(t, 0, ξ)F (v)(·))∥∥∥
L2
. 2−jr‖v(·)‖L2 .
Lp-Lq estimates The application of the interpolation argument (iii) in Lemma B.7 yields for
1 < p ≤ 2 and 1p + 1q = 1 the estimate∥∥∥F−1 (ϕj(ξ) |ξ|−r |ξ|−(1−k+l)Ek,l(t, 0, ξ)F (v)(·))∥∥∥
Lq
. 2j
(
n
(
1
p
− 1
q
)
−r
)
(1 + t)
−n−1
2
(
1
p
− 1
q
)
‖v(·)‖Lp .
We can estimate the right-hand side uniformly for all j ≥ 0 if we assume r ≥ n
(
1
p − 1q
)
. Thus,
due to Lemma B.8 we conclude∥∥∥F−1 (ψ3(t, ξ) |ξ|−r |ξ|−(1−k+l)Ek,l(t, 0, ξ)F (v)(·))∥∥∥
Lq
. (1 + t)−
n−1
2
(
1
p
− 1
q
)
‖v(·)‖Lp .
Finally, we obtain for the representations (2.4) and (2.5)
‖F−1(ψ3(t, ξ) uˆt(t, ·))‖Lq . (1 + t)−
n−1
2
(
1
p
− 1
q
)
(‖u0(·)‖Lp,r+1 + ‖u1(·)‖Lp,r) ,
‖F−1(ψ3(t, ξ) |ξ|uˆ(t, ·))‖Lq . (1 + t)−
n−1
2
(
1
p
− 1
q
)
(‖u0(·)‖Lp,r+1 + ‖u1(·)‖Lp,r) ,
where r = n
(
1
p − 1q
)
.
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Potential term In order to calculate the Lp-Lq decay estimate for the potential term p(t)u(t, x)
we choose ak,0(t, ξ) = p(t) in the representation of the Fourier multipliers (2.12) for l = 0.
Utilizing (2.4) and executing a similar procedure as for the terms ut and ∇xu given above we
deduce
‖F−1(ψ3(t, ξ) p(t) uˆ(t, ·))‖Lq . p(t) (1 + t)−
n−1
2
(
1
p
− 1
q
)
(‖u0(·)‖Lp,r + ‖u1(·)‖Lp,r−1)
with r = n
(
1
p − 1q
)
.
Concluding, similar to the considerations about generalized energy conservation the Lp-Lq
decay estimates of the elastic term ‖∇xu‖Lq and the kinetic term ‖ut‖Lq are of wave type in the
zone Z3(N) for large frequencies |ξ| ≥ N .
2.3.3. Zone Z2(N)
In this zone we deal with bounded frequencies |ξ| ≤ N and unbounded products (1 + t)|ξ| ≥ N .
We analyse the Fourier multipliers
F−1
(
ψ2(t, ξ) ak,l(t, ξ)Ek,l(t, 0, ξ)F (v)(ξ)
)
(2.15)
in the Lp-Lq frame with the suitably chosen functions ak,l, where k = 1, 2, l = 0, 1 and v ∈ S.
Again, the functions Ek,l are defined in Lemma 2.1.
Fourier multipliers We introduce a dyadic decomposition {ϕj}j∈Z by the definition
ϕj(t, ξ) := ϕ
(
2−j
(1 + t)|ξ|
N
)
, j ∈ Z,
with ϕ ∈ C∞0 being introduced into the considerations for the zone Z3(N). Then the product
ψ2(t, ξ)ϕj(t, ξ) vanishes for all j < 0. This implies
ψ2(t, ξ) ≤ ψ
(|ξ|N−1) (1− ψ ((1 + t)|ξ|N−1)) ∞∑
j=0
ϕj(t, ξ)
≤ ψ (|ξ|N−1) ∞∑
j=0
ϕj(t, ξ)
so that we have to investigate the Fourier multipliers for every j ≥ 0 separately.
Applying Proposition 2.2 to this zone the determinant detGk,l of Ek,l, written down in pre-
sentation (2.6), writes as
detGk,l(t, 0, ξ) = sin
(
(1 + t)|ξ|)) (b−ρ,1((1 + t)|ξ|) b−ρ,2(|ξ|) + b+ρ,1((1 + t)|ξ|) b+ρ,2(|ξ|))
for ρ 6= 12 and
detGk,l(t, 0, ξ) = e−it|ξ| b−ρ,1((1 + t)|ξ|) b−ρ,2(|ξ|) − eit|ξ| b+ρ,1((1 + t)|ξ|) b+ρ,2(|ξ|)
for ρ = 12 . Moreover, the derivatives of b
±
ρ,1 and b
±
ρ,2 fulfill the estimates∣∣dmz b±ρ,1(z)∣∣ ≤ Cm|z|−m,
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m = 0, 1, ..., and Cm = Cm(ρ) for large |z| and
b±ρ,2(|ξ|) ≤
Cρ|ξ|−Re ρ−1+k, ρ 6= 12 ,Cρ|ξ|− 32+k ln |ξ|, ρ = 12 .
Let us choose ak,l(t, ξ) = |ξ|1−l for (2.15) as in the treatment of the zone Z1(N). Thus, in the
zone Z2(N) we consider the oscillatory integrals written as
F−1
(
e±it|ξ| ϕj(t, ξ) b1((1 + t)|ξ|)ψ
(|ξ|N−1) bρ,2(|ξ|)) (2.16)
with
∣∣dmz b1(z)∣∣ ≤ Cm|z|−m, m = 0, 1, ..., and
bρ,2(|ξ|) .
|ξ|1−Re ρ, ρ 6= 12 ,|ξ| 12 ln |ξ|, ρ = 12 .
We extend the integral (2.16) with a suitably chosen 1. For ρ 6= 12 we obtain
ψ
(|ξ|N−1) bρ,2(|ξ|) |ξ|−(1−Re ρ)+r . ψ (|ξ|N−1) |ξ|r ∈ L∞(R+) (2.17)
for all r ≥ 0. Similarly, if ρ = 12 it holds
ψ
(|ξ|N−1) b 1
2
,2(|ξ|) |ξ|−
1
2
+r . ψ
(|ξ|N−1) |ξ|r ln |ξ| ∈ L∞(R+) (2.18)
for all r > 0 (in difference to ρ 6= 12).
L1-L∞ estimates Again, we follow the procedure introduced by Brenner, [Bre75], and sketched
in Section B.2. Let us begin with the L1-L∞ estimate. Utilizing (2.17) and (2.18) we have∥∥∥F−1 (e±it|ξ| ϕj(t, ξ) b1((1 + t)|ξ|)ψ (|ξ|N−1) bρ,2(|ξ|))∥∥∥
L∞
. (1 + t)−1+Re ρ+r
∥∥∥F−1 (e±it|ξ| ϕj(t, ξ) b1((1 + t)|ξ|) ((1 + t)|ξ|)1−Re ρ−r)∥∥∥
L∞
≈ (1 + t)−1+Re ρ+r
∥∥∥F−1 (e±it|ξ| ϕj(t, ξ) cρ((1 + t)|ξ|))∥∥∥
L∞
,
where
∣∣dmz cρ(z)∣∣ ≤ Cm|z|−m+1−Re ρ−r, m = 0, 1, ... .
According to the substitution (1 + t)ξ = 2jNη for every j ≥ 0 we estimate∥∥∥F−1 (e±it|ξ| ϕj(t, ξ) cρ((1 + t)|ξ|))∥∥∥
L∞
. 2jn(1 + t)−n(1 + 2jN)−n−12
∑
|α|≤M
∥∥Dαϕ(|η|) cρ(2jN |η|)∥∥L∞
. 2j n+12 (1 + t)−n
∑
|α|≤M
sup
1
2
≤|η|≤2
(2jN |η|)−|α|+1−Re ρ−r (2jN)|α|
. 2j(
n+1
2
+1−Re ρ−r)(1 + t)−n
with a suitable positive constant M . Summarizing, we conclude for (2.15) and for j ≥ 0 the
estimate ∥∥∥F−1 (ψ2(t, ξ)ϕj(t, ξ) |ξ|1−lEk,l(t, 0, ξ)F (v)(·))∥∥∥
L∞
. 2j(n+12 +1−Re ρ−r)(1 + t)−n−1+Re ρ+r‖v(·)‖L1 .
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L2-L2 estimates Furthermore, in order to obtain statements for the L2-L2 frame we estimate∥∥∥e±it|ξ| ϕj(t, ξ) cρ((1 + t)|ξ|)∥∥∥
L∞
. sup
1
2
≤|η|≤2
ϕ(|η|) ∣∣cρ(2jN |η|)∣∣ . 2j(1−Re ρ−r).
Then, we estimate (2.15) with∥∥∥F−1 (ψ2(t, ξ)ϕj(t, ξ) |ξ|1−lEk,l(t, 0, ξ)F (v)(·))∥∥∥
L2
. 2j(1−Re ρ−r)(1 + t)−1+Re ρ+r‖v(·)‖L2 .
Lp-Lq estimates For every j ≥ 0 and for 1 < p ≤ 2 and 1p + 1q = 1 an interpolation argument
leads to ∥∥∥F−1 (ψ2(t, ξ)ϕj(t, ξ) |ξ|1−lEk,l(t, 0, ξ)F (v)(·))∥∥∥
Lq
. 2j
(
n+1
2
(
1
p
− 1
q
)
+1−Re ρ−r
)
(1 + t)
−n
(
1
p
− 1
q
)
−1+Re ρ+r ‖v(·)‖Lp .
An uniform estimate for all j ∈ N0 holds true for r = n+12
(
1
p − 1q
)
+ 1− Re ρ. Note that r > 0
is satisfied and (2.17), (2.18) are valid for all parameters ρ. Thus, we get∥∥∥F−1 (ψ2(t, ξ)ϕj(t, ξ) |ξ|1−lEk,l(t, 0, ξ) uˆ(·))∥∥∥
Lq
. (1 + t)−
n−1
2
(
1
p
− 1
q
)
‖u(·)‖Lp .
For the presentations of uˆ and uˆt in (2.4), (2.5) we conclude the Lp-Lq decay estimates
‖F−1(ψ2(t, ξ) uˆt(t, ·))‖Lq . (1 + t)−
n−1
2
(
1
p
− 1
q
)
(‖u0(·)‖Lp + ‖u1(·)‖Lp) ,
‖F−1(ψ2(t, ξ) |ξ|uˆ(t, ·))‖Lq . (1 + t)−
n−1
2
(
1
p
− 1
q
)
(‖u0(·)‖Lp + ‖u1(·)‖Lp) .
Potential term Finally, we investigate the term p(t)u(t, x) for the Lp-Lq shape. We choose
ak,0(t, ξ) = p(t) in (2.15). Then, we have
p(t)Ek,0(t, 0, ξ) ≈ p(t) |ξ|1−k detGk,0(t, 0, ξ) ∼ e±it|ξ| bρ
(
(1 + t)|ξ|),
where
∣∣dm(1+t)|ξ|bρ((1 + t)|ξ|)∣∣ ≤ Cm

((1 + t)|ξ|)−m−Re ρ, ρ 6= 12 ,
((1 + t)|ξ|)−m− 12 | ln |ξ||
1 + ln(1 + t)
, ρ = 12 ,
for m = 0, 1, ... . According to the definition of the zone Z2(N) we have (1 + t)|ξ| ≥ N and
|ξ| ≤ N . Hence, ∣∣∣∣ ln |ξ|1 + ln(1 + t)
∣∣∣∣ ≤
∣∣∣∣∣ ln |ξ|1 + ln N|ξ|
∣∣∣∣∣ ≤ C
for all 0 < |ξ| ≤ N . Thus, in the zone Z2(N) we consider that for all ρ the oscillatory integrals
are
F−1
(
e±it|ξ| ϕj(t, ξ) bρ((1 + t)|ξ|)ψ
(|ξ|N−1))
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with
∣∣dmz bρ(z)∣∣ ≤ Cm|z|−m−Re ρ, m = 0, 1, ..., and j ≥ 0. We make use of the known dyadic
decomposition and multiplicate with a suitable 1 using
ψ
(|ξ|N−1) |ξ|r ∈ L∞(R+) (2.19)
for every r ≥ 0. Finally, by interpolation for (2.15) and for every j ≥ 0 we get∥∥F−1 (ψ2(t, ξ)ϕj(t, ξ) p(t)Ek,0(t, 0, ξ)F (v)(·))∥∥Lq
. 2j
(
n+1
2
(
1
p
− 1
q
)
−Re ρ−r
)
(1 + t)
−n
(
1
p
− 1
q
)
+r ‖v(·)‖Lp .
According to (2.19) and the last estimate we set r := max
{
0, n+12
(
1
p − 1q
)
− Re ρ
}
. Finally, we
conclude
‖F−1(ψ2(t, ξ) p(t) uˆ(t, ·))‖Lq . (1 + t)max
{
−n−1
2
(
1
p
− 1
q
)
−Re ρ,−n
(
1
p
− 1
q
)}
(‖u0(·)‖Lp + ‖u1(·)‖Lp)
for 1p +
1
q = 1 with 1 < p ≤ 2. This completes the proof of Theorem 2.8.
Remark 2.9. Altogether we see that the Lp-Lq decay estimate of wave type for the kinetic and
elastic terms in the zone Z3(N) is constitutive for the whole extended phase space. However, we
see a different behavior for the potential term. These considerations depend on the parameter µ
in the mass term and the parameters n, p, q.
2.4. Remarks on a scale-invariant damped wave equation
The scale-invariant Klein-Gordon problem (2.1), which we are discussing in the current chapter,
is also of interest with respect to other problems. Let us carry out a transformation to a scale-
invariant damped wave equation. Therefore, let ν := 1−
√
1− 4µ2 or ν := 1 +
√
1− 4µ2 (= 2ρ)
and
v = v(t, x) := e−
1
2
∫ t
0
ν
1+τ
dτu(t, x) = (1 + t)−
ν
2 u(t, x),
where u solves the scale-invariant Klein-Gordon problem (2.1). Then, v solves the Cauchy prob-
lem to the damped wave equation with the scale-invariant dissipation
vtt −4v + ν
1 + t
vt = 0,
v(0, x) = v0(x) = u0(x), vt(0, x) = v1(x) = −ν2u0(x) + u1(x).
 (2.20)
We are only interested in real parameters ν in dependence on µ, thus we only consider µ ∈ (0, 12]
which implies ν ∈ (0, 2).
Then the statements of Theorem 2.3 and Corollary 2.4 imply for the solutions v to (2.20) the
following estimates:
Corollary 2.10. The energy solutions to the Cauchy problem (2.20) with the Cauchy data
v0(x) = u0(x) ∈ H1(Rn) and v1(x) = −ν2u0(x) + u1(x) ∈ L2(Rn) satisfy the estimates
‖vt(t, ·)‖L2 ≤ ν2 (1 + t)−
ν
2
−1 ‖u(t, ·)‖L2 + (1 + t)−
ν
2 ‖ut(t, ·)‖L2
. (1 + t)− ν2 (‖v0(·)‖H1 + ‖v1(·)‖L2) ,
‖∇xv(t, ·)‖L2 = (1 + t)−
ν
2 ‖∇xu(t, ·)‖L2 . (1 + t)−
ν
2 (‖v0(·)‖H1 + ‖v1(·)‖L2)
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for ν ∈ (0, 2). Furthermore, the solution behaves as
‖v(t, ·)‖L2 = (1 + t)−
ν
2 ‖u(t, ·)‖L2 =

O (1) , ν ∈ (1, 2)
(
ν = 1 +
√
1− 4µ2 for µ2 < 14
)
,
O (ln t) , ν = 1
(
ν = 1±
√
1− 4µ2 for µ2 = 14
)
,
O (t1−ν) , ν ∈ (0, 1) (ν = 1−√1− 4µ2 for µ2 < 14) ,
as t→∞.
This result coincides with considerations on the scale-invariant damped wave equation (2.20)
for small parameters ν < 2 stated by Wirth in [Wir04, Theorem 3.4]. The proof was gained
by treating Bessel functions and solution representations similar to those for the scale-invariant
Klein-Gordon equation.
Furthermore, due to Theorem 2.8 in the Lp-Lq scale, we arrive at the following statement:
Corollary 2.11. The solutions to problem (2.20) with the Cauchy data v0(x) = u0(x), v1(x) =
−ν2u0(x) + u1(x) ∈ S(Rn) satisfy the Lp-Lq decay estimates
‖vt(t, ·)‖Lq ≤ ν2 (1 + t)−
ν
2
−1 ‖u(t, ·)‖Lq + (1 + t)−
ν
2 ‖ut(t, ·)‖Lq
. max
{
(1 + t)
−n−1
2
(
1
p
− 1
q
)
− ν
2 , (1 + t)
−n
(
1
p
− 1
q
)
−1
}
(‖v0(·)‖Lp,r+1 + ‖v1(·)‖Lp,r) ,
. (1 + t)−
n−1
2
(
1
p
− 1
q
)
− ν
2 (‖v0(·)‖Lp,r+1 + ‖v1(·)‖Lp,r) ,
‖∇xv(t, ·)‖Lq = (1 + t)− ν2 ‖∇xu(t, ·)‖Lq
. (1 + t)−
n−1
2
(
1
p
− 1
q
)
− ν
2 (‖v0(·)‖Lp,r+1 + ‖v1(·)‖Lp,r)
for ν ∈ (0, 2) and with r = n
(
1
p − 1q
)
, 1p +
1
q = 1, 1 < p ≤ 2.
This result has also already been proven by Wirth in [Wir04, Theorem 3.5] by applying the
theory of special functions.
Comparison between both scale-invariant problems Both previous corollaries show us that it
is possible to relate the scale-invariant problem (2.1) to the scale-invariant wave problem with
dissipation (2.20) by the given transformation. However, we have to restrict ourselves to the small
parameters µ ∈ (0, 14] and ν ∈ (0, 2), respectively. Such a connection does not exist between
both problems for large parameters µ > 14 and ν ≥ 2, respectively.
In further investigations about damped wave equations with a time-dependent dissipation
by Wirth the scale-invariant problem seems to be a critical problem within the investigation
of problems with effective and non-effective dissipation, see the works [Wir06, Wir07b]. This
motivates us to classify Klein-Gordon problems with a time-dependent mass as done in the
introductory Section 1.3. According to the distinction between problems of Klein-Gordon type
and problems of wave type in the following chapters we study problems of generalized energy
conservation as well as of Lp-Lq decay estimates.
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3. Generalized energy conservation for
Klein-Gordon equations with
time-dependent mass
In this chapter we devote ourselves to the Cauchy problem of the Klein-Gordon equation
utt −4u+m(t)2u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (3.1)
where (t, x) ∈ R+ × Rn and with suitable assumptions on the potential m(t). In the previous
chapter the mass m is written in the form m(t) = µ(1+ t)−1, µ > 0. Exact calculations enable us
to prove a result about generalized energy conservation with respect to a corresponding energy,
namely E(µ)(u) defined in (2.7). The aim of this chapter is to deduce statements about generalized
energy conservation for more general potentials m. In our investigations we distinguish between
problems of Klein-Gordon type and problems of wave type. We can understand the scale-invariant
problem (2.1) as a limiting case between problems of both types.
The course of this chapter goes as follows: in the first section we introduce the method of proof
that is applied to solve our problems, therefore, we present a diagonalization procedure.
In Section 3.2 we study conditions for the problems of Klein-Gordon type in order to obtain
estimates of generalized energy conservation for a suitably defined energy. The main result is
stated in Theorem 3.7. Basically, for problems (3.1) of Klein-Gordon type the mass m decays
slower in comparison to the mass term of the scale-invariant problem.
We close this chapter with a treatment of problems of wave type, i.e. problems whose mass
term m decays faster than t−1. In addition to estimates of the generalized energy conservation
as stated in Theorem 3.24 we demonstrate that in a sense we can understand problems (3.1) of
wave type as scattered free wave equations. This is done in Theorem 3.26.
3.1. Diagonalization procedure
In contrast to the scale-invariant model case (2.1) we are not able to find a suitable transformation
to (3.1) such that we can state exact solution representations. Therefore, the key idea of proving
results about generalized energy conservation for such problems can be found in the implemen-
tation of a diagonalization procedure to first-order systems of ordinary differential equations in
the extended phase space. This applicable tool is based on the WKB-analysis (named after the
physicists Wentzel, Kramers and Brillouin) and was developed for our problems for instance by
Kumano-go and Reissig/Yagdjian, [Kg77, RY99b].
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Basically, we consider a first-order system with a coefficient matrix composed of a diagonal
main part and a remainder part. The reapplication of the diagonalization procedure essentially
keeps the diagonal part in every step of the diagonalization. However, after every step we achieve
a better normwise estimate for the remaining part. Yet, we have to assume higher regularity for
the coefficients m.
An improvement of the standard diagonalization procedure (for instance developed by Reis-
sig/Yagdjian in [RY99b]) was carried out by Hirosawa, [Hir07]. He applied the diagonalization
procedure more precisely in order to use structural properties of the coefficient matrices.
In this section we apply the diagonalization procedure to Klein-Gordon problems (3.1) with
the time-dependent coefficients m being sufficiently smooth.
First-order system with diagonal part By uˆ(t, ξ) we denote the partial Fourier transform
Fx→ξ(u(t, x)). That is, in the extended phase space Klein-Gordon problem (3.1) is written
as
uˆtt + 〈ξ〉2m(t)uˆ = 0,
uˆ(t0, ξ) = uˆ0(ξ), uˆt(t0, ξ) = uˆ1(ξ),
 (3.2)
where Japanese brackets comply with 〈ξ〉m(t) :=
(|ξ|2 +m(t)2) 12 . Moreover, we assume the
Cauchy data uˆ0(ξ) := uˆ(t0, ξ) and uˆ1(ξ) := uˆ(t0, ξ) at time level t = t0. Note that t0 may depend
on the frequencies ξ and a suitable decomposition of the phase space.
In general, the definition of the micro-energy U = U(t, ξ) by
U(t, ξ) :=
(〈ξ〉m(t)uˆ, Dtuˆ)T
for all times t ≥ t0 is primarily motivated by the standard Klein-Gordon type energy EKG(u) in
the physical space. Since
|U(t, ξ)|2 = |uˆt(t, ξ)|2 + |ξ|2|uˆ(t, ξ)|2 +m(t)2|uˆ(t, ξ)|2
and
EKG(u)(t) =
1
2
∫
Rn
|U(t, ξ)|2 dξ = 1
2
(
‖ut(t, ·)‖2L2 + ‖∇xu(t, ·)‖2L2 +m(t)2‖u(t, ·)‖2L2
)
(due to Plancherel’s inequality) we are interested in the estimate of modulus U for all times
t ≥ t0.
The corresponding first-order system of problem (3.2), with respect to the micro-energy U , is
stated as (Dt − Φ0 −R0)U = 0 with the matrix-valued functions
Φ0 = Φ0(t, ξ) :=
(
0 〈ξ〉m(t)
〈ξ〉m(t) 0
)
, R0 = R0(t, ξ) :=
Dt〈ξ〉m(t)
〈ξ〉m(t)
(
1 0
0 0
)
.
Consequently, we want to diagonalize the matrix Φ0. Therefore, we introduce the corresponding
matrix of eigenvectors N0, its inverse matrix N−10 and the matrix Q1 = Q1(t, ξ) by
N0 :=
(
1 1
−1 1
)
, Q1 := Dt −N−10 (Dt − Φ0 −R0)N0 =: Φ1 +R1.
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Then even the matrix Φ1 = Φ1(t, ξ) is defined as the diagonal part of Q1 and the matrix R1 =
R1(t, ξ) is supposed to consist only of the anti-diagonal entries of Q1. More precisely, their
structures exhibit some symmetry properties as follows:
Proposition 3.1. The matrices Φ1 and R1 are exactly written as
• Φ1 = 1i
(
φ1 0
0 φ1
)
with φ1 = φ1(t, ξ) =
∂t〈ξ〉m(t)
2〈ξ〉m(t)
+ i〈ξ〉m(t),
• R1 = 1i
(
0 r1
r1 0
)
with r1 = r1(t, ξ) =
∂t〈ξ〉m(t)
2〈ξ〉m(t)
.
Furthermore, we insert the notation d1 = d1(t, ξ) with d1 := i
(
φ1 − φ1
)
= −2〈ξ〉m(t) and
µ0 := 1− detN0 = −1.
3.1.1. Refined diagonalization procedure
Let us denote the product N−1U as U1. Then U1 solves (Dt − Φ1 −R1)U1 = 0. According to
the forthcoming Lemma 3.3 we are able to estimate |U1| whether the entries r1 of the remainder
R1 are integrable. Otherwise, we have to carry out further steps of the diagonalization. The aim
is to transform the previous system such that the new determining matrix has diagonal structure
and is essentially given by Φ1 and the new remainder becomes normwise sufficiently small in
order to be integrable. However, we have to compensate this effect with higher regularity of the
mass m(t).
The diagonalization procedure is as follows: let us assume that the potential m = m(t) is
sufficiently smooth. We define inductively for positive integers j = 1, ..., k − 1, where k ≥ 2 is a
certain positive integer, the matrix-valued functions
Nj = Nj(t, ξ) := I + 1
dj
(
0 −(Rj)12
(Rj)21 0
)
, (3.3)
Qj+1 = Qj+1(t, ξ) := Dt −N−1j (Dt − Φj −Rj)Nj ,
Φj+1 = Φj+1(t, ξ) := diagQj+1(t, ξ),
Rj+1 = Rj+1(t, ξ) := Qj+1(t, ξ)− Φj+1(t, ξ)
and
dj+1 = dj+1(t, ξ) := (Φj+1)11 − (Φj+1)22.
In order to carry out the algorithm we have to suppose the existence of the inverse matrices N−1j
and sufficiently smoothness of the matrices Nj , N−1j .
Then we can prove the following representations for the matrix-valued functions. This refined
investigation of the matrices Φj+1 and Rj+1 was first introduced by Hirosawa, [Hir07].
Proposition 3.2. Assume that N−1j exists and Nj, N−1j are sufficiently smooth for j = 1, ..., k−
1, k ≥ 2. Then the following representations are valid:
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• Φj+1 = 1i
(
φj+1 0
0 φj+1
)
with
Reφj+1 =
∂t〈ξ〉m(t)
2〈ξ〉m(t)
+
j∑
i=1
∂tµi
2(1− µi) , (3.4)
Imφj+1 = 〈ξ〉m(t) +
j∑
i=1
1
1− µi
(
diµi + Im
ri
di
∂t
ri
di
)
(3.5)
and dj+1 = −2 Im φj+1 is real-valued;
• Rj+1 = 1i
(
0 rj+1
rj+1 0
)
with
rj+1 =
1
1− µj
(
µjrj + i∂t
rj
dj
)
, (3.6)
where µj = µj(t, ξ) := 1− detNj(t, ξ) is real-valued.
Proof. We apply the induction. We see that the representations of the matrices Φ1 and R1 given
in Proposition 3.1 also satisfy the matrix structures displayed in the claim of Proposition 3.2.
Let us assume that the statements of Proposition 3.2 hold true for an integer j ≤ k− 2. Thus,
the matrices Φj and Rj satisfy the given structures. Then by (3.3) we immediately get
Nj = I + 1i dj
(
0 −rj
rj 0
)
.
This implies that
µj = 1− detNj = rjrj
d2j
(3.7)
is real-valued. Moreover, according to the definition of dj and the structure of Φj for j ≥ 2 the
function dj is written as dj = i
(
φj − φj
)
which is a real-valued function.
By straightforward calculations we obtain
N−1j (Φj +Rj)Nj =
1
1− µj
(
iµjφj − iφj − 2djµj 0
0 iµjφj − iφj + 2djµj
)
+
µj
1− µjRj ,
N−1j (DtNj) =
1
1− µj
(
i rjdj ∂t
rj
dj
0
0 i rjdj ∂t
rj
dj
)
+
1
1− µj
(
0 ∂t
rj
dj
−∂t rjdj 0
)
.
We set
(Φj+1)11 =
1
1− µj
(
−iφj − 2djµj + iµjφj − i rj
dj
∂t
rj
dj
)
,
(Φj+1)22 =
1
1− µj
(
−iφj + 2djµj + iµjφj − i rj
dj
∂t
rj
dj
)
,
(Rj+1)12 =
1
1− µj
(
−iµjrj − ∂t rj
dj
)
,
(Rj+1)21 =
1
1− µj
(
−iµjrj + ∂t rj
dj
)
.
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We verify that i (Rj+1)21 = i (Rj+1)12 for all j ≥ 1, hence the structure of Rj+1 and property
(3.6) are satisfied.
Furthermore, we can prove that
rj
dj
∂t
rj
dj
=
rj
dj
∂t
rj
dj
, where Re
rj
dj
∂t
rj
dj
= Re
rj
dj
∂t
rj
dj
=
1
2
∂tµj
for all j ≥ 1. This, together with φj+1 := i (Φj+1)22, implies the following identity:
i (Φj+1)11 =
φj
1− µj −
φjµj
1− µj −
i2djµj
1− µj +
1
1− µj
(
∂tµj
2
− i Im rj
dj
∂t
rj
dj
)
= φj +
∂tµj
2(1− µj) −
i
1− µj
(
µjdj + Im
rj
dj
∂t
rj
dj
)
= i (Φj+1)22 = φj+1.
From this identity the statements about Φj+1 immediately follow.
3.1.2. Estimates for the micro-energy
After applying k ≥ 1 steps of the introduced procedure we get the system
(Dt − Φk −Rk)Uk = 0,
where Uk := N−1k−1...N−11 N−10 U is given by the micro-energy U and the matrices Nj , j =
0, 1, .., k − 1. Due to the diagonal structure of Φk and the precise presentation of the entries
of Φk and Rk given through the previous proposition we can estimate the micro-energy in the
following way:
Lemma 3.3. Let s, t ≥ t0 and k ≥ 1. Assume that N−1j exists and that Nj, N−1j are sufficiently
smooth and normwise uniformly bounded for j = 1, ..., k − 1. Then the micro-energy U satisfies
the estimates
|U(t, ξ)| Q C
( 〈ξ〉m(t)
〈ξ〉m(s)
) 1
2
k−1∏
j=0
(
µj(s, ξ)− 1
µj(t, ξ)− 1
) 1
2
e±
∫ t
s ‖Rk(r,ξ)‖dr |U(s, ξ)|,
where µj, j = 0, ..., k − 1, and Rk, k ≥ 1, are given in Propositions 3.1 and 3.2.
Proof. After k steps of the diagonalization we study the fundamental solution Ek = Ek(t, s, ξ)
satisfying the system DtEk = ΦkEk +RkEk with Ek(s, s, ξ) = I and with Φk and Rk being given
in the Propositions 3.1 or 3.2.
The fundamental solution Ek = Ek(t, s, ξ) to the homogeneous problem DtEk = ΦkEk,
Ek(s, s, ξ) = I, is written in the form
Ek(t, s, ξ) =
(
e
∫ t
s φk(r,ξ)dr 0
0 e
∫ t
s φk(r,ξ)dr
)
.
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Thus, because of (3.4) stated in Proposition 3.2 we have
‖Ek(t, s, ξ)‖ = exp
∫ t
s
∂r〈ξ〉m(r)
2〈ξ〉m(r)
−
k−1∑
j=0
∂rµj(r, ξ)
2(µj(r, ξ)− 1)
 dr

= exp
1
2
ln
( 〈ξ〉m(t)
〈ξ〉m(s)
)
+
1
2
k−1∑
j=0
ln
(
µj(s, ξ)− 1
µj(t, ξ)− 1
)
=
( 〈ξ〉m(t)
〈ξ〉m(s)
) 1
2
k−1∏
j=0
(
µj(s, ξ)− 1
µj(t, ξ)− 1
) 1
2
.
Hence, the matrix-valued function Ek is written as
Ek(t, s, ξ) =
( 〈ξ〉m(t)
〈ξ〉m(s)
) 1
2
k−1∏
j=0
(
µj(s, ξ)− 1
µj(t, ξ)− 1
) 1
2
(
e−i
∫ t
s Imφk(r,ξ)dr 0
0 ei
∫ t
s Imφk(r,ξ)dr
)
. (3.8)
The solution Ek = Ek(t, s, ξ) is can be written as the product Ek = EkQk, where Qk = Qk(t, s, ξ)
solves DtQk = E−1k RkEkQk, Qk(s, s, ξ) = I. Let us denote Pk := E−1k RkEk. Then Qk is given
in its matrizant representation (see for instance the paper of Yagdjian, [Yag05]), i.e.
Qk(t, s, ξ) = I +
∞∑
j=1
∫ t
s
iPk(t1, s, ξ)...
∫ tj−1
s
iPk(tj , s, ξ)dtj ...dt1. (3.9)
Thus, we estimate
‖Qk(t, s, ξ)‖ ≤ e
∫ t
s ‖Pk(r,s,ξ)‖dr = e
∫ t
s ‖Rk(r,ξ)‖dr.
The identity of the second relation is valid since Rk has got an anti-diagonal structure. That is,
Liouville’s formula (see Lemma B.11) yields
detQk(t, s, ξ) = e
∫ t
s i trRk(r,ξ) dr = 1.
The existence of the inverse matrix Q−1k follows immediately and
‖Qk(t, s, ξ)−1‖ = ‖Qk(t, s, ξ)‖ ≤ e
∫ t
s ‖Rk(r,ξ)‖dr.
Since
Uk(t, ξ) = Ek(t, s, ξ)Uk(s, ξ) = Ek(t, s, ξ)Qk(t, s, ξ)Uk(s, ξ)
the micro-energy U is constituted by
U(t, ξ) = N0
k−1∏
j=1
Nj(t, ξ)Ek(t, s, ξ)Qk(t, s, ξ)
k−1∏
j=1
N−1k−j(s, ξ)N−10 U(s, ξ). (3.10)
The boundedness of the matrices Nj , j = 0, 1, ..., k− 1, and the estimates of Ek and Qk yield to
the statement made in Lemma 3.3.
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3.2. Klein-Gordon type
In this section we are concerned with Klein-Gordon type equations (3.1) whose mass terms m
have slower decay rates with respect to time than the mass of the scale-invariant equation (2.1)
stated in Chapter 2. We define these problems as problems of Klein-Gordon type.
In the following considerations we introduce the mass term m as m(t) := λ(t)ν(t) with the
shape function λ. Moreover, we allow a small perturbation of the mass given by the oscillating
function ν. Thus, let us consider the Klein-Gordon problem
utt −4u+ λ(t)2ν(t)2u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (3.11)
with (t, x) ∈ R+ × Rn.
This section is organized as follows: we present the properties of the functions λ and ν in order
to gain results about generalized energy conservation with respect to a suitable non-standard
Klein-Gordon type energy E(KG)(u).
The main theorem about generalized energy conservation for problems of Klein-Gordon type
is given in Theorem 3.7. Furthermore, we discuss some examples and finish this section with the
proof of Theorem 3.7 by utilizing the diagonalization procedure introduced in Section 3.1.
3.2.1. Properties and theorems
Properties Let us introduce the following properties. For m = m(t) = λ(t)ν(t) belonging to
CM (R+), M ≥ 2, we assume that
(A1) 0 < λ(t) <∞ and λ′(t) ≤ 0 for all times t and the derivatives of λ satisfy∣∣∣dkt λ(t)∣∣∣ ≤ Ckλ(t) ρ(t)k, k = 1, 2, ...,M,
where all Ck are positive constants and ρ = ρ(t) is a positive smooth function;
(A2) 0 < ν0 ≤ ν(t) ≤ ν1 <∞ and the derivatives of ν satisfy∣∣∣dkt ν(t)∣∣∣ ≤ Ckρ(t)k, k = 1, 2, ...,M,
where all Ck are positive constants;
(A3) ρ(t) = O
(
λ(t)
)
as t→∞.
Property (A2) ensures that the potential m is essentially given by the decreasing shape function
λ, namely m(t) ≈ λ(t) for all times t. We introduce a name for Klein-Gordon problems whose
mass terms fulfill these three conditions in the following definition.
Definition 3.4. Let the mass m = λν satisfy (A1), (A2) and (A3), then problem (3.1) is of
Klein-Gordon type.
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The problems of Klein-Gordon type are characterized by
tm(t)→∞ as t tends to ∞. (3.12)
This is valid since by integration |λ′(t)| = O(λ(t)2) implies that
O
(
t
)
=
∫ t
0
−λ′(s)
λ(s)2
ds = λ(t)−1 − λ(0)−1
as t→∞. In Chapter 2 the scale-invariant Klein-Gordon equation with the mass termm(t) = µ1+t
does not satisfy the Klein-Gordon type condition (3.12). Thus, in this section we are only
interested in mass terms with slower decay rates than the potential term in the scale-invariant
equation possesses.
Generalized energy conservation Let the energy functional E(KG)(u) be defined as
E(KG)(u)(t) :=
1
2
(
‖ut(t, ·)‖2L2 + ‖∇xu(t, ·)‖2L2 +m(t)‖u(t, ·)‖2L2
)
. (3.13)
In the potential energy term there does not appear a square in the mass function as in the
standard energy functional of Klein-Gordon type EKG(u) (see Section 1.2). It turns out, with
regard to the context that includes the entire thesis, that the energy estimates of E(KG)(u) yield
more capable estimates than the estimates for the standard energy EKG(u), see Remark 3.10.
Already in [Böh08] by Böhme the following result about generalized energy conservation for
unperturbed problems of Klein-Gordon type was proven.
Theorem 3.5 (Böhme, [Böh08]). Let m(t) = λ(t) ∈ C2(R+) and λ satisfies (A1) and (A3)
together with
ρ(t) =
λ(t)
Λ(t)
, Λ(t) := 1 +
∫ t
0
λ(τ) dτ.
Then the energy solutions to the Cauchy problem (3.11) with the Cauchy data u(0, x) = u0(x) ∈
H1(Rn) and ut(0, x) = u1(x) ∈ L2(Rn) satisfy the energy estimates
λ(t)E(KG)(u)(0) . E(KG)(u)(t) . E(KG)(u)(0)
for all times t.
For the problem with the mass m = λν we introduce properties for the function ρ which
characterizes the perturbing behavior of ν as follows: let ρ = ρ(t) satisfy
(A4)M
(
ρ(t)
λ(t)
)M−1
ρ(t) ∈ L1(R+) for an M ∈ N\{0}.
By this condition we control the oscillating behavior of the perturbation ν. That is, we do not
allow too fast oscillations.
The properties (A3) and (A4)M are related in the following way:
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Remark 3.6. In dependence on the function ρ we have the following implications: let us assume
that ρ ∈ L1, that is condition (A4)1, holds true. Then the oscillations of ν are very slow and we
can apply Theorem 3.5.
If we suppose that ρ is non-integrable, then property (A4)M results in (A3).
The following theorem contains the main result about generalized energy conservation for
problems of Klein-Gordon type.
Theorem 3.7. Let m(t) = λ(t)ν(t) ∈ CM (R+), M ≥ 2, and λ, ν satisfy (A1) and (A2).
If ρ satisfies (A3) and (A4)M , then the energy solutions to the Cauchy problem (3.11) with
the Cauchy data u(0, x) = u0(x) ∈ H1(Rn) and ut(0, x) = u1(x) ∈ L2(Rn) satisfy the energy
estimates
λ(t)E(KG)(u)(0) . E(KG)(u)(t) . E(KG)(u)(0)
for all times t.
Theorems 3.5 and 3.7 imply immediate statements about generalized energy conservation when
we assume that m(t) belongs to C∞ instead of to CM with the finite regularity M .
Corollary 3.8. Let m(t) = λ(t)ν(t) ∈ C∞(R+) and m(t) satisfies (A1), (A2), (A3) together
with (A4)M for an arbitrary integer M ≥ 1. Then the energy solutions to the Cauchy problem
(3.11) with the Cauchy data u0(x) ∈ H1(Rn) and u1(x) ∈ L2(Rn) satisfy the energy estimates
λ(t)E(KG)(u)(0) . E(KG)(u)(t) . E(KG)(u)(0)
for all times t.
We also want to show the asymptotic behavior of the solutions to (3.11).
Corollary 3.9. Let m(t) = λ(t)ν(t) satisfy the assumptions stated in Theorem 3.7. Then the
solutions to the Cauchy problem (3.12) with the corresponding Cauchy data satisfy
‖u(t, ·)‖L2 = O
(
λ(t)−
1
2
)
as t→∞.
As hinted in the introduction to the energy functional E(KG)(u) we finally give a remark on
the energy estimates of the standard energy
EKG(u)(t) :=
1
2
(
‖ut(t, ·)‖2L2 + ‖∇xu(t, ·)‖2L2 +m(t)2‖u(t, ·)‖2L2
)
.
Remark 3.10. We assume that the conditions for m given in the main theorem are valid. Then
from the proof of Theorem 3.7 immediately follow the estimates
λ(t)EKG(u)(0) . EKG(u)(t) . EKG(u)(0)
for all times t. However, we only conclude ‖u(t, ·)‖L2 = O
(
λ(t)−1
)
as t→∞.
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Comparison to the scale-invariant model case Obviously, the scale-invariant equation (2.1)
stated in Chapter 2 is not of Klein-Gordon type since (3.12) is not satisfied. However, for large
constants µ of the mass m(t) = µ1+t in (2.1) the following interesting conformity to problems of
Klein-Gordon type is valid. For large parameters µ the statements for Theorem 2.3 and Theorem
3.7 also coincide in the definition of their corresponding energies E(µ)(u) and E(KG)(u). That
is, the energy solutions of the scale-invariant problem for large µ and the energy solutions of
problems of Klein-Gordon type satisfying conditions (A3) and (A4)M , M ≥ 1, behave similar
to each other.
3.2.2. Examples
In this subsection we devote ourselves to some typical examples for mass terms m = λν in
problems of Klein-Gordon type. We demonstrate why we allow perturbations (characterized
by ν) in order to ensure a generalized energy conservation. Example 3.11 is often treated in
the context of generalized energy conservation for wave equations, see for instance the works of
Reissig/Smith and Hirosawa, [RS05, Hir07]. Additionally, in Examples 3.13 and 3.14 we discuss
the potential m of Klein-Gordon type as a perturbation of the mass term in the scale-invariant
model case.
Example 3.11. Let
λ(t) = (1 + t)−ω
with 0 ≤ ω < 1. Then property (A1) is satisfied. Moreover, let
ν(t) = 2 + sin
(
(1 + t)1−γ
)
and, therefore, ρ(t) = (1 + t)−γ . Then γ > ω + 1−ωM implies (A4)
M and (A3).
In Chapter 5 we give an answer to the question what happens as M →∞ in the critical case
γ = ω, i.e. in the case that condition (A3) is not fulfilled.
Another question concerns the higher regularity of the mass m. In Section 6.2 we state a result
about generalized energy conservation under the condition that m belongs to the Gevrey class
γ(s), s ≥ 1.
Example 3.12. We choose
λ(t) = (log(e + t))−µ
with µ ≥ 0 and ν = ν(t) such that (A1) and (A2) are satisfied with
ρ(t) =
(log(e + t))−σ
1 + t
with σ < 1. Without further restrictions to the parameters µ, σ we immediately verify the
validness of (A3) and (A4)M , M ≥ 2.
In the following examples let us assume that b ∈ CM (R+) is a positive and periodic function.
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Example 3.13. We investigate the potential m = λν satisfying (A1), (A2) with
λ(t) =
(
log(e + t)
)µ
1 + t
and ν(t) = b
((
log(e + t)
)σ+1)
with parameters µ > 0 and σ ∈ R. We set ρ(t) = (1 + t)−1(log(e+ t))σ. Then (A3), (A4)M are
satisfied for 0 ≤ σ < µ− 1+µM and µ ≥ 1.
We finish this subsection with a generalization of the previous example.
Example 3.14. Let σk be a real constant and
λ(t) =
log[k]
(
e[k] + t
)
1 + t
and ν(t) = b
((
log[k]
(
e[k] + t
))σk+1)
,
where e[0] = 1, e[k] = ee[k−1] and the iterated logarithm is defined by log[0] t = t and log[k] t =
log log[k−1] t for any k ≥ 1 and sufficiently large t. Setting
ρ(t) =
(
log[k](e[k] + t)
)σk
1 + t
conditions (A1) to (A3) and (A4)M are satisfied if 0 ≤ σk < 1− 2M .
3.2.3. Proof of the main theorem
We prove the statements given above by the application of the introduced diagonalization pro-
cedure. Therefore, we follow the strategy presented in Section 3.1 and investigate the equation
uˆtt+ 〈ξ〉2m(t)uˆ = 0 in the phase space. Due to the statement made in Theorem 3.5 we can assume
from properties (A1) and (A2) that∣∣∣dktm(t)∣∣∣ ≤ Ckλ(t)ρ(t)k (3.14)
for k = 0, ...,M .
We divide the extended phase space into two zones. These are the pseudo-differential zone
Zpd(N) and the hyperbolic zone Zhyp(N) with a sufficiently large parameter N > 1 which are
defined by
Zpd(N) := {(t, ξ) ∈ R+ × Rn : 〈ξ〉λ(t)ρ(t)−1 ≤ N},
Zhyp(N) := {(t, ξ) ∈ R+ × Rn : 〈ξ〉λ(t)ρ(t)−1 ≥ N}.
Moreover, we take advantage of the natural condition
〈ξ〉−1λ(t)λ(t) ≤ 1 (3.15)
for all t ∈ R+ and all ξ ∈ Rn.
Remark 3.15. Due to property (A3) there exists a constant T < +∞ such that t ≤ T for
all times t with (t, ξ) ∈ Zpd(N). This means that the zone Zpd(N) is a compact subset of the
extended phase space. Therefore, the desired estimates are satisfied in the compact pseudo-
differential zone. Thus, we omit in this proof the considerations for (t, ξ) belonging to Zpd(N).
44 3. Generalized energy conservation for Klein-Gordon equations with time-dependent mass
Remark 3.16. Actually it is not necessary to introduce zones of the extended phase space.
According to the natural condition (3.15) it is possible to carry out the diagonalization procedure
for sufficiently large times t in the same way as given below for the hyperbolic zone.
For the moment such a zoning does not benefit the problems of Klein-Gordon type in order
to have energy estimates about generalized energy conservatino. However, in Chapter 4 we
investigate Lp-Lq decay estimates for equations of Klein-Gordon type. There, we need properties
for the solutions to (3.2) not only for large times t but also for large frequencies |ξ| and small
times t, that is in the whole hyperbolic zone.
In the zone Zhyp(N) we apply M steps (because of property (A4)M ) of the diagonalization.
Therefore, in order to characterize functions in the hyperbolic zone we introduce classes of func-
tions SK{p, q}.
Definition of classes of functions A function f = f(t, ξ) belongs to the function class SK{q, r}
with q ≤ 0, r ≥ 0 when the estimates∣∣∣∂ltf(t, ξ)∣∣∣ ≤ Cl〈ξ〉qλ(t)ρ(t)r+l
are valid for all l = 0, ...,K, K ≤ M , and all (t, ξ) ∈ Zhyp(N). Thereby, M is the order of
regularity of the function m as well as the number of steps of the diagonalization procedure.
By the definition of the classes of functions SK{q, r} and straightforward estimates we can
immediately state the following conditions:
Proposition 3.17.
(i) If f ∈ SK{q, r}, then ∂ltf ∈ SK−l{q, r + l}, where l ≤ K.
(ii) If f1 ∈ SK1{q1, r1}, f2 ∈ SK2{q2, r2}, then f1f2 ∈ Smin{K1,K2}{q1 + q2, r1 + r2}.
(iii) If f ∈ SK{q, r}, then f ∈ SK{q + σ, r − σ} for all σ ≥ 0 and σ ≤ min{−q, r}.
Proof. First, we have 〈ξ〉m(t) ≈ 〈ξ〉λ(t) by (A2). Properties (i) and (ii) are valid because of the
definition of the function classes. In order to prove (iii) we take advantage of the definition of
Zhyp(N).
Application of the diagonalization procedure With the help of the procedure of diagonaliza-
tion, introduced in Section 3.1, and the definition of the classes of functions SK{q, r} we prove
the following lemma:
Lemma 3.18. Let m satisfy (A1) to (A3). Then for all (t, ξ) ∈ Zhyp(N) with N sufficiently
large the (matrix-valued) functions satisfy
µj ∈ SM−j{−2j, 2j} with |µj | < 1
2
,
N−1j exists and Nj ,N−1j ∈ SM−j{0, 0} for j = 1, ...,M − 1 and
(Imφj)
−1 ∈ SM−j{−1, 0}, rj ∈ SM−j{−j + 1, j}
for j = 1, ...,M .
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Proof. By induction we prove that 〈ξ〉−1m(t) ∈ SM{−1, 0}. We get
∂t
1
〈ξ〉m(t)
= −1
2
1
〈ξ〉m(t)
(m(t)2)′
〈ξ〉2m(t)
and, hence, due to the properties (3.14) and (3.15) we conclude
∣∣∂t〈ξ〉−1m ∣∣ . 〈ξ〉−1m(t)ρ(t). Now, let
us assume that ∣∣∣∣∂kt 1〈ξ〉m(t)
∣∣∣∣ . 1〈ξ〉m(t) ρ(t)k (3.16)
holds true for all k ≥ 1. Then we obtain
∂k+1t 〈ξ〉−1m(t)
= −1
2
k∑
i=0
(
k
i
)
∂it〈ξ〉−1m(t)
k−i∑
j=0
(
k − i
j
)
∂j+1t m
2(t)
k−i−j∑
l=0
(
k − i− j
l
)
∂lt〈ξ〉−1m(t) ∂k−i−j−lt 〈ξ〉−1m(t).
The assumption (3.16) together with |∂j+1t m2(t)| . λ(t)2ρ(t)j+1 yields the estimate
|∂k+1t 〈ξ〉−1m(t)| .
1
〈ξ〉3m(t)
λ(t)2ρ(t)k+1 . 1〈ξ〉λ(t)
ρ(t)k+1.
Thus, we have (Imφ1)−1 = 〈ξ〉−1m(t) ∈ SM{−1, 0}.
Then, in the extended phase space, r1 ∈ SM−1{0, 1} is a consequence of the representation of
r1 =
∂t〈ξ〉m(t)
2〈ξ〉m(t)
=
(
m2(t)
)′
4〈ξ〉2m(t)
and of ∣∣∣∂kt r1(t, ξ)∣∣∣ ≤ 14
k∑
i=0
(
k
i
) ∣∣∂i+1t m2(t)∣∣ k−i∑
j=0
(
k − i
j
) ∣∣∣∂jt 〈ξ〉−1m(t)∣∣∣ ∣∣∣∂k−i−jt 〈ξ〉−1m(t)∣∣∣
. 1〈ξ〉2λ(t)
λ(t)2ρ(t)k+1 . ρ(t)k+1
for all k ≥ 0.
According to the representation of µ1 in (3.7) and the previous investigations we obtain µ1 ∈
SM−1{−2, 2}. Thus, taking 〈ξ〉λ(t)ρ(t)−1 ≥ N into account we get
|µ1(t, ξ)| . ρ(t)
2
〈ξ〉2λ(t)
. 1
N2
<
1
2
for N being sufficiently large. This implies the existence of the inverse matrix N−11 and that N1,
N−11 ∈ SM−1{0, 0}.
Let us suppose that the assumptions of Lemma 3.18 are satisfied for j ≥ 1. Thus, we as-
sume µj ∈ SM−j{−2j, 2j}. By induction we can show (1 − µj)−1 ∈ SM−j{0, 0}: we obtain∣∣(1− µj)−1∣∣ ≤ C and
∂t(1− µj)−1 = (1− µj)−1 ∂tµj
1− µj .
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Let us assume that ∣∣∣∂kt (1− µj)−1∣∣∣ . ρ(t)k
is satisfied for all k ≥ 0. Then we conclude
∣∣∣∂k+1t (1− µj)−1∣∣∣ ≤ k∑
i=0
(
k
i
) ∣∣∂it(1− µj)−1∣∣ k−i∑
l=0
(
k − i
l
) ∣∣∣∂l+1t µj∣∣∣ ∣∣∣∂k−i−lt (1− µj)−1∣∣∣
. ρ(t)k+1ρ(t)2j〈ξ〉−2jλ(t) . ρ(t)k+1
for all k ≥ 0 and we obtain (1− µj)−1 ∈ SM−j{0, 0}.
Due to the representation (3.5) of Imφj+1 we are able to write
Imφj+1 = Imφj
(
1 + (Imφj)
−1 1
1− µj
(
djµj + Im
rj
dj
∂t
rj
dj
))
,
for which we denote the second factor in brackets by (1 + βj), i.e. we investigate
(Imφj+1)
−1 = (Imφj)−1(1 + βj)−1.
Then, βj belongs to SM−(j+1){−2j, 2j}. We prove that (1 + βj)−1 belongs to the function class
SM−(j+1){0, 0} in the same manner we proved (1 − µj)−1 ∈ SM−j{0, 0}. Thus, the induction
hypothesis for (Imφj)−1 implies (Imφj+1)−1 ∈ SM−(j+1){−1, 0}.
Furthermore, from representation (3.6) of rj+1 and the assumptions for rj and dj we immedi-
ately get rj+1 ∈ SM−(j+1){−j, j + 1}.
We finish the proof of Lemma 3.18 with the fact that µj+1 ∈ SM−(j+1){−2(j + 1), 2(j + 1)}
is a consequence of the properties for rj+1 and (Imφj+1)−1. This implies |µj+1| < 12 for all
(t, ξ) ∈ Zhyp(N), where N is sufficiently large, and the existence of the inverse matrix N−1j+1.
Due to the previous lemma we ensure that we can carry out the diagonalization procedure
introduced in Section 3.1. Conclusively, we can state the proof of Theorem 3.7.
Proof of Theorem 3.7. In order to estimate the micro-energy U ,
U(t, ξ) =
(〈ξ〉m(t)uˆ, Dtuˆ)T ,
in the extended phase space we distinguish between the pseudo-differential zone Zpd(N) and the
hyperbolic zone Zhyp(N), where N is given in Lemma 3.18. Due to the compactness of Zpd(N)
we restrict ourselves to the proof for the hyperbolic zone.
Estimates in Zhyp(N) For (t, ξ) ∈ Zhyp(N) we carry out M steps of the diagonalization. Thus,
due to Lemma 3.3 and Lemma 3.18 we get the estimates
|U(t, ξ)| Q C
( 〈ξ〉m(t)
〈ξ〉m(s)
) 1
2
M−1∏
j=0
(
µj(s, ξ)− 1
µj(t, ξ)− 1
) 1
2
e±
∫ t
s ‖RM (r,ξ)‖dr |U(s, ξ)|.
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According to Lemma 3.18 the matrices µj belong to SM−j{−2j, 2j}, j = 1, ...,M−1, which leads
to
2−
M−1
2 <
M−1∏
j=1
(
µj(t, ξ)− 1
µj(s, ξ)− 1
) 1
2
< 2
M−1
2 .
Furthermore, afterM steps of diagonalization the remainder matrixRM (t, ξ) belongs to S0{−M+
1,M}, i.e. we obtain∫ t
s
‖RM (r, ξ)‖ dr .
∫ t
s
〈ξ〉−M+1λ(r) ρ(r)M dr .
∫ t
s
(
ρ(r)
λ(r)
)M−1
ρ(r) dr.
Due to condition (A4)M this integral remains bounded for all times s, t. Summing up, we have
|U(t, ξ)| ≈
( 〈ξ〉λ(t)
〈ξ〉λ(s)
) 1
2
|U(s, ξ)|. (3.17)
Because of the decrease of the function λ(t), described in (A1), we get(
λ(t)
λ(s)
) 1
2
.
( 〈ξ〉λ(t)
〈ξ〉λ(s)
) 1
2
≤ 1 (3.18)
for all times s ≤ t. Summarizing the results for small and large times we immediately conclude
the result about generalized energy conservation with respect to the standard Klein-Gordon type
energy EKG(u) described in Remark 3.10.
Refined energy estimates In order to estimate the energy E(KG)(u)(t) defined in (3.13) in the
physical space we introduce the micro-energy
U0(t, ξ) =
((|ξ|2 +m(t)) 12 uˆ, Dtuˆ)T
for the whole extended phase space. We utilize the estimates (3.17) for the micro-energy U(t, ξ),
i.e.
|uˆt(t, ξ)|2 + 〈ξ〉2m(t)|uˆ(t, ξ)|2 ≈
〈ξ〉λ(t)
〈ξ〉λ(0)
(
|uˆt(0, ξ)|2 + 〈ξ〉2m(0)|uˆ(0, ξ)|2
)
,
and the inequalities (3.18). Thus, for all times t ≥ 0 we have
m(t)|uˆ(t, ξ)|2 . 〈ξ〉λ(t)〈ξ〉λ(0)
m(t)
(〈ξ〉2m(0)
〈ξ〉2m(t)
|uˆ(0, ξ)|2 + 1〈ξ〉2m(t)
|uˆt(0, ξ)|2
)
. m(t)〈ξ〉m(t)
(
〈ξ〉2m(0)|uˆ(0, ξ)|2 + |uˆt(0, ξ)|2
)
. 〈ξ〉2m(0)|uˆ(0, ξ)|2 + |uˆt(0, ξ)|2.
Thus, it immediately follows |U0(t, ξ)|2 . |U0(0, ξ)|2 and the upper bound of the energy estimate.
Furthermore, for all times t we conclude
λ(t)
1
2 |U0(0, ξ)| ≈ λ(t) 12 |U(0, ξ)| . |U(t, ξ)| . |U0(t, ξ)|.
Then
λ(t)
1
2 |U0(0, ξ)| . |U0(t, ξ)| . |U0(0, ξ)|
completes the proof of Theorem 3.7.
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3.3. Wave type
In the previous section we take an interest in Klein-Gordon equations whose mass term decays
slower than the potential of the scale-invariant problem (2.1) and we say they are of Klein-Gordon
type. In this section we concern ourselves with problems with an essentially integrable mass term.
We constitute them as problems of wave type.
We consider the Klein-Gordon problem (3.1), i.e.
utt −4u+m(t)2u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x)

with (t, x) ∈ R+ × Rn.
Properties Let m fulfill the following properties:
(B1) m(t) ∈ L1(R+);
(B2) m(t) (1 + t) ≤ C for all times t with a positive constant C .
Henceforth, we establish the following classification:
Definition 3.19. Let the mass m satisfy (B1) and (B2), then problem (3.1) is of wave type.
Remark 3.20. Let us introduce instead of conditions (B1) and (B2) the following property for
the mass m(t). Let m satisfy
(B) m(t)2(1 + t) ∈ L1(R+).
Obviously, conditions (B1) and (B2) imply (B).
In our considerations about Klein-Gordon problems (3.1) of wave type we exclude the scale-
invariant problem (2.1) with mass m(t) = µ1+t , µ > 0. Its mass term does not satisfy the property
(B1) as well as the property (B).
Examples Let us state some examples satisfying the previous assumptions for problems of wave
type.
Example 3.21. We present the standard example which is written as
m(t) =
1
(1 + t)ω
with ω > 1. Then m satisfies the introduced conditions.
Example 3.22. Let m(t) = λ(t)ν(t), where the shape function λ is
λ(t) =
(log(e + t))µ
1 + t
with real parameter µ and ν = ν(t) with 0 < ν0 ≤ ν(t) ≤ ν1 is any bounded perturbation of the
mass term. The mass m fulfills the property (B) whether µ < −12 .
Example 3.23. We set m(t) = e−t, then obviously properties (B1) and (B2) are satisfied.
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3.3.1. Generalized energy conservation
Due to Theorem 3.24 we can state that there is a result about generalized energy conservation.
Let us define a suitable energy E(W)(u) by
E(W)(u)(t) :=
1
2
(
‖ut(t, ·)‖2L2 + ‖∇xu(t, ·)‖2L2 +
1
(1 + t)2
‖u(t, ·)‖2L2
)
.
Then the following estimates are valid:
Theorem 3.24. Let m satisfy (B1) and (B2). Then the energy solutions to the Cauchy problem
(3.1) with the Cauchy data u(0, x) = u0(x) ∈ H1(Rn) and ut(0, x) = u1(x) ∈ L2(Rn) satisfy the
energy estimates
1
(1 + t)2
E(W)(u)(0) . E(W)(u)(t) . E(W)(u)(0)
for all times t.
We immediately are able to deduce the normwise large time behavior for the solution.
Corollary 3.25. Let m satisfy (B1) and (B2). Then the solutions to the Cauchy problem (3.1)
with the corresponding Cauchy data satisfy
‖u(t, ·)‖L2 = O (t)
as t→∞.
Comparison to the free wave equation and the scale-invariant model case On the one hand
we verify by the previous corollary that the solutions to the free wave equation (1.2) and the
solutions to the Klein-Gordon problem (3.1) of wave type behave asymptotically equal. This was
proven for the free wave equation for instance by Böhme in [Böh08].
Otherwise, as shown in Theorem 2.3 we can compare the estimates for the scale-invariant
problem (2.1) with the estimates for the Klein-Gordon problem of wave type for sufficiently
small parameters µ appearing in problem (2.1).
3.3.2. Scattering result
The idea of the scattering theory has already been introduced in Section 1.2. Here we repeat some
of its essential notations. Also we give a short overview about previous works about scattering
results.
Corollary 3.25 tells us that the solution to the Klein-Gordon problem of wave type behaves
asymptotically to the solution of the free wave equation. The question arises whether we can
consider the solutions of problem (3.1) of wave type as solutions of a scattered free wave equation.
Let u solve the Cauchy problem (3.1) with the given data u0, u1. Moreover, we establish the
Cauchy problem of the free wave equation as
vtt −4v = 0,
v(0, x) = v0(x), vt(0, x) = v1(x),
 (3.19)
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with some suitable Cauchy data v0, v1. Corresponding to the introductory remarks stated in
Section 1.2 the aim is to find suitable vectors of solutions in order to state a result about scat-
tering.
Scattering theory in literature First, let us repeat that there exists a lot of literature about
the scattering theory. One of the basic works was written by Lax/Phillips, [LP89]. In early
works the scattering behavior of perturbed Schrödinger equations was of interest, e.g. in the
papers of Howland and Yajima, [How74, Yaj77]. They explore the influence of a perturbation
with respect to the space variable. Let us also mention the considerations for the wave equations
with potentials depending on the space variable as cited in the papers of Schechter and Weder,
[Sch76, Wed78].
Mochizuki focused on scattering results for wave equations with dissipation terms, convection
terms and potentials depending on space and time, [Moc07, Moc09]. Murai studied in [Mur09a,
Mur09b] the asymptotic profile of the solutions of scattered classical Klein-Gordon equations as
well as of scattered free wave equations in distant time. Further work on wave equations with
time-dependent potentials was done by Roach in [Roa01, Roa07]. The investigation of only time-
dependent dissipation can be found in a paper of Wirth, [Wir07a]. For the proof of the following
theorem about scattering we adopt the idea of proof applied in his work.
Klein-Gordon problem (3.1) as a scattered wave problem The aim of this subject is to confirm
that the solutions of (3.1) behave asymptotically equal to the solutions of the free wave equation
(3.19) with respect to the behavior of the corresponding energies in the distant future. This is
done in the following theorem.
Theorem 3.26 (Scattering result). Let m satisfy (B1) and (B2). There exists an operator
W+ = W+(D) : L
2(Rn)×L2(Rn)→ L2(Rn)×L2(Rn) such that the Cauchy data to the problems
(3.1) and (3.19) are related by
(∇xv0, v1)T = W+(D) (〈D〉u0, u1)T .
Then for the solutions of the problems (3.1) and (3.19) the asymptotic equivalence∥∥∥(∇xv(t, ·), vt(t, ·))− (〈D〉 1
1+t
u(t, ·), ut(t, ·)
)∥∥∥
L2×L2
→ 0
holds as t tends to infinity.
Moreover, let
L :=
⋃
c>0
{
u ∈ L2(Rn) : dist(0, supp uˆ) ≥ c > 0}
which is a dense subset of L2. Then, we can state the decay rate as∥∥∥(∇xv(t, ·), vt(t, ·))− (〈D〉 1
1+t
u(t, ·), ut(t, ·)
)∥∥∥
L×L
.
∫ ∞
t
m(τ)2(1 + τ) dτ ‖(〈D〉u0, u1)‖L×L (3.20)
as t→∞.
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Corollary 3.27. In Theorem 3.26 we prove that the energy E(W)(u) to problem (3.1) of wave
type behaves asymptotically to the energy EW(v) of the free wave equation (3.19), namely
E(W)(u)(t) → EW(v)(t) as t→∞,
when (∇xv0, v1)T = W+(D) (〈D〉u0, u1)T . Specifically, due to the energy conservation of the wave
equation, the energy E(W)(u)(t) tends to the constant EW(v)(0) as t→∞. This result is stronger
than the estimates of generalized energy conservation which are stated in Theorem 3.24.
Remark 3.28. We can prove that the wave operatorW+ is not invertible. Thus, we cannot relate
every Cauchy data (v0, v1) belonging to H˙1×L2 of the free wave equation to the data (u0, u1) ∈
H1 × L2 of the Cauchy problem of wave type. Therefore, we cannot make a corresponding
statement for all Cauchy problems of the free wave equation with data belonging to the chosen
function spaces. The proof for this remark is given below on page 58.
3.3.3. Proof of the main theorems
The strategy of proof is as follows: first, we prove estimates for a suitably defined micro-energy
U in the extended phase space. Wherefore we have to divide the phase space into two zones.
This immediately gives us the statement for Theorem 3.24. Later on we conclude the scattering
result for Theorem 3.26 by applying the Theorem of Banach-Steinhaus.
Estimates in zones of the extended phase space
We investigate the Fourier transformed problem
uˆtt + 〈ξ〉2m(t)uˆ = 0,
uˆ(0, ξ) = uˆ0(ξ), uˆt(0, ξ) = uˆ1(ξ),
 (3.21)
where uˆ(t, ξ) = Fx→ξ(u(t, x))(ξ) and u = u(t, x) solves the Klein-Gordon equation (3.1).
Let us define the zones of the extended phase space similarly to those of the proof of Theorem
2.3 in Chapter 2. For a given constant N > 0 the pseudo-differential zone Zpd(N) and the
hyperbolic zone Zhyp(N) are defined as
Zpd(N) := {(t, ξ) ∈ [0,∞)× Rn : (1 + t)|ξ| ≤ N},
Zhyp(N) := {(t, ξ) ∈ [0,∞)× Rn : (1 + t)|ξ| ≥ N}.
The function tξ is implicitly defined by the formula (1 + tξ)|ξ| = N .
Let
h = h(t, ξ) := 〈ξ〉 N
1+t
=
(
|ξ|2 + N
2
(1 + t)2
) 1
2
.
For the phase space we define a micro-energy U by
U = U(t, ξ) :=
(
〈ξ〉 N
1+t
uˆ(t, ξ)
Dtuˆ(t, ξ)
)
. (3.22)
52 3. Generalized energy conservation for Klein-Gordon equations with time-dependent mass
Considerations in the pseudo-differential zone For the pseudo-differential zone Zpd(N) with
(1 + t)|ξ| ≤ N we consider the first order system (Dt − Φ)U = 0, where
Φ = Φ(t, ξ) :=
(
Dth(t,ξ)
h(t,ξ) h(t, ξ)
1
h(t,ξ)
(|ξ|2 +m(t)2) 0
)
.
Note that in Zpd(N) we have
h(t, ξ) ≤
√
2N
1 + t
.
Therefore,
(
(1 + t)−1uˆ, Dtuˆ
)T is the determining term in the micro-energy U .
We determine the matrix-valued fundamental solution
E = E(t, s, ξ) =
(
E11(t, s, ξ) E12(t, s, ξ)
E21(t, s, ξ) E22(t, s, ξ)
)
for the system DtE = ΦE, E(s, s, ξ) = I. We use integral representations. We can write the
above system as, k = 1, 2:
DtE1k(t, s, ξ) =
Dth(t,ξ)
h(t,ξ) E1k(t, s, ξ) + h(t, ξ)E2k(t, s, ξ), E1k(s, s, ξ) = δ1k;
DtE2k(t, s, ξ) =
1
h(t,ξ) |ξ|2E1k(t, s, ξ) + 1h(t,ξ)m(t)2E1k(t, s, ξ), E2k(s, s, ξ) = δ2k.
Then we obtain the following system of integral equations, k = 1, 2:
E1k(t, s, ξ) = h(t, ξ)
∫ t
s
iE2k(τ, s, ξ)dτ + δ1k
h(t, ξ)
h(s, ξ)
,
E2k(t, s, ξ) =
∫ t
s
i
1
h(τ, ξ)
|ξ|2E1k(τ, s, ξ)dτ +
∫ t
s
i
1
h(τ, ξ)
m(τ)2E1k(τ, s, ξ)dτ + δ2k.
By substituting E1k, k = 1, 2, in the second equation we get Volterra integral equations of the
second kind:
E21(t, s, ξ) = i
∫ t
s
|ξ|2 +m(τ)2
h(s, ξ)
dτ −
∫ t
s
(|ξ|2 +m(τ)2) ∫ τ
s
E21(r, s, ξ)drdτ
= i
∫ t
s
|ξ|2 +m(τ)2
h(s, ξ)
dτ −
∫ t
s
E21(r, s, ξ)
∫ t
r
(|ξ|2 +m(τ)2) dτdr,
E22(t, s, ξ) = 1−
∫ t
s
(|ξ|2 +m(τ)2) ∫ τ
s
E22(r, s, ξ)drdτ
= 1−
∫ t
s
E22(r, s, ξ)
∫ t
r
(|ξ|2 +m(τ)2) dτdr.
Both integral equations have the kernel k = k(t, r, ξ) =
∫ t
r
(|ξ|2 +m(τ)2) dτ . Following Lemma
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B.12 we estimate for the zone Zpd(N) by utilizing the property (B):∫ t
s
|ξ|2 +m(τ)2
h(s, ξ)
dτ =
1
(|ξ|2(1 + s)2 +N2) 12
∫ t
s
(|ξ|2 +m(τ)2) (1 + τ)dτ
. |ξ|2t(1 + s) +
∫ t
s
m(τ)2(1 + s)dτ ≤ C,
|k(t, r, ξ)| =
∫ t
r
(|ξ|2 +m(τ)2) dτ ≤ C,∫ t
s
∫ t
r
(|ξ|2 +m(τ)2) dτdr = ∫ t
s
(|ξ|2 +m(τ)2) ∫ τ
s
drdτ
≤
∫ t
s
(|ξ|2 +m(τ)2) τdτ ≤ t2|ξ|2 + ∫ t
s
m(τ)2τdτ ≤ C.
These calculations imply |E2k(t, s, ξ)| ≤ C and therefore |E1k(t, s, ξ)| ≤ C for k = 1, 2 in the
pseudo-differential zone. Since U(t, ξ) = E(t, s, ξ)U(s, ξ) holds we have
|U(t, ξ)| ≤ C|U(0, ξ)|
for all t ≤ tξ.
Moreover, we investigate the backward Cauchy problem with t = t0 − s and u¯(s, ξ) = uˆ(t, ξ),
i.e.
u¯ss + |ξ|2u¯+m(t0 − s)2u¯ = 0
with the Cauchy data at s = 0 and times 0 ≤ s ≤ t0 with t0 ≤ tξ. We follow the strategy
for the forward Cauchy problem in order to estimate the corresponding micro-energy U¯(s, ξ) =
(h(t0 − s, ξ)u¯, Dsu¯)T . On that account we get the estimate
1
1 + t0
(h(0, ξ) |u¯(t0, ξ)|+ |Dtu¯(t0, ξ)|) . h(t0, ξ) |u¯(0, ξ)|+ |Dtu¯(0, ξ)| .
This immediately implies
1
1 + t
|U(0, ξ)| ≤ C|U(t, ξ)|
for all times t ≤ tξ.
Considerations in the hyperbolic zone For the hyperbolic zone we are interested in estimating
a wave type micro-energy. Thus, let
UW(t, ξ) := (|ξ|uˆ(t, ξ), Dtuˆ(t, ξ))T .
Then the Cauchy problem (3.21) is rewritten as the system (Dt − Φ0 −R0)UW = 0, where
Φ0 = Φ0(t, ξ) :=
(
0 |ξ|
|ξ| 0
)
, R0 = R0(t, ξ) :=
(
0 0
m(t)2
|ξ| 0
)
.
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We carry out a single step of diagonalization. The eigenvalues of the matrix Φ0 are ±|ξ|. Thus,
the matrix of eigenvectors N0 and its inverse N−10 are
N0 =
(
1 1
−1 1
)
, N−10 =
1
2
(
1 −1
1 1
)
.
Defining U1 := N−10 UW we get the transformed system (Dt − Φ1 −R1)U1 = 0, where
Φ1 = Φ1(t, ξ) :=
(
−|ξ| 0
0 |ξ|
)
, R1 = R1(t, ξ) := m(t)
2
2|ξ|
(
−1 −1
1 1
)
.
We reconstruct the proof of Lemma 3.3 stated in Section 3.1. Therefore, let E1 = E1(t, s, ξ)
satisfy the homogeneous problem (Dt − Φ1)E1 = 0, E1(s, s, ξ) = I, and Q1 = Q1(t, s, ξ) satisfy
the problem (Dt −E−11 R1E1)Q1 = 0, Q1(s, s, ξ) = I. Thus, according to the known arguments,
we gain the representations
E1(t, s, ξ) =
(
e−i(t−s)|ξ| 0
0 ei(t−s)|ξ|
)
and, denoting P1(t, s, ξ) as P1 := E−11 R1E1,
Q1(t, s, ξ) = I +
∞∑
k=1
∫ t
s
iP1(t1, s, ξ)
∫ t1
s
iP1(t2, s, ξ)...
∫ tk−1
s
iP1(tk, s, ξ)dtk...dt1. (3.23)
These imply the estimate
|Q1(t, s, ξ)| ≤ e
∫ t
s‖(E−11 R1E1)(r,s,ξ)‖ dr.
Furthermore, detQ1(t, s, ξ) = 1 being determined by the application of Liouville’s formula as
stated in Lemma B.11.
Let
H(t, ξ) :=
(
h(t,ξ)
|ξ| 0
0 1
)
,
where again h(t, ξ) = 〈ξ〉 N
1+t
. Since h(t, ξ)|ξ|−1 ≈ C in the hyperbolic zone Zhyp(N) the inverse
matrix H−1 exists and ‖H(t, ξ)‖, ‖H(t, ξ)−1‖ ≈ C for all times t ≥ tξ.
Accordingly, because of U = HUW, where U(t, ξ) is defined in (3.22), and the previous calcu-
lations in Zhyp(N) we get
|U(t, ξ)| = ∣∣H(t, ξ)N0E1(t, s, ξ)Q1(t, s, ξ)N−10 H(s, ξ)−1U(s, ξ)∣∣
≈ e±
∫ t
s ‖R1(r,ξ)‖ dr |U(s, ξ)|.
The properties (B1) and (B2) yield to∫ t
s
‖R1(r, ξ)‖ dr .
∫ t
s
m(r)2
1
|ξ| dr .
∫ t
s
m(r)2(1 + r) dr ≤ C
in the hyperbolic zone. Thus, we conclude
|U(t, ξ)| ≈ |U(s, ξ)|
for all times s, t ≥ tξ.
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Proof of the result about generalized energy conservation
Proof of Theorem 3.24. Combining the estimates for the micro-energies in both zones we obtain
the estimate
|Dtuˆ(t, ξ)|2 + 〈ξ〉2N
1+t
|uˆ(t, ξ)|2 . |Dtuˆ(tξ, ξ)|2 + 〈ξ〉2 N
1+tξ
|uˆ(tξ, ξ)|2
. |Dtuˆ(0, ξ)|2 + 〈ξ〉2N |uˆ(0, ξ)|2
for all times t ≥ tξ. Furthermore,
|Dtuˆ(t, ξ)|2 + 〈ξ〉2N
1+t
|uˆ(t, ξ)|2 & |Dtuˆ(tξ, ξ)|2 + 〈ξ〉2 N
1+tξ
|uˆ(tξ, ξ)|2
& 1
(1 + t)2
(
|Dtuˆ(0, ξ)|2 + 〈ξ〉2N |uˆ(0, ξ)|2
)
.
Thus, we deduce the statement of Theorem 3.24 for the physical space.
Proof of the scattering result
Let us define vˆ(t, ξ) := Fx→ξ(v(t, x))(ξ), where v solves the free wave equation (3.19). Then, we
have
vˆtt + 〈ξ〉2vˆ = 0,
vˆ(0, ξ) = vˆ0(ξ), vˆt(0, ξ) = vˆ1(ξ).

Moreover, let
V (t, ξ) := (|ξ|vˆ(t, ξ), Dtvˆ(t, ξ))T
which satisfies
V (t, ξ) = N0E1(t, s, ξ)N−10 V (s, ξ)
for all times s, t ≥ 0. The matrix-valued functions N0 and E1 are equal to those for the consid-
erations for the hyperbolic zone. Now, the energy conservation for the free wave equation holds
true since |V (t, ξ)| = |V (s, ξ)| for all times s, t ≥ 0.
Wirth studied in [Wir07a] the scattering behavior of a damped wave equation with an integrable
dissipation term for a scattered wave problem. In the following we use the idea of proof stated
in his paper.
Proof of Theorem 3.26. The idea of proof is to construct an operator mapping the Cauchy data
(u0, u1) to the Klein-Gordon problem (3.1) on the Cauchy data (v0, v1) to the free wave equation
(3.19). We define a corresponding operator in the phase space by making use of the previous
investigations.
With the notation introduced for the considerations in the pseudo-differential zone and in the
hyperbolic zone we define
E(t, ξ) :=
E(t, 0, ξ), 0 ≤ t ≤ tξ,H(t, ξ)N0E1(t, tξ, ξ)Q1(t, tξ, ξ)N−10 H(tξ, ξ)−1E(tξ, 0, ξ), t ≥ tξ,
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and
E0(t, ξ) := N0E1(t, 0, ξ)N−10 .
Thus, we get U(t, ξ) = E(t, ξ)U(0, ξ) (U(t, ξ) is defined in (3.22)) and V (t, ξ) = E0(t, ξ)V (0, ξ),
respectively, for all times t. The aim is to prove that the limit
W+(ξ) := lim
t→∞ E0(t, ξ)
−1E(t, ξ)
exists in L
(
L2(Rn), L2(Rn)
)
. Then we are able to relate the Cauchy data V (0, ξ) to U(0, ξ) by
V (0, ξ) = W+(ξ)U(0, ξ) in the phase space. The main tool is the Theorem of Banach-Steinhaus
stated in the appendix in Theorem B.13.
We show the normwise boundedness of E0(t, ξ)−1E(t, ξ), where for large times t ≥ tξ we have
E0(t, ξ)−1E(t, ξ) = N0E˜1(0, t, tξ, ξ)Q1(t, tξ, ξ)N−10 H(tξ, ξ)−1E(tξ, 0, ξ) (3.24)
with
E˜1(0, t, tξ, ξ) := E1(0, t, ξ)N−10 H(t, ξ)N0E1(t, tξ, ξ).
According to the estimates in Zpd(N) and Zhyp(N) for all times t we immediately get the uniform
boundedness
‖E0(t, ξ)−1E(t, ξ)‖ ≤ C
for all |ξ| ≥ 0.
Furthermore, we prove that the limit W+(ξ) exists for all |ξ| ≥ c > 0 with an arbitrary small
constant c. Due to (3.24) we prove that E˜1(0, t, tξ, ξ) tends to E1(0, tξ, ξ) as t → ∞ and the
existence of limt→∞Q1(t, tξ, ξ) in L∞(Rn) for |ξ| ≥ c > 0.
Exact calculations lead to
E˜1(0, t, tξ, ξ) =
1
2
 eitξ|ξ| (h(t,ξ)|ξ| + 1) e−i(tξ−2t)|ξ| (h(t,ξ)|ξ| − 1)
ei(tξ−2t)|ξ|
(
h(t,ξ)
|ξ| − 1
)
e−itξ|ξ|
(
h(t,ξ)
|ξ| + 1
)  .
We only consider frequencies |ξ| ≥ c > 0. Then
lim
t→∞
h(t, ξ)
|ξ| = limt→∞
(
|ξ|2 + N2
(1+t)2
) 1
2
|ξ| = 1
uniformly for all |ξ| ≥ c. This actually implies
lim
t→∞E1(0, t, ξ)N
−1
0 H(t, ξ)N0E1(t, tξ, ξ) = E1(0, tξ, ξ).
Furthermore, utilizing (3.23) for large times s, t we consider the difference
Q1(t, tξ, ξ)−Q1(s, tξ, ξ) =
∞∑
k=1
ik
∫ t
s
P1(t1, tξ, ξ)
∫ t1
tξ
P1(t2, tξ, ξ)...
∫ tk−1
tξ
P1(tk, tξ, ξ)dtk...dt1.
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For all |ξ| ≥ c > 0 we estimate
‖Q1(t, tξ, ξ)−Q1(s, tξ, ξ)‖ ≤
∞∑
k=1
∫ t
s
‖P1(t1, tξ, ξ)‖ 1
(k − 1)!
(∫ t1
tξ
‖P1(t2, tξ, ξ)‖dt2
)k−1
dt1
≤
∫ t
s
‖R1(t1, ξ)‖
∞∑
k=1
1
k!
(∫ t1
tξ
‖R1(t2, ξ)‖dt2
)k
dt1
=
∫ t
s
‖R1(t1, ξ)‖ e
∫∞
tξ
‖R1(t2,ξ)‖dt2
dt1.
In Zhyp(N) we prove R1(·, ξ) ∈ L1 uniformly for all |ξ| ≥ N1+tξ . This implies that the differ-
ence ‖Q1(t, tξ, ξ) − Q1(s, tξ, ξ)‖ becomes arbitrarily small for sufficiently large times s, t. Thus,
Q(∞, tξ, ξ) exists uniformly in ξ for |ξ| ≥ c because of the property of a Cauchy sequence.
We deduce the existence of W+(ξ) on the dense subset⋃
c>0
{
uˆ ∈ L2(Rn) : dist(0, supp uˆ) ≥ c > 0}
of L2(Rn) and therefore, applying the Theorem of Banach-Steinhaus, the operator W+(ξ) is
defined for all |ξ| ≥ 0. Then the relation V (0, ξ) = W+(ξ)U(0, ξ) is valid.
For |ξ| ≥ c and large times t we study the difference
U(t, ξ)− V (t, ξ)
= E(t, ξ)U(0, ξ)− E0(t, ξ)V (0, ξ)
= H(t, ξ)N0E1(t, tξ, ξ)Q1(t, tξ, ξ)N−10 H(tξ, ξ)−1E(tξ, 0, ξ)U(0, ξ)−N0E1(t, 0, ξ)N−10 V (0, ξ)
= N0E1(t, 0, ξ)N−10
(
N0E˜1(0, t, tξ, ξ)Q1(t, tξ, ξ)N−10 H(tξ, ξ)−1E(tξ, 0, ξ)−W+(ξ)
)
U(0, ξ).
According to the definition of W+(ξ) we immediately get
U(t, ξ)− V (t, ξ) → 0 (3.25)
as t→∞ for all |ξ| ≥ c > 0.
In the physical space we define the scattering operator W+(D) in L
(
L2(Rn), L2(Rn)
)
as
W+(D) := s- lim
t→∞ E0(t,D)
−1E(t,D),
where E0(t,D) and E(t,D) are the corresponding evolution operators in the physical space. The
existence ofW+(D) is an immediate consequence of the existence ofW+(ξ) in the extended phase
space. Thus, we can prove the boundedness of E0(t,D)−1E(t,D) with respect to the L2-norm.
Moreover, the limit s- limt→∞ E0(t,D)−1E(t,D) exists on the set⋃
c>0
{
u ∈ L2(Rn) : dist(0, supp uˆ) ≥ c > 0}
which is dense in L2(Rn). Thus, we conclude that W+(D) maps F−1ξ→x (U(0, ξ)) = (〈D〉u0, u1)T
on F−1ξ→x (V (0, ξ)) = (∇xv0, v1)T .
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Finally, due to (3.25) we obtain the scattering result
‖F−1ξ→x (U(t, ξ))− F−1ξ→x (V (t, ξ)) ‖L2×L2 = ‖U(t, ξ)− V (t, ξ)‖L2×L2 → 0
as t→∞.
Furthermore, the estimate (3.20) immediately is a consequence of
‖Q1(t, tξ, ξ)−Q1(∞, tξ, ξ)‖ .
∞∫
t
‖R(t1, ξ)‖e
t1∫
tξ
‖R(t2,ξ)‖dt2
dt1 .
∞∫
t
m2(τ)(1 + τ)dτ
for |ξ| ≥ c > 0 and large times t. Thus, the proof is finished.
Proof for Remark 3.28. In order to check the invertibility of the wave operator W+(D) we inves-
tigate the determinant of the related operator W+(ξ) for the extended phase space. We have
detW+(ξ) = lim
t→∞ det E0(t, ξ)
−1E(t, ξ).
Obviously, we only have to calculate the determinant of E(t, 0, ξ) for t ≤ tξ in the pseudo-
differential zone satisfying (Dt − Φ)E = 0, E(0, 0, ξ) = I. The Formula of Liouville stated in
Lemma B.11 yields
detE(t, 0, ξ) = ei
∫ t
0 tr Φ(r,ξ) dr = e
∫ t
s
∂rh(r,ξ)
h(r,ξ)
dr
=
h(t, ξ)
h(0, ξ)
.
Thus, in |ξ| = 0 the determinant detE(t, 0, 0) tends to 0 as t → ∞. This implies that W+(ξ)
and, therefore, W+(D) are not invertible.
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4. Lp-Lq decay estimates for Klein-Gordon
equations with time-dependent mass
In the previous chapter we discuss about generalized energy conservation or L2-L2 estimates
for energy solutions to Klein-Gordon problems. In this chapter we extend our investigations for
Klein-Gordon problems with respect to Lp-Lq decay estimates.
The main results of this chapter are stated in Theorem 4.3 and Theorem 4.26. We prove a
Klein-Gordon type decay rate as stated in (1.7) for the solutions to problems of Klein-Gordon
type and a wave type decay rate as stated in (1.3) for the solutions to problems of wave type,
respectively.
4.1. Klein-Gordon type
In this section we study the following Cauchy problem to the equation of Klein-Gordon type:
utt −4u+ λ(t)2ν(t)2u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (4.1)
with the decreasing shape function λ and the perturbation function ν, where (t, x) ∈ R+ × Rn.
We suppose that the smooth mass function m = λν satisfies the conditions being sufficient in
order to have generalized energy conservation, see Theorem 3.7 stated in Section 3.2.
Properties and examples Let us assume that m(t) = λ(t)ν(t) belongs to C∞. For purposes
of coherence we again specify the properties introduced in Section 3.2 which are represented as
follows:
(A1) 0 < λ(t) <∞, λ′(t) ≤ 0 and
∣∣∣dkt λ(t)∣∣∣ ≤ Ckλ(t) ρ(t)k, k = 1, 2, ..., for all times t;
(A2) 0 < ν0 ≤ ν(t) ≤ ν1 <∞ and
∣∣∣dkt ν(t)∣∣∣ ≤ C˜kρ(t)k, k = 1, 2, ..., for all times t,
where all Ck, C˜k are positive constants and ρ = ρ(t) is a positive smooth function satisfying
(A3) ρ(t) = O
(
λ(t)
)
as t→∞;
(A4)2
ρ(t)2
λ(t)
∈ L1(R+).
In Subsection 3.2.2 we already sketched in Examples 3.11 to 3.14 a sample of functions m = λν
which satisfy the conditions (A1) to (A3) and (A4)M with positive integer M ≥ 2. Though in
order to study Lp-Lq decay estimates we restrict ourselves to the property (A4)2.
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The strategy is to study oscillatory integrals and to apply the method of stationary phase.
Since we assume (A4)2 we have a good chance to handle the phase function of the appearing
oscillatory integrals. The reader can find some remarks about Strichartz’ estimates for mass
terms fulfilling properties (A4)M with M ≥ 3 in Chapter 6. Just let us remark that Example
3.14 does not satisfy property (A4)2.
Considering the given Examples 3.11 to 3.13 there arise no difficulties when we add the following
property to condition (A1). Let
(A1)+
∣∣λ′(t)∣∣ ≤ Cλ(t) 1
1 + t
for all times t.
We utilize this behavior of the shape function λ in order to prove Lemma 4.9 which is a key
lemma for deriving Lp-Lq decay estimates for the problems of Klein-Gordon type.
Previous results Before we make a statement about Lp-Lq decay estimates for solutions to
problem (4.1) we sketch two results for the Klein-Gordon problem
utt − λ(t)2 ν(t)2
(4u+m(t)2u) = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (4.2)
with (t, x) ∈ R+ ×Rn. Thereby, λ = λ(t) is an increasing shape function and ν = ν(t) describes
an oscillating perturbation. Moreover, the mass m = m(t) is a decreasing function.
More precisely, let λ satisfy
(A1)’ 0 < λ(t) < ∞, λ′(t) ≥ 0 and
∣∣∣dkt λ(t)∣∣∣ ≤ Ckλ(t) ( λ(t)Λ(t))k , k = 1, 2, ..., for all times t,
where all Ck are positive constants and Λ(t) :=
∫ t
0 λ(τ) dτ .
Reissig/Yagdjian considered the problem (4.2) with the constant mass m(t) ≡ m > 0 for the
first time in [RY00b]. They proved the following result:
Theorem 4.1 (Reissig/Yagdjian, [RY00b]). Let m(t) ≡ m > 0 and let λ(t) ∈ C∞(R+) satisfy
(A1)’ and ν(t) ∈ C∞(R+) satisfy (A2) with
ρ(t) =
λ(t)
(e + Λ(t))γ
, γ ∈ [12 , 1] .
Then for all times t we have the Lp-Lq decay estimate
‖(ut(t, ·), λ(t)∇xu(t, ·))‖Lq .
√
λ(t) (1 + Λ(t))
κ−n
2
(
1
p
− 1
q
)
(‖u0‖Lp,r+1 + ‖u1‖Lp,r)
for r = n
(
1
p − 1q
)
with 1 < p ≤ 2 and 1p + 1q = 1, where κ = 0 for γ ∈
(
1
2 , 1
]
and κ > 0 is a
positive constant for γ = 12 .
Hirosawa/Reissig extended this result to the variable mass m = m(t), [HR03]. They investi-
gated the Cauchy problem (4.2) with the mass written in the form
m(t) =
1
(e + Λ(t))ω (ln(e + Λ(t)))µ
, ω ∈ [0, 1], µ ∈ R. (4.3)
Then the Lp-Lq decay estimate as shown in the next theorem is valid.
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Theorem 4.2 (Hirosawa/Reissig, [HR03]). Let m = m(t) be given by (4.3) and let λ(t) ∈
C∞(R+) satisfy (A1)’ and ν(t) ∈ C∞(R+) satisfy (A2) with
ρ(t) =
λ(t)
(e + Λ(t))γ (ln(e + Λ(t)))σ
, γ ∈ [0, 1] , σ ≤ 0.
Then for all times t we have the Lp-Lq decay estimate
‖(ut(t, ·), λ(t)∇xu(t, ·))‖Lq .
√
λ(t) (1 + Λ(t))
κ−n
2
(
1
p
− 1
q
)
(‖u0‖Lp,r+1 + ‖u1‖Lp,r)
for r = n
(
1
p − 1q
)
with 1 < p ≤ 2 and 1p + 1q = 1, where
• κ = 0 for γ < 1 and 0 ≤ ω < 2γ − 1 or γ = 1, σ ≤ 0 and ω < 1 or γ = 1, ω = 1 and
µ < 2σ − 1,
• κ = ε with ε > 0 arbitrary for γ = 1, ω = 1 and 2σ − 1 ≤ µ < 2σ,
• κ > 0 is a positive constant for γ < 1 and ω = 2γ − 1 or γ = 1, ω = 1 and µ = 2σ with
µ < σ.
Main theorem The aim of this section is to prove Lp-Lq decay estimates for problems (4.1) of
Klein-Gordon type satisfying the given conditions. In a sense we generalize the statements of
Theorems 4.1 and 4.2. The main theorem for statements about problems (4.1) of Klein-Gordon
type, as defined in Definition 3.4, is as follows.
Theorem 4.3. Let m(t) = λ(t)ν(t) ∈ C∞(R+) satisfy (A1) to (A3) and (A4)2. Then for all
times t we have the Lp-Lq decay estimate
‖(ut(t, ·),∇xu(t, ·), λ(t)u(t, ·))‖Lq . (1 + t)
−n
2
(
1
p
− 1
q
)
(‖u0‖Lp,r+1 + ‖u1‖Lp,r)
for r = n
(
1
p − 1q
)
with 1 < p ≤ 2 and 1p + 1q = 1.
In order to develop Lp-Lq decay estimates for the solution u and its derivatives ut and ∇xu we
investigate solution representations for their corresponding Fourier transforms. Let uˆ = uˆ(t, ξ) :=
Fx→ξ(u)(t, ξ) solve
uˆtt + 〈ξ〉2m(t)uˆ = 0,
uˆ(0, ξ) = uˆ0(ξ) := F (u0)(ξ), uˆt(0, ξ) = uˆ1(ξ) := F (u1)(ξ).
 (4.4)
Therefore, we act upon the ideas given in Section 3.2.3. That is, we again define zones of the
extended phase space by
Zpd(N) := {(t, ξ) ∈ R+ × Rn : 〈ξ〉λ(t)ρ(t)−1 ≤ N},
Zhyp(N) := {(t, ξ) ∈ R+ × Rn : 〈ξ〉λ(t)ρ(t)−1 ≥ N}
with a sufficiently large constant N > 1. Due to Remark 3.15 the pseudo-differential zone Zpd(N)
is compact. Thus, there exists T > 0 such that t ≤ T for all times t with (t, ξ) ∈ Zpd(N).
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Let us sketch the schedule of the proof of Theorem 4.3. In the following subsection we derive
suitable solution representations for solutions uˆ of (4.4). In the forthcoming subsections we focus
on Lp-Lq decay estimates for models of oscillating integrals. The investigations in Subsection
4.1.2 for large times t ≥ T give us the decay rate stated in Theorem 4.3. However, the regularity
of the data appearing in Theorem 4.3 is determined by the considerations in Subsection 4.1.3 for
small times t ∈ (0, T ].
4.1.1. Representation of solutions
In order to prove the following solution representations we apply the in Section 3.1 introduced
diagonalization procedure to a first-order system corresponding to equation (4.4) in the hyperbolic
zone Zhyp(N). However, in order to study the structural properties of the representations of
〈ξ〉m(t)uˆ and uˆt given below we have to carry out more than two steps of the diagonalization (in
comparison to the proof of Theorem 3.7). This ensures the desired regularity of the amplitudes
of the Fourier multipliers with respect to the frequencies ξ. Thus, we assume that m belongs to
C∞.
Lemma 4.4. Let m(t) = λ(t)ν(t) ∈ C∞(R+) satisfy (A1), (A2), (A3) and (A4)2. The
following WKB representations are valid for the solutions of (4.4):
〈ξ〉m(t)uˆ(t, ξ) = a(1)11 (t, ξ) e−i
∫ t
0 〈ξ〉m(τ)dτ 〈ξ〉m(0)uˆ0(ξ) + a(1)12 (t, ξ) e−i
∫ t
0 〈ξ〉m(τ)dτ uˆ1(ξ)
+ a
(1)
21 (t, ξ) e
i
∫ t
0 〈ξ〉m(τ)dτ 〈ξ〉m(0)uˆ0(ξ) + a(1)22 (t, ξ) ei
∫ t
0 〈ξ〉m(τ)dτ uˆ1(ξ),
Dtuˆ(t, ξ) = a
(2)
11 (t, ξ) e
−i ∫ t0 〈ξ〉m(τ)dτ 〈ξ〉m(0)uˆ0(ξ) + a(2)12 (t, ξ) e−i ∫ t0 〈ξ〉m(τ)dτ uˆ1(ξ)
+ a
(2)
21 (t, ξ) e
i
∫ t
0 〈ξ〉m(τ)dτ 〈ξ〉m(0)uˆ0(ξ) + a(2)22 (t, ξ) ei
∫ t
0 〈ξ〉m(τ)dτ uˆ1(ξ).
Thereby, for i, j, l = 1, 2 the following estimates are valid:
• for all (t, ξ) ∈ R+ × Rn we have ∣∣∣a(l)ij (t, ξ)∣∣∣ ≤ C;
• for all (t, ξ) ∈ Zhyp(N) with N sufficiently large we have∣∣∣∂αξ a(l)ij (t, ξ)∣∣∣ . 〈ξ〉−|α|m(t) (4.5)
for all α with 0 ≤ |α| ≤ min{k − 2, A(k)}.
Here k, k ≥ 2, is the number of steps of the diagonalization procedure. The number A(k) describes
the largest non-negative number such that(
ρ(t)
λ(t)
)k−2
(t λ(t))|α| ≤ C|α|,k (4.6)
is satisfied for all |α| ≤ A(k).
For the examples stated in Subsection 3.2.2 the number A(k) is determined as follows.
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Example 4.5. Property (4.6) is satisfied for all |α| ≤ A(k) with
• A(k) =
[
γ−ω
1−ω (k − 2)
]
for Example 3.11, where 0 ≤ ω < 1 and γ > ω + 1−ω2 ;
• A(k) = k − 3 for Example 3.12, where µ ≥ 0 and σ < 1;
• A(k) =
[
µ−σ
µ (k − 2)
]
for Example 3.13, where µ > 1 and 0 ≤ σ < µ− 1+µ2 .
Thus, in the given examples the number A(k) increases nearly linearly in k.
Proof of Lemma 4.4. In order to state the representation for the solution we return to the di-
agonalization procedure introduced in Section 3.1. This means, instead of problem (4.4) we
consider the corresponding first order system (Dt − Φ0 −R0)U = 0, where U = U(t, ξ) denotes
the micro-energy
U =
(〈ξ〉m(t)uˆ, Dtuˆ)T .
Let us assume that the conditions to carry out the algorithm introduced in Subsection 3.1.1 are
satisfied for all (t, ξ) belonging to the hyperbolic zone Zhyp(N). Thus, after k steps (k ≥ 2) we
get the representation
U(t, ξ) = N0
k−1∏
j=1
Nj(t, ξ)Ek(t, s, ξ)Qk(t, s, ξ)
k−1∏
j=1
N−1k−j(s, ξ)N−10 U(s, ξ) (4.7)
for all (s, ξ), (t, ξ) ∈ Zhyp(N) making use of the notation of Section 3.1. That is, we may take into
account the estimate of U stated in Lemma 3.3 and the structural properties given in Propositions
3.1 and 3.2.
The aim of this proof is to carry out the diagonalization procedure in order to get the repre-
sentation of Lemma 4.4 together with the estimates (4.5) of the derivatives with respect to ξ.
In Section 3.2 it is sufficient to execute only two steps of the diagonalization procedure provided
that condition (A4)2 is supposed. However, in this proof for the designated estimates (4.5)
with regularity |α| ≤ min{k − 2, A(k)} in general it is necessary to carry out k ≥ 2 steps of the
diagonalization.
Let us write the diagonal matrix Ek, which is given in (3.8), as the product Ek = E1Fk, where
E1 = E1(t, s, ξ) :=
( 〈ξ〉m(t)
〈ξ〉m(s)
) 1
2
(
e−i
∫ t
s 〈ξ〉m(τ) dτ 0
0 ei
∫ t
s 〈ξ〉m(τ) dτ
)
and
Fk = Fk(t, s, ξ) :=
k−1∏
j=0
(
µj(s, ξ)− 1
µj(t, ξ)− 1
) 1
2
×
(
e−i
∫ t
s (Imφk(τ,ξ)−〈ξ〉m(τ)) dτ 0
0 ei
∫ t
s (Imφk(τ,ξ)−〈ξ〉m(τ)) dτ
)
.
Thus, the matrix E1 already hints at the representation of the solution stated in Lemma 4.4. To
get normwise estimates of the matrix-valued functions in (4.7) and their derivatives we extend
the definition of classes of functions, which was introduced in Section 3.2.3, with respect to the
frequency ξ.
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Definition of symbol classes Let f = f(t, ξ) be an arbitrarily often differentiable function.
Then f belongs to the symbol class T {q, r}, q ≤ 0, r ≥ 0, when the derivatives of f satisfy∣∣∣∂lt ∂αξ f(t, ξ)∣∣∣ ≤ Cl,α〈ξ〉q−|α|λ(t) ρ(t)r+l
for all l = 0, 1, ... and all multi-indices |α| ≥ 0 in the hyperbolic zone Zhyp(N).
We summarize some useful properties in the following proposition.
Proposition 4.6.
(i) If f ∈ T {q, r}, then f ∈ SK{q, r} for all K = 0, 1, ... for which the function class SK{q, r}
was introduced in Section 3.2.3.
(ii) If f ∈ T {q, r}, then ∂lt ∂αξ f ∈ T {q − |α|, r + l}.
(iii) If f1 ∈ T {q1, r1}, f2 ∈ T {q2, r2}, then f1f2 ∈ T {q1 + q2, r1 + r2}.
(iv) If f ∈ T {q, r}, then f ∈ T {q + σ, r − σ} for all 0 ≤ σ ≤ min{−q, r}.
Proof. The proof is similar to the proof of Proposition 3.17 stated in Section 3.2.3.
Estimates of the matrix-valued functions According to Lemma 3.18 in Section 3.2.3 we draw
the following conclusion, where we make use of the same notation for functions.
Lemma 4.7. Let m satisfy (A1) to (A3). Then for all (t, ξ) ∈ Zhyp(N) with N sufficiently
large the (matrix-valued) functions satisfy
µj ∈ T {−2j, 2j} with |µj | < 1
2
, (1− µj)−1 ∈ T {0, 0},
N−1j exists and Nj ,N−1j ∈ T {0, 0} for j = 1, ..., k − 1 and
(Imφj)
−1 ∈ T {−1, 0}, rj ∈ T {−j + 1, j}
for j = 1, ..., k.
Proof. For Lemma 3.18 we already verified the validness of Lemma 4.7 with respect to the
derivatives in time t. Without any difficulties we act upon the proof of Lemma 3.18 in almost
the same manner in order to calculate and estimate the derivatives with respect to the frequency
ξ.
From the previous lemma we reason that
〈ξ〉m(t)
〈ξ〉m(s)
∈ T {0, 0}
for s ≤ t. Moreover, we want to estimate the matrix-valued functions Fk and Qk. Therefore,
we make use of the statements of the previous lemma and benefit from the exact representations
given in the proof of Lemma 3.3.
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Lemma 4.8. Let m satisfy (A1), (A2), (A3) and (A4)2. Then for all (s, ξ), (t, ξ) ∈ Zhyp(N)
with s ≤ t the following estimates are valid:
‖Dαξ Fk(t, s, ξ)‖ ≤ Ck,α〈ξ〉−|α|λ(t)
for all |α| ≥ 0 and
‖DαξQk(t, s, ξ)‖ ≤ Ck,α 〈ξ〉−|α|λ(t)
for all α with 0 ≤ |α| ≤ min{k − 2, A(k)}, where we suppose k ≥ 2 and (4.6) is satisfied for all
|α| ≤ A(k), and for some positive constants Ck,α.
Proof. Let us begin with the estimates for the derivatives of Fk. Due to Lemma 4.7 we immedi-
ately get
k−1∏
j=1
(
µj(s, ξ)− 1
µj(t, ξ)− 1
) 1
2
∈ T {0, 0}.
Proposition 3.2 and Lemma 4.7 yield
Imφk − 〈ξ〉m(t) =
k∑
j=1
1
1− µj
(
rjrj
dj
+ Im
rj
dj
∂t
rj
dj
)
∈ T {−1, 2}.
This implies, by condition (A4)2, for all |α| ≥ 0 the estimates∣∣∣∣∂αξ ∫ t
s
(
Imφk − 〈ξ〉m(τ)
)
dτ
∣∣∣∣ . 〈ξ〉−|α|λ(t) ∫ t
s
〈ξ〉−1λ(τ)ρ(τ)2dτ . 〈ξ〉
−|α|
λ(t) .
Thus, with the help of Proposition B.15 we conclude∣∣∣∂αξ ei ∫ ts (Imφk−〈ξ〉m(τ))dτ ∣∣∣ . 〈ξ〉−|α|λ(t) (4.8)
for all |α| ≥ 0. This finishes the estimate for ‖∂αξ Fk‖.
As shown in (3.9) the matrix Qk is written in the form
Qk(t, s, ξ) = I +
∞∑
j=1
∫ t
s
iPk(t1, s, ξ)...
∫ tj−1
s
iPk(tj , s, ξ)dtj ...dt1,
where Pk := E−1k RkEk. With the help of straightforward calculations we get
Pk(t, s, ξ) =
1
i
(
0 rk e
∫ t
s 2i Imφk(r,ξ)dr
rk e−
∫ t
s 2i Imφk(r,ξ)dr 0
)
.
Now, let us prove the estimates∣∣∣∣∂αξ ∫ t
s
〈ξ〉m(τ) dτ
∣∣∣∣ . t〈ξ〉1−|α|λ(t) (4.9)
for all |α| ≥ 1. Let α = (α1, ..., αn)T ∈ Rn+. Without loss of regularity we suppose that αj 6= 0
and we denote α¯ := (α1, ..., αj − 1, ..., αn)T . Then, using 〈ξ〉−1m(t) ∈ T {−1, 0}, we have∣∣∂αξ 〈ξ〉m(t)∣∣ = ∣∣∣∣∂α¯ξ ξj〈ξ〉m(t)
∣∣∣∣ . ∑
β+γ=α¯
∣∣∣∂βξ ξj∣∣∣ ∣∣∣∂γξ 〈ξ〉−1m(t)∣∣∣ . 〈ξ〉1−|α|λ(t) (4.10)
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for |α| ≥ 1. The integration immediately yields (4.9). Then by the application of Proposition
B.15 we conclude ∣∣∣∂αξ ei ∫ ts 〈ξ〉m(τ)dτ ∣∣∣ . |α|∑
j=1
tj〈ξ〉j−|α|λ(t) . t|α| (4.11)
for all |α| ≥ 0.
Merging the estimates (4.8), (4.11) and rk ∈ T {−k + 1, k} we obtain
‖∂αξ Pk(t, s, ξ)‖ ≈
∣∣∣∂αξ rk(t, ξ) e− ∫ ts 2i Imφk(r,ξ)dr∣∣∣ . 〈ξ〉−k+1λ(t) ρ(t)kt|α|
for all |α| ≥ 0. Hence, let |α| ≤ k − 2, then∫ t
s
‖∂αξ Pk(τ, s, ξ)‖dτ . 〈ξ〉−|α|λ(t)
∫ t
s
〈ξ〉−k+1+|α|λ(τ) ρ(τ)k τ |α| dτ
. 〈ξ〉−|α|λ(t)
∫ t
s
〈ξ〉−1λ(τ)ρ(τ)2
(
ρ(τ)
λ(τ)
)k−2
λ(τ)|α| τ |α| dτ.
We suppose that (
ρ(t)
λ(t)
)k−2
(t λ(t))|α| ≤ C
for all times t ≥ 0 and 0 ≤ |α| ≤ A(k). Property (A4)2 immediately ensures∫ t
s
‖Dαξ Pk(τ, s, ξ)‖dτ . 〈ξ〉−|α|λ(t)
for all α with 0 ≤ |α| ≤ min{k − 2, A(k)}.
Finally, we calculate and estimate the derivatives of Qk using Leibniz rule. This completes the
proof of Lemma 4.8.
Conclusion Summarizing the estimates of the matrix-valued functions in (4.7) stated in Lemma
4.7 and Lemma 4.8 and by the structure of the matrix E1 we conclude the statement made in
Lemma 4.4.
4.1.2. Estimates of the Fourier multipliers for large times
In order to derive Lp-Lq decay estimates for the solution u(t, x) of the Klein-Gordon type problem
(4.1) we utilize the representation of the Fourier transformed solution uˆ(t, ξ) which is written
down in Lemma 4.4.
Thus, for large times t ≥ T let us study the model Fourier multiplier
F−1
(
ei
∫ t
0 〈ξ〉m(τ) dτ a(t, ξ)F (v)(ξ)
)
(4.12)
with v ∈ S and m(t) = λ(t)ν(t) satisfies the assumptions stated in Theorem 4.3. We suppose
that the function a = a(t, ξ) satisfies
|∂αξ a(t, ξ)| . 〈ξ〉−|α|λ(t) for all t ≥ T (4.13)
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and for all α with |α| ≤ n+ 1.
In order to study those Fourier multipliers we divide the extended phase space into two zones.
For small frequencies |ξ| ≤ 2Rm(t), where R is an arbitrary positive real number, we state
Theorem 4.10 which is a result of a Littman-type lemma (see the paper by Littman, [Lit63]).
Furthermore, a dyadic decomposition and the method of stationary phase result in the Lp-
Lq decay estimate of the model Fourier multiplier (4.12) for large frequencies |ξ| ≥ Rm(t)
summarized in Theorem 4.16.
Therefore, let ψ = ψ(s) ∈ C∞(R+) be a smooth function with
ψ(s) =
1, s ≤ 1,0, s ≥ 2, (4.14)
and 0 ≤ ψ(s) ≤ 1 for all s ∈ R+.
Moreover, a key tool in our investigations is the following lemma.
Lemma 4.9. Let λ = λ(t) satisfy conditions (A1) and (A1)+ and let f = f(t, ξ) be a non-
negative real-valued function. Then there exists a positive constant C < 1 independent of t such
that
C
t
(f(t, ξ)2 + λ(t)2)
1
2
≤
∫ t
0
1
(f(t, ξ)2 + λ(τ)2)
1
2
dτ ≤ t
(f(t, ξ)2 + λ(t)2)
1
2
for all times t.
Proof. The first inequality is a consequence of integration by parts and property (A1)+ for all
times t. For convenience we introduce the function g = g(τ, t, ξ) by
g(τ, t, ξ) :=
(
f(t, ξ)2 + λ(τ)2
) 1
2 .
It follows that ∫ t
0
1
g(τ, t, ξ)
dτ =
t
g(t, t, ξ)
−
∫ t
0
1
g(τ, t, ξ)
τ (−λ′(τ))λ(τ)
g(τ, t, ξ)2
dτ
≥ t
g(t, t, ξ)
− C1
∫ t
0
1
g(τ, t, ξ)
dτ
with positive constant C1 since
τ (−λ′(τ))λ(τ)
f(t, ξ)2 + λ(τ)2
. λ(τ)
2
f(t, ξ)2 + λ(τ)2
≤ C1
for all times t due to (A1)+. Thus, we obtain∫ t
0
1
(f(t, ξ)2 + λ(τ)2)
1
2
dτ ≥ 1
1 + C1
t
(f(t, ξ)2 + λ(t)2)
1
2
.
Otherwise, by the monotonicity of λ the integral can be estimated in the following manner:∫ t
0
1
(f(t, ξ)2 + λ(τ)2)
1
2
dτ ≤ t
(f(t, ξ)2 + λ(t)2)
1
2
.
This completes the proof.
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Small frequencies
The proof of the following lemma is based on works from Reissig/Yagdjian and Hirosawa/Reissig,
[RY00b, HR03]. However, for our proof there arise new difficulties because of the oscillating
function m = m(t) appearing in the phase function of the Fourier multiplier.
Theorem 4.10. Let m(t) = λ(t)ν(t) ∈ C∞(R+) satisfy (A1), (A1)+ and (A2) and let a(t, ξ)
satisfy (4.13) for all |α| ≤ n+1. Moreover, let ψ be given by (4.14). Then there exists a constant
C such that∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ)dτ a(t, ξ)ψ ( |ξ|Rm(t))F (v)(ξ))∥∥∥Lq ≤ C t−n2
(
1
p
− 1
q
)
λ(t)
n
2
(
1
p
− 1
q
)
‖v‖Lp
for v ∈ S and all times t ≥ T with 1 ≤ p ≤ 2 and 1p + 1q = 1.
Proof. We estimate the L∞-norm of the integral
F−1
(
ei
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ)ψ
( |ξ|
Rm(t)
))
=
∫
Rn
eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ)ψ
( |ξ|
Rm(t)
)
dξ (4.15)
with the phase function
ϕ(t, x, ξ) := x · ξ +
∫ t
0
〈ξ〉m(τ)dτ
and the amplitude a(t, ξ)ψ
( |ξ|
Rm(t)
)
. Let Φ = Φ(t, x, ξ) denote the gradient of ϕ with respect to
ξ, i.e.
Φ(t, x, ξ) := x+
∫ t
0
ξ
〈ξ〉m(τ)
dτ.
Then, the stationary points ξ0 = ξ0(t, x) of the phase function satisfy Φ(t, x, ξ0) = 0.
Proposition 4.11. If a stationary point ξ0 exists for fixed x and t, then ξ0 will be uniquely
determined.
Proof. Let t and x be fixed. We suppose that there exist ξ0, ξ1 satisfying Φ(t, x, ξ0) = Φ(t, x, ξ1) =
0 with ξ0 6= ξ1. Moreover, let r ∈ R+ and
g = g(r) :=
∫ t
0
r
(r2 +m(τ)2)
1
2
dτ
which is strictly monotonic increasing in r.
If |ξ0| = |ξ1|, then we will obtain a contradiction since
ξ0
∫ t
0
1
(|ξ0|2 +m(τ)2)
1
2
dτ = ξ1
∫ t
0
1
(|ξ1|2 +m(τ)2)
1
2
dτ
implies ξ0 = ξ1.
Hence, we assume |ξ0| 6= |ξ1|. Then, we have |x| = g(|ξ0|) = g(|ξ1|) which contradicts the strict
monotonicity of g.
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In order to estimate the integral (4.15) for all ξ with |ξ| ≤ 2Rm(t) we have to consider different
cases in dependence on the stationary point ξ0. Let us divide the integral as follows:∫
|ξ|
m(t)
≤2R
eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ)ψ
( |ξ|
Rm(t)
)
dξ
=
∫
|ξ|
m(t)
≤2R
eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ)ψ
( |ξ|
Rm(t)
) (
1− χ
(
ξ
m(t)
))
dξ (4.16)
+
∫
|ξ|
m(t)
≤2R
eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ)ψ
( |ξ|
Rm(t)
)
χ
(
ξ
m(t)
)
dξ, (4.17)
where χ ∈ C∞0
(
1
m(t) (ξ0 + U0)
)
and χ ≡ 1 in U
(
1
m(t)
(
ξ0 +
1
2U0
))
. Thereby, ξ0 +U0 := {ξ0 + ξ :
ξ ∈ U0} and U0 is a small neighborhood of 0 ∈ Rn. The set 1m(t) (ξ0 + U0) will be given more
precisely later on.
In this proof we are in need of the following estimates: since we only consider |ξ| ≤ 2Rm(t) ≤
Cλ(t) there exists a positive constant 0 < c < 1 such that together with the natural property
(3.15) we get
c ≤ λ(t)〈ξ〉−1λ(t) ≤ 1. (4.18)
Estimates of the integral (4.16) In the first integral to fixed x and t there can arise two different
cases. On the one hand we estimate this integral whether there does not exist a stationary point
ξ0. On the other hand, if ξ0 exists satisfying Φ(t, x, ξ0) = 0, then we will restrict ourselves to
all points ξ with |ξ − ξ0| ≥ εm(t), ε > 0 arbitrarily. This enables us to introduce the operator
L = L(t, x, ξ) by
L(t, x, ξ) := |Φ(t, x, ξ)|−2
n∑
i=1
Φi(t, x, ξ)Dξi .
This operator satisfies the equality
L eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ = eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ . (4.19)
Then, utilizing integration by parts, we obtain∫
|ξ|
m(t)
≤2R
LMeix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ)ψ
( |ξ|
Rm(t)
) (
1− χ
(
ξ
m(t)
))
dξ
=
∫
|ξ|
m(t)
≤2R
eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ
(
LT
)M (
a(t, ξ)ψ
( |ξ|
Rm(t)
) (
1− χ
(
ξ
m(t)
)))
dξ
with
LT (·) := −
n∑
i=1
Dξi
(
Φi
|Φ|2 (·)
)
, (4.20)
where M ≤ n+ 1 is a positive integer. In order to study the action of the operator LT we are in
need of a lower bound of Φ being away from zero.
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Proposition 4.12. For fixed x and t let us assume that there does not exist a stationary point
or that ξ is away from the stationary point ξ0, i.e.
|ξ−ξ0|
m(t) ≥ ε > 0. Let |ξ| ≤ 2Rm(t) then we
obtain
|Φ(t, x, ξ)| & t.
Proof. First, let us assume that for any given x and t there does not exist a stationary point ξ0.
Then we have
|x| ≥ sup
|ξ|>0
∫ t
0
|ξ|
〈ξ〉m(τ)
dτ.
Since this estimate holds true for all ξ ∈ Rn\{0} we can choose ξ = ζ0 with |ζ0| ≥ 3Rm(t). We
estimate Φ as follows. Thereby, we use |ζ0| − |ξ| ≥ Rm(t), Proposition B.16 and Lemma 4.9
setting f(t, ξ) = |ξ| together with (4.18) in order to show
|Φ(t, x, ξ)| ≥ |x| −
∫ t
0
|ξ|
〈ξ〉m(τ)
dτ ≥
∫ t
0
|ζ0|
〈ζ0〉m(τ)
dτ −
∫ t
0
|ξ|
〈ξ〉m(τ)
dτ
=
∫ t
0
m(t)
〈ξ〉m(τ)
|ζ0|
m(t)
√
|ξ|2
m(t)2
+ m(τ)
2
m(t)2
− |ξ|m(t)
√
|ζ0|2
m(t)2
+ m(τ)
2
m(t)2√
|ζ0|2
m(t)2
+ m(τ)
2
m(t)2
dτ
&
∫ t
0
m(t)
〈ξ〉m(τ)
dτ & λ(t)
∫ t
0
1
〈ξ〉λ(τ)
dτ & λ(t) t〈ξ〉λ(t)
& t.
Thus, we proved the statement in case of no stationary point.
Let us examine the other case. That is, let ξ0 be a stationary point satisfying Φ(t, x, ξ0) = 0.
We assume that ||ξ| − |ξ0|| ≥ δm(t), δ > 0 sufficiently small but fixed, i.e. ξ and ξ0 differ in their
absolute values. Hence, we estimate
|Φ(t, x, ξ)| ≥
∣∣∣∣|x| − ∫ t
0
|ξ|
〈ξ〉m(τ)
dτ
∣∣∣∣ = ∣∣∣∣∫ t
0
|ξ0|
〈ξ0〉m(τ)
dτ −
∫ t
0
|ξ|
〈ξ〉m(τ)
dτ
∣∣∣∣ .
We follow the strategy given above using the statements of Proposition B.16 and Lemma 4.9 and
immediately obtain |Φ(t, x, ξ)| & t.
Finally, we have to investigate the case for the stationary point ξ0 with ||ξ0| − |ξ|| ≤ δm(t) and
|ξ0 − ξ| ≥ εm(t) with ε > 0. We have
|Φ(t, x, ξ)| =
∣∣∣∣∫ t
0
ξ0
〈ξ0〉m(τ)
− ξ〈ξ〉m(τ)
dτ
∣∣∣∣ ≥ ∫ t
0
|ξ0 − ξ|
〈ξ0〉m(τ)
dτ −
∫ t
0
∣∣∣∣ ξ〈ξ〉m(τ) − ξ〈ξ0〉m(τ)
∣∣∣∣ dτ.
Due to Lemma 4.9 we estimate the first integral by∫ t
0
|ξ0 − ξ|
〈ξ0〉m(τ)
dτ & ε λ(t) t〈ξ0〉λ(t)
& εt.
We still have to consider the second integral. Using (4.18) we get
∫ t
0
∣∣∣∣ ξ〈ξ〉m(τ) − ξ〈ξ0〉m(τ)
∣∣∣∣ dτ = ∫ t
0
|ξ|m(t)
〈ξ〉m(τ)
∣∣∣√ |ξ0|2m(t)2 + m(τ)2m(t)2 −√ |ξ|2m(t)2 + m(τ)2m(t)2 ∣∣∣
〈ξ0〉m(τ)
dτ
. δ
∫ t
0
|ξ|
〈ξ〉m(τ)
m(t)
〈ξ0〉m(τ)
dτ . δ
∫ t
0
|ξ|
〈ξ〉λ(τ)
dτ . δt.
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Altogether, with δ sufficiently small we obtain
|Φ(t, x, ξ)| ≥ (Cε − Cδ) t ≥ Ct
with C > 0. This completes the proof.
With the aid of the previous proposition we are able to state the following estimate for the
operator LT applied to a smooth function, where LT is represented in (4.20).
Proposition 4.13. Let b = b(t, ξ) satisfy |∂αξ b(t, ξ)| . 〈ξ〉−|α|λ(t) for all |α| ≤ M and (t, ξ) ∈
R+ × Rn. Then, we have ∣∣∣(LT )M b(t, ξ)∣∣∣ . (tλ(t))−M .
Proof. Due to the estimate (4.10) we can prove
∣∣∂αξ Φj∣∣ ≤ ∫ t
0
∣∣∣∣∂αξ ξj〈ξ〉m(τ)
∣∣∣∣ dτ . ∫ t
0
〈ξ〉−|α|λ(τ) dτ . t〈ξ〉
−|α|
λ(t)
for all |α| ≥ 1 and for j = 1, ..., n. According to Proposition 4.12 this immediately implies∣∣∣∣∂αξ Φj|Φ|2
∣∣∣∣ . t−1〈ξ〉−|α|λ(t)
for all |α| ≥ 0.
Hence, straightforward calculations lead to
∣∣∣(LT )M b(t, ξ)∣∣∣ ≤ ∑
β+γ=α,
|α|=M
Cβ,γ
∣∣∣∂βξ b(t, ξ)∣∣∣
∣∣∣∣∣∣∂γξ
 n∏
j=1
(
Φj
|Φ|2
)αj∣∣∣∣∣∣
.
∑
β+γ=α,
|α|=M
〈ξ〉−|β|−|γ|λ(t) t−|α| . (tλ(t))−M .
This finishes the proof of Proposition 4.13.
In order to estimate the integral (4.16) we make use of the equation (4.19) and the statement
made in Proposition 4.13. We have∣∣∣∂αξ a(t, ξ)ψ ( |ξ|Rm(t)) (1− χ( ξm(t)))∣∣∣ . 〈ξ〉−|α|λ(t)
for all |α| ≤ n+ 1. Thus, we deduce∣∣∣∣∣
∫
|ξ|
m(t)
≤2R
eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ)ψ
( |ξ|
Rm(t)
) (
1− χ
(
ξ
m(t)
))
dξ
∣∣∣∣∣
. meas{|ξ| ≤ 2Rλ(t)} (tλ(t))−M . λ(t)n (tλ(t))−M . λ(t)n (tλ(t))−n2 . t−n2 λ(t)n2
choosing M =
[
n
2
]
+ 1.
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Estimates of the integral (4.17) Let us assume that a stationary point ξ0 ∈ Rn\{0} satisfying
Φ(t, x, ξ0) = 0 exists with |ξ0| ≤ 3Rm(t). In a neighborhood of ξ0 we can write the phase
function ϕ = ϕ(t, x, ξ) as
ϕ(t, x, ξ) = ϕ(t, x, ξ0) +
1
2
(ξ − ξ0)T Hϕ(ζ) (ξ − ξ0),
where ζ = ξ0 + ϑ(ξ − ξ0), ϑ ∈ (0, 1), is a point in Rn lying on the line between ξ and ξ0. The
entries of the Hessian Hϕ(ξ) = (Hij(ξ))ni,j=1 are written in the form
Hij(ξ) =
∫ t
0
(
δij
〈ξ〉m(τ)
− ξiξj〈ξ〉3m(τ)
)
dτ, i, j = 1, ..., n.
The matrix Hϕ is positive definite since we can show that
xT Hϕ(ξ)x =
∫ t
0
1
〈ξ〉3m(τ)
 n∑
i=1
(
〈ξ〉2m(τ) − ξ2i
)
x2i − 2
∑
1≤i<j≤n
ξiξjxixj
 dτ
=
∫ t
0
1
〈ξ〉3m(τ)
m(τ)2|x|2 + n∑
i=1
(|ξ|2 − ξ2i )x2i − 2 ∑
1≤i<j≤n
ξiξjxixj
 dτ
=
∫ t
0
1
〈ξ〉3m(τ)
(
m(τ)2|x|2 + |ξ|2|x|2 − (ξ · x)2) dτ
≥
∫ t
0
m(τ)2
〈ξ〉3m(τ)
dτ |x|2
for all x 6= 0, all positive times t ≥ T and all |ξ| ≥ 0. This implies that Hϕ is regular in ξ0 and,
therefore, the stationary point ξ0 is non-degenerate. Hence, let us study the integral∫
Rn
eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ)ψ
( |ξ|
Rm(t)
)
χ
(
ξ
m(t)
)
dξ
= eiϕ(t,x,ξ0)
∫
|ξ|
m(t)
≤2R
ei
1
2
∑n
i,j=1Hij(ζ) (ξ−ξ0)i(ξ−ξ0)j a(t, ξ)ψ
( |ξ|
Rm(t)
)
χ
(
ξ
m(t)
)
dξ.
Then we can estimate the exponent which appears in the integrand as follows:
Proposition 4.14. We have
n∑
i,j=1
Hij(ζ) (ξ − ξ0)i(ξ − ξ0)j ≈ t
λ(t)
|ξ − ξ0|2.
Proof. Since |ζ| ≤ 3Rm(t) . m(τ), 0 ≤ τ ≤ t, and by taking (4.18) into account we estimate
n∑
i,j=1
(
δij − ζiζj〈ζ〉2m(τ)
)
(ξ − ξ0)i(ξ − ξ0)j & m(τ)
2
〈ζ〉2m(τ)
|ξ − ξ0|2 & |ξ − ξ0|2.
Thus, applying Lemma 4.9 we obtain
n∑
i,j=1
∫ t
0
(
δij
〈ζ〉m(τ)
− ζiζj〈ζ〉3m(τ)
)
dτ (ξ − ξ0)i(ξ − ξ0)j & t〈ζ〉λ(t)
|ξ − ξ0|2.
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Furthermore, by straightforward estimates we get
n∑
i,j=1
∫ t
0
(
δij
〈ζ〉m(τ)
− ζiζj〈ζ〉3m(τ)
)
dτ (ξ − ξ0)i(ξ − ξ0)j . t〈ζ〉λ(t)
|ξ − ξ0|2.
Thus, the proof is complete.
In the following considerations we apply Morse’s Lemma which is written down in the appendix
in Lemma B.14. The lemma gives local coordinates close to the stationary point ξ0 of ϕ for which
ϕ(t, x, ξ) − ϕ(t, x, ξ0) becomes a quadratic form. According to Lemma B.14 there are neighbor-
hoods V = V (0) of 0 ∈ Rn, U
(
ξ0
m(t)
)
:= 1m(t) (U0 + ξ0) of
ξ0
m(t) (U0 is a small neighborhood of
0 ∈ Rn) and a diffeomorphism H : U
(
ξ0
m(t)
)
→ V (0), ξ 7→ η = H(ξ), such that
1
tλ(t)
(ξ − ξ0)T Hϕ(ζ) (ξ − ξ0) = |H(ξ)|2 = |η|2.
Let us state some essential properties of η = H(ξ) in the following proposition.
Proposition 4.15. Due to Proposition 4.14 and the estimates (4.18) the diffeomorphism H
satisfies
• |η| = |H(ξ)| ≈ |ξ − ξ0|
λ(t)
,
• |det JH−1(η)| ≈ λ(t)n and
∣∣∂αη det JH−1(η)∣∣ . λ(t)n for all |α| ≤ n+ 1.
The integral (4.17) is defined such that the support of the integrand belongs to the set U
(
ξ0
m(t)
)
.
Thus, by substitution according to Morse’s Lemma and the definition of the function χ we
consider the integral∫
|ξ|
m(t)
≤2r
eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ) ψ
( |ξ|
Rm(t)
)
χ
(
ξ
m(t)
)
dξ
=
∫
V (0)
eiϕ(t,x,ξ0)+i
1
2
tλ(t)|η|2 a(t,H−1(η))ψ
( |H−1(η)|
Rm(t)
)
χ
(H−1(η)
m(t)
)
|det JH−1(η)| dη.
Hence, we shall study the integral
λ(t)n
∫
Rn
ei
1
2
tλ(t)|η|2 b(t, η) dη
with a function b = b(t, η) having compact support with respect to η. More precisely, by setting
b(t, η) = a(t,H−1(η))ψ
( |H−1(η)|
Rm(t)
)
χ
(H−1(η)
m(t)
)
|det JH−1(η)| λ(t)−n
we can prove ∣∣∂αη b(t, η)∣∣ ≤ C
for all |α| ≤ n+ 1.
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We pursue some calculations stated by Grigis/Sjöstrand in [GS94, Chapter 2] and Reis-
sig/Yagdjian in [RY00b]. According to Parseval’s formula we have∫
Rn
ei
1
2
tλ(t)|η|2 b(t, η) dη = (2pi)−
n
2 (tλ(t))−
n
2 ei
pi
4
∫
Rn
e−i
1
2tλ(t)
|y|2
bˆ(t, y) dy,
where we apply partial Fourier transform Fη→y with respect to η and bˆ denotes Fη→yb. Then,
Taylor’s formula gives
e−i
1
2tλ(t)
|y|2
=
M−1∑
j=0
1
j!
(
− i
2tλ(t)
|y|2
)j
+RM (t, y),
where
|RM (t, y)| ≤ 1
M !
( |y|2
2tλ(t)
)M
.
This implies∫
Rn
e−i
1
2tλ(t)
|y|2
bˆ(t, y) dy =
M−1∑
j=0
∫
Rn
1
j!
(
− i
2tλ(t)
|y|2
)j
bˆ(t, y) dy +
∫
Rn
RM (t, y) bˆ(t, y) dy
= (2pi)n
M−1∑
j=0
1
j!
(
i
2tλ(t)
4η
)j
b(t, 0) + SM (t)
with an arbitrary integerM . Furthermore, by the application of the Sobolev embedding theorems
(e.g. in the book of Adams, [Ada75]) we estimate
|SM (t)| . 1
M ! (tλ(t))M
∫
Rn
∣∣∣2−M |y|2M bˆ(t, y)∣∣∣ dy . 1
Cε(M !) (tλ(t))
M
∥∥∥(124η)M b(t, η)∥∥∥H n2 +ε
for any ε > 0. We choose M = 1 and estimate
|R1(t)| . (tλ(t))−1
since |∂αη b(t, η)| ≤ C for all |α| ≤ n+ 1. Thus, we conclude∣∣∣∣∣∣
∫
U
(
ξ0
m(t)
) eix·ξ+i ∫ t0 〈ξ〉m(τ)dτ a(t, ξ) ψ ( |ξ|Rm(t)) dξ
∣∣∣∣∣∣ . λ(t)n
∫
V (0)
ei
1
2
tλ(t)|η|2 b(t, η) dη . λ(t)n2 t−n2 .
Conclusion We estimate∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ)dτ a(t, ξ)ψ ( |ξ|Rm(t)))∥∥∥L∞ ≤ C t−n2 λ(t)n2
for all times t ≥ T and all ξ ∈ Rn. Furthermore, we have
sup
ξ∈Rn
∣∣∣ei ∫ t0 〈ξ〉m(τ)dτ a(t, ξ)ψ ( |ξ|Rm(t))∣∣∣ ≤ C.
Thus, the previous estimates and the interpolation Lemma B.7 imply the desired estimate∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ)dτ a(t, ξ)ψ ( |ξ|Rm(t))F (v))∥∥∥Lq . t−n2
(
1
p
− 1
q
)
λ(t)
n
2
(
1
p
− 1
q
)
‖v‖Lp
for all times t ≥ T with 1 ≤ p ≤ 2 and 1p + 1q = 1. This finishes the proof of Theorem 4.10.
4.1. Klein-Gordon type 75
Large frequencies
For large frequencies |ξ| ≥ Rm(t) we again follow the ideas of Reissig/Yagdjian and Hiro-
sawa/Reissig, [RY00b, HR03]. That is, we divide this part of the extended phase space with
the help of an applicable dyadic decomposition. On account of a suitable substitution we only
have to consider our problem on a compact set and we can apply the scheme of proof applied in
the proof of Theorem 4.10.
Theorem 4.16. Let m(t) = λ(t)ν(t) ∈ C∞(R+) satisfy (A1) and (A2) and let a(t, ξ) satisfy
(4.13) for all |α| ≤ n+ 1. Then there exists a constant C such that∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ)dτ a(t, ξ) 〈ξ〉−rm(t) (1− ψ ( |ξ|Rm(t))) F (v)(ξ))∥∥∥Lq ≤ C t−n2
(
1
p
− 1
q
)
‖v‖Lp
for v ∈ S, all times t ≥ T and for r = n2
(
1
p − 1q
)
with 1 < p ≤ 2 and 1p + 1q = 1.
Proof. Let us study the oscillatory integral represented as
F−1
(
ei
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ) 〈ξ〉−rm(t)
(
1− ψ
( |ξ|
Rm(t)
))
φj(t, ξ)
)
. (4.21)
Thereby, we suppose that a non-negative function φ(s) ∈ C∞0 (R+) exists with suppφ ⊆ [2, 8]
such that
∑∞
j=−∞ φ(2
−js) = 1, s 6= 0. For j ∈ N0 we define
φj(t, ξ) := φ
(
2−j 〈ξ〉m(t)m(t)
)
, j ≥ 1, and φ0(t, ξ) := 1−
∞∑
j=1
φj(t, ξ).
According to the statement of Theorem 4.10 we already have estimates for the oscillatory
integrals (4.21) for j < j0 with j0 being sufficiently large.
Substitution We are interested in the estimate of the integrals (4.21) measured in the L∞-norm
for all j ≥ j0. Therefore, let us introduce the vector η = η(t, ξ) ∈ Rn by 〈ξ〉m(t) = 2jm(t)〈η〉
having the same direction as ξ. On the basis of the support of φj for every j we only have to
consider 〈η〉 ∈ [2, 8].
Proposition 4.17. We estimate the Jacobian of ξ = ξ(t, η) with respect to η by∣∣∂αη det Jξ(η)∣∣ . 2njλ(t)n
for all |α| ≥ 0 and 〈η〉 ∈ [2, 8].
Proof. Due to the representation
ξl =
√
22jm(t)2〈η〉2 −m(t)2
|η| ηl
for l = 1, ..., n we get
∇ηξl = m(t)
√
22j〈η〉2 − 1
|η| el +
(
ηl
|η|
22jm(t)√
22j〈η〉2 − 1 −
m(t)
√
22j〈η〉2 − 1
|η|3 ηl
)
η,
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where el denotes the l-th unit vector in Rn. Therefore, for all j ≥ j0 we have
|∇ηξl| . 2jm(t)
(√〈η〉2 − 2−2j
|η| +
|η|√〈η〉2 − 2−2j
)
. 2jλ(t)
since 〈η〉 ∈ [2, 8]. Thus, we deduce the statement of the proposition.
Now, by substitution we obtain
sup
x∈Rn
∣∣∣∣∫
Rn
eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ) 〈ξ〉−rm(t)
(
1− ψ
( |ξ|
Rm(t)
))
φj(t, ξ) dξ
∣∣∣∣
= sup
y∈Rn
∣∣∣∣∫
Rn
eiy·η+i
∫ t
0 (2
2jm(t)2〈η〉2−m(t)2+m(τ)2)
1
2 dτ a(t, ξ(η))
(
2jm(t)〈η〉)−r
×
(
1− ψ
( |ξ(η)|
Rm(t)
))
φ(〈η〉) |det Jξ(η)| dη
∣∣∣∣
. 2−j(r−n) λ(t)−(r−n) sup
y∈Rn
∣∣∣∣∫
Rn
eiy·η+i
∫ t
0 hj(τ,t,η)
1
2 dτ b(t, η) dη
∣∣∣∣ .
Here, we introduce the functions hj = hj(τ, t, η) and b = b(t, η) by
hj(τ, t, η) := 2
2jm(t)2〈η〉2 −m(t)2 +m(τ)2
and
b(t, η) := a(t, ξ(η)) 〈η〉−r
(
1− ψ
( |ξ(η)|
Rm(t)
))
φ(〈η〉) |det Jξ(η)| 2−njλ(t)−n,
respectively. We state the essential properties of b in the following proposition.
Proposition 4.18. The function b has compact support with respect to η, which is away from
zero and uniformly for all t ≥ T and all j ≥ j0. Furthermore, the derivatives of b satisfy
|∂αη b(t, η)| ≤ Cα,r
for all |α| ≤ n+ 1.
Proof. We only investigate the term 1−ψ
( |ξ(η)|
Rm(t)
)
. According to the definition of ψ the support
of the derivatives of 1− ψ is a subset of{
(t, ξ) : R ≤ |ξ|m(t) ≤ 2R
}
which implies
R ≤
√
22j〈η〉2 − 1 ≤ 2R.
Hence, the derivatives of 1− ψ
( |ξ(η)|
Rm(t)
)
with respect to η are bounded.
We only have to estimate∥∥∥∥∫
Rn
eiy·η+i
∫ t
0 hj(τ,t,η)
1
2 dτ b(t, η) dη
∥∥∥∥
L∞
(4.22)
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with the phase function
ϕ(t, y, η) := y · η +
∫ t
0
hj(τ, t, η)
1
2 dτ
and the amplitude b(t, η) fulfilling the properties stated in Proposition 4.18. We pursue the same
procedure of proof as sketched in the proof of Theorem 4.10. Thus, we restrict ourselves to
sketching the proof and discussing essential calculations.
Let Φ = Φ(t, y, η) denote the gradient of ϕ. Then the stationary points η0 of ϕ satisfy
Φ(t, y, η0) = y + 2
2jm(t)2
∫ t
0
η0
hj(τ, t, η0)
1
2
dτ = 0.
Adopting a similar reasoning as in the proof of Proposition 4.11 we conclude the following state-
ment.
Proposition 4.19. If a stationary point η0 exists for fixed y and t, then η0 will be uniquely
determined.
Frequencies away from the stationary point η0 Let us assume that for any given t and y the
stationary point η0 exists and we want to consider all η with |η−η0| ≥ ε > 0, ε chosen arbitrarily.
We define the operator L = L(t, y, η) by
L := |Φ|−2
n∑
i=1
ΦiDηi . (4.23)
Proposition 4.20. Let us assume that η is away from the stationary point η0, i.e. |η − η0| ≥
ε > 0. Then we have
|Φ(t, y, η)| & 2jtλ(t).
Proof. We can estimate Φ with
|Φ(t, y, η)| ≥ 22jm(t)2
∫ t
0
1
hj(τ, t, η)
1
2
∣∣∣|η0|hj(τ, t, η) 12 − |η|hj(τ, t, η0) 12 ∣∣∣
hj(τ, t, η0)
1
2
dτ.
Let us write
|η0|hj(τ, t, η) 12 − |η|hj(τ, t, η0) 12
hj(τ, t, η0)
1
2
=
|η0|
(|η|2 + gj(τ, t)) 12 − |η| (|η0|2 + gj(τ, t)) 12
(|η0|2 + gj(τ, t))
1
2
with
gj(τ, t) := 1− 2−2j + 2−2jm(τ)
2
m(t)2
>
1
2
for all j ≥ j0. Thus, according to Proposition B.16 we estimate∣∣∣|η0|hj(τ, t, η) 12 − |η|hj(τ, t, η0) 12 ∣∣∣
hj(τ, t, η0)
1
2
≥ C > 0
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uniformly for all η with ||η| − |η0|| ≥ δ > 0, where δ is an arbitrary but fixed constant. Further-
more, Lemma 4.9 immediately implies∫ t
0
1
hj(τ, t, η)
1
2
dτ & t
hj(t, t, η)
1
2
.
We summarize
|Φ(t, y, η)| & 22jm(t)2 t
hj(t, t, η)
1
2
& 2jtλ(t).
We still have to consider all η with ||η| − |η0|| ≤ δ. We estimate Φ in the following way:
|Φ(t, y, η)| ≥ 22jm(t)2
(∫ t
0
|η0 − η|
hj(τ, t, η0)
1
2
dτ −
∫ t
0
∣∣∣∣∣ ηhj(τ, t, η) 12 − ηhj(τ, t, η0) 12
∣∣∣∣∣ dτ
)
.
Since |η − η0| ≥ ε > 0 we have∫ t
0
|η0 − η|
hj(τ, t, η0)
1
2
dτ & ε t
hj(t, t, η)
1
2
.
Moreover, we estimate
∫ t
0
∣∣∣∣∣ ηhj(τ, t, η) 12 − ηhj(τ, t, η0) 12
∣∣∣∣∣ dτ =
∫ t
0
|η|
hj(τ, t, η)
1
2
∣∣∣(|η0|2 + gj(τ, t)) 12 − (|η|2 + gj(τ, t)) 12 ∣∣∣
(|η0|2 + gj(τ, t))
1
2
dτ
. δ
∫ t
0
|η|
hj(τ, t, η)
1
2
dτ . δ t
hj(t, t, η)
1
2
.
We assume that δ is a sufficiently small non-negative constant such that
22jm(t)2
(∫ t
0
|η0 − η|
hj(τ, t, η0)
1
2
dτ −
∫ t
0
∣∣∣∣∣ ηhj(τ, t, η) 12 − ηhj(τ, t, η0) 12
∣∣∣∣∣ dτ
)
& 22j λ(t)
2t
hj(t, t, η)
1
2
& 2jtλ(t).
This finishes this proof.
Let the function χ ∈ C∞0 have the properties suppχ = U(η0) and χ(η) ≡ 1 if η ∈ η0 + 12U(0),
where U(·) denotes a suitably small neighborhood in Rn. Then, by means of the operator L,
Proposition 4.18 and the previous proposition we conclude the estimate∣∣∣∣∫
Rn
eiy·η+i
∫ t
0 hj(τ,t,η)
1
2 dτ b(t, η) (1− χ(η)) dη
∣∣∣∣ . (2jtλ(t))−M
for an arbitrary integer M , for which we suppose that
[
n
2
]
+ 1 ≤M ≤ n+ 1.
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No stationary point There exist t and y such that there does not exist a stationary point for
ϕ. In this case we fix ζ0 ∈ Rn such that ||η| − |ζ0|| ≥ ε > 0 for all η ∈ supp b(t, η). The above
approach gives
|Φ(t, y, η)| ≥ 22jm(t)2
∫ t
0
|ζ0|
hj(τ, t, ζ0)
1
2
− |η|
hj(τ, t, η)
1
2
dτ & 2jtλ(t).
The application of the operator L defined in (4.23) and the integration by parts yield the estimate∣∣∣∣∫
Rn
eiy·η+i
∫ t
0 hj(τ,t,η)
1
2 dτ b(t, η) dη
∣∣∣∣ . (2jtλ(t))−M
with integer M ≥ [n2 ]+ 1.
Frequencies close to the stationary point η0 Let t and y be chosen such that η0 = η0(t, y)
exists in the support of b. The Hessian Hϕ(η) = (Hkl(η))nk,l=1 of ϕ for arbitrary η can be written
in the form
Hkl(η) =
∫ t
0
22jm(t)2
hj(τ, t, η)
3
2
(
δklhj(τ, t, η)− 22jm(t)2ηkηl
)
dτ, k, l = 1, ..., n.
Then for t ≥ T and all η and all x 6= 0 the Hessian fulfills
xTHϕ(η)x
=
∫ t
0
22jm(t)2
hj(τ, t, η)
3
2
 n∑
k=1
(
hj(τ, t, ξ)− 22jm(t)2η2k
)
x2k − 2
∑
1≤k<l≤n
22jm(t)2ηkηlxkxl
 dτ
=
∫ t
0
22jm(t)2
hj(τ, t, η)
3
2
((
22jm(t)2 +m(τ)2 −m(t)2) |x|2 + 22jm(t)2 (|η|2|x|2 − (x · η)2)) dτ
≥
∫ t
0
22jm(t)2
hj(τ, t, η)
3
2
((
22j − 1)m(t)2 +m(τ)2) |x|2 dτ.
This holds true for all j ≥ j0. Thus, Hϕ(η) is positive definite for all η and, therefore, Hϕ(η0) is
regular and the stationary point η0 is non-degenerate.
For η ≈ η0 we write
ϕ(t, y, η) = ϕ(t, y, η0) +
1
2
(η − η0)THϕ(ζ)(η − η0),
where ζ is a point on the line between η and η0. Thus, there exists a positive constant C such
that |ζ| ≥ C > 0.
Proposition 4.21. We estimate
(η − η0)THϕ(ζ)(η − η0) ≈ 2jtλ(t)|η − η0|2.
Proof. By the estimate used to prove definiteness of Hϕ we conclude
n∑
k,l=1
(
δkl − 2
2jm(t)2ζkζl
hj(τ, t, ζ)
)
(η − η0)k(η − η0)l
≥
(
22j − 1)m(t)2 +m(τ)2
(22j − 1)m(t)2 +m(τ)2 + 22jm(t)2|ζ|2 |η − η0|
2 & |η − η0|2
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uniformly for all j ≥ j0 because of the boundedness of |ζ|. Thus, we obtain
(η − η0)THϕ(ζ)(η − η0) ≈
∫ t
0
22jm(t)2
hj(τ, t, ζ)
1
2
dτ |η − η0|2.
On the one hand we have∫ t
0
22jm(t)2
(22jm(t)2|ζ|2 + (22j − 1)m(t)2 +m(τ)2) 12
dτ =
∫ t
0
2jm(t)(
|ζ|2 + 22j−1
22j
+ 2−2j m(τ)
2
m(t)2
) 1
2
dτ
. 2jtλ(t).
On the other hand the statement of Lemma 4.9 leads to
22jm(t)2
∫ t
0
1
hj(τ, t, ζ)
1
2
dτ & 22jm(t)2 t
hj(t, t, ζ)
1
2
& 2jtλ(t).
This completes the proof of Proposition 4.21.
By pursuing the proof of Theorem 4.10 we can apply Morse’s Lemma stated in Lemma B.14.
There exists a diffeomorphism H mapping η ∈ U(η0) to σ ∈ V (0) such that
1
2jtλ(t)
(η − η0)THϕ(ζ)(η − η0) = |H(η)|2 = |σ|2.
Here, U(η0) := η0 + U(0) and V (0) are suitably small neighborhoods of η0 and 0 ∈ Rn, respec-
tively.
Proposition 4.22. By Proposition 4.21 and the estimates (4.18) the diffeomorphism H satisfies
• |σ| = |H(η)| ≈ |η − η0|,
• |det JH−1(σ)| ≈ 1 and |∂ασ det JH−1(σ)| . 1 for all |α| ≤ n+ 1.
Thus, we obtain∣∣∣∣∫
Rn
eiy·η+i
∫ t
0 hj(τ,t,η)
1
2 dτ b(t, η)χ(η) dη
∣∣∣∣
=
∣∣∣∣∣
∫
V (0)
eiϕ(t,y,η0)+i
1
2
2jtλ(t)|σ|2 b(t, η(σ)) |det JH−1(σ)| χ(η(σ)) dσ
∣∣∣∣∣ . (2jtλ(t))−n2 .
Conclusion Altogether, we estimate (4.21) for every j ≥ j0 by∣∣∣∣∫
Rn
eix·ξ+i
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ) 〈ξ〉−rm(t)
(
1− ψ
( |ξ|
Rm(t)
))
φj(t, ξ) dξ
∣∣∣∣ . 2−j(r−n2 ) λ(t)−(r−n2 ) t−n2
for all times t ≥ T .
We again apply the substitution 〈ξ〉m(t) = 2jm(t)〈η〉. Thus, for every j ≥ j0 we get the
estimate
sup
ξ∈Rn
∣∣∣ei ∫ t0 〈ξ〉m(τ)dτ a(t, ξ) 〈ξ〉−rm(t) (1− ψ ( |ξ|Rm(t))) φj(t, ξ)∣∣∣ . 2−jr λ(t)−r.
Then the interpolation Lemma B.7 and the Lemma B.8 yield∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ)dτ a(t, ξ) 〈ξ〉−rm(t) (1− ψ ( |ξ|Rm(t))) F (v))∥∥∥Lq . t−n2
(
1
p
− 1
q
)
‖v‖Lp
for all times t ∈ [T,∞) with r = n2
(
1
p − 1q
)
, 1 < p ≤ 2 and 1p + 1q = 1. Hence, the proof of
Theorem 4.16 is finished.
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4.1.3. Estimates of the Fourier multipliers for small times
We study the Fourier multipliers
F−1
(
ei
∫ t
0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t) F (v)
)
for all times t ∈ (0, T ] with a real value r and v ∈ S. Therefore, we apply the Hardy-Littlewood
inequality in the compact pseudo-differential zone Zpd(N). For (t, ξ) in the hyperbolic zone
Zhyp(N) a dyadic decomposition, L1-L∞ estimates, L2-L2 estimates and an interpolation argu-
ment yield the regularity which is necessary for the Lp-Lq decay estimates in the whole extended
phase space.
With the aid of the function ψ defined in (4.14) we divide [0, T ] × Rn into the zones Zpd(N)
and Zhyp(N) defined in Section 3.2.3 on page 43.
Estimates in the pseudo-differential zone
Lemma 4.23. Let m(t) = λ(t)ν(t) ∈ C∞(R+) satisfy (A1) and (A2) and let |a(t, ξ)| ≤ C for
all (t, ξ) ∈ Zpd(N). Then there exists a constant C such that∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t) ψ ( 1N 〈ξ〉λ(t)ρ(t)−1)F (v)(ξ))∥∥∥Lq ≤ C ‖v‖Lp
for v ∈ S, all times t ∈ (0, T ] and for 0 ≤ r ≤ n
(
1
p − 1q
)
with 1 < p ≤ 2 and 1p + 1q = 1.
Proof. Let us substitute ξ = ρ(t)η and x = ρ(t)−1z. Then we get∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t) ψ ( 1N 〈ξ〉λ(t)ρ(t)−1)F (v)(ξ))∥∥∥qLq
=
∫
Rn
∣∣∣∣∫
Rn
(
eix·ξ+i
∫ t
0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t) ψ
(
1
N 〈ξ〉λ(t)ρ(t)−1
)
F (v)(ξ)
)
dξ
∣∣∣∣q dx
= ρ(t)−rq+nq−n
∫
Rn
∣∣∣∣∫
Rn
(
eiz·η+i
∫ t
0 (ρ(t)
2|η|2+m(τ)2)
1
2 dτ b(t, η)F (v)(ρ(t)η)
)
dη
∣∣∣∣q dz
≤ ρ(t)−rq+nq−n ∥∥F−1 (b(t, η)) ∗ F−1 (F (v)(ρ(t)η))∥∥q
Lq
with
b(t, η) := a(t, ξ(η))
(|η|2 +m(t)2ρ(t)−2)− r2 ψ ( 1N (|η|2 +m(t)2ρ(t)−2) 12) .
Now, the aim is to apply the Hardy-Littlewood inequality which is written down in Lemma
B.9. The function b(t, η) has an uniformly compact support with respect to η for t ∈ (0, T ] and
|a(t, ξ(η))| ≤ C in supp b. Moreover, we have
meas
{
η : |F (F−1(b(t, η)))| ≥ τ} ≤ meas{η : C|η|−r ≥ τ} ≤ Cτ−nr .
Thus, according to Lemma B.9 we obtain∥∥F−1 (b(t, η)) ∗ F−1 (F (v)(ρ(t)η))∥∥
Lq
.
∥∥F−1 (F (v)(ρ(t)η))∥∥
Lp
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for r ≤ n
(
1
p − 1q
)
and 1 < p ≤ 2, 1p + 1q = 1. Together with
∥∥F−1 (F (v)(ρ(t)η))∥∥
Lp
. ρ(t)−n
∥∥∥∥v( xρ(t)
)∥∥∥∥
Lp
. ρ(t)−n+
n
p ‖v‖Lp
in the zone Zpd(N) we conclude the estimate∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t) ψ ( 1N 〈ξ〉λ(t)ρ(t)−1)F (v)(ξ))∥∥∥Lq
. ρ(t)n
(
1
p
− 1
q
)
−r ‖v‖Lp . ‖v‖Lp
for all r ≤ n
(
1
p − 1q
)
and times t ∈ (0, T ].
Estimates in the hyperbolic zone
For small times t ≤ T and (t, ξ) belonging to the hyperbolic zone we ascertain the following
estimate. In the proof we make use of the idea of proof applied in the proof of Theorem 2.8 in
Chapter 2 for accomplishing Lp-Lq decay estimates in the appropriate zones Z2(N) and Z3(N).
Lemma 4.24. Let m(t) = λ(t)ν(t) ∈ C∞(R+) satisfy (A1) and (A2) and let
|∂αξ a(t, ξ)| ≤ Cα〈ξ〉−|α|λ(t)
for all |α| ≤ n+ 1 and for all (t, ξ) ∈ Zhyp(N). Then there exists a constant C such that∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t) (1− ψ ( 1N 〈ξ〉λ(t)ρ(t)−1)) F (v)(ξ))∥∥∥Lq . ‖v‖Lp
for v ∈ S, all times t ∈ (0, T ] and for r ≥ n
(
1
p − 1q
)
with 1 < p ≤ 2 and 1p + 1q = 1.
Proof. Let again φ = φ(s) ∈ C∞0 (R+) with suppφ ∈
[
1
2 , 2
]
such that
∑∞
j=−∞ φ(2
−js) = 1, s 6= 0.
Now, we define
φj(t, ξ) := φ
(
2−j〈ξ〉λ(t)ρ(t)−1
)
for every j ∈ Z. We study the Fourier multipliers
F−1
(
ei
∫ t
0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t)
(
1− ψ ( 1N 〈ξ〉λ(t)ρ(t)−1)) φj(t, ξ)F (v)(ξ))
for j ∈ Z. For all j < j0, j0 sufficiently large, we immediately obtain the Lp-Lq decay estimate∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t) (1− ψ ( 1N 〈ξ〉λ(t)ρ(t)−1)) φj(t, ξ)F (v)(ξ))∥∥∥Lq . ‖v‖Lp
for 0 ≤ r ≤ n
(
1
p − 1q
)
, 1 < p ≤ 2 and 1p + 1q = 1 by carrying out the proof of Lemma 4.23.
For j ≥ j0 we substitute ξ = 2jρ(t)η and derive the L1-L∞ estimate as follows: we have
sup
x∈Rn
∣∣∣∣∫
Rn
eix·ξ+i
∫ t
0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t)
(
1− ψ ( 1N 〈ξ〉λ(t)ρ(t)−1)) φj(t, ξ) dξ∣∣∣∣
. 2j(n−r)ρ(t)n−r sup
y∈Rn
∣∣∣∣∫
Rn
eiy·η+i2
jρ(t) t |η| bj(t, η) dη
∣∣∣∣
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with
bj(t, η) = e
i2jρ(t)|η|
(∫ t
0
√
1+2−2j m(τ)
2
ρ(t)2|η|2 dτ − t
)
a(t, ξ(t, η))
(
|η|2 + 2−2jm(t)
2
ρ(t)2
)− r
2
×
(
1− ψ
(
1
N
(
22j |η|2 + m(t)
2
ρ(t)2
) 1
2
))
φ
((
|η|2 + λ(t)2
22jρ(t)2
) 1
2
)
.
Proposition 4.25. Then bj(t, η) has compact support with respect to η uniformly for all j ≥ j0.
Moreover, by the assumptions for the derivatives of a(t, ξ), Proposition B.15 and the restriction
t ∈ (0, T ] we obtain ∣∣Dαη bj(t, η)∣∣ ≤ C
for all |α| ≤ n+ 1 and all η ∈ supp bj.
Proof. We only estimate the derivatives of the first term in bj namely exp(id(t, η)), where
d(t, η) =
∫ t
0
(
22jρ(t)2|η|2 +m(τ)2) 12 dτ − t2jρ(t)|η|.
By reason of the continuity of the integrand within the first term we are able to apply the mean
value theorem for integration. Due to the boundedness of |η| we estimate
|∂ηid(t, η)| =
∣∣∣∣∣
∫ t
0
22jρ(t)2ηi
(22jρ(t)2|η|2 +m(τ)2) 12
dτ − t2jρ(t) ηi|η|
∣∣∣∣∣
=
∣∣∣∣∣∣∣t2jρ(t)ηi
 1(
|η|2 + m(τ0)2
22jρ(t)2
) 1
2
− 1|η|

∣∣∣∣∣∣∣
≤ t2jρ(t)|η|
(
|η|2 + m(τ0)2
22jρ(t)2
) 1
2 − |η|(
|η|2 + m(τ0)2
22jρ(t)2
) 1
2 |η|
≤ t2jρ(t)|η|
m(τ0)
2jρ(t)
|η|2 ≤ tm(τ0)|η|
−1 ≤ C
for τ0 ∈ (0, t). We have similar estimates for higher order derivatives of d(t, η) with respect to η.
This implies ∣∣∣∂αη eid(t,η)∣∣∣ ≤ Cα
for all |α| ≤ n+ 1.
Just let us remark that in the investigation of 1 − ψ(·) we follow the proof of Proposition
4.18.
Thus, according to a result by Littman, [Lit63], we estimate∥∥∥F−1 (ei2jρ(t)|η| bj(t, η))∥∥∥
L∞
.
(
1 + 2jρ(t)
)−n−1
2
∑
|α|≤n+1
∥∥Dαη bj(t, η)∥∥L∞ .
84 4. Lp-Lq decay estimates for Klein-Gordon equations with time-dependent mass
We conclude ∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t) (1− ψ ( 1N 〈ξ〉λ(t)ρ(t)−1)) φj(t, ξ))∥∥∥L∞
. 2j(n−r)ρ(t)n−r
(
1 + 2jρ(t)
)−n−1
2 .
Furthermore, with the help of the same substitution we consider∥∥∥ei ∫ t0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t) (1− ψ ( 1N 〈ξ〉λ(t)ρ(t)−1)) φj(t, ξ)∥∥∥L∞ . 2−jrρ(t)−r.
Finally, due to Lemma B.7 and Lemma B.8 we deduce∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ) dτ a(t, ξ) 〈ξ〉−rm(t) (1− ψ ( 1N 〈ξ〉λ(t)ρ(t)−1)) φj(t, ξ)F (v)(ξ))∥∥∥Lq
. 2j
(
n
(
1
p
− 1
q
)
−r
)
ρ(t)
−r+n
(
1
p
− 1
q
) (
1 + 2jρ(t)
)−n−1
2
(
1
p
− 1
q
)
‖v‖Lp . ‖v‖Lp
for r ≥ n
(
1
p − 1q
)
and times t ∈ (0, T ].
4.1.4. Proof of the main theorem
We only have to summarize the previous results in order to prove Theorem 4.3. According to
Lemma 4.4 we have representations for the solutions to equation (4.4) after k = k(n) steps
of the diagonalization procedure. More precisely, the number k is given such that n + 1 =
min{k − 2, A(k)}. The appearing multipliers (4.12) are
F−1
(
ei
∫ t
0 〈ξ〉m(τ)dτ a(t, ξ)F (v)(ξ)
)
with the suitable conditions for a(t, ξ) we discussed in Sections 4.1.2 and 4.1.3 for large times
t ≥ T and small times t ∈ (0, T ], respectively, and v ∈ S.
The decay rate of the Lp-Lq estimate for (4.12) comes from the considerations for large times
t ≥ T . More precisely, Theorem 4.10 and Theorem 4.16 imply for all times t ≥ T the estimate
∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ)dτ a(t, ξ)F (v)(ξ))∥∥∥
Lq
≤ C t−
n
2
(
1
p
− 1
q
)
‖v‖Lp,r ,
where r = n2
(
1
p − 1q
)
, 1p +
1
q = 1, 1 < p ≤ 2.
However, the necessary regularity of the data is determined by the considerations for small
times t ≤ T . For all times t ∈ (0, T ] Lemma 4.23 and Lemma 4.24 implicate∥∥∥F−1 (ei ∫ t0 〈ξ〉m(τ)dτ a(t, ξ)F (v)(ξ))∥∥∥
Lq
≤ C ‖v‖Lp,r
with r = n
(
1
p − 1q
)
and 1p +
1
q = 1, 1 < p ≤ 2.
Thus, we conclude the statement of Theorem 4.3. 
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4.2. Wave type
In Section 3.3 we introduced a class of Klein-Gordon problems of wave type by
utt −4u+m(t)2u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),

with (t, x) ∈ R+×Rn whose mass term m(t) satisfies essentially m(t)2t ∈ L1(R+). This property
corresponds to the introduced condition (B) which is stated on page 48. We proved in Theorem
3.26 that the energy solutions of the Cauchy problem behave asymptotically like the energy
solutions to the free wave equation under a given relation between the data of both problems.
Thus, it seems to be naturally to conjecture a wave type decay rate as in (1.3) appearing in the
Lp-Lq decay estimates for those scattered wave equations.
Properties and results Let m = m(t) belong to C∞(R+) and satisfy the following properties
according to Section 3.3:
(B1) m(t) ∈ L1(R+);
(B2)’
∣∣∣dktm(t)∣∣∣ ≤ Ck(1 + t)−k, k = 0, 1, 2, ..., for all times t, where Ck are positive constants.
These properties are satisfied for the examples stated in Section 3.3.
Actually, we can prove the following Strichartz’ estimate.
Theorem 4.26. Let m(t) ∈ C∞(R+) satisfy (B1) and (B2)’. Then we have for all times t the
Lp-Lq decay estimate
‖(ut(t, ·),∇xu(t, ·))‖Lq . (1 + t)
−n−1
2
(
1
p
− 1
q
)
(‖u0‖Lp,r+1 + ‖u1‖Lp,r)
for r = n
(
1
p − 1q
)
with 1 < p ≤ 2 and 1p + 1q = 1.
Previous results In Section 4.1 we mention the Cauchy problem to the Klein-Gordon equation
(4.2), i.e.
utt − λ(t)2 ν(t)2
(4u+m(t)2u) = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),

which was well studied by Hirosawa/Reissig in [HR03]. Let the mass term be written as
m(t) =
1
(e + Λ(t))ω
, ω > 1. (4.24)
That is, m satisfies (B1). Then we can state the following result.
Theorem 4.27 (Hirosawa/Reissig, [HR03]). Let m = m(t) be given by (4.24) and let λ(t) ∈
C∞(R+) satisfy (A1)’ and ν(t) ∈ C∞(R+) satisfy (A2) with
ρ(t) =
λ(t)
(e + Λ(t)) (ln(e + Λ(t)))σ
, σ ≤ 0.
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Then we have for all times t the Lp-Lq decay estimate
‖(ut(t, ·), λ(t)∇xu(t, ·))‖Lq .
λ(t)
m(t)
(1 + Λ(t))
κ−n−1
2
(
1
p
− 1
q
)
(‖u0‖Lp,r+1 + ‖u1‖Lp,r)
for r = n
(
1
p − 1q
)
with 1 < p ≤ 2 and 1p + 1q = 1, where
• κ = ε with ε > 0 arbitrary for ω > 1 and σ ∈ (−1, 0],
• κ > 0 is a positive constant for ω > 1 and σ = −1.
Ideas of proof of Theorem 4.26
We introduce the Fourier transform uˆ = uˆ(t, ξ) := Fx→ξ(u)(t, ξ) which is a solution to
uˆtt + 〈ξ〉2m(t)uˆ = 0,
uˆ(0, ξ) = uˆ0(ξ), uˆt(0, ξ) = uˆ1(ξ).

As stated in Subsection 3.3.3 we divide the extended phase space R+ × Rn into the hyperbolic
zone Zhyp(N) and the pseudo-differential zone Zpd(N):
Zpd(N) := {(t, ξ) ∈ [0,∞)× Rn : (1 + t)|ξ| ≤ N},
Zhyp(N) := {(t, ξ) ∈ [0,∞)× Rn : (1 + t)|ξ| ≥ N}.
Estimates in Zpd(N) In this zone we have to study Fourier multipliers F−1 (a(t, ξ)F (v)), v ∈ S,
where |a(t, ξ)| ≤ C. In order to derive Lp-Lq decay estimates for these multipliers we just follow
the estimates given in Subsection 2.3.1 to the scale-invariant problem.
Diagonalization in Zhyp(N) In the proof of Theorems 3.24 and 3.26 it is sufficient to carry
out only one step of diagonalization. In order to prove Strichartz’ estimates we need certain
structural properties of the corresponding Fourier multipliers. We obtain these properties by the
application of several steps of diagonalization. In fact, a standard procedure of diagonalization
works. The reader can find the detailed diagonalization procedure for instance in papers of
Reissig/Smith and Wirth, [RS05, Wir06].
Method of stationary phase In the hyperbolic zone the diagonalization procedure enables us
to study Fourier multipliers
F−1
(
e±it|ξ| b(t, ξ)F (v)
)
,
where v ∈ S and the amplitude b fulfills
∣∣∣∂αξ b(t, ξ)∣∣∣ ≤ Cα|ξ|−|α| with positive constants Cα and
|α| ≤ n + 1. That is, we can apply a standard approach of the method of stationary phase in
order to have a wave type decay rate. Therefore, we refer again to the papers [RS05, Wir06]. 
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4.3. Comparison to the scale-invariant Klein-Gordon equation
Let us complete this chapter about Lp-Lq decay estimates for Klein-Gordon problems with some
remarks. In Chapter 2 we stated in Theorem 2.8 Strichartz’ estimates with wave type decay rate
for the scale-invariant problem (2.1) with m(t) = µ1+t , µ > 0. This corresponds to the result
about decay estimates for problems of wave type as given in Theorem 4.26, where we assume
m ∈ L1. However, if the mass term m decays slower than the critical one m(t) = µ1+t as in
Section 4.1 we have Lp-Lq estimates with Klein-Gordon decay rate. This is stated in Theorem
4.3.
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5. Energy bounds for some selected
problems of Klein-Gordon type
With the aid of the following examples for equations of Klein-Gordon type we explain that we
can exclude results about generalized energy conservation and Lp-Lq decay estimates whether
the oscillations in the perturbation term of the mass m become too fast. Therefore, again we
study the Cauchy problem
utt −4u+ λ(t)2ν(t)2u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),

for (t, x) ∈ R+ × Rn and assume the known conditions for the mass term m(t) = λ(t)ν(t) ∈
CM (R+), M ≥ 2:
(A1) 0 < λ(t) <∞, λ′(t) ≤ 0 and
∣∣∣dkt λ(t)∣∣∣ ≤ Ckλ(t) ρ(t)k, k = 1, 2, ...,M for all times t;
(A2) 0 < ν0 ≤ ν(t) ≤ ν1 <∞ and
∣∣∣dkt ν(t)∣∣∣ ≤ C˜kρ(t)k, k = 1, 2, ...,M for all times t,
where all Ck, C˜k are positive constants and ρ = ρ(t) is a positive smooth function satisfying
(A3) ρ(t) = O
(
λ(t)
)
as t→∞.
Furthermore, in order to prove energy bounds in the sense of generalized energy conservation as
done in Theorem 3.7, we claim the additional property
(A4)M
(
ρ(t)
λ(t)
)M−1
ρ(t) ∈ L1(R+).
By means of this last property we control the oscillations of the perturbation term ν(t). Thus,
when the oscillations are not too fast, corresponding to property (A4)M , we have a result about
generalized energy conservation. Moreover, higher integers M in (A4)M allow faster oscillations
of ν which are still restricted by condition (A3). This valid due to Theorem 3.7.
In one of the main theorems of this chapter we prove that condition (A3) is necessary for
generalized energy conservation. This means, very fast oscillations may destroy any bounded
behavior of the energy for t tending to infinity. The main tool for the consideration of such
problems is the application of Floquet’s theory, for instance represented by Magnus/Winkler
and Eastham, [MW66, Eas73]. With the help of this theory it is possible to construct instable
solutions to the Cauchy problem. These are unbounded solutions with respect to the time t in
R+.
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Results of this chapter We view the Cauchy problem of the Klein-Gordon equation
utt −4u+ 1
(1 + t)2ω
ν(t)2 u = 0,
u(t0, x) = u0(x), ut(t0, x) = u1(x),
 (5.1)
with t0 ∈ [0,∞) and with the parameter ω ∈ [0, 1), i.e. we set λ(t) = (1 + t)−ω as done in
Example 3.11. Let the function ν belong to C∞ and satisfy condition (A2) for all k = 1, 2, ... .
The aim of this chapter is to prove the following statements:
• In Theorem 5.14 we show that there are no results about generalized energy conservation
setting
ρ(t) = (1 + t)−ω
with ω ∈ [0, 1), i.e. in case of ρ(t) = λ(t). We state an explicit example such that the sharp
upper energy bounds are unbounded as t→∞.
• In Theorem 5.25 and Theorem 5.29 we study the Cauchy problem (5.1), where the oscilla-
tions of ν(t) are controlled by the function
ρ(t) = (1 + t)−γ
with γ < ω (which implies λ(t) = O
(
ρ(t)
)
as t → ∞). We prove that the upper energy
bounds tend to infinity for a concrete family of Cauchy problems (5.1).
We have to discuss the cases γ = ω and γ < ω separately. The identity of the parameters γ
and ω guarantees a nearly optimal estimate for the energy in comparison to the case of different
parameters γ < ω.
In the following section we introduce the main ideas of Floquet’s theory. Therein, we develop
useful statements for a special class of differential equations, these are Hill’s equations, which are
applicable for the subsequent sections.
5.1. Introduction in Floquet’s theory
Let us briefly sketch the ideas of Floquet’s theory, as seen for instance in the works of Mag-
nus/Winkler, Eastham and Yagdjian, [MW66, Eas73, Yag05]. In general, Floquet’s theory affects
ordinary differential equations with periodic coefficients and provides us with some information
about the periodicity and structure of their solutions.
Within this section we concentrate on Hill’s equations which are written in the form
w′′ + λw + b(s)w = 0, s ∈ (−∞,∞), (5.2)
with parameter λ ∈ R and
w′′ + λw + η b(s)w = 0, s ∈ (−∞,∞), (5.3)
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with two parameters λ, η ∈ R, where b(s) is a piecewise continuous, real periodic function. By
means of the application of Floquet’s theory we obtain statements about the instable solutions
of Hill’s equation in dependence on the parameters λ and η. Therefore, instable solutions are
non-trivial solutions being unbounded in (−∞,∞).
In the following sections we construct examples for Klein-Gordon equations given by (5.1) with
parameters ω and γ satisfying ω ≥ γ > 2ω − 1 so that their energy solutions are unbounded for
large times. In order to prove these statements we relate the Klein-Gordon equations to Hill’s
equations given in (5.2) and (5.3) with appropriate parameters λ and η. Basically, the property
of instability is carried from the instable solutions of Hill’s equations to the solutions of the
Klein-Gordon equations.
In our investigations we distinguish between the identity of the parameters γ, ω, namely
γ = ω, and the case that γ < ω. In Section 5.2 we devote ourselves to γ = ω. Therefore, we
take advantage of Hill’s equation (5.2) with one single parameter λ. Whereas in Section 5.3, in
case of different parameters γ and ω, it is necessary to introduce a further parameter η in Hill’s
equation, i.e. we examine Hill’s equation given in (5.3) with two parameters λ, η.
5.1.1. Hill’s equation with one parameter
We focus on Hill’s equation in its standard form given in (5.2), i.e.
w′′ + λw + b(s)w = 0, s ∈ (−∞,∞),
with a real parameter λ and a periodic and piecewise continuous function b(s). Without loss
of generality we can suppose that b has period 1. We refer to Magnus/Winkler and Eastham
in order to understand the results of Floquet’s theory being applied to Hill’s equation (5.2),
[MW66, Eas73]. The reader also can find further explanations about nonstability of hyperbolic
functions in a paper of Colombini/Spagnolo, [CS84].
We can state the instability behavior of the solutions to (5.2) in dependence on the parameter
λ. There exist two increasing infinite sequences of values for λ, namely Λ+0 ,Λ
−
2 ,Λ
+
2 ,Λ
−
4 ,Λ
+
4 , ...
and Λ−1 ,Λ
+
1 ,Λ
−
3 ,Λ
+
3 , ..., for which (5.2) has solutions with period 1 and 2, respectively. These
sequences of values for λ satisfy the inequalities Λ+0 < Λ
−
1 ≤ Λ+1 < Λ−2 ≤ Λ+2 < Λ−3 ≤ Λ+3 <
Λ−4 ≤ Λ+4 < ... . According to Floquet’s theory we can precisely state the values λ that imply
instable solutions for equation (5.2). These are exactly the open intervals (−∞,Λ+0 ), (Λ−1 ,Λ+1 ),
(Λ−2 ,Λ
+
2 ), (Λ
−
3 ,Λ
+
3 ), ... . We denote them as instability intervals. Obviously, the zeroth interval
(−∞,Λ+0 ) never vanishes, whereas any other instability interval may disappear.
Hill’s equation (5.2) can also be written as the first order system
dsW (s) = A(s)W (s), A(s) =
(
0 −λ− b(s)
1 0
)
,
whereW (s) = (w′(s), w(s))T is the solution vector. Then the matrix-valued fundamental solution
Xλ = Xλ(s, s0) solves the system
dsXλ(s, s0) = A(s)Xλ(s, s0), Xλ(s0, s0) = I. (5.4)
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Let w1(s) and w2(s) be linearly independent solutions of Hill’s equation with the Cauchy data
w1(0) = 0, w
′
1(0) = 1, w2(0) = 1 and w′2(0) = 0, then the matrix Xλ is written in the form
Xλ(s, 0) =
(
w′1(s) w′2(s)
w1(s) w2(s)
)
.
We are only interested in Xλ(1, 0) evaluated at s = 1. Then, we denote this matrix as the
monodromy matrix and its eigenvalues µ, µ′ as the multipliers. According to Liouville’s formula
the determinant of Xλ(1, 0) fulfills
detXλ(1, 0) = detXλ(0, 0) exp
(∫ 1
0
trA(s)ds
)
= 1.
That is,
detXλ(1, 0) = w
′
1(1)w2(1)− w1(1)w′2(1) = µµ′ = 1.
Obviously, the multipliers ν = µ, µ′ solve the equation
det (Xλ(1, 0)− νI) = 0,
this is equivalent to
ν2 − (w′1(1) + w2(1)) ν + 1 = 0.
We denote the trace of the monodromy matrix Xλ(1, 0),
D(λ) := trXλ(1, 0) = w
′
1(1) + w2(1) = µ+ µ
′,
as the discriminant of Xλ. For convenience let us write µ−1 := µ′.
Now, we restrict ourselves to parameters λ belonging to the open intervals (−∞,Λ+0 ), (Λ−1 ,
Λ+1 ), (Λ
−
2 ,Λ
+
2 ), (Λ
−
3 ,Λ
+
3 ), ... . Then, Floquet’s theory yields the following statement.
Lemma 5.1 (Eastham, [Eas73]). Let us fix λ0 ∈ (−∞,Λ+0 )∪(Λ−1 ,Λ+1 )∪(Λ−2 ,Λ+2 )∪(Λ−3 ,Λ+3 )∪... .
Then
|D(λ0)| =
∣∣µ0 + µ−10 ∣∣ > 2,
where µ0, µ−10 are the multipliers of Xλ0(1, 0). This implies that all non-trivial solutions of Hill’s
equation (5.2) are instable.
Corollary 5.2. Additionally, the property |µ0 + µ−10 | > 2 is valid if and only if the multipliers
are real and distinct.
A typical example for Hill’s equation is described by the Mathieu equation
w′′ + λw + c cos(2pis)w = 0, c 6= 0. (5.5)
Lemma 5.3 (Eastham, [Eas73]). Considering the Mathieu equation (5.5), then all instability
intervals exist.
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Let us again fix the parameter λ = λ0 belonging to an instability interval of Hill’s equation
given in (5.2). We investigate more precisely the monodromy matrix Xλ0(1, 0). Obviously, the
equality Xλ0(1, 0) = Xλ0(s0 + 1, s0), s0 ∈ N, is valid, since the function b(s) is 1-periodic. Then
let us write
Xλ0(s0 + 1, s0) :=
(
x11 x12
x21 x22
)
,
s0 ∈ N, where the eigenvalues of Xλ0(s0 + 1, s0) are µ0 and µ−10 satisfying |µ0 + µ−10 | > 2 and,
without loss of generality, |µ0| > 1.
Furthermore, we need some relations between the entries of the matrix Xλ0(s0 +1, s0), s0 ∈ N,
and its multipliers µ0, µ−10 . The trace of Xλ0(s0 + 1, s0) is written as
trXλ0(s0 + 1, s0) = x11 + x22 = µ0 + µ
−1
0 ,
this implies
|x11 − µ0|+ |x22 − µ0| ≥
∣∣µ0 − µ−10 ∣∣ and
max{|x11 − µ0|, |x22 − µ0|} ≥ 1
2
∣∣µ0 − µ−10 ∣∣ .
Let us assume that the maximum value is |x11 − µ0|. Thus, we are able to deduce the following
statement.
Proposition 5.4. The entries of the monodromy matrix Xλ0(s0 + 1, s0) and its multipliers µ0,
µ−10 satisfy
|x11 − µ0| =
∣∣x22 − µ−10 ∣∣ ≥ 12 ∣∣µ0 − µ−10 ∣∣ . (5.6)
5.1.2. Hill’s equation with two parameters
Hill’s equation may be written in the form (5.3), i.e.
w′′ + λw + η b(s)w = 0, s ∈ (−∞,∞),
where λ and η are real parameters and the function b(s) is bounded, real and periodic with period
1. In comparison to Hill’s equation (5.2) with η ≡ 1 for any η 6≡ 1 we can state the instability
intervals by
(−∞,Λ+0 (η)), (Λ−1 (η),Λ+1 (η)), (Λ−2 (η),Λ+2 (η)), (Λ−3 (η),Λ+3 (η)) , ... . Indeed the
boundary points of the intervals depend on the parameter η. This means, the zeroth interval(−∞,Λ+0 (η)) never vanishes, but any other instability interval may disappear in dependence on
η.
Let us investigate again the matrix-valued fundamental solution Xλ,η = Xλ,η(s, s0) solving the
first order system
dsXλ,η =
(
0 −λ− η b(s)
1 0
)
Xλ,η, Xλ,η(s0, s0) = I. (5.7)
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We are especially interested in the monodromy matrix Xλ,η(1, 0) and its multipliers µλ,η and
µ′λ,η. We observe that
detXλ,η(1, 0) = µλ,ηµ
′
λ,η = 1.
Thus, we can replace µ′λ,η by µ
−1
λ,η. Similar to the statement of Lemma 5.1 we state the following
lemma; for which Iη denotes the union of the instability intervals, i.e.
Iη :=
(−∞,Λ+0 (η)) ∪ (Λ−1 (η),Λ+1 (η)) ∪ (Λ−2 (η),Λ+2 (η)) ∪ (Λ−3 (η),Λ+3 (η)) ∪ ... .
Lemma 5.5. For every η let us choose λ0 = λ0(η) ∈ Iη. Then
|D(λ0)| = |D(λ0(η))| =
∣∣µ0(η) + µ−10 (η)∣∣ > 2,
where µ0(η), µ−10 (η) are the multipliers of Xλ0(η),η(1, 0). This implies that all non-trivial solutions
of Hill’s equation (5.3) are instable.
We study Hill’s equation (5.3) with the fixed parameter λ0 = λ0(η) belonging to Iη in de-
pendence on η. The corresponding monodromy matrix Xλ0(η)(s0 + 1, s0) := Xλ0(η),η(s0 + 1, s0),
where s0 ∈ N, is written in the form
Xλ0(η)(s0 + 1, s0) :=
(
x11(η) x12(η)
x21(η) x22(η)
)
.
Notice that Xλ0(η)(s0 + 1, s0) = Xλ0(η)(1, 0) since the function b(s) is 1-periodic. Due to Lemma
5.5 the multipliers are µ0(η) and µ−10 (η), where we assume |µ0(η)| > 1.
Hence, using an analogous argumentation to that for Hill’s equation with one single parameter
similar to Proposition 5.4 for every η one can show that
|x22(η)− µ−10 (η)| = |x11(η)− µ0(η)| ≥
1
2
|µ0(η)− µ−10 (η)|. (5.8)
Properties for Hill’s equation with a small parameter η
In the following considerations we restrict ourselves to Hill’s equation with a small parameter
η > 0. Those equations have been well-studied, for instance by Levy/Keller, Hochstadt and
Berryman, [LK63, Hoc64, Ber79]. Especially, the length of instability intervals and the structure
of the multipliers of the monodromy matrix are researched.
Levy/Keller considered the length of the instability intervals of (5.3) for small parameters
η > 0, where the periodic function b(s) has a finite Fourier series and is an even function of s,
[LK63]. Hochstadt generalized these results for functions being not necessarily even, [Hoc64].
The main result is stated in the following lemma.
Lemma 5.6 (Hochstadt, [Hoc64]). Suppose b(s) is a bounded 1-periodic function on R which
has a finite Fourier series of order K and η > 0 is small. Then the length LnK of the (n ·K)-th
instability interval of (5.3), n ∈ N, is given by
LnK = Cnη
n +O
(
ηn+1
)
,
where Cn is a positive constant independent of η.
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Thus, we definitely know that every (n ·K)-th instability interval with n ∈ N does not vanish
when η is sufficiently small and positive.
Using investigations of Berryman we can even state a representation for the eigenvalues µ0(η)
and µ0(η)−1, [Ber79]. Therefore, let us again assume that the function b(s) has a finite Fourier
series of order K. By Lemma 5.6 there exists a parameter λ0 = λ0(η) ∈ Iη in the center of the
(n · K)-th instability interval, where n ∈ N. The corresponding multipliers can be written as
µ0(η) = exp (ν0(η)) and µ−10 (η) = exp (−ν0(η)), where ν0(η) ∈ C and Im ν0(η) = mpi, m ∈ Z.
We denote ν0(η) as the Floquet exponents.
Lemma 5.7 (Berryman, [Ber79]). Suppose b(s) is a bounded 1-periodic function on R which has
a finite Fourier series of order K and η > 0 is small. Then the real part of the Floquet exponent
ν0(η) in the (n ·K)-th instability interval, n ∈ N, is given by
Re ν0(η) = Cnη
n +O
(
ηn+1
)
,
where Cn is a positive constant independent of η.
Summarizing we can say that due to the statements of Lemma 5.6 and Lemma 5.7 the K-th,
2K-th, 3K-th, ... instability intervals exist, where K is the order of the Fourier series of the
periodic function b(s). Let us fix the parameter λ0 = λ0(η) in the center of any K-th, 2K-th,
3K-th, ... instability interval, then we can state an explicit representation of the appropriate
multipliers µ0(η), µ−10 (η). In the following considerations we restrict ourselves to the parameters
λ = λ0(η) in the center of the instability intervals.
In order to understand the structure of the function λ0 = λ0(η) ∈ Iη, η > 0, we study the
Sturm-Liouville problem w′′ + λw = 0 in case of η = 0. We obtain 1-periodic and 2-periodic
solutions w, respectively, if λ = (mpi)2, where m is an even non-negative integer and an odd
positive integer, respectively. Furthermore, all instability intervals, except the zeroth one, vanish
if η = 0. Thus, the endpoints of every vanishing instability interval coincide with each other and
they are equivalent to the values (mpi)2, where m ∈ N.
We return to Hill’s equation w′′ + λw + ηb(s)w = 0 with η > 0 being small and b(s) has
a Fourier series of order K. Let Λ−m = Λ−m(η) and Λ+m = Λ+m(η), m ∈ N, again denote the
endpoints of the m-th instability interval, regardless of whose existence. Here, we do not take
into consideration the zeroth instability interval. Referring to Levy/Keller and Hochstadt the
endpoints of the m-th instability interval satisfy the following properties for η sufficiently small.
Proposition 5.8. The following properties of the endpoints of the instability intervals coincide
with investigations by Levy/Keller and Hochstadt for sufficiently small parameters η > 0, [LK63,
Hoc64].
(a) The functions Λ∓m(η), m ∈ N+, are analytic functions in η.
(b) The functions Λ∓m(η), m ∈ N+, do not change their order, i.e. ... < Λ−m(η) ≤ Λ+m(η) <
Λ−m+1(η) ≤ Λ+m+1(η) < ... .
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Combining (a) and (b) with the case η = 0 these functions can be written as
Λ−m(η) = (mpi)
2 +
∞∑
j=1
αm,jη
j , Λ+m(η) = (mpi)
2 +
∞∑
j=1
βm,jη
j ,
where αm,j , βm,j ∈ R, m, j ∈ N.
Corollary 5.9. For sufficiently small η > 0 the K-th instability interval I(K)η :=
(
Λ−K(η), Λ
+
K(η)
)
belongs to the positive real axis.
The K-th instability interval I(K)η is of particular importance, where K is the order of the
Fourier series of b(s). By Lemma 5.6 this instability interval exists for all η being sufficiently
small. Furthermore, due to Corollary 5.9 we verify the positivity of the parameters λ0(η) ∈ I(K)η .
Now, for every small positive η we fix λ0(η) in the center of this K-th instability interval I
(K)
η .
According to Lemma 5.7 the real part of the corresponding Floquet exponent becomes as large
as possible with respect to its power. Resuming Proposition 5.8 the following statement is made
for the parameter λ0(η) in the center of the K-th instability interval I
(K)
η ⊂ R+.
Proposition 5.10. We can suppose that the function λ0(η) is analytic in η, i.e. λ0 is given by
λ0(η) = (Kpi)
2 +
∞∑
j=1
γjη
j (5.9)
with Λ−K(η) < λ0(η) < Λ
+
K(η) and λ0(η) > 0 for every small η > 0, where γj ∈ R, j ∈ N.
According to Lemma 5.7 the appropriate multipliers µ0(η), µ0(η)−1 are given by
|µ0(η)| = exp
(
Cη +O
(
η2
))
,
|µ0(η)−1| = exp
(−Cη +O (η2)) ,
where C is a positive constant independent of η.
By the equation (5.9) we immediately obtain λ0(η) → (Kpi)2 as η tends to 0. Thus, for
sufficiently small η the parameter λ0(η) ∈ I(K)η is almost the constant (Kpi)2.
Construction of increasing solutions to Hill’s equation
In the following we restrict ourselves to Hill’s equation whose periodic function b has a Fourier
series of order K and with the parameters λ = λ0(η) and η, where η is sufficiently small and
λ0(η) is in the center of the K-th instability interval. Then, the monodromy matrix Xλ0(η)(1, 0)
is bounded above independent of η.
Proposition 5.11. Consider Hill’s equation (5.3) with the parameter λ = λ0(η) in the center of
I
(K)
η and η > 0 being sufficiently small. Then∥∥Xλ0(η)(1, 0)∥∥ ≤ C, (5.10)
where the positive constant C is independent of η.
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Proof. Let us define the matrix Aλ0(η)(s) by
Aλ0(η)(s) :=
(
0 −λ0(η)− η b(s)
1 0
)
.
Then Xλ0(η)(s, s0) solves the system dsXλ0(η) = Aλ0(η)(s)Xλ0(η), Xλ0(η)(s0, s0) = I. The funda-
mental solution Xλ0(η)(1, 0) is written in its matrizant representation, i.e.
Xλ0(η)(1, 0) = I +
∞∑
k=1
1∫
0
iAλ0(η)(s1)
s1∫
0
iAλ0(η)(s2)...
sk−1∫
0
iAλ0(η)(sk)dsk...ds1.
Thus, ∥∥Xλ0(η)(1, 0)∥∥ ≤ exp(∫ 1
0
∥∥Aλ0(η)(s)∥∥ ds) ≤ exp (1 + λ0(η) + Cη) ≤ C,
since λ0(η) ≈ (Kpi)2 for sufficiently small η.
Following Yagdjian we obtain a statement about increasing solutions for Hill’s equation (5.3)
with parameters λ0(η) and η and suitable Cauchy data, [Yag05].
Lemma 5.12. For every sufficiently small η > 0 let wη(s) be the solution to (5.3) with the
Cauchy data wη(0) = 1 and w′η(0) = 0, where b(s) has a Fourier series of order K and λ = λ0(η)
is in the center of I(K)η . Then for every positive number M ∈ N the solution is estimated by
|wη(M)| ≥ 1
2
|µ0(η)|M −
C
∣∣µ0(η)−1∣∣M
|µ0(η)− µ0(η)−1|2
,
where the constant C is independent of η.
Proof. The solution wη(s) solving (5.3) and its derivative w′η(s) are given in s = M , M ∈ N, by(
w′η(M)
wη(M)
)
= Xλ0(η)(M, 0)
(
w′η(0)
wη(0)
)
=
(
Xλ0(η)(1, 0)
)M (w′η(0)
wη(0)
)
.
Thereby, the monodromy matrix Xλ0(η)(1, 0) solves the problem (5.7) and we take account of
Xλ0(η)(s+ 1, s) = Xλ0(η)(1, 0) for s ∈ N because of the 1-periodicity of the function b(s).
Let us introduce the notation
Xλ0(η)(1, 0) :=
(
x11(η) x12(η)
x21(η) x22(η)
)
.
Moreover, for every η let Bλ0(η) be the diagonalizer for Xλ0(η)(1, 0), i.e.
Bλ0(η) :=
(
x12(η)
µ0(η)−x11(η) 1
1 x21(η)
µ0(η)−1−x22(η)
)
.
We observe that
detBλ0(η) =
µ0(η)− µ0(η)−1
µ0(η)−1 − x22(η) 6= 0
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for every η > 0. This implies the existence of the inverse matrix B−1λ0(η) which is written in the
form
B−1λ0(η) =
µ0(η)
−1 − x22(η)
µ0(η)− µ0(η)−1
(
x21(η)
µ0(η)−1−x22(η) −1
−1 x12(η)µ0(η)−x11(η)
)
.
Then
Xλ0(η)(1, 0) = Bλ0(η)
(
µ0(η) 0
0 µ0(η)
−1
)
B−1λ0(η)
and (
w′η(M)
wη(M)
)
=
(
Bλ0(η)
(
µ0(η) 0
0 µ0(η)
−1
)
B−1λ0(η)
)M (
w′η(0)
wη(0)
)
= Bλ0(η)
(
µ0(η)
M 0
0
(
µ0(η)
−1)M
)
B−1λ0(η)
(
w′η(0)
wη(0)
)
.
We denote the entries of the matrices Bλ0(η) and B
−1
λ0(η)
by bij(η) and b′ij(η), i, j = 1, 2, respec-
tively. As a consequence of the special choice of the data wη(0) = 1, w′η(0) = 0 we obtain(
w′η(M)
wη(M)
)
= Bλ0(η)
(
µ0(η)
M 0
0
(
µ0(η)
−1)M
)
B−1λ0(η)
(
0
1
)
= Bλ0(η)
(
µ0(η)
M 0
0
(
µ0(η)
−1)M
)(
b′12(η)
b′22(η)
)
= Bλ0(η)
(
b′12(η)µ0(η)M
b′22(η)
(
µ0(η)
−1)M
)
=
(
b11(η)b
′
12(η)µ0(η)
M + b12(η)b
′
22(η)
(
µ0(η)
−1)M
b21(η)b
′
12(η)µ0(η)
M + b22(η)b
′
22(η)
(
µ0(η)
−1)M
)
.
Thus, it follows
w′η(M) =
x12(η)
µ0(η)− µ0(η)−1
(
µ0(η)
M − (µ0(η)−1)M) ,
wη(M) =
µ0(η)− x11(η)
µ0(η)− µ0(η)−1 µ0(η)
M +
x21(η)x12(η)
(
µ0(η)
−1)M
(µ0(η)− µ0(η)−1) (µ0(η)− x11(η)) ,
where M is a positive integer.
Due to the inequalities (5.8) and (5.10) we obtain
|wη(M)| ≥ 1
2
|µ0(η)|M − 2 |x21(η)| |x12(η)||µ0(η)− µ0(η)−1|2
∣∣µ0(η)−1∣∣M
≥ 1
2
|µ0(η)|M −
C
∣∣µ0(η)−1∣∣M
|µ0(η)− µ0(η)−1|2
,
where C is independent of η.
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5.2. Sharp bounds of energy for one problem of Klein-Gordon type
In this section we prove that the property (A3), i.e. ρ(t) = O
(
λ(t)
)
as t tends to infinity, is
optimal in order to have results about generalized energy conservation. We investigate the energy
solutions to the following problem (5.11), where indeed we have λ(t) = ρ(t) and we can prove
sharp energy bounds which grow exponentially.
5.2.1. Energy estimates of a selected Klein-Gordon problem
Let us consider the Klein-Gordon type Cauchy problem
utt −4u+
2 + sin
(
(1 + t)1−ω
)
(1 + t)2ω
u = 0, ω ∈ [0, 1),
u(t0, x) = u0(x), ut(t0, x) = u1(x),
 (5.11)
with the data at t = t0 ∈ [0,∞) and (t, x) ∈ [t0,∞) × Rn. By straightforward calculations we
verify that the function ν = ν(t) with
ν(t)2 = 2 + sin
(
(1 + t)1−ω
)
satisfies condition (A2) for k = 1, 2, ..., where
ρ(t) = λ(t) = (1 + t)−ω.
Let the standard energy EKG(u) = EKG(u)(t) be written in the form
EKG(u)(t) :=
1
2
(‖ut(t, ·)‖2L2 + ‖∇xu(t, ·)‖2L2 + λ(t)2ν(t)2‖u(t, ·)‖2L2) .
Then, we estimate the energy EKG(u)(t) at t ≥ t0 as follows:
Theorem 5.13. The energy solutions to the Cauchy problem (5.11) with the Cauchy data
u(t0, x) = u0(x) ∈ H1(Rn) and ut(t0, x) = u1(x) ∈ L2(Rn) with t0 ∈ [0,∞) satisfy the en-
ergy estimate
EKG(u)(t) . exp
(
C(1 + t− t0)1−ω
)
EKG(u)(t0) (5.12)
for all times t ≥ t0.
Proof. Let m = m(t) be given by
m(t)2 = λ(t)2ν(t)2 =
2 + sin
(
(1 + t)1−ω
)
(1 + t)2ω
.
Then
EKG(u)
′(t) =
1
2
∫
Rn
(
2m′(t)m(t)|u(t, ·)|2) dx . 2 |m′(t)|
m(t)
EKG(u)(t).
Now, we apply the inequality of Gronwall and obtain
EKG(u)(t) ≤ exp
(∫ t
t0
2
|m′(r)|
m(r)
dr
)
EKG(u)(t0) . exp
(
C(1 + t− t0)1−ω
)
EKG(u)(t0).
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The energy EKG(u) may be unbounded as t tends to infinity. Actually, in the following theorem
we prove that we cannot expect a better estimate than (5.12). We introduce a non-standard
energy E(u) = E(u)(t) by
E(u)(t) :=
1
2
(
(1 + t)ω‖ut(t, ·)‖2L2 + (1 + t)−ω‖∇xu(t, ·)‖2L2 + (1 + t)−ω‖u(t, ·)‖2L2
)
. (5.13)
Obviously, the energies EKG(u) and E(u) only vary in terms of polynomial order. The following
theorem constitutes the main theorem of this section.
Theorem 5.14. Consider the Cauchy problem (5.11). There do not exist constants C and ε1 such
that ε1 > 0 and that for every initial time t0 ∈ [0,∞) and for every initial data u0, u1 ∈ C∞0 (Rn)
the estimate
E(u)(t) ≤ C exp (C(1 + t− t0)1−ω−ε1)E(u)(t0) (5.14)
is fulfilled for all t ∈ [t0,∞).
Thus, the energy estimate (5.14) stated in Theorem 5.14 implies the sharpness of the estimate
(5.12).
5.2.2. Proof of the main theorem
The ideas of proof are taken from divers papers, see for instance Reissig/Yagdjian and Reis-
sig/Smith, [RY99a, RS05]. We prove the statement of Theorem 5.14 by contradiction.
Therefore, let us assume that (5.14) is valid for the chosen Cauchy data u0, u1 and an arbitrary
positive constant ε1 > 0. We choose two increasing sequences tξ = t(ξ) and t0 = t0(ξ) with
parameters ξ ∈ Rn tending to 0. Then the estimate (5.14) immediately implies
E(u)(tξ) ≤ C exp
(
C(1 + tξ − t0)1−ω−ε1
)
E(u)(t0).
Otherwise, we prove that the energy E(u) can be estimated by
E(u)(tξ) ≥ C exp
(
C(1 + tξ − t0)1−ω−ε0
)
E(u)(t0),
where ε0 is arbitrarily small. Assuming ε1 > ε0 > 0 yields the contradiction.
Transformation of the Cauchy problem We transform the Cauchy problem
utt −4u+ 2+sin((1+t)
1−ω)
(1+t)2ω
u = 0,
u(t0, x) = u0(t0, x), ut(t0, x) = u1(t0, x),

into a Klein-Gordon type equation, where the potential is essentially described by a periodic
function.
Let the variable s be defined by 2pi(1 + s) = (1 + t)1−ω. Setting u˜ = u˜(s, x) := u(t(s), x) a first
step of transformation yields the problem
u˜ss − λ2(s) 4 u˜+ b(s) u˜− ω1−ω 11+s u˜s = 0,
u˜(s0, x) = u0(t0, x), u˜s(s0, x) =
2pi
1−ω (1 + t0)
ωu1(t0, x),

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where s0 = s(t0) and the coefficients are defined by
λ(s) := 2pi1−ω (2pi(1 + s))
ω
1−ω ,
b(s) := 4pi
2
(1−ω)2 (2 + sin (2pi(1 + s))) . (5.15)
In the second step of transformation we set v = v(s, x) := D(s)u˜(s, x), where
D(s) = e−
ω
2(1−ω)
∫ s
s0
1
1+τ
dτ
.
We obtain the problem
vss − λ2(s) 4 v + λ2(s)v + b(s) v = 0,
v(s0, x) = u0(t0, x), vs(s0, x) = C1(ω) (1 + s0)
ω
1−ω u1(t0, x)− C2(ω) 1
1 + s0
u0(t0, x),
 (5.16)
with
λ2(s) := −
(
1
4
(
ω
1−ω
)2
+ ω2(1−ω)
)
1
(1 + s)2
(5.17)
and the positive constants C1, C2 depending on ω.
Relation between the Klein-Gordon equation and Hill’s equation
Let us introduce the ordinary differential equation
w′′ + λ(s, ξ)w + b(s)w = 0, (5.18)
where ξ is a parameter in Rn and b = b(s) is given in (5.15) for s ∈ R. Moreover, the function
λ(s, ξ) is defined by
λ(s, ξ) := λ1(s, ξ) + λ2(s)
with
λ1(s, ξ) := λ
2(s)|ξ|2 = 4pi2
(1−ω)2 (1 + s)
2ω
1−ω |ξ|2
and λ2 is given in (5.17). Obviously, for every fixed parameter ξ ∈ Rn the function λ1(s, ξ) tends
to infinity as s→∞ and the function λ2(s) vanishes as s→∞.
Now, the functions
v(s, x) = v(s, x, ξ) = exp (ix · ξ)w(s)
solve the transformed equation given in (5.16), where w(s) = w(s, ξ) is a solution to (5.18) with
the parameter ξ.
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Application of Floquet’s theory We investigate Hill’s equation written in the form
w′′ + λw + b(s)w = 0, (5.19)
where λ ∈ R and the 1-periodic function b = b(s) is given in (5.15). We can apply some statements
about Floquet’s theory sketched in Section 5.1.1 for Hill’s equation with one single parameter λ.
Hence, we derive the following statement:
Lemma 5.15. Consider Hill’s equation (5.19) with b(s) satisfying (5.15). Then there exists a
parameter λ = λ0 > 0 such that the corresponding fundamental matrix Xλ0(s0 + 1, s0) solving
(5.4), s0 ∈ N, has the eigenvalues µ0 and µ−10 satisfying |µ0| > 1.
Proof. By an appropriate transformation Hill’s equation (5.19) becomes Mathieu’s equation given
in (5.5). Due to Lemma 5.3 all instability intervals of the Mathieu equation exist, that is, an
infinitely number of instability intervals is located on the positive real axis. Hence, there exists
λ0 > 0 belonging to an instability interval of Hill’s equation (5.19). Lemma 5.1 yields the
statement for the lemma.
According to Lemma 5.15 the fundamental solutions of (5.19) are instable if we choose λ = λ0
given in the previous lemma. In the further course of the proof we follow the notation introduced
in Section 5.1.1 and write the monodromy matrix as
X(s0 + 1, s0) := Xλ0(s0 + 1, s0) =
(
x11 x12
x21 x22
)
, s0 ∈ N,
with eigenvalues µ0, µ−10 .
We relate the equations (5.18) and (5.19) with the help of the implicit definition of sξ ∈ N
which is determined by means of the formula
λ(sξ, ξ) = λ0,
where λ0 belongs to an instability interval of equation (5.19) according to Lemma 5.15. This
implies instable solutions for the equation (5.18) at s = sξ ∈ N as sξ →∞.
Proposition 5.16. It holds sξ →∞ as |ξ| → 0.
Philosophy of the proof In the following considerations we concentrate on large values sξ ∈ N.
Then the function λ2(sξ) vanishes and λ1(sξ, ξ) tends to λ0 as sξ →∞.
Essentially, the aim of the proof is to approximate the solutions of equation (5.18) utilizing
statements about the instability of solutions for Hill’s equation (5.19) with the parameter λ = λ0,
where λ0 > 0 belongs to an instability interval, and the periodic function b(s) is given in (5.15).
More exactly, we estimate the solution w at s = sξ for sufficiently large sξ, where the initial data
w0 := w(s0), w1 := w′(s0) is given at s0 = sξ − n0 and n0 = n0(sξ) ∈ N is a certain integer
depending on sξ. Actually, we choose n0 as large as possible to ensure that the solution w at
s = sξ is still instable like the solutions to Hill’s equation (5.19). This is done in Lemma 5.23.
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Furthermore, we suppose that the data v0(x) := v0(s0, x), v1(x) := v1(s0, x) to problem (5.16)
belongs to C∞0 such that, according to the theory of strictly hyperbolic equations, the solutions
v(s, x) are uniquely determined. Due to a special choice of the data we prove in Lemma 5.24
that the energy solutions at s = sξ diverge as sξ → ∞. This implies the statement of Theorem
5.14.
Properties of λ(s, ξ) We state some properties of the function λ(s, ξ) as follows.
Proposition 5.17. There exist positive constants C and M < 1 such that
|λ1(s, ξ)− λ1(s− δ, ξ)| ≤ Cδλ1(s, ξ) (1 + s)−1,
|λ2(s)− λ2(s− δ)| ≤ Cλ2(s)
with 0 ≤ δ ≤M(1 + s) and s sufficiently large.
Proof. Using Taylor’s formula there exists δ˜ ∈ (0, δ) such that
|λ1(s, ξ)− λ1(s− δ, ξ)| = |δλ′1(s− δ˜, ξ)|
≤ Cδ(1 + s− δ˜) 2ω1−ω−1|ξ|2
≤ Cδλ1(s, ξ) 1
1 + s− δ
≤ C
1−M δλ1(s, ξ)
1
1 + s
,
where 0 ≤ δ ≤M(1 + s) and s is large. The second estimate of Proposition 5.17 is valid since∣∣∣∣ 1(1 + s)2 − 1(1 + s− δ)2
∣∣∣∣ ≤ 1(1−M)2(1 + s)2 − 1(1 + s)2 ≤ C 1(1 + s)2 .
Properties of a family of auxiliary equations
Let us consider the family of ordinary differential equations
w˜′′n + λ(sξ − n+ s, ξ)w˜n + b(sξ − n+ s)w˜n = 0, n ∈ N, (5.20)
with a parameter ξ ∈ Rn, where w˜n = w˜n(s) = w˜n(s, ξ) and sξ ∈ N is defined by means of
λ(sξ, ξ) = λ0. Thus, by reason of the periodicity we have b(sξ − n + s) = b(s). The purpose
is to show that for all n ≤ n0 = n0(sξ), where n0 is a certain integer specified later on, the
fundamental solutions w˜n solving (5.20) behave essentially similar to the fundamental solutions
of Hill’s equation (5.19).
Therefore, let Xn(s, s0) denote the corresponding fundamental matrix to (5.20) solving the
problem
dsXn =
(
0 −λ(sξ − n+ s, ξ)− b(s)
1 0
)
Xn, Xn(s0, s0) = I.
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We study these matrices at (s, s0) = (1, 0) and write
Xn(1, 0) =
(
x11(n) x12(n)
x21(n) x22(n)
)
. (5.21)
Due to the Theorem of Liouville stated in Lemma B.11 we obtain some information about the
eigenvalues µn and µ′n of Xn(1, 0):
µnµ
′
n = detXn(1, 0) = 1.
Thus, we set µ−1n = µ′n and assume |µn| ≥ 1.
Furthermore, we need the following properties of the matrix Xn stated in the next propositions.
Then, we can prove in Lemma 5.21 that |µn| > 1 for some n ∈ N.
First, all matrices Xn are normwise bounded, where n− 1 ≤M(1 + sξ), M < 1.
Proposition 5.18. For 0 ≤ n− 1 ≤M(1 + sξ), M < 1, we have
max
s,s0∈[0,1]
‖Xn(s, s0)‖ ≤ exp (Cλ0)
with a positive constant C.
Proof. Let us denote
An(s, ξ) :=
(
0 −λ(sξ − n+ s, ξ)− b(s)
1 0
)
.
Then the matrix Xn(s, s0) is explicitly given by the matrizant representation
Xn(s, s0) = I +
∞∑
k=1
s∫
s0
iAn(s1, ξ)
s1∫
s0
iAn(s2, ξ)...
sk−1∫
s0
iAn(sk, ξ)dsk...ds1.
According to Proposition 5.17 we obtain
max
s,s0∈[0,1]
‖Xn(s, s0)‖ ≤ max
s,s0∈[0,1]
exp
(∫ s
s0
‖An(τ, ξ)‖dτ
)
. exp
(
1 + sup
s∈[0,1]
|λ(sξ − n+ s, ξ) + b(s)|
)
. exp (C + |λ1 (sξ − n+ 1, ξ) + λ2(sξ − n)− λ(sξ, ξ) + λ0|)
. exp
(
C + C (n− 1)λ1(sξ, ξ) (1 + sξ)−1 + Cλ2(sξ) + λ0
)
. exp (Cλ0)
for 0 ≤ n− 1 ≤M(1 + sξ), M < 1. Note that λ1(sξ, ξ) ≈ λ0 for sξ being sufficiently large.
We utilize the property, which is stated in the following proposition, in order to show that the
eigenvalues of the matrices Xn are sufficiently close to the multipliers of Hill’s equation.
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Proposition 5.19. For 0 ≤ n− 1 ≤M(1 + sξ)1−ε, M < 1, with ε > 0 arbitrarily small we have
‖Xn(1, 0)−X(sξ + 1, sξ)‖ ≤ Cλ0 (1 + sξ)−ε
with a positive constant C.
Proof. In order to prove this inequality we notice that X(sξ + s, sξ) = X(s, 0), since b(s) is
1-periodic and sξ ∈ N. Moreover, Xn(s, 0) solves
dsXn(s, 0) =
(
0 −λ(sξ, ξ)− b(s)
1 0
)
Xn(s, 0)
+
(
0 λ(sξ, ξ) + b(s)− λ(sξ − n+ s, ξ)− b(s)
0 0
)
Xn(s, 0)
with the data Xn(0, 0) = I. Then we consider
ds(Xn(s, 0)−X(s, 0)) =
(
0 −λ(sξ, ξ)− b(s)
1 0
)
(Xn(s, 0)−X(s, 0))
+
(
0 λ(sξ, ξ)− λ(sξ − n+ s, ξ)
0 0
)
Xn(s, 0)
with the data Xn(0, 0)−X(0, 0) = 0, where 0 denotes the matrix with all entries equal to 0.
Now, we even claim n− s ≤M(1 + sξ)1−ε, M < 1, where ε > 0 is arbitrarily small. Utilizing
the inequalities in Proposition 5.17 we have
|λ(sξ, ξ)− λ(sξ − n+ s, ξ)| ≤ C(n− s)λ1(sξ, ξ)(1 + sξ)−1 + Cλ2(sξ)
. λ0(1 + sξ)−ε + λ2(sξ) . λ0(1 + sξ)−ε
for 0 ≤ n− s ≤M(1 + sξ)1−ε. Thus, setting s = 1 yields
‖Xn(1, 0)−X(1, 0)‖ .
∫ 1
0
(1 + λ0) ‖Xn(τ, 0)−X(τ, 0)‖ dτ
+
∫ 1
0
(
(n− 1)λ1(sξ, ξ)(1 + sξ)−1 + λ2(sξ)
) ‖Xn(τ, 0)‖dτ.
We use the statement of Proposition 5.18 and Gronwall’s inequality and obtain the desired
estimate
‖Xn(1, 0)−X(1, 0)‖ ≤ Cλ0 (1 + sξ)−ε exp (Cλ0) ≤ Cλ0 (1 + sξ)−ε
for 0 ≤ n− 1 ≤M(1 + sξ)1−ε.
The next proposition yields statements about the distance between the matrices Xn and Xn+1.
These imply estimates for the eigenvalues of the adjacent matrices.
Proposition 5.20. For 1 ≤ n ≤M(1 + sξ)1−ε, M < 1, with ε > 0 arbitrarily small we have
‖Xn+1(1, 0)−Xn(1, 0)‖ ≤ Cλ0 (1 + sξ)−1
with a positive constant C.
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Proof. We study
ds (Xn(s, 0)−Xn+1(s, 0))
=
(
0 −λ(sξ − (n+ 1) + s, ξ)− b(s)
1 0
)
(Xn(s, 0)−Xn+1(s, 0))
+
(
0 λ(sξ − (n+ 1) + s, ξ)− λ(sξ − n+ s, ξ)
0 0
)
Xn(s, 0)
with the data Xn(0, 0)−Xn+1(0, 0) = 0.
First, we have
|λ(sξ − (n+ 1) + s, ξ) + b(s)|
≤ C + |λ1(sξ − (n+ 1) + s, ξ)− λ1(sξ, ξ)|+ |λ2(sξ − (n+ 1) + s)− λ2(sξ)|+ λ0
≤ C + C(n+ 1− s)λ1(sξ)(1 + sξ)−1 + Cλ2(sξ) ≤ C
when we choose 0 ≤ n + 1 − s ≤ M(1 + sξ)1−ε. In the second matrix of coefficients we have to
estimate
|λ(sξ − (n+ 1) + s, ξ)− λ(sξ − n+ s, ξ)|
≤ |λ1(sξ − n+ s− 1, ξ)− λ1(sξ − n+ s, ξ)|+ |λ2(sξ − n+ s− 1)− λ2(sξ − n+ s)|.
Due to Proposition 5.17 calculating the first term leads to
|λ1(sξ − n+ s− 1, ξ)− λ1(sξ − n+ s, ξ)|
≤ Cλ1(sξ − n+ s, ξ) (1 + sξ − n+ s)−1
= Cλ1(sξ, ξ) (1 + sξ)
−1 λ1(sξ − n+ s, ξ)
λ1(sξ, ξ)
1 + sξ
1 + sξ − n+ s
≤ Cλ0 (1 + sξ)−1 1 + sξ
1 + sξ − n+ s
≤ Cλ0 (1 + sξ)−1.
Here we used 1 ≤M(1 + sξ)1−ε and 0 ≤ n− s ≤M(1 + sξ)1−ε, where sξ is large. Using the same
arguments for the second term we can show that
|λ2(sξ − n+ s− 1)− λ2(sξ − n+ s)| ≤ Cλ2(sξ − n+ s) ≤ C(1 + sξ)−2
for 0 ≤ n − s ≤ M(1 + sξ)1−ε. By the means of these calculations we are able to estimate the
normwise difference of Xn, Xn+1 evaluated at s = 1:
‖Xn(1, 0)−Xn+1(1, 0)‖
.
∫ 1
0
|1 + λ(sξ − (n+ 1) + τ, ξ) + b(τ)| ‖Xn(τ, 0)−Xn+1(τ, 0)‖ dτ
+
∫ 1
0
|λ(sξ − (n+ 1) + τ, ξ)− λ(sξ − n+ τ, ξ)| ‖Xn(τ, 0)‖dτ.
Thus, using similar arguments to those of Proposition 5.19 we obtain
‖Xn+1(1, 0)−Xn(1, 0)‖ ≤ Cλ0 (1 + sξ)−1
for 1 ≤ n ≤M(1 + sξ)1−ε.
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Concluding, we get some properties of the eigenvalues µn and µ−1n by the application of the
previous propositions.
Lemma 5.21. Assume 0 ≤ n− 1 ≤M(1 + sξ)1−ε, M < 1 and ε > 0. Then for sufficiently large
sξ we have
|µn| ≥ 1
2
(1 + |µ0|) > 1, (5.22)
|µn − x11(n)| = |µ−1n − x22(n)| ≥
1
4
|µ−10 − µ0|, (5.23)
|µn+1 − µn| ≤ Cλ0(1 + sξ)−1. (5.24)
Corollary 5.22. Because of the first statement (5.22) in Lemma 5.21 the eigenvalues µn and
µ−1n are uniformly distinct for every n ∈ N fulfilling 0 ≤ n− 1 ≤M(1 + sξ)1−ε.
Proof. For 0 ≤ n− 1 ≤M(1 + sξ)1−ε and large sξ on the one hand we have
|µn + µ−1n − µ0 − µ−10 | = |x11(n) + x22(n)− x11 − x22|
≤ |x11(n)− x11|+ |x22(n)− x22| ≤ Cλ0(1 + sξ)−ε
applying the Proposition 5.19. On the other hand,∣∣µn + µ−1n − µ0 − µ−10 ∣∣ = ∣∣(µn − µ0) (1− µ−1n µ−10 )∣∣ ≥ C|µn − µ0|,
where C > 0 since |µ−1n | ≤ 1, |µ−10 | < 1 and∣∣1− µ−1n µ−10 ∣∣ ≥ 1− ∣∣µ−1n ∣∣ ∣∣µ−10 ∣∣ ≥ 1− ∣∣µ−10 ∣∣ = C.
Then we have shown that
|µn − µ0| < α (5.25)
for any given positive α and for sufficiently large sξ = sξ(α). We choose α ≤ 12 (|µ0| − 1), then
|µn| ≥ 1
2
(|µ0|+ 1) > 1
with |µ0| > 1 and for all n ∈ N satisfying 0 ≤ n− 1 ≤M(1 + sξ)1−ε and sξ sufficiently large.
In order to prove the estimate (5.23) let us write
|x11(n)− µn| = |x11(n)− x11 + x11 − µ0 + µ0 − µn|.
Due to (5.6), Proposition 5.19 and (5.25) it follows
|x11(n)− µn| ≥ |x11 − µ0| − |x11(n)− x11| − |µ0 − µn| ≥ 1
4
|µ0 − µ−10 |
for large sξ.
We utilize the statement of Proposition 5.20 in order to prove (5.24). We observe that∣∣µn+1 − µn + µ−1n+1 − µ−1n ∣∣ ≤ |x11(n+ 1)− x11(n)|+ |x22(n+ 1)− x22(n)|
≤ Cλ0(1 + sξ)−1
for all 1 ≤ n ≤ M(1 + sξ)1−ε. Moreover, by taking into consideration the uniform boundedness
of |µ−1n | shown in (5.22) it follows∣∣µn+1 − µn + µ−1n+1 − µ−1n ∣∣ = ∣∣(µn+1 − µn)(1− µ−1n+1µ−1n )∣∣ ≥ C |µn+1 − µn|
for all n ∈ N satisfying 0 ≤ n− 1 ≤M(1 + sξ)1−ε. This completes the proof.
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Estimates of the solutions to the Cauchy problem of the parameter-valued equation (5.18)
Hence, we devote ourselves to the auxiliary ordinary differential equations (5.18) with parameter
ξ ∈ Rn. We choose the suitable Cauchy data at s0 = sξ − n0, where the positive integer
n0 = n0(sξ) is as large as possible in order to have an instable behavior of the solutions at s = sξ.
Then we can show that the solutions of (5.18) and their derivatives are unbounded as sξ → ∞.
Thereby we benefit from the properties stated for the family of auxiliary equations given in (5.20)
with the parameters ξ ∈ Rn and n ∈ N.
Lemma 5.23. Let n0 ∈ N satisfy 0 ≤ n0 − 1 ≤ M(1 + sξ)1−ε ≤ n0, M < 1. Then there exist
positive numbers C1 and C2 such that the solution w(s, ξ) ofw′′ + λ(s, ξ)w + b(s)w = 0,w(sξ − n0) = 1, w′(sξ − n0) = x12(n0)µn0−x11(n0) , (5.26)
satisfies
|w(sξ)|+ |w′(sξ)| ≥ C1 eC2(1+sξ)1−ε .
Proof. Note that the functions w˜(sξ) = w(sξ − n+ s), n ∈ N, satisfy the equations
w˜ss + λ(sξ − n+ s, ξ)w˜ + b(s)w˜ = 0
coinciding with the family of auxiliary problems (5.20). Thus, we can write(
w′(sξ − n+ s)
w(sξ − n+ s)
)
= Xn(s, 0)
(
w′(sξ − n)
w(sξ − n)
)
.
Setting n = n0 and s = n0 implies(
w′(sξ)
w(sξ)
)
= X1(1, 0)X2(1, 0) ... Xn0−1(1, 0)Xn0(1, 0)
(
w′(sξ − n0)
w(sξ − n0)
)
,
where Xn(1, 0), n = 1, ..., n0, are given in (5.21). We define
Bn :=
( x12(n)
µn−x11(n) 1
1 x21(n)
µ−1n −x22(n)
)
,
as the diagonalizer for Xn(1, 0), i.e.
Xn(1, 0)Bn = Bn
(
µn 0
0 µ−1n
)
.
As a consequence of the facts that
trXn(1, 0) = x11(n) + x22(n) = µn + µ
−1
n ,
detXn(1, 0) = µnµ
−1
n = x11(n)x22(n)− x12(n)x21(n)
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we obtain
detBn =
x12(n)x21(n)
(µn − x11(n))
(
µ−1n − x22(n)
) − 1
=
x12(n)x21(n) + (µn − x11(n))2
(µn − x11(n))
(
µ−1n − x22(n)
)
=
x11(n)x22(n)− µnµ−1n + (µn − x11(n))2
(µn − x11(n))
(
µ−1n − x22(n)
)
=
x11(n)
(
µn + µ
−1
n − x11(n)
)− µnµ−1n + (µn − x11(n))2
(µn − x11(n))
(
µ−1n − x22(n)
)
=
µn − µ−1n
µ−1n − x22(n)
6= 0
since µn 6= µ−1n and the estimate (5.23) stated in Lemma 5.21 is valid for 0 ≤ n−1 ≤M(1+sξ)1−ε
and sξ sufficiently large. This implies the existence of B−1n . According to Proposition 5.18 and
(5.23) given in Lemma 5.21 we can estimate
‖Bn‖, ‖B−1n ‖ ≤ C (5.27)
for all n satisfying 0 ≤ n − 1 ≤ M(1 + sξ)1−ε and sξ sufficiently large, where the constant C is
independent of n. In order to estimate ‖Bn+1 −Bn‖ for 1 ≤ n ≤M(1 + sξ)1−ε it is sufficient to
consider ∣∣∣∣ x12(n+ 1)µn+1 − x11(n+ 1) − x12(n)µn − x11(n)
∣∣∣∣
=
∣∣∣∣x12(n+ 1)(µn − x11(n))− x12(n)(µn+1 − x11(n+ 1))(µn+1 − x11(n+ 1))(µn − x11(n))
∣∣∣∣
≤ C |x12(n+ 1)(µn − x11(n))− x12(n)(µn+1 − x11(n+ 1))|
. |x12(n+ 1) (x11(n+ 1)− x11(n))|+ |x11(n+ 1) (x12(n)− x12(n+ 1))|
+ |x12(n+ 1) (µn − µn+1)|+ |µn+1 (x12(n+ 1)− x12(n))|
≤ Cλ0(1 + sξ)−1
applying the results of Proposition 5.18, Proposition 5.20 and (5.24) in Lemma 5.21.
This, taking (5.27) and the previous considerations into account, leads to
‖B−1n Bn+1 − I‖ = ‖B−1n (Bn+1 −Bn) ‖ ≤ Cλ0 (1 + sξ)−1. (5.28)
We denote Gn := B−1n Bn+1 − I. Then
X1(1, 0) ... Xn0−1(1, 0)Xn0(1, 0)
= B1
(
µ1 0
0 µ−11
)
B−11 B2
(
µ2 0
0 µ−12
)
B−12 B3 ... B
−1
n0−1Bn0
(
µn0 0
0 µ−1n0
)
B−1n0
= B1
(
µ1 0
0 µ−11
)
(I +G1)
(
µ2 0
0 µ−12
)
(I +G2) ... (I +Gn0−1)
(
µn0 0
0 µ−1n0
)
B−1n0 .
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Moreover, we define(
y11 y12
y21 y22
)
=
(
µ1 0
0 µ−11
)
(I +G1)
(
µ2 0
0 µ−12
)
(I +G2) ... (I +Gn0−1)
(
µn0 0
0 µ−1n0
)
=
(∏n0
n=1 µn 0
0
∏n0
n=1 µ
−1
n
)
+M1 +M2 + ... +Mn0−1,
where every Ml for l = 1, ..., n0− 1 is the matrix which is the sum of all the products of matrices
containing exactly l of the Gn matrices. Utilizing (5.28) we get
‖Ml‖ ≤
(
n0∏
n=1
|µn|
) ∑
1≤i1< ... <il≤n0−1
l∏
j=1
‖Gij‖

≤
(
n0∏
n=1
|µn|
)(
n0 − 1
l
)(
Cλ0 (1 + sξ)
−1)l
and ∥∥∥∥∥
n0−1∑
l=1
Ml
∥∥∥∥∥ ≤
(
n0∏
n=1
|µn|
)((
1 + Cλ0 (1 + sξ)
−1)n0−1 − 1)
≤
(
n0∏
n=1
|µn|
)((
1 + Cλ0 (1 + sξ)
−1)M(1+sξ)1−ε − 1) .
By the application of similar arguments as used for the calculation of the determinant detBn the
solution vector evaluated at s = sξ can be written in the form(
w′(sξ)
w(sξ)
)
= B1
(
y11 y12
y21 y22
)
B−1n0
(
x12(n0)
µn0−x11(n0)
1
)
= B1
(
y11 y12
y21 y22
) x21(n0)µn0−µ−1n0 µn0−x11(n0)µn0−µ−1n0
µn0−x11(n0)
µn0−µ−1n0
− x12(n0)
µn0−µ−1n0
( x12(n0)µn0−x11(n0)
1
)
= B1
(
y11 y12
y21 y22
)(
1
0
)
= B1
(
y11
y21
)
.
Thus, due to (5.27), it is sufficient to estimate |y11| and |y21|. According to the previous estimates
we observe that∣∣∣∣∣y11 −
n0∏
n=1
µn
∣∣∣∣∣ ≤
(
n0∏
n=1
|µn|
)((
1 + Cλ0 (1 + sξ)
−1)M(1+sξ)1−ε − 1) .
Therefore, estimating the left hand side and using (5.22) for 0 ≤ n0 − 1 ≤ M(1 + sξ)1−ε and sξ
being sufficiently large we get
|y11| ≥
(
n0∏
n=1
|µn|
)(
2− (1 + Cλ0 (1 + sξ)−1)M(1+sξ)1−ε) ≥ 1
2
(
n0∏
n=1
|µn|
)
≥ 1
4
(|µ0|+ 1)M(1+sξ)1−ε ≥ C1 eC2(1+sξ)1−ε ,
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where |µ0| > 1. Moreover, y21 can be estimated in the following manner:
|y21| ≤
∥∥∥∥∥
n0−1∑
l=1
Ml
∥∥∥∥∥ ≤ C
(
n0∏
n=1
|µn|
)
,
where we can choose the positive constant C as small as possible for sufficiently large sξ. Alto-
gether, we can state
|w(sξ)|+ |w′(sξ)| ≥ C1 eC2(1+sξ)1−ε
and the lemma is proven.
Estimates of the solutions to the Cauchy problem of Klein-Gordon type (5.11)
Estimates of the solutions to the Cauchy problem of the transformed equation (5.16) We
construct instable solutions to the problem (5.16)
vss − λ2(s) 4 v + λ2(s) v + b(s) v = 0
with the Cauchy data
v(s0, x) = eix·ξ χ
(
x|ξ|N+2) , (5.29)
vs(s0, x) = eix·ξ χ
(
x|ξ|N+2) x12(n0)
µn0 − x11(n0)
(5.30)
at s0 = s0(sξ) = sξ − n0(sξ) with the parameter ξ ∈ Rn and a certain positive number N .
Moreover, χ ∈ C∞0 is a cut-off function such that χ(x) = 1 if |x| ≤ 1, while χ(x) = 0 if |x| ≥ 2.
Then, the data v(s0, x), vs(s0, x) belong to C∞0 (Rn).
Lemma 5.24. Let n0 ∈ N satisfy 0 ≤ n0 − 1 ≤ M(1 + sξ)1−ε ≤ n0, M < 1. Then there exist
positive numbers C1 and C2 such that the solution v(s, x) = v(s, x, ξ) of the Cauchy problem
(5.16) with the Cauchy data (5.29), (5.30) at s0 = sξ − n0 satisfies
‖vs(sξ, ·)‖L2 + ‖∇xv(sξ, ·)‖L2 + ‖v(sξ, ·)‖L2 ≥ C1 eC2(1+sξ)
1−ε
for sufficiently small parameters ξ ∈ Rn.
Proof. We consider a family of solutions v = v(s, x) = v(s, x, ξ) for the Cauchy problem (5.16)
with the data (5.29), (5.30) given in C∞0 (Rn) and the parameter ξ ∈ Rn. According to the
theory about Cauchy problems for strictly hyperbolic equations there exists a unique solution
v = v(s, x, ξ), where v(s, ·, ξ) has a compact support for every given s and ξ, (s, ξ) ∈ [s0,∞)×Rn.
Let us discuss the choice of the data given in (5.29), (5.30) in more detail. We are interested
in the solution v = v(s, x) at s = sξ in the unit ball B1(0) ⊂ Rnx with respect to x. That is,
we suppose that the compact support of the solution v at s = sξ contains the unit ball B1(0).
In order to determine the compact support of the data at s0 = sξ − n0 we use the property of
the existence of a cone of dependence. Let us calculate the lower base of the truncated cone at
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s0 = sξ − n0 with slope λ(sξ) and the height s − s0 = n0. Then this lower base is contained in
the ball
Bdepend = {x ∈ Rnx : |x| ≤ 2λ(sξ)n0}.
We note that there exists a positive number N such that
(1 + sξ)
1−ε ≤ (1 + sξ)N
ω
1−ω .
Then we have
2λ(sξ)n0 ≤ 4piM
1− ω (1 + sξ)
ω
1−ω (1 + sξ)
1−ε
≤ 4piM
1− ω (1 + sξ)
(N+1) ω
1−ω
≤ Cλ
N+1
2
0 |ξ|−(N+1) ≤ |ξ|−(N+2)
for |ξ| sufficiently small. We get the identity χ (x|ξ|N+2) = 1 on Bdepend. Thus, the solution
v = v(sξ, x) to problem (5.16) with data (5.29), (5.30) is uniquely represented in the unit ball by
v(sξ, x) = eix·ξ w(sξ), vs(sξ, x) = eix·ξ ws(sξ),
where the function w = w(s) is the solution of the Cauchy problem (5.26) given in Lemma 5.23.
Then, according to the statements for Lemma 5.23 we estimate
‖vs(sξ, ·)‖L2 + ‖∇xv(sξ, ·)‖L2 + ‖v(sξ, ·)‖L2
≥ ‖vs(sξ, ·)‖L2(B1(0)) + ‖∇xv(sξ, ·)‖L2(B1(0)) + ‖v(sξ, ·)‖L2(B1(0))
= (|ws(sξ)|+ (1 + |ξ|)|w(sξ)|) (measB1(0))
1
2
≥ C eC2(1+sξ)1−ε
for sufficiently large sξ and sufficiently small |ξ|, respectively. Here, we denote
measB1(0) :=
∫
B1(0)
dx.
This finishes the proof of Lemma 5.24.
Conclusion We return to the Klein-Gordon equation (5.11)
utt −4u+
2 + sin
(
(1 + t)1−ω
)
(1 + t)2ω
u = 0.
We set t0 = t(s0) = t(sξ − n0) and choose the initial data at t = t0 by
u(t0, x) = (1 + t0)
ω
2 eix·ξ χ
(
x|ξ|N+2) , (5.31)
ut(t0, x) = (1 + t0)
−ω
2 eix·ξ χ
(
x|ξ|N+2) x12(n0)
µn0 − x11(n0)
. (5.32)
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We relate the energy estimated in Lemma 5.24 at s = sξ to the energy E(u)(t) of the starting
problem at t = tξ = t(sξ), where 2pi(1 + sξ) = (1 + tξ)1−ω, i.e.
1
2
(‖vs(sξ, ·)‖2L2 + ‖∇xv(sξ, ·)‖2L2 + ‖v(sξ, ·)‖2L2)
=
1
2
(‖D(sξ)u˜s(sξ, ·)‖2L2 + ‖D(sξ)∇xu˜(sξ, ·)‖2L2 + (D′(sξ)2 +D(sξ)2) ‖u˜(sξ, ·)‖2L2)
. 1
2
(
(1 + tξ)
ω‖ut(tξ, ·)‖2L2 + (1 + tξ)−ω‖∇xu(tξ, ·)‖2L2 + (1 + tξ)−ω‖u(tξ, ·)‖2L2
)
= CE(u)(tξ).
Due to the statement made in Lemma 5.24 there exist positive constants C1, C2 such that
E(u)(tξ) ≥ C1 eC2(1+tξ)1−ω−ε0 ≥ C1 eC2(1+tξ−t0)1−ω−ε0 , (5.33)
where ε0 > 0 is arbitrarily small.
Now, let us suppose that the estimate (5.14) stated in Theorem 5.14, i.e.
E(u)(tξ) ≤ C eC(1+tξ−t0)1−ω−ε1E(u)(t0),
is valid for an arbitrary small ε1 > 0, where we assume the initial data (5.31), (5.32) at t = t0.
According to the definition of the energy E(u)(t) defined in (5.13) we conclude
1
2
(
(1 + tξ)
ω‖ut(tξ, ·)‖2L2 + (1 + tξ)−ω‖∇xu(tξ, ·)‖2L2 + (1 + tξ)−ω‖u(tξ, ·)‖2L2
)
≤ C eC2(1+tξ−t0)1−ω−ε1
× ((1 + t0)ω‖u1(·, ξ)‖2L2 + (1 + t0)−ω‖∇xu0(·, ξ)‖2L2 + (1 + t0)−ω‖u0(·, ξ)‖2L2)
= C eC2(1+tξ−t0)
1−ω−ε1
×
((
1 +
x12(n0)
2
(µn0 − x11(n0))2
)∥∥∥eix·ξ χ (x|ξ|N+2)∥∥∥2
L2
+
∥∥∥∇xeix·ξ χ (x|ξ|N+2)∥∥∥2
L2
)
.
By means of Proposition 5.18 and (5.23) of Lemma 5.21 this implies that
E(u)(tξ) ≤ C(1 + tξ)C1 eC2(1+tξ−t0)1−ω−ε1 . (5.34)
However, we can choose ε0 < ε1 and compare the estimates (5.33) and (5.34). This leads to a
contradiction for sufficiently small |ξ|. Thus, the proof of Theorem 5.14 is completed. 
5.3. Bounds of energy for a class of problems of Klein-Gordon
type
In Section 5.2 we cite an explicit example for a Klein-Gordon equation such that the energy is
unbounded as t tends to infinity. In this section we derive similar estimates to Cauchy problems
of Klein-Gordon type (5.1)
utt −4u+ 1
(1 + t)2ω
ν(t)2 u = 0,
u(t0, x) = u0(x), ut(t0, x) = u1(x),

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with λ(t) = (1 + t)−ω, ω ∈ [0, 1), where we suppose faster oscillations of the mass term as in
problem (5.11) which we discussed in the previous section. More precisely, let ν(t) ∈ C∞(R+)
satisfy condition (A2) with
ρ(t) = (1 + t)−γ ,
where 2ω − 1 < γ < ω < 1, but γ ≥ 0.
In general for 2ω − 1 < γ < ω < 1 we prove that the energy estimates are unbounded for a
sequence of Klein-Gordon problems. They are constructed by choosing a particular mass term
m(t) = λ(t)ν(t) which satisfies conditions (A1) and (A2). The increase of the energy is proven
by an instability argument. Thereby, Floquet’s theory applied to Hill’s equations with two
parameters is strained. This is done in Subsection 5.3.1. Furthermore, in Subsection 5.3.2 for
more restricted parameters γ we can also state an explicit example for Klein-Gordon equations
whose energy solutions are unbounded as t→∞.
5.3.1. Application of an instability argument
We examine a class of Cauchy problems given by
utt −4u+
b2
(
(1 + t)1−γ
)
(1 + t)2ω
u = 0, ω ∈ [0, 1),
u0(x) = u(t0, x), u1(x) = ut(t0, x),
 (5.35)
where t0 ∈ [0,∞), t ∈ [t0,∞). The function b(t) is 1-periodic, positive, smooth, non-constant
and b2(t) has a finite Fourier series of order K with arbitrary integer K. Then, the function
ν = ν(t) := b
(
(1 + t)1−γ
)
satisfies property (A2) for k = 1, 2, ... with ρ(t) = (1 + t)−γ .
Let us consider a non-standard energy E(u) = E(u)(t) defined by
E(u)(t) :=
1
2
(
1
(1 + t)2γ
‖ut(t, ·)‖2L2 + ‖∇xu(t, ·)‖2L2 + ‖u(t, ·)‖2L2
)
.
Due to the following theorem we prove that the energy solutions to problem (5.35) do not satisfy
generalized energy conservation. Actually, at least the energy E(u)(t) grows exponentially.
Theorem 5.25. Consider the Cauchy problem (5.35), where the parameters γ, ω ≥ 0 satisfy
γ ∈ (2ω − 1, ω). There do not exist constants C and ε such that ε > 0 and that for every initial
time t0 ∈ [0,∞) and for every initial data u0, u1 ∈ C∞0 (Rn) the estimate
E(u)(t) ≤ C exp
(
C(1 + t− t0)1−γ−2(ω−γ)−ε
)
E(u)(t0) (5.36)
is uniformly fulfilled for all t ∈ [t0,∞).
Proof. Instead of problem (5.35) we take account of a family of Cauchy problems with coefficients
bk = bk(t) which is written in the form
utt −4u+ λ2(t)b2k(t)u = 0, λ(t) = 1(1+t)ω ,
uk(tk, x) = u0,k(x), ut(tk, x) = u1,k(x),
 (5.37)
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where tk, t ∈ Ik and {Ik}k is a sequence of intervals to be defined later on. Then we prove
that for the oscillating mass b = b(t) of problem (5.35) there exist a sequence of functions {bk}k
satisfying (A2), a sequence of data {u0,k = u0,k(x), u1,k = u1,k(x)}k belonging to (C∞0 (Rn))2
and two increasing sequences
{
t
(1)
k
}
k
,
{
t
(2)
k
}
k
so that the sequence of solutions {uk = uk(t, x)}k
of (5.37) satisfies the estimate
EKG(uk)
(
t
(2)
k
)
≥ C eC
(
1+t
(2)
k −t
(1)
k
)1−γ−2(ω−γ)−ε0
EKG(uk)
(
t
(1)
k
)
, (5.38)
where t(2)k − t(1)k tends to infinity as k →∞, ε0 satisfying ε > ε0 > 0 is sufficiently small and the
constant C is independent of k. Then we can deduce the statement for Theorem 5.25.
The proof is based on ideas by Lu/Reissig, [LR09]. We apply an instability argument which is
based on Floquet’s theory. Therefore, we utilize the statements about Hill’s equation with two
parameters (5.3) made in Section 5.1.2.
Construction of sequences of parameters and sequences of coefficients
Sequences of parameters We consider several sequences of parameters with the following prop-
erties:
(P1) sequences {tk}k, {ρk}k tending to infinity;
(P2) sequences {δk}k, {hk}k tending to zero;
(P3) ρk = o(tk) as k →∞;
(P4) hkρk2 ∈ N.
Here, {tk}k is an increasing sequence of points in time and {ρk}k is a sequence of the length
of appropriate intervals containing tk. The sequences {δk}k and {hk}k essentially characterize
the mass term for the Klein-Gordon problem and are described in detail later on. We also will
explain the properties (P3) and (P4) later on.
Now, let us define the sequences {t−k }k and {t+k }k by
t−k := tk − ρk and t+k := tk + ρk
and the sequences of the intervals {I−k }k, {Ik}k and {I+k }k represented as
I−k =
[
t−k − ρk2 , t−k + ρk2
]
, Ik =
[
tk − ρk2 , tk + ρk2
]
and I+k =
[
t+k − ρk2 , t+k + ρk2
]
.
The third property (P3) ensures that every interval is contained in R+ for sufficiently large k.
Moreover, let I0k := R+ \
(
I−k ∪ Ik ∪ I+k
)
.
Construction of a family of coefficients We construct a family of coefficients {bk = bk(t)}k as
follows:
b2k(t) :=

b0k(t) := 1, t ∈ I0k ,
b−k (t) :=
1
λ2(t)
δk µ
−
(
hk(t− t−k )− hkρk2 + 1
)
+
(
1− µ
(
t−t−k
ρk
))
, t ∈ I−k ,
b1k(t) :=
1
λ2(t)
δk b
2(hk(t− tk)), t ∈ Ik,
b+k (t) :=
1
λ2(t)
δk µ
+
(
hk(t− t+k ) + hkρk2 − 1
)
+ µ
(
t−t+k
ρk
)
, t ∈ I+k ,
(5.39)
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where the functions µ− = µ−(s), µ = µ(s), µ+ = µ+(s) ∈ C∞(R) are defined by
µ−(s) :=
0, s ∈
(−∞, 13] ,
b2(s), s ∈ [1,∞)
,
µ(s) :=
0, s ∈
(−∞,−13] ,
1, s ∈ [13 ,∞) ,
µ+(s) :=
b2(s), s ∈ (−∞,−1] ,0, s ∈ [−13 ,∞) .
Furthermore, we assume that µ−, µ increase in the interval (−∞, 1) and R+, respectively, and
µ+ decreases in (−1,∞).
The function bk(t) is essentially described by its behavior in the interval Ik = [tk− ρk2 , tk + ρk2 ].
We choose the parameters in such a way that bk(t) approximates the function b
(
(1 + t)1−γ
)
in the
interval Ik. Thus, for times t ∈ Ik the function bk(t) oscillates. By increasing k the oscillations
become slower since the parameter hk decreases. Moreover, inside of the intervals I−k and I
+
k the
function bk(t) should provide a smooth transition between the constant 1 outside of the intervals
and bk(t) ≈ b
(
(1 + t)1−γ
)
within Ik.
Concrete choice of the parameters We choose the sequences of parameters in the following
way: let {tk}k be an arbitrary, increasing sequence in R+ tending to infinity and
δk = λ(tk)
2 =
1
(1 + tk)2ω
,
hk = 2 [(1 + tk)
γ ]−1 ,
ρk = [(1 + tk)
γ ]
[
(1 + tk)
1−γ−ε0] ,
where ε0 > 0 is arbitrarily small.
By this definition the sequence {ρk}k tends to infinity as k → ∞, meaning property (P1)
holds. Property (P2) is valid as well since {δk}k and {hk}k vanish for k tending to infinity. We
deduce the properties (P3) and (P4) since ε0 > 0 in the definition of ρk and
hkρk
2
=
[
(1 + tk)
1−γ−ε0] ∈ N.
The parameters δk and hk approximate the function λ2(t) and the derivative of the periodic
function b = b
(
(1 + t)1−γ
)
), respectively, at time t = tk. The parameter ρk is chosen as large
as possible such that the integer hkρk2 tends to infinity as k → ∞. However, ρk has to satisfy
property (P3), this means ρk may not become too large.
Properties of the coefficients According to the following proposition we confirm the smooth-
ness of bk and that the coefficients bk satisfy the property (A2).
Proposition 5.26. For all k ∈ N we have
(i) bk(t) ∈ C∞(R+),
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(ii) bk(t) satisfy condition (A2).
Proof. In order to prove (i) we only verify the smoothness of bk(t) at the endpoints of the interval
Ik, i.e. at t = tk ± ρk2 . By straightforward calculations we even have
b−k (t) = b
1
k(t) = b
+
k (t)
for all t ∈ Ik. According to the definition of the functions b±k and µ−, µ, µ+ ∈ C∞ we conclude
the smoothness of bk(t) for all times t ∈ R+.
We show that bk(t) is bounded for all times t by constants independent of k. For all k we
conclude
C1 ≤ δk
λ(t)2
=
(1 + t)2ω
(1 + tk)2ω
≤ C2, (5.40)
where t ∈ I−k ∪ Ik ∪ I+k and C1, C2 are positive constants independent of k. This immediately
guarantees
0 < b0 ≤ inf
k
bk(t) ≤ sup
k
bk(t) ≤ b1 <∞
for t ∈ [0,∞), where the constants b0 and b1 are independent of k.
Moreover, we utilize the estimates (5.40) in order to investigate the behavior of the derivatives
b
(l)
k (t), l = 1, 2, ... in the intervals Ik, I
−
k and I
+
k . Let t ∈ Ik, then the calculations result in∣∣b′k(t)∣∣ = ∣∣∣∣(b1k)′(t)2bk(t)
∣∣∣∣ = ∣∣∣∣−δk λ′(t)λ3(t) b2(hk(t− tk))bk(t) + δkhkλ2(t) b(hk(t− tk))bk(t) b′(hk(t− tk))
∣∣∣∣
. (1 + t)−γ .
Similar calculations of b′′k(t), b
′′′
k (t) ,... in Ik provide the estimate
|b(l)k (t)| . (1 + t)−lγ , l = 2, 3, ... .
We proceed in the same manner with the estimates for b(l)k (t), l = 1, 2, ..., in the intervals I
−
k
and I+k , where we take notice of (1 + t)
1−ε0 ≥ (1 + t)γ for ε0 > 0 being sufficiently small. Then
the coefficients bk(t) satisfy (A2).
Application of an instability argument
Floquet’s theory applied to a family of Hill’s equations with two parameters We resort to
some results of Floquet’s theory applied to Hill’s equation with two parameters which we already
developed in Subsection 5.1.2. Let us consider a family of Hill’s equations
w′′ + |ξ|2w + δk
h2k
b2(s)w = 0, s ∈
[
−hkρk
2
,
hkρk
2
]
, (5.41)
where ξ is a parameter in Rn and b2(s) is the already introduced 1-periodic, positive and smooth
function which has a finite Fourier series of order K. Let the parameter η be defined as
η = η(k) :=
δk
h2k
≈ 1
(1 + tk)2(ω−γ)
.
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Since ω > γ the parameter η(k) tends to zero as tk → ∞ (which follows from k → ∞) and we
can suppose that the parameter η(k) is sufficiently small, but positive. Thus, we can deduce the
following lemma according to the results of Section 5.1.2, see Lemma 5.5, Lemma 5.6, Lemma
5.7 and Proposition 5.10.
Lemma 5.27. Consider the family of Hill’s equations (5.41), where b2(s) is an 1-periodic, posi-
tive and smooth function which has a finite Fourier series of order K. Then for every sufficiently
large k there exists λk := |ξ|2 > 0 in the center of the K-th instability interval such that the
corresponding fundamental matrix Xλk(s0 + 1, s0) solving (5.7), s0 ∈ N, has the eigenvalues µk
and µ−1k satisfying |µk| > 1. Moreover, the eigenvalues µk and µ−1k are given by
|µk| = eCη(k)+O(η(k)2), (5.42)
|µ−1k | = e−Cη(k)+O(η(k)
2),
where C is a positive constant independent of k.
Now, for every k we are interested in the solution wk(s) evaluated at s = hkρk2 of (5.41) with
suitably chosen Cauchy data, where hkρk2 ∈ N for all k. Hence, we apply Lemma 5.12 and obtain
the following statement.
Lemma 5.28. For every k let wk(s) be the solution to (5.41) with the Cauchy data wk(0) = 1
and w′k(0) = 0, where |ξ|2 = λk as given in Lemma 5.27. Then the solution at s = hkρk2 can be
estimated by ∣∣∣∣wk (hkρk2
)∣∣∣∣ & 12 |µk|hkρk2 |wk(0)|
for sufficiently large k.
Proof. According to Lemma 5.12 we observe that
|wk(M)| ≥ 1
2
|µk|M −
C
∣∣µ−1k ∣∣M∣∣µk − µ−1k ∣∣2 ,
where M is an arbitrarily positive integer. Let us prove that the second summand vanishes for
M = hkρk2 as k tends to infinity. Then the statement for Lemma 5.28 immediately follows.
Therefore, we apply the presentation of |µk| given in (5.42). Since µk, µ−1k are real for large k
we have
∣∣µ−1k ∣∣hkρk2∣∣µk − µ−1k ∣∣2 ≈
exp
(
−C δk
h2k
)hkρk
2(
exp
(
C δk
h2k
)
− exp
(
−C δk
h2k
))2
≈ exp
(−C(1 + tk)−2(ω−γ)) 12 (1+tk)1−γ−ε0(
exp
(
C(1 + tk)−2(ω−γ)
)− exp (−C(1 + tk)−2(ω−γ)))2
=
exp
(−C(1 + tk)1−γ−2(ω−γ)−ε0)
4 sinh2
(
C(1 + tk)−2(ω−γ)
) .
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Due to the claim ω > γ > 2ω−1 the exponent 1−γ−2(ω−γ)−ε0 remains positive for sufficiently
small ε0 > 0, however the exponent −2(ω − γ) is negative. Thus, by executing L’Hospital’s rule
for k tending to infinity we calculate
lim
tk→∞
exp
(−C(1 + tk)1−γ−2(ω−γ)−ε0)
4 sinh2
(
C(1 + tk)−2(ω−γ)
)
= C lim
tk→∞
exp
(−C(1 + tk)1−γ−2(ω−γ)−ε0)
sinh
(
C(1 + tk)−2(ω−γ)
) (1 + tk)1−γ−ε0
= C lim
tk→∞
(1 + tk)
2(1−γ−ε0)
exp
(
C(1 + tk)1−γ−2(ω−γ)−ε0
)
= C lim
tk→∞
(1 + tk)
2(1−γ−ε0)−m(1−γ−2(ω−γ)−ε0)
exp
(
C(1 + tk)1−γ−2(ω−γ)−ε0
) = 0.
This is clear since there exists m = m(γ, ω) ∈ N such that the exponent 2(1 − γ − ε0) −
m (1− γ − 2(ω − γ)− ε0) becomes negative for ε0 > 0 being sufficiently small. Thus, the asser-
tion of Lemma 5.28 is proven.
A family of auxiliary problems Let us return to the family of Cauchy problems (5.37), for
which the coefficients bk(t) are defined in (5.39) and the time variable t belongs to the interval
Ik =
[
tk − ρk2 , tk + ρk2
]
. Moreover, we choose the explicit Cauchy data at t = tk. This means we
study the family of the auxiliary Cauchy problems
utt −4u+ δkb2(hk(t− tk))u = 0, t ∈ Ik, x ∈ Rn,
u(tk, x) = u0,k(x) = eihk x·ξχ
(
x
ρ2k
)
, ut(tk, x) = u1,k(x) = 0.
 (5.43)
Here, χ ∈ C∞0 (R) is a cut-off function so that χ(x) = 1 if |x| ≤ 1, while χ(x) = 0 if |x| ≥ 2.
We consider a family of solutions uk = uk(t, x) to (5.43) with the parameter ξ ∈ Rn. We are
only interested in the solutions evaluated at time t = tk + ρk2 . Utilizing the theory of Cauchy
problems for strictly hyperbolic equations there exists a unique solution uk = uk(t, x) when
uk(t, ·) has a compact support for every given t and ξ, (t, ξ) ∈ Ik×Rn. We claim this uniqueness
of the solution uk at time t = tk + ρk2 in the unit ball B1(0) ⊂ Rnx. We take advantage of the
existence of a cone of dependence: let us calculate the lower base at t = tk of the truncated cone
with slope 1 and the height 12ρk. Then this lower base is contained in the ball
Bdepend = {x ∈ Rnx : |x| ≤ ρk}.
Thus we get the identity χ
(
x
ρ2k
)
= 1 and u0,k(x) = exp (ihk x · ξ) on Bdepend. The solution
uk(t, x) of Cauchy problem (5.43) is uniquely determined for t = tk + ρk2 and x ∈ {|x| ≤ 1}.
Instability argument We transform the problems (5.43) with s = hk(t−tk) and v(s, x) = u(t, x)
into
vss − 1h2k 4 v +
δk
h2k
b2(s)v = 0, s ∈
[
−hkρk2 , hkρk2
]
, x ∈ Rn,
v(0, x) = u0,k(x) = eihk x·ξχ
(
x
ρ2k
)
, vs(0, x) = 0.
 (5.44)
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Then the solutions vk(s, x) of (5.44) are uniquely determined and they can be written in the
form
vk(s, x) = eihk x·ξwk(s),
where wk(s) are the solutions of the family of Hill’s equations (5.41) with the Cauchy data
wk(0) = 1 and w′k(0) = 0 choosing |ξ|2 as stated in Lemma 5.27.
Additionally, we introduce two sequences
{
t
(1)
k
}
k
and
{
t
(2)
k
}
k
by t(1)k = tk and t
(2)
k = tk +
ρk
2 ,
respectively. Thus, the solutions of (5.43) are given at t = t(1)k and t = t
(2)
k by
uk
(
t
(1)
k , x
)
= vk (0, x) = eihk x·ξwk(0),
uk
(
t
(2)
k , x
)
= vk
(
hkρk
2 , x
)
= eihk x·ξwk
(
hkρk
2
)
,
where hkρk2 ∈ N. Therefore, due to the choice of the Cauchy data the Lemma 5.28 yields the
estimate
1
hk
∥∥∥(uk)t(t(2)k , ·)∥∥∥
L2
+
∥∥∥∇xuk(t(2)k , ·)∥∥∥
L2
+
∥∥∥uk(t(2)k , ·)∥∥∥
L2
=
∥∥∥(vk)s (hkρk2 , ·)∥∥∥L2 + ∥∥∥∇xvk (hkρk2 , ·)∥∥∥L2 + ∥∥∥vk (hkρk2 , ·)∥∥∥L2
≥
∥∥∥(vk)s (hkρk2 , ·)∥∥∥L2(B1(0)) +
∥∥∥∇xvk (hkρk2 , ·)∥∥∥L2(B1(0)) +
∥∥∥vk (hkρk2 , ·)∥∥∥L2(B1(0))
=
(∣∣∣w′k (hkρk2 )∣∣∣+ (1 + |ξ|) ∣∣∣wk (hkρk2 )∣∣∣)meas(B1(0)) 12
& |µk|
hkρk
2
(∣∣w′k(0)∣∣+ (1 + |ξ|) |wk(0)|) .
According to the representation of the multipliers µk given in (5.42) we obtain
|µk|
hkρk
2 & exp
(
C
δk
h2k
hkρk
2
)
≈ exp
(
C(1 + tk)
1−2(ω−γ)−γ−ε0
)
,
where ε0 > 0 is sufficiently small and k is sufficiently large. Thus, we conclude
1
hk
∥∥∥(uk)t(t(2)k , ·)∥∥∥
L2
+
∥∥∥∇xuk(t(2)k , ·)∥∥∥
L2
+
∥∥∥uk(t(2)k , ·)∥∥∥
L2
& exp
(
C
(
1 + ρk2
)1−2(ω−γ)−γ−ε0)( 1
hk
∥∥(uk)t(tk, ·)∥∥L2 + ∥∥∇xuk(tk, ·)∥∥L2 + ∥∥uk(tk, ·)∥∥L2)
& exp
(
C
(
1 + ρk2
)1−2(ω−γ)−γ−ε0) , (5.45)
where the constant C does not depend on k. Therewith, we prove that the sequence of solutions
{uk = uk(t, x)}k for the family of Cauchy problems (5.43) satisfy the estimate (5.38). Thus, the
lower energy bound tends to infinity as k →∞.
Conclusion We return to Cauchy problem (5.35), i.e.
utt −4u+ b
2((1+t)1−γ)
(1+t)2ω
u = 0,
u0(x) = u(t0, x), u1(x) = ut(t0, x).

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We assume that assumption (5.36) of Theorem 5.25 uniformly holds for t ∈ [t0,∞) with ε > ε0 >
0 for arbitrary Cauchy data, i.e.
E(u)(t) ≤ C exp
(
C(1 + t− t0)1−γ−2(ω−γ)−ε
)
E(u)(t0).
Now, for every sufficiently large k we are interested in the solution u = u(t, x) evaluated at
t = t
(2)
k = tk +
ρk
2 with the Cauchy data
u0,k(x) = eihk x·ξχ
(
x
ρ2k
)
, u1,k(x) = 0
at t0 = t
(1)
k = tk. Then, we have
1(
1 + t
(2)
k
)2γ ∥∥∥ut(t(2)k , ·)∥∥∥2L2 + ∥∥∥∇xu(t(2)k , ·)∥∥∥2L2 + ∥∥∥u(t(2)k , ·)∥∥∥2L2
≤ C exp
(
C
(
1 + t
(2)
k − t(1)k
)1−2(ω−γ)−γ−ε)
× ((1 + t(1)k )−2γ ‖u1,k (·)‖2L2 + ‖∇xu0,k (·)‖2L2 + ‖u0,k (·)‖2L2)
≤ C exp
(
C
(
1 + t
(2)
k − t(1)k
)1−2(ω−γ)−γ−ε)∥∥∥eihkx·ξχ( xρ2k)∥∥∥2H1 .
We have shown the estimate (5.45) with ε0 < ε for the sequence of Cauchy problems (5.43). This
contradicts the last estimate and the proof is finished.
5.3.2. Application of Floquet’s theory
We can state an explicit example for a Klein-Gordon equation whose mass term m(t) satisfies
the conditions (A2), where the parameter γ < ω is sufficiently close to the line γ = ω, so that
the energy solutions grow exponentially. This example is given by
utt −4u+
2 + sin
(
(1 + t)1−γ
)
(1 + t)2ω
u = 0, ω ∈ [0, 1), γ < ω,
u(t0, x) = u0(x), ut(t0, x) = u1(x),
 (5.46)
where t0 ∈ [0,∞) and (t, x) ∈ [t0,∞)× Rn. Then the following statement is valid.
Theorem 5.29. Consider the Cauchy problem (5.46), where γ > 0 satisfies γ ∈ (6ω−15 , 1). There
do not exist constants C and ε such that ε > 0 and that for every initial time t0 ∈ [0,∞) and for
every initial data u0, u1 ∈ C∞0 (Rn) the estimate
E(u)(t) ≤ C exp
(
C(1 + t− t0)1−γ−6(ω−γ)−ε
)
E(u)(t0) (5.47)
is fulfilled for all t ∈ [t0,∞). The energy E(u)(t) is defined by
E(u)(t) :=
1
2
(
(1 + t)γ‖ut(t, ·)‖2L2 + (1 + t)−γ‖∇xu(t, ·)‖2L2 + (1 + t)−γ‖u(t, ·)‖2L2
)
.
Remark 5.30. The advantage of the application of Floquet’s theory consists of stating an explicit
example. For the moment this in only possible for γ close to ω. However, the estimate (5.47) is
worse in comparison to the energy estimate (5.36) stated in Theorem 5.29. We can only get a
better result by drawing on an instability argument for a family of Klein-Gordon problems, see
the proof of Theorem 5.25.
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Sketch of the proof. We proceed in the same manner as in the proof of Theorem 5.14. Therefore,
we restrict ourselves to sketching only the main points.
We transform the Klein-Gordon equation (5.46) into
vss − C1(γ) (1 + s)
2γ
1−γ 4 v − C2(γ)
(1 + s)2
v +
C3(γ, ω)
(1 + s)
2(ω−γ)
1−γ
(2 + sin(2pi(1 + s))) v = 0,
where C1, C2 and C3 are constants. In contrast to the transformed problem (5.16) there appears
an additional decreasing function in the term with the periodic function. Let η(s) denote this
function, i.e.
η(s) := C3(γ, ω)(1 + s)
2(γ−ω)
1−γ .
Thus, we have to deal with Hill’s equation written in the form
w′′ + λw + ηb(s)w = 0,
with two parameters λ, η whereas we assume that the second parameter η is sufficiently small
and positive. Here, the periodic function is even b(s) = 2 + sin(2pi(1 + s)). Then, we are able to
apply the statements developed in Section 5.1.2 for Hill’s equation with two parameters. That
means, we have some information about the existence of instability intervals on the positive real
axis and the structure of the multipliers to monodromy matrixes to instable solutions. Since b(s)
has a Fourier series of order 1 every instability interval exists due to Lemma 5.6. Thus, we fix a
parameter λ = λ0 > 0 belonging to an instability interval.
The main focus in the proof lies on the ordinary differential equation
wss + λ(s, ξ)w + η(s)b(s)w = 0,
where
λ(s, ξ) = C1(γ)(1 + s)
2γ
1−γ |ξ|2 − C2(γ)(1 + s)−2
and η = η(s) as before.
The aim is to determine sξ ∈ N utilizing the equality λ(sξ, ξ) = λ0, where λ0 belongs to an
instability interval. Indeed, λ0 depends on the parameter η. We examine Hill’s equation with
parameter η = η(sξ). Thus, λ0(η) depends on sξ and we write λ0 = λ0(sξ). We define sξ by
λ0(sξ) = λ(sξ, ξ), where the structure of λ0(sξ) is known according to the investigations stated in
Proposition 5.10 in Section 5.1.2. Then, sξ tends to infinity as ξ →∞. Additionally, we choose
λ0(sξ) in the center of the first instability interval. Due to Lemma 5.7 the multipliers µ0 = µ0(sξ)
and µ−10 = µ
−1
0 (sξ) to Hill’s equation are given by
|µ0(sξ)| = exp
(
Cη(sξ) +O
(
η(sξ)
2
))
,
|µ−10 (sξ)| = exp
(−Cη(sξ) +O (η(sξ)2)) ,
since η(sξ) tends to zero for sξ →∞. Moreover, for sufficiently large sξ we have λ0(sξ) ≈ pi2, see
Proposition 5.10.
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As in the proof of Theorem 5.14 we introduce a family of auxiliary problems
w˜′′n + λ(sξ − n+ s, ξ)w˜n + η(sξ − n+ s) b(sξ − n+ s)w˜n = 0, n ∈ N,
with parameter ξ ∈ Rn. We can prove that the corresponding fundamental solutions Xn are in
some sense close to the fundamental solution of Hill’s equation for a certain amount of integers
n ≤ n0(sξ). However, an important difference arises in the estimate of the multipliers µn = µn(sξ)
of Xn (compare to Lemma 5.21). Since the multiplier µ0 = µ0(sξ) depends on sξ we cannot
estimate the eigenvalues µn by a constant, i.e.
|µn| ≥ 1
2
(1 + |µ0(sξ)|) .
Since |µ0(sξ)| tends to 1 as sξ →∞ this estimate is only valid for n ≤ n0(sξ), where the amount
of steps n0 = n0(sξ) is strongly restricted in comparison to the proof of Theorem 5.14.
Following the procedure of proof of Theorem 5.14 we conclude the statement of Theorem
5.29.

125
6. Further research topics
6.1. Lower bound of the energy with respect to generalized
energy conservation
In Chapters 2 and 3 we prove for some classes of Klein-Gordon problems
utt −4u+m(t)2u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (6.1)
with mass term m = m(t) that there exist bounds of energy such that the energy satisfies gener-
alized energy conservation. This is done in Theorem 2.3, Theorem 3.7 and Theorem 3.24 under
reasonable assumptions on m. According to Definition 1.1 about generalized energy conservation
this means that a suitable energy E(u) is bounded below in the following manner:
E(u)(t) ≥ Cζ(t)2E(u)(0)
for all times t and a decreasing function ζ. Thereby, the function ζ can even decay as t→∞. For
problems of wave type we concluded in Corollary 3.27 that the energy remains bounded below
by a positive constant for all times t because of the scattering result.
The aim of this section is to improve the lower bound also for the energies of the scale-invariant
problem and of problems of Klein-Gordon type. Actually, we can even prove that for every given
non-vanishing Cauchy data u0, u1 there exists a positive constant C = C(u0, u1), only depending
on the Cauchy data, such that the energy E(u) is bounded below by this constant for all times
t. This implies that we can exclude the decay of the energy. In the following theorem we express
this actual situation.
Theorem 6.1. Let the assumptions of Theorem 2.3 or Theorem 3.7 be satisfied. Then there exist
positive constants C = C(u0, u1) such that the corresponding energy E(u) = E(u)(t) satisfies the
estimate
E(u)(t) ≥ C(u0, u1)
for all times t ≥ 0.
We only carry out the proof to improve the lower bounds of energy as stated in Theorem 3.7.
The statement for the scale-invariant problem follows analogous.
Proof. We return to the proof of Theorem 3.7. Let tξ = t(ξ) be implicitly defined by
λ(tξ)
−1〈ξ〉λ(tξ) = N,
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where N is a sufficiently large, positive constant. Thus, tξ →∞ as |ξ| tends to zero.
In order to obtain an improvement of the lower bounds of energy, which are stated in Theorem
3.7, we have to consider the inequalities (3.18) more carefully. For s, t ≥ tξ we observe that
C ≤ 〈ξ〉λ(t)〈ξ〉λ(s)
≤ 1 (6.2)
for a positive constant C < 1.
Let E = E(t, s, ξ) be the evolution matrix to the micro-energy
U(t, ξ) =
(〈ξ〉m(t)uˆ, Dtuˆ)T ,
i.e. U(t, ξ) = E(t, s, ξ)U(s, ξ). According to (3.10) the matrix-valued function E can be written
in the form
E(t, s, ξ) := N0
M−1∏
j=1
Nj(t, ξ)EM (t, s, ξ)QM (t, s, ξ)
M−1∏
j=1
N−1M−j(s, ξ)N−10
with the notation introduced in Section 3.1. Henceforth, using Lemma 3.3, (3.17) and the
estimates (6.2) we get
‖E(t, s, ξ)‖ ≈ C for t, s ≥ tξ, ‖E(t, s, ξ)‖ ≤ C for 0 ≤ s ≤ t ≤ tξ.
Let us introduce the matrix-valued function Eˆ = Eˆ(t, 0, ξ) by
Eˆ(t, 0, ξ) =
E(t, tξ, ξ), t ≥ tξ,I, 0 ≤ t ≤ tξ.
This implies Eˆ(t, 0, ξ) ≈ C and Eˆ−1(t, 0, ξ) ≈ C for all (t, ξ) ∈ R+ × Rn.
We proceed with the strategy of proof introduced in Subsection 3.3.3 to prove the scattering
result. Thus, we only sketch the essential ideas.
Let W = W (ξ) be defined as
W (ξ) := s- lim
t→∞ Eˆ
−1(t, 0, ξ) E(t, 0, ξ)
for all ξ ∈ Rn. The aim is to prove that this limit exists in L (L2, L2) by applying the Theorem
of Banach-Steinhaus, see Theorem B.13. For all times t and all frequencies ξ it holds∥∥∥Eˆ−1(t, 0, ξ) E(t, 0, ξ)∥∥∥
L2×L2
≤ C.
Moreover, for |ξ| ≥ c > 0 with an arbitrary positive constant c the matrix W (ξ) exists and
is represented as W (ξ) = E(tξ, 0, ξ). Therefore, the limit W (ξ) exists in a dense subset of L2.
According to the Theorem of Banach-Steinhaus we conclude the existence ofW (ξ) for all |ξ| ≥ 0.
Now, we are interested in the difference
U(t, ξ)− Eˆ(t, 0, ξ)W (ξ)U(0, ξ) =
(
E(t, 0, ξ)− Eˆ(t, 0, ξ)W (ξ)
)
U(0, ξ)
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which vanishes as t → ∞ for all |ξ| ≥ c > 0 for an arbitrary positive constant c. Moreover, we
have ∥∥∥E(t, 0, ξ)− Eˆ(t, 0, ξ)W (ξ)∥∥∥
L2×L2
≤ C
for all t ∈ R+. By the application of the Theorem of Banach-Steinhaus we deduce
‖U(t, ξ)− Eˆ(t, 0, ξ)W (ξ)U(0, ξ)‖L2×L2 → 0
as t→∞.
Finally, we conclude
‖Eˆ(t, 0, ξ)W (ξ)U(0, ξ)‖L2×L2 ≈ ‖W (ξ)U(0, ξ)‖L2×L2 .
This implies the statement of Theorem 6.1.
6.2. Gevrey class
Let the mass term m in problem (6.1) be written as m(t) = λ(t)ν(t) which satisfies the condi-
tions (A1), (A2) and (A3) stated in Section 3.2. In Theorem 3.7 we prove the results about
generalized energy conservation if m ∈ CM fulfills the property (A4)M , M ≥ 2.
The question about higher regularity of m arises. It has been answered by Böhme/Hirosawa
in [BHed] for functions m belonging to the Gevrey class γ(s) with s ≥ 1. Let the Gevrey class
γ(s)(R) with parameter s ≥ 1 be defined as
γ(s)(R) :=
{
f ∈ C∞(R) : ∃ρ0 > 0 such that |f (k)(t)| ≤ Ck!s ρk0, k = 0, 1, ...
}
.
Due to the following theorem it appears that we allow faster oscillations of the perturbation ν
when m ∈ γ(s), s ≥ 1, instead of m ∈ CM , M ≥ 2.
Theorem 6.2 (Böhme/Hirosawa, [BHed]). Let m(t) = λ(t)ν(t) ∈ γ(s)(R+), s ≥ 1, and λ, ν
satisfy (A1) and (A2) with Ck = κ k!s for a positive constant κ and for all k = 0, 1, ... . If the
function ρ(t) > 0 satisfies (A3) together with
ρ′(t)
ρ(t)
≤ λ
′(t)
λ(t)
and
ρ(t)
λ(t)
. (log t)−s
as t→∞, then the energy solutions to the Cauchy problem (6.1) with the Cauchy data u(0, x) =
u0(x) ∈ H1(Rn) and ut(0, x) = u1(x) ∈ L2(Rn) satisfy for all times t the energy estimates
λ(t)E(KG)(u)(0) . E(KG)(u)(t) . E(KG)(u)(0)
for which the energy E(KG)(u) is defined in (3.13).
In the next example we sketch the result of the previous theorem by expanding Example 3.11.
Example 6.3. Let λ(t) = (1 + t)−ω with 0 ≤ ω < 1. Moreover, let b ∈ γ(s), s ≥ 1, be a positive
and periodic function and
ν(t) = b
(
(1 + t)1−ω (log(e + t))−δ
)
and, therefore, ρ(t) = (1 + t)−ω (log(e + t))−δ. Thus, all assumptions (A1) to (A3) are satisfied
with Ck = κ k!s for any k ∈ N0. According to Theorem 6.2 generalized energy conservation is
fulfilled if δ ≥ s.
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6.3. Remaining problems
In this short concluding section we overview related questions arising in connection with the
considerations of this thesis, but which are not answered within the scope of this work.
6.3.1. Problems for the results of this thesis
Perturbation of the scale-invariant problem The scale-invariant Klein-Gordon problem (2.1) is
well studied in Chapter 2. The scale-invariance allows us to apply the theory of special functions
in order to derive results about generalized energy conservation as well as Lp-Lq decay estimates,
referring to Theorem 2.3 and Theorem 2.8. Thus, we ascertain that this equation appears as a
critical case in the consideration of Klein-Gordon problems.
We want to perturb the critical scale-invariant problem (2.1). For instance, let the mass m in
problem (6.1) be written in the form
m(t) =
µ
1 + t
ν(t)
with positive parameters µ ∈ R+ and with an oscillating function ν = ν(t). Since we cannot take
advantage of a scale-invariance it seems to be difficult to derive similar statements as stated in
Theorem 2.3 and Theorem 2.8.
Increasing coefficients Within the investigation of problems of Klein-Gordon type we only
restricted ourselves to decreasing shape functions λ = λ(t), see property (A1) introduced in
Section 3.2. Nevertheless, we also expect results about generalized energy conservation and
Lp-Lq decay estimates for mass terms with increasing shape functions.
We guess that the following estimates are valid.
Hypothesis 6.4. Let m(t) = λ(t)ν(t) ∈ CM (R+), M ≥ 2, and λ, ν satisfy (A1) with λ′(t) ≥ 0
and (A2). If ρ satisfies (A3) and (A4)M , then the energy solutions to the Cauchy problem
(6.1) with the Cauchy data u(0, x) = u0(x) ∈ H1(Rn) and ut(0, x) = u1(x) ∈ L2(Rn) satisfy for
all times t the energy estimates
E(KG)(u)(0) . E(KG)(u)(t) . λ(t)E(KG)(u)(0)
for which the energy E(KG)(u) is defined in (3.13).
This estimate comes from
1 ≤ 〈ξ〉λ(t)〈ξ〉λ(s)
≤ λ(t)
λ(s)
for all 0 ≤ s ≤ t and the increasing function λ (see the proof of Theorem 3.7). Similar, for the
Lp-Lq decay estimate we conjecture:
Hypothesis 6.5. Let m(t) = λ(t)ν(t) ∈ C∞(R+) satisfy (A1) with λ′(t) ≥ 0, (A2), (A3) and
(A4)2. Then for all times t we have the Lp-Lq decay estimate
‖(ut(t, ·),∇xu(t, ·), λ(t)u(t, ·))‖Lq . λ(t) (1 + t)
−n
2
(
1
p
− 1
q
)
(‖u0‖Lp,r+1 + ‖u1‖Lp,r)
for r = n
(
1
p − 1q
)
with 1 < p ≤ 2 and 1p + 1q = 1.
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Lp-Lq decay estimates for problems of Klein-Gordon type with coefficients with fast oscil-
lations In Theorem 4.3 we restrict ourselves to proving Lp-Lq decay estimates for equations of
Klein-Gordon type, where the mass m satisfies the conditions (A1), (A2), (A3) and (A4)2. By
means of this last property the perturbation does not become too strong. However, in Theorem
3.7 we prove estimates about generalized energy conservation also for mass terms with faster
oscillations, namely where m satisfies property (A4)M with M ≥ 3. Hence, we expect that for
mass terms m satisfying (A4)M with M ≥ 3 we also derive the Strichartz’ decay estimates as
stated in Theorem 4.3.
Therefore, we have to treat the oscillatory integrals which are written in the form
F−1
a(t, ξ) exp
±i〈ξ〉m(t) ± iM−1∑
j=1
1
1− µj
(
djµj + Im
rj
dj
∂t
rj
dj
) ,
M ≥ 3, with the notation introduced in Section 3.1, where a(t, ξ) denotes the corresponding ap-
pearing amplitudes. However, up to date there is no applicable strategy to study these oscillatory
integrals.
Just let us remark that especially Example 3.14 satisfies only (A4)M with M ≥ 3.
Counterexamples for functions m ∈ CM In Chapter 5 we construct counterexamples for mass
terms m to problems of Klein-Gordon type which belong to C∞. Thus, a further problem is to
device counterexamples for functions m ∈ CM , but m /∈ CM+1, M ≥ 2, such that when the mass
m does not satisfy the property (A4)M , the energy solutions do not satisfy generalized energy
conservation. This implies the necessity of condition (A4)M .
Further remarks on Example 3.11 Let us consider the Cauchy problem to the Klein-Gordon
equation
utt −4u+ 1
(1 + t)2ω
b
(
(1 + t)1−γ
)2
u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),
 (6.3)
where b is a positive, periodic function and 0 ≤ ω < 1 and γ ∈ R+. According to the investigations
in Chapters 3 and 5 we summarize the results about energy estimates for problem (6.3) in
the Table 6.1. Therefore, we introduce the short notation (GEC) denoting generalized energy
conservation.
Now, we still have to prove the sharpness of the estimate stated in Theorem 5.25 for parameters
2ω − 1 < γ < ω. The following question arises: What happens to the parameters γ ≤ 2ω − 1?
Can we expect results about generalized energy conservation or can we verify that the energy
solutions grow exponentially?
The gap between the scale-invariant problem and problems of wave-type with m ∈ L1 Let
the mass m in (6.1) satisfy m /∈ L1 and limt→∞m(t)t = 0. Thus, the consideration for these
Cauchy problems is not covered in Chapter 2 for the scale-invariant Klein-Gordon equation (2.1)
as well as in Section 3.3 for problems of wave type with m ∈ L1.
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parameters regularity of b energy estimates rate of increase referring to
γ > ω + 1−ω2 C
2 (GEC) 1 Theorem 3.7
γ > ω + 1−ωM C
M , M ≥ 3 (GEC) 1 Theorem 3.7
γ > ω C∞ (GEC) 1 Corollary 3.8
γ = ω > 0 C∞ no (GEC) exp
(
(1 + t)1−γ
)
Theorem 5.14
2ω − 1 < γ < ω C∞ no (GEC) exp ((1 + t)1−γ−2(ω−γ)) Theorem 5.25
Tab. 6.1.: Energy estimates for the solutions to problem (6.3)
Example 6.6. Let
m(t) =
µ
(1 + t) log(e+ t) ... log[k]
(
e[k] + t
) ,
where log[k] and e[k], k ∈ N, denote the iterated logarithm and the iterated Euler number,
respectively, already defined in Example 3.14. Then m satisfies the given assumptions.
Under the given assumptions on m we guess that a suitable energy for the solutions of (6.1)
satisfies generalized energy conservation as in Theorem 3.24 as well as Lp-Lq decay estimates
with wave type decay rate as in Theorem 3.26. This is a consequence of the results for the
scale-invariant problem and for the problem of wave type with m ∈ L1 stated in this thesis and
in the paper by Hirosawa/Reissig, [HR03, Theorem 7.3].
Furthermore, we cannot expect a scattering result as for problems with m ∈ L1. Though, we
conjecture that one can prove a so-called modified scattering result as done in a paper by Wirth
for problems with non-effective dissipation terms, [Wir06].
Sharpness of the estimates It still remains to verify that the energy estimates as well as the
Lp-Lq decay estimates which we derived within this thesis are sharp.
6.3.2. General questions for Klein-Gordon equations
Relation between wave equations with dissipation and Klein-Gordon equations In a series
of papers Wirth discussed energy estimates and Lp-Lq decay estimates for the damped wave
equation with time-dependent dissipation, [Wir04, Wir06, Wir07b]. The Cauchy problem for
this equation is written as
vtt −4v + b(t)vt = 0,
v(0, x) = v0(x), vt(0, x) = v1(x),
 (6.4)
with (t, x) ∈ R+ × Rn and b = b(t) denoting the time-dependent dissipation.
Let u = u(t, x) be defined as
u(t, x) := e
1
2
∫ t
0 b(r) dr v(t, x).
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Then u solves the Klein-Gordon problem (6.1) with the Cauchy data u0(x) = v0(x) and u1(x) =
1
2b(0)v0(x) + v1(x) and the mass term m being written as
m(t)2 = −1
4
b(t)2 − 1
2
b′(t).
In Section 2.4 we utilize this transformation in order to relate the results for the scale-invariant
Klein-Gordon equation (2.1) and the scale-invariant damped wave equation (2.20). In doing so
we have to restrict ourselves to the suitable parameters µ and σ, respectively. Thus, the question
arises which structural properties are translated between the Klein-Gordon equation (6.1) and
the wave equation with dissipation (6.4) for more general time-dependent coefficients m and b.
Klein-Gordon equations with terms of lower order We introduce the Klein-Gordon equation
with terms of lower order:
utt −4u+m(t)2u+ b(t)ut +
∑n
j=1 cj(t)∂xju = 0,
u(0, x) = u0(x), ut(0, x) = u1(x),

where we suppose that suitable assumptions on the time-dependent coefficients m, b and cj ,
j = 1, ..., n, are valid. Under which assumptions on the coefficients in the lower order terms
can we expect similar results as derived in this thesis? In which sense do these coefficients
influence the energy estimates as well as the Lp-Lq decay estimates? Can we expect a result
about scattering? This last question has for instance been studied by Mochizuki in [Moc07] for
some appropriate coefficients.
Coefficients depending on the space variable and the time variable Another problem is to
consider the Klein-Gordon equation with mass depending on t and x, i.e.
utt −4u+m(t, x)2u = 0,
u(0, x) = u0(x), ut(0, x) = u1(x).
 (6.5)
This has already been done by Colombini/Petkov/Rauch in [CPR09] for time-periodic poten-
tials having compact support with respect to the space variable. Furthermore in a paper
by Burq/Planchon/Stalker/Tahvildar-Zadeh the potential m(t, x) = µ|x| has been studied with
µ ∈ C, [BPSTZ03]. This problem seems to be a critical problem in the consideration of space-
dependent wave equations with potential. Principally, the study of problems (6.5) still remains
unsettled.

133
A. Notation
A.1. General notation
We use C to denote an arbitrary constant, sometimes depending on its suffices. It may differ at
each occurrence, unless explicitly stated otherwise.
The natural numbers N = {1, 2, ...} do not contain zero, therefore, we introduce additionally
the set N0 := N ∪ {0}. We use R+ to denote all non-negative real numbers and Rn is the set
of all vectors x = (x1, ..., xn)T with xj ∈ R, j = 1, .., n. Let the imaginary unit be denoted by
i =
√−1. Then complex numbers z ∈ C are given as z = Re z + i Im z, where Re z and Im z
denote the real part and imaginary part of z, respectively.
We use the following relations: let f, g be functions satisfying f ≤ C1g and f ≥ C2g for all
arguments, where C1, C2 are positive constants, then we use the notation f . g and f & g,
respectively. Moreover, when both relations are satisfied we write f ≈ g.
We use f(x) =O
(
g(x)
)
and f(x) = O (g(x)) as x→∞ for functions f, g with Landau symbol
O and O to denote that
lim
x→∞
∣∣∣∣f(x)g(x)
∣∣∣∣ = 0 and lim sup
x→∞
∣∣∣∣f(x)g(x)
∣∣∣∣ < ∞, respectively.
Frequently we make use of bracket symbols introduced as follows: by | · | we denote the
absolute value of a scalar expression and the Euclidean of a vector. Japanese brackets 〈x〉m
signify
√|x|2 +m2 with real x and m > 0, especially 〈·〉 := 〈·〉1. The expression [·] denotes the
integer part of a real number. For matrices we denote [·, ·] as the commutator for two matrices
and ‖ · ‖ as the row sum norm. Let X be a function space, then we denote by ‖ · ‖X the norm of
a function with respect to the norm on X.
For derivatives we use the operators Dxj := −i∂xj , j = 1, ..., n, for x ∈ Rn and, similarly,
Dt := −i∂t, t ∈ R+. Furthermore, let D denote −i∇x = −i(∂x1 , ..., ∂xn)T for x ∈ Rn. We write
∂tu = ut for a function u = u(t, ·) and 4 := 4x denotes the Laplace operator with respect to
x ∈ Rn. We use the multi-index notation: if α = (α1, ..., αn)T ∈ Rn+, then ∂αx := ∂α1x1 ...∂αnxn , where
|α| := α1 + ...+ αn.
For matrices we introduce the notation I for the identity matrix and 0 for the zero matrix in
Cn×n. Let A = (ai,j)i,j=1,...,n be a matrix in C
n×n. We use diagA to denote the diagonal matrix
with entries ajj ∈ R, j = 1, ..., n, on the diagonal. Moreover, trA signifies the trace of A, i.e.
the sum of the diagonal entries of A. Let f be a differentiable vector-valued function. Then Jf
denotes the Jacobian of f . We denote for i, j ∈ N0: δi,j = 1 if i = j and δi,j = 0 for i 6= j.
We write BR(x0) to denote the ball in Rn of radius R with centre x0 ∈ Rn. The notation
meas{·} is used to write the Lebesgue measure of a set. We use supp f to denote the support of
a function f .
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The Fourier transform for functions f ∈ S(Rn) or f ∈ L1(Rn) is defined as
fˆ(ξ) := F (f)(ξ) := (2pi)−
n
2
∫
Rn
e−ix·ξf(x) dx
and
F−1(f)(x) := (2pi)−
n
2
∫
Rn
eix·ξf(ξ) dξ.
For more general f , such as f ∈ L2(Rn), the corresponding natural definitions are employed.
Moreover, we often use F (f) and F−1(f) to denote the partial Fourier transform Fx→ξ(f) and
F−1ξ→x(f), respectively, with respect to the space variable x ∈ Rn.
Furthermore, we make use of the notation E(u)(t) to signify the energy to solutions u = u(t, x).
In particular EW(u)(t) and EKG(u)(t) denote the standard definition of wave type and Klein-
Gordon type energy, respectively. Furthermore in this thesis we use E(W)(u)(t), E(KG)(u)(t) and
E(µ)(u)(t) to denote specific energies.
A.2. Function spaces
We collect function spaces which are frequently used within this thesis:
Ck(Rn) space of k-times continuously differentiable functions,
C∞(Rn) space of infinitely often differentiable functions,
γ(s)(Rn) Gevrey class with parameters s ≥ 1,
C∞0 (Rn) = D(Rn) space of functions belonging to C∞(Rn) with compact support,
S(Rn) Schwartz space of rapidly decreasing functions, i.e.
S(Rn) := {f ∈ C∞(Rn) : supx∈Rn |xα ∂βxf(x)| <∞,∀α, β ∈ Nn0},
D′(Rn) space of distributions, continuous dual space to D(Rn),
S ′(Rn) space of tempered distributions, dual space to S(Rn),
Lp(Rn) Lebesgue space with parameters 1 ≤ p ≤ ∞,
W p,r(Rn) Sobolev space based on Lp(Rn), 1 < p <∞, with parameters r ∈ R,
Lp,r(Rn) Bessel potential space (see Section B.2), i.e. Lp,r(Rn) := 〈D〉−r Lp(Rn),
1 ≤ p <∞, r ∈ R,
L˙p,r(Rn) Riesz potential space, i.e. L˙p,r(Rn) := |D|−r Lp(Rn), 1 ≤ p <∞, r ∈ R,
Hr(Rn) Sobolev space based on L2(Rn): Hr(Rn) = L2,r(Rn),
H˙r(Rn) special Riesz potential space: H˙r(Rn) = L˙2,r(Rn),
Lqp(Rn) special subset of S ′(Rn) with parameters p, q ∈ R (see Section B.2),
M qp (Rn) space of multipliers with parameters p, q ∈ R (see Section B.2).
We often neglect to explicitly state that a function space is considered in Rn, i.e. we write
function space X instead of X(Rn).
We write L(X,Y ) to denote the space of bounded linear operators with respect to normed
spaces X, Y . The symbol s- lim signifies the limit in the strong sense in L(X,Y ).
We use SK{q, r} and T {q, r} with parameters K, q, r to denote spaces of functions with certain
conditions on their derivatives with respect to t ∈ R+ or ξ ∈ Rn, see Subsections 3.2.3 and 4.1.1.
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B.1. Confluent hypergeometric equations
In Chapter 2 we refer to explanations of the Kummer’s or the confluent hypergeometric equation.
This homogeneous linear differential equation of the second order is written as
zwzz + (β − z)wz − αw = 0 (B.1)
with the complex parameters α, β and has a regular singularity at z = 0 and an irregular
singularity at infinity. In this section all statements about confluent hypergeometric equations
and their solutions are based on works by Bateman/Erdélyi as well as Abramowitz/Stegun,
[BE53, AS84].
The functions wΦ,1(z) = Φ(α, β; z) and wΦ,2(z) = z1−βΦ(1 + α − β, 2− β; z) form (in case of
a non-integer β) the fundamental system of solutions to equation (B.1), where
Γ(β − α)Γ(α)
Γ(β)
Φ(α, β; z) =
∫ 1
0
ezttα−1(1− t)β−α−1dt
for Re β > Re α > 0. Here Γ(·) denotes the Gamma function. The solutions wΦ,1(z) and wΦ,2(z)
satisfy
wΦ,1(z)w
′
Φ,2(z)− w′Φ,1(z)wΦ,2(z) = (1− β)z−βez. (B.2)
Moreover, the following proposition offers us tools for investigating the function Φ = Φ(α, β; z).
Proposition B.1.
(i) Φ is an entire function in z.
(ii) Kummers transformation yields Φ(α, β; z) = ezΦ(β − α, β;−z).
(iii) The derivative dzΦ satisfies
(β − α)Φ(α− 1, β; z) = (β − α− z)Φ(α, β; z) + zdzΦ(α, β; z).
(iv) For small |z| ≤ N it holds |Φ(α, β; z)| ≤ C.
For large |z| it is helpful to present Kummers function Φ in terms of the Bessel function Jν
with parameter ν ∈ R (stated in the work by Abramowitz/Stegun, [AS84]) with appropriate
properties given by Watson in [Wat95, Section 7.2].
136 B. Basic tools
Proposition B.2. For α = ν + 12 , β = 2ν + 1 with ν /∈ Z and z = 2iτ we have
Φ
(
α, β; z
)
= Γ(1 + ν) eiτ
(
1
2τ
)−ν Jν(τ),
where Jν denotes the Bessel function. Moreover, for large τ we have
Jν(τ) ∼ sin
(
τ
)
aν(τ),
where
∣∣dmτ aν(τ)∣∣ ≤ Cm|τ |− 12−m , m = 0, 1, ..., and Cm = Cm(ν).
However, for an integer β the fundamental solutions wΦ,1, wΦ,2 are linearly dependent. Then
Kummer’s equation (B.1) is called the logarithmic case. For this problem the fundamental system
of solutions is given by wΨ,1(z) = Ψ(α, β; z) and wΨ,2(z) = ezΨ(β−α, β;−z). For Re β > Re α >
0 the function Ψ(α, β; z) corresponds to the integral representation
Γ(α)Ψ(α, β; z) =
∫ ∞
0
e−zttα−1(1 + t)β−α−1dt.
Then the Wronskian is written as
wΨ,1(z)w
′
Ψ,2(z)− wΨ,2(z)w′Ψ,1(z) = eεpii(β−α)z−βez, (B.3)
where ε = sgn Im z. Furthermore, we need some properties for the function Ψ = Ψ(α, β; z)
summarized in the following proposition.
Proposition B.3.
(i) Ψ is a single-valued function holomorphic in C \ {0}.
(ii) The derivative dzΨ satisfies
Ψ(α− 1, β; z) = (α− β + z) Ψ(α, β; z)− z dzΨ(α, β; z)
(iii) and
dzΨ(α, β; z) = −αΨ(1 + α, 1 + β; z).
(iv) For small |z| it holds
Ψ(α, 1; z) = − 1
Γ(α)
(ln z − ψ(α) + 2γ) +O(|z ln z|) ∼ sgn(Γ(α)) ln z,
where ψ(α) = Γ
′(α)
Γ(α) , γ is Euler’s constant and ln z denotes the complex logarithm.
(v) For large |z| the asymptotic behavior yields
|Ψ(α, β; z)| ≤ Cαβ|z|−Reα.
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B.2. Bessel potential spaces and multiplier spaces
We define the Bessel potential spaces Lp,r = Lp,r(Rn) as
Lp,r(Rn) =
{
f : f = (I −4)− r2 ∗ g, g ∈ Lp(Rn)
}
, r ∈ R,
with the norm ‖f‖Lp,r = ‖g‖Lp on Lp,r, see Adams/Hedberg in [AH96]. It can be shown that
C∞0 and S are dense in Lp,r and that the dual space of Lp,r is Lq,−r for r ∈ R, 1 < p < ∞,
1
p +
1
q = 1. An important result by Calderón, [Cal61], gives us a statement for the equivalence of
the Bessel potential spaces Lp,r and the Sobolev spaces W p,r for an integer r.
Lemma B.4 (Theorem of Calderón). For r ∈ N, 1 < p <∞ we have W p,r(Rn) = Lp,r(Rn) with
equivalence of norms, i.e. there is a constant C such that for all f
C−1‖f‖Lp,r ≤ ‖f‖W p,r ≤ C‖f‖Lp,r .
According to the work by Brenner and Pecher, [Bre75, Pec76], we can conclude the following
estimate.
Lemma B.5. Let us assume that K = K(t) is a real-valued function and a ∈ C∞0 (Rnξ ). Then,
there exists a positive integer M such that∥∥∥F−1 (eiK(t)|ξ|a(t, ξ))∥∥∥
L∞
≤ C(1 +K(t))−n−12
∑
|α|≤M
∥∥Dαξ a(t, ξ)∥∥L∞
with a constant C independent of t and ξ.
In order to handle the Lp-Lq estimates we state the important Riesz-Thorin interpolation
theorem, see e.g. the work of Racke, [Rac92].
Lemma B.6. Let the linear operator T satisfy
T : Wn,1 −→ L∞, bounded with norm M0,
T : L2 −→ L2, bounded with norm M1.
There also exists a constant C = C(p, n) such that
T : WN,p −→ Lq, bounded with norm M ≤ CM1−ϑ0 Mϑ1
with 1 < p < 2, 1p +
1
q = 1, ϑ =
2
q , N ∈ N and N > n(1− ϑ).
In particular in Section 2.3 we refer to Lemma 3 in the work by Brenner, [Bre75], which is
about interpolation.
Lemma B.7. Let a ∈ L1.
(i) If ‖F−1(a)‖L∞ ≤ C0, then ‖F−1(aF (u))‖L∞ ≤ C0‖u‖L1.
(ii) If ‖a‖L∞ ≤ C1, then ‖F−1(aF (u))‖L2 ≤ C1‖u‖L2.
138 B. Basic tools
(iii) If the assumptions of (i), (ii) are satisfied, then
‖F−1(aF (u))‖Lq ≤ CC1−ϑ0 Cϑ1 ‖u‖Lp
with 1 ≤ p ≤ 2, 1p + 1q = 1 and ϑ = 2q .
Finally, we can summarize Lemma 1 and Lemma 2 mentioned in Brenner’s paper, [Bre75], by
using some imbedding properties for the Besov spaces and the Lebesgue spaces. Therefore, let
{ϕj}j∈Z denote a dyadic decomposition with ϕj(y) = ϕ
(
2−jy
)
, where ϕ ∈ C∞0 and suppϕ ⊆[
1
2 , 2
]
.
Lemma B.8. Let a ∈ L∞(Rn) and assume that∥∥F−1 (aϕjF (u))∥∥Lq ≤ C‖u‖Lp
uniformly for all j ∈ Z with 1 < p ≤ 2, 1p + 1q = 1. Then there exists a constant A independent
of the function a such that ∥∥F−1 (aF (u))∥∥
Lq
≤ AC‖u‖Lp .
We close this section by introducing the multiplier spaces M qp as done by Hörmander, [Hör60].
First, let Lqp be the set of all distributions f ∈ S ′ with
‖f ∗ u‖Lq ≤ C‖u‖Lp
for u ∈ S, where the constant C is independent of u. Thus Lqp is isomorphic to a closed subspace
of the Banach space of all bounded linear mappings of Lp into Lq. The multiplier space M qp is
defined as the set of all Fourier transforms F (f) of distributions f ∈ Lqp. The elements F (f) ∈M qp
are called multipliers. In Chapter 4 we refer to the Hardy-Littlewood inequality, which is given
below.
Lemma B.9 (Hardy-Littlewood inequality, Hörmander, Theorem 1.11 in [Hör60]). Let F (f) be
a measurable function such that
meas{ξ : |F (f)(ξ)| ≥ τ} ≤ C τ−a
with 1 < a <∞ and a constant C. If 1 < p ≤ 2 ≤ q <∞ and 1p − 1q = 1a , then F (f) ∈M qp .
B.3. Further lemmas
An important, useful tool for energy estimates is Gronwall’s inequality.
Lemma B.10 (Gronwall’s inequality, see for instance Chicone, [Chi06]). Suppose that a < b
and let g, h and f be non-negative continuous functions defined on the interval [a, b]. Moreover,
suppose that g is differentiable on (a, b) with non-negative continuous derivative g′. If for all
t ∈ [a, b]
f(t) ≤ g(t) +
∫ t
a
h(r) f(r) dr,
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then
f(t) ≤ g(t) e
∫ t
a h(r) dr
for all t ∈ [a, b].
Let us consider the homogeneous linear system of ordinary differential equations
DtU = A(t)U (B.4)
with t ∈ R+.
Lemma B.11 (Liouville’s formula, see for instance Chicone, [Chi06]). Suppose that E = E(t, s)
is a matrix-valued solution of the system (B.4) on R+. Then
detE(t, s) = detE(s, s) ei
∫ t
s trA(r) dr
for 0 ≤ s, t.
In order to handle Volterra integral equations in [Wir05] Wirth proved the following lemma
which is inspired by Gripenberg/Londen/Staffans, [GLS90, Chapter 9.3, Theorem 3.6].
Lemma B.12. Consider the Volterra integral equation
f(t, p) = f(0, p) +
∫ t
0
k(t, τ, p)f(τ, p)dτ
with the kernel k = k(t, τ, p) and the initial value f(0, p) depending on a parameter p ∈ P ⊆ Rn.
Assume f(0, ·) ∈ L∞(P ), k ∈ L∞(R2+×P ) and
∫ t
0 |k(t, τ, p)|dτ ∈ L∞(R+×P ). Then there exists
a (unique) solution f(t, p) in L∞(R+ × P ).
An essential statement in the field of the functional analysis was proven by Banach and Stein-
haus (compare for instance the book of Heuser, [Heu92]):
Theorem B.13 (Theorem of Banach-Steinhaus). Let A,B be Banach spaces and suppose that
{Fn} is a sequence of continuous linear operators from A to B. Then Fn converges pointwise to a
continuous linear operator F : A→ B, i.e. Fnx converges to Fx for all x ∈ A or F = s- limFn,
if and only if
(i) the sequence of operator norms ‖Fn‖ is bounded;
(ii) the sequence Fnx converges to Fx for all x ∈M , where M is a dense subset of A.
For the method of stationary phase we refer to Morse’s Lemma. The following lemma was
proven by Yagdjian in [Yag97].
Lemma B.14 (Morse’s Lemma). Let ϕ = ϕ(ξ) ∈ C∞(Ω), Ω ⊂ Rn, be a real-valued function
and let ξ0 ∈ Ω be a non-degenerate stationary point of ϕ, i.e. ∇ξϕ(ξ0) = 0 and the Hessian
Hϕ(ξ0) is regular. Then there are neighborhoods V of 0 ∈ Rn and U of ξ0 and a diffeomorphism
H : U → V , η = H(ξ), such that
ϕ ◦ H−1(η) = ϕ(ξ0) + 1
2
(
η21 + ...+ η
2
r − η2r+1 − ...− η2n
)
.
Here, r and n − r are the numbers of the positive and negative eigenvalues, respectively, of the
Hessian Hϕ(ξ0).
140 B. Basic tools
B.4. Useful calculations and estimates
Proposition B.15. Let a = a(ξ), ξ ∈ Rn, be an arbitrarily often differentiable function. Then
∂αξ e
a(ξ) = ea(ξ)
|α|∑
j=1
∑
β1+...+βj=α
|βi|≥1,
i=1,...,j
j∏
i=1
∂βiξ a(ξ)
for all |α| ≥ 0.
Proof. We prove this proposition by induction with respect to |α|. For |α| = 1 we have
∂ξle
a(ξ) = ea(ξ)∂ξla(ξ)
for any l ∈ {1, ..., n} which provides the assumption.
Let us suppose that the equality is valid for all α = (α1, ..., αn)T with |α| = k. Now, we
define α+ := α + el, where el is the lth unit vector, l ∈ {1, ..., n}. By executing straightforward
calculations we can verify
∂α
+
ξ e
a(ξ) = ∂ξl ∂
α
ξ e
a(ξ)
= ea(ξ)
( |α|∑
j=1
∑
β1+...+βj=α
|βi|≥1,
i=1,...,j
∂ξla(ξ)
j∏
i=1
∂βiξ a(ξ) +
|α|∑
j=1
∑
β1+...+βj=α
|βi|≥1,
i=1,...,j
∂ξl
j∏
i=1
∂βiξ a(ξ)
)
= ea(ξ)
|α+|∑
j=1
∑
γ1+...+γj=α
+
|γi|≥1,
i=1,...,j
j∏
i=1
∂γiξ a(ξ).
Proposition B.16. Let x, y ∈ R+ with y ≥ x + b and x ≤ a where a, b are positive constants.
Then there exists a positive constant C = C(a, b) such that
f(x, y) :=
y〈x〉g − x〈y〉g
〈y〉g ≥ C > 0,
where 〈x〉g :=
(
x2 + g
) 1
2 with constant g ≥ 12 .
Proof. Obviously, f is a continuously differentiable function. Moreover, the derivatives satisfy
∂xf =
xy
〈x〉g〈y〉g − 1 < 0, ∂yf =
〈x〉g
〈y〉3g
> 0
such that there does not exist a local extremum of f . Thus, we estimate the function f as follows:
f(x, y) =
y
〈y〉g 〈x〉g − x ≥
y
〈y〉g 〈a〉g − a ≥
a+ b
〈a+ b〉g 〈a〉g − a
≥ a+ b〈a+ b〉 1
2
〈a〉 1
2
− a = Ca,b > 0.
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