ABSTRACT This paper is a follow-up to Irigoin and Triolet's earlier work and our recent work on tiling. In this paper, tiling is discussed in terms of its e ects on the dependences between tiles, the dependences within a tile and the required dependence test for legality. A necessary and su cient condition is given for enforcing the data dependences of the program, while Irigoin and Triolet's atomic tile constraintis only su cient. A conditionis identi ed under which both Irigoin and Triolet's and our constraints are equivalent. The results of this paper are discussed in terms of their impact on dependence abstractions suitable for legality test and on tiling to optimise a certain given goal.
Introduction
Blocked algorithms are widely known to achieve high performance on parallel computers with a memory hierarchy 8;9 . Tiling is a loop transformation that a parallelising compiler can use to automatically create blocked versions of programs (e.g., linear algebra code) 12;22;24 . The compiler can choose tiles so that cache locality of the program is improved 4;6;10;13;19;21;23 and communication between processors reduced 3;15;17;18 .
As tiling emerges as a viable loop transformation, it is becoming increasingly important to understand various properties of tiling when it is used to restructure a loop nest. This paper is a follow-up to Irigoin and Triolet's earlier work 12 and our recent work 25 .
We provide answers to several important but previously unanswered questions and discuss some problems that we intend to pursue in the future work.
In this paper, we consider perfectly nested loops with dependences represented as distance or direction vectors. We restrict ourselves to the parallelepiped tiling -a special case of monohedral tilings 20 , where all tiles are parallelepipeds of the same size and shape. We use D 2 Z Z n m to denote the dependence matrix whose columns are all m dependence vectors of a loop nest. Sometimes we abuse the notation by using D as if it was a set consisting of all m dependence vectors of the loop nest. Therefore, when writing d 2 D, we mean d is a column of D. As is customary, 0 and 1 represent all-zero and all-one matrices or vectors of appropriate sizes, respectively. The notation denotes the usual lexicographic order "larger than" on vectors, and other lexicographic order operators like < , and 4 are also used in the usual sense. All lexicographic order operators on two matrices are column-wise. All relational operators on two matrices (or vectors) are element-wise. b c and d e are the usual floor and ceiling operators, respectively; their applications on a matrix (or vector) are element-wise. For example, if A is an n m matrix, bAc < 0 means that for every column a k = 2 4 a 1;k . . . a n;k In their seminal work 12 , Irigoin and Triolet modeled a parallelepiped tiling by a matrix transformation H 2 Q n n that divides the iteration space into parallelepiped tiles by systems of hyperplanes. Geometrically, the rows of H are the normals to the faces of a parallelepiped tile. Irigoin and Triolet imposed three constraints on H: H is non-singular, ensuring that the tile size is bounded, i.e., that all dimensions of the iteration space are tiled;
H ?1 2 Z Z n n is integral, ensuring that all tiles contain the same number of iterations;
HD > 0, ensuring that no cyclic dependences exist between tiles. This is known as the atomic tile constraint and was introduced to facilitate the scheduling of tiles on parallel computers. Each tile is an atomic unit of work to be scheduled on a processor. Once a tile is scheduled, it runs to completion without preemption. As discussed in Section 5, this constraint is sufficient but not necessary to preserve the data dependences of the program.
In this paper, we define tiling as a one-to-one matrix transformation from Z Z n to Z Z 2n , where n is the depth of a loop nest. We discuss tiling in terms of its effects on the dependences between tiles, the dependences within a tile and the required dependence test for legality. We characterise how the set of dependence vectors for a loop nest is transformed by a given tiling transformation. In the special case of rectangular tilings, the closed-form transformed dependences are provided. While Irigoin and Triolet used HD > 0 as a sufficient condition, this paper gives bHDc < 0 as a necessary and sufficient condition for legality of a tiling. We show that both HD > 0 and bHDc < 0 are equivalent if jHDj < 1.
We discuss the implications of our results on dependence abstractions suitable for legality test and on tiling to optimise a certain given objective function.
Data Dependence Vectors
The data dependence vectors in D for a loop nest can be computed using standard dependence analysis techniques 2;11;14;24 . A dependence vector for an n-deep perfect loop nest is an n-vector d = (d 1 ; :d n ), where the k-th entry d k corresponds to the k-th loop (counting from outermost to innermost). Each entry d k can take two kinds of values:
Distance: d k 2 Z Z is an integer value. Direction: d k 2 f<; 6; >; >; g is a direction value 24 . Note that '=' and '6 =' are not used here: '=' can be denoted as 0 and '6 =' refined and represented by '<' and '>'. A dependence vector is called a distance vector if all its entries are integers, and a direction vector otherwise. Often direction vectors have to be used when some dependences cannot be represented as a finite number of distance vectors. 
Tiling Transformation
Tiling decomposes an n-dimensional loop nest into a 2n-dimensional loop nest, where the outer n tile loops step between tiles and the inner n element loops step the points within a tile. When tiling an n-dimensional iteration space, all tiles are n-dimensional parallelepipeds of the same size and shape. We call the tile at the origin the fundamental tile. Since all tiles are translations of the fundamental tile, a tiling transformation can be characterised by means of characterising the fundamental tile. As an n-dimensional parallelepiped, the fundamental tile can be defined either by an integral matrix P 2 Z Z n n whose columns are its n edge vectors emitting from the origin or by a rational matrix H 2 Q n n whose rows are the normal vectors to its n faces adjoining at the origin. P and H has the relationship: P = H ?1 . Figure 1(b) shows the H and P for the rectangular tiling shown in Figure 1 (a).
A tiling for an n-deep loop nest is a mapping from Z Z n to Z Z 2n :
: Z Z n ?! Z Z 2n ; (I) = bHIc I ? H ?1 bHIc (1) where bHIc identifies the coordinates of the tile (in the column basis of H ?1 ) that I is mapped to, and I ? H ?1 bHIc gives the coordinates of I within that tile relative to the tile origin bHIc (in the basis of the original iteration space but translated by ?bHIc). In (1), is completely specified by H. We shall speak of H as a tiling transformation.
To ensure that all tiles contain the same number of iterations, it is required that P =
By the definition of (1) 
Transformation of Dependence Vectors
The dependence vectors in D enforce a partial order on the execution of the iterations for a loop nest. This partial order summarises all iteration-reordering constraints imposed by data dependences. As an iteration-reordering transformation, a tiling may change the execution order of the iterations for a loop nest, but it must not violate any data dependence constraints. This section discusses how to construct the transformed set of dependence vectors D 0 .
Unlike a unimodular transformation, a tiling may map a single dependence vector to more than one dependence vector. This is illustrated in Figure 2 .
Distance Vectors
Let be the iteration space of a loop nest. According to (1) A practical approach is to use our component arithmetic to operate on direction vectors directly: 
Transformed Dependences
Hence, all dependences in the tiled program can be found using the following theorem. where the first four columns are mapped from (1; 1) and the last two from (1; 0). In both of these two examples, the tiling transformation H in Figure 1 From Theorem 2, the dependences between tiles and those internal to a tile can be derived. 
Legality Test
Irigoin and Triolet's atomic tile constraint HD > 0 is only sufficient for enforcing legality of a tiling H. This section introduces bHDc < 0 as a necessary and sufficient condition. In addition, we show that HD > 0 and bHDc < 0 are equivalent if jHDj < 1. We provide a geometric interpretation of jHDj < 1 and discuss its implications on dependence abstractions suitable for legality test. These results allow us to understand why Irigoin and Triolet's atomic tile constraint HD > 0 has often been used in tiling uniform dependence loops, i.e., nested loops with all dependences representable solely as distance vectors. We are given that bHdc < 0. By further using 0 6 HI, we obtain bH(I + d)c < 0. For each fixed but arbitrary I that satisfies 0 6 HI < 1, it suffices to show that and the tiling is indeed legal by Definition 1.
HD > 0 defines a system of linear inequalities while bHDc < 0 is non-linear. Therefore, we prefer to use HD > 0 when tiling to optimise a certain given objective function. We describe below a theorem that, along with one immediate corollary, allows HD > 0 to be used equivalently in place of bHDc < 0 for an important class of programs that includes uniform dependence loops as a special case. In this theorem, however, jHDj < 1 is not necessary to establish (3). To illustrate this and the theorem itself, let us consider Examples 1 and 2 again. In both examples, the same tiling matrix H in Figure 1 1. Distance vectors are preferable over direction vectors. Two reasons can be identified in favour of using distance vectors as a dependence abstraction for tiling. First, the transformed dependences for distance vectors can be computed exactly. Second, the distance vectors can potentially validate jHDj < 1 so that according to Theorem 4, the linear constraints HD > 0 can be used for legality test.
If Consider a double loop from 12 :
with the dependences specified as both direction vectors and a dependence cone:
R is more precise than D. To see this, we note that the tiling transformation
is legal if R is used but will be rendered as illegal if D is used. In addition, due to Corollary 1, R may enable HD > 0 to be used for legality test.
However, the dependence cone abstraction is not without problems. First, the dependence cone conservatively approximates the dependences of a loop nest, reducing the search space for legal tilings. Second, the dependence cone for the tiled program can be very imprecise, since the lengths of the sides of a tile are not represented in the cone. This can be relaxed somewhat if the dependence polyhedron abstraction is used 7;26 . Further research in this area is needed.
2. HD > 0 can be used for tiling uniform dependence loops. Prior work on tiling uniform dependences loops has used HD > 0 exclusively to enforce the data dependences of the programs in the class 3;25 . In practice, the tile size is sufficiently larger than the magnitudes of distance vectors (which have small integers only 11 ). This means that all distance vectors are contained within the fundamental tile, implying that jHDj < 1 in Theorem 4 is satisfied. Hence, in practice, HD > 0 can be used to enforce the dependences of uniform dependence loops sufficiently and necessarily.
Tiling Nested Loops
When enforcing the data dependences of a program, bHDc < 0 is exact but non-linear, but the converse is true for HD > 0. This section discusses how to use both constraints to advantage when tiling to optimise a certain given goal. We illustrate the basic idea by finding tilings that require a minimal amount of communication between processors.
The problem of minimising communication between processors for uniform dependence loops was studied in 3;17;19;25 . The size (computation volume) of a tile for a tiling transformation H is V comp (H) = 1 jdet(H)j . Given the tile size as an input design parameter, the problem of finding a tiling that induces the minimal amount of communication between tiles was formulated as a combinatorial problem: with the following dependences:
If D is used in (4), the optimal tiling is found to be: H = The dependences of the program are:
Again by ignoring N ?1
, we obtain the following optimal tiling: So the results of this paper can be used to deal with nested loops that are uniform once a few global dependences are disregarded. One future work is to apply the results in this paper to tile general nested loops with dependences represented as direction vectors.
Code Generation
The tiled program consists of 2n loops with the outer n tile loops iterating over tiles and and the inner n elements loops stepping through the points within a tile. When generating the tiled program to implement a tiling transformation, care must be taken to deal with the tiles at the border of the iteration space. A border tile may have its origin located outside the iteration space or contain less points than a tile inside the iteration space or both.
Several code generation approaches have been proposed 1;12;21 . Ancourt and Irigoin's approach 1 constructs the tiled program by scanning linear constraints representing the tiled iteration space such that the tile loops never iterate over non-empty tiles. On the other hand, Wolf and Lam's approach 21 is simpler and faster but results in the execution of empty tiles at run time. In the case when the iteration space is irregular, many empty tiles may be created. Wolf and Lam's approach generates the tile loops to scan the points in the smallest rectangle enclosing the iteration space and then constructs the element loops to scan the points confined within a tile and the iteration space.
A tradeoff between the two approaches is possible. Let BI 6 b define the iteration space of an n-deep loop nest, where I 1 ; ; I n are n loop variables (counted from outermost to innermost). In (1), H can be expressed as: 1. Creating the tile loops. There are two approaches to generating the limits for the tile loops. If we disallow the tile loops to create any empty tiles, then we may use Ancount and Irigoin's algorithm 1 , Feautrier's PIP 5 or Pugh's Omega system 16 .
Otherwise, Fourier-Motzkin elimination or similar algorithms may be used. In the second approach, the empty tiles created are never one tile away from the border of the iteration space, as may be the case when Wolf and Lam's approach is used. 2. Creating the element loops. There are two approaches depending on whether the loop body needs to be modified or not. The first approach generates the limits for the element loops from (6) using any of the existing algorithms mentioned above. In this case, we must substitute for I 1 ; ; I n from (5) where I 1 ; ; I n will be used as the loop variables for the element loops.
Conclusion
In this paper, we discussed how to calculate the transformed dependences after a tiling transformation is applied. While Irigoin and Triolet's atomic tiling constraint is sufficient, this paper gave a sufficient and necessary condition to check the legality of a tiling transformation. A condition was also identified under which both Irigoin and Triolet's and our constraints are equivalent. The results of this paper were discussed in terms of their implications on dependence abstractions suitable for legality test.
Prior work has shown that tiling is very useful in improving cache locality and parallelism of a program. The results of this paper can be used to find optimal tilings to optimise a given goal. This paper demonstrated this by finding communication-minimal tilings for nested loops that are uniform if a few global dependences are disregarded.
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