We consider depth of derivations as a complexity measure for synchronized and ordinary context-free grammars. This measure differs from the earlier considered synchronization depth in that it counts the depth of the entire derivation tree. We consider (non-)existence of trade-offs when using synchronized grammars as opposed to non-synchronized grammars and establish lower bounds for certain classes of linear context-free languages.
Introduction
Context-free languages are among the best studied and understood families of formal languages. Unfortunately, their generative power is insufficient to model many important phenomena of formal and natural languages, see e.g. [1] . Contextsensitive languages, the next level in the Chomsky-hierarchy, are so powerful that they become difficult to handle. For this reason different extensions of context-free grammars have been proposed, see e.g. [1] [2] [3] , in order to increase the generative capacity while maintaining as many of the desired properties of context-free languages as possible.
In [4] , H. Jürgensen and K. Salomaa introduced a new extension of context-free grammars, synchronized context-free (SCF) grammars as well as block-synchronized context-free (BSCF) grammars, in which independent paths in a contextfree derivation can communicate in order to synchronize. Different aspects of SCF and BSCF grammars were studied in [4] [5] [6] [7] . Measuring the amount of synchronization in SCF grammars and languages by functions was done in [8, 9] , where the number of situation symbols and the lengths of the situation sequences were used as measures. The idea of synchronization as a method of communication was proposed in a similar way for automata in [10] .
In this paper we now count the total depth of the derivation trees, i.e. the non-synchronized nonterminals are counted as well. For each context-free language this yields two different depth functions, one if the usage of situation symbols is allowed, and another (potentially different) one if the grammar has to be context-free. Please recall, that the depth and count functions for context-free languages as discussed in [9, 8] are always constant, due to the fact that only synchronized nonterminals are being counted.
We investigate for which classes of languages the added synchronization feature introduces significant savings with respect to the depth of derivation trees. We show that non-bounded context-free languages that are structured in a certain way always require linear depth when generated by a context-free grammar. We also answer an open problem from [9] by providing an SCF grammar with a depth synchronization function outside of the known hierarchy.
Similar measures of derivation complexity were also discussed in [11] [12] [13] , and it was conjectured in [12] that all contextfree non-regular languages need linear derivation depth. In [14] this conjecture was disproven and a hierarchy of contextfree languages that require sublinear depth was given.
Preliminaries
Let N and N + be the set of non-negative and positive integers, respectively, and let R + be the set of non-negative real numbers. An alphabet A is a finite, non-empty set of symbols. The set of all words over A is denoted by A * , and this set contains the empty word, λ. The set of all words over A of length at most m for some m ≥ 0 is denoted by A ≤m . A language L over A is any subset of A * . For a word x ∈ A * let |x| denote the length of x. We say x is a prefix of y, denoted by x ≤ p y if y = xu for some word u ∈ A * . For a word |w| = n and 1 ≤ k ≤ n we denote by w(k) the kth letter of w. We use ⊆, ⊂ and \ to denote subset, proper subset and set difference.
For alphabets A and B, a morphism (anti-morphism) from A to B is a mapping ϕ : The set of leaves of t is denoted by leaf(t). The subtree of t at node µ is t/µ. The set of subtrees of t is sub(t) = {t/µ | µ is a node of t} which we extend to sets of trees T by sub(T ) = t∈T sub(t). Note that there could be several isomorphic subtrees of t. When there is no confusion, we refer to a node simply by its label.
Nodes of a tree t that are not leaves are called inner nodes of t. The inner tree of t, inner(t) is the tree obtained from t by cutting off all the leaves. The yield of an A-labelled tree t, yd(t), is the word obtained by concatenating the labels of the leaves of t from left to right; the leaves are ordered by the lexicographic ordering of N * . For µ ∈ dom(t), path t (µ) is the sequence of tree nodes occurring on the path from the root of t to the node µ. By abuse of notation and when there is no potential for confusion we also use path t (µ) to refer to the sequence of symbols from A occurring on the path from the root of t to the node µ. The size of a tree t, size(t), is the number of nodes in the tree, and the depth of t is the length of the longest path in t, i.e. depth(t) = max{|path t (µ)| | µ ∈ t)}.
A context-free grammar is denoted by G = (N, T , P, I), where N and T are disjoint alphabets of nonterminals and terminals respectively, I ∈ N is the initial nonterminal, and P is a finite set of productions of the form X → w where X ∈ N and w ∈ (N ∪ T ) * . Derivations of context-free grammars can be represented as trees.
Let G = (N, T , P, I) be a CF grammar. A (N ∪ T ∪ {λ})-labelled tree t is a derivation tree of G if it satisfies the following conditions.
(1) The root of t is labelled by the initial nonterminal, that is, t(λ) = I. (2) The leaves of t are labelled by terminals or by the symbol λ.
If one of the successors is labelled by λ, then k = 1 and t(µ) → λ ∈ P.
The set of derivation trees of G is denoted by T (G). The derivation trees of G are in one-to-one correspondence with the equivalence classes of derivations of G producing terminal words, and thus L(G) = {yd(t) | t ∈ T (G)}. Above, in the word yd(t), we identify occurrences of the symbol λ with the empty word.
We use a regular expression and the language generated by it synonymously throughout this paper.
The family of regular and context-free languages are denoted by L(REG) and L(CF), respectively [15] [16] [17] . The family of ET0L (extended tabled Lindenmayer systems without interaction) languages is denoted by L(ET0L) (see [18, 19] ).
We use asymptotic representations of functions as defined in [20] . As the definition of Ω given in other publications might differ we explicitly define only Ω, please see [20] for the definitions of O and Θ. 
Synchronized context-free grammars and languages
In this section the definitions of synchronized context-free grammars as originally given in [4] are stated and the measures of derivation complexity that are investigated in this paper are defined.
Definition 1.
A synchronized context-free grammar (shortly SCF) is a five-tuple
) is a context-free grammar and V , S and T are the alphabets of base nonterminals, situation symbols and terminals, respectively. The alphabet of nonterminals is V × (S ∪ {λ}), where elements of V × S are called synchronized nonterminals and elements of V × {λ} are called non-synchronized nonterminals which are usually denoted by their base nonterminals only. We define the morphism h G : (V × (S ∪ {λ}))
Essentially an SCF grammar is a context-free grammar where the nonterminals are pairs of base nonterminals and situation symbols. The sequences of situation symbols are used as a method of limited communication. A tree t is a derivation tree of an SCF grammar if it is a derivation tree of the underlying context-free grammar. Definition 2. Let G be an SCF grammar. For a derivation tree t of G, t 1 = inner(t) and a node µ ∈ leaf(t 1 ), the synchronizing sequence (sync-sequence) corresponding to µ is seq t 1 (µ) = h G (path t 1 (µ)). Also, define seq t = {s | seq t 1 (µ) = s, µ ∈ leaf(t 1 ) and s ∈ seq t 1 (µ ), µ ∈ leaf(t 1 ) implies |s | ≤ |s|}. If this set is a singleton, we use seq t to refer to the element in the set. Now we define which derivation trees of the underlying context-free grammar are considered valid derivations of an SCF grammar. There are two derivation modes for SCF grammars, namely equality and prefix mode. In the former the situation sequences along all paths of the inner tree have to be equal, while the situation sequences of the inner tree have to be pairwise in prefix relation in the latter mode. We say, w 1 p w 2 (w 1 e w 2 ) if and only if w 1 and w 2 are in prefix relation (are equal).
Definition 3.
Let G = (V , S, T , P, I) be an SCF grammar and z ∈ {p, e}. A derivation tree t of G is said to be z-acceptable if, for each µ, ν ∈ leaf(inner(t)), seq inner(t) (µ) z seq inner(t) (ν). The set of z-acceptable derivation trees of G is denoted by T z (G).
The families of z-SCF languages, for z ∈ {p, e}, and SCF languages are denoted by
Notice that if t is an e-or p-acceptable derivation, then seq t is a singleton. The following example should help us to clarify the definitions.
) be an SCF grammar where P contains, for i, j ∈ {1, 2}, the following productions:
The following tree is a derivation tree of the underlying context-free grammar:
This tree is e-and p-synchronized with respect to G, as all the situation sequences are equal. In e-mode G generates the
It was proven in [4] that SCF grammars in p-and e-synchronization mode generate the same family of languages,
In [6] it was proven that SCF grammars generate the family of ET0L languages, i.e. L(SCF) = L(ET0L), and that given an SCF grammar and a derivation mode one can effectively construct an equivalent ET0L system and vice versa. The length synchronization context-free grammars of [21] have the same generative capacity.
Derivation complexity
We define four new measures for the descriptional complexity of context-free and synchronized context-free grammars and languages, the count and the depth in either synchronized or non-synchronized mode.
Definition 6. Let t be a derivation tree. Then ||t|| c is the number of nodes in inner(t) and ||t|| d is the length of the longest path in inner(t), i.e. the depth of the tree.
Definition 7.
Let G be a context-free grammar. The non-synchronized derivation count (respectively depth), indicated by
Let G be a synchronized context-free grammar and let z ∈ {e, p}. The synchronized derivation count (respectively depth), indicated by y ∈ {c, d}, of a word w
The above definitions are extended to grammars and languages similar to [9] .
Definition 9. Let G be a context-free grammar. The non-synchronized count (respectively depth) derivation function
Definition 10. Let G be an SCF grammar. The synchronized count (respectively depth) derivation function (s,
Note that, for an SCF grammar G, z ∈ {p, e} and y ∈ {c, d}, both functions (s, y) z -der G (n) and (/ s, y)-der G (n) are always monotonically increasing. In order to make the following definitions more compact we sometimes add the subscript z to the non-synchronized functions without changing the meaning.
Definition 11.
Let L ∈ L(SCF) and z ∈ {e, p}, y ∈ {c, d}, x ∈ {s, / s}. Let f : N → N be a function. We say that the (x, y) z -synchronization measure of L has
Note that the existence of a representative grammar for each language does not follow from the definition.
Overview of synchronization functions
The synchronization measures defined in [8, 9] measure the derivation complexity of SCF grammars by counting the synchronized nonterminals in the longest path (for depth-synchronization functions) or by counting the synchronized nonterminals in the entire tree (for count-synchronization functions). Note that this differs from Definitions 9 and 10 both of which measure the size or depth of the entire derivation tree of a synchronized grammar.
Analogously with Definitions 10 and 11, the synchronization measures of [8, 9] have four variants for any SCF language L, namely,
for y ∈ {c, d}, representing count and depth as above, and z ∈ {e, p}, representing prefix and equality synchronization modes as above. For the formal definitions see [9] .
The known upper and lower bounds for synchronization measures are summed up in the following theorem. 
For depth synchronization measures a strict hierarchy was shown to exist in [9] .
In [9] it was left as an open problem whether there even exists an SCF grammar with a synchronization function different from the functions stated in the previous theorem. In Section 5 we show that there exists such a grammar. 
Partial characterization results
The following result can be proven easily by modifying the proofs of some results in [8, 9] for our current definitions of depth and count. Theorem 14. Let x ∈ {s, / s}, y ∈ {c, d}, z ∈ {e, p} and let L be an SCF language. Then
In the case of non-synchronized count-derivation functions we obtain stronger results than those known for countsynchronization functions [8] .
Proof. It is obvious that (/ s, c)-der L ∈ Ω(n). Furthermore, every context-free grammar G in Chomsky normal form has (/ s, c)-der G ∈ Θ(n).
We now establish a connection between the measures used in this paper and the ones used in [8, 9] . 
Proof. There exists an SCF grammar G for L with (s, y) z -der G ∈ O(f ). Then obviously (y, z)-synch G ∈ O(f ), which implies the statement.
It is obvious from Lemma 14 that the converse implication does not hold for any context-free language. We also provide a counterexample for the converse implication for non-context-free languages at the end of Section 4.3.
The following facts are known from [12] .
In [12, 13] it is conjectured that all context-free non-regular languages require linear derivation depth when generated with a context-free grammar.
We proceed to extending the results from [13, 14] by showing that a certain subclass of context-free languages always need context-free grammars with linear depth to generate them. For each regular language Q , we define L Q = {ww 
∈ Ω(n), then for all r ∈ N there exists r 0 ≥ r and there exists w ∈ L with |w| = r 0 , such that the optimal derivation tree t w for w has a subtree t w with r < |yd(t w )| and $ / ∈ yd(t w ) (Fig. 1) .
Proof. Without loss of generality assume G to be in Chomsky normal form (which only increases the depth by a linear
Assume that the lemma statement is not true. Then there exists an r ∈ N, such that for all r 0 ≥ r and all w with |w| = r 0 , the optimal derivation tree t w for w does not have any subtree t w with r < |yd(t w )| and $ / ∈ yd(t w ).
In other words, if t w is a subtree of t w , then t w does not satisfy both r < |yd(t w )| and $ / ∈ yd(t w ). Consider the path from the root of t w to the node µ that generates the leaf labelled by $. Then, because of Chomsky normal form, there are exactly p = |path t w (µ)| nodes in the tree that are direct children of nodes in path t w (µ) and all these nodes are labelled with nonterminals. Let T be the set of subtrees of t w having one of these nodes as the root. For all trees t ∈ T we have |yd(t )| $ = 0, thus we must have r > |yd(t )|. But then the longest path through the derivation tree t w has to have at least length p > ∈ Ω(n).
∈ Ω(n). Then, by Lemma 18, there exists an infinite number of subtrees of derivation trees that do not contain the $ sign in their yield. As the set of nonterminal symbols is finite, this implies that there exists a nonterminal A, such that there are derivation trees t 1 , t 2 ∈ T (G), with subtrees t 1 , t 2 , respectively, such that the root of both t 1 and t 2 is labelled A and yd(t 1 ) = yd(t 2 ) and neither yd(t 1 ) nor yd(t 2 ) contain the $ sign.
Then we can substitute t 2 for t 1 in t 1 , thus creating another derivation tree t 12 
By the linear upper bound of Theorem 14 we obtain the following corollaries. 
We also obtain the following.
Corollary 21.
Let L be a linear language such that L = {ϕ 1 (w)$ϕ 2 (w R )} for some infinite regular language Q and linearlyerasing morphisms ϕ 1 and ϕ 2 . Then we have (/ s, d)-der L ∈ Θ(n).
SCF grammars for CF languages
We now look at the total depth in SCF grammars which generate context-free languages. This can tell us how much a context-free language can be compressed by using an SCF grammar to generate it. It was shown in [12] that the amount of compression (with respect to the depth) varies immensely depending on the language. Namely L 1 = {a n b n | n ∈ N} can be compressed to having logarithmic depth when using an SCF grammar (they show this for an E0L system), while 
The following tree t is an e-synchronized derivation tree of G.
We have yd(t) = a 5 b 5 and t has situation sequence s 1 s 0 s 1 . In e-mode, G generates L e (G) = {a n b n | n ∈ N} and, as n is encoded in binary, we have (s, d) e -der G ∈ Θ(log n).
It is obvious that we can also generate all non-context-free languages of the form a n 1 a n 2 · · · a n k with logarithmic synchronized derivation depth in a similar way. 
The following is an alternative construction to establish
(s, d) z -der L 2 ∈ Θ(n) by using the result (d, z)-synch L 2 ∈ Θ(n) from [9], where L 2 = {w$w | w ∈ {0, 1} * }. Lemma 23. (s, d) z -der L 2 ∈ Θ(n), for z ∈ {e, p}.
Proof. Let
∈ Ω(n). By [8] we can assume G to be λ-free. In the following we construct an SCF grammar G = (V , S , T , P , I) with L z (G ) = L 2 . As usual we denote the sets of all nonterminals of G and G by N = V × (S ∪ {λ}) and N = V × (S ∪ {λ}, respectively. The idea of the construction of G is to reverse the second half of the words in L 2 . To do that, the path leading to the $ middle-marker has to be ''split'' into two paths, one in the middle of the word, which only generates the symbols to the left of the marker in the original grammar and eventually the marker itself and another path at the end of the word that generates the mirror images of the symbols to the right of the marker. These two paths have to be synchronized to ensure that they always generate symbols according to the same rule. To do that the situation symbols of the new grammar are pairs of the old situation symbols and production labels which are used only to synchronize the two parts of the $-path. Furthermore we have to guess during the application of a production to the $-path, which of the generated nonterminals will eventually derive the $ marker. This has to be the same in both paths. Fig. 2 illustrates how a derivation tree of G is converted into a derivation tree of G .
We assign unique production labels R = {r 1 , r 2 , . . . , r |P| } to the productions in P and we define m to be the maximal length of the right-hand sides of productions in P.
The second coordinate of the new situation symbols is used to synchronize the two halves of the path ending in the $ sign in the original grammar. At each derivation step the two nonterminals representing the left and right half of the $-path have to communicate which production they are using (indicated by the subscript i) and which nonterminal is guessed to be the one that will derive $ (indicated by k).
The productions of G are defined so that for nonterminals on the two $-paths (where the first component of the nonterminal has subscript $) a production in P simulates the production of G that is determined by the second coordinate of the situation symbols. For nonterminals where the first component is not of the form A $ orĀ $ , the productions of P are independent of the second components of the situation symbols We define morphisms ϕ
The morphism ϕ only adds the second coordinate of the situation symbol, while the anti-morphism θ also labels the nonterminals as being in the second half of the word (i.e. after the nonterminal that eventually derives the $-sign).
At the beginning of a derivation we guess which nonterminal will eventually derive the $-sign and split the derivation tree accordingly, as shown in Fig. 2 . Thus, for all productions
For nonterminals that are not labelled by $, we just copy the productions of G, change the situation symbols so that they are now pairs as discussed above, and if the nonterminal appears in the second half of the derivation tree (i.e.
after the $-sign we also reverse the right-hand side of the production. Thus, for all productions
If a nonterminal is labelled by the $-sign, then the second coordinate of the situation symbol tells us (1) which production we have to use next (through the label i) and (2) which nonterminal on the right-hand side will carry the $-sign label at the next derivation layer (through the label k). This way we are making sure that the two paths labelled by the $-sign are actually behaving like the two halves of the path leading to the $-sign in the original derivation. For all i and
The paths labelled by $ can only terminate if the current production label (indicated by i) (1) belongs to a terminating production and (2) derives the dollar sign at the precise position indicated by k. Thus, for all i and k, 1 ≤ i ≤ |P|, 1 ≤ k ≤ m such that the production labelled r i is of the form
It is easy to see that G generates L 2 and that (s,
, but this is a contradiction as it was shown in [9] 
Note that both languages L 1 and L 2 are deterministic linear languages and that both of them can be generated with a context-free grammar that only uses one nonterminal. Thus, derivation complexity seems to be a substantially different measure of descriptional complexity, than the measures usually considered in the literature.
We can now also give an example of a non-context-free language for which the derivation depth is greater than the synchronized depth.
concatenation of a context-free language and a non-context-free language for which has logarithmic synchronized depth by Example 22. On the other hand, Lemma 23 implies that (s, d) z -der L ∈ Θ(n).
Context-free languages with logarithmic depth
We now look at subfamilies of context-free languages, the synchronized depth of which is logarithmic, even though they require linear depth when being generated by a context-free grammar. We show that L Q = {ϕ 1 (w)ϕ 2 (w R ) | w ∈ Q } for some regular language Q and morphism ϕ 1 , ϕ 2 requires only logarithmic depth whenever ϕ 1 (Q ) and ϕ 2 (Q ) are finite concatenations of unary regular languages. Note that these languages require linear depth when being generated by a context-free grammar, as shown in [14] .
We first define what we mean by a simple regular expression.
Definition 25. A regular expression E over an alphabet Σ is called simple if and only if there exist natural numbers n, k 1 , . . . , k n such that
We now show that every regular language the morphic image of which is unary can be converted into a simple regular language with the same morphic image.
Lemma 26. Let Σ be an alphabet and let E be a regular expression over Σ and let ϕ 1 , ϕ 2 be morphisms such that ϕ 1 (E) and ϕ 2 (E) are unary. Then there exist a simple regular expression E and morphisms
Proof. We define a set of rewriting rules for regular expressions over Σ and then show that the regular expression obtained by iteratively applying the rewriting rules is simple and satisfies L = L as defined in the lemma statement. Let c and d be the letters, such that ϕ 1 (E) ⊆ {c} * , ϕ 2 (E) ⊆ {d} * . We fix an order on the alphabet Σ, which we denote by <.
LetẼ be the regular expression obtained from E by removing all * -operators.
We now define a new alphabet Σ = Σ ∪ {x w | w ∈ Σ ≤m }, where Σ ∩ {x w | w ∈ Σ ≤m } = ∅. Also we define the morphism ϕ 1 : Σ * → {c} * and ϕ 2 : Σ * → {d} * by ϕ i (a) = ϕ i (a) for all a ∈ Σ, i ∈ {1, 2} and ϕ i (x a 1 ···a k ) = ϕ i (a 1 · · · a k ) for all k ≤ m and a j ∈ Σ for 1 ≤ j ≤ k and i ∈ {1, 2}. Next we define a set of rewriting rules R that contains the following rules, where a, b, b 1 , . . . , b k ∈ Σ, u, v ∈ Σ * , 0 ≤ k ≤ |Σ|, n ∈ N and e 1 , . . . , e n are regular expressions.
e 1 · (e 2 + e 3 + · · · + e n ) → e 1 e 2 + e 1 e 3 + · · · e 1 e n (5) (e 2 + e 3 + · · · + e n ) · e 1 → e 2 e 1 + e 3 e 1 + · · · + e n e 1 (6)
First we prove that the rewriting rules defined above are well-founded, i.e. for each regular expression they will terminate after a finite number of rewriting steps.
First observe that there are at most m · |L(E )| applications of rules (1) and (2) . Also, whenever e 1 and e 2 are simple, then e 1 + e 2 is simple as well. Rules (3) and (4) shorten the lengths of subexpressions surrounded by a Kleene-star and as there are no other rules that introduce expressions surrounded by a Kleene-star, the number of applications of these rules is also bounded. Rules (5) and (6) reduce the maximal length of non-simple subexpressions. The only other rules that can introduce non-simple subexpressions are rules (3) and (4), but as seen above they can only introduce a bounded number of such subexpressions. Once none of the other productions can be applied anymore, then rules (7) and (8) only order the symbols, the number of applications of these rules is obviously bounded.
It is easy to see that all the rules preserve the Parikh sets of the expressions, with the Parikh vectors of a symbol x w begin defined as the Parikh vector of w.
Now all that we are left to show is that, once no more rule can be applied, we have a simple regular expression. There are no more Kleene-stars surrounding anything other than single symbols because of rules (3) and (4) . There are also no more concatenations of anything other than single symbols because of rules (5) and (6) . Furthermore rules (1), (2), (7) and (8) guarantee that there is at most one symbol not having a Kleene-star in each of the subexpressions connected by +.
The above argument shows that E is in fact simple and as it is easy to see that all the rules preserve the Parikh sets of the expressions (again with the Parikh vector of x w being defined as the Parikh vector of w), L = L follows.
We can now use the previous result to show that certain linear languages require at most logarithmic depth when they are generated by an SCF grammar.
Lemma 27. Let Σ and ∆ be finite alphabets, let L be a regular language over Σ and let ϕ A , ϕ B :
Proof. Without loss of generality we can assume L to be simple by Lemma 26. Thus there exist n, k 1 
To generate L and L $ by an SCF grammar with logarithmic synchronized derivation depth we use the binary encoding used in the proof of Theorem 30, which can be extended to accommodate finite unions of languages of the form The derivation trees look like the tree in Fig. 3 . It is immediate that grammars constructed in this way have logarithmic depth in both modes and with or without the middle-marker. In the previous lemma, we can replace O(log n) by Θ(log n) whenever L or L $ is infinite by Lemma 14.
We now extend Lemma 27 to more general morphic images.
Lemma 28. Let L be a regular language over some alphabet Σ. Then the following two conditions are equivalent. 
where R q is the set of words that takes the initial state of A to q, and S q is the set of words that takes q to a final state of A. Then the factorization (9) gives us the claim by induction (by using the distributivity of union and catenation).
The following theorem follows by Lemmas 27 and 28. It extends Lemma 27 to morphic images that are a subset of expressions of the form a * There are many more context-free languages the depth of which is logarithmic when they are generated by an SCF grammar. For example, all finite concatenations (finite unions) of languages with logarithmic depth have logarithmic depth.
An extension of the depth synchronization hierarchy
Extending the idea of Example 22 we construct a grammar that has a synchronization function not belonging to any level of the hierarchy of Theorem 13.
Theorem 30. For z ∈ {e, p}, there exists an SCF grammar G z such that (d, z)-synch ∈ Θ( √ n log n).
Open problems
More research is needed to properly understand for which subfamilies of context-free languages the introduction of a synchronization mechanism yields significant savings in derivation complexity.
Also it is an open problem to find more SCF grammars with synchronization functions outside of the hierarchy of Theorem 13, and to determine whether there exists an SCF language with a function outside of the hierarchy. We conjecture that this is the case for the language used in Theorem 30.
