Experimental realization of self-guided quantum process tomography by Hou, Zhibo et al.
Experimental realization of self-guided quantum process tomography
Zhibo Hou,1, 2, ∗ Jun-Feng Tang,1, 2, ∗ Christopher Ferrie,3, †
Guo-Yong Xiang,1, 2, ‡ Chuan-Feng Li,1, 2 and Guang-Can Guo1, 2
1CAS Key Laboratory of Quantum Information, University of Science and Technology of China, Hefei 230026, China
2CAS Center for Excellence in Quantum Information and Quantum Physics,
University of Science and Technology of China, Hefei 230026, China
3University of Technology Sydney, Centre for Quantum Software and Information, Ultimo NSW 2007, Australia
(Dated: August 6, 2019)
Characterization of quantum processes is a preliminary step necessary in the development of
quantum technology. The conventional method uses standard quantum process tomography, which
requires d2 input states and d4 quantum measurements for a d-dimensional Hilbert space. These
experimental requirements are compounded by the complexity of processing the collected data, which
can take several orders of magnitude longer than the experiment itself. In this paper we propose an
alternative self-guided algorithm for quantum process tomography, tuned for the task of finding an
unknown unitary process. Our algorithm is a fully automated and adaptive process characterization
technique. The advantages of our algorithm are: inherent robustness to both statistical and technical
noise; requires less space and time since there is no post-processing of the data; requires only a single
input state and measurement; and, provides on-the-fly diagnostic information while the experiment
is running. Numerical results show our algorithm achieves the same 1/n scaling as standard quantum
process tomography when n uses of the unknown process are used. We also present experimental
results wherein the algorithm, and its advantages, are realized for the task of finding an element of
SU(2).
Introduction—The advantages of quantum technolo-
gies grow rapidly with the size of the quantum systems
involved. Naturally, then, it is of interest to produce
and verify larger and larger quantum states, with more
resourceful states being generally more difficult to both
realize and validate. For example, genuine multipartite
entangled states have been prepared with 12 supercon-
ducting qubits in linear cluster states [1], 14 trapped
ions [2] and 18 photonic qubits [3] in Greenberger-Horne-
Zeilinger (GHZ) states. However, our capability to char-
acterizing large quantum systems themselves and their
dynamics are left far behind [4–8]. The conventional
method, quantum tomography, performs an information-
ally complete positive valued measurement (IC-POVM)
and outputs an estimate based on all outcomes [9, 10].
However this process demands exponential cost of both
quantum measurements, data storage and computational
time with the size of the quantum systems [7].
Many methods have been proposed to solve this prob-
lem with varying degrees of success. For example,
compressed-sensing-like estimates can realize quadratic
improvement when the rank of the state is constant [11–
13], while permutation-invariant tomography achieves
greater efficiency at the cost of stronger assumptions [14].
While it is impossible to eliminate the exponential scal-
ing of quantum tomography without strong assumptions,
for a given system size we can realize large practical gains
in efficiency with methods that seek to optimize the fig-
ures of merit we are interested in. Recently, a self-guided
learning algorithm was proposed to learn quantum states
by adaptive measurements without the need of post pro-
cessing at all [15]. This method provides many practi-
cal advantages that have not been considered in previous
tomographic protocols. For example, it does not require
storing large data sets, it does not require post processing
of data, and it is robust to technical noise and random
calibration errors. These advantages have been experi-
mentally demonstrated in characterizing photonic states
in optical systems [16].
Characterizing the dynamics experienced by quantum
states is more demanding than estimating the quan-
tum states alone. For static processes, this is typically
called quantum process tomography (QPT) [9, 17–21].
The characterization of a quantum processes requires
O(d4) parameters for a d−dimensional system, as op-
posed to the state estimation problem which requires
O(d2). Many quantum state estimation protocols have
been straightforwardly generalized to quantum processes.
However, techniques that rely directly on metrics, includ-
ing adaptive protocols, fail because the natural metrics
on processes are completely different than those of states.
This includes the self-guided quantum state tomography
protocol of [15].
Given its many advantages, then, it is natural to ex-
tend the self-guided quantum tomography algorithm for
this more difficult problem of characterizing quantum
processes. In this paper we develop such a self-guided
quantum process tomography (SGQPT) algorithm, and
experimentally demonstrate it to find a unitary SU(2)
processes. Our algorithm only needs one input state,
which is maximally entangled with an ancilla, and one
Bell measurement performed on the system qubit and
the ancilla. This reduces the complexity of state prepara-
tion and quantum measurements significantly, compared
with the spanning set of input states and measurements
required for conventional quantum tomography. Sim-
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2ulations to extract asymptotic behavior demonstration
that our estimation algorithm achieves the same preci-
sion as standard quantum process tomography, which is
expected. Importantly, this comes at the great bene-
fit of reduced space and computational complexity and
well has inherent robustness to noise. The algorithm can
be applied generally to any metric, though here we only
specify it for the fidelity metric on SU(d). As the data ob-
tained is informationally complete, statistical techniques
can be added to self-guided protocols to extract addi-
tional information [22].
Self-guided quantum process tomography—To charac-
terize a quantum process, standard quantum process to-
mography proceeds as follows: send a known spanning set
of input states through the unknown channel and per-
form quantum state tomography on the output. From
these input-output relations, reconstruct a valid quan-
tum process. When the process is assumed to be unitary,
a quadratic improvement in complexity can be realized,
requiring O(d2) different measurements for each of O(d)
input pure states [23]. After all the data is recorded, the
resulting linear algebra problem requires at best O(d6)
complexity arising from inverting a d2× d2 matrix. Here
we propose and demonstrate SGQPT, an algorithm that
uses a single input state and measurement and requires
only the O(d2) numbers to store and add together run-
ning estimates of the unknown unitary.
SGQPT uses a similar philosophy as self-guided quan-
tum state tomography toward quantum learning by treat-
ing the estimation problem as a directed search optimiza-
tion problem. Suppose U is the SU(d) operator to be es-
timated and V is another element of SU(d) which can be
controlled. When an input state |ψ〉 is evolved by U , fol-
lowed by V †, we have an output state V †U |ψ〉. Clearly,
since we control V , we have succeeded in learning U when
V = U , in which case V †U |ψ〉 = |ψ〉. A naive idea is to
measure on the input state |ψ〉〈ψ| and if we get probabil-
ity one, then we say we have learned V = U . However,
this is not true because 〈ψ|V †U |ψ〉 = 1 can be satisfied
by both I and V †U = 2|ψ〉〈ψ| − I.
This problem can be solved when assisted by a maxi-
mally entangled ancilla, i.e. |ψ〉 = 1√
d
∑d
j=1 |jj〉. Allow-
ing the unknown unitary and V † to act on half of this
entangled state and measuring against the same state re-
sults in an outcome probability,
f(V ) = 〈ψ|V †U ⊗ I|ψ〉 = 1
d
trV †U. (1)
In this case, getting measurement outcome |ψ〉〈ψ| with
probability 1 requires V †U = I. Accordingly, we can
treat the task of learning U as one of optimizing f . In
other words, we modify V so that the measurement prob-
ability of |ψ〉〈ψ| reaches 1 as fast as possible.
Since we cannot measure probabilities (in our finite
lifespans anyway), we look toward stochastic approxi-
mation optimization techniques. In particular, we use
the simultaneous perturbation stochastic approximation
(SPSA) algorithm to update V [15, 24]. SPSA is an iter-
ative optimization technique which uses only two (noisy)
function calls per iteration to estimate the gradient. To
be specific, in step k we first generate a random direction
∆k to search; then the gradient Gk is calculated in that
direction via
Gk =
fˆ (Vk + δk∆k)− fˆ (Vk − δk∆k)
2δk
∆k, (2)
where fˆ is an estimate of f drawn from experimental
samples, which can be subjected to quite general sources
of statistical and technical noise. The learned operation
is updated by
Vk+1 = Vk + gkGk. (3)
The parameters δk and gk control the convergence speed
and we take the following empirical formula
δk =
δ0
(k + 1)γ
, gk =
g0
(k + 1 +A)α
. (4)
Three of the parameters are chosen as fixed values in the
simulations δ0 = 0.2, g0 = 2 and A = 0 while the other
two, γ and α depend on the problem studied. For the
random direction ∆k, each of its elements chooses either
1 or −1 with the same probability 0.5. As this direction is
chosen randomly, it guarantees an unbiased estimation of
the gradient and avoids all the measurements necessary
to estimation the exact gradient.
In our algorithm, we only need to store one current
estimate Vk, one random direction ∆k, and two mea-
surement results. After several iterations of learning, Vk
is directly our estimate of the unknown operator U .
Numerical results—In numerical simulations, we seek
to estimate an unknown element of SU(2). We take the
following parameterization
U = eiαn(θ,φ)·σ (5)
with n(θ, φ) = (sin θ cosφ, sin θ sinφ, cos θ) and σ =
(σ1, σ2, σ3) are the Pauli operators. Any SU(2) opera-
tor is uniquely determined by the set of three parameters,
i.e., (α, θ, φ). This vector of three parameters in turn can
be used to represent the operators Vk, directions ∆k and
also gradients Gk in Eqs. (2) and (3). When the matrix
form is needed as in Eq. (1), it can be obtained from its
vector form according to Eq. (5).
We first consider the performance of our self-learning
algorithm assuming ideal experiments without experi-
mental errors. In the numerical simulation, the only
noise is shot noise in the estimation of the probabil-
ity f(Vk ± βk∆k) due to the finite number of copies N .
Two parameters in the SGQPT algorithm are chosen as
γ = 0.42 and α = 0.92 after numerical optimization.
Starting from initial values (α0, θ0, φ0) = (pi/4, pi/2, pi),
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FIG. 1: Numerical results without noise. The solid lines
are the median performance of SGQPT over 100 randomly
(according to Haar measure) chosen SU(2) operators. We
use up to 105 iterations in the simulation and the scaling
behavior of infidelity is fitted with respect to the number of
iterations. The parameters in the algorithm are optimized
to achieve the best fitting scaling behavior, specified in the
figure. The optimized parameters are α = 0.92, γ = 0.42. In
each iteration, two controls are added and both are measured
N times.
the learning process is iterated up to 105 times and the
copies N to estimate the two probabilities range from
N = 10 to 1000 in each iteration. To see an overall
performance we selected 100 SU(2) operators, randomly
chosen according to the Haar measure. The figure of
merit is chosen as infidelity, which is defined as 1−f(Vk).
The numerical results are presented in Fig. 1. As the per-
formance depends on the specific operator, typical per-
formances are shown by shading area, which covers the
25% to 75% range from the best to the worst for the 100
operators. For all three cases of N , SGQPT converges
very well to the true state. The scaling of SGQPT in
all cases is inferred from a fit of median performance to
ckβ , and β ≈ −1 with respect to the number of itera-
tions, achieving the same scaling behavior as expected
from standard quantum process tomography, when the
latter is performed optimally.
We have also numerically simulated the performance
of SGQPT in the scenario with experimental errors.
Since experiments are never perfect, a good measure-
ment scheme should be robust against unforeseen ex-
perimental errors. Here we simulate experimental er-
rors in a photonic optical setup, where the system qubit
is physically encoded on the polarization degree of free-
dom. For this kind of physical encoding, controls are im-
plemented experimentally by rotating two quarter-wave
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FIG. 2: Numerical results with three levels of random noise.
Noise is added to the rotation angles of the three wave plates
in the implementation of the learning control V by choos-
ing a random value in the uniform interval (−, ), where 
is specified in the legend. Parameters in our algorithm are
numerically optimized to achieve the best scaling behavior of
the median performance with respect to the number of itera-
tions. The optimized parameters are α = 0.94, γ = 0.21. In
each iteration, the measurements are repeated 1000 times for
both controls.
plates (QWPs) and one half-wave plate (HWP) [25, 26].
We modeled random errors on the rotation angles of these
three wave plates due to limited precision of the rotation
stage. Noise is added to each wave plate by choosing a
random value in the uniform interval (−, ) and rotating
the wave plate by that number of degrees, unknown to
the algorithm of course. To highlight the effects of tech-
nical errors, we choose N = 1000 such that shot noise
is present but not dominant. Numerical results in Fig. 2
show that the effects of simulated experimental noise on
the scaling behavior of SGQPT are not severe. Indeed,
for small experimental errors, there is only a slight degra-
dation in performance. Although the scaling behavior is
suboptimal in the high-noise regime, further algorithmic
parameter optimization in this limit was not the focus
and could lead to better performance. We conclude that
SGQPT demonstrates good overall robustness to exper-
imental errors in simulation.
Experimental setup—Our SGQPT experiment has four
modules: Bell state preparation, unknown evolution,
learning control and Bell measurement, as shown in
Fig. 3. In the preparation module, we use a 40-mW V-
polarized beam at 404 nm to pump a 1-mm-long BBO
crystal, cut for type-I phase-matched spontaneous para-
metric down-conversion (SPDC) process, to generate a
pair of photons at 808 nm in H-polarization. One pho-
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FIG. 3: Experimental setup. There are four modules in the experimental setup: Bell state preparation, unknown evolution,
learning control evolution and Bell measurement. The system and ancilla qubits are encoded on the polarization and path
degree of freedom, respectively. The learning controls in each iteration are automatically realized by a Python program. Bell
measurements on system and ancilla qubits are implemented by a three-step quantum walk.
ton is measured after transmitting through an interfer-
ence (IF) to herald the other photon as a single photon
source [27]. Then a combination of polarizing beam split-
ter (PBS), HWP and QWP prepares the photon to the
state 1√
2
(|H〉 + |V 〉). After passing through the beam
displacer, the system qubit in the polarization degree
of the photon with basis |H〉 and |V 〉 is maximally en-
tangled with the path degree of the photon with basis
|up〉 and |down〉, i.e., 1√
2
(|H,up〉+ |V,down〉). Then the
polarization qubit undergoes the unknown evolution U ,
which consists of two QWPs and one HWP. The learn-
ing control module can realize arbitrary SU(2) operator
Vk by rotating the rotation angles of two QWPs and one
HWP [25, 26], which are installed on electrically motor-
ized stages for automatic learning control. Finally in the
Bell measurement module, the states are measured by
complete Bell measurements, which outputs the result of
the probability function in Eq. (1).
Experimental results—In the experiment, we first con-
sidered the scenario without experimental errors. In total
we implemented 50 iterations of learning and the copies
for each measurement in each iteration are chosen as
N = 10 (red in Fig. 4) and 100 (green in Fig. 4), respec-
tively. The algorithm parameters used in the SGQPT
experiment were α = 0.85, γ = 0.06. The experimental
results for the performance of out SGQPT are plotted in
Fig. 4. For comparison, we also plotted the performance
(straight solid line) of standard quantum process tomog-
raphy with the largest number of copies for iterations of
50 in our case. For example, at N = 100, the median infi-
delity achieved by SGQPT after 50 iterations of learning
is 3.1 × 10−3, slightly superior to the median infidelity
4.9 × 10−3 of QPT with the same number of copies. It
shows that the median performance of our SGQPT can
achieve the same performance of QPT in ideal experi-
ments.
We also implemented our SGQPT algorithm in the
presence of engineered experimental errors. Again, noise
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FIG. 4: Experimental results without noise. We only per-
form 50 iterations of learning and N = 10, 100 repeated mea-
surements for each iteration due to limited time. Parameters
α = 0.85 and γ = 0.06 are optimized to achieve the best me-
dian performance over 20 randomly chosen SU(2) operators
after 50 iterations of learning. The horizontal lines are simu-
lated median infidelities of QPT with the same total number
of photons used in SGQPT with 50 iterations, respectively.
The simulation results of quantum process tomography are
performed with 6 eigenstates of 3 Pauli matrices as probe
states and performing 3 Pauli measurements for each probe
state.
is added to the three wave plates in the implementa-
tion of the learning control V by choosing a random
value in the uniform interval (−, ). The parameters in
SGQPT algorithm are chosen the same values as those
in the ideal experiments and repeated number of mea-
surements is N = 100. We chose three levels of random
noise on the rotation angles of the wave plates, which
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FIG. 5: Experimental results under three levels of random
experimental errors. The lines with dots show the median in-
fidelities of 20 randomly chosen SU(2) unitary processes. The
shaded regions represent the interquartile range of infidelities.
The horizontal lines are simulated data, which represent me-
dian infidelities of QPT with same levels of error for the same
20 processes above. The noise level means the uncertainty
of rotation angle of each electric motor stage in degree. The
total number of photons used in each tomography for each
chosen unitary process is 104.
are  = 1, 6, 12 degrees. The experimental results, shown
in Fig. 5, demonstrate the expected convergent behavior
in the presence of noise and the median infidelity with
50 iterations of learning is degraded from 3.1 × 10−3 in
above ideal experiments to 4.4 × 10−3, 1.45 × 10−2 and
8.23×10−2 for the three levels of noise, respectively. For
comparison, we also simulated the performance of stan-
dard quantum process tomography with copies equal to
that used in SGQPT at iteration 50 and the median
infidelity is degraded from 4.9 × 10−3 to 9.7 × 10−3,
5.82× 10−2 and 1.638× 10−1. It shows that advantages
of SGQPT over QPT increase with the level of noises,
and is thus more robust against noise.
Summary—We extended self-guided quantum tomog-
raphy from learning quantum states to learning quan-
tum processes. In the measurement step, our method
uses a fixed input state and a fixed measurement, sig-
nificantly reducing the complexity of preparation and
measurement. In the data processing step, our algo-
rithm does not require post-processing, which thus not
only saves storage space but also is computationally ef-
ficient compared with standard quantum process tomog-
raphy. Numerical and experimental results demonstrate
that our algorithm has the same precision as QPT in
ideal experiments and is very robust against the techni-
cal noise expected in experiments. We expect self-guided
quantum process tomography to have promising applica-
tions in characterizing the dynamics of larger quantum
systems in the future, especially when lack of fully au-
tomated and embedded characterization and calibration
techniques becomes a bottleneck in the development of
quantum technology.
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