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ABSTRACT 
This paper shows some connections between pole assignment in control theory 
and assignment of invariant factors on matrices with some prescribed submatrices. 
The majorization in the Hardy-Littlewood-Polya sense and the interlacing inequalities 
for invariant factors play a fundamental role in the solution of some problems common 
to both theories. 
1. INTRODUCTION 
Problems of invariant factor assignment have appeared in two different 
and, up to now, unrelated contexts. On one hand, a number of authors are 
interested in the assignment of invariant factors in completely controllable 
systems by means of some types of feedback in linear systems control theory 
[3, 9, lo]. On the other hand, in a more, let us say, theoretical context, Sg [7] 
and Thompson [II] solved the problem of the invariant factor assignment on 
a polynomial matrix with a prescribed submatrix. 
The two theories, seemingly so different, have some common elements. 
The aim of this paper is to show some contributions that they can make to 
each other. 
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To begin with, we denote by F an arbitrary field, and by F[s] the ring of 
polynomials with coefficients in F. Fmx” and F[s] n’X” will be the set of m 
by n matrices with elements in F and F[s], respectively. I, is the identity 
matrix of order n and GlJF) the linear group of order n. The symbol :> is 
used to mean “divides,” and d(s) denotes degree. 
We denote by (PO) the following problem: 
PROBLEM (PO). Given A E Fnx”, B E FnXm, and n manic polynomials 
rr ,..., rn satisfying ri: > ri+r, i = l,..., n - 1, when does there exist a matrix 
C E F”‘” such that A + BC has rr,. . . , T” as invariant factors? 
Problem (P,) is the algebraic statement of the classical problem of 
invariant factor assignment by means of state feedback. Rosenbrock [9] gave 
an answer for this problem when F is the field of the real numbers and 
(A, B) is a completely controllable pair: 
ROSENBROCK'S THEOREM. Zf (A,B) is a completely controllable pair, 
then there exists a matrix CEF”~” such that A+BC has T~,...,T” as 
invariant factors if and only if the following conditions hold: 
Ti = 1 for i=l ,..., n - m, (1.1) 
(k I>...> k,) < (d(~,>,...,d(~,_,1+1)), (1.2) 
where k,> ... > k, > 0 are the controllability indices of (A, B). 
There are several ways of defining the controllability indices of a pair 
(A,B). One of them is to identify the controllability indices of (A,B) with the 
column minimal indices of the singular pencil [ sl, - A, - B]. The symbol < 
in (1.2) denotes majorization in the Hardy-Littlewood-Polya sense. This 
means that if (al ,..., a,) and (b, ,..., b,,) are n-tuples of real numbers, then 
we write 
(a ,,...,a,) -: (b,,..., b,) 
if and only if 
with equality holding for k = n, where a[,] 2 . . * 2 a[,] (acll G . . . G a(,,) 
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are the components of (a,, . . . , a,) arranged in nonincreasing order (nonde- 
creasing order, respectively), and the same for (b,, . . . , b,). 
Notice that 
Hence 
sZ,-A -B 1 i sZ,-(AfBC) 0 -c I, and 0 Z, 1 
are equivalent polynomial matrices, and so the invariant factors of 
sZ,-A -B 
-c I, 1 
are those of A + BC and m invariant factors equal to 1. Therefore an 
equivalent statement for Problem (P,) is the following one: 
If AEF”~“, B~F”~“‘,and pi ,..., 7n are manic polynomials satisfying 
,ri: > ,ri+i, i =I..., n - 1, when does there exist C E F”‘” such that 
sZ, - A - B 
-c I, 1 
has 1: > ‘0.: >l: >ri: > ... : > 7n as invariant factors (1 appearing m 
times)? 
Now this problem is one about the assignment of invariant factors on a 
polynomial matrix with a prescribed submatrix. Here the invariant factors to 
be assigned are 1,. . . , 1 (m times) and or,. . . , T,,, and the prescribed submatrix 
is [sZ, - A, - B]. As we said before, Sa and Thompson dealt with this type 
of problem in a more general context. Namely, the solution provided by Sa 
and Thompson was: 
SA AND THOMPSON'S THEOREM. Let A(s) E F[s]“~“‘, G(s) E 
F[sl (n+P)X(m+q)* Let (yl: > . . . : > (y ,rl: > . . . : > 7 
factors of A(s) and G(s), respectiveli: where we are 
be the invariant 
z&ning that CQ := 0 
for i > rank A(S) and TV := 0 for i > rank G(s). Then there exist matrices 
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B(s) E F[s]“~~, C(S)E F[s]pX", and D(s)E F[s]pX4 such that G(s) is 
equivalent to 
if and only if the following relations hold: 
ai: > ri+p+tq, i=l >*..a n. (1.3) 
The condition (1.3) is well known as the interlacing inequalities for 
invariant factors. 
A question arises immediately: If Problem (Pa) is one of the assignment of 
invariant factors on a polynomial matrix with a prescribed submatrix, why do 
not the interlacing inequalities appear in Rosenbrock’s theorem? The answer 
is: they do. In fact, an equivalent condition to the controllability of a pair 
(A, B) is that the invariant factors of the polynomial matrix [sI, - A, - B] 
are equal to 1 [9, 141. Therefore in this case (1.3) holds if and only if n 
invariant factors of 
sI,-A -B 
-c L 1 
are equal to 1. But m of them are prescribed to be 1, and so (1.3) is 
equivalent to n - m invariant factors of A + BC being equal to 1; and this is 
the condition (1.1) in Rosenbrock’s theorem. 
However, if (A, B) is not completely controllable, then some invariant 
factors of [sl, - A, - B] are different from 1, and in this case majorization 
and interlacing inequalities appear together, giving a solution to the problem 
of state feedback invariant factor assignment on not completely controllable 
systems. One of the aims of this contribution is to show such a solution. 
2. A GENERAL INVARIANT FACTOR ASSIGNMENT PROBLEM 
We are going to state another problem which is the starting point of the 
solution of Problem (Pa). 
PROBLEM (Pi). Let A E F"'", B E Fnx", and 7r,. , ., T”+~ be manic 
polynomials such that ri : > 7i + 1, i = 1,. . . , n + m - 1. When do there exist 
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matrices C E F”x” and D E F’“‘” such that 
A B I 1 C D 
has 71,. . . ) rn as invariant factors? 
Problems (PO) and (Pr) are closely related, as we are going to see later, but 
for the moment we pay attention to (Pi). 
In the solution of this problem one does not work with the given matrices 
A and B, but with a canonical form in an equivalence relation defined with 
the purpose of solving such problems. In this case the equivalence relation 
was defined [14] in a natural way: 
DEFINITION 2.1. Let A,, A, E Fnx”, B,, B, E Fnx”‘, and 
r n,m :PEG~“(F), QEGl,(F),and REF”‘~” . i 
The pairs of matrices (A,, B,),(A,, B,) are said to be ~-equivalent if there 
exists a matrix T E I,,,, such that for each pair of matrices (C,, D,) E F”‘” 
xF mXm there is (C,, D,) E Fmx” XF”X” satisfying the following similarity 
relation: 
We call this relation I-equivalence, but it has been given different names 
by other authors. Namely, Gohberg, Lancaster, and Rodman 141, gave it the 
name block similarity, and Brunovsky [l], F-equivalence. Brunovsky used this 
equivalence just for completely controllable pairs and gave the following 
definition, which is equivalent to Definition 2.1: 
DEFINITION 2.2. (A,, B,) and (A,, B2) are r-equivalent (or F-equiv- 
alent) if (Aa, R,) can be obtained from (A,, B,) by one or more of the 
following types of transformations: 
(t,):(A,, B,) -)(As, B,) = (WP-‘,p&), P E Gl,(F), 
(t,> :(4, %) + (4~ Bd = (A,, B,Q), Q E GW) 7 
0,): (A,, B,) -., (A,, B,) = (A, + B,R, B,), R E FmX”. 
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It is clear that there is a singular pencil, [sI, - A, - B], associated with 
each pair of matrices (A, B), and it is possible to show [2] that two pairs of 
matrices are Iequivalent if and only if their associated pencils are strictly 
equivalent (see [5] for a definition of strictly equivalence of pencils). Further- 
more, since these pencils have neither infinite elementary divisors or row 
minimal indices [4], we can prove the following theorem (a constructive proof 
can be found in [14]): 
THEOREM 2.3. Two pairs of matrices (A,, B,), (A,, I$) are r-equivalent 
if and only if they have the same controllability indices and the same 
invariant factors, where the invariant factors of a pair are those of its 
associated sing&r pencil as a polynomial matrix. 
So the invariant factors and the controllability indices form a complete 
system of invariants for the I-equivalence relation, and a canonical form for 
this equivalence can be found in [14]. On the other hand, from Definition 2.1 
we can say that Problem (Pi) can be solved for a pair (A, B) if and only if it 
can be solved for every pair of matrices Iequivalent to (A, B). Thus it is 
natural to think that the invariant factors and the controllability indices of the 
given pair will play a fundamental role in the solution of Problem (Pi). 
We said before that Problems (P,) and (Pi) are very close to each other. 
In fact, in both we are given a pair of matrices (A, S). In (PO) we are 
interested in the existence of C such that 
sZ,-A -B 
-c I”, 1 
has prescribed invariant factors, and in (Pi) we are interested in the existence 
of matrices C and D such that 
A B 
[ 1 c D 
has prescribed invariant factors. But the invariant factors of this matrix are 
those of 
sZ,-A -B 
-C 1 sZ, - D ’ 
So the only difference between the two problems is the matrices to be placed 
at the bottom right comer. But we can look at them as belonging to a certain 
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class of matrices. In fact, by defining a k-characteristic matrix as that 
polynomial matrix D(s) = skZm + D,(s) where d(Dr(s)) < k (the degree of a 
polynomial matrix is the greatest degree of its elements), it turns out that I,, 
is a O-characteristic matrix and sZ, - D is I-characteristic. In this way, it is 
clear the relationship between the subindex of the considered problem and 
the degree of the matrix to be placed at the bottom right corner; and we can 
generalize this situation to state the following problem: 
PROBLEM (P,). Given A E Fnx”, BE FnXm, and n + m manic polyno- 
mials TV,. . . , ~,,suchthat~~:>r~+,,i=l,...,n+m-l.Whendothereexist 
matrices C E Fmx” and D(s) E F[slmxm such that D(s) is t-characteristic 
and 
sZ, - A - B 
-C D(s) 1 
has r i, . . . , 7, + m as invariant factors? 
In order to solve this problem the first step is to find out whether the 
r-equivalence is consistent relative to the problem. That is to say, we must 
answer the following question: Can we be sure that by solving this problem 
for a pair of given matrices the problem will be solved for all the pairs in the 
same l?-equivalence class? 
PROPOSITION 2.4. Let (A,, B,),(A,, B,) E Fnxn XFnxnr be pairs of 
I’equivalent matrices and rl: > . . . : > T,,+~ monk polynomials. Then Prob- 
lem (P,) can be solved for (A,, B,) if and only if it can be solved for 
(A,, B,). 
Proof. We only need to prove one implication, because the other is 
obtained by exchanging the roles of (A,, B,) and (A,, B,). 
Since (A,, B,) and (A,, B,) are I-equivalent, there exist matrices P E 
Gl,(F), Q E Gl,(F), and R E Fmx” such that 
P[A,,B,] Pi1 ’ 1 1 Q = L% B21. 
If (P,) can be solved for (A,, B,), then there exist matrices C, E F”‘” and 
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D,(s) E F[s]"'~~ such that Di( s) is t-characteristic and pi,. . . , 7n + ,,, are the 
invariant factors of 
sZ,-A -B, 
- Cl 1 Dl(4 . 
Hence, rr, . . . , r,,+,, are the invariant factors of 
-B, p-1 o 
I[ 1 D,(s) R Q 
&-A, -B, 
= 1 -G(s) D,(s) ’ 
where C,(s) = Q- ‘C,P- ’ - RQ- 'D,(s) and D,(s) = Q- ‘D,( s)Q. So D2( s) 
is a t-characteristic matrix. 
It is clear that 0 Q d(C,( s)) < t. If d(C,(s)) = 0, then since D,(S) is 
t-characteristic we would have the proposition proved by putting C,(s) = Ca. 
And if d(C,(s)) > 1, then because sl, - A, is a regular matrix there exist 
T(s) E F[slmxn and C, E Fmxn such that 
C,(s) = T(s)( sZ, - A,) + C, 
and d( T( s)) < t - 1. So or,. , . , T,,+~ are the invariant factors of 
But d(T(s)B,) < t - 1. Therefore D,(s) - T(s)B, is a t-characteristic matrix 
and the proposition follows. n 
Now we can give a solution to Problem (P,): 
THEOREM 2.5. Let (A, B)EF”~~ xF”~“‘. Let aI: > ..‘: > a, and 
k,> ..’ >k, be the invariant factors and the controllability indices of 
(A, B). Let TV: > ...: > T,,+,,, be manic polynomials such that 
n+m 
c d(Ti)=n+mt (t20). 
i=l 
INVARIANT FACTOR ASSIGNMENT PROBLEMS 417 
Then there exist matrices C E Fmx” and D(s) E F[s]*~“’ such that D(s) is 
t-characteristic and 
sZ,-A -B 
-c W 1 
has T 1,. . . , r,,+, as invariant factors if and only if the following conditions 
hold: 
ri: > ai: > Ti+cm’ i=l ?..., n, 
(k,+t,..., k,,+t)~(d(a,),...,d(a,)), 
(2.1) 
(2.2) 
where uj = pi/pi-l, pj = pl . . *pi+,, fl/=l.c.m.(ai_j,7,), i=l,..., n+j, 
j=O,l ,..., m, and ai:= fori<l. 
It seems of interest to point out that /3j-’ : > pj, j = 0,. . . , m, and so 
ui E F[s]. 
A proof of this theorem can be obtained by following step by step the 
proof of Theorem 5.1 of [14] and taking into account Proposition 2.4. 
If (A, B) is completely controllable, then cxi = 1 for i = 1,. . . , n, and then 
itiseasilyseenthat /3/=~~ fori=l,...,n+j, j=O,l,...,m,andtherefore 
uj=7 . . 
Tici we have the following 
COROLLARY I. Zf (A, B) is completely controllable, there exist matrices 
C E Fmxn and D(s) E F[slmxm such that D(s) is t-characteristic and 
sZ,-A -B 
-c D(s) 1 
has r 1,. . . , rn+,,, as invariant factors if and only if the following conditions 
hold: 
Ti=l, i=l >.*.> n, (2.1’) 
(k,+ t,..., k,+ t) < (d(7,+,),...,d(T,+1)). (2.2’) 
Theorem 2.5 and its corollary admit as many corollaries as there are 
possible values of t, but because of its interest in control theory we focus on 
the solution to the Problem (Pa). 
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THEOREM 2.6. Zf (A, B) E Fnx” xFnXm; aI: > . . . : > a, ad k, 2 
* . * > k, are the invariant factors and the controllability indices of (A, B), 
respectively; and TV : > . . . : > 7, are manic polynomials such that 
d(T,)+ ... + d(r,,)= n, then there exists a matrix CE F”‘” such that 
A + BC has rl,. .., r, as invariant factors if and only if the following 
conditions ho.?& 
Ti-*: > q: > ri, i=l ,..., n 
(k i>..., k,) + (d(o,>,...,d(oi>), 
where ai = pj/pj-‘, /?j = /I{. . . pi+ j, /3/ = I.c.m.(cY, 
n+j, j=O,l,..., m, and ai=7,=1 f3ri<l. 
(2.3) 
(2.4) 
j2Ti-r)a i=l,..., 
Proof. By Theorem 2.5 there exists a matrix C E F”‘” such that 
has pi: > .+.: BP,+,,, as invariant factors if and only if (2.1) and (2.2) are 
satisfied with t = 0. But as we said before, the invariant factors of G(s) are 
those of A + BC and m polynomials equal to 1. So ri,. . . , T,, are the invariant 
factors of A + BC if and only if 
‘i=Pi+mT i=l ,...1 n 
Hence, in this case, the conditions (2.1) and (2.3) are equivalent, and the 
same is true for (2.2) and (2.4). W 
Now it is easily seen that we can deduce Rosenbrock’s theorem from 
2.5. Theorem 2.6 in the same way as we obtained Corollary I from Theorem 
3. PRESCRIBED SIMILARITY INVARIANTS AND SUBMATRICES 
Problem (Pi) is closely related to a type of inverse problems of similarity 
invariant assignment in matrix theory about which there is some traditional 
knowledge. In fact, in [8], G. N. de Oliveira gave a necessary and sufficient 
condition for the existence of a matrix with prescribed characteristic polyno- 
mial and a principal submatrix. In [12] H. K. Wimmer solved the problem of 
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the existence of a matrix with prescribed characteristic polynomial and some 
prescribed rows or columns, and he used this solution to provide a new proof 
of Oliveira’s result. Wimmer used some ideas from control theory in his 
paper. In 1979 SB [7] and Thompson [ll] proved that the general interlacing 
inequalities are necessary and sufficient for the existence of a matrix with 
elements in an arbitrary field and with prescribed invariant factors and a 
principal submatrix. Of course, this result improved that of Oliveira. 
As we said before, Problem (PI) consists in finding when there exists a 
matrix with prescribed invariant factors and some rows or columns. So the 
solution given in Theorem 2.5 for t = 1 improves Wimmer’s result. But a new 
question arises in a natural way: Will it be possible to use Theorem 2.5 in 
order to provide a new proof of the sufficiency of Sk and Thompson’s result? 
In other words: If a matrix A E F” ‘” and n + m manic polynomials 
: > . *. : > r”+m 
2~ FnXm 
are given, under what conditions does there exist a matrix 
such that Theorem 2.5 can be applied in order to guarantee the 
existenceof CEF~~” and ~~~~~~ such that T~,...,T,+,, are theinvari- 
ant factors of 
[ 1 A B? C D' 
To be able to answer this question a new problem, closely related to ideas 
coming from control theory, must be solved: 
A ~-INVERSE PROBLEM. Let A E Fnx”, and let al: > . . . : > a, and 
k,,, -.. > k, > 0 be manic polynomials and positive integers, respectively. 
Whendoes thereexistamatrix B~F”‘~“suchthat(A,B)has kl,...,k, as 
nonzero controllability indices and aI,. . . , a, as invariant factors? 
A solution to this problem has been given in [El: 
THEOREM 3.1. A necessary and sufjbknt condition for the existence of 
BE Fmx" such thut (A,B) bus al,..., a, as invariant factors and k l,. . . , k, 
as nonzero controllubility indices is: 
ai=l, i=l >*.*> T, (3.1) 
(3.2) 
(3.3) 
where TV: > .-e: > r,, are the invariant factors of A, r = rank B, aj = 
fl;/pj-‘, pj=& ,..., /3i+j, Pi=l.c.m.(ai_j,7i_r)r i=l,..., n+j, j= 
) )...) r. 
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By using this theorem and Theorem 2.5 it is possible to give a short proof 
[15] of SB and Thompson’s result: 
THEOREM 3.2. lf A E F”‘” and rr : > . . . : > T,,+,,, are manic polyrwrni- 
als, then a necessary and sufficient condition fir the existence of B E FnXm, 
C E Fmx”. and D E F”lx”’ such that 
has 71,...,7,,+“, as invariant factors is 
Ti: > a,: > T,+sn,, i=l,...,n, 
where aI: > ...: > a, are the invariant factors of A. 
If in Theorem 3.1 (A, B) is prescribed to be completely controllable, then 
we have the following 
COROLLARY II. Under the same conditions as in Theorem 3.1, there 
exists B E Fnxn’ such that (A, B) is completely controllable and has k,, . . . , k, 
as rwnzero controllability indices if and only if 
Tj=l, i=l ,...,n-r, (3.2’) 
(k I>...>k,) x (d(~,),...,d(T,-,+,)). (3.3’) 
The following example may give an idea of the scope of this result: 
EXAMPLE. Let 
-1-------- 
The invariant factors of A are ri = ra = 1, rs = (s - l), r4 = (s - 1)3. We 
suppose we are looking for a matrix B such that (A, B) is completely 
controllable. By (3.2’j our aim is impossible to reach if rank B is prescribed to 
be 1. Furthermore, by (3.3’): 
if rank B = 2, then the only possible controllability indices are (k,, k,) = 
(3,lj or (k,, kaj = (2,2j, 
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if rank B = 3, then the only possible controllability indices of (A, B) are 
(k,, k,, k3) = (%I, I), and 
if rank B = 4, then (k,, k,, k,, k4) = (l,l, 1,l). 
Finally it is interesting to realize the great similarity between the condi- 
tions in Theorem 2.6 and 3.1 on one hand, and Rosenbrock’s theorem and 
Corollary II on the other. Perhaps this similarity means that the nature of the 
problems solved by these theorems is the same although they are given by 
two completely different statements. But a deep explanation should be 
expected. 
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