We present single-shot real-time video recording of light scattering dynamics by second-generation compressed ultrafast photography (G2-CUP). Using G2-CUP at 100 billion frames per second, in a single camera exposure, we experimentally captured the evolution of the light intensity distribution in an engineered thin scattering plate assembly. G2-CUP, which implements a new reconstruction paradigm and a more efficient hardware design than its predecessors, markedly improves the reconstructed image quality. The ultrafast imaging reveals the instantaneous light scattering pattern as a photonic Mach cone. We envision that our technology will find a diverse range of applications in biomedical imaging, materials science, and physics.
INTRODUCTION
In recent years, light scattering has been extensively exploited in many biomedical optical imaging modalities [1] [2] [3] [4] . For instance, techniques for spatiotemporally inverting light scattering have allowed focusing light into deep tissue for highresolution imaging and control [5, 6] . Ultrafast imaging of non-repetitive dynamic light scattering is becoming increasingly important for next-generation biomedical optical instrumentation. In addition, analysis of temporal fluctuations in scattered light signals reveals many optical properties of biological tissues [1, 7] . This characterization has enabled diverse applications, such as assessments of food and pharmaceutical products [8] and studies of protein aggregation diseases [9, 10] .
Light scattering dynamics have been extensively investigated from both theoretical and experimental perspectives. Among many simulation paradigms [11] [12] [13] , the Monte Carlo method offers a rigorous and flexible approach [14] and often is regarded as the gold standard for modeling light transport in a scattering medium [15] . A Monte Carlo simulation is equivalent to modeling photon transport analytically by solving the radiative transfer equation [16] . As a statistical approach, a typical Monte Carlo simulation provides an ensemble-averaged result of light propagation (i.e., it ignores coherent effects [17] ) and requires launching a large number of photons to ensure the desired accuracy [18] . The Monte Carlo method can simulate light propagation sequences with a short (e.g., sub-nanosecond) time interval. This time-resolved Monte Carlo simulation has been used widely to model time-dependent light distribution, dynamic optical properties, and frequency domain light transportation in scattering media [19] .
On the other hand, experimental visualization of light propagation in a scattering medium has been a long-standing challenge [20] . Freezing light's motion in a tabletop scene requires a picosecond-level exposure time (a billion frames per second) [21] . Despite continuous improvements in state-of-the-art electronic sensors, current CMOS and CCD technologies cannot reach this speed [22] , because they are fundamentally impeded by their on-chip storage capacity and electronic readout speeds [23] . The introduction of the streak camera broke this speed limit [24] . With superior temporal resolution, the streak camera opens up new opportunities for experimental capture of light propagation in scattering media [25] [26] [27] [28] [29] . However, the conventional operation of the streak camera sacrifices the imaging dimension -the narrow entrance slit (10-50 μm wide) confines the imaging field of view to a line. To achieve two-dimensional ultrafast imaging, it is necessary to scan the orthogonal spatial dimension and synthesize the movie from a large number of measurements. Despite its capability of capturing photons in motion, this technique requires that the scattering events be precisely repeatable, which is inherently challenging for dynamic scattering media such as soft biological tissues and flowing blood.
Overcoming these limitations, here we present single-shot real-time video recording of spatiotemporal light patterns in a scattering medium. We developed a second-generation compressed ultrafast photography (G2-CUP) system, whose more efficient hardware design and reconstruction paradigm surpass the performance of previous CUP systems [30] [31] [32] . At 100 billion frames per second, G2-CUP macroscopically imaged the evolution of the light intensity distribution of a picosecond laser pulse propagating in a thin scattering plate assembly that contains two materials with different refractive indices. The instantaneous scattering pattern is depicted as a photonic Mach cone [33, 34] .
DEVELOPMENT OF G2-CUP

Principle of Operation
As a computational imaging approach, G2-CUP involves physical data acquisition and computational image reconstruction. In data acquisition, the scene is imaged in three views. One view is directly recorded by an external CCD camera as the time-unsheared view, and the measured optical energy distribution is denoted ( ) . To obtain two timesheared views, the image is first spatially encoded by a pair of complementary pseudo-random binary patterns, then temporally sheared along the vertical spatial axis using a streak camera, and finally imaged to the internal CCD camera of the streak camera as two optical energy distributions, ( ) and ( ) . Mathematically, the three views can be related to the intensity distribution of the dynamic scene ( , , ) as follows:
where =
, ( ) and = , , . The scalar factor is related to the energy calibration of the streak camera against the external CCD camera. The linear operator represents spatiotemporal integration, ( = 0, 1, 2) represents spatial low-pass filtering, represents temporal shearing, ( = 1, 2) represents image distortion due primarily to the encoding arm, and ( = 1, 2) represents complementary spatial encoding with + = .
With prior knowledge of , ( , , ) can be estimated from measurements from the three views, , by solving the inverse problem of Eq. 1. Because of the sparsity in the input scene, the image reconstruction can be realized by solving the following optimization problem:
where the first term ‖ − ‖ represents the measurement fidelity, and the regularization term Ф( ) encourages sparsity. The regularization parameter adjusts the weight ratio between fidelity and sparsity. For G2-CUP image reconstruction, a compressed-sensing reconstruction algorithm developed from two-step iterative shrinkage/thresholding (TwIST) algorithm [35] was employed.
System details
In the G2-CUP system, the dynamic scene is first imaged by a camera lens (Fujinon CF75HA-1) with a focal length of 75 mm. Following the intermediate imaging plane (Fig. 1) , a beam splitter (Thorlabs BS013) reflects half of the light to an external CCD camera (Point Grey GS3-U3-28S4M-C). The other half of the light passes through the beam splitter and is imaged to a digital micromirror device (DMD, Texas Instruments DLP LightCrafter 3000) through a 4f system consisting of a tube lens (Thorlabs AC508-100-A) and a stereoscope objective (Olympus MV PLAPO 2XC; NA = 0.50). The spatially encoded images are projected to the entrance slit of a streak camera (Hamamatsu C7700) through two more 4f systems containing the same stereoscope objective, tube lenses (Thorlabs AC254-75-A), planar mirrors, and a right-i r angle prism mirror . The shearing velocity of the streak camera is set to = 1.32 mm/ns. The spatially encoded, temporally sheared images are acquired by an internal CCD camera (Hamamatsu, ORCA-R2) with a sensor size of 672×512 binned pixels (2×2 binning, binned pixel size = 12.9 μm). The reconstructed frame rate, r, is determined by = / to be 100 billion frames per second. 
Comparison to previous CUP systems
In previously reported CUP systems [30] [31] [32] , only the "ON" pixels of the DMD were used in the spatial encoding operation. As a result, information that landed on the "OFF" pixels of the DMD was lost, compromising reconstruction quality. In addition, the time-integrated CCD image was simply overlaid with the reconstructed datacube as a postprocessing step [31] , without adding new information to assist image reconstruction. In contrast, G2-CUP harvests light reflected from both the "ON" and "OFF" pixels of the DMD, forming two complementary time-sheared views. This design prevents loss of information from spatial encoding, which is advantageous for compressed sensing based reconstruction. In addition, the time-unsheared view recorded by the external CCD camera enriches the observation by adding another perspective, which is used with the two time-sheared views in the new reconstruction paradigm to yield much improved image quality. Thus, the dual complementary masking, the triple-view recording of the scene, and the three-view joint reconstruction are three major improvements of G2-CUP over the previous CUP systems. 
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IMAGING PHOTONIC MACH CONES
Of particular interest is the long-sought-after transient phenomenon-photonic Mach cones [33, 34] . Although their propagation has been previously observed using pump-probe methods [36, 37] , a single-shot, real-time observation of travelling photonic Mach cones has not yet been achieved. To tackle this challenge, we generated a photonic Mach cone by scattering a picosecond laser pulse traveling superluminally relative to the surrounding medium. Specifically, we built a thin scattering plate assembly containing a central source tunnel sandwiched between two display panels (Fig. 1A) . The scattering plate assembly was built in three steps. First, we used standard microscope cover slides to make a display panel with cavity dimensions of 75 mm × 50 mm × 4 mm. Then, to scatter light, we mixed 50 mg of aluminum oxide (Al 2 O 3 ) powder (Sigma-Aldrich, 265497) into 20 mL of liquid silicone rubber (Wacker Silicone, Elastosil RT 601A, refractive index = 1.4). After complete mixing, we added rubber solidifier (Wacker Silicone, Elastosil RT 601B) and poured the mixture into the two display panel cavities. In the top panel, the Al 2 O 3 -rubber scattering material filled the entire panel cavity. At the center of the display panel assembly, a 4-mm deep space was left at the top as the source tunnel. Both panels were left to solidify for 24 hours. Finally, we used air (refractive index = 1.0) with dry ice fog in the source tunnel.
A collimated visible laser pulse (532 nm wavelength, 7 ps pulse duration, 4 μJ pulse energy) was propagated through the source tunnel. The scatterers in the plate assembly extracted photons which the G2-CUP system used to image this dynamic scene. No averaging or gating over multiple laser pulses was required. Figure 2B shows five representative time-lapse frames of the scattered light distribution of the same dynamic event imaged by the G2-CUP system, revealing a propagating photonic Mach cone. The central -cross section of the photonic Mach cone is displayed by the scattering plate assembly. The cone edge is seen as two light tails extending from the tip of the propagating laser pulse in the source tunnel, forming a V-shaped wedge. The semivertex angle, directly measured in these temporal frames, is ~45 degrees, which agrees with the theoretical value [38] . It is worth noting that the video-recorded light pattern shows an asymmetric spatial intensity distribution, which is probably attributable to unequal couplings of the non-uniform scattering in the source tunnel to the upper and lower display panels.
SUMMARY
We have demonstrated ultrafast video recording of light scattering dynamics using G2-CUP and, in a single camera exposure, visualized the propagation of a scattering-induced photonic Mach cone as an instantaneous light scattering pattern. Single-shot real-time video recording of light scattering dynamics is a significant contribution of the nextgeneration of imaging modalities. For example, by leveraging the time-of-flight light signal, the technology can resolve depth information without motion blurring [31] . Coupling the current system with a femtosecond streak camera [39] 
A
Laser pulse 10mm might achieve an axial resolution comparable to that of optical coherence tomography [40] , allowing single-shot fullfield imaging of 3D microstructures in biological systems in vivo.
