




UNIVERSITÀ DEGLI STUDI DI PISA 
 
 
Facoltà di Scienze Matematiche, Fisiche e Naturali 










BioMotif: UN METODO PER LA RICERCA DI MOTIVI 












       Laureando     Relatori 











In questo lavoro abbiamo affrontato un problema rilevante della 
bioinformatica contemporanea: la ricerca di TFBS (siti di attacco per fattori di 
trascrizione) in sequenze di DNA genomico. Si tratta di un problema che ha 
risvolti biologici estremamente importanti, ma che può essere affrontato con le 
tecniche di ricerca su testi, come già alcuni approcci precedenti hanno tentato di 
fare. 
I TFBS costituiscono le sequenze regolatrici dell’attivazione dei geni e 
sono, di norma, localizzate a monte dei geni stessi. Molti TFBS si presentano 
come sequenze assai brevi (9-15 caratteri) da localizzare in testi molto lunghi.  
Spesso i TFBS non contengono sequenze simili tra loro, ma piuttosto sono 
strutturati in modo simile: essi sono, quindi, motivi altamente strutturati che 
condividono le regole dell’organizzazione strutturale. 
Questa situazione spiega le principali difficoltà degli algoritmi finora 
proposti per l’identificazione di TFBS: quelli basati su sequenze consenso ne 
trovano troppo pochi; quelli basati su ricerche per struttura ne trovano troppi. 
Il nostro approccio realizza un ibrido tra la ricerca per consenso e quella 
per struttura, con l’obbiettivo di identificare un numero congruo di plausibili 
candidati TFBS. 
Dopo una presentazione delle caratteristiche dei TFBS noti, passiamo in 
rassegna le strutture dati utilizzate, discutendo sui principali approcci e gli 
algoritmi impiegati. Il nostro apporto, che include aspetti teorici e realizzativi, 
consiste nello sviluppo di un'utility, denominata BioMotif, per l'inferenza di 
specifici motivi definiti dall'utente tramite parametri che identificano dettagliate 
strutture. La validazione di BioMotif consiste nell’applicazione alla ricerca di 
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La ricerca di pattern su testi di grandi dimensioni è un problema che gioca 
un ruolo rilevante in vari ambiti di ricerca tra cui lo studio delle proprietà di 
ambiguità delle grammatiche e dei linguaggi formali, la compressione di testi, 
ecc. Nella bioinformatica contemporanea, la ricerca di pattern costituisce un’area 
di ricerca di primo piano: individuare motivi ripetuti, o motivi singolari o 
sequenze affini a sequenze date, costituiscono diversi aspetti dell’interazione tra 
algoritmi che lavorano su testi e la genomica moderna. Ovviamente, tutti questi 
sforzi tendono a chiarire il “significato” di sequenze di DNA che rimangono 
ancora in larga parte oscure. 
 
Considerando una sequenza di DNA come un testo, i problemi di ricerca 
che nascono dalla biologia molecolare sono vicini a problemi algoritmici 
affrontati prima della nascita della bioinformatica. In questo contesto, il nostro 
lavoro si concentra su un problema biologico preciso che riguarda zone 
particolari del genoma, infatti obiettivo del nostro lavoro è fornire ai biologi un 
programma che permetta di inferire siti di attacco (TFBS – Transcription Factor 
Binding Site) dei fattori di trascrizione (TF – Transcription Factor). 
Questo problema biologico può essere visto come un problema di 
algoritmica del testo e precisamente l’inferenza di motivi aventi determinate 
caratteristiche tipiche dei TFBS. 
 
La maggior parte degli algoritmi impiegati per risolvere questo problema 
in maniera esatta, ovvero ricercando esattamente una data sequenza di caratteri, 
utilizzano motivi consenso, cioè motivi ben definiti, non strutturati e senza errori 
([Waterman, 1984], [Staden, 1989], [Van Helden, 1998]) oppure permettono una 
sola sostituzione ([Tompa, 1999]). La ricerca per sequenze consenso, però, è 
efficiente quando si dispone di un grande database di sequenze note da usare 
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Una ricerca per sequenze consenso, quindi, non riesce a individuare la 
maggior parte dei TFBS. 
Per sopperire a ciò sono stati ideati altri algoritmi con l’obiettivo di inferire 
motivi senza errori operando su alfabeti più generici ([Saurin e Marlière, 1987], 
[Neuwald e Green, 1994], [Jonassen, 1997], [Brazma, 1998]) e recentemente 
alcuni approcci si sono orientati verso l’inferenza di coppie di motivi separati da 
una certa distanza. Questa scelta è dovuta al fatto che spesso i TFBS appaiono 
come motivi altamente strutturati, ovvero composti di diverse regioni in definiti 
rapporti tra loro; questo accade perché il TFBS ha necessità di assumere strutture 
tridimensionali complesse, per far avvenire interazioni chimico-fisiche con altre 
macromolecole ([Mulder, 1997], [Werner, 1999]). 
L’utility SMILE [Marsan et al., 2002] affronta il problema con un 
approccio nuovo, opposto a quello “mirato” di tutte le altre applicazioni, in 
quanto sostituisce la ricerca di motivi consenso con l’inferenza di motivi 
strutturati, cioè motivi costituiti da più siti che possono presentare errori ([Sagot, 
1998]) e posti a distanze variabili permettendo cosi una ricerca molto più 
generale che riesce ad includere moltissimi motivi. Perciò in questi ultimi anni la 
biologia, avvalendosi degli strumenti messi a disposizione dagli informatici, ha 
potuto studiare più da vicino i TFBS scoprendone nuove caratteristiche. Gli studi 
hanno permesso di comprendere meglio i TF ed i TFBS, e proprio riguardo a 
questi ultimi sono state scoperte nuove caratteristiche che permettono di 
restringere il campo di ricerca. Gli algoritmi implementati nell’utility SMILE 
hanno carattere generale e pertanto possono essere applicati per l’estrazione di 
tutti i tipi di segnali strutturati e simili, comuni a più sequenze. Questo tipo di 
approccio risolve il difetto che presentano tutti gli algoritmi per l’inferenza di 
motivi esatti, cioè l’estrema specificità dovuta ad una ricerca consenso che limita 
l’inferenza a pochissimi TFBS. SMILE permette di ottenere un insieme molto 
vasto di potenziali TFBS, tanto che utilizza varie tecniche per cercare di fare una 
selezione di tale insieme di risultati. Il problema di SMILE è proprio questa sua 
eccessiva genericità in rapporto ai dati che si vanno cercando, infatti l’idea su cui 
si basa SMILE sarebbe vincente se i TFBS fossero costituiti da diverse decine di 
basi. In tal caso la ricerca non avrebbe una genericità eccessiva in quanto la 
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probabilità che una sequenza cosi lunga di basi si possa ripetere frequentemente è 
molto bassa e quindi i risultati sarebbero costituiti da un insieme ridotto di 
elementi. Ma i TFBS finora noti sono costituiti da una catena di poche basi (10 – 
20) per cui l’approccio di SMILE risulta in tal caso troppo generale: accade 
spesso che l’insieme dei risultati forniti sia troppo vasto per poter apportare un 
reale vantaggio allo studio di motivi biologici. 
Il nostro approccio perciò cerca di integrare entrambe le metodologie con 
cui è stato affrontato il problema. Sull’esempio di SMILE, eseguiamo una ricerca 
di motivi strutturati per riuscire ad ottenere un insieme di risultati abbastanza 
vasto, tale ricerca però viene effettuata senza l’introduzione di errori e con 
l’aggiunta di motivi consenso per fornire una certa specificità ai motivi inferiti in 
modo da ottenere una selezione maggiore sulla sequenza d’ingresso. Il giusto 
equilibrio tra genericità e specificità permette cosi di ottenere un output 
sufficientemente ristretto da poter essere utile agli scopi del biologo. 
Infine forniamo all’utente un’interfaccia semplice per poter inserire in 
























La ricerca di pattern in biologia 
 
 
In questo capitolo forniamo le nozioni di base per comprendere il 
problema della ricerca biologica che ha avuto un notevole sviluppo in ambito 
informatico. Occorre dunque descrivere le caratteristiche note dei TFBS al fine di 




1.1 Nozioni biologiche 
 
 
1.1.1 Geni e Fattori di trascrizione 
 
I geni contenuti in un genoma non sono tutti simultaneamente attivi: si 
parla di regolazione genica riferendosi a quel complesso di meccanismi 
molecolari in grado di “accendere” (attivare) o “spegnere” (inattivare) i geni. 
Esistono molteplici meccanismi che intervengono nella regolazione genica; quelli 
che hanno attinenza col presente lavoro sovrintendono alla regolazione dei geni 
di “ordinaria amministrazione” della cellula, e che spesso vengono attivati su 
richiesta di un segnale esterno, in risposta a stimoli ambientali. Normalmente il 
segnale induce, attraverso vie metaboliche anche molto complesse, la sintesi di 
Fattori di Trascrizione (TF), piccole proteine cui viene demandata l’accensione 
del gene target del segnale. 
Oggi si conoscono nell’uomo oltre 250 TF, ed è noto che spesso 
l’attivazione di un gene richiede la compresenza di tre diversi TF, che si 
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assemblano tra loro a formare un Complesso di Fattori di Trascrizione (TFC). 
Poste queste premesse, le diverse combinazioni di tre fattori presi su 250 porta a 
un totale di oltre due milioni di possibili combinazioni, ben oltre la più alta stima 
del numero totale di geni nel genoma umano, che è di cinquantamila. In altre 
parole, l’uso dei TF assicura di avere almeno una chiave di attivazione specifica 
per ciascun gene. 
Il TFC si lega a zone specifiche del DNA, che nella grande maggioranza 
dei casi sono poste a monte del gene da attivare, a distanza variabile 
normalmente compresa tra le -20 e le -500 basi. Esse sono definite siti di attacco 
per fattori di trascrizione, TFBS (dall’inglese, Transcription Factor Binding Site). 
Il meccanismo in base al quale il TFC si lega a uno specifico TFBS è di 
tipo chimico-fisico: sostanzialmente le strutture tridimensionali del TFC e del 
TFBS devono in qualche modo combaciare. I modelli strutturali teorici oggi 
disponibili non sono in grado di predire queste interazioni, di conseguenza non 
possiamo partire dai TF noti per individuare i TFBS.  
L’unica strada per inferire i TFBS consiste quindi nella induzione a partire 
dalle poche sequenze note e dalle loro caratteristiche strutturali, per cercare 
sequenze simili in un lungo tratto di DNA. 
Il campo di ricerca di pattern biologici si divide in due parti: la ricerca di 
motivi noti (pattern matching) e la ricerca di motivi sconosciuti (pattern 
discovery). L’ipotesi, globalmente accettata, che pattern ripetuti rappresentino 
funzionalità o strutture specifiche, sostiene il discovery per ricerca di similarità.  
L’enorme quantità di dati biologici può essere adeguatamente studiata solo 
tramite l’ausilio di algoritmi in grado di scandire rapidamente i dati alla ricerca di 
particolari sequenze che rappresentano funzionalità note ma anche per scoprirne 
di nuove: i motivi che si ripetono oltre la normale presenza casuale sono indizio 
di informazioni che si sono conservate e stabilizzate nel corso dell’evoluzione. 
Gli algoritmi volti alla ricerca di motivi rivestono perciò un ruolo di primo 
piano nello studio per la determinazione di particolari proprietà o classificazione 
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1.1.2   TFBS 
 
Come già accennato, a differenza dei TF, i TFBS oggi noti sono pochi: 
individuare il sito esatto di legame di una molecola, infatti, è molto più difficile 
che individuare la molecola. 
Per quanto si può dedurre da alcuni TFBS noti, la loro funzione si esplica 
tramite un arrangiamento tridimensionale della molecola di DNA che può 
assumere diverse conformazioni, in dipendenza delle basi contenute. In altre 
parole, la struttura 3D di un tratto di DNA è strettamente dipendente dalla 
struttura del testo che si trova in quel tratto. Questa relazione stretta tra testo e 
struttura molecolare è di fondamentale importanza per questo lavoro e quindi 
cerchiamo di illustrarla in dettaglio ricorrendo a qualche semplice esempio. 
Schematizzando al massimo il DNA, possiamo rappresentarlo con una 
coppia di filamenti, costituiti di quattro diverse unità chimiche basilari, chiamate 
basi, Adenina, Timina, Citosina e Guanina. L’alfabeto del DNA è quindi a 
quattro lettere {A, T, C, G}. I filamenti sono orientati e antiparalleli. Ciascuna 
base di un filamento è chimicamente legata alla corrispondente dell’altro 
filamento mediante una relazione di complementarietà: A è complementare di T, 
C di G. Quindi una T risulta sempre legata a una A e viceversa; lo stesso, 
ovviamente, per C e G.  
Prendiamo ora in esempio un tratto di DNA come quello riprodotto nella 
figura sottostante. La conformazione standard, la doppia elica classica, è 
visualizzata come due segmenti paralleli. Sono esplicitamente evidenziati due 
tratti che sono l’uno il complementare invertito dell’altro, ovvero uno contiene le 
basi complementari dell’altro, ma scritte nell’ordine inverso: ACG (diretto) e 
CGT (complementato invertito). 
In questa situazione, il tratto complementato invertito sullo stesso 
segmento è identico al tratto corrispondente sul filamento complementare (si 
ricordi che i filamenti sono antiparalleli, quindi il verso di lettura cambia come 
espresso dalle frecce in figura). Questo implica che a temperatura ambiente, la 
struttura di questo tratto di DNA si trova in equilibrio tra due conformazioni: 
quella classica che abbiamo appena descritto, e una detta “a doppia forcina” 
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(seconda parte della figura sotto) dove l’appaiamento è ottenuto sfruttando i tratti 




                    ACG              CGT 
 
 





                          G       C 
                          C       G 
                          A       T 
                     
 
                                     T       A 
                          G       C 




Questo cambiamento conformazionale può rappresentare un segnale 
estremamente importante per proteine che debbono interagire col DNA: come 
ricordiamo l’interazione è sempre di tipo geometrico/strutturale. La presenza di 
forcine o altre strutture 3D può indicare con specificità dove una particolare 
proteina si deve legare. 
Parliamo di motivi strutturati ogni qual volta riusciamo a individuare in un 
testo la presenza di più parti in rapporto strutturale tra loro: elementi ripetuti, 
elementi complementati invertiti, elementi invertiti e così via. 
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1.1.3   TFBS in Tetrahymena termophyla: un caso in esame 
 
Tetrahymena termophyla è un ciliato d’acqua dolce molto studiato in 
biologia. Recentemente è stato terminato il sequenziamento completo del suo 
genoma, che, però, è ancora largamente non annotato, per mancanza di 
informazioni. Dei gruppi di ricerca di protistologia hanno identificato 
sperimentalmente alcuni dei TFBS attivi in questo organismo. 
In particolare, la struttura di un TFBS coinvolto nella risposta a stress 
termici e chiamato HSE (Heat-Shock Enhancer) è costituito da un motivo 
strutturato di tre elementi (d’ora in avanti chiamati box) in cui il secondo è il 
complementato invertito del primo, mentre il terzo è identico al primo. 
Questa composizione permette un equilibrio tra la forma lineare, una forma a 
forcina in cui il primo box è appaiato al secondo e una terza forma a forcina in 
cui il secondo box è appaiato al terzo. Può darsi che la forma risultante sia un 
complesso ibrido di queste, e conferisca la specificità necessaria alla funzione 
biologica di attacco per i TF. 
Un possibile approccio al discovery di altri potenziali TFBS in questo 
organismo consiste quindi nel cercare zone strutturate in modo analogo; ma 





1.2 Approcci precedenti 
 
 Scoprire e definire i TFBS permette l’individuazione di particolari 
regioni coinvolte nella regolazione dei geni. Per identificare questi promotori in 
sequenze genomiche di grandi dimensioni bisogna scoprire le caratteristiche 
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comuni a tali promotori e nel contempo assenti in regioni non promotrici. La 
conoscenza di motivi che si legano a TF noti può essere la chiave per individuare 
nuovi TFBS in un genoma e per riconoscere geni regolati dallo stesso TF. 
Viceversa se non si conoscono i TF che si legano a specifici motivi, un aiuto alla 
loro individuazione si potrebbe avere cercando motivi simili in TFBS regolati da 
uno stesso TF noto ([Hughes et al., 2000]), anche se uno stesso TF può accendere 
geni diversi che non presentano lo stesso TFBS. 
Spesso condizioni patologiche sono rivelate dalla presenza di una 
regolazione comune a gruppi di geni. L’attivazione contemporanea di tali geni è 
dovuta all’attacco sui relativi TFBS di uno stesso TF. Quindi identificare i motivi 
è il punto di partenza per lo studio dell’attivazione e regolazione di geni legati a 
specifiche patologie. La necessità di rendere veloce uno studio delle sequenze 
biologiche che altrimenti sarebbe molto lento, ha portato allo sviluppo di molti 
algoritmi rivolti alla risoluzione di questo specifico problema ([Bailey e Elkan, 
1995], [Fraenkel et al., 1995], [Brazma et al., 1998], [Sagot, 1998], [Pevzner e 
Sze, 2000]). 
 
Per poter costruire applicazioni che ricerchino o inferiscano siti occorre 
fornire agli algoritmi strutture dati che possano rappresentare le caratteristiche 
essenziali di motivi biologicamente significativi. 
 
 
1.2.1   Proprietà dei TFBS 
 
Sono noti TFBS di alcuni organismi ottenuti tramite esperimenti con 
manipolazioni e osservazioni complesse, molto lunghe e costose. L’aumento 
esponenziale dei dati genetici a disposizione ha sollecitato i bioinformatici a 
studiare più a fondo questi siti conoscendo meglio le loro proprietà al fine di 
individuarli più facilmente e con metodi automatici. Poiché non sono note le 
caratteristiche esatte che fanno di una sequenza di basi nucleotidiche un TFBS 
per un TF, indaghiamo sulle proprietà conosciute per individuare tali siti e 
scoprirne di nuovi con altre proprietà. 
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1.2.2   Carattere eccezionale e somiglianza 
 
Dato un TFBS che possiede determinate proprietà che permettono processi 
complessi, è importante dove sia situato in una sequenza di DNA. Infatti se tale 
sito è presente in zone dove non regola alcuna trascrizione, potrà determinare 
fissazioni inutili e costose per la cellula dal punto di vista energetico. Occorre 
però tenere in considerazione anche due altri aspetti: 
- non sappiamo qual è la visione che un TF ha sul genoma. Alcune zone 
potrebbero non essergli accessibili e quindi tali zone non sarebbero 
potenziali aree di trascrizione e questo indipendentemente da quali siano i 
siti rappresentati in esse; 
- un TFBS spesso non agisce da solo ma in cooperazione con altri siti aventi 
affinità con altri fattori o con altre zone dello stesso fattore. In tal modo la 
presenza di un TFBS isolato non costituisce un potenziale inizio di 
trascrizione. 
 
La lunghezza su cui si estendono i TFBS è estremamente variabile, inoltre 
alcune posizioni dei TFBS sono più soggette a variazioni rispetto ad altre. Questa 
caratteristica è molto variabile in base ai siti coinvolti, inoltre alcuni organismi 
hanno promotori meglio conservati rispetto ad altri. Da ciò si deduce che i TFBS 
sono soggetti a processi evolutivi anche se in misura minore rispetto ad altre 
porzioni meno significative del genoma. Inoltre alcuni esperimenti fanno 
supporre che alcuni geni potrebbero essere trascritti simultaneamente perché 
possiedono promotori e siti di regolazione simili riconosciuti da uno stesso TF. 
Quindi l’esplorazione delle proprietà dei TFBS fa pensare a caratteristiche 
estremamente varie, e nell’ottica di realizzarne l’individuazione tramite 
algoritmi, il primo problema che si pone è di tipo descrittivo. Molte delle 
proprietà individuate esprimono caratteristiche strutturali (lunghezza, ordine e 
distanza tra siti associati nonché loro numero) molto variabili. Le sole proprietà 
che sembra si possano utilizzare per distinguere TFBS sono le loro caratteristiche 
eccezionali e la somiglianza tra siti riconosciuti da uno stesso TF. Le 
rappresentazioni informatiche che descrivono TFBS impiegano una o più di 
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queste proprietà per riunire siti, in particolare utilizzano la nozione di 
somiglianza tra siti vicini o il carattere eccezionale di un insieme di siti. Tra 
queste due proprietà solo la somiglianza può essere veramente espressa  in una 
rappresentazione indipendentemente dalle sequenze. Il carattere eccezionale è in 
effetti fortemente legato alle sequenze manipolate e fa dunque intervenire 
caratteristiche esterne alla rappresentazione. Tuttavia le caratteristiche che 
partecipano a stabilire una somiglianza tra TFBS, molto complesse e poco 
conosciute, non possono essere prese troppo in considerazione. 
La difficoltà a definire una buona rappresentazione utilizzando la nozione di 
somiglianza consiste nell’esprimere le particolarità dei TFBS che permettono di 
distinguerli, disponendo di una rappresentazione sufficientemente leggera da 
essere agevolmente manipolata negli algoritmi. Occorre quindi definire il 
formato dei dati genetici in una rappresentazione basata sulle proprietà 
biologiche stabilite precedentemente. 
 
 
1.2.3   Rappresentazione testuale del DNA 
 
La materia prima nella quale cerchiamo di individuare dei TFBS è costituita 
da macromolecole di DNA, quindi le caratteristiche di rappresentazione 
dipendono direttamente da tale struttura. Distinguiamo: 
- la successione di simboli che rappresentano la concatenazione dei 
nucleotidi di un filamento di DNA; 
- le proprietà chimico-fisiche; 
- le proprietà strutturali; 
 
La rappresentazione delle sequenze di DNA sotto forma di testo è perciò una 
forte semplificazione in quanto si perdono le proprietà chimico-fisiche e la 
conformazione spaziale. Questa scelta è motivata dalla scarsa conoscenza di tali 
proprietà e dal fatto che permette di semplificare il problema, infatti riduce 
notevolmente il numero di caratteristiche per rappresentare i TFBS. A questo 
punto il rischio è dato dal fatto che una rappresentazione semplificata costituita 
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solo da parole non abbia sufficienti informazioni per individuare i TFBS, ma in 
ogni caso mantiene molte delle caratteristiche utili alla individuazione dei siti 
allo stato delle conoscenze attuali. 
 
Le varie applicazioni che si sono susseguite nel corso degli anni hanno 
perseguito l’obiettivo di mettere in evidenza gruppi di oggetti appartenenti ad una 
stessa famiglia funzionale e che si suppone abbiano proprietà comuni. Nel 
problema biologico questi oggetti sono dei promotori o più specificamente dei 
TFBS, per cui raggrupparli è un primo passo verso la comprensione dei 
meccanismi di regolazione mettendo cosi in evidenza le loro caratteristiche 
comuni. Questo raggruppamento si giustifica anche dal punto di vista algoritmico 
perché è molto più agevole manipolare un’entità che ingloba più siti piuttosto che 
trattare ciascun sito separatamente. 
 
 
1.2.4   Metodi di confronto 
 
Dire che due oggetti si somigliano implica l’esistenza di un metodo di 
confronto. Metodi di confronto diversi ovviamente non implicano le stesse 
associazioni. 
Nelle rappresentazioni dei dati i siti vengono percepiti come parole. Per 
confrontare le parole, alcune soluzioni prevedono di utilizzare misure che 
permettano di quantificare il numero di operazioni per trasformare una parola in 
un’altra in un modo generalmente poco complesso, però il metodo di confronto 
genererà delle associazioni che non necessariamente corrisponderanno a quelle 
che legano i TFBS riuniti in un gruppo. Inoltre tenderanno a formarsi 
raggruppamenti troppo ampi che mancano in specificità. Una rappresentazione 
che utilizza tale metodo di confronto dispone tuttavia di molta elasticità per 
aggiustare la distanza dell’insieme di occorrenze a lui appartenenti. 
Sono due le misure più utilizzate per il calcolo della distanza tra parole: la 
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1.2.4.1 Distanza di Hamming 
 
La misura della somiglianza tra due parole può essere calcolata in base alla 
quantità, il costo e il tipo di operazioni effettuate per trasformare una nell’altra.  
Tra le alterazioni da cui può essere affetta una parola, la più frequente che 
si può riscontrare in una sequenza genetica è la sostituzione di un simbolo con un 
altro. La distanza di Hamming misura il numero minimo di sostituzioni tra due 
parole della stessa lunghezza. Si calcola in tempo lineare sulla lunghezza delle 
parole. 
Ad esempio, date le parole ACTTGCTAT e CCATTCTAC, la loro 
distanza di Hamming è 4, infatti: 
 
    A   C   T   T   G   C   T   A   T 
 
 
C   C   A   T   T   C   T   A   C 
 
le due parole (che hanno la stessa lunghezza) differiscono l’una dall’altra in 4 
posizioni in cui hanno caratteri differenti. 
 
 
1.2.4.2 Distanza di Levenshtein 
 
La distanza di Levenshtein [Levenshtein, 1966] aggiunge due operazioni sulle 
parole rispetto alla distanza di Hamming: 
- l’inserzione, che consiste nell’aggiunta di un simbolo in una posizione 
data; 
- la cancellazione, che consiste nella soppressione di un simbolo in una 
posizione data; 
 
Ad esempio, la parola AGTCAAT ha una distanza di Levenshtein di valore 3 
dalla parola AGCTCAATG  in quanto occorrono almeno 3 operazioni per 
  
 
– 14 – 
 
trasformare l’una nell’altra: 
 
 A   G   T   C   G   A   T    A   G   T   C   G   A   T 
 
          C                            G              C    T                    G 
 
 A   G   C   T   G   A   T   G   A   G   C   T   G   A   T   G 
 
 
In questo caso esistono due sequenze diverse di operazioni per trasformare una 
parola nell’altra: 
- nella prima abbiamo un’inserzione (C), una cancellazione (C) e un’altra 
inserzione (G); 
- nella seconda abbiamo due sostituzioni (C, T) e una inserzione (G) 
 
 
1.2.5   Motivo consenso 
 
Due tipi di rappresentazione sono stati usati più spesso per descrivere siti 
specifici che posseggono una certa proprietà. Il primo raggruppa motivi e matrici, 
il secondo modelli di Markov e reti neurali. I motivi sono le sole rappresentazioni 
che utilizzano una nozione di somiglianza stretta, deterministica, che abbiamo 
definito con l’aiuto di distanza, per riunire dei siti. 
Un modo di raggruppare più parole simili consiste nell’impiegare la 
nozione di parola consenso. Un motivo consenso è un insieme che raggruppa 
alcune occorrenze di una sequenza rispettando una limitazione di distanza 
precisa. Data una sequenza S e un motivo consenso m che autorizza una distanza 
massimale D, le possibili occorrenze di m sono tutte le parole p tali per cui la 
distanza di p da m è minore o uguale a D. 
Per esempio, il motivo ACT con distanza massimale 1 nella sequenza 
ACTCACCGGGTCCT, ha una occorrenza esatta (ACT) e due occorrenze 
approssimate a distanza di Hamming 1 (ACC, CCT). 
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La ricerca delle proprietà dei TFBS mostra la grande variabilità e 
complessità che li può interessare, occorre perciò riuscire a rappresentare in 
maniera semplice ma non troppo restrittiva le caratteristiche basilari dei TFBS 





































Le strutture dati e gli algoritmi in uso 
 
 
In questo capitolo facciamo il punto sui principali problemi biologici 
affrontati e prendiamo in esame la modellazione delle catene nucleotidiche che 
costituiscono i dati di ingresso per gli algoritmi che le elaborano. La scelta della 
rappresentazione è molto importante perché definisce la nostra percezione dei 





2.1 Tipologie di ricerca biologica 
 
La bioinformatica si occupa della costruzione e impiego di strumenti 
computazionali atti a sviluppare nuove conoscenze sulla struttura dei dati 
biologici e algoritmi sempre più efficienti permettono analisi approfondite delle 
sequenze biologiche. Lo studio delle sequenze è rivolto alla determinazione dei 
geni, delle funzioni delle proteine nonché della loro struttura, attraverso due 
fondamentali tipi di problemi: 
 
- la localizzazione di un sito in una sequenza data; 
- l’inferenza di un potenziale sito in una sequenza data ricercando particolari 
regolarità quali le ripetizioni di un motivo. 
 
Il problema di localizzazione e quello di inferenza non sono molto lontani uno 
dall'altro, però l'individuazione di un sito in una sequenza (problema di 
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localizzazione) utilizza rappresentazioni che privilegiano le capacità di 
descrizione dei siti e la complessità di tali rappresentazioni è meno importante 
rispetto ad un problema di inferenza per la cui risoluzione è necessario valutare il 
significato biologico delle occorrenze del sito potenziale. 
 
 
2.1.1   Problema di localizzazione 
 
Dato un sito descritto tramite una opportuna rappresentazione e un insieme 
di sequenze S1, …, Sn, un problema di localizzazione consiste nel trovare le 
posizioni delle differenti occorrenze di questo sito in ciascuna delle n sequenze. 
Passiamo quindi in rassegna i principali algoritmi di ricerca di motivi affiancati 
applicati alla localizzazione di TFBS, e le rappresentazioni usate. 
 
Il problema della localizzazione, meglio conosciuto con il nome di pattern 
matching se riferito a parole, è stato l’oggetto di numerosi lavori in algoritmica 
del testo. Il problema del pattern matching consiste nel ricercare in un testo le 
posizioni di una parola data nel modo più veloce possibile, ovvero effettuando il 
minor numero di confronti. 
Il problema della localizzazione di siti biologici in un insieme di sequenze 
è molto vicino a problemi algoritmici classici di ricerca di motivi affiancati. In 
questo dominio esistono numerosi lavori ([Crochemore e Rytter, 1994], 
[Gusfield, 1997]) che hanno avuto un ulteriore sviluppo con l’avvento della 
bioinformatica. 
La maggioranza degli algoritmi di localizzazione di siti utilizzano una 
rappresentazione matriciale. Una matrice è costruita a partire da un insieme di 
occorrenze del sito che si desidera localizzare, e la si utilizza dopo per 
individuare il sito cercato in un insieme di sequenze. Dei numerosi algoritmi 
esistenti, alcuni non tengono conto della composizione globale della sequenza 
d’ingresso ([Bucher e Bryan, 1984], [Staden, 1984], [Schneider e Stormo, 1986]), 
altri utilizzano matrici che prendono in considerazione il contesto ([Stormo, 
1988], [Lawrence et al., 1993], [Chen, 1995]). 
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2.1.2   Problema di inferenza 
 
Il problema della localizzazione dei siti è molto meno complesso di quello 
di inferenza perché in quest’ultimo caso non si conosce il sito cercato. Questa 
relativa semplicità del problema di localizzazione ha permesso di rivolgere 
maggiormente l’attenzione verso la ricerca di una migliore sensibilità verso i siti 
da localizzare, avendo la complessità della rappresentazione usata una 
importanza ridotta. 
Poiché le rappresentazioni di base non descrivono i siti in maniera corretta, 
sono stati proposti molti miglioramenti, tenendo conto di alcune specificità del 
problema biologico, tra cui: 
 
- prendere in considerazione correlazioni tra differenti posizioni di un sito. 
Il numero massimo di sostituzioni di un motivo consenso è, per esempio, 
in maniera limitata, un fattore di correlazione: la sostituzione in una certa 
posizione di una occorrenza non potrà essere effettuata altrove. Tuttavia, 
delle correlazioni più complesse potranno entrare in gioco nella specificità 
dei siti; 
- considerare diversi siti non più indipendentemente gli uni dagli altri, ma 
legati. Gli oggetti cercati saranno allora insiemi di siti ordinati e associati 
sotto certe condizioni; 
- tener conto della posizione dei siti relativamente ad altri elementi del 
genere; 
 
Questi miglioramenti, anche se apportano necessariamente degli aumenti di 
costo più o meno importanti negli algoritmi di inferenza, possono essere direzioni 
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2.1.3   Specificità del problema di inferenza dei siti 
 
Due problemi biologici importanti che motivano l’elaborazione degli 
algoritmi di inferenza sono: 
- la scoperta dei siti nucleici che si ritiene siano implicati nella regolazione 
dei geni degli organismi; 
- la necessità di individuare delle firme (si parla di motivi diagnostici) che 
permettano di stabilire l’appartenenza di una sequenza proteica ad una 
famiglia di proteine date; 
 
La copertura in sequenze di un sito rappresenta il numero di sequenze nelle 
quali delle occorrenze di questo sito appaiono almeno una volta. Invece la sua 
copertura in occorrenze corrisponde al numero totale di occorrenze di tale sito. 
La copertura di un sito è molto importante per gli algoritmi di inferenza. 
Questo criterio di copertura è proprio del sito e dipende dal numero di geni 
regolati da una stessa famiglia di promotori in un insieme di dati. Se l’insieme di 
sequenze, a partire dal quale si inferisce un sito, è nato da esperienze biologiche 
nelle quali si suppone che il sito sia molto rappresentato, si può sperare una 
copertura importante. Nel caso peggiore dove l’insieme è semplicemente 
costituito da sequenze unite solo dal fatto che appartengano ad uno stesso 
organismo, la copertura può essere molto debole. 
 
 
2.1.4   Inferenza delle firme: un problema di classificazione 
 
Supponiamo di disporre di una famiglia di sequenze proteiche 
(raggruppate secondo un carattere funzionale o chimico-fisico) e di un insieme di 
altre sequenze proteiche che non appartengono a questa famiglia. Si desidera 
inferire un motivo diagnostico che permetta di stabilire sull’appartenenza di una 
sequenza proteica qualunque a questa famiglia. Si cerca dunque un motivo che 
appaia in tutte le sequenze della famiglia fornita e in alcune delle sequenze della 
banca dati di cui si dispone. Evidentemente questo caso è ideale e si dovrà tener 
  
 
– 20 – 
 
conto della presenza eventuale di sequenze sconosciute alla famiglia proteica 
dell’insieme iniziale, cosi come quelle delle sequenze appartenenti alla famiglia 
proteica nella banca dati. È un problema di classificazione. 
Questo problema di inferenza differisce dal precedente perché si dispone 
di un insieme di controesempi (la banca dati) che permettono di validare o 
invalidare potenziali motivi diagnostici. Non è dunque necessario ricorrere ad 
una misura di significato. Questo problema differisce dal precedente anche per 
quanto riguarda la copertura, infatti i motivi da estrarre avranno (per definizione) 
una forte copertura nell’insieme iniziale. 
Quindi il problema di inferenza dei TFBS visto precedentemente può 
anche essere posto come un problema di classificazione quando si dispone di un 
insieme di sequenze in cui si sa che il sito ricercato ha poche o nulle possibilità di 
comparire. Si può allora utilizzare un insieme di confronto per validare o meno 
siti potenziali. 
All’opposto, il problema di classificazione di sequenze proteiche appare 
come un sotto-problema di quello che ci poniamo, infatti un algoritmo che 
risolve in modo esatto un problema di individuazione di TFBS potrà facilmente 




2.2 Criteri di inferenza 
 
I due problemi di inferenza discussi precedentemente mettono in evidenza i 
due tipi di criteri tramite i quali un sito è generalmente inferito: 
- i criteri strutturali del sito (lunghezza, copertura, conservazione, 
correlazioni interne o con altri siti); 
- i criteri di significato che impongono ai siti inferiti di avere un carattere 
“eccezionale”; 
 
Fra i criteri strutturali la copertura gioca un ruolo particolare. Essa dipende 
dal sito ma anche dai dati utilizzati. 
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Si possono abbozzare più tattiche d’inferenza di TFBS privilegiando l’una o 
l’altra delle due classi di criteri: 
1. basarsi su criteri strutturali conosciuti per ridurre lo spazio delle soluzioni 
e estrarre siti di cui si valuterà in seguito il significato. 
2. basarsi sui criteri di significato per valutare i migliori criteri strutturali. 
3. un insieme dei due approcci precedenti consistenti nell’estrarre siti su 
criteri strutturali dati e su criteri di significato simultaneamente, in modo 
da diminuire lo spazio delle soluzioni da visitare. 
 
In confronto ad un problema di classificazione, un problema di conservazione 
ha per specificità la necessità dell’impiego di criteri di significato. Questi criteri 
hanno un ruolo importante per l’inferenza perché sono i soli che permettono di 
valutare la validità di un sito. 
 
Esistono due metodi base per trattare il problema dell’inferenza dei siti: i 
metodi di ottimizzazione e quelli combinatori. Gli algoritmi combinatori 
utilizzano in generale la prima o la terza tattica per inferire un TFBS, mentre gli 
algoritmi di ottimizzazione utilizzano la seconda tattica cercando di ottimizzare i 
criteri di significato per estrarre insiemi di occorrenze che hanno il carattere più 
eccezionale. 
Qualunque sia l’approccio utilizzato non bisogna dimenticare che, non avendo 
conoscenze sufficienti sulle caratteristiche dei TFBS, i risultati che si ottengono 
sono interamente condizionati dalla misura del significato scelto perché si 
utilizza sempre un modello di valutazione di cui si suppone teoricamente o 
empiricamente che sia vicino alla realtà. 
In questo caso è delicato parlare di algoritmi esatti, in quanto l’esattezza è 
relativa ai criteri utilizzati per realizzare l’inferenza. Se questi criteri sono 
strutturali, l’algoritmo di inferenza può essere di tipo esatto, mentre se 
l’algoritmo è basato su criteri di significato, la complessità del problema di 
inferenza impone l’utilizzazione di euristiche per risolverlo. Infatti occorre 
ricordare che la maggioranza degli algoritmi di inferenza affronta il problema 
senza considerare informazioni di configurazione spaziale delle macro molecole. 
  
 




Fanno parte dell’approccio combinatorio gli algoritmi esatti, che 
effettuano una ricerca esaustiva dei motivi in strutture dati a grafo o ad albero per 
rendere più veloce la ricerca di tutte le soluzioni al problema, mentre gli 
algoritmi euristici seguono metodi di ottimizzazione e riducono lo spazio di 
ricerca cercando motivi in sottoinsiemi di tutte le possibili soluzioni per cui non è 
garantita la soluzione ottima per una perdita di parte delle soluzioni ([Brazma et 
al., 1998], [Califano, 2000], [Gelfand et al., 2000], [Li et al., 1999], [Stormo e 
Thakurta, 2001]). 
Gli algoritmi che utilizzano un approccio statistico effettuano la ricerca su 
un sottoinsieme di tutte le possibili soluzioni sfruttando assunzioni 
probabilistiche. Esempi sono rappresentati da MEME ([Bailey e Elkan, 1995], 
[Leung e Chin, 2005])  e Gibbs sampler [Lawrence et al., 1993]. 
 
 
2.3.1   Pattern driven 
 
Una delle tecniche più semplici per la risoluzione del problema 
dell’inferenza di motivi è nota come Pattern Driven (PD) [Pevzner e Sze, 2000]. 
Questa tecnica prevede di considerare tutti i possibili pattern che soddisfano 
vincoli d’ingresso come la lunghezza. In tal caso, indicando con l la lunghezza 
dei pattern, poiché l’alfabeto è costituito da 4 elementi (le quattro basi), l’insieme 
delle possibili soluzioni conta 4l pattern. Un tale approccio prevede quindi il 
confronto di ognuno di tali pattern con tutte le sottostringhe di lunghezza l del 
testo d’ingresso e garantisce di trovare tutte le soluzioni che soddisfano i vincoli, 
ma il tempo di risoluzione è esponenziale rispetto ad l. Il problema è perciò 
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2.3.2   Tabelle e grafi 
 
Una riduzione significativa del tempo richiesto dall’approccio PD si ha 
con un algoritmo proposto da Galas e Waterman ([Waterman et al., 1984], [Galas 
et al., 1985]) che sfrutta una tabella di dimensioni 4l in cui in ogni cella viene 
memorizzato un punteggio relativo agli esiti del confronto di ciascun pattern. Il 
vantaggio di tale approccio è dato dal fatto che pattern simili ad altri già 
analizzati (differiscono al più per un certo numero di caratteri) che non fanno 
parte dell’insieme di output, non vengono esaminati. Questo approccio riduce 
significativamente i tempi ma richiede una quantità di memoria eccessiva. 
 
Altri tipi di approcci prevedono l’utilizzo di strutture a grafo come nel caso 
dell’algoritmo Winnower proposto da Pevzner e Sze ([Pevzner e Sze, 2000]). 
 Tale algoritmo costruisce una struttura a grafo in cui i vertici, che 
corrispondono a sottostringhe di lunghezza l delle sequenze di input, sono 
suddivisi in gruppi corrispondenti ad ogni sequenza. Due vertici che 
rappresentano sottostringhe simili (in termini di distanza di Hamming) ma 
appartenenti a gruppi differenti, sono connessi da un arco. Alcuni archi 
connettono occorrenze del segnale (archi segnale) mentre altri riferiscono 
similarità spurie (archi spuri). Questi ultimi rendono difficile l’individuazione del 
segnale, per cui l’algoritmo elimina tali archi spuri. Queste eliminazioni 
permettono di trasformare un grafo in genere molto vasto in uno di dimensioni 
ragionevolmente ridotte in modo da poter individuare i segnali che rappresentano 
la soluzione. L’algoritmo cerca quindi le clique ma per quelle di dimensioni 
superiori a 3 il problema è NP-completo. 
 
 
2.3.2   Suffix tree 
 
Alcuni tra i più efficienti algoritmi per la ricerca di motivi utilizzano la 
struttura ad albero dei suffissi del testo d’ingresso. Tale albero prende il nome di 
suffix tree ed è una struttura dati molto efficiente per inferire pattern in quanto 
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tutte le sottostringhe del testo sono indicizzate sulla struttura stessa. Gli algoritmi 
proposti da Sagot ([Sagot, 1998]) per ricercare motivi ripetuti fanno uso del 
suffix tree, perché può essere costruito in tempo lineare rispetto alla lunghezza 
della sequenza d’ingresso e permette di verificare la presenza di una parola in 
tempo lineare rispetto alla lunghezza di questa. 
L’albero dei suffissi ha però un costo relativamente alto in termini di 
spazio di costruzione anche se alcuni algoritmi riescono a ridurre tali costi anche 
grazie ad una migliore ripartizione della memoria ([Ferragina e Grossi, 1995], 
[Grossi e Vitter, 2000]). 
 
Data una stringa S di ingresso, la sua lunghezza n indica il numero di 
sottostringhe che possiede. Nel suffix tree le sottostringhe sono rappresentate 
dalle foglie, infatti ogni nodo interno è etichettato da una sottostringa non vuota 
di S. I figli di un nodo hanno etichette che iniziano con lettere diverse e nodi 
fratelli sono ordinati lessicograficamente in base alla prima lettera delle loro 
etichette. Ogni foglia rappresenta la sottostringa di S costituita dalla 
concatenazione delle etichette dei nodi attraversati lungo il percorso dalla radice 
alla foglia. Questa struttura ha però bisogno dell’aggiunta di un carattere 
terminale al testo d’ingresso S. Tale carattere, non facente parte dell’alfabeto, è 
utilizzato per distinguere sottostringhe di S che appaiono anche come prefissi di 
altre sottostringhe. Ad esempio, il suffix tree della stringa GATA necessita del 
carattere terminatore $ per poter distinguere nell’albero tutte le sottostringhe 




                     A                           GATA                                 TA 
 
   TA 
 
 
La sottostringa rappresentata dal solo carattere ‘A’ viene “dimenticata” in 
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quanto non termina con l’etichetta di una foglia bensì di un nodo interno per cui 
viene persa una delle caratteristiche del suffix tree che prevede di avere una 
foglia per ogni sottostringa del testo d’ingresso. 
 
Aggiungendo il carattere terminatore $, otteniamo la stringa GATA$ il cui 




                     A                           GATA$                               TA$ 
 
   TA          $ 
 
che permette anche alla sottostringa ‘A$’ di avere un cammino dalla radice ad 
una foglia. 
 
La costruzione della struttura del suffix tree richiede tempo lineare 
([Weiner, 1973], [McCreight, 1976], [Ukkonen, 1995]) ed i nodi totali (nodi 
interni + foglie) non possono essere più di 2 n indicando con n la lunghezza del 
testo d’ingresso. Infatti se consideriamo il caso limite in cui il testo è composto 
da caratteri tutti uguali, il suffix tree relativo avrà un nodo interno e una foglia 
(contenente il carattere terminatore) per ciascun carattere (che rappresenta 
l’inizio di ogni sottostringa). 
Data la sua costruzione, il suffix tree ha la caratteristica di avere un solo 
cammino per ogni sottostringa qualunque sia il numero delle sue occorrenze nel 
testo d’ingresso. Tale caratteristica permette di verificare in modo esatto la 
presenza di un pattern lungo m all’interno del testo in tempo O(n + m). Se un 
pattern viene trovato all’interno dell’albero, cioè il percorso di individuazione 
termina nell’etichetta di un nodo interno, tutte le foglie del sottoalbero radicato in 
tale nodo rappresentano il numero di occorrenze di tale pattern all’interno del 
testo. 
Con la struttura del suffix tree è anche possibile effettuare una ricerca di 
  
 
– 26 – 
 
pattern ammettendo differenze in termini di distanza di Hamming. In tal caso 
occorre percorrere tutti i rami che si incontrano ad ogni nodo mantenendo traccia 
del numero di tutti i caratteri diversi incontrati in ogni cammino. Il percorso 
viene scartato solo se le differenze superano un certo numero prestabilito k prima 
di terminare il confronto dell’ultimo carattere del pattern. Ancora una volta, 
terminato il confronto all’interno di un nodo, tutte le foglie del sottoalbero 
radicato in tale nodo costituiscono il numero di occorrenze del pattern con al più 
k differenze. 
Quindi il suffix tree può essere impiegato anche per ricercare la frequenza 
di un pattern all’interno di un testo. Per rendere più veloce tale ricerca è possibile 
memorizzare in ogni nodo dell’albero il numero di foglie contenute nel 
sottoalbero radicato nel nodo stesso. Questa informazione aggiuntiva si può 
ottenere con una visita dell’albero prima di effettuare la ricerca dei pattern con 
costo O(n). 
Il primo algoritmo basato su suffix tree per la ricerca di motivi 
approssimati in sequenze biologiche fu ideato da Sagot ([Sagot, 1998]). Tale 
algoritmo permette di risolvere il problema dei motivi ripetuti e quello dei motivi 
comuni: 
 
- il primo problema prevede di trovare tutti i pattern che presentano al più k 
differenze ed occorrono almeno q volte nel testo di ingresso; 
- il secondo prevede di trovare tutti i pattern che presentano al più k 
differenze e sono presenti in almeno q sequenze distinte di ingresso 
 
Questo algoritmo trova in modo esaustivo tutti i motivi di una certa lunghezza 
compresa in un limite superiore ed uno inferiore e che verificano la proprietà di 
presentare un certo numero di occorrenze/differenze, e può facilmente essere 
esteso per risolvere il problema dei motivi strutturati ([Marsan e Sagot, 2000]) 
cioè motivi costituiti da più box di basi separati uno dall’altro da distanze definite 
a priori. Questa estensione è molto utile biologicamente in quanto i TFBS che 
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I suffix tree sono perciò una soluzione molto efficiente per risolvere problemi 
di ricerca esatta di pattern ([Chi Kwong Hui, 1992], [Apostolico et al., 2000]). 
Occorre però evidenziare che nel caso in cui siano ammesse differenze tra ogni 
singolo pattern e le occorrenze nel testo di input, questi algoritmi operano in 
tempo esponenziale rispetto alle differenze ammesse. Infatti ammettere 
differenze comporta un’enorme crescita nel numero delle potenziali soluzioni. In 
tali casi sono stati proposti algoritmi euristici ([Li et al., 1999], [Gelfand et al., 
2000]) che riducono il numero delle potenziali soluzioni limitando il numero di 
percorsi tramite vincoli sulle posizioni delle differenze nelle occorrenze del 
motivo. Questa scelta però non garantisce l’esattezza della soluzione poiché 
rischia di perdere alcuni motivi. 
 
L’algoritmo per l’inferenza di motivi di Sagot è cosi fatto: una volta costruito 
il suffix tree, in ogni nodo viene aggiunta l’informazione del numero di foglie 
contenute nel sottoalbero radicato nel nodo stesso. Questo si ottiene facendo una 
visita in profondità dell’albero. A questo punto vengono ricercati i motivi 
attraverso il suffix tree. 
Se sono ammesse differenze tra un motivo e le sue occorrenze, la ricerca del 
motivo viene interrotta se è stato superato il numero massimo di differenze 





2.4 Misurare la pertinenza di un sito 
 
Le conoscenze attuali in materia di TFBS sono limitate a poche 
caratteristiche generali proprie di questi siti. In certi organismi procarioti, son 
state osservate alcune caratteristiche strutturali particolari come l’associazione tra 
loro di certi siti dovuta alla conformazione spaziale degli enzimi che si fissano. 
Queste associazioni non sono osservabili sistematicamente e non possono dunque 
essere imposte per l’inferenza dei TFBS. I criteri strutturali conosciuti di questi 
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siti sono in generale specifici a una famiglia precisa di organismi. Inoltre, da soli, 
non sono sufficienti per permettere di isolare tali siti. 
La ricerca di una soluzione al problema dell’individuazione dei TFBS si 
appoggia necessariamente su una delle rare caratteristiche conosciute e in 
comune: il loro carattere eccezionale. Di fatto questi siti appaiono molto 
frequentemente a monte dei geni e in misura eccezionalmente rara altrove. 
Quando si inferiscono TFBS sono necessari criteri di significato che 
permettano di quantificare il carattere eccezionale di questi siti. Si deve dunque 
fare la scelta di un metodo di misura per stimare il significato di un sito. 
L’enzima che va a fissarsi su un promotore piuttosto che su un’altra posizione 
della sequenza ha implicitamente rispettato, tramite proprietà chimico-fisiche, un 
metodo di misura che ha privilegiato questa posizione. Poiché non conosciamo le 
forze che regolano queste interazioni, i metodi di misura che scegliamo si basano 
su delle ipotesi. La parte arbitraria di questa misura è rafforzata dalla nozione di 
contesto in cui si valutano le caratteristiche eccezionali di un sito. 
 
Un’ipotesi semplice per stimare il significato di un sito consisterebbe nel 
dire che il suo numero di occorrenze in un insieme di sequenze è in sé una misura 
del suo significato. Ma un sito che ha un gran numero di occorrenze non ha 
necessariamente un carattere eccezionale, infatti per misurare il carattere 
eccezionale di un sito è necessario prendere in considerazione la composizione 
delle sequenze da cui è estratto, inoltre il modo con cui rileviamo la 
composizione di insiemi di sequenze considera solo i nucleotidi. 
 
 
2.4.1   Entropia 
 
Molti algoritmi utilizzano la misura dell’entropia relativa al fine di 
calcolare la composizione della sequenza per valutare il carattere eccezionale di 
un sito dato. L’entropia relativa di un motivo prende in considerazione la 
frequenza di ogni base (A, C, G, T) presente nelle occorrenze del motivo e 
nell’insieme delle sequenze: 
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- k = lunghezza del motivo; 
- fα,i = frequenza con la quale si osserva il simbolo α alla posizione i delle 
occorrenze del motivo m; 
- fα = frequenza globale del simbolo α nell'insieme delle sequenze private 
delle occorrenze di m (il contesto) 
 
Dato il grande spazio da visitare, le matrici sono particolarmente adatte per 
utilizzare le misure dell’entropia relativa che, stimando il carattere eccezionale di 
un sito modellato, permette di guidare gli algoritmi euristici. 
L’entropia relativa misura il carattere insolito di un motivo guardando la 
composizione globale in nucleotidi di una o più sequenze: più è elevata, più il 
motivo è considerato eccezionale. 
Tuttavia l’entropia relativa offre una buona misura di confronto solo tra 
motivi aventi lo stesso numero di occorrenze, infatti l’entropia relativa di due 
motivi che hanno un numero di occorrenze differente non è comparabile perché 
nel calcolo entrano in gioco solo le frequenze di apparizione dei nucleotidi 
mentre il numero di occorrenze non è preso in considerazione. L’entropia relativa 
può dare un miglior punteggio ad un sito perfettamente conservato su poche 
sequenze piuttosto che ad un sito meno ben conservato che copre la quasi totalità 
delle sequenze. In conseguenza di ciò, la maggior parte degli algoritmi che 
utilizzano questa misura suppongono una copertura completa delle sequenze da 
parte dei siti da inferire, ma questo in pratica si verifica raramente. 
Una buona misura deve dunque tener conto della composizione dell’insieme 
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2.4.2   Metodi statistici 
 
Spesso pattern che rappresentano motivi con funzione biologica 
significativa, occorrono frequentemente nelle sequenze biologiche, ossia sono 
ripetuti un numero di volte superiore a quello che ci si aspetterebbe se le 
sequenze fossero casuali. Quindi un altro modo di valutare la pertinenza di un 
sito consiste nel confrontare la sua probabilità di apparizione con la frequenza 
d’apparizione osservata nell’insieme di sequenze originali. 
Alcuni algoritmi sfruttano la statistica come guida durante l’estrazione di 
motivi, ma generalmente viene utilizzata dopo una prima fase in cui vengono 
estratti tutti i motivi che soddisfano i parametri d’ingresso. Tali metodi di 





Una misura del significato statistico è rappresentata dal test dello z-score. 
Supponendo di poter stimare la probabilità pm di apparizione di un motivo m 
dato, lo z-score ([Alder e Roessler, 1972]) indica se il numero di occorrenze Nm 
osservate tra le N sequenze è eccezionale oppure no. Sotto l’ipotesi che le N 
sequenze siano indipendenti, lo z-score zm di un motivo vale: 
 
zm   =   (Nm – N * pm) / sqrt(σm) 
 
dove: 
- N * pm è il numero di sequenze nelle quali si ha almeno una occorrenza di 
m; 
- σm è lo scarto tipo associato a N * pm. 
 
Uno z-score positivo indica che il modello m è sovra rappresentato in 
rapporto alla sua probabilità d’apparizione, uno z-score negativo indica che è 
sotto rappresentato. Infine uno z-score nullo, indica che i risultati osservati per m 
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corrispondono ai risultati attesi. 
Lo z-score è una misura che prende in considerazione la composizione della 
sequenza (per la probabilità di apparizione del motivo) e il numero di occorrenze 
osservate. Essa rispetta dunque i due criteri che ci sembrano importanti. In più 
essa è asintoticamente normalmente distribuita e normalizzata per ottenere una 






Spesso in abbinamento allo z-score viene utilizzato il test del χ2, un’altra 
misura statistica che permette di stimare il carattere eccezionale di un risultato 
rispetto ad un altro. Considerando due insiemi di sequenze A e B contenenti 
rispettivamente NA e NB sequenze, il test del χ2 ad un grado di libertà è definito 
dalla seguente formula: 
 
χ2 = (NA + NB) * (vA * wB – vB * wA)2 / (nv * nw * NA * NB) 
 
dove: 
- il motivo m appare in vA sequenze dell’insieme A e vB sequenze 
dell’insieme B; 
- wA = NA – vA 
- wB = NB – vB 
- nv = vA + vB 
- nw = wA + wB 
 
In presenza di un insieme di risultati osservati e di un insieme di risultati 
attesi, il test del χ2 produce una misura di coerenza tra questi risultati di origine 
differente. Più il valore ottenuto è vicino allo zero, maggiore è la coerenza tra 
loro. 
Questo test non ha tuttavia le proprietà di normalizzazione dello z-score: il 
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numero di occorrenze del motivo influisce sul valore del suo χ2, 
indipendentemente dalla proporzione di occorrenze che appaiono nei due insiemi. 
 
 
2.4.2.3 Probabilità di apparizione 
 
Il test dello z-score e del χ2 necessitano entrambi di riferirsi ad un risultato 
atteso, cioè una probabilità di apparizione, ma non è facile riuscire ad ottenere un 
valore corretto per questa probabilità cosi come per lo scarto tipo impiegato nella 
formula dello z-score. Un metodo consiste nell’utilizzare il modello di Bernoulli 
(ogni simbolo ha una probabilità di apparizione indipendente calcolata 
direttamente a partire dalla composizione della sequenza). 
Disponendo di questa probabilità pm di apparizione di un modello, lo scarto 
tipo è approssimato dalla formula: 
 
σm = N * pm * (1 – pm)       (dove N è il numero di sequenze) 
 
Un modo per ottenere una probabilità di apparizione di un motivo consiste 
nell’utilizzare un metodo di simulazione osservando le frequenze di apparizione 
di un motivo in sequenze generate casualmente. Tali sequenze casuali (shuffling) 
vengono generate un numero di volte sufficiente ad ottenere risultati stabili. 
Questo metodo però è molto costoso. 
 
Una soluzione diversa alla identificazione dei motivi con carattere 
eccezionale è dato dalla ricerca dei soli motivi massimali restringendo quindi 
l’insieme dei possibili risultati senza perdere informazione biologicamente 
rilevante. 
La massimalità per motivi esatti prevede che le occorrenze coincidano con il 
motivo stesso, ma spesso è necessario ammettere alcune differenze rispetto al 
motivo perché gli elementi funzionali non si ritrovano sempre identici nelle 
sequenze biologiche. Consideriamo perciò anche massimalità per motivi 
approssimati (approssimazione intesa come distanza di Hamming). 
  
 




Pattern statisticamente sovradeterminati [Blanchette e Sinha, 2001] non 
occorrono sempre in modo esatto, cioè non si ripetono sempre uguali a sé stessi 
ma possono presentare delle differenze (in termini di distanza di Hamming). Per 
ricercare tali pattern occorre perciò considerare questo aspetto, infatti molti dei 
motivi restituiti dagli algoritmi non corrispondono ad elementi funzionali in 
quanto una parte dell’output è costituita da variazioni casuali del motivo che 
vengono detti artefatti ([Blanchette e Sinha, 2001]). Il risultato è perciò poco 
leggibile per cui occorre raggiungere un punto d’incontro tra un output con basso 
rumore, ovvero restituire pochi pattern che non rappresentano un elemento 
funzionale, e nel contempo una buona completezza, cioè perdere pochi motivi 
che identificano elementi funzionali. Accade invece che spesso il risultato della 
ricerca di motivi ripetuti è ridondante rendendo difficile la comprensione e 
gestione dei risultati. Per ovviare a questo problema prendiamo in considerazione 
massimalità per motivi esatti. 
 
 
2.5.1   Massimalità per motivi esatti 
 
Trovare motivi esatti in una sequenza consiste nell’inferire pattern che 
occorrono in maniera esatta almeno un certo numero di volte. Il problema 
consiste nel trovare tutti i pattern di lunghezza compresa tra un minimo ed un 
massimo che siano ripetuti almeno X volte. 
L’output può essere affetto da ridondanza, cioè possono essere presenti 
motivi che non apportano alcuna informazione biologicamente utile perché già 
ottenuta da altri motivi. I motivi ridondanti sono sottostringhe che appaiono 
nell’output ed essendo un’estensione di altri motivi, contengono più 
informazioni. 
Estendere un motivo significa aggiungere al motivo caratteri alla sua 
destra o alla sua sinistra in modo tale che il motivo diventi una sottostringa della 
sua estensione. Chiaramente se l’estensione di un pattern è un motivo, anche il 
  
 
– 34 – 
 
pattern sarà un motivo. Non vale invece il contrario, cioè se un pattern è un 
motivo, una sua estensione non necessariamente sarà presente nell’insieme delle 
soluzioni. Inoltre se un pattern non è un motivo in quanto il numero delle sue 
occorrenze non supera il quorum, allora anche sue estensioni non potranno essere 
un motivo, in quanto estendere un pattern comporta una restrizione per cui nella 
migliore delle ipotesi il numero di occorrenze sarà equivalente a quello del 
pattern, altrimenti sarà inferiore. 
L’insieme dei motivi massimali è un sottoinsieme di tutti i motivi. Da tale 
sottoinsieme sono ricavabili tutte le informazioni biologicamente rilevanti che si 
ottengono da tutto l’insieme dei motivi. Inoltre da tale sottoinsieme è possibile 
ricostruire l’insieme di tutti i motivi. Un motivo è massimale se non può essere 
ulteriormente esteso senza perdere occorrenze. 
 
 
2.5.2   Massimalità in conservazione 
 
Un’altra soluzione prevede di utilizzare il concetto di massimalità in 
conservazione riuscendo ad eliminare gli artefatti sfruttando il fatto che le 
variazioni di un motivo condividono le loro occorrenze o un sottoinsieme di 
queste, ma il motivo rilevante è quello che si conserva maggiormente avendo un 
numero di differenze minore con le sue occorrenze rispetto agli artefatti. 
Quindi il motivo che si conserva maggiormente tra tutti quelli che hanno 
più o meno le stesse occorrenze è detto motivo massimale in conservazione, cioè 
è più conservato rispetto agli altri motivi in quanto in media ha una minor 
distanza di Hamming dalle sue occorrenze. 
 
La soluzione della massimalità in conservazione si basa sul fatto che gli 
artefatti condividono con il motivo vero un sottoinsieme piuttosto vasto di 
occorrenze, ma il motivo vero è più conservato perché ha subito un minor 
numero di mutazioni nel corso dell’evoluzione (rappresentato dal fatto che la 
media delle distanze di Hamming tra il motivo e le sue occorrenze è minore 
rispetto alle medie degli artefatti). 
  
 
– 35 – 
 
La massimalità in conservazione perciò non fa riferimento alla frequenza 
nelle sequenze biologiche rispetto a quella attesa in sequenze random, bensì al 
confronto tra motivi che hanno quasi le stesse occorrenze ma differiscono per la 
conservazione, quindi differisce dalle tecniche basate sul significato statistico per 






































In questa sezione descriviamo l’applicazione BioMotif e l’algoritmo che 
permette di estrarre motivi semplici o strutturati da stringhe di testo che 
rappresentano catene di nucleotidi. L’alfabeto di riferimento è costituito dai 
quattro caratteri A, C, G, T corrispondenti rispettivamente alle quattro basi: 
adenina, citosina, guanina, timina. L’inferenza dei motivi si basa su criteri 
strutturali e al termine della ricerca l’insieme dei risultati viene filtrato valutando 





La nostra applicazione deve inferire motivi altamente strutturati, per cui 
per raggiungere tale obiettivo abbiamo mantenuto il carattere generale 
dell’applicazione SMILE limitando però la ricerca ai soli motivi esatti e sul solo 
alfabeto delle basi puriniche. Per ridurre il carattere ancora troppo generale di 
tale scelta abbiamo abbinato la ricerca di motivi consenso in modo da avere un 
output ragionevolmente ridotto da poter essere studiato dai biologi. In realtà gli 
insiemi forniti in output dall’applicazione necessitano di un’ulteriore selezione in 
quanto il numero di motivi potenzialmente validi è ancora troppo elevato e ciò 
mette in evidenza il problema che si ha con una ricerca troppo generica in grado 
di fornire una quantità di dati intrattabile. Questo non pregiudica affatto la bontà 
dell’approccio di SMILE che può risultare utilissimo per altri tipi di ricerche, ma 
nel caso di ricerche di TFBS non è una soluzione molto valida per la natura dei 
dati che si vanno a cercare: il numero di basi che costituiscono i singoli box con 
cui interagiscono i TF e anche l’intera struttura dei TFBS sono tali da rendere 
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vana una tale tipologia di ricerca. Le probabilità di ottenere sequenze che 
rispettino le condizioni di variabilità che intervengono su un numero ridotto di 
basi è altissima tenendo in considerazione la grande dimensione del filamento di 
DNA. 
La nostra utility utilizza l’alfabeto dei caratteri delle sole basi puriniche del 
DNA, ricercando motivi costituiti da un numero arbitrario di box. Tutti i box da 
inferire hanno la stessa dimensione definita dall’utente, mentre le distanze tra un 
box e l’altro hanno la possibilità di variare tra intervalli definibili per ogni coppia 
di box. 
Per ridurre ulteriormente il numero di motivi di output è possibile 
restringere ad un intervallo di valori la somma delle distanze tra tutti i box da 
inferire. Inoltre è possibile aggiungere a tali box un numero qualunque di pattern 
di cui si conosce a priori la composizione in basi nonché un parametro che 
rappresenta la distanza massima di ognuno di tali pattern rispetto al motivo 
strutturato da inferire. 
Questi due ultimi parametri, non presenti in SMILE, costituiscono 
importanti criteri per l’inferenza esatta di motivi, soprattutto tenendo in 
considerazione l’obiettivo di alta specificità che ci siamo prefissati. Infatti i 
pattern predefiniti costituiscono un ulteriore filtro per i motivi da inferire 
restringendo l’insieme dei risultati. 
Infine implementiamo un’interfaccia grafica per l’inserimento semplice ed 
efficiente dei parametri d’ingresso. 
 
Per quanto riguarda la struttura progettuale facciamo riferimento a SMILE, 
infatti il nostro algoritmo estrae da una qualunque sequenza d’ingresso motivi 
che rispettano un certo numero di criteri strutturali forniti dall’utente e al termine 
dell’estrazione valuta il significato dei motivi ottenuti. Quindi l’utility BioMotif è 
composta da due parti: 
- la prima che agisce come un filtro esatto estraendo dalla sequenza 
d’ingresso motivi in base a criteri strutturali; 
- la seconda tratta i motivi ottenuti associando loro dei valori calcolati con 
differenti misure statistiche 
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3.1.1   Interfaccia 
 
Per eseguire BioMotif basta fornire un insieme di parametri contenenti i 
criteri strutturali d’estrazione scelti dall’utente ed eventualmente i parametri che 
permettono di valutare i motivi estratti. Il vantaggio rispetto alle precedenti 
applicazioni è dato dal fatto che ogni parametro viene inserito nel relativo 
riquadro che lo identifica attraverso un’interfaccia grafica permettendo cosi un 
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3.1.1.1 Criteri d’estrazione 
 
Per impostare i criteri occorre avere a priori una certa conoscenza dei 
motivi che si desidera estrarre. Tali criteri di estrazione permettono anche di 
migliorare notevolmente le performance dell’algoritmo in quanto riducono 
l’insieme dei risultati. 
Alcuni criteri sono globali, in quanto riguardano l’intera struttura da 
ricercare, mentre altri sono locali perché si riferiscono ad un solo box o a coppie 
di box. Tali criteri potrebbero essere in contraddizione, perciò l’algoritmo 
provvede d avvisare l’utente in caso di incompatibilità tra valori. L’utente può 
cosi decidere se ignorare l’avvertimento proseguendo ugualmente nella ricerca, 
oppure accettare le modifiche automatiche oppure ancora annullare l’operazione. 
 
Numero, dimensione e composizione dei box da inferire 
Tra i criteri necessari per il processo di estrazione di motivi abbiamo due 
parametri che permettono di impostare il numero dei box che compongono il 
motivo da inferire e la loro lunghezza. La lunghezza viene definita da un valore 
unico per cui tutti i box avranno la stessa dimensione. Per quanto riguarda la loro 
composizione in caratteri, fanno tutti riferimento al primo box, quindi per ogni 
possibile permutazione di caratteri del primo box, i successivi avranno una 
composizione definita in base al valore del relativo parametro. Le possibili scelte 
sono: 
 
- “equal”. Il box è uguale al primo; 
- “complemented”. Ogni carattere è il complemento del carattere 
corrispondente del primo box. Ad esempio se il primo box è rappresentato 
dalla sequenza ACG, il suo complemento è TGC; 
- “inverted”. Il box ha i caratteri invertiti rispetto al primo, cosi se il primo 
box è rappresentato dalla sequenza ACG, la sua inversione è GCA; 
- “complemented-inverted”. Il box ha i caratteri complementati ed invertiti 
rispetto al primo, cosi se il primo box è rappresentato dalla sequenza ACG, 
il suo complemento invertito è CGT 
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Intervallo di apparizione 
Ogni box successivo al primo ha altri due parametri obbligatori che 
costituiscono l’intervallo minimo e massimo rispetto al box precedente entro il 
quale il box deve apparire. Ad esempio se un box si trova in posizione 100 nel 
testo d’ingresso e ogni box ha una lunghezza di tre caratteri, tale box terminerà 
alla posizione 102. Il box successivo che ha impostati i valori di intervallo 
minimo e massimo rispettivamente a 2 e 5, potrà trovarsi nelle posizioni che 
vanno dalla 105 (intervallo minimo di due caratteri dal precedente box) alla 108 
(intervallo massimo di cinque caratteri dal precedente box). Il numero di motivi 
estratti è proporzionale alla dimensione degli intervalli, quindi intervalli molto 
brevi permettono di avere un filtro più fine sulla sequenza d’ingresso ottenendo 
un insieme dei risultati ridotto. 
 
Parametri strutturali dell’intero motivo da inferire 
Esistono due parametri globali che si riferiscono alla struttura da inferire. Uno 
imposta il valore minimo accettabile della somma degli intervalli di tutti i box e 
l’altro il massimo. Questo perché il motivo che si va ad inferire possiede una 
struttura fisico-chimica tale che una distanza troppo piccola o troppo grande 
impedirebbe al TF di legarsi all’insieme di box che rappresenta il TFBS. Perciò 




Un’importante innovazione rispetto alle applicazioni fino ad oggi 
implementate consiste nella possibilità di inferire motivi strutturati per i quali 
siano noti alcuni box, detti perciò “predefiniti”. Infatti le varie tipologie di ricerca 
effettuate su sequenze biologiche hanno sempre affrontato il problema della 
ricerca o dell’inferenza trattandoli separatamente. Questi approcci molto spesso 
hanno dovuto scontrarsi con il problema di un insieme di risultati troppo ridotto o 
troppo vasto per risultare effettivamente utile allo studio di motivi 
biologicamente attivi. Far convergere le poche conoscenze a disposizione sui 
TFBS è quindi un primo passo verso un miglior esito dell’inferenza che unito ad 
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altre tecniche può portare ad un insieme di soluzioni interessanti per i biologi. 
Quindi la nostra applicazione effettua l’inferenza di motivi per i quali sono 
definite caratteristiche strutturali come la distanza ed anche composizionali. Il 
vantaggio riguardo le caratteristiche che riferiscono sulla composizione in 
nucleotidi è dato non solo dalla definizione dei box in funzione di uno di loro che 
rappresenta il riferimento, ma soprattutto dalla presenza di box la cui 
composizione è indipendente da tutti gli altri. Questi box saranno sempre presenti 
in ogni motivo inferito e quindi permettono una forte riduzione dell’output. 
Inoltre un altro parametro che ne obbliga la presenza entro una certa distanza dal 
motivo inferito raffina l’insieme di pattern potenzialmente significativi. Perciò la 
nostra applicazione prevede di poter inserire un numero arbitrario di box per 
ognuno dei quali occorre definire l’esatta sequenza di basi che lo compongono 
nonché la distanza massima a cui può trovarsi dal motivo da inferire. Tale 
distanza rappresenta il numero massimo di basi che separano un box predefinito 
dall’intera serie di box da inferire, per cui un box predefinito potrà trovarsi entro 
tale distanza dalla prima base del primo box da inferire oppure dall’ultima base 
dell’ultimo box da inferire. Occorre sottolineare che questo vincolo non vieta che 
tale box predefinito si trovi adiacente all’insieme di box da inferire oppure 
addirittura all’interno di esso. 
 
Ad esempio se abbiamo un insieme di tre box che rispettano determinati 
criteri di distanza e di composizione: 
 
ACT … TGA … ACT 
 
ed è necessaria la presenza di un ulteriore box predefinito ‘GATA’ entro una 
distanza di k basi, possiamo avere i seguenti casi: 
 
1) ACT … TGATA … ACT 
ovvero il box predefinito è presente all’interno dei box inferiti ed è sovrapposto 
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2) ACT … GATA … TGA … ACT 
il box predefinito si trova all’interno dei box inferiti ma non si sovrappone ad 
alcuno di essi. 
 
3) GATA … ACT … TGA … ACT 
il box predefinito precede l’insieme dei box inferiti. 
 
4) ACT … TGA … ACT … GATA 
il box predefinito segue l’insieme dei box inferiti. 
 
Nei casi 3 e 4 affinché il motivo sia presente nell’insieme dei risultati occorre che 
il box predefinito ‘GATA’ sia presente ad una distanza non superiore alle k basi. 
 
I box predefiniti, che possono essere un numero arbitrario, costituiscono 
un’importante innovazione per l’inferenza di motivi strutturati altamente specifici 
e proprio per questo sono di notevole importanza per ridurre fortemente l’insieme 
dei motivi inferiti e di conseguenza i tempi di estrazione. 
L’utilizzo di più box predefiniti è però limitato da due importanti 
motivazioni: la prima, dovuta a scarse conoscenze sui siti, potrà essere colmata 
nel tempo acquisendo maggiori informazioni, l’altra invece, di tipo strutturale, 
costituirà sempre un forte limite ad un uso esteso di box predefiniti in quanto la 
dimensione dei TF è tale da non poter coinvolgere un numero di basi tale da 
richiedere la presenza di molti box. 
 
 
3.1.2   Estrazione 
 
Descriviamo la struttura dati utilizzata per poter scandire efficacemente la 
sequenza di basi in input alla ricerca dei motivi significativi e l’implementazione 
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3.1.2.1 Struttura dati: il suffix tree 
 
 L’applicazione BioMotif utilizza come struttura dati l’albero dei suffissi 
della sequenza d’ingresso, in quanto la sua costruzione viene realizzata in tempo 
lineare rispetto alla dimensione del testo d’ingresso e la struttura base dell’albero 
può essere facilmente integrata a livello dei nodi con informazioni utili per 
semplificare l’inferenza. Descriviamo di seguito l’approccio seguito per la 
costruzione in tempo lineare del suffix tree ([Ukkonen, 1995]). 
 
 Un suffix tree è una struttura dati che rappresenta tutti i suffissi di una 
stringa. L’algoritmo di costruzione utilizzato processa ogni singolo carattere della 
stringa d’ingresso procedendo da sinistra verso destra. Ad ogni passo il suffix 
tree costruito rappresenta la porzione di stringa già esaminata, infatti i suffissi di 
una stringa Ti = t1…ti, possono essere ottenuti dai suffissi della stringa Ti-1 = 
t1…ti-1 concatenando il simbolo ti alla fine di ogni suffisso di Ti-1. Quindi i 
suffissi di una stringa Tn = t1…tn, possono essere ottenuti espandendo i suffissi di 
T0 in quelli di T1 e cosi via fino ad ottenere quelli di Tn da quelli Tn-1. 
 Questo approccio contrasta con il metodo di Weiner ([Weiner, 1973]) che 
procede da destra verso sinistra e aggiunge i suffissi all’albero in ordine crescente 
rispetto alla loro lunghezza partendo dal suffisso più piccolo, e con il metodo di 
McCreight che aggiunge i suffissi all’albero in ordine decrescente rispetto alla 
loro lunghezza. 
 Questo algoritmo, con costo lineare in tempo, prende spunto da un 
algoritmo impiegato per la costruzione dei suffix tries che ha costo quadratico 
rispetto alla lunghezza del testo. 
 Un suffix trie è un albero digitale in cui ogni nodo contiene un solo 
carattere della stringa d’ingresso che viene perciò decomposta in una sequenza di 
caratteri. Ad esempio il suffix trie per la stringa ATATC viene costruito con i 
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ε:   A:   AT:   ATA: 
 
⊥   ⊥   ⊥    ⊥ 
 
O   O   O    O 
  A     A        T       A          T 
  O     O         O       O          O 
    T               T          A 
   O               O          O 
                  A 




ATAT:   ATATC: 
 
   ⊥     ⊥ 
 
   O     O 
 A          T     A        T  C 
 O         O     O          O     O 
    T           A       T         A        C 
   O     O       O          O    O 
       A           T  A  C    T 
        O       O            O  O   O 
   T           T         C 
   O            O         O 
   C 
    O 
 
 
L’algoritmo che costruisce la struttura del suffix trie è il seguente: 
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r := top;  
while(g(r, ti) è indefinito) do 
crea un nuovo stato r’ e una nuova transizione g(r, ti) = r’; 
if(r != top) crea un nuovo suffix link f(oldr’) = r’; 
oldr’ := r’; 
r := f(r); 
crea un nuovo suffix link f(oldr’) = g(r, ti); 
top := g(top, ti); 
 
 
Il suffix tree è una struttura dati che rappresenta solo un sottoinsieme degli 
stati del suffix trie. Gli stati rappresentati vengono detti espliciti e sono costituiti 
dai nodi interni che hanno almeno due archi uscenti (transizioni), e da tutte le 
foglie. Gli altri stati del trie, quelli con un solo arco in uscita, sono detti impliciti 
in quanto non compaiono esplicitamente nel suffix tree. 
 Una stringa w che rappresenta il cammino di passaggio tra due stati 
espliciti s ed r, costituisce il percorso della transizione g(s, w) = r. La stringa 
tk…tp = w viene espressa tramite l’ausilio di due puntatori (k,p): uno (k) al primo 
e l’altro (p) all’ultimo carattere, per cui la transizione diventa g(s,(k,p)) = r. Una 
transizione g(s,(k,p)) = r è detta a-transizione se tk = a, con a ∈ Σ. 
 
 Aggiungiamo una funzione f definita per tutti gli stati x con almeno due 
archi uscenti, come f(x) = y dove y è uno stato tale per cui la stringa x = ay per 
ogni a ∈ Σ, e f(root) = ⊥. In tal modo f è sempre ben definita: se x è uno stato con 
due archi uscenti, allora anche f(x) lo è. La funzione f definisce i suffix link che 
vengono rappresentati esplicitamente e che determinano un percorso attraverso i 
nodi dell’albero. 
 
 Una coppia (s,w) rappresenta uno stato (esplicito o implicito) raggiungibile 
attraverso le transizioni di caratteri dallo stato s allo stato r nel suffix tree. Una 
coppia (s,w) rappresenta un riferimento canonico se s è l’immediato predecessore 
di r (perciò w è la stringa più corta possibile). Per uno stato esplicito r, la coppia 
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canonica di riferimento è (r,ε). Come in precedenza, una generica stringa w viene 
rappresentata con una coppia di puntatori, per cui una coppia (s,w) diventa 
(s,(k,p)). La coppia (s,ε) viene rappresentata con (s(p+1,p)). 
  
 L’algoritmo di costruzione del suffix tree prende spunto dall’algoritmo per 
la costruzione del suffix trie, tuttavia per avere tempi di costruzione lineari 
occorre esaminare con cura alcuni dettagli della costruzione. 
 La figura mostra i passi della costruzione del suffix tree relativo alla 
stringa ATATC. 
 
ε:   A:   AT:   ATA: 
 
⊥   ⊥   ⊥   ⊥ 
 
O   O   O   O 






ATAT:   ATATC: 
 
⊥    ⊥ 
 
O    O 
                ATAT         TAT  AT         T C 
  O          O 
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Siano s1 = t1…ti-1, s2, s3, …, si = root, si+1 = ⊥ gli stati del suffix tree Ti-1 
sulla frontiera. Sia j il più piccolo indice tale che sj non è una foglia, e sia j’ il più 
piccolo indice tale che sj’ ha una ti-transizione. Poiché s1 è una foglia e ⊥ è un 
nodo interno che ha una ti-transizione, entrambi j e j’ sono ben definiti e j ≤ j’. 
 
La costruzione dell’albero avviene aggiungendo al suffix tree Ti-1 una ti-
transizione per ognuno degli stati sh, con 1 ≤ h < j’, tali che, per 1 ≤ h < j, la 
nuova transizione espande un vecchio ramo dell’albero che termina alla foglia sh, 
e per j ≤ h < j’, la nuova transizione inizia un nuovo ramo da sh. Chiamiamo lo 
stato sj “active point” e sj’ “end point” del suffix tree Ti-1. 
 Durante la costruzione vengono perciò inseriti due differenti gruppi di ti-
transizioni nell’albero Ti-1: 
- gli stati sulla frontiera prima dell’active point sj, sono foglie, perciò ogni 
transizione espande un ramo già esistente dell’albero; 
- gli stati dall’active point sj all’end point sj’ (escluso quest’ultimo) non sono 
foglie, perciò ogni nuova transizione inizia un nuovo ramo 
 
Il primo gruppo di transizioni che espande un ramo esistente deve essere 
implementato aggiornando il puntatore destro di ogni transizione che rappresenta 
il ramo. Sia g(s,(k,i-1)) = r tale transizione. Il puntatore destro riferisce l’ultima 
posizione i-1 di Ti-1. Questo perché r è una foglia e perciò un percorso che 
conduce ad r identifica un suffisso di Ti-1. Quindi la transizione di aggiornamento 
deve essere g(s,(k,i)) = r. Questo allunga soltanto la stringa esaminata, ma non 
cambia gli stati s ed r. Eseguire tutti gli aggiornamenti è costoso in termini di 
tempo, perciò utilizziamo un accorgimento. 
Ogni transizione dell’albero Ti-1 che conduce ad una foglia è chiamata “open 
transition”. Tale transizione è della forma g(s,(k,i-1)) = r dove il puntatore destro 
riferisce l’ultima posizione i-1 di Ti-1, perciò non è necessario rappresentare il 
valore attuale del puntatore destro. Quindi, le open transitions sono rappresentate 
da g(s,(k,∞)) = r dove ∞ indica che questa transizione è libera di crescere, infatti 
g(s,(k,∞)) = r rappresenta un ramo di lunghezza qualunque tra lo stato s e un 
immaginario stato r. Ne deriva che un aggiornamento esplicito del puntatore 
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destro quando ti è inserito nel ramo non è necessario: il simbolo ∞ può essere 
rimpiazzato da n = |T| dopo il completamento dell’albero. Quindi il primo gruppo 
di transizioni è implementato senza un esplicito cambiamento all’albero Ti-1. 
 
Dobbiamo ancora descrivere come aggiungere all’albero Ti-1 il secondo 
gruppo di transizioni. Queste creano nuovi rami che cominciano dagli stati sh, 
con j ≤ h < j’. Per trovare tali stati sh occorre considerare che questi non sono 
necessariamente stati espliciti, perciò saranno trovati lungo la frontiera 
dell’albero Ti-1 usando coppie di riferimento e suffix links. 
 
Sia h = j e sia (s,w) la coppia di riferimento canonico di sh per l’active point. 
Lo stato sh è sulla frontiera dell’albero Ti-1 che ha il suffisso w, perciò (s,w) = 
(s,(k,i-1)) per ogni k ≤ i. 
 
Vogliamo creare un nuovo ramo partendo dallo stato rappresentato da (s,(k,i-
1)). Tuttavia, prima testiamo se (s,(k,i-1)) riferisce già l’end point sj’. Se lo 
riferisce, siamo a posto, altrimenti deve essere creato un nuovo ramo. Terminato 
ciò lo stato sh riferito da (s,(k,i-1)) è esplicito, altrimenti tale stato, denotato da sh, 
lo si crea esplicito dividendo la transizione che contiene il corrispondente stato 
implicito. Quindi viene creata una ti-transizione da sh e deve essere una open 
transition g(sh,(i,∞)) = s’h dove s’h è una nuova foglia. Inoltre viene aggiunto il 
suffix link f(sh) se sh è stato creato suddividendo la transizione. 
 
La costruzione procede con sh+1. Se la coppia di riferimento per sh è (s,(k,i-1)), 
la coppia di riferimento canonico per sh+1 è data dalla procedura 
Canonize(f(s),(k,i-1)) che calcola la coppia di riferimento canonico aggiornando 
lo stato e il puntatore sinistro (il puntatore destro resta invariato nella 
canonizzazione). Le operazioni discusse sopra sono ripetute per sh+1 e cosi via 
fino all’end point sj’. 
 
In questo modo otteniamo la procedura Update che trasforma l’albero Ti-1 
nell’albero Ti inserendo la ti-transizione nel secondo gruppo. Update utilizza la 
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procedura Canonize menzionata sopra e la procedura TestAndSplit che testa se 
una data coppia di riferimento rappresenta l’end point. Se non lo rappresenta la 
procedura costruisce uno stato esplicito per la coppia di riferimento. Perciò la 
procedura Update fornisce una coppia di riferimento per l’end point sj’. 
 
procedura Update(s, (k, i)):  
// (s, (k, i - 1)) è la coppia di riferimento canonico per l’active point 
1. oldr := root; 
2. (endPoint, r) := TestAndSplit(s,(k, i – 1), ti); 
3. while(!endPoint) 
4.      crea una nuova transizione g(r,(i,∞)) := r’;   // r’ è un nuovo stato 
5.      if oldr != root then crea un nuovo suffix link f(oldr) = r; 
6.      oldr := r; 
7.      (s, k) := Canonize(f(s), (k, i – 1)); 
8.      (endPoint, r) := TestAndSplit(s, (k, i - 1), ti ); 
9. if oldr != root then crea un nuovo suffix link f(oldr) = s; 
10. return (s, k); 
 
La procedura TestAndSplit testa quando uno stato con coppia di 
riferimento canonico (s,(k,p)) è l’end point che nell’albero Ti-1 avrebbe una ti-
transizione. Il simbolo ti è rappresentato dal parametro di input t, mentre il 
risultato del test è ritornato come primo parametro di output. Se (s,(k,p)) non è 
un end point, lo stato (s,(k,p)) è reso esplicito (se non lo è già) dividendo la 
transizione. Lo stato esplicito è ritornato come secondo parametro di output. 
 
procedura TestAndSplit(s, (k, p), t):  
1. if k ≤ p then 
2.     g(s, (k’ , p’ )) = s’  //  tk-transizione da s; 
3.     if t = tk‘+p–k+1 then return(true, s); 
4.     else     // rimpiazza la tk-transizione con le transizioni: 
5.         g(s,(k’, k’ + p – k)) = r;  // r è un nuovo stato 
6.         g(r, (k’ + p – k + 1, p’ )) = s’; 
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7.         return(false, r); 
8. else 
9.     if(non c’è una t-transizione da s) then return (false, s); 
10.    else return(true, s); 
 
La procedura TestAndSplit beneficia del fatto che (s,(k,p)) è canonica: la 
risposta del test dell’end point può essere trovata in tempo costante considerando 
solo una transizione da s. 
 
 La procedura Canonize prende una coppia di riferimento (s,(k,p)) per 
qualche stato r, trova e ritorna lo stato s’ e il riferimento sinistro k’ tali che 
(s’,(k’,p)) è la coppia di riferimento canonico per r. Lo stato s’ è l’immediato 
predecessore esplicito di r (oppure r stesso se r è esplicito), perciò la stringa che 
porta da s’ ad r deve essere un suffisso della stringa tk…tp che porta da s ad r. 
Quindi il riferimento destro p non cambia ma il riferimento sinistro k può 
diventare k’, con k ≤ k’. 
 
procedura Canonize(s, (k, p)):  
1. if p < k then return (s, k); 
2. else 
3.     g(s, (k’, p’)) = s’ // trova la tk-transizione da s; 
4.     while p’ – k’ ≤ p – k do 
5.         k := k + p’ – k’ + 1; 
6.         s := s’; 
7.         if k ≤ p then g(s,(k’,p’)) = s’; // trova la tk-transizione da s; 
8.     return (s, k); 
 
Per continuare la costruzione con il successivo simbolo ti+1 del testo, deve 
essere trovato l’active point dell’albero Ti. Per far ciò occorre notare che sj è 
l’active point dell’albero Ti-1 se e solo se sj = tj… ti-1 dove tj… ti-1 è il più lungo 
suffisso di Ti-1 che occorre almeno due volte in Ti-1. Inoltre sj’ è l’end point 
dell’albero Ti-1 se e solo se sj’ = tj’… ti-1 dove tj’… ti-1 è il più lungo suffisso di Ti-1 
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tale che tj’… ti-1ti è una sottostringa di Ti-1. Ma questo significa che se sj’ è l’end 
point dell’albero Ti-1 allora tj’… ti-1ti è il più lungo suffisso di Ti che occorre 
almeno due volte in Ti, perciò lo stato g(sj’,ti) è l’active point dell’albero Ti. 
 
Lemma. Sia (s,(k,i-1)) una coppia di riferimento dell’end point sj’ dell’albero Ti-1, 
allora (s,(k,i)) è una coppia di riferimento dell’active point dell’albero Ti. 
 
Segue l’algoritmo finale per la costruzione del suffix tree T. La stringa T è 
processata carattere per carattere da sinistra a destra. 
 
Construction() // costruzione dell’albero dei suffissi per la stringa T = t1t2…$ 
// il simbolo $ non appare in ti. 
1. crea gli stati root e ⊥; 
2. for(j := 1, . . . , m) crea la transizione g(⊥,(-j, -j)) = root; 
3. crea il suffix link f(root) = ⊥; 
4. s := root; 
5. k := 1; 
6. i := 0; 
7. while(ti+1 != $) 
8.     i := i + 1; 
9.     (s, k) := Update(s, (k, i)); 
10.    (s, k) := Canonize(s, (k, i)); 
 
I passi 9 e 10 si basano sul Lemma: dopo il passo 9 la coppia (s,(k,i-1)) 
riferisce l’end point dell’albero Ti-1 e perciò (s,(k,i)) riferisce l’active point 
dell’albero Ti. 
Questo algoritmo costruisce il suffix tree T per una stringa S = s1…sn in 
tempo O(n) attraverso la costruzione degli alberi intermedi T0, T1, … Tn-1, Tn = 
T. La costruzione dell’albero Ti necessita di accedere solo all’i-esimo carattere di 
T. 
 A run time possiamo dividere il tempo richiesto in due componenti, 
entrambe di costo O(n). La prima componente rappresenta il costo della 
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procedura Canonize. La seconda componente rappresenta il resto: il tempo per 
attraversare il percorso dei suffix link dall’attuale active point all’end point e 
creare i nuovi rami tramite la procedura Update, e poi trovare il successivo active 
point attraverso una transizione dall’end point (passo 10 di Construction). 
Chiamiamo gli stati (coppie di riferimento) in questo percorso, gli stati visitati. 
 Il secondo componente costa un tempo proporzionale al numero totale di 
stati visitati, perché le operazioni per ogni stato (creazione di uno stato esplicito e 
un nuovo ramo, seguire un esplicito o implicito suffix link, test per l’end point) 
possono essere implementate in tempo costante. Sia ri l’active point dell’albero Ti 
per 0 ≤ i ≤ n. Gli stati visitati tra ri-1 ed ri sono sul percorso che consiste di alcuni 
suffix links e una ti-transizione. Con un suffix link si decrementa di uno la 
profondità (la lunghezza della stringa da esaminare sul percorso di transizione 
dalla root) dello stato corrente da visitare e con una ti-transizione si incrementa di 
uno. Il numero di stati visitati (incluso ri-1, escluso ri) sul percorso è perciò 
profondità(ri-1) – profondità(ri) + 2, e il loro numero totale è dato dalla 
sommatoria da 1 a n di (profondità(ri-1) – profondità(ri) + 2) = profondità(r0) – 
profondità(rn) + 2n ≤ 2n. Questo implica che il secondo componente sia O(n). 
Il tempo necessario per ogni esecuzione di Canonize ha un limite superiore 
della forma a + bq dove a e b sono costanti e q è il numero di esecuzioni del 
corpo del loop nei passi 5-7 di Canonize. Il tempo totale necessario per eseguire 
Canonize ha perciò un limite che è proporzionale alla somma del numero di 
chiamate della procedura e al numero totale di esecuzioni del corpo del loop in 
ogni esecuzione. Ci sono O(n) chiamate perché c’è una chiamata per ogni stato 
visitato (passo 7 di Update e passo 10 di Contruction). Ogni esecuzione del corpo 
cancella una stringa non vuota dalla parte sinistra della stringa w = tk…tp 
rappresentata dai puntatori nella coppia di riferimento (s,(k,p)). La stringa w può 
crescere durante tutto il processo solo nel passo 10 di Construction che concatena 
ti per i = 1…n all’estrema destra di w. Quindi una cancellazione non vuota è 
possibile al massimo n volte. Il tempo totale per il corpo del loop è perciò O(n) e 
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La nostra applicazione permette di ricercare motivi strutturati e non. 
Inferire una struttura permette una maggior specializzazione dei risultati rispetto 
ad un motivo costituito da un solo box, per cui prendiamo in considerazione la 
ricerca di motivi strutturati. In tal caso l’algoritmo proposto da Sagot potrebbe 
essere impiegato, però occorre considerare anche la presenza di motivi singoli 
(box) predefiniti che possono avere posizioni a distanze variabili rispetto al 
pattern strutturato da inferire. L’utente può infatti decidere di inserire un numero 
arbitrario di box predefiniti per aumentare enormemente la specificità dei siti da 
ricercare. In genere aumentare il numero dei vincoli dovrebbe ridurre i tempi di 
ricerca, ma non in questo caso in quanto tali box predefiniti non hanno una 
posizione precisa all’interno della struttura da ricercare, per cui determinano una 
esplosione nel numero di motivi potenziali da inferire legata alle posizioni 
assunte dai box predefiniti rispetto ad ogni pattern strutturato. In seguito a ciò ci 
troviamo in una situazione simile a quella descritta in precedenza nei problemi 
affrontati da Sagot dove siano ammesse differenze tra ogni singolo pattern e le 
occorrenze nel testo di input, per cui gli algoritmi operano in tempo esponenziale 
rispetto alle differenze ammesse. 
 
Per cercare di ovviare a questo problema e rendere la soluzione 
intuitivamente semplice abbiamo pensato di utilizzare un approccio diverso. 
Sfruttiamo sempre la struttura del suffix tree ma per ogni nodo, oltre al numero 
delle foglie presenti nel proprio sottoalbero, aggiungiamo altre informazioni. 
Inoltre utilizziamo un array di interi che contiene l’indice delle posizioni delle 
sottostringhe del testo ordinate in base alle collocazioni delle foglie nell’albero 
secondo una visita del suffix tree da sinistra a destra. Lo spazio di memoria 
occupato da tale array è O(n). 
Costruito l’albero ne eseguiamo la visita da sinistra verso destra per 
memorizzare in ogni nodo altri dati utili al nostro scopo. Ogni nodo del suffix 
tree possiede le seguenti informazioni: 
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- la lunghezza dell’etichetta (il numero di caratteri che la compongono); 
- l’indice dell’array che riferisce la prima foglia del sottoalbero; 
- il numero di foglie contenute nel sottoalbero radicato nel nodo; 
- un puntatore all’array dei figli; 
- il numero dei figli 




3.1.2.2 Algoritmo di inferenza 
 
Durante il processo di inferenza vengono ricercati tutti i possibili motivi che 
soddisfano i criteri impostati. Ogni motivo è composto da una serie di sequenze 
di caratteri la cui composizione non è definita a priori e altri per i quali è nota 
l’esatta composizione in caratteri. Chiamiamo “structured box” una sequenza di 
caratteri non definita a priori e “constant box” una predefinita. Per quanto 
riguarda il primo structured box viene definito solamente il numero di caratteri 
che lo compongono, per cui verranno ricercati un numero di motivi che dipende 
da tale dimensione d oltre che dalla dimensione dell’alfabeto Σ utilizzato. Quindi 
i motivi da ricercare sono |Σ|d. 
Poiché abbiamo deciso di utilizzare un alfabeto di dimensione fissa (gli 
elementi che lo costituiscono sono A, C, G, T che rappresentano le 4 basi del 
DNA), dobbiamo ricercare 4d motivi. 
Per ognuno di tali motivi da inferire vi possono essere molte combinazioni di 
caratteri che costituiscono pattern validi per le condizioni imposte dai parametri 
iniziali. Infatti ogni pattern è costituito da più structured box posti secondo un 
definito ordine sequenziale, ma ogni coppia di structured box accetta una 
distanza variabile tra i suoi due elementi. 
Per incrementare la specificità della ricerca è possibile inserire un numero 
arbitrario di constant box (box predefiniti) per ognuno dei quali occorre definire, 
indipendentemente dagli altri, la dimensione e composizione in caratteri. Per 
questi constant box occorre anche specificare la distanza massima a cui possono 
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trovarsi dalla sequenza di structured box da inferire. Una ricerca di una stringa di 
caratteri ha costo lineare nella sua dimensione ma molti dei caratteri della stringa 
che costituisce il pattern da inferire non sono definiti in quanto costituiscono solo 
l’intervallo di separazione tra box, per cui qualsiasi carattere dell’alfabeto è 
accettabile. In seguito a ciò durante la ricerca nel suffix tree, una volta 
individuato l’ultimo carattere di un structured box esaminando l’etichetta di un 
nodo all’interno dell’albero, da tale nodo occorre proseguire la ricerca attraverso 
tutti i possibili nodi figli presenti in quanto ogni carattere rappresenta soltanto 
l’unità di distanza che separa due structured box. Questo provoca un’esplosione 
nella ricerca dei possibili pattern con costo esponenziale nel numero dei caratteri 
“liberi”, ma permette comunque di realizzare una implementazione relativamente 
semplice dell’algoritmo di inferenza. 
Un problema maggiore è rappresentato dal fatto che i constant box, a 
differenza dei structured box, non hanno una posizione stabilita all’interno della 
struttura del motivo, quindi ogni constant box può precedere, seguire o 
addirittura essere sovrapposto ad ogni altro box. Di conseguenza per ogni motivo 
occorre ricercare un insieme di pattern esponenziale nel numero di constant box e 
nelle distanze che separano tutti i box. 
Quindi anziché ricercare, per ogni modulo, ognuno dei possibili  pattern, il 
nostro algoritmo ricerca ogni singolo box all’interno dell’albero con costo lineare 
rispetto alla lunghezza dei box. 
L’algoritmo opera secondo i passi descritti di seguito. 
Se uno dei constant box non viene trovato allora la ricerca termina subito 
con esito negativo in quanto tali box devono necessariamente essere presenti in 
ogni motivo ma poiché l’albero dei suffissi che rappresenta la sequenza di input 
non li contiene, non potrà essere presente alcun motivo con tale sequenza di 
caratteri. 
Se uno structured box non viene trovato allora la ricerca per quel motivo 
termina e si passa alla ricerca del motivo successivo. 
Se tutti i box (fix e free) del motivo corrente sono presenti, il nodo 
dell’albero in cui viene individuato l’ultimo carattere di ognuno dei box contiene 
il numero di foglie del sottoalbero di cui tale nodo è radice ed anche l’indice 
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dell’array che contiene la posizione della prima foglia. In tal modo vengono 
individuate tutte le posizioni delle sottostringhe del testo che hanno come 
prefisso il box ritrovato nello specifico nodo dell’albero. 
Ora viene copiata la porzione di array che contiene l’indice delle foglie (le 
sottostringhe) in un nuovo array. Tale array viene ordinato con costo O(f log f) 
(indicando con f il numero di foglie). Questo processo viene ripetuto per tutti i 
box individuati. 
 
A questo punto per ogni box abbiamo un array che contiene tutti gli indici 
(in ordine crescente) che riferiscono le posizioni della sequenza d’ingresso in cui 
ha inizio ogni occorrenza. 
Dato uno structured box ‘A’ che precede immediatamente uno structured 
box ‘B’, rappresentiamo con arrayA l’array relativo al primo structured box e con 
arrayB quello relativo al secondo. 
Indicando con b la dimensione di ogni structured box, con i il generico 
indice dell’arrayA, e con m ed M rispettivamente la distanza minima e massima a 
cui può trovarsi lo structured box ‘B’, abbiamo: 
- mi = m + i + b che rappresenta l’indice della posizione minima accettabile 
a cui può trovarsi lo structured box ‘B’; 
- Mi = M + i + b che rappresenta l’indice della posizione massima 
accettabile a cui può trovarsi lo structured box ‘B’; 
 
Le posizioni degli indici mi e Mi vengono ricercate in tempo logaritmico 
(tramite ricerca binaria) all’interno dell’arrayB. Tali posizioni rappresentano il 
limite minimo e massimo che racchiude l’intervallo di indici dell’arrayB validi 
per le occorrenze di ‘B’. 
Poiché gli indici di ogni array sono rappresentati in ordine crescente, se la 
posizione di mi all’interno dell’arrayB è maggiore dell’ultimo suo elemento, 
allora la ricerca di tale motivo termina prematuramente, perché qualsiasi altro 
indice dell’arrayA avrà valore maggiore dell’mi attuale e quindi a maggior 
ragione non potrà ricadere all’interno dell’arrayB. 
Se invece Mi  precede il primo elemento dell’arrayB, allora termina solo la 
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ricerca relativa all’indice corrente dell’attuale arrayA, infatti ciò non vieta che un 
elemento successivo dell’arrayA con valore maggiore dell’elemento precedente 
possa ricadere all’interno dell’intervallo di valori dell’arrayB. 
Nel caso in cui mi preceda il primo elemento o si trovi all’interno 
dell’arrayB, dopo aver individuato Mi, abbiamo un intervallo di indici validi in 
quanto soddisfano i parametri di distanza, per cui si procederà ricorsivamente 
nello stesso modo per gli elementi dell’arrayB calcolando per ciascuno di loro il 
valore mi ed Mi da ricercare nell’array relativo allo structured box successivo. 
Una volta individuati gli elementi dell’array dell’ultimo structured box che 
soddisfano i limiti di distanza dal precedente structured box, occorre controllare 
il rispetto delle distanze minima e massima totali relative a tutti gli structured 
box. Questo viene fatto sommando gli intervalli effettivi della sequenza in 
questione e controllando che tale somma appartenga all’intervallo di valori 
accettabili definiti dai parametri di distanza totale minima e massima. 
Rispettati anche tali limiti, si procede al controllo, per ogni constant box, 
del rispetto delle distanze nei confronti della sequenza di structured box. 
Il procedimento è equivalente a quello esaminato per gli structured box 
con la sola differenza che ogni constant box non è successivo ad un generico 
structured box ma può trovarsi entro una distanza d (definita dall’utente) da tutta 
la sequenza di structured box. Per cui ogni constant box potrà precedere, essere 
contenuto o seguire l’intera sequenza di structured box. Dato un generico 
constant box j, indichiamo con: 
 
- bj  la dimensione del constant box j; 
- dj  la distanza massima accettabile rispetto alla sequenza di structured 
box; 
- b  la dimensione degli structured box; 
- p  la posizione del primo structured box; 
- P  la posizione dell’ultimo structured box 
 
 La coppia di valori mj e Mj che rappresentano l’intervallo di indici 
dell’array del generico constant box j che rispettano la distanza rispetto alla 
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sequenza di structured box, è: 
 
- mj = p – bj – dj 
- Mj = P + b + dj 
 
La ricerca di mj e Mj viene effettuata all’interno dell’array del constant box 
j tramite ricerca binaria individuando cosi l’intervallo di indici che rispettano la 
condizione imposta per tale constant box. 
Se l’intervallo è nullo nessun elemento relativo alla ricerca attuale iniziata 
sull’elemento i del primo structured box rispetta le condizioni imposte per cui si 
passa all’indice i+1. 
Se le condizioni di distanza per ogni constant box sono rispettate, allora è 
stato trovato un insieme di occorrenze del motivo attuale (per l’occorrenza del 
motivo attuale costituita da una sequenza di structured box, esiste un insieme di 
valori relativo ad ogni constant box).  
A questo punto, ogni insieme di indici validi relativi a ciascun constant 
box, viene suddiviso in sottoinsiemi in base alle posizioni che il constant box 
occupa rispetto ad ogni structured box. Gli indici che costituiscono ogni 
sottoinsieme rispettano una di queste condizioni: 
 
- precedono il primo structured box; 
- sono sovrapposti ad uno structured box; 
- si trovano tra due structured box; 
- seguono l’ultimo structured box; 
 
L’individuazione dei sottoinsiemi viene effettuata con ricerca binaria degli 
estremi di ogni structured box all’interno di ogni porzione di array valida relativa 
a ciascun constant box e suddividendo di conseguenza l’intervallo di valori. 
 
Questo procedimento permette di ridurre notevolmente i tempi per 
l’inferenza di motivi ottenendo al termine del processo di ricerca le posizioni 
delle sottostringhe relative ai motivi che soddisfano le condizioni imposte. Tali 
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posizioni vengono cosi memorizzate in una griglia suddividendole in base alla 






Un esempio di risultati raggruppati in base alla sequenza di structured box. 
La colonna evidenziata “Num.” contiene per ogni riga il numero di occorrenze 






 Il suffix array del testo viene costruito in tempo linerare rispetto alla 
sequenza di ingresso di dimensione N, quindi il costo in termini di tempo 
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dell’inferenza dei motivi è deciso dalla ricorsione effettuata sugli array delle 
foglie di ogni motivo. Indicando con M il numero dei box (sia da inferire che 
predefiniti) escluso il primo, al caso pessimo ciascun array conterrà N elementi e 
ognuno di loro andrà ricercato due volte (per il valore minimo e massimo di 
distanza dal box successivo) nell’array successivo con costo log N, quindi il 
costo totale sarà O((N log N)M) ovvero esponenziale nel numero di box. Occorre 
però evidenziare che in pratica il costo sarà nettamente inferiore in quanto molti 
motivi verranno scartati prima della visita di tutti gli array oppure presenteranno 
un numro sempre più ridotto di elementi (molto inferiore ad N). 
Da ciò segue che è di fondamentale importanza per una ricerca dall’esito 
veloce, definire parametri che restringano il più possibile l’insieme dei motivi 
inferiti. 
 
Per quanto riguarda la complessità in spazio occupato, il costo del suffix 
tree è rappresentato da un numero di nodi che al massimo è 2 N. Ogni nodo 
presenta puntatori e interi, quindi non influisce in ordine di grandezza 
sull’occupazione di memoria. Occorre aggiungere un ulteriore costo N dato 
dall’array contenente gli indici delle foglie e le porzioni di tale array ricopiate 
una per ogni box, per cui il costo in termini di spazio potrebbe crescere 
esponenzialmente in funzione del numero di box stessi, ma occorre considerare 
che tale numero è sempre molto contenuto per motivi chimico-fisici dei TFBS (in 
genere sono in numero di 3 – 4 e in ogni caso entro un numero di 10). Inoltre in 
media ogni box, per ciascun carattere che lo compone, riduce il numero di 
possibili foglie N ad un quarto (l’alfabeto è costituito dalle quattro basi), per cui 
in pratica il costo da aggiungere è sempre lineare rispetto alla sequenza 
d’ingresso. Ad esempio una sequenza lunga N caratteri ha N sottostringhe 
(foglie). Ognuno dei quattro possibili nodi figli della radice ha in media N/4 
foglie. Ciascun figlio di tali nodi avrà in media N/(4)2 figli, e cosi via, per cui ad 
ogni livello l’insieme dei nodi fratelli potrà avere al massimo tutte le foglie 
dell’albero. Bisogna però considerare che alcuni box potranno essere equivalenti 
e quindi avere array contenenti lo stesso numero di foglie. Di conseguenza, in 
teoria, se un nodo ha una quantità di foglie superiore alla media allora array 
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identici a questo nel loro insieme conterranno un numero di indici superiore ad 





L’algoritmo di estrazione ricerca motivi che rispettano i parametri descritti 
precedentemente. Non esistono costrizioni sui criteri forniti, ma da questi criteri 
dipende la dimensione dello spazio delle soluzioni: criteri troppo permissivi 
saranno causa di tempi di estrazione molto lunghi producendo un gran numero di 
motivi senza interesse. Sarà di conseguenza notevolmente aumentato il tempo 
necessario a valutare l’insieme dei motivi estratti per individuare quelli 
potenzialmente significativi. 
 
Ripercussioni delle modifiche dei parametri sui tempi di estrazione: 
 
- la lunghezza minima totale permette di ridurre l’insieme delle soluzioni 
proporzionalmente al suo valore ma non influirà sui tempi di ricorsione 
sugli array in quanto sarà valutata al termine di tale processo; 
- la lunghezza massima totale permette anch’essa di ridurre l’insieme delle 
soluzioni in maniera inversamente proporzionale al suo valore. 
Equivalentemente alla distanza minima totale non influisce sui tempi di 
ricorsione relativi alla ricerca negli array; 
- l’intervallo di distanza tra due box consecutivi influisce sull’insieme dei 
risultati (riducendolo maggiormente quanto più piccolo è tale valore) e sui 
tempi di estrazione in quanto riduce il numero di foglie degli array nel 
processo ricorsivo; 
- i constant box predefiniti determinano una forte riduzione dell’insieme dei 
risultati ma riducono i tempi limitatamente all’ultima fase del processo 
ricorsivo di ricerca sugli array in quanto gli array relativi ai constant box 
vengono esaminati solo dopo il rispetto delle condizioni controllate nel 
processo ricorsivo che interessa gli structured box. Ovviamente una 
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riduzione drastica dei tempi (la ricerca si conclude prima ancora del 
processo ricorsivo) si ha solo se almeno uno dei box non è presente nella 
sequenza d’ingresso; 
- la distanza massima di ogni constant box contribuisce alla riduzione 
dell’insieme dei risultati ma ha scarsa influenza sui tempi di estrazione in 
quanto non interviene nella ricerca ricorsiva effettuata sugli array degli 
structured box 
 
L’estrazione termina fornendo raggruppamenti per ogni motivo inferito 
riportando il numero di occorrenze. Le occorrenze dei constant box sono 
suddivise in base alla loro posizione rispetto alla sequenza di structured box in 
modo da rendere più leggibile l’insieme dei risultati. 
 
La griglia dei risultati riporta per ogni riga: 
 
- il numero di occorrenze individuate per il motivo inferito; 
- la sequenza di box che rappresenta un motivo inferito; 
- la posizione nel testo d’ingresso di ognuno dei box che compone il motivo 
(per il primo box è indicata la posizione nella sequenza d’ingresso mentre 
per i box successivi la collocazione relativa alla posizione del primo box); 
- le posizioni dei box predefiniti rispetto alla posizione nel testo e, tra 
parentesi, rispetto alla posizione del primo box. Le posizioni dei box 
predefiniti sono suddivise in colonne in base alla posizione di ciascun box 
del motivo inferito, infatti è rilevante dal punto di vista biologico sapere se 
un box predefinito è libero rispetto ai box, si trova tra due box, oppure è 
sovrapposto ad uno di loro. 
 
A titolo di esempio viene mostrata un’estrazione di motivi in cui si hanno tre 
box da inferire e uno predefinito ‘GATA’. 
Definizione dei parametri: 
- minimo della somma delle distanze tra i box da inferire: 2 
- massimo della somma delle distanze tra i box da inferire: 8 
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- secondo box: 
o parametro di costruzione:  “complemented-inverted” 
o distanza minima accettabile: 2 
o distanza massima accettabile: 8 
- terzo box: 
o parametro di costruzione:  “equal” 
o distanza minima accettabile: 3 
o distanza massima accettabile: 7 
- box predefinito: 
o composizione in basi:  GATA 
o distanza massima accettabile: 7 
 




Num. Patterns Positions GATA [0] [GATA 0] GATA [1] [GATA 1] GATA [2] [GATA 2] [2] GATA 
1 AAA_TTT_AAA 17657, 5, 11 17646(-11)       
1 AAT_ATT_AAT 4251, 6, 12      4260(9)  
1 AGA_TCT_AGA 8420, 5, 12      8433(13)  
1 AGT_ACT_AGT 10117, 5, 14 10110(-7)       
5 ATA_TAT_ATA 11534, 6, 12      11545(11)  
 ATA_TAT_ATA 16888, 5, 13  16887(-1)      
 ATA_TAT_ATA 16888, 7, 13  16887(-1)      
 ATA_TAT_ATA 17621, 8, 14      17634(13)  
 ATA_TAT_ATA 18319, 5, 13       18340(21) 
1 ATC_GAT_ATC 7088, 5, 13    7093(5)    
1 CAA_TTG_CAA 636, 6, 13    644(8)    
1 CAG_CTG_CAG 16862, 5, 13 16857(-5)       
1 CTT_AAG_CTT 17193, 6, 14 17182(-11)       
1 GAA_TTC_GAA 6557, 5, 14 6548(-9)       
1 GAT_ATC_GAT 7902, 8, 14  7902(0)    7916(14)  
2 TAT_ATA_TAT 1359, 5, 13      1370(11)  
 TAT_ATA_TAT 11529, 5, 11       11545(16) 
2 TGA_TCA_TGA 11416, 6, 14 11411(-5)       
 TGA_TCA_TGA 14239, 5, 14      14254(15)  
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La prima colonna indica il numero di occorrenze del motivo inferito 
rappresentato nella seconda colonna (le righe successive senza numero riportano 
i valori delle altre occorrenze individuate per tale motivo). 
La terza colonna riporta le posizioni di ciascuna occorrenza: il primo 
numero rappresenta la posizione del primo structured box nel testo, mentre le 
altre l’offset, rispetto a tale posizione, degli structured box successivi. 
Dalla quarta colonna sono indicate le posizioni valide di tutte le 
occorrenze del constant box ‘GATA’ a seconda della posizione rispetto ai box 
inferiti. La colonna con intestazione GATA [0] indica le posizioni del box 
‘GATA’ che precedono il primo box inferito (box 0). La colonna con 
intestazione [GATA 0] indica la sovrapposizione del box ‘GATA’ con il primo 
box inferito, e cosi via fino all’ultima colonna in cui sono indicate le posizioni 
del box ‘GATA’ che seguono l’ultimo box inferito. Per ognuna di queste 
occorrenze è riportata la posizione assoluta nel testo e tra parentesi quella relativa 
alla posizione del primo structured box. 
 
 
3.1.3   Valutazione 
 
L’insieme delle sequenze di motivi estratti rispettano criteri che si suppone 
possano permettere di individuare TFBS con particolari proprietà. I criteri 
imposti però non sono sufficienti ad individuare i soli motivi che hanno un 
carattere eccezionale rispetto al resto della sequenza, per questo è necessario 
effettuare una valutazione del significato al fine di eliminare i motivi con scarse o 
nulle proprietà biologiche. 
Abbiamo scelto di effettuare questo processo di valutazione in una fase di 
post-processing che ci permette di ottenere una stima del significato di tutti i 
motivi estratti in modo da rendere semplice l’individuazione di quelli che 
presumibilmente abbiano proprietà rilevanti. 
Esistono numerosi approcci che permettono di valutare il carattere 
eccezionale di un motivo, cioè capire se la presenza di un certo numero di 
occorrenze di un certo motivo è dovuta al caso o ad una potenziale funzione 
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biologica. Alcuni metodi prevedono una valutazione a priori, utilizzando calcoli 
di probabilità di apparizione, ma tali metodi sono riferiti a motivi composti da un 
solo box ed il costo di tali calcoli è troppo elevato ([Régnier e Szpankowski, 
1997], [Reinert e Schbath, 1998], [Tompa, 1999]). 
Il procedimento che abbiamo impiegato prevede di utilizzare un metodo di 
simulazione tramite permutazioni della sequenza d’ingresso. Questo approccio di 
‘shuffling’ ([Karlin, 1989]) fornisce statistiche di apparizione dei motivi che 
permettono di ottenere probabilità “attese” valutate attraverso i test χ2 e z-score. 
Esistono altri metodi di valutazione che sono indipendenti dai metodi di 
inferenza di motivi, quindi queste valutazioni potranno eventualmente essere 
applicate al nostro algoritmo sostituendo o integrando la nostra fase di 
valutazione in post processing. 
 
 
3.1.3.1 Simulazione tramite shuffling dei dati 
 
Determinare la probabilità di apparizione di un motivo comporta difficoltà. 
Una volta ottenuta questa probabilità risulta semplice valutare il carattere 
eccezionale del motivo, infatti molti test permettono di definire proprietà dei 
motivi, tra questi abbiamo i test dello z-score e del χ2. Quindi la principale 
difficoltà nella costruzione della fase di post processing è data dall’ottenimento 
della probabilità di apparizione dei motivi strutturati. 
La soluzione adottata utilizza un metodo di simulazione che consiste nel 
generare una serie di sequenze casuali che possiedano esattamente la stessa 
composizione in k-meri della sequenza originale. Ciascuna delle sequenze casuali 
è ottenuta dalla sequenza originale eseguendone una permutazione rispetto a 
catene di caratteri (k-meri) di dimensione costante k definita dall’utente. Questo 
processo (shuffling) è seguito da una nuova ricerca dei motivi inferiti nella prima 
fase e queste due operazioni (shuffling e ricerca) vengono ripetute un certo 
numero di volte al fine di stabilizzare la media dei risultati ottenuti. 
Al termine del processo la media per ogni motivo che è stato inferito nella 
prima fase, rappresenta la copertura casuale e quindi la soglia al di sopra della 
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quale un motivo ha maggiori probabilità di rivelarsi significativo. Quindi un 
motivo con proprietà rilevanti apparirà con una frequenza superiore alla media 
ottenuta con il processo di shuffling e avrà una maggior rilevanza biologica 
quanto più marcata è la differenza in occorrenze rispetto alla media. 
Per misurare le proprietà dei motivi si utilizzano i test dello z-score e χ2, 
ma nel nostro algoritmo vengono calcolati in maniera differente rispetto a quanto 
esposto nelle sezioni precedenti, questo perché la nostra applicazione lavora su 
una sola sequenza in ingresso, per cui il test dello z-score viene modificato 
prendendo in considerazione il numero medio di occorrenze del motivo m in 
oggetto presente in sequenze casuali. Da ciò il calcolo dello z-score di un motivo 
m diventa: 
 
zm   =   (Nm –  Pm) / sqrt(σm) 
 
dove: 
- Nm è il numero di occorrenze del motivo m individuate nella sequenza 
d’ingresso; 
- Pm è il numero medio di occorrenze del motivo m presenti in sequenze 
casuali che hanno gli stessi k-meri della sequenza d’ingresso originale; 
- σm è lo scarto tipo associato a Pm e approssimato dalla formula: 
 
σm = Pm * (1 – pm) 
 
dove pm è la probabilità di apparizione del motivo m. 
 
Per quanto riguarda il test del χ2, considerando due insiemi di sequenze A 
e B contenenti rispettivamente NA e NB sequenze abbiamo: 
 
χ2 = (NA + NB) * (vA * wB – vB * wA)2 / (nv * nw * NA * NB) 
 
dove: 
- il motivo m appare in vA sequenze dell’insieme A e vB sequenze 
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dell’insieme B; 
- wA = NA – vA 
- wB = NB – vB 
- nv = vA + vB 
- nw = wA + wB 
 
Nel nostro caso l’insieme A contiene una sola sequenza e prende in 
considerazione solo i motivi presenti nella sequenza originale d’ingresso, quindi 
vA = 1 e wA = 0. L’insieme B è costituito da un certo numero di shuffling che 
però riferiscono sempre la stessa sequenza originale, per cui anche l’insieme B 
può essere considerato composto da 1 sola sequenza, inoltre vB, rappresenta la 
media della probabilità di apparizione pm mentre wB, di conseguenza sarà (1 – 
pm). Quindi il test del χ2 si modifica di conseguenza: 
 
χ2 = (NA + NB) * (vA * wB – vB * wA)2 / (nv * nw * NA * NB) 
 
    
= (1 + 1) * (1 * (1 – pm) – pm * 0)2 / ( (vA + vB) * (wA + wB) * 1 * 1)   = 
 
    = 2 * (1 – pm)2 / ( (1 + pm) * (0 + (1 – pm)))   = 
 
    = 2 * (1 – pm)2 / ( (1 + pm) * (1 – pm))   = 
 
    = 2 * (1 – pm)2 / ( 1 – (pm)2) 
 
Il metodo di simulazione permette di ottenere probabilità per modelli 
complessi altrimenti molto delicata da calcolare tramite formule esplicite, inoltre 
le probabilità risultanti sono abbastanza affidabili quando vengono effettuati un 
numero sufficiente di shuffling/ricerca. D’altra parte questo metodo è piuttosto 
costoso in calcoli perché la stabilizzazione dei risultati richiede un numero 
relativamente elevato di shuffling (abbiamo sperimentato che in media ne siano 
necessari circa mille). Perciò i costi di valutazione risultano particolarmente 
onerosi se sono stati inferiti molti motivi. 
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Per ridurre i tempi di attesa per l’ottenimento dei motivi da inferire, prima 
del processo di ricerca l’utente può decidere se effettuare o meno la valutazione 
di post processing. Nel caso si scelga di effettuarla occorre impostare due 
parametri che specificano: 
 
- la lunghezza delle parole da conservare nelle permutazioni (in generale 
vengono conservati k-meri costituiti da due o tre basi); 
- il numero di shuffling/ricerca da effettuare. 
 
La simulazione è automatica ed eseguita dopo aver ottenuto i motivi. La 
griglia che segue mostra un esempio di estrazione e valutazione dei risultati. Il 
calcolo delle probabilità dei motivi necessarie alla valutazione sono stati ottenuti 
con k-meri di lunghezza 2 e 300 shuffling/ricerca. 
 
 
Num. Shuffle Chi2 Z-score Patterns Positions GATA [0] [GATA 0] GATA [1] [GATA 1] GATA [2] [GATA 2] [2] GATA 
5 3,122 1,0714656 7,40962 ATA_TAT_ATA 11534, 6, 12      11545(11)  
1 0,034 1,86847 5,33027 CAG_CTG_CAG 16862, 5, 13 16857(-5)       
2 0,423 1,01205 3,359 TGA_TCA_TGA 11416, 6, 14 11411(-5)       
1 0,122 1,58744 2,75216 GAA_TTC_GAA 6557, 5, 14 6548(-9)       
1 0,165 1,47826 2,33847 CTT_AAG_CTT 17193, 6, 14 17182(-11)       
1 0,176 1,4632 2,27684 AGT_ACT_AGT 10117, 5, 14 10110(-7)       
1 0,192 1,42759 2,16636 CAA_TTG_CAA 636, 6, 13    644(8)    
1 0,389 1,07929 1,33459 AGA_TCT_AGA 8420, 5, 12      8433(13)  
1 0,447 0,934703 1,15001 ATC_GAT_ATC 7088, 5, 13    7093(5)    
1 0,688 0,686367 0,624151 GAT_ATC_GAT 7902, 8, 14  7902(0)    7916(14)  
1 1,105 0,66434 -0,21119 TTT_AAA_TTT 9004, 5, 13       9021(17) 
1 1,154 0,635978 -0,308893 AAA_TTT_AAA 17657, 5, 11 17646(-11)       
1 1,28 0,34055 -0,616437 AAT_ATT_AAT 4251, 6, 12      4260(9)  
2 2,495 0,0986359 -1,6962 TAT_ATA_TAT 1359, 5, 13      1370(11)  
 
La colonna con intestazione “Num.” indica il numero di occorrenze del 
motivo inferito, quella con intestazione “Shuffle” riporta il numero medio di 
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In questo esempio, il primo motivo si discosta nettamente per il suo z-
score, mentre in base ad una valutazione tramite χ2 il primo posto è assegnato ad 
un altro motivo (il secondo nella griglia). Il valore χ2 del primo motivo è solo il 
settimo dell’elenco in ordine descrescente di grandezza. Questa differenza può 
essere dovuta ad un numero insufficiente di simulazioni. Tuttavia, se come in 
questo caso differenze locali appaiono sovente nelle classificazioni ottenute 
grazie ai due test, la classificazione globale in genere è la stessa: i dieci motivi 
con il miglior z-score sono spesso i dieci migliori χ2. I due test mostrano in 
generale una buona correlazione tra loro. 
 
Una volta ottenuto l’insieme dei motivi, può essere eseguita la valutazione 
effettuando una simulazione tramite shuffling/ricerca. Ogni operazione di 
shuffling/ricerca prevede di generare una permutazione del testo d’ingresso per 
poi costruire il relativo suffix tree e procedere quindi nella ricerca dei soli motivi 
inferiti sul testo originale. 
Per realizzare la permutazione del testo abbiamo costruito una funzione 
che riceve in ingresso la sequenza di N caratteri ed il numero di caratteri che 
compongono i k-meri. Il numero di k-meri che costituiscono la stringa è dato dal 
rapporto R = N / k oltre all’eventuale frazione terminale. 
Quindi vengono effettuati R passi in ognuno dei quali viene generato un 
numero casuale compreso tra 0 ed R. Il k-mero individuato viene copiato in una 
stringa temporanea ed al suo posto viene inserito l’ultimo k-mero della stringa, 
poi viene copiata l’eventuale ultima frazione di k-mero presente nella stringa 
seguita dal k-mero scelto che è stato memorizzato nella stringa temporanea. Al 
passo successivo viene generato un numero casuale compreso tra 0 ed R-1 e cosi 
via fino al completamento della permutazione. In tal modo in tempo e spazio 
lineare rispetto al testo d’ingresso viene generata una sua permutazione. 
Una variante che però non conserva la composizione in k-meri della 
stringa originale prevede di utilizzare un intervallo di valori per i k-meri. La 
dimensione del k-mero viene scelta casualmente assieme all’indice fornendo in 
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Al termine del processo otteniamo una simulazione che permette di avere 
valori di base tanto più verosimili quanto maggiore è il numero di 
shuffling/ricerca effettuati. Da tali dati è cosi possibile calcolare i test dello z-
score e χ2 per poter valutare quali dei motivi inferiti siano dovuti al caso e quali 
abbiano invece un presumibile valore biologico. 
 
 
3.2 Casi di studio e prestazioni 
 
 In questa sezione presentiamo degli esempi di risultati e prestazioni 
dell’algoritmo di estrazione. Le estrazioni vengono effettuate sia per modelli 
semplici che strutturati, con e senza constant box, testando i tempi totali e delle 
principali funzioni di cui si compone l’applicazione BioMotif. 
 Tutti i test sono stati realizzati su un PC Pentium III 600 MHz con 384 
Mbytes di RAM. Le prestazioni sono misurate in millesimi di secondo. 
 La sequenza di ingresso è rappresentata da una porzione di DNA costituita 
da circa 40.000 basi. 
 
 Le tabelle rappresentate mostrano i tempi di estrazione in funzione del 
numero di structured box inseriti (per ogni box i valori di distanza minima e 
massima sono rispettivamente 0 e 10 mentre i valori minimo e massimo di 
distanza totale sono rispettivamente 0 e 10 * numero di structured box oltre il 
primo). 
 La prima colonna con intestazione ‘#’ indica il numero di caratteri che 
compongono ogni structured box, mentre la seconda colonna riporta il tempo 
necessario all’estrazione, espresso in millisecondi, e la terza colonna il numero di 


















































Queste tabelle mostrano che il tempo di estrazione è influenzato dal numero di 
box e dal numero di caratteri che li compongono. 
La complessità in tempo è definita da: 
 
|Σ|m * (n * log[n])k 
 
con: 
- n = dimensione del testo; 
- m = numero di caratteri che compongono gli structured box; 
- k = numero di box eccetto il primo 
 
Definendo con maggior precisione la complessità si nota che in media il 
numero di foglie per ogni box è inversamente proporzionale al numero di 
caratteri che lo compongono, infatti per ogni carattere di un box si scende di un 
livello nel suffix tree riducendo di un fattore |Σ| il suo numero di foglie 
(occorrenze) cosi come è facilmente intuibile che tanto maggiore è la sequenza di 
caratteri esatti che si ricerca e tanto minore deve essere il numero di occorrenze 
ritrovate nel testo. Per cui la complessità in tempo è: 
 
|Σ|m * ( (n / |Σ|m)* log[n / |Σ|m])k 
 
Secondo quanto esposto i tempi di estrazione dovrebbero essere inversamente 
proporzionali alla dimensione dei box e quindi decrescere sempre all’aumentare 
della loro dimensione, ma occorre considerare che una volta raggiunto un numero 
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sufficientemente esiguo di occorrenze, i miglioramenti legati ad una ricerca di 
box costituiti da un numero maggiore di caratteri non apporta alcun vantaggio 
alla riduzione del numero delle occorrenze, per cui resta soltanto l’effetto 
negativo legato al fatto che i motivi da ricercare sono esponenziali nel numero di 
caratteri che compongono gli structured box. 
Perciò, in media, quando il numero di occorrenze totali scende al di sotto di 
una certa soglia, i tempi di estrazione tendono a crescere con l’aumento del 
numero dei caratteri che compongono gli structured box. 
Infatti i minori tempi di estrazione si riscontrano con box di dimensione 4-6: 
fino a tali dimensioni i tempi scendono per poi ricominciare a salire in 


















































I constant box (es. GATA) non intervengono nel numero di motivi da 
inferire, per cui il loro effetto si ripercuote incrementando il fattore k. La loro 
presenza tra i criteri di estrazione ha perciò in teoria effetti negativi sui tempi di 
estrazione, ma ha anche il grande pregio di ridurre enormemente il numero di 
occorrenze inferite che in pratica si manifesta riducendo di molto i tempi di 
estrazione come si può notare nelle tabelle precedenti. In entrambi i gruppi di 
tabelle sono stati mantenuti invariati i parametri con la sola eccezione della 
presenza del constant box GATA nel secondo gruppo: i tempi di estrazione sono 




















































 Portando a due il numero di constant box (‘GATA’ + ‘TCAT’) tutti i tempi 






 Il grafico mostra i tempi di estrazione (in millisecondi) in funzione del 
numero di caratteri che compongono gli structured box. Le curve si riferiscono a 
3 delle tabelle mostrate sopra  relative a motivi con due structured box. Le 
differenze sono dovute alla presenza o meno di constant box: 
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- nessun constant box (rosso); 
- con un constant box (giallo); 




3.3 Validazione biologica 
 
La validazione biologica è stata condotta sulle sequenze upstream 
dell’intervallo [-500, 0] delle sequenze dei 5 geni heat-shock (responsabili della 
reazione allo shock termico) del ciliato Tetrahymena termophila. Come 
brevemente accennato nel Cap. 1, è stato sperimentalmente identificato uno dei 
promotori responsabile dell’attivazione del gene 1 di questo insieme di geni: 
detto HSE (heat-shock enhancer), è composto da tre box strutturati del tipo: 
GAA-TTC-GAA. I box sono separati da una distanza variabile tra 2 e 8 caratteri. 
La funzionalità di HSE pare essere condizionata da una sequenza costante di tipo 
‘GATA’ localizzata in regioni prossimali.  
 
Il tipo di studio a discovery ha compreso l’esplorazione di queste regioni 
upstream dei diversi geni cercando motivi con la stessa struttura di HSE, che 
avessero la sequenza GATA nelle vicinanze. Le condizioni di ricerca imposte 
sono state, quindi, per i box strutturati:  
box 1 
box 2 = complemented(inverted (box1)) 
box 3 = equal (box 1) 
 









La figura illustra il risultato ottenuto. Il motivo sperimentalmente noto 
risulta quello con maggior valore di significatività. BioMotif ha rinvenuto anche 
motivi analoghi in stretta associazione alla sequenza costante GATA, con alti 
valori di significatività e diversa collocazione nelle zone upstream. La 
localizzazione e la struttura di tali zone fanno ritenere che si possa trattare di 
validi candidati a TFBS. Queste informazioni sono state trasmesse al gruppo di 
biologia molecolare del ciliato Tetrahymena termophila, all’Università di 












 Le applicazioni impiegate fino ad oggi per l’estrazione di motivi semplici 
o strutturati da insiemi di sequenze biologiche hanno prodotto spesso risultati 
poco soddisfacenti perché difficilmente interpretabili dai biologi a causa della 
ridondanza dei risultati. Una possibile soluzione è fornita dal nostro lavoro che 
mette a disposizione un’applicazione indirizzata alla ricerca di motivi altamente 
strutturati grazie alla possibilità di impiegare nella ricerca criteri particolarmente 
restrittivi dell’insieme dei risultati. In particolare risulta di rilevante importanza 
la possibilità di aggiungere al motivo strutturato rappresentato da una serie di 
box, un numero arbitrario di box costanti altamente specifici. Un’ulteriore 
limitazione al numero di motivi che possono soddisfare tali criteri è dato dalla 
presenza di un ulteriore parametro che impone una distanza massima a cui può 
trovarsi ogni box predefinito. 
 Inoltre, il nostro approccio offre anche metodi intrinseci di valutazione 
della significatività dei motivi trovati, che si basano su alcuni test di probabilità 
presunta di apparizione. Nonostante le limitazioni indotte dal necessario 
empirismo di questa soluzione, i criteri di validazione appaiono in linea con 
quelli usati da approcci analoghi. 
La validazione su un campione reale di interesse biologico ha mostrato 
risultati molto interessanti il cui vaglio definitivo è attualmente nelle mani dei 
biologi molecolari. 
 Futuri miglioramenti del nostro approccio consisteranno, oltre che nel 
miglioramento della validazione statistica, nell’inclusione di nuovi criteri per 
definire i candidati TFBS man mano che le scoperte della biologia molecolare 
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#define NUMTYPE 4 
 
const wxString type[NUMTYPE] = {"equal","compl","inv","compl-
inv"}; 
 
class MyGrid : public wxGrid 
{    
    private: 
        
       bool gridType; 
       bool newCell; 
     
    public: 
        
       MyGrid(wxWindow *parent, wxWindowID id, const wxPoint& 
pos, const wxSize& size, bool flag); 
     
       virtual ~MyGrid(); 
        
       void OnKeyDown(wxKeyEvent& e); 
        
       void SetNewCell(bool flag); 
       int GetType(); 
 

















    public: 
 
       MySpinCtrl(wxWindow* parent, wxWindowID id = -1, const 
wxString& value = wxEmptyString, 
                  const wxPoint& pos = wxDefaultPosition, 
const wxSize& size = wxDefaultSize, 
                  long style = wxSP_ARROW_KEYS, int min = 0, 
int max = 100, int initial = 0); 
     
       virtual ~MySpinCtrl(); 
 
       void OnKeyDown(wxKeyEvent& e); 
       void OnChar(wxKeyEvent& e); 
               








class MyTextCtrl : public wxTextCtrl 
{ 
    private: 
     
       bool textUpdated; 
     
    public: 
        
       MyTextCtrl(wxWindow* parent, wxWindowID id = -1, const 
wxString& value = "", 
                  const wxPoint& pos = wxDefaultPosition, 
const wxSize& size = wxDefaultSize, 
                  long style = 0, const wxValidator& 
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validator = wxDefaultValidator, 
                  const wxString& name = wxTextCtrlNameStr); 
     
       virtual ~MyTextCtrl(); 
 
       void OnKeyDown(wxKeyEvent& e); 
        
       bool GetTextUpdated(); 
       void SetTextUpdated(bool flag); 
               














 #include <wx/wx.h> 
 #include <wx/frame.h> 
#else 
 #include <wx/wxprec.h> 
#endif 
 
//Do not add custom headers 
//wxDev-C++ designer will remove them 
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////Dialog Style Start 
#undef BioMotif_STYLE 
#define BioMotif_STYLE wxCAPTION | wxSYSTEM_MENU | 
wxMINIMIZE_BOX | wxCLOSE_BOX 
////Dialog Style End 
 
#define ALPHABET 4 
#define BASECOLS 3 
#define POS_NUM         0 
#define POS_PATTERNS    1 
#define POS_POSITIONS   2 
#define SHUFFLING_COLS  3 
#define POS_SHUFFLING   1 
#define POS_CHI2        2 
#define POS_ZSCORE      3 
#define ROWHEIGHT 20 
#define ID_MYGRIDBLOCKS 101 
#define ID_MYGRIDEXTRABLOCKS 102 
#define ID_MYTEXT  103 
#define MAX(x,y) ((x) > (y)) ? (x) : (y) 
 
typedef struct node *Nodes; 
 
typedef struct node 
{ 
    const wxChar *label; 
    int lenLabel; 
    int pos; 
    int leaves; 
    Nodes *sons; 
    int nSons; 
} Tree; 
 
typedef struct GridSort 
{ 
    int row; 
    int num; 
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int CompareFunction(int *first, int *second); 
 
const wxColour yellow = wxColour(255,255,128); 
 
class BioMotif : public wxFrame 
{ 
 private: 
  DECLARE_EVENT_TABLE(); 
   
 public: 
  BioMotif(wxWindow *parent, wxWindowID id = 1, const 
wxString &title = wxT("BioMotif"), const wxPoint& pos = 
wxDefaultPosition, const wxSize& size = wxDefaultSize, long 
style = BioMotif_STYLE); 
  virtual ~BioMotif(); 
   
 public: 
  //Do not add custom control declarations 
  //wxDev-C++ will remove them. Add custom code after 
the block. 
  ////GUI Control Declaration Start 
  wxFileDialog *openFileDialog; 
  wxFileDialog *saveFileDialog; 
  wxToggleButton *buttonShufflingSettings; 
  wxCheckBox *checkShuffling; 
  wxSpinCtrl *spinSequenceShuffling; 
  wxStaticText *labelSequenceShuffling; 
  wxStaticText *labelCharsShuffling; 
  wxSpinCtrl *spinCharShuffling; 
  wxStaticBox *boxSettings; 
  wxPanel *panelSettings; 
  wxStaticText *labelTotalRows; 
  wxToggleButton *buttonHelp; 
  wxTextCtrl *textHelp; 
  wxButton *buttonSave; 
  wxGauge *progressBar; 
  wxGrid *gridResults; 
  wxSpinCtrl *spinMax; 
  wxSpinCtrl *spinMin; 
  wxStaticText *labelMax; 
  wxStaticText *labelMin; 
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  wxSpinCtrl *spinExtraBlocks; 
  wxStaticText *labelExtraBlocks; 
  wxButton *buttonSearch; 
  wxButton *buttonLoad; 
  wxStaticText *labelChars; 
  wxStaticText *labelBlocks; 
  wxSpinCtrl *spinChars; 
  wxSpinCtrl *spinBlocks; 
  wxPanel *panel; 
  ////GUI Control Declaration End 
        
        MyGrid *gridBlocks; 
        MyGrid *gridExtraBlocks; 
        MyTextCtrl *textCtrl; 
        Tree *sTree; 
        wxString text; 
        wxString *pattern; 
        int *position; 
        int *array; 
        int *minPos; 
        int *maxPos; 
        Array *patternArray; 
        Array *groupRows; 
        wxChar chars[ALPHABET]; 
        bool present; 
        int posPartialRows; 
        int partialRows; 
        bool explodeGrid; 
        bool inShuffling; 
   
 public: 
  //Note: if you receive any error with these enum 
IDs, then you need to 
  //change your old form code that are based on the 
#define control IDs. 
  //#defines may replace a numeric value for the enum 
names. 
  //Try copy and pasting the below block in your old 
form header files. 
  enum 
  { 
   ////GUI Enum Control ID Start 
   ID_BUTTONSHUFFLINGSETTINGS = 1059, 
   ID_CHECKSHUFFLING = 1057, 
   ID_SPINSEQUENCESHUFFLING = 1066, 
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   ID_LABELSEQUENCESHUFFLING = 1067, 
   ID_LABELCHARSSHUFFLING = 1062, 
   ID_SPINCHARSHUFFLING = 1063, 
   ID_BOXSETTINGS = 1060, 
   ID_SHUFDINGPANEL = 1048, 
   ID_LABELTOTALROWS = 1046, 
   ID_BUTTONHELP = 1045, 
   ID_TEXTHELP = 1044, 
   ID_BUTTONSAVE = 1038, 
   ID_PROGRESSBAR = 1037, 
   ID_GRIDRESULTS = 1036, 
   ID_SPINMAX = 1035, 
   ID_SPINMIN = 1033, 
   ID_LABELMAX = 1032, 
   ID_LABELMIN = 1031, 
   ID_SPINEXTRABLOCKS = 1030, 
   ID_LABELEXTRABLOCKS = 1029, 
   ID_BUTTONSEARCH = 1028, 
   ID_BUTTONLOAD = 1026, 
   ID_LABELCHARS = 1023, 
   ID_LABELBLOCKS = 1022, 
   ID_SPINCHARS = 1021, 
   ID_SPINBLOCKS = 1020, 
   ID_PANEL = 1019, 
   ////GUI Enum Control ID End 
   ID_DUMMY_VALUE_ //don't remove this value 
unless you have other enum values 
  }; 
   
 public: 
  void BioMotifClose(wxCloseEvent& event); 
  void CreateGUIControls(void); 
   
  void OnCellLeftClick(wxGridEvent& event); 
  void OnCellLeftDoubleClick(wxGridEvent& event); 
  void OnCellRightClick(wxGridEvent& event); 
  void OnCellRightDoubleClick(wxGridEvent& event); 
  void OnCellLeftClick2(wxGridEvent& event); 
  void OnCellLeftDoubleClick2(wxGridEvent& event); 
   
  void spinBlocksTextUpdated(wxCommandEvent& event ); 
  void spinExtraBlocksTextUpdated(wxCommandEvent& 
event ); 
  void buttonLoadClick(wxCommandEvent& event); 
  void buttonSaveClick(wxCommandEvent& event); 
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  void gridResultsLabelLeftDoubleClick(wxGridEvent& 
event); 
  void gridResultsCellLeftDoubleClick(wxGridEvent& 
event); 
  void spinCharsTextUpdated(wxCommandEvent& event ); 
  void spinMinTextUpdated(wxCommandEvent& event ); 
  void spinMaxTextUpdated(wxCommandEvent& event ); 
  void gridResultsCellRightDoubleClick(wxGridEvent& 
event); 
  void buttonSearchClick(wxCommandEvent& event); 
  void gridResultsLabelRightDoubleClick(wxGridEvent& 
event); 
  void buttonHelpClick(wxCommandEvent& event); 
  void buttonShufflingSettingsClick(wxCommandEvent& 
event); 
  void checkShufflingClick(wxCommandEvent& event); 
  void TextCtrlUpdated(wxCommandEvent& event); 
   
  int GetType(); 
  bool TextLoad(); 
  void InitText(); 
  void InitSuffixTree(); 
  void MakeSuffixTree(); 
  void DeleteTree(Tree* t); 
  void Make(Tree *t, const wxChar *c, int n, int p); 
  int FindSon(Tree *t, const wxChar *c); 
  void AddSon(int i, Tree *t, const wxChar *c, int n, 
int p); 
  int Leaves(Tree *t, int *j); 
  void InitProgressBar(bool flag); 
  void InitArray(); 
  wxString Complemented(wxString str); 
  wxString Inverted(wxString str); 
  void InsertLabels(); 
  bool Find(Tree *t, const wxChar *c, int j); 
  bool TestLabel(Tree *t, const wxChar *c, int j); 
  void ArrayCopy(Tree *t, int j); 
  void Build(int pos); 
  void MakePatterns(); 
  void TestPatterns(int p, int i, int j); 
  void PrintDiscovery(); 
  void SplitExtraPatterns(); 
  int Searching(int p, int i, int j, int k, bool 
flag); 
  void FindRandomPatterns(); 
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  void MakeShuffling(); 
  bool FindExtraBlocks(); 
  int MinMaxControl(); 
  int Length(const wxChar* text); 
  void Copy(const wxChar* a, wxChar* b, int c); 
  void Permutation(const wxChar* text, int box); 
  void Mergesort(sGridSort** pSort, int p, int r); 
















    EVT_KEY_DOWN(MyGrid::OnKeyDown) 
END_EVENT_TABLE() 
 
MyGrid::MyGrid(wxWindow *parent, wxWindowID id, const 
wxPoint& pos, const wxSize& size, bool flag) 
: wxGrid(parent, id, pos, size) 
{ 
    gridType = flag; 





    // none 
} 
 
void MyGrid::OnKeyDown(wxKeyEvent& e) 
{    
    int key = e.GetKeyCode(); 
    int lastRow = GetNumberRows(); 
    int lastCol = GetNumberCols(); 
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    int row = GetGridCursorRow(); 
    int col = GetGridCursorCol(); 
     
    if(key == WXK_BACK) 
    { 
        wxString s = 
GetCellValue(GetGridCursorRow(),GetGridCursorCol()); 
        s = s.Left(s.Length()-1); 
        
SetCellValue(GetGridCursorRow(),GetGridCursorCol(),s); 
    } 
    else if(key == WXK_DELETE) 
    { 
        
SetCellValue(GetGridCursorRow(),GetGridCursorCol(),""); 
    } 
    else if(key == WXK_UP) 
    { 
        if(row > 0) 
        { 
            row--; 
            newCell = true; 
        } 
    } 
    else if(key == WXK_DOWN) 
    { 
        if(row < (lastRow-1)) 
        { 
            row++; 
            newCell = true; 
        } 
    } 
    else if(key == WXK_LEFT) 
    { 
        if(col > 0) 
        { 
            col--; 
            newCell = true; 
        } 
    } 
    else if(key == WXK_RIGHT) 
    { 
        if(col < (lastCol-1)) 
        { 
            col++; 
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            newCell = true; 
        } 
    } 
    else if(key == WXK_RETURN || key == WXK_NUMPAD_ENTER) 
    { 
        if(col >= (lastCol-1)) 
        { 
            if(row < (lastRow-1)) 
            { 
                col = 0; 
                row++; 
                newCell = true; 
            } 
            else col = lastCol - 1; 
        } 
        else 
        { 
            col++; 
            newCell = true; 
        } 
    } 
    else if(!gridType && col == 0) 
    { 
        wxString s; 
        if(newCell) 
        { 
            s = wxString(); 
            newCell = false; 
        } 
        else s = 
GetCellValue(GetGridCursorRow(),GetGridCursorCol()); 
        if(key == 'A' || key == 'a' || key == 'C' || key == 
'c' || 
           key == 'G' || key == 'g' || key == 'T' || key == 
't') 
        { 
            s = s << wxString(wxChar(key)); 
            s.UpperCase(); 
            
SetCellValue(GetGridCursorRow(),GetGridCursorCol(),s); 
        } 
        else 
        { 
            if(key == 326) s = s << "A"; 
            else if(key == 327) s = s << "C"; 
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            else if(key == 328) s = s << "G"; 
            else if(key == 329) s = s << "T"; 
            
SetCellValue(GetGridCursorRow(),GetGridCursorCol(),s); 
        } 
    } 
    else 
    { 
        if(key > 325 && key < 336) key -= 278; 
        if(key > 47 && key < 58) 
        { 
            wxString s; 
            if(gridType && col == 2) 
            { 
                if(key > 47 && key < 52) 
                { 
                    s = wxString() << type[key-48]; 
                    
SetCellValue(GetGridCursorRow(),GetGridCursorCol(),s); 
                } 
            } 
            else 
            { 
                if(newCell) 
                { 
                    s = wxString(); 
                    newCell = false; 
                } 
                else s = 
GetCellValue(GetGridCursorRow(),GetGridCursorCol()); 
                s = s << wxString(wxChar(key)); 
                
SetCellValue(GetGridCursorRow(),GetGridCursorCol(),s); 
            } 
        } 
    } 
    SetGridCursor(row,col); 
} 
 
void MyGrid::SetNewCell(bool flag) 
{ 
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{ 
    int row = this->GetGridCursorRow(); 
    int col = this->GetGridCursorCol(); 
    wxString str = this->GetCellValue(row,col); 
    int i = 0; 
    while(type[i].Cmp(str) != 0 && i < NUMTYPE) 
    { 
        i++; 
    } 









    EVT_KEY_DOWN(MySpinCtrl::OnKeyDown) 
    EVT_CHAR(MySpinCtrl::OnChar) 
END_EVENT_TABLE() 
 
MySpinCtrl::MySpinCtrl(wxWindow* parent, wxWindowID id, const 
wxString& value, const wxPoint& pos, 
                       const wxSize& size, long style, int 
min, int max, int initial) 
: wxSpinCtrl(parent, id, value, pos, size, style, min, max, 
initial) 
{     





    // none 
} 
 
void MySpinCtrl::OnKeyDown(wxKeyEvent& e) 
{    
    /* 
    int key = e.GetKeyCode(); 
     
    if(key == '0' || key == '1' || key == '2' || key == '3' 
|| key == '4' || 
       key == '5' || key == '6' || key == '7' || key == '8' 
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|| key == '9') 
    { 
        e.Skip(); 
    } 
    */ 
} 
 
void MySpinCtrl::OnChar(wxKeyEvent& e) 
{    











    EVT_KEY_DOWN(MyTextCtrl::OnKeyDown) 
END_EVENT_TABLE() 
 
MyTextCtrl::MyTextCtrl(wxWindow* parent, wxWindowID id, const 
wxString& value, 
                  const wxPoint& pos, const wxSize& size, 
long style, 
                  const wxValidator& validator, const 
wxString& name) 
: wxTextCtrl(parent, id, value, pos, size, style, validator, 
name) 
{     





    // none 
} 
 
void MyTextCtrl::OnKeyDown(wxKeyEvent& e) 
{    
    int key = e.GetKeyCode(); 
 
    if(key == 'a' || key == 'c' || key == 'g' || key == 't' 
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|| key == WXK_RETURN ||  
       key == 'A' || key == 'C' || key == 'G' || key == 'T' 
|| key == WXK_NUMPAD_ENTER || 
       key == WXK_BACK || key == WXK_DELETE) 
    { 
        textUpdated = true; 
        e.Skip(); 
    } 
    else if(key == WXK_UP || key == WXK_DOWN || key == 
WXK_LEFT || key == WXK_RIGHT || 
            key == WXK_END || key == WXK_HOME || key == 
WXK_PAGEUP || key == WXK_PAGEDOWN) 
    { 
        e.Skip(); 





    return textUpdated; 
} 
 
void MyTextCtrl::SetTextUpdated(bool flag) 
{ 









//Do not add custom headers 
//wxDev-C++ designer will remove them 
////Header Include Start 
#include "BioMotif_XPM.xpm" 





//Add Custom Events only in the appropriate block. 
//Code added in other places will be removed by wxDev-C++ 
////Event Table Start 
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BEGIN_EVENT_TABLE(BioMotif,wxFrame) 






































////Event Table End 
 
// Constructor 
BioMotif::BioMotif(wxWindow *parent, wxWindowID id, const 
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 // Characters 
 chars[0] = 'A'; 
 chars[1] = 'C'; 
 chars[2] = 'G'; 
 chars[3] = 'T'; 
  
 sTree = new Tree(); 
  
 groupRows = new Array(); 
  
 textCtrl = new MyTextCtrl(panel, ID_MYTEXT, wxT(""), 
wxPoint(400,10), wxSize(530,300), wxVSCROLL | wxHSCROLL | 
wxTE_MULTILINE, wxDefaultValidator, wxT("textCtrl")); 













    gridResults->SetRowMinimalAcceptableHeight(0); 
    gridResults->SetColMinimalAcceptableWidth(0); 
     
 gridBlocks = new MyGrid(panel, ID_MYGRIDBLOCKS, 






















 gridBlocks->SetToolTip(wxT("Patterns' grid")); 
 
 gridExtraBlocks = new MyGrid(panel, 



























    DeleteTree(sTree); 
    delete groupRows; 
    delete array; 
    delete[] pattern; 
 delete[] patternArray; 
 delete[] minPos; 
 delete[] maxPos; 
 delete[] position; 
  
 




// Create interface 
void BioMotif::CreateGUIControls(void) 
{ 
 //Do not add custom code here 
 //wxDev-C++ designer will remove them. 
 //Add the custom code before or after the blocks 
 ////GUI Items Creation Start 
 





 panel->SetFont(wxFont(10, wxSWISS, wxNORMAL,wxNORMAL, 
FALSE)); 
 
 spinBlocks = new wxSpinCtrl(panel, ID_SPINBLOCKS, 
wxT("2"), wxPoint(56,40), wxSize(58,26), wxSP_ARROW_KEYS, 0, 
99999, 2); 
 spinBlocks->SetToolTip(wxT("Block's number (first 
excepted)")); 
 spinBlocks->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 spinChars = new wxSpinCtrl(panel, ID_SPINCHARS, 
wxT("3"), wxPoint(163,40), wxSize(45,26), wxSP_ARROW_KEYS, 1, 
10, 3); 
 spinChars->SetToolTip(wxT("Block size")); 
 spinChars->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 labelBlocks = new wxStaticText(panel, ID_LABELBLOCKS, 
wxT("Blocks"), wxPoint(10,43), wxSize(45,20), 0, 
wxT("labelBlocks")); 
 labelBlocks->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 labelChars = new wxStaticText(panel, ID_LABELCHARS, 
wxT("Chars"), wxPoint(122,42), wxSize(39,20), 0, 
wxT("labelChars")); 
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 buttonLoad = new wxButton(panel, ID_BUTTONLOAD, 
wxT("Text\nLoad"), wxPoint(938,9), wxSize(68,300), 0, 
wxDefaultValidator, wxT("buttonLoad")); 
 buttonLoad->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 buttonSearch = new wxButton(panel, ID_BUTTONSEARCH, 
wxT("Patterns\nSearch"), wxPoint(938,366), wxSize(68,256), 0, 
wxDefaultValidator, wxT("buttonSearch")); 
 buttonSearch->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 labelExtraBlocks = new wxStaticText(panel, 
ID_LABELEXTRABLOCKS, wxT("Extra blocks"), wxPoint(231,42), 
wxSize(77,20), 0, wxT("labelExtraBlocks")); 
 labelExtraBlocks->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 spinExtraBlocks = new wxSpinCtrl(panel, 
ID_SPINEXTRABLOCKS, wxT("1"), wxPoint(311,40), wxSize(58,26), 
wxSP_ARROW_KEYS, 0, 99999, 1); 
 spinExtraBlocks->SetToolTip(wxT("Extra block's 
number")); 
 spinExtraBlocks->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 labelMin = new wxStaticText(panel, ID_LABELMIN, 
wxT("Min"), wxPoint(30,10), wxSize(25,20), 0, 
wxT("labelMin")); 
 labelMin->SetFont(wxFont(10, wxSWISS, wxNORMAL,wxNORMAL, 
FALSE)); 
 
 labelMax = new wxStaticText(panel, ID_LABELMAX, 
wxT("Max"), wxPoint(121,10), wxSize(29,20), 0, 
wxT("labelMax")); 
 labelMax->SetFont(wxFont(10, wxSWISS, wxNORMAL,wxNORMAL, 
FALSE)); 
 
 spinMin = new wxSpinCtrl(panel, ID_SPINMIN, wxT("0"), 
wxPoint(55,8), wxSize(58,26), wxSP_ARROW_KEYS, 0, 99999, 0); 
 spinMin->SetToolTip(wxT("Total min distance")); 
 spinMin->SetFont(wxFont(10, wxSWISS, wxNORMAL,wxNORMAL, 
FALSE)); 
 
 spinMax = new wxSpinCtrl(panel, ID_SPINMAX, wxT("0"), 
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wxPoint(150,8), wxSize(58,26), wxSP_ARROW_KEYS, 0, 100, 0); 
 spinMax->SetToolTip(wxT("Total max distance")); 
 spinMax->SetFont(wxFont(10, wxSWISS, wxNORMAL,wxNORMAL, 
FALSE)); 
 
 gridResults = new wxGrid(panel, ID_GRIDRESULTS, 
wxPoint(12,316), wxSize(921,377), wxVSCROLL | wxHSCROLL); 
 gridResults->SetToolTip(wxT("Right click on cells for 
grid swap")); 
 gridResults->SetFont(wxFont(8, wxSWISS, 







 progressBar = new wxGauge(panel, ID_PROGRESSBAR, 100, 





 progressBar->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 buttonSave = new wxButton(panel, ID_BUTTONSAVE, 
wxT("Save"), wxPoint(938,629), wxSize(68,64), 0, 
wxDefaultValidator, wxT("buttonSave")); 
 buttonSave->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 textHelp = new wxTextCtrl(panel, ID_TEXTHELP, wxT(""), 
wxPoint(400,10), wxSize(530,300), wxVSCROLL | wxTE_READONLY | 




 textHelp->AppendText(wxT("The numerical controls \"Min\" 
and \"Max\" indicate respectively the limits minimal and ")); 
 textHelp->AppendText(wxT("maximum of the sum of the 
single distances between blocks.\n\n")); 
 textHelp->AppendText(wxT("The numerical control 
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 textHelp->AppendText(wxT("one.\n\n")); 
 textHelp->AppendText(wxT("The numerical control 
\"Chars\" indicates the number of characters of every 
pattern.\n\n")); 
 textHelp->AppendText(wxT("The first grid (up on the 
left) contains for every row the characteristics of every 
block ")); 
 textHelp->AppendText(wxT("beyond the first one.\n")); 
 textHelp->AppendText(wxT("- The \"MIN\" column indicates 
the minimal distance from the previous pattern.\n")); 
 textHelp->AppendText(wxT("- The \"MAX\" column indicates 
the maximum distance from the previous pattern.\n")); 
 textHelp->AppendText(wxT("- The \"TYPE\" column 
indicates pattern's type regarding the first one. The type 
(equal, ")); 
 textHelp->AppendText(wxT("complemented, inverted, compl-
inv) is selectable by left/right mouse click or with ")); 
 textHelp->AppendText(wxT("keys 0,1,2,3.\n\n")); 
 textHelp->AppendText(wxT("The numerical control \"Extra 
blocks\" indicates the number of extra patterns for which it 
")); 
 textHelp->AppendText(wxT("is necessary to define in the 
below grid:\n")); 
 textHelp->AppendText(wxT("- The characters (\"CHARS\" 
column) through letters A, C, G, T or with keys 
0,1,2,3.\n")); 
 textHelp->AppendText(wxT("- The distance maximum 
(\"MAX\" column) from the patterns.\n\n")); 
 textHelp->AppendText(wxT("The bottom grid (results' 
grid) contains for every row the combinations of ")); 
 textHelp->AppendText(wxT("characters who respect the set 
up conditions. The rows are grouped by patterns, while ")); 
 textHelp->AppendText(wxT("the columns contain extra 
patterns' positions regarding the patterns.\n")); 
 textHelp->AppendText(wxT("Functions on results' 
grid:\n")); 
 textHelp->AppendText(wxT("- left double click on a row: 
explode/implode the row.\n")); 
 textHelp->AppendText(wxT("- right double click on the 
grid: explode/implode all rows.\n")); 
 textHelp->AppendText(wxT("- left double click on 
columns' header: hide clicked column.\n")); 
 textHelp->AppendText(wxT("- right double click on 
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 textHelp->SetInsertionPointEnd(); 
 textHelp->SetFont(wxFont(8, wxSWISS, wxNORMAL,wxNORMAL, 
FALSE, wxT("Verdana"))); 
 
 buttonHelp = new wxToggleButton(panel, ID_BUTTONHELP, 
wxT("Show / Hide   Help"), wxPoint(230,8), wxSize(139,27), 0, 
wxDefaultValidator, wxT("buttonHelp")); 
 buttonHelp->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 labelTotalRows = new wxStaticText(panel, 
ID_LABELTOTALROWS, wxT("0"), wxPoint(32,322), wxSize(12,17), 
0, wxT("labelTotalRows")); 
 labelTotalRows->SetFont(wxFont(8, wxSWISS, 
wxNORMAL,wxBOLD, FALSE, wxT("Verdana"))); 
 
 panelSettings = new wxPanel(panel, ID_SHUFDINGPANEL, 
wxPoint(937,352), wxSize(69,276)); 
 panelSettings->Show(false); 
 panelSettings->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 boxSettings = new wxStaticBox(panelSettings, 
ID_BOXSETTINGS, wxT(""), wxPoint(1,7), wxSize(67,262)); 
 boxSettings->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 spinCharShuffling = new wxSpinCtrl(panelSettings, 
ID_SPINCHARSHUFFLING, wxT("2"), wxPoint(5,49), wxSize(58,26), 
wxSP_ARROW_KEYS, 1, 100, 2); 
 spinCharShuffling->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 labelCharsShuffling = new wxStaticText(panelSettings, 
ID_LABELCHARSSHUFFLING, wxT("Chars"), wxPoint(15,29), 
wxSize(39,20), 0, wxT("labelCharsShuffling")); 
 labelCharsShuffling->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 labelSequenceShuffling = new wxStaticText(panelSettings, 
ID_LABELSEQUENCESHUFFLING, wxT("Sequence"), wxPoint(4,96), 
wxSize(66,20), 0, wxT("labelSequenceShuffling")); 
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 spinSequenceShuffling = new wxSpinCtrl(panelSettings, 
ID_SPINSEQUENCESHUFFLING, wxT("10"), wxPoint(5,116), 
wxSize(58,26), wxSP_ARROW_KEYS, 1, 99999, 10); 
 spinSequenceShuffling->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 checkShuffling = new wxCheckBox(panel, 
ID_CHECKSHUFFLING, wxT("Shuffling"), wxPoint(938,317), 
wxSize(68,21), 0, wxDefaultValidator, wxT("checkShuffling")); 
 checkShuffling->SetValue(true); 
 checkShuffling->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 buttonShufflingSettings = new wxToggleButton(panel, 
ID_BUTTONSHUFFLINGSETTINGS, wxT("Settings"), 
wxPoint(938,337), wxSize(68,25), 0, wxDefaultValidator, 
wxT("buttonShufflingSettings")); 
 buttonShufflingSettings->SetFont(wxFont(10, wxSWISS, 
wxNORMAL,wxNORMAL, FALSE)); 
 
 saveFileDialog =  new wxFileDialog(this, wxT("Type a 
name file to save"), wxT(""), wxT(""), wxT("*.txt"), wxSAVE | 
wxOVERWRITE_PROMPT); 
 
 openFileDialog =  new wxFileDialog(this, wxT("Choose a 





 wxIcon BioMotif_ICON (BioMotif_XPM); 
 this->SetIcon(BioMotif_XPM); 
  
 ////GUI Items Creation End 
} 
 
// Destroy form 
void BioMotif::BioMotifClose(wxCloseEvent& event) 
{ 
    Destroy(); 
} 
 
// left click event on gridBlocks 
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    int newRow = event.GetRow(); 
    int newCol = event.GetCol(); 
    int row = gridBlocks->GetCursorRow(); 
    int col = gridBlocks->GetCursorColumn(); 
     
    gridBlocks->SetNewCell(true); 
     
    if(col != newCol || row != newRow) event.Skip(); 




// left double click event on gridBlocks 
void BioMotif::OnCellLeftDoubleClick(wxGridEvent& event) 
{ 
    OnCellLeftClick(event); 
} 
 
// right click event on gridBlocks 
void BioMotif::OnCellRightClick(wxGridEvent& event) 
{ 
    int newRow = event.GetRow(); 
    int newCol = event.GetCol(); 
    int row = gridBlocks->GetCursorRow(); 
    int col = gridBlocks->GetCursorColumn(); 
 
    if(newCol == 2 && col == newCol && row == newRow) 
    { 
        gridBlocks-
>SetCellValue(row,col,type[(GetType()+1)%NUMTYPE]); 
    } 
    else 
    { 
        event.Skip(); 
    } 
} 
 
// right double click event on gridBlocks 
void BioMotif::OnCellRightDoubleClick(wxGridEvent& event) 
{ 
    OnCellRightClick(event); 
} 
 
// left click event on gridExtraBlocks 
void BioMotif::OnCellLeftClick2(wxGridEvent& event) 
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{ 
    int newRow = event.GetRow(); 
    int newCol = event.GetCol(); 
    int row = gridExtraBlocks->GetCursorRow(); 
    int col = gridExtraBlocks->GetCursorColumn(); 
     
    gridExtraBlocks->SetNewCell(true); 
     
    if(col != newCol || row != newRow) event.Skip(); 
} 
 
// left double click event on gridExtraBlocks 
void BioMotif::OnCellLeftDoubleClick2(wxGridEvent& event) 
{ 
    OnCellLeftClick2(event); 
} 
 
// return index array of type[] in gridBlocks' cell 
int BioMotif::GetType() 
{ 
    int row = gridBlocks->GetCursorRow(); 
    int col = gridBlocks->GetCursorColumn(); 
    wxString str = gridBlocks->GetCellValue(row,col); 
    int i = 0; 
    while(i < NUMTYPE && type[i].Cmp(str) != 0) 
        i++; 
 
    return i; 
} 
 
// chance rows and cols number of gridBlocks on spinBlocks' 
update 
void BioMotif::spinBlocksTextUpdated(wxCommandEvent& event ) 
{ 
    int i = spinBlocks->GetValue() - gridBlocks-
>GetNumberRows(); 
    int shuffle = checkShuffling->GetValue() * 
SHUFFLING_COLS; 
 if(i < 0) 
 { 
        gridBlocks->DeleteRows(spinBlocks->GetValue(),-i); 
        i = (spinBlocks->GetValue()*2+3) * spinExtraBlocks-
>GetValue() - gridResults->GetCols() + BASECOLS + shuffle; 
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    } 
    else if(i > 0) 
    { 
        gridBlocks->AppendRows(i); 
        i = (spinBlocks->GetValue()*2+3) * spinExtraBlocks-
>GetValue() - gridResults->GetCols() + BASECOLS + shuffle; 
        gridResults->AppendCols(i); 
    } 
} 
 





    int i = spinExtraBlocks->GetValue() - gridExtraBlocks-
>GetNumberRows(); 
    int shuffle = checkShuffling->GetValue() * 
SHUFFLING_COLS; 
 if(i < 0) 
 { 
        gridExtraBlocks->DeleteRows(spinExtraBlocks-
>GetValue(),-i); 
        i = (spinBlocks->GetValue()*2+3) * spinExtraBlocks-
>GetValue() - gridResults->GetCols() + BASECOLS + shuffle; 
        gridResults->DeleteCols(spinExtraBlocks-
>GetValue()+BASECOLS,-i); 
    } 
    else if(i > 0) 
    { 
        gridExtraBlocks->AppendRows(i); 
        i = (spinBlocks->GetValue()*2+3) * spinExtraBlocks-
>GetValue() - gridResults->GetCols() + BASECOLS + shuffle; 
        gridResults->AppendCols(i); 
    }     
} 
 
// text loading 
bool BioMotif::TextLoad() 
{ 
    if(openFileDialog->ShowModal() == wxID_OK) 
 { 
        textCtrl->LoadFile(openFileDialog->GetPath()); 
        textCtrl->SetValue(textCtrl->GetValue().Upper()); 
        InitText(); 
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        return true; 
    } 
    return false; 
} 
 




    int i = 0; 
    int n =  textCtrl->GetNumberOfLines(); 
    text.Clear(); 
    while(i < n) 
    { 
        text = text<<textCtrl->GetLineText(i); 
        i++; 
    } 
    text = text<<"$"; 
     
    // substrings positions' array 
    delete[] array; 
    array = new int[text.Length()]; 
} 
 
// button load event 
void BioMotif::buttonLoadClick(wxCommandEvent& event) 
{ 
    if(TextLoad()) InitSuffixTree(); 
} 
 
void BioMotif::DeleteTree(Tree* t) 
{ 
    if(t->nSons != 0) 
    { 
        int i = 0; 
        while(i < t->nSons) 
        { 
            DeleteTree(t->sons[i]); 
            i++; 
        } 
        delete[] t->sons; 
    } 
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// initialize the suffix Tree of text 
void BioMotif::InitSuffixTree() 
{ 
    DeleteTree(sTree); 
    sTree = new Tree(); 
 sTree->label = NULL; 
 sTree->lenLabel = 0; 
    sTree->leaves = text.Length(); 
 sTree->sons = NULL; 
 sTree->nSons = 0; 
    MakeSuffixTree(); 
} 
 
// make the suffix tree 
void BioMotif::MakeSuffixTree() 
{    
    int n = text.Length(); 
    const wxChar *c = text.GetData()+n-1; 
//    Tree *t = sTree; 
    for(int i = 0; i < n; i++) 
    { 
        Make(sTree,c,i+1,n-i); 
        c--; 
    } 
    int j = 0; 
    Leaves(sTree,&j); 
} 
 
// confronta i caratteri di una sottostringa del testo, a 
partire dal carattere *c, 
// con le etichette dell'albero *t al fine di individuare il 
punto di inserimento 
// della sottostringa nell'albero 
void BioMotif::Make(Tree *t, const wxChar *c, int n, int p) 
{ 
    const wxChar *cLabel = t->label; 
    int j = 0; 
 
    // esamina il carattere corrente c  con il carattere 
corrente dell'etichetta 
    while(j < t->lenLabel && *cLabel == *c) 
    { 
        cLabel++; 
        c++; 
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        j++; 
    } 
     
    // se l'etichetta non ha tutti i caratteri uguali ai 
caratteri *c 
    // occorre modificare il nodo corrente riducendone 
l'etichetta fino 
    // all'ultimo carattere uguale al corrispondente 
carattere *c e dandogli due figli: 
    // uno costituito da un nuovo nodo con l'etichetta 
formata dai caratteri *c diversi 
    // e l'altro costituito dall'albero che era radicato nel 
nodo corrente 
    if(j < t->lenLabel) 
    { 
        Tree *s1 = new Tree(); 
        s1->label = t->label + j; 
        s1->lenLabel = t->lenLabel-j; 
        s1->leaves = 0; 
        s1->pos = t->pos; 
        s1->nSons = t->nSons; 
        s1->sons = t->sons; 
         
        Tree *s2 = new Tree(); 
        s2->label = c; 
        s2->lenLabel = (wxString()<<c).Length(); 
        s2->leaves = 0; 
        s2->pos = p; 
        s2->nSons = 0; 
        s2->sons = NULL; 
         
        t->lenLabel = j; 
        t->nSons = 2; 
        t->sons = new Nodes[2]; 
         
        if(*cLabel < *c) 
        { 
            t->sons[0] = s1; 
            t->sons[1] = s2; 
        } 
        else 
        { 
            t->sons[0] = s2; 
            t->sons[1] = s1; 
        } 
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    } 
    // altrimenti occorre continuare ad esaminare i caratteri 
*c 
    // sui figli del nodo corrente: 
    // se non c'è alcun figlio che ha il primo carattere 
dell'etichetta 
    // uguale a *c, allora viene aggiunto un figlio in ordine 
alfabetico 
    // rispetto al primo carattere dei figli 
    // se c'è un figlio che ha il primo carattere uguale a *c 
    // continua ad esaminare i caratteri *c successivi a 
partire da tale figlio 
    else 
    { 
        int i = FindSon(t,c); 
        if(i == -1) AddSon(t->nSons,t,c,n-j,p); 
        else if(*(t->sons[i]->label) == *c) 
        { 
            Make(t->sons[i],c,n-j,p); 
        } 
        else AddSon(i,t,c,n-j,p); 
    } 
} 
 
// cerca il primo figlio con il primo carattere uguale a *c 
// oppure con il primo carattere maggiore di *c 
int BioMotif::FindSon(Tree *t, const wxChar *c) 
{ 
    if(t->nSons == 0) return -1; 
    int i = 0; 
    while(i < t->nSons && *(t->sons[i]->label) < *c) i++; 
 
    if(i < t->nSons) return i; 
    return -1; 
} 
 
// all'albero *t aggiunge un figlio in posizione i, con 
etichetta lunga n a partire 
// dal carattere *c in posizione p nel testo 
void BioMotif::AddSon(int i, Tree *t, const wxChar *c, int n, 
int p) 
{ 
    Nodes *temp = new Nodes[t->nSons + 1]; 
    int j = 0; 
    while(j < i) 
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    { 
        temp[j] = t->sons[j]; 
        j++; 
    } 
 
    temp[j] = new Tree(); 
    temp[j]->label = c; 
    temp[j]->lenLabel = n; 
    temp[j]->leaves = 0; 
    temp[j]->pos = p; 
    temp[j]->nSons = 0; 
    temp[j]->sons = NULL; 
    j++; 
         
    while(j <= t->nSons) 
    { 
        temp[j] = t->sons[j-1]; 
        j++; 
    } 
     
    delete[] t->sons; 
    t->sons = temp; 
    t->nSons += 1; 
} 
 
// conta e assegna il numero di foglie presenti in ogni 
sottoalbero 
// *j = indice corrente dell'array delle posizioni delle 
sottostringhe 
int BioMotif::Leaves(Tree *t, int *j) 
{ 
    if(t->nSons == 0) 
    { 
        array[*j] = t->pos; 
        t->pos = *j; 
        (*j)++; 
        t->leaves = 1; 
        return 1; 
    } 
     
    t->leaves = Leaves(t->sons[0],j); 
    t->pos = t->sons[0]->pos; 
    int i = 1; 
    while(i < t->nSons) 
    { 
  
 
– 114 – 
 
        t->leaves += Leaves(t->sons[i],j); 
        i++; 
    } 
    return t->leaves; 
} 
 
// return complemented string of str 
wxString BioMotif::Complemented(wxString str) 
{ 
    int i = 0; 
    int len = str.Length(); 
    wxChar c; 
    while(i < len) 
    { 
        c = str.GetChar(i); 
        switch(c) 
        { 
            case 'A': 
            { 
                c = 'T'; 
                break; 
            } 
            case 'C': 
            { 
                c = 'G'; 
                break; 
            } 
            case 'G': 
            { 
                c = 'C'; 
                break; 
            } 
            case 'T': 
            { 
                c = 'A'; 
                break; 
            } 
        } 
        str.SetChar(i,c); 
        i++; 
    } 
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// return inverted string of str 
wxString BioMotif::Inverted(wxString str) 
{ 
    int i = 0; 
    int len = str.Length(); 
     
    const wxChar *cc = str.GetData(); 
    cc += (len-1); 
    wxString s = wxString(); 
    while(i < len) 
    { 
        s = s << *cc; 
        cc--; 
        i++; 
    } 
     
    return s; 
} 
 
// initialize and show searching progress bar 
void BioMotif::InitProgressBar(bool flag) 
{ 
    int range = (int)pow(ALPHABET,spinChars->GetValue()); 
    progressBar->SetValue(0); 
    if(flag) 
    { 
     progressBar->SetRange(groupRows->GetCount() * 
spinSequenceShuffling->GetValue()); 
    } 
    else 
    { 
        progressBar->SetRange(range); 




int BioMotif::Length(const wxChar* text) 
{ 
 int i = 0; 
 
 while(text[i] != '\0') 
 { 
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 return i; 
} 
 
void BioMotif::Copy(const wxChar* a, wxChar* b, int c) 
{ 
 for(int i = 0; i < c; i++) 
  b[i] = a[i]; 
} 
 
void BioMotif::Permutation(const wxChar* text, int box) 
{ 
 if(box < 1) 
 { 
  box = 1; 
  printf("\n *** box = 1 ***\n\n"); 
 } 
 
 long len = Length(text) - 1; // excludes the last char 
'$' 
 int module = len % box; 
 unsigned int max = (module != 0) + len / box; 
 unsigned int k; 
  
 if(box >= len) 
 { 
  return; 
 } 
 
 wxChar* tempBox = new wxChar[box]; 
 wxChar* lastBox = new wxChar[module]; 
 
 Copy(text + len - module, lastBox, module);  
 
 while(len > 0) 
 { 
  k = box * (int)(((double)rand() / (double)RAND_MAX) 
* (double)max); 
 
  if((int)(len - k) == module) 
  { 
   len -= module; 
  } 
  else 
  { 
   Copy(text + k, tempBox, box); 
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   Copy(text + len - box - module, (wxChar*)(text 
+ k), box); 
 
   Copy(tempBox, (wxChar*)(text + len - box), 
box); 
 
   Copy(lastBox, (wxChar*)(text + len - box - 
module), module); 
 
   len -= box; 
  } 
 
  max--; 
 } 
 
 delete[] tempBox; 
 delete[] lastBox; 
} 
 
// text's shuffle (generate a permutation of text) 
void BioMotif::MakeShuffling() 
{ 
    int j = spinCharShuffling->GetValue(); 
 
    InitText(); 
 
    Permutation(text,j); 
     
    InitSuffixTree(); 
} 
 
// search extra blocks on suffix tree 
bool BioMotif::FindExtraBlocks() 
{ 
    int m = spinBlocks->GetValue() + 1; 
 int i = 0; 
 int n = spinExtraBlocks->GetValue(); 
 bool found = true; 
  
 // ricerca gli Extra Blocks 
    while(i < n && found) 
 { 
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        i++; 
    } 
 
    return found; 
} 
 
// search patterns on suffix tree permutation 
void BioMotif::FindRandomPatterns() 
{ 
    int i, j, k; 
     
    //int len = text.Length()-1; 
    int totSeq = spinSequenceShuffling->GetValue(); 
    int numChars = spinChars->GetValue(); 
    //int numCharShuffle = spinCharShuffling->GetValue(); 
    int shuffle = checkShuffling->GetValue() * 
SHUFFLING_COLS; 
    int value; 
    int num; 
    double midShuffle; 
    double prob; 
    wxString str; 
 
    srand((unsigned)time(NULL)); 
     
    for(i = 0; i < totSeq; i++) 
    { 
        MakeShuffling(); 
         
        // ricerca gli Extra Blocks 
        if(!FindExtraBlocks()) 
        { 
            progressBar->SetValue(progressBar-
>GetValue()+(int)groupRows->GetCount()); 
            continue; 
        } 
         
        for(j = 0; j < (int)groupRows->GetCount(); j++) 
        { 
            str = gridResults->GetCellValue(groupRows-
>Item(j),POS_PATTERNS + shuffle); 
 
            for(k = 0; k <= spinBlocks->GetValue(); k++) 
            { 
                pattern[k] = str.Mid(k * 
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(numChars+1),numChars);               
                if(!Find(sTree,pattern[k].GetData(),k)) 
                    k = spinBlocks->GetValue()+2; 
            } 
            if(k == spinBlocks->GetValue()+1) 
            { 
                TestPatterns(0,0,patternArray[0].GetCount()-
1); 
                if(present) 
                { 
                    value = atoi(gridResults-
>GetCellValue(groupRows->Item(j),POS_SHUFFLING)); 
                    gridResults->SetCellValue(groupRows-
>Item(j),POS_SHUFFLING,wxString()<<(value + partialRows)); 
                    value = atoi(gridResults-
>GetCellValue(groupRows->Item(j),POS_CHI2)); 
                    gridResults->SetCellValue(groupRows-
>Item(j),POS_CHI2,wxString()<<(value + 1)); 
                     
                    present = false; 
                    partialRows = 0; 
                } 
            } 
            progressBar->SetValue(progressBar->GetValue()+1); 
        } 
    } 
 
    sGridSort* gridSorted = new sGridSort[groupRows-
>GetCount()]; 
 
    for(j = 0; j < (int)groupRows->GetCount(); j++) 
    { 
        value = atoi(gridResults->GetCellValue(groupRows-
>Item(j),POS_SHUFFLING)); 
        midShuffle = value /(double)totSeq; 
        gridResults->SetCellValue(groupRows-
>Item(j),POS_SHUFFLING,wxString() << midShuffle); 
         
        value = atoi(gridResults->GetCellValue(groupRows-
>Item(j),POS_CHI2)); 
        prob = value / (double)totSeq; 
        num = atoi(gridResults->GetCellValue(groupRows-
>Item(j),POS_NUM)); 
 
        if(value == totSeq) 
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        { 
            gridResults->SetCellValue(groupRows-
>Item(j),POS_CHI2,"0"); 
            gridResults->SetCellValue(groupRows-
>Item(j),POS_ZSCORE,"0"); 
            gridSorted[j].value = 0; 
        } 
        else 
        { 
            // gridResults->SetCellValue(groupRows-
>Item(j),POS_CHI2,wxString()<<(double)((1 + totSeq) * (totSeq 
- value)) / (double)((1 + value) * totSeq)); 
            gridResults->SetCellValue(groupRows-
>Item(j),POS_CHI2,wxString()<<(double)(2 * pow(1 - prob, 2)) 
/ (double)(1 - pow(prob, 2)) ); 
 
            if(value == 0) 
            { 
                gridResults->SetCellValue(groupRows-
>Item(j),POS_ZSCORE,wxString()<<"INFINITE"); 
                gridSorted[j].value = 999999999; 
            } 
            else 
            { 
                gridResults->SetCellValue(groupRows-
>Item(j),POS_ZSCORE,wxString()<<((double)num - midShuffle) / 
(double)sqrt(prob * (1.0 - prob))); 
                gridSorted[j].value = atof(gridResults-
>GetCellValue(groupRows->Item(j),POS_ZSCORE)); 
            } 
        } 
        gridSorted[j].row = groupRows->Item(j); 
        gridSorted[j].num = num; 
    } 
 
    Mergesort(&gridSorted,0,(int)groupRows->GetCount()-1); 
     
    int row; 
    int col; 
    int numRows = gridResults->GetRows(); 
    gridResults->InsertRows(0,numRows); 
    k = 0; 
    for(j = 0; j < (int)groupRows->GetCount(); j++) 
    { 
        row = gridSorted[j].row + numRows; 
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        gridResults->SetCellBackgroundColour(k , 0, yellow); 
        for(col = 0; col < gridResults->GetCols(); col++) 
            gridResults->SetCellValue(k, col, gridResults-
>GetCellValue(row, col)); 
        for(i = 1; i < gridSorted[j].num; i++) 
        { 
            for(col = 0; col < gridResults->GetCols(); col++) 
                gridResults->SetCellValue(k + i, col, 
gridResults->GetCellValue(row + i, col)); 
            gridResults->SetRowHeight(k + i, 0); 
        } 
        k += i; 
    } 
     
    gridResults->DeleteRows(numRows,numRows); 
         
    delete[] gridSorted; 
} 
 
// initialize arrays 
void BioMotif::InitArray() 
{ 
    int m = spinBlocks->GetValue() + 1; 
 int n = spinExtraBlocks->GetValue(); 
     
    delete[] pattern; 
 pattern = new wxString[m]; 
 
 delete[] patternArray; 
    patternArray = new Array[m+n];     
 
 delete[] minPos; 
 minPos = new int[n]; 
 
 delete[] maxPos; 
 maxPos = new int[n]; 
 
 delete[] position; 
    position = new int[m]; 
} 
 
// searching button event 
void BioMotif::buttonSearchClick(wxCommandEvent& event) 
{     
    if(MinMaxControl() == wxID_CANCEL) 
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        return; 
 
    InitProgressBar(false); 
 
    // ricalcola il suffix tree se il testo di ingresso è 
stato modificato manualmente 
    if(textCtrl->GetTextUpdated()) 
 { 
        textCtrl->SetTextUpdated(false); 
        textCtrl->SetValue(textCtrl->GetValue().Upper()); 
        InitText(); 
        InitSuffixTree(); 
    } 
     
    // inizializza le variabili per gestire la 
visualizzazione della griglia-risultati 
    // in gruppi di righe  
   present = false; 
 partialRows = 0; 
 explodeGrid = false; 
 groupRows->Clear(); 
 
 inShuffling = false; 
    int shuffle = checkShuffling->GetValue() * 
SHUFFLING_COLS; 
     
    int m = spinBlocks->GetValue() + 1; 




 // inizializza e posiziona l'etichetta che mostra il 
totale delle righe della griglia-risultati 







 // azzera la griglia-risultati 
    gridResults->DeleteRows(1,gridResults->GetRows()); 
 gridResults->ClearGrid(); 
 
    // definisce le intestazioni di colonna 
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    int k = m*2+1; 
    int j,y,z; 
    for(z = 0; z < n; z++) 
    { 
        y = 0; 
        for(j = 0; j < m; j++) 
        { 
            gridResults-
>SetLabelValue(wxHORIZONTAL,wxString()<<gridExtraBlocks-
>GetCellValue(z,0)<<" ["<<y<<"]",z*k+2*j+BASECOLS + shuffle); 
            y++; 
        } 
        y = 0; 
        for(j = 0; j < m; j++) 
        { 
            gridResults-
>SetLabelValue(wxHORIZONTAL,wxString()<<"["<<gridExtraBlocks-
>GetCellValue(z,0)<<" "<<y<<"]",z*k+2*j+BASECOLS + 
shuffle+1); 
            y++; 
        } 




    } 
  
 // ricerca gli Extra Blocks 
    if(!FindExtraBlocks()) 
    { 
        gridResults->SetCellValue(0,0,">>> NONE <<<"); 
        gridResults->AutoSizeColumns(true); 
        progressBar->Show(false); 
        gridResults->EndBatch(); 
        labelTotalRows->Refresh(); 
        return; 
    } 
  
 // costruisce il primo Block (concatenando una serie di 
'A') del pattern da ricercare 
 pattern[0] = wxString().Append(chars[0],spinChars-
>GetValue()); 
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    if(gridResults->GetRows() > 1) 
    { 
        gridResults->DeleteRows(gridResults->GetRows()-1,1); 
    } 
    else 
    { 
        gridResults->SetCellValue(0,0,">>> NONE <<<"); 
    } 
 
    if(checkShuffling->GetValue()) 
    { 
        InitProgressBar(true); 
         
        inShuffling = true; 
 
        InitArray(); 
 
        FindRandomPatterns(); 
         
        InitText(); 
        InitSuffixTree(); 
    } 
 
    gridResults->AutoSizeColumns(true); 
     
    labelTotalRows->SetLabel(wxString()<<gridResults-
>GetRows()); 
    gridResults->SetLabelSize(wxVERTICAL,MAX(gridResults-
>GetLabelSize(wxVERTICAL),labelTotalRows-
>GetSize().GetWidth())); 




    progressBar->Show(false); 
    gridResults->EndBatch(); 
    labelTotalRows->Refresh(); 
 
    // ricercare tutti i pattern [uno alla volta] di 
[spinChars->GetValue()] caratteri 
    // per ognuno trovato cercare tutti gli altri pattern 
della gridBlocks 
    // se il pattern da ricercare ha parametro 'equal' allora 
è sufficiente ricopiare 
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    // i risultati ottenuti dalla ricerca del primo pattern 
    // per ogni serie, se uno dei pattern non è presente, la 
ricerca si interrompe e si 
    // passa al pattern(0) successivo 
    // nel caso siano presenti tutti i pattern di una serie, 
si passa a controllare il 
    // rispetto dei parametri che definiscono le distanze     
} 
 
// start of patterns' building 
void BioMotif::Build(int pos) 
{ 
    if(pos == spinChars->GetValue()) 
    { 
        // costruito il pattern[0], segue la costruzione 
degli altri 
        MakePatterns(); 
        progressBar->SetValue(progressBar->GetValue()+1); 
    } 
    else 
    { 
        // costruisce il pattern[0] 
        for(int i = 0; i < ALPHABET; i++) 
        { 
            pattern[0].SetChar(pos,chars[i]); 
            Build(pos+1); 
        } 
    } 
} 
 
// costruisce i pattern successivi al pattern[0] 
void BioMotif::MakePatterns() 
{ 
    // controlla la presenza del primo pattern nell'albero 
    if(!Find(sTree,pattern[0].GetData(),0)) return; 
     
    wxString str; 
    // costruisce i pattern successivi al primo 
    for(int i = 1; i <= spinBlocks->GetValue(); i++) 
 { 
        str = gridBlocks->GetCellValue(i-1,2); 
 
        if(str.Cmp(type[3]) == 0) 
            pattern[i] = Inverted(Complemented(pattern[0])); 
        else if(str.Cmp(type[2]) == 0) 
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            pattern[i] = Inverted(pattern[0]); 
        else if(str.Cmp(type[1]) == 0) 
            pattern[i] = Complemented(pattern[0]); 
        else //if(str.Cmp(type[0]) == 0) 
            pattern[i] = pattern[0]; 
         
        // controlla la presenza del pattern i nell'albero 
        if(!Find(sTree,pattern[i].GetData(),i)) return; 
    } 
     
    TestPatterns(0,0,patternArray[0].GetCount()-1); 
     
    // se il pattern corrente è stato trovato, allora lo 
inserisce nella griglia 
    if(present) 
    { 
        gridResults-
>SetCellValue(posPartialRows,POS_NUM,wxString()<<partialRows)
; 
        gridResults-
>SetCellBackgroundColour(posPartialRows,0,yellow); 
        present = false; 
        partialRows = 0; 
        if(checkShuffling->GetValue()) 
            groupRows->Add(posPartialRows); 
    } 
} 
 
// print discovered patterns on gridResults 
void BioMotif::PrintDiscovery() 
{ 
    int i, totDistance = 0; 
    int len = spinChars->GetValue(); 
    int shuffle = checkShuffling->GetValue() * 
SHUFFLING_COLS; 
 
    wxString str = pattern[0]; 
    for(i = 0; i < spinBlocks->GetValue(); i++) 
    { 
        str = str<<"_"<<pattern[i+1]; 
        totDistance += (position[i+1]-position[i]-len); 
    } 
     
    // scarta i patterns che non rispettano Min e Max totali 
    if(totDistance < spinMin->GetValue() || totDistance > 
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spinMax->GetValue()) return; 
     
    int j = gridResults->GetRows()-1; 
     
    // se il pattern corrente viene inserito per la prima 
volta nella griglia, 
    // memorizza il numero di riga relativo 
    if(!present) 
    { 
        posPartialRows = j; 
        present = true; 
    } 
    // non visualizza le righe successive al pattern già 
inserito in griglia 
    else if(!inShuffling) gridResults-
>SetRowHeight(gridResults->GetRows()-1,0); 
      
    partialRows++; 
     
    // return if shuffling 
    if(inShuffling) return; 
     
    gridResults->SetCellValue(j,POS_PATTERNS + shuffle,str); 
     
    str.Clear(); 
    str = wxString()<<position[0]; 
    int m = spinBlocks->GetValue(); 
     
    for(i = 1; i <= m; i++) 
        str = str<<", "<<(position[i]-position[0]); 
         
    gridResults->SetCellValue(j,POS_POSITIONS + shuffle,str); 
     
    SplitExtraPatterns(); 
     
    gridResults->AppendRows(1); 
} 
 
// suddivide in colonne gli extra patterns relativi al 
pattern corrente 
// in base alla posizione rispetto ad ogni blocco del pattern 
void BioMotif::SplitExtraPatterns() 
{ 
    int m = spinBlocks->GetValue()+1; 
    int len = spinChars->GetValue(); 
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    int n = spinExtraBlocks->GetValue(); 
    int j = gridResults->GetRows()-1; 
    int i,k,w; 
    int value; 
    int eLen; 
    wxString str = ""; 
 
    int z; 
    int minP; 
    int shuffle = checkShuffling->GetValue() * 
SHUFFLING_COLS; 
    for(i = 0; i < n; i++) 
    { 
        eLen = (gridExtraBlocks->GetCellValue(i,0)).Length(); 
        z = 0; 
        minP = minPos[i]; 
        while(z < m) 
        { 
            w = Searching(m+i,minP,maxPos[i],position[z]-
eLen,true); 
            for(k = minP; k <= w; k++) 
            { 
                value = patternArray[m+i].Item(k); 
                str = str<<", "<<value<<"("<<(value-
position[0])<<")"; 
            } 
            str = str.Right(str.Length()-2); 
            gridResults-
>SetCellValue(j,i*(m*2+1)+BASECOLS+shuffle+2*z,str); 
             
            str = ""; 
            minP = w+1; 
            w = Searching(m+i,minP,maxPos[i],position[z]+len-
1,true); 
            for(k = minP; k <= w; k++) 
            { 
                value = patternArray[m+i].Item(k); 
                str = str<<", "<<value<<"("<<(value-
position[0])<<")"; 
            } 
            str = str.Right(str.Length()-2); 
            gridResults-
>SetCellValue(j,i*(m*2+1)+BASECOLS+shuffle+2*z+1,str); 
             
            str = ""; 
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            minP = w+1; 
            z++; 
        } 
         
        //w = 
Searching(m+i,minP,maxPos[i],position[z]+len,true); 
        for(k = minP; k <= maxPos[i]; k++) 
        { 
            value = patternArray[m+i].Item(k); 
            str = str<<", "<<value<<"("<<(value-
position[0])<<")"; 
        } 
        str = str.Right(str.Length()-2); 
        gridResults-
>SetCellValue(j,i*(m*2+1)+BASECOLS+shuffle+2*z,str); 
    } 
} 
 
// scarta i patterns che non rispettano i propri parametri 
(min, max) 
// p = numero del blocco corrente (pattern[p]) 
// i = indice del primo elemento valido del patternArray[p] 
// j = indice dell'ultimo elemento valido del patternArray[p] 
void BioMotif::TestPatterns(int p, int i, int j) 
{ 
    int min, max, minP, maxP, elem; 
    int len = spinChars->GetValue(); 
     
    // controlla il rispetto dei parametri degli extra 
patterns 
    if(p >= spinBlocks->GetValue()) 
    {         
        int k; 
        int n = spinExtraBlocks->GetValue(); 
        int w; 
        int dim; 
        while(i <= j) 
        { 
            position[p] = patternArray[p].Item(i); 
            k = 0; 
            while(k < n) 
            { 
                max = atoi(gridExtraBlocks-
>GetCellValue(k,1)); 
                dim = gridExtraBlocks-
  
 
– 130 – 
 
>GetCellValue(k,0).Length(); 
                elem = position[0] - dim - max; 
                w = (int)(patternArray[p+k+1].GetCount())-1; 
                minPos[k] = Searching(p+k+1,0,w,elem,false); 
                if(minPos[k] >= 0) 
                { 
                    elem = position[p] + len + max; 
                    maxPos[k] = 
Searching(p+k+1,0,w,elem,true); 
                    if(maxPos[k] < minPos[k]) k = n; 
                } 
                else k = n; 
                 
                k++; 
            } 
             
            if(k == n) PrintDiscovery(); 
             
            i++; 
        } 
        return; 
    } 
     
    int n = (int)(patternArray[p+1].GetCount())-1; 
    min = atoi(gridBlocks->GetCellValue(p,0)); 
    max = atoi(gridBlocks->GetCellValue(p,1)); 
     
    // controlla il rispetto dei parametri dei blocchi del 
pattern 
    while(i <= j) 
    { 
        // ricerca minimo in p+1 
        position[p] = patternArray[p].Item(i); 
        elem = position[p] + len + min; 
        minP = Searching(p+1,0,n,elem,false); 
        if(minP >= 0) 
        { 
            // ricerca massimo in p+1 
            elem = position[p] + len + max; 
            maxP = Searching(p+1,0,n,elem,true); 
             
            if(maxP >= minP) TestPatterns(p+1,minP,maxP); 
        } 
        i++; 
    } 
  
 




// ricerca la posizione dell'elemento k nel patternArray[p] a 
partire dalla 
// posizione i fino alla posizione j 
// flag = true --> ricerca l'elemento massimo 
// flag = false --> ricerca l'elemento minimo 
int BioMotif::Searching(int p, int i, int j, int k, bool 
flag) 
{ 
    if(i > j) 
    { 
        // ricerco il max 
        if(flag) return j; 
         
        // ricerco il min 
        if(j < ((int)patternArray[p].GetCount()-1)) return j 
+ 1; 
 
        return -1; 
    } 
     
    int m = (i + j) / 2; 
     
    if(patternArray[p].Item(m) == k) return m; 
     
    if(patternArray[p].Item(m) > k) return Searching(p,i,m-
1,k,flag); 




// ricerca, nell'albero *t, il carattere kappesimo *c 
// j = indice dell'array su cui memorizzare i riferimenti 
trovati 
bool BioMotif::Find(Tree *t, const wxChar *c, int j) 
{ 
    int i = 0; 
    while(i < t->nSons && *(t->sons[i]->label) < *c) 
        i++; 
     
    if(i < t->nSons) return TestLabel(t->sons[i],c,j); 
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// confronta tutti i caratteri del nodo *t con i caratteri 
del blocco 
// del pattern a partire da *c 
bool BioMotif::TestLabel(Tree *t, const wxChar *c, int j) 
{ 
    const wxChar *cc = t->label; 
    int i = 0; 
     
    while(i < t->lenLabel) 
    { 
        if(*cc != *c) return false; 
         
        c++; 
        cc++; 
        i++; 
        if(*c == '\0') 
        { 
            // se il blocco viene trovato, copia tutte le 
posizioni 
            // delle sue occorrenze nel relativo patternArray 
            ArrayCopy(t,j); 
            return true; 
        } 
    } 
    return Find(t,c,j); 
} 
 
// copia tutte le posizioni delle occorrenze del blocco j nel 
patternArray relativo 
void BioMotif::ArrayCopy(Tree *t, int j) 
{ 
    int p = t->pos; 
    patternArray[j].Clear(); 
 
    for(int i = 0; i < t->leaves; i++) 
        patternArray[j].Add(array[p+i]); 
     
    // ordina le posizioni delle occorrenze del blocco j 
    patternArray[j].Sort(CompareFunction); 
} 
 
// funzione di confronto per l'ordinamento degli array 
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    return (*first - *second); 
} 
 
// salva su file in formato testo tutte le righe della 
griglia 
void BioMotif::buttonSaveClick(wxCommandEvent& event) 
{ 
    if(saveFileDialog->ShowModal() == wxID_OK) 
 { 
        wxFile* file = new wxFile(); 
        wxString fileName = saveFileDialog->GetPath(); 
        int shuffle = checkShuffling->GetValue() * 
SHUFFLING_COLS; 
 
        file->Create(fileName,true,wxS_DEFAULT); 
         
        int x = spinBlocks->GetValue()+1; 
        int y = spinExtraBlocks->GetValue(); 
        int k = y*(2*x+1)+BASECOLS + shuffle; 
        int h = gridResults->GetRows(); 
        int i,j; 
         
        file->Write(wxString()<<"Min: "<<spinMin-
>GetValue()<<"\t"); 
        file->Write(wxString()<<"Max: "<<spinMax-
>GetValue()<<"\t"); 
        file->Write(wxString()<<"Chars: "<<spinChars-
>GetValue()<<"\r\n"); 
         
        if(spinBlocks->GetValue() == 0) 
        { 
            file->Write("\r\nBlocks: NONE\r\n"); 
        } 
        else 
        { 
            file->Write("\r\nBlocks:\r\n"); 
            file->Write("MIN\tMAX\tTYPE\r\n"); 
            for(i = 0; i < spinBlocks->GetValue(); i++) 
            { 
                file->Write(gridBlocks-
>GetCellValue(i,0)<<"\t"); 
                file->Write(gridBlocks-
>GetCellValue(i,1)<<"\t"); 
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            } 
        } 
         
        if(spinExtraBlocks->GetValue() == 0) 
        { 
            file->Write("\r\nExtra blocks: NONE\r\n"); 
        } 
        else 
        { 
            file->Write("\r\nExtra blocks:\r\n"); 
            file->Write("CHARS\tMAX\r\n"); 
            for(i = 0; i < spinExtraBlocks->GetValue()-1; 
i++) 
            { 
                file->Write(gridExtraBlocks-
>GetCellValue(i,0)<<"\t"); 
                file->Write(gridExtraBlocks-
>GetCellValue(i,1)<<"\t"); 
            } 
            file->Write(gridExtraBlocks-
>GetCellValue(i,0)<<"\t"); 
            file->Write(gridExtraBlocks-
>GetCellValue(i,1)<<"\r\n"); 
        } 
         
        if(!checkShuffling->GetValue()) 
        { 
            file->Write("\r\nShuffling: OFF\r\n"); 
        } 
        else 
        { 
            file->Write("\r\nShuffling:\r\n"); 
            file->Write(wxString()<<"Chars: 
"<<spinCharShuffling->GetValue()<<"\r\n"); 
            file->Write(wxString()<<"Sequence: 
"<<spinSequenceShuffling->GetValue()<<"\r\n"); 
        } 
         
        file->Write(wxString()<<"\r\nResults (total rows 
"<<gridResults->GetRows()<<"):\r\n"); 
        for(j = 0; j < (k-1); j++) 
            file->Write(gridResults-
>GetLabelValue(wxHORIZONTAL,j)<<"\t"); 
 
        file->Write(gridResults-
  
 




        for(i = 0; i < h; i++) 
        { 
            for(j = 0; j < (k-1); j++) 
                file->Write(gridResults-
>GetCellValue(i,j)<<"\t"); 
 
            file->Write(gridResults-
>GetCellValue(i,j)<<"\r\n"); 
        } 
         
        file->Close(); 
         
        delete file; 
    } 
} 
 




    int row = gridResults->GetGridCursorRow(); 
 int n = atoi(gridResults->GetCellValue(row,0)); 
 int height; 
    if(n > 0) 
    { 
        int h = gridResults->GetRowHeight(row+1); 
        if(h == 0) height = ROWHEIGHT; 
        else height = 0; 
         
        gridResults->BeginBatch(); 
        for(int i = 1; i < n; i++) 
            gridResults->SetRowHeight(row+i,height); 
        gridResults->EndBatch(); 
        labelTotalRows->Refresh(); 
    } 
} 
 




 explodeGrid = !explodeGrid; 
 int n = gridResults->GetRows(); 
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 gridResults->BeginBatch(); 
    if(explodeGrid) gridResults->AutoSizeRows(true); 
    else 
    { 
        for(int i = 0; i < n; i++) 
            if(atoi(gridResults->GetCellValue(i,0)) == 0) 
                gridResults->SetRowHeight(i,0); 
    } 
    gridResults->EndBatch(); 
    labelTotalRows->Refresh(); 
} 
 




 int col = event.GetCol(); 
 
    gridResults->SetColSize(col,0); 
    gridResults->ForceRefresh(); 
    labelTotalRows->Refresh(); 
} 
 








// mostra/nasconde l'aiuto per l'utilizzo 
void BioMotif::buttonHelpClick(wxCommandEvent& event) 
{ 








    checkShuffling->Enable(!buttonShufflingSettings-
>GetValue()); 
    buttonLoad->Enable(!buttonShufflingSettings->GetValue()); 
  
 










// evento relativo all'attivazione/disattivazione del 
shuffling 
void BioMotif::checkShufflingClick(wxCommandEvent& event) 
{ 
    buttonShufflingSettings->Enable(checkShuffling-
>GetValue()); 
    InsertLabels(); 
} 
 




 int i = checkShuffling->GetValue() * SHUFFLING_COLS; 
    if(checkShuffling->GetValue()) 
    { 
        gridResults-
>InsertCols(POS_SHUFFLING,SHUFFLING_COLS,true); 
        gridResults-
>SetLabelValue(wxHORIZONTAL,"Shuffle",POS_SHUFFLING); 
        gridResults-
>SetLabelValue(wxHORIZONTAL,"Chi2",POS_CHI2); 
        gridResults->SetLabelValue(wxHORIZONTAL,"Z-
score",POS_ZSCORE); 
    } 
    else 
    { 
        gridResults-
>DeleteCols(POS_SHUFFLING,SHUFFLING_COLS,true); 
        gridResults-
>SetLabelValue(wxHORIZONTAL,"",POS_SHUFFLING+SHUFFLING_COLS-
1); 
        gridResults-
>SetLabelValue(wxHORIZONTAL,"",POS_CHI2+SHUFFLING_COLS-1); 
        gridResults-
>SetLabelValue(wxHORIZONTAL,"",POS_ZSCORE+SHUFFLING_COLS-1);  
    } 
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    gridResults->SetLabelValue(wxHORIZONTAL,"Num.",POS_NUM); 
 gridResults-
>SetLabelValue(wxHORIZONTAL,"Patterns",POS_PATTERNS + i); 
 gridResults-
>SetLabelValue(wxHORIZONTAL,"Positions",POS_POSITIONS + i); 
} 
 
// controllo incongruenze valori Min Max totali e Min Max di 
ogni singolo Block 
int BioMotif::MinMaxControl() 
{ 
    int min = spinMin->GetValue(); 
    int max = spinMax->GetValue(); 
    int totMin = 0; 
    int totMax = 0; 
    int i = 0; 
    int j, k; 
    int answer = wxID_OK; 
    bool incorrect = (min > max); 
     
    while(!incorrect && i < spinBlocks->GetValue()) 
    { 
        j = atoi(gridBlocks->GetCellValue(i,0)); 
        k = atoi(gridBlocks->GetCellValue(i,1)); 
        totMin += j; 
        totMax += k; 
        incorrect = (j > k); 
        i++; 
    } 
     
    if(incorrect || min > totMax || max < totMin) 
    { 
        wxMessageDialog* message = new 
wxMessageDialog(this,"Min or Max values are incorrect.\nDo 
you want the correction?","Min-Max value control",wxYES_NO | 
wxCANCEL,wxDefaultPosition); 
        answer = message->ShowModal(); 
        if(answer == wxID_YES) 
        { 
            totMin = 0; 
            totMax = 0; 
            for(i = 0; i < spinBlocks->GetValue(); i++) 
         { 
                j = atoi(gridBlocks->GetCellValue(i,0)); 
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                k = atoi(gridBlocks->GetCellValue(i,1)); 
                if(j > k) 
                { 
                     gridBlocks->SetCellValue(i,1,wxString() 
<< j); 
                     k = j; 
                } 
                totMin += j; 
                totMax += k; 
            } 
             
            if(min > totMax) 
            { 
                min = totMax; 
            } 
                 
            if(max < min) 
            { 
                max = min;     
            } 
             
            if(max < totMin) 
            { 
                max = totMin; 
            } 
 
            spinMin->SetValue(min); 
            spinMax->SetValue(max); 
        } 
        delete message; 
    } 
    return answer; 
} 
 
// Sorting della griglia GridResults 
void BioMotif::Mergesort(sGridSort** pSort, int p, int r) 
{ 
    if(p < r) 
    { 
        int q = (p + r) / 2; 
        Mergesort(pSort,p,q); 
        Mergesort(pSort,q+1,r); 
        Merge(pSort,p,q,r); 
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void BioMotif::Merge(sGridSort** pSort, int p, int q, int r) 
{ 
    int i = p; 
    int j = q + 1; 
    int k = 0; 
    sGridSort* b = new sGridSort[r-p+1]; 
    while(i <= q && j <= r) 
    { 
        if(((*pSort)[i].value >= (*pSort)[j].value)) 
        { 
            b[k].num = (*pSort)[i].num; 
            b[k].row = (*pSort)[i].row; 
            b[k].value = (*pSort)[i].value; 
            i++; 
        } 
        else 
        { 
            b[k].num = (*pSort)[j].num; 
            b[k].row = (*pSort)[j].row; 
            b[k].value = (*pSort)[j].value; 
            j++; 
        } 
        k++; 
    } 
    while(i <= q) 
    { 
        b[k].num = (*pSort)[i].num; 
        b[k].row = (*pSort)[i].row; 
        b[k].value = (*pSort)[i].value; 
        i++; 
        k++; 
    } 
    while(j <= r) 
    { 
        b[k].num = (*pSort)[j].num; 
        b[k].row = (*pSort)[j].row; 
        b[k].value = (*pSort)[j].value; 
        j++; 
        k++; 
    } 
    i = 0; 
    j = p; 
    while(i <= r-p) 
    { 
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        (*pSort)[j].num = b[i].num; 
        (*pSort)[j].row = b[i].row; 
        (*pSort)[j].value = b[i].value; 
        j++; 
        i++; 
    } 
    delete[] b; 
} 
