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Abstract
Gaze behavior is an important non-verbal cue in social signal processing and human-
computer interaction. In this paper, we tackle the problem of person- and head pose-
independent 3D gaze estimation from remote cameras, using a multi-modal recurrent
convolutional neural network (CNN). We propose to combine face, eyes region, and face
landmarks as individual streams in a CNN to estimate gaze in still images. Then, we
exploit the dynamic nature of gaze by feeding the learned features of all the frames in a
sequence to a many-to-one recurrent module that predicts the 3D gaze vector of the last
frame. Our multi-modal static solution is evaluated on a wide range of head poses and
gaze directions, achieving a significant improvement of 14.6% over the state of the art on
EYEDIAP dataset, further improved by 4% when the temporal modality is included.
1 Introduction
Eyes and their movements are considered an important cue in non-verbal behavior analysis,
being involved in many cognitive processes and reflecting our internal state [17]. More
specifically, eye gaze behavior, as an indicator of human visual attention, has been widely
studied to assess communication skills [28] and to identify possible behavioral disorders [9].
Therefore, gaze estimation has become an established line of research in computer vision,
being a key feature in human-computer interaction (HCI) and usability research [12, 20].
Recent gaze estimation research has focused on facilitating its use in general everyday
applications under real-world conditions, using off-the-shelf remote RGB cameras and re-
moving the need of personal calibration [26]. In this setting, appearance-based methods,
which learn a mapping from images to gaze directions, are the preferred choice [25]. How-
ever, they need large amounts of training data to be able to generalize well to in-the-wild
situations, which are characterized by significant variability in head poses, face appearances
and lighting conditions. In recent years, CNNs have been reported to outperform classical
methods. However, most existing approaches have only been tested in restricted HCI tasks,
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Method 3D gaze
direction
Unrestricted
gaze target
Full
face
Eye
region
Facial
landmarks
Sequential
information
Zhang et al. (1) [42] 3 7 7 3 7 7
Krafka et al. [16] 7 7 3 3 7 7
Zhang et al. (2) [43] 3 7 3 7 7 7
Deng and Zhu [4] 3 3 3 3 7 7
Ours 3 3 3 3 3 3
Table 1: Characteristics of recent related work on person- and head pose-independent
appearance-based gaze estimation methods using CNNs.
where users look at the screen or mobile phone, showing a low head pose variability. It is
yet unclear how these methods would perform in a wider range of head poses.
On a different note, until very recently, the majority of methods only used static eye
region appearance as input. State-of-the-art approaches have demonstrated that using the
face along with a higher resolution image of the eyes [16], or even just the face itself [43],
increases performance. Indeed, the whole-face image encodes more information than eyes
alone, such as illumination and head pose. Nevertheless, gaze behavior is not static. Eye
and head movements allow us to direct our gaze to target locations of interest. It has been
demonstrated that humans can better predict gaze when being shown image sequences of
other people moving their eyes [1]. However, it is still an open question whether this se-
quential information can increase the performance of automatic methods.
In this work, we show that the combination of multiple cues benefits the gaze estimation
task. In particular, we use face, eye region and facial landmarks from still images. Facial
landmarks model the global shape of the face and come at no cost, since face alignment is
a common pre-processing step in many facial image analysis approaches. Furthermore, we
present a subject-independent, free-head recurrent 3D gaze regression network to leverage
the temporal information of image sequences. The static streams of each frame are combined
in a late-fusion fashion using a multi-stream CNN. Then, all feature vectors are input to a
many-to-one recurrent module that predicts the gaze vector of the last sequence frame.
In summary, our contributions are two-fold. First, we present a Recurrent-CNN net-
work architecture that combines appearance, shape and temporal information for 3D gaze
estimation. Second, we test static and temporal versions of our solution on the EYEDIAP
dataset [7] in a wide range of head poses and gaze directions, showing consistent perfor-
mance improvements compared to related appearance-based methods. To the best of our
knowledge, this is the first third-person, remote camera-based approach that uses tempo-
ral information for this task. Table 1 outlines our main method characteristics compared
to related work. Models and code are publicly available at https://github.com/
crisie/RecurrentGaze.
2 Related work
Gaze estimation methods are typically categorized as model-based or appearance-based
[5, 10, 15]. Model-based approaches use a geometric model of the eye, usually requir-
ing either high resolution images or a person-specific calibration stage to estimate personal
eye parameters [22, 33, 34, 37, 41]. In contrast, appearance-based methods learn a di-
rect mapping from intensity images or extracted eye features to gaze directions, thus being
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potentially applicable to relatively low resolution images and mid-distance scenarios. Dif-
ferent mapping functions have been explored, such as neural networks [2], adaptive linear
regression (ALR) [19], local interpolation [32], gaussian processes [30, 35], random forests
[11, 31], or k-nearest neighbors [40]. Main challenges of appearance-based methods for
3D gaze estimation are head pose, illumination and subject invariance without user-specific
calibration. To handle these issues, some works proposed compensation methods [18] and
warping strategies that synthesize a canonical, frontal looking view of the face [6, 13, 21].
Hybrid approaches based on analysis-by-synthesis have also been evaluated [39].
Currently, data-driven methods are considered the state of the art for person- and head
pose-independent appearance-based gaze estimation. Consequently, a number of gaze es-
timation datasets have been introduced in recent years, either in controlled [29] or semi-
controlled settings [8], in the wild [16, 42], or consisting of synthetic data [31, 38, 40].
Zhang et al. [42] showed that CNNs can outperform other mapping methods, using a multi-
modal CNN to learn the mapping from 3D head poses and eye images to 3D gaze directions.
Krafka et al. [16] proposed a multi-stream CNN for 2D gaze estimation, using individual
eye, whole-face image and the face grid as input. As this method was limited to 2D screen
mapping, Zhang et al. [43] later explored the potential of just using whole-face images as
input to estimate 3D gaze directions. Using a spatial weights CNN, they demonstrated their
method to be more robust to facial appearance variation caused by head pose and illumina-
tion than eye-only methods. While the method was evaluated in the wild, the subjects were
only interacting with a mobile device, thus restricting the head pose range. Deng and Zhu
[4] presented a two-stream CNN to disjointly model head pose from face images and eye-
ball movement from eye region images. Both were then aggregated into 3D gaze direction
using a gaze transform layer. The decomposition was aimed to avoid head-correlation over-
fitting of previous data-driven approaches. They evaluated their approach in the wild with a
wider range of head poses, obtaining better performance than previous eye-based methods.
However, they did not test it on public annotated benchmark datasets.
In this paper, we propose a multi-stream recurrent CNN network for person- and head
pose-independent 3D gaze estimation for a mid-distance scenario. We evaluate it on a wider
range of head poses and gaze directions than screen-targeted approaches. As opposed to
previous methods, we also rely on temporal information inherent in sequential data.
3 Methodology
In this section, we present our approach for 3D gaze regression based on appearance and
shape cues for still images and image sequences. First, we introduce the data modalities and
formulate the problem. Then, we detail the normalization procedure prior to the regression
stage. Finally, we explain the global network topology as well as the implementation details.
An overview of the system architecture is depicted in Figure 1.
3.1 Multi-modal gaze regression
Let us represent gaze direction as a 3D unit vector g= [gx,gy,gz]T ∈R3 in the Camera Coor-
dinate System (CCS), whose origin is the central point between eyeball centers. Assuming a
calibrated camera, and a known head position and orientation, our goal is to estimate g from
a sequence of images {I(i) | I ∈ RW×H×3} as a regression problem.
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Figure 1: Overview of the proposed network. A multi-stream CNN jointly models full-face,
eye region appearance and face landmarks from still images. The combined extracted fea-
tures from each frame are fed into a recurrent module to predict last frame’s gaze direction.
Gazing to a specific target is achieved by a combination of eye and head movements,
which are highly coordinated. Consequently, the apparent direction of gaze is influenced
not only by the location of the irises within the eyelid aperture, but also by the position and
orientation of the face with respect to the camera. Known as the Wollaston effect [36], the
exact same set of eyes may appear to be looking in different directions due to the surrounding
facial cues. It is therefore reasonable to state that eye images are not sufficient to estimate
gaze direction. Instead, whole-face images can encode head pose or illumination-specific
information across larger areas than those available just in the eyes region [16, 43].
The drawback of appearance-only methods is that global structure information is not
explicitly considered. In that sense, facial landmarks can be used as global shape cues to en-
code spatial relationships and geometric constraints. Current state-of-the-art face alignment
approaches are robust enough to handle large appearance variability, extreme head poses
and occlusions, being especially useful when the dataset used for gaze estimation does not
contain such variability. Facial landmarks are mainly correlated with head orientation, eye
position, eyelid openness, and eyebrow movement, which are valuable features for our task.
Therefore, in our approach we jointly model appearance and shape cues (see Figure 1).
The former is represented by a whole-face image IF , along with a higher resolution image of
the eyes IE to identify subtle changes. Due to dealing with wide head pose ranges, some eye
images may not depict the whole eye, containing mostly background or other surrounding
facial parts instead. For that reason, and contrary to previous approaches that only use one
eye image [31, 42], we use a single image composed of two patches of centered left and
right eyes. Finally, the shape cue is represented by 3D face landmarks obtained from a
68-landmark model, denoted by L= {(lx, ly, lz)c | ∀c ∈ [1, ...,68]}.
In this work we also consider the dynamic component of gaze. We leverage the se-
quential information of eye and head movements such that, given appearance and shape
features of consecutive frames, it is possible to better predict the gaze direction of the cur-
rent frame. Therefore, the 3D gaze estimation task for a 1-frame sequence is formulated
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as g(i) = f
(
{IF (i)},{IE (i)},{L(i)}
)
, where i denotes the i-th frame, and f is the regression
function.
3.2 Data normalization
Prior to gaze regression, a normalization step in the 3D space and the 2D image, similar to
[31], is carried out. This is performed to reduce the appearance variability and to allow the
gaze estimation model to be applied regardless of the original camera configuration.
Let H ∈ R3x3 be the head rotation matrix, and p = [px, py, pz]T ∈ R3 the reference face
location with respect to the original CCS. The goal is to find the conversion matrix M= SR
such that (a) the X-axes of the virtual camera and the head become parallel using the rotation
matrix R, and (b) the virtual camera looks at the reference location from a fixed distance dn
using the Z-direction scaling matrix S= diag(1,1,dn/‖p‖). R is computed as a= pˆ×HT e1,
b = aˆ× pˆ, R = [aˆ, bˆ, pˆ]T , where e1 denotes the first orthonormal basis and 〈 ·ˆ 〉 is the unit
vector.
This normalization translates into the image space as a cropped image patch of size
Wn×Hn centered at p where head roll rotation has been removed. This is done by applying
a perspective warping to the input image I using the transformation matrix W= CoMCn−1,
where Co and Cn are the original and virtual camera matrices, respectively.
The 3D gaze vector is also normalized as gn =Rg. After image normalization, the line of
sight can be represented in a 2D space. Therefore, gn is further transformed to spherical coor-
dinates (θ ,φ) assuming unit length, where θ and φ denote the horizontal and vertical direc-
tion angles, respectively. This 2D angle representation, delimited in the range [−pi/2,pi/2],
is computed as θ = arctan(gx/gz) and φ = arcsin(−gy), such that (0,0) represents looking
straight ahead to the CCS origin.
3.3 Recurrent Convolutional Neural Network
We propose a Recurrent CNN Regression Network for 3D gaze estimation. The network is
divided in 3 modules: (1) Individual, (2) Fusion, and (3) Temporal.
First, the Individual module learns features from each appearance cue separately. It
consists of a two-stream CNN, one devoted to the normalized face image stream and the
other to the joint normalized eyes image. Next, the Fusion module combines the extracted
features of each appearance stream in a single vector along with the normalized landmark
coordinates. Then, it learns a joint representation between modalities in a late-fusion fashion.
Both Individual and Fusion modules, further referred to as Static model, are applied to each
frame of the sequence. Finally, the resulting feature vectors of each frame are input to
the Temporal module based on a many-to-one recurrent network. This module leverages
sequential information to predict the normalized 2D gaze angles of the last frame of the
sequence using a linear regression layer added on top of it.
3.4 Implementation details
3.4.1 Network details
Each stream of the Individual module is based on the VGG-16 deep network [27], consisting
of 13 convolutional layers, 5 max pooling layers, and 1 fully connected (FC) layer with Rec-
tified Linear Unit (ReLU) activations. The full-face stream follows the same configuration
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as the base network, having an input of 224×224 pixels and a 4096D FC layer. In contrast,
the input joint eye image is smaller, with a final size of 120×48 pixels, so the number of pa-
rameters is decreased proportionally. In this case, its last FC layer produces a 1536D vector.
A 204D landmark coordinates vector is concatenated to the output of the FC layer of each
stream, resulting in a 5836D feature vector. Consequently, the Fusion module consists of 2
5836D FC layers with ReLU activations and 2 dropout layers between FCs as regularization.
Finally, to model the temporal dependencies, we use a single GRU layer with 128 units.
The network is trained in a stage-wise fashion. First, we train the Static model and
the final regression layer end-to-end on each individual frame of the training data. The
convolutional blocks are pre-trained with the VGG-Face dataset [27], whereas the FCs are
trained from scratch. Second, the training data is re-arranged by means of a sliding window
with stride 1 to build input sequences. Each sequence is composed of s = 4 consecutive
frames, whose gaze direction target is the gaze direction of the last frame of the sequence(
{I(i−s+1), . . . ,I(i)}, g(i)
)
. Using this re-arranged training data, we extract features of each
frame of the sequence from a frozen Individual module, fine-tune the Fusion layers, and
train both, the Temporal module and a new final regression layer from scratch. This way, the
network can exploit the temporal information to further refine the fusion weights.
We trained the model using ADAM optimizer with an initial learning rate of 0.0001,
dropout of 0.3, and batch size of 64 frames. The number of epochs was experimentally set to
21 for the first training stage and 10 for the second. We use the average Euclidean distance
between the predicted and ground-truth 3D gaze vectors as loss function.
3.4.2 Input pre-processing
For this work we use head pose and eye locations in the 3D scene provided by the dataset.
The 3D landmarks are extracted using the state-of-the-art method of Bulat and Tzimiropou-
los [3], which is based on stacked hourglass networks [24].
During training, the original image is pre-processed to get the two normalized input
images. The normalized whole-face patch is centered 0.1 meters ahead of the head center
in the head coordinate system, and Cn is defined such that the image has size of 250×
250 pixels. The difference between this size and the final input size allows us to perform
random cropping and zooming to augment the data (explained in Section 4.1). Similarly,
each normalized eye patch is centered in their respective eye center locations. In this case, the
virtual camera matrix is defined so that the image is cropped to 70×58, while in practice the
final patches have size of 60×48. Landmarks are normalized using the same procedure and
further pre-processed with mean subtraction and min-max normalization per axis. Finally,
we divide them by a scaling factor w such that all coordinates are in the range [0,w]. This
way, all concatenated feature values are in a similar range. After inference, the predicted
normalized 2D angles are de-normalized back to the original 3D space.
4 Experiments
In this section, we evaluate the cross-subject 3D gaze estimation task on a wide range of
head poses and gaze directions. Furthermore, we validate the effectiveness of the proposed
architecture comparing both static and temporal approaches. We report the error in terms of
mean angular error between predicted and ground-truth 3D gaze vectors. Note that due to the
requirements of the temporal model not all the frames obtain a prediction. Therefore, for a
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Figure 2: Ground-truth eye gaze g and head orientation h distribution on the filtered EYE-
DIAP dataset for CS and FT settings, in terms of x- and y- angles.
fair comparison, the reported results for static models disregard such frames when temporal
models are included in the comparison.
4.1 Training data
There are few publicly available datasets devoted to 3D gaze estimation and most of them
focus on HCI with a limited range of head pose and gaze directions. Therefore, we use
VGA videos from the publicly-available EYEDIAP dataset [7] to perform the experimental
evaluation, as it is currently the only one containing video sequences with a wide range
of head poses and showing the full face. This dataset consists of 3-minute videos of 16
subjects looking at two types of targets: continuous screen targets on a fixed monitor (CS),
and floating physical targets (FT ). The videos are further divided into static (S) and moving
(M) head pose for each of the subjects. Subjects 12-16 were recorded with 2 different lighting
conditions.
For evaluation, we filtered out those frames that fulfilled at least one of the following
conditions: (1) face or landmarks not detected; (2) subject not looking at the target; (3) 3D
head pose, eyes or target location not properly recovered; and (4) eyeball rotations violating
physical constraints (|θ | ≤ 40◦, |φ | ≤ 30◦) [23]. Note that we purposely do not filter eye
blinking moments to learn their dynamics with the temporal model, which may produce
some outliers with a higher prediction error due to a less accurate ground truth. Figure 2
shows the distribution of gaze directions and head poses for both filtered CS and FT cases.
We applied data augmentation to the training set with the following random transforma-
tions: horizontal flip, shifts of up to 5 pixels, zoom of up to 2%, brightness changes by a
factor in the range [0.4,1.75], and additive Gaussian noise with σ2 = 0.03.
4.2 Evaluation of static modalities
First, we evaluate the contribution of each static modality on the FT scenario. We divided
the 16 participants into 4 groups, such that appearance variability was maximized while
maintaining a similar number of training samples per group. Each static model was trained
end-to-end performing 4-fold cross-validation using different combinations of input modal-
ities. Since the number of fusion units depends on the number of input modalities, we also
compare different fusion layer sizes. The effect of data normalization is also evaluated by
training a not-normalized face model where the input image is the face bounding box with
square size the maximum distance between 2D landmarks.
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As shown in Figure 3, all models that take normalized full-face information as input
achieve better performance than the eyes-only model. More specifically, the combination of
face, eyes and landmarks outperforms all the other combinations by a small but significant
margin (paired Wilcoxon test, p < 0.0001). The standard deviation of the best-performing
model is reduced compared to the face and eyes model, suggesting a regularizing effect due
to the addition of landmarks. The not-normalized face-only model shows the largest error,
proving the impact of normalization to reduce the appearance variability. Furthermore, our
results indicate that the increase of fusion units is not correlated with a better performance.
4.3 Static gaze regression: comparison with existing methods
We compare our best-performing static model with three baselines. Head: Treating the head
pose directly as gaze direction. PR-ALR: Method that relies on RGB-D data to rectify the
eye images viewpoint into a canonical head pose using a 3DMM. It then learns an RGB gaze
appearance model using ALR [21]. Predicted 3D vectors for FT-S scenario are provided
by EYEDIAP dataset. MPIIGaze:. State-of-the-art full-face 3D gaze estimation method
[42]. They use an Alexnet-based CNN model with spatial weights to enhance information
in different facial regions. We fine-tuned it with the filtered EYEDIAP subsets using our
training parameters and normalization procedure.
In addition to the aforementioned FT-based evaluation setup, we also evaluate our method
on the CS scenario. In this case there are only 14 participants available, so we divided them
in 5 groups and performed 5-fold cross-validation. In Figure 4 we compare our method to
MPIIGaze, achieving a statistically significant improvement of 14.6% and 19.5% on FT and
CS scenarios, respectively (paired Wilcoxon test, p < 0.0001). We can observe that a re-
stricted gaze target benefits the performance of all methods, compared to a more challenging
unrestricted setting with a wider range of head poses and gaze directions.
Table 2 provides a detailed comparison on every participant, performing leave-one-out
cross-validation on the FT scenario for static and moving head separately. Results show that,
as expected, facial appearance and head pose have a noticeable impact on gaze accuracy,
with average error differences of up to 7.7◦ among participants.
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Method 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Avg.
Head 23.5 22.1 20.3 23.6 23.2 23.2 23.6 21.2 26.7 23.6 23.1 24.4 23.3 24.0 24.5 22.8 23.3
PR-ALR 12.3 12.0 12.4 11.3 15.5 12.9 17.9 11.8 17.3 13.4 13.4 14.3 15.2 13.6 14.4 14.6 13.9
MPIIGaze 5.3 5.1 5.7 4.7 7.3 15.1 10.8 5.7 9.9 7.1 5.0 5.7 7.4 3.8 4.8 5.5 6.8
Static 3.9 4.1 4.2 3.9 6.0 6.4 7.2 3.6 7.1 5.0 5.7 6.7 3.9 4.7 5.1 4.2 5.1
Temporal 4.0 4.9 4.3 4.1 6.1 6.5 6.6 3.9 7.8 6.1 4.7 5.6 4.7 3.5 5.9 4.6 5.2
Head 19.3 14.2 16.4 19.9 16.8 21.9 16.1 24.2 20.3 19.9 18.8 22.3 18.1 14.9 16.2 19.3 18.7
MPIIGaze 7.6 6.2 5.7 8.7 10.1 12.0 12.2 6.1 8.3 5.9 6.1 6.2 7.4 4.7 4.4 6.0 7.3
Static 5.8 5.7 4.4 7.5 6.7 8.8 11.6 5.5 8.3 5.5 5.2 6.3 5.3 3.9 4.3 5.6 6.3
Temporal 6.1 5.6 4.5 7.5 6.4 8.2 12.0 5.0 7.5 5.4 5.0 5.8 6.6 4.0 4.5 5.8 6.2
Table 2: Gaze angular error comparison for static (top half) and moving (bottom half) head
pose for each subject in the FT scenario. Best results in bold.
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Figure 5: Angular error distribution across gaze (a) and head orientation (b) spaces in the FT
setting, in terms of x- and y- angles. For each space, we depict the Static model performance
(left) and the contribution of the Temporal model versus Static (right). In the latter, positive
difference means higher improvement of the Temporal model.
4.4 Evaluation of the temporal network
In this section, we evaluate the contribution of adding the temporal module to the static
model. To do so, we trained a lower-dimensional version of the static network with compa-
rable performance to the original, reducing the number of units of the second fusion layer to
2918. Results are reported in Figure 4 and Table 2. One can observe that using sequential
information is helpful on the FT scenario, outperforming the static model by a statistically
significant 4.4% (paired Wilcoxon test, p < 0.0001). This contribution is more noticeable
in the moving head setting, proving that the temporal model can benefit from head motion
information. In contrast, such information seems to be less meaningful in the CS scenario,
where the obtained error is already very low for a cross-subject setting and the amount of
head movement declines.
Figure 5 further explores the error distribution of the static network and the impact of
sequential information. We can observe that the accuracy of the static model drops with
extreme head poses and gaze directions, which can also be correlated to having less data in
those areas. Compared to the static model, the temporal model particularly benefits gaze
targets from mid-range upwards. Its contribution is less clear for extreme targets, probably
again due to data imbalance.
Finally, we evaluated the effect of different recurrent architectures for the temporal
model. In particular, we tested 1 (128 units) and 2 (256-128 units) LSTM and GRU lay-
ers, with 1 GRU layer obtaining slightly superior results (up to 0.12◦). We also assessed the
effect of sequence length fixing s in the range {4,7,10}, with s = 7 performing worse than
the other two (up to 0.14◦).
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5 Conclusions
In this work, we studied the combination of full-face and eye images along with facial land-
marks for person- and head pose-independent 3D gaze estimation. Consequently, we pro-
posed a multi-stream recurrent CNN network that leverages the sequential information of
eye and head movements. Both static and temporal versions of our approach significantly
outperform current state-of-the-art 3D gaze estimation methods on a wide range of head
poses and gaze directions. We showed that adding geometry features to appearance-based
methods has a regularizing effect on the accuracy. Adding sequential information further
benefits the final performance compared to static-only input, especially from mid-range up-
wards and in those cases where head motion is present. The effect in very extreme head
poses is not clear due to data imbalance, suggesting the importance of learning from a con-
tinuous, balanced dataset including all head poses and gaze directions of interest. To the best
of our knowledge, this is the first attempt to exploit the temporal modality in the context of
gaze estimation from remote cameras. As future work, we will further explore extracting
meaningful temporal representations of gaze dynamics, considering 3DCNNs as well as the
encoding of deep features around particular tracked face landmarks [14].
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