The ubiquity of web applications and the multiplication of personal devices are major factors for the increased demand for multi-screen applications. Multi-screen applications impose challenges on the application developer and designer especially if existing single-screen applications have to be transformed to the multi-screen environment. Challenges are related to the user interface division and distribution, layout adaptation, logic re-organization, runtime synchronization and adaptation to the underlying multi-screen platform. This paper faces these challenges and proposes an end-to-end refactoring system. The system allows the re-use of existing single-screen applications to automatically create multi-screen applications. The components of the multi-screen applications have their layout adapted to small and large devices and are ready to operate synchronously to provide a complementary usage experience. Our system is quantitatively evaluated on different sets of applications containing at least one video element and interactive content. Compared to a ground truth, our segmentation approach achieves an average recall of 78 %. Our layout refactoring approach reduces horizontal scrolling by 67 % on the tested applications. Finally, we evaluate the performance of the run-time behavior of one multi-screen application that is highly dynamic, in real physical environment. With a maximum total delay of 34 ms in a LAN, our solution is realistic.
Introduction
The rise of Web technologies and their continuous evolution especially with the emergence of HTML5 led to powerful web-based applications. These web-based applications enable users to access the same content from various devices, thus making ubiquitous applications a reality.
User content consumption has changed due to this ubiquity and to the growing number of connected devices available for one user, each of them having different physical environment, i.e., screen size and input-output methods. A Google study [9] states that 90 % of our media interactions are screen-based and no longer limited to one device.
In this paper, we assume a multi-screen application consisting of multiple components. Each component contains distinct content that serves a specific role. Each component runs on a distinct device. These components are always in communication with each other to provide a complementary usage. As a matter of simplicity, the web application term is hereinafter referred to as application.
Multi-screen applications impose multiple challenges to the developers. First, they have to design an application that leverages the multi-screen environment. Then, they have to determine how the application content will be distributed across various devices based on their capabilities. They have to manage the synchronization and consistency of distributed contents. In addition, developers have to provide a consistent rendering of the content across devices.
The use of web technologies helps reducing the complexity of these tasks and increases the possibility of deploying a ubiquitous application. While some efforts aim at developing multi-screen applications from scratch, our aim is to re-use existing single-screen applications.
Multiple problems arise when we try to re-use applications that were not intended for the complementary multi-screen usage. First, applications are not necessarily developed in a modular manner that facilitates the identification of independent components of content and their distribution. Second, existing applications were not intended to run on multiple devices with different physical characteristics, especially on mobile devices with a small screen. In consequence, the user experience may be broken by distribution across devices. Third, by nature, a web application consists of a HyperText Markup Language (HTML) document defining the content and its structure, a JavaScript document containing the logic and Cascading Style Sheets (CSS) designing the application layout. There are tight relations between the above three. Separating the content of an application implies an additional workload on the logic and on the layout if we want to provide the user with a functional multi-screen application (MSA) and an acceptable layout. This paper has one principal objective: to propose an end-to-end re-factoring system that is guided by the multi-screen environment and that re-uses single-screen HTML applications to produce multi-screen applications automatically.
The proposed system executes during run-time and can be used directly by an end-user. It assumes the presence of two distinct devices discovered in the network. Applications that can operate in our proposed system should meet two main requirements: (i) they should be single-screen and dedicated for one specific desktop device, and (ii) they should be multimedia applications that contain at least one media element, e.g., audio or video.
This paper is using two works published in Document Engineering proceedings, concerning a first version of our refactoring system [20] and a multi-screen oriented segmentation [21] . This paper combines these two works and extends the system to adapt the application layout to devices. In addition, a characterization and an evaluation of the overall system is presented.
This paper is organized as follows. Section 2 positions our system within the literature. Section 3 details the challenges of our system. Sections 4 and 5 describe respectively the core contribution of our system and its implementation details. Section 6 validates and evaluates our system. Section 7 concludes our paper.
Related work

Multi-screen models and frameworks
In prior works [10] , a 'WebSplitter' was proposed to split web applications, based on a metadata file. This file is unique for each application and determines which application portions can be seen on each user device. The splitter requires a proxy that splits the application content into partial views and a client-side component that receives data pushed by the server. The splitter architecture is centralized and requires a manual mapping for each element of the application.
In his research, Cheng [4] proposed a virtual browser capable of separating the application logic from its rendering. The logic is kept within a virtual web page. Automatically the virtual browser splits the main Document-Object Model (DOM) tree into multiple DOM trees and maps these trees to corresponding devices as denoted in a hint file that is specific to each application and manually created by the developer. Cross-device operations are executed in a centralized manner depending ultimately on the virtual browser that is a proxy between the web server and the browsers on end-user devices.
Bassbouss et al. [1] outlined how to enable traditional applications to become multiscreen-ready. An application is developed as a Single Screen Application (SSA) but it requires a multi-screen enabled browser. Based on metadata information provided manually by the developer, specific elements are assigned to a remote device while always being shown on the main device.
Panelrama [27] is a client-server framework for authoring distributed user interfaces. It includes device categorization, state synchronization and automatic distribution. The content distribution is automatic but it requires an explicit intervention from the developer on multiple levels to manually divide the graphical user interface. First a developer should select the relevant DOM elements that form a block and then wrap them in individual templates and second he should characterize the need of each block for device characteristics.
Zorrilla et al. [28] proposed an architecture for distributing an SSA over multiple devices while offering users coherent experiences across devices. The architecture decides the best configuration for application visualization through a dynamic set of devices based on some hints provided by the application developer. The applications they consider should be made with logic components, i.e., web components 1 and each component should be manually characterized with hints. These hints describe the targeted behavior of the application in a dynamic multi-device environment, but they do not carry information about target devices. It is up to the distributing architecture to map components to device features.
In contrast to [4] and [10] our system has a decentralized architecture. Similar to [1] it delivers master-slave applications. The common point for the above works in addition to [27] is that they require a single development environment that facilitates the creation of MSAs. But this means that each SSA should be either designed in a modular way [28] , or analyzed by the developer to identify the different modules or blocks that form it. There is no automatic and generic analysis method that can be applied to a large set of existing applications for the application analysis and distribution. Our paper provides such method.
Exploiting the environment for application creation
Zorrilla et al. [28] use a specific approach to distribute application UIs based on device features. Dimensions, screen size, means of interaction and the information type are the main factors that influence the distribution. Additionally, they consider that the amount of textual content should be limited on TV, that content not suitable for TV should be avoided, because of the limited interactivity of a remote control, and that content to be shared among multiple users should stay on TV. Concerning mobile devices, they consider that interactive parts should belong there to control media elements on remote devices and that personal information should remain on personal devices.
Yang and Wigdor [27] model devices and application blocks by considering first the device characteristics, i.e., device resolution, pixel density, physical screen size and means of interaction, where some of the characteristics need to be hand-coded since it is difficult to detect them automatically. Second, a score is provided by the developer. It expresses the relative importance of a device characteristic to the usability of a block of content. Then, a cost matrix is computed to map devices to blocks using a linear optimization function. On the appearance or removal of a new device or a new block, the matrix is re-calculated and re-optimized for the new distribution.
Similar to [28] , we mainly focus on the device characteristics that affect the usability of a block of content. We also focus on keeping the interactive content on mobile devices and media content on TV. To this end, we start by analyzing and characterizing the application content to assist the identification of its different parts and to distribute them to the appropriate device.
Web page segmentation
Multiple approaches for segmenting application UI are found in the literature. They consist in dividing an application UI into blocks that are self-contained and independent from each other.
Structure-based segmentation approaches [24] consider only the DOM tree. These approaches suffer from limitations since they do not consider the visual aspects of the application given that the DOM tree does not necessarily correspond to what is rendered by the browser. On the contrary, visual approaches [18] consider only the rendered page without considering the DOM tree. Usually, these approaches are expensive in terms of processing because they require rendering the web page. There are also content-based segmentation approaches [13] where only the textual information is considered to segment the page. But these methods are not effective on pages with limited text.
Hybrid approaches combine multiple criteria to segment an application. VIPS [2] uses both structural information in the DOM tree and visual cues to semantically segment a page. Block-o-Matic (BoM) [19] , based also on the joint DOM and visual analysis, additionally abstracts the segmentation from the DOM tree and works at higher levels. This abstraction facilitates the understanding and the processing of the page structure. Though the processing of BoM is automatic, its configuration with a granularity parameter (pG) is manual and has to be tailored for each page. Configuring BoM with an inadequate pG leads to a page not correctly segmented, and applying BoM with the same pG value on a heterogeneous page does not always create coherent blocks similarly on the whole page. After identifying application blocks, BoM [19] assign labels for each resulting block, which are not relevant for our multi-screen environment, e.g., header, content, logo, etc. [19] .
A function-based object model (FOM) for website adaptation is introduced by Chen et al. [3] . This segmentation model defines a block as a set of information that have a specific function, i.e., navigation, interaction, decoration or others. In FOM, even if a function reflects the intention of the author for using this object, it does not reflect the type of interaction with the end-user.
In our work, we reuse the hybrid approach and the abstraction model proposed by BoM [19] but we adapt the segmentation to make it completely automatic and multiscreenoriented. Similar to FOM, we characterize the obtained blocks with functions from the end-user perspective, not from the author perspective.
Adaptive web applications and responsive design
The adaptive design [16] and the responsive web design [7] (RWD) approaches adapt a layout to device features. The main difference between them is that RWD changes its layout at any point while the adaptive design adapt to the browser width at specific points.
The adaptive layout defines a series of static layouts that are applied depending on the detected device display features. This detection happens due to an embedded JavaScript logic or due to the CSS3 (Cascading Style Sheets) media queries [26] on the client-side. In contrast, the RWD makes use of three technical items, i.e., fluid grids instead of static layouts, flexible images and CSS3 media queries. The goal of the RWD is to build all-in-one web pages that detect user screen and orientation and that automatically and dynamically re-organize the content for an optimal experience without adapting the content itself and without requesting the server for additional resources. The device features, notably the display, are detected based only on media queries [26] . Multiple transformations on the UI elements can take place, e.g., re-arrangement, re-sizing, replacing, changing visibility, moving elements across pages, etc.
In this work, we focus mainly on the client-side approaches for layout adaptation and specifically on the RWD due to its flexible model. There are several front-end frameworks that support the development of RWD applications. For instance, Bootstrap [23] and Foundation [30] are used to develop responsive mobile-first web applications. They include a grid system to scale the layout as the device or window size changes. While these frameworks are powerful, they only address the design of responsive layout from scratch. In this paper, we approach the automatic and dynamic re-design of non-RWD applications to make them responsive to device screen size. One identified limitation for the above frameworks is that they do not adapt the application layout based on the dynamicity of the application content.
Synchronization techniques in multi-screen contexts
To make distributed applications functional, the application logic should be capable of synchronizing the application data and view among the different parts.
An interesting approach consists in transparently adapting the logic to support state monitoring. Using the transparent adaptation approach [22] does not require a change in the application main source code. Instead, it requires extending the code with an adaptation layer that is responsible for listening to changes, recording them and redirecting them. In this paper, we use this transparent adaptation approach.
A set of transparent adaptation mechanisms exist in the literature. Mutation-summary [25] is a JavaScript library that can be used to ensure the transparent adaptation and to synchronize elements from a DOM tree. It only requires to be configured to watch specific type of changes that may happen on a DOM tree. Mutation-summary does not allow the synchronization of the JavaScript data and variables. In contrast, ColADA [12] is a front-end framework that extends the Knockout 2 library and that allows the synchronization of the application model and view. The main objective here is to make easier the development of collaborative MVC applications by limiting the developer responsibilities to simply annotating the application source code. During run-time, these annotations are processed and expanded to blocks of code that ensures the document synchronization.
Panelrama [27] already mentioned in Section 2.1, achieves the block synchronization through a client-server architecture. The developer should first select the state variables that need to be synchronized among the distributed blocks, and then should change the logic of the application. Once detected, changes are sent to a central page and then redirected to the concerned device to update its view. HydraScope [11] is also a framework that orchestrates the distributed UIs through a central synchronization server. The orchestration consists in synchronizing mainly the application view without having to access the application logic, based on DOM sensing, inspections and event injection methods. HydraScope can be extended with libraries to support the data view synchronization following some rules hard-coded by the developer or provided as options for end-users.
In this paper, we focus mainly on the view synchronization and we use a decentralized mechanism for synchronization.
System challenges and requirements
Our system operates on multiple aspects to deliver functional MSA. The first aspect is the exploitation of the multi-screen environment and the characterization of web applications. The second aspect is the distribution of the application UIs and their adaptation to device screen size. The third aspect is the state distribution during runtime and the runtime support for the application dynamicity.
This section provides an overview of the challenges for each of the above aspects in addition to the main definitions and assumptions for this work.
Devices and functions
An important feature of our system is that it is automatic and does not require any external assistance from a user. It uses the environment diversity to assist the content distribution. In this section, we study the relations that exist between devices and applications in the intention of providing on each device a 'well-fitted' portion of the application, based on device features.
A Google study [9] identified four main device combinations for complementary interactions with their usability percentages: TV and Tablet (40 %), PC and Smartphone (36 %), TV and Smartphone (35 %), TV and PC (32 %). In most of the above combinations, the main device is a TV or a PC that have a large screen allowing a user to be placed relatively far from it. The second-screen device, i.e., tablet or smart phone, has a smaller screen size, it is a portable device and it is simple to use and to interact with its touch screen.
Based on these observations, we propose in Table 1 a characterization for the four device types, i.e., TV, PC, Smart phone and tablet, with functions, i.e., multimedia, text and interactive. A function refers to the type of media that a device can render, i.e., audio, video, or to the type of interaction between an end-user and a device, i.e., to display content or to listen to user queries. We associate a score for each device-function pair, that reflects how suitable a device is for a certain function. This score varies between '-' for a minimum utility, '+' for a medium utility and '++' for a maximum utility. For instance, Table 1 states that TVs and PCs are more suitable for video rendering than smart phones and tablets. TVs, with a negative interaction score, should be avoided for non-trivial user interactions. For instance, filling a form or writing comments on a social page displayed on a smart TV are tedious using a remote control. Smart phones and tablets are most suitable for user interaction. For text visualization, PC is considered better than TV though both have a large screen. A TV is usually situated far from the user while the PC is at a shorter distance, thus allowing a better visualization for large texts. If we compare the text visualization on a smart phone and on a tablet, they are both good at displaying large text content. But using a tablet, with a wider screen, less effort is required to read the text, e.g., the amount of text displayed at once on the tablet is larger than on a smart phone. In addition, text can be better readable on a tablet.
Functions characterizing devices in Table 1 can also characterize the application contents. For example, a media part can be identified by the presence of a video or audio element or an embedded Flash object. Similarly, an interactive part of an application can be identified by the presence of input elements, or event listeners. In consequence, these functions can be used to relate the application content to devices.
In our work, a multimedia application is formed with multiple blocks where each block is characterized with a function. A block here is defined as a set of elements that are visible on the screen. We do not duplicate visible blocks across devices. In consequence, the number of blocks we will try to identify should be equal to or greater than the number of devices. Finally, we assume that 'multimedia' content are associated to a TV or a PC as a first choice. 'Interactive' content are associated to smart phones or tablets as a first choice together with large text content.
Web application segmentation
In our approach, the segmentation challenge is to identify geometrical blocks that englobe, in a rectangular box, related content that are geometrically adjoining and that have one unique function. On one side, it is very rare to find blocks of content where all elements have the same function. There are always elements that are undecidable, we call them the 'other' content. They represent the passive content that neither requires a device-specific rendering effort in the browser nor an interaction from the user. Such elements can be a text informing and guiding the user to navigate the page, a text to enrich a video element, or elements decorating the main content. The challenge is to resolve the function assignment of these elements and to join them to an existing block. In some other cases, these 'other' elements can form an independent block without containing one element from the 'multimedia' or 'interactive' classes. The challenge here is to assign a function to this block based on geometrical features and the functions of its neighboring content.
Layout refactoring
In a multi-screen environment, there are multiple elements that make the layout design of an application a challenging task. First, depending on the available devices in the network we cannot know in advance the device on which the application is going to run. Second, with the migration service provided by some multi-screen platforms [8] , an application can move seamlessly from one device to another. This requires adapting the layout to the new target device. Third, the amount of content that is associated to each device is not predictable during the design process and it highly depends on the segmentation results. But each component will have fewer blocks than the SSA.
Concretely, depending on how blocks were initially positioned relative to each other in the main application, those selected for each candidate device can suffer from layout anomalies once rendered alone on that device. Examples of layout anomalies are: layout discontinuity, misplacement or wrong re-arrangement of blocks, horizontal scrolling. Figure 1 illustrates these anomalies compared to the reference layout on the SSA (Fig. 1a) formed with five blocks enumerated from 1 to 5 following a reading order moving from left to right, and top to bottom as defined by Faraday [6] .
A layout discontinuity corresponds to large empty spaces around blocks in the page. In this paper, a 'blank space' is a region on the screen that does not correspond to any foreground element in the DOM tree. Blank space can be caused by the padding or margin of DOM elements, hidden elements using the CSS 'visibility' property, etc. It can also be the result of rendering content that has a fixed and static layout on a large-screen device. In such a case, the content fails to use the available space. Blank space can be represented by Fig. 1b and c, the removal of one block created additional blank spaces.
An invalid re-arrangement of blocks appears when at least two blocks are mapped to a sub-application and when their new dispositions break the original reading order. In Fig. 1d , block 4 is placed prior to block 3, thus breaking the reading order. This anomaly appears when block positions depend on the disposition of previous blocks or next blocks which is often the case in applications using CSS. These blocks, once rendered alone, should respect the reading order of the main application to ensure the application understandability even after distribution. The challenge here is to first identify the reading order and then to respect it during the layout redesign.
Horizontal scrolling appears when large blocks are attributed to small devices and when the layout is not designed to adapt to window sizes. In Fig. 1e , blocks 1 and 5 are partially shown on the page and block 4 is absent from the application view. Based on user tests, Zorrilla et al. [29] claim that horizontal scrolling causes an unpleasant user experience. Therefore, we need to make sure that the blocks adapt their positions and dimensions to the screen size to avoid the horizontal scrolling while always having the application content readable, especially on small devices. The challenge is to adapt dynamically the layout of an application that targets one device, to multiple devices.
In this paper, we propose to re-factor the layout for a better rendering experience. We consider two types of layout refactoring presented in Section 4.5: one that avoids the horizontal scrolling, mainly on small devices while being responsive, and another that optimizes the content occupancy especially on large devices.
Synchronization and preserving the application functionality
Distributing an application UI is not limited to distributing its content and its visual aspects. The complementarity usage for an MSA implies a dependency between its parts, especially if the application is dynamic and if during run-time a change on one component triggers a change on the other component(s). Thus, additional cross-device operations are required during run-time and need to be provided by our system. The main two run-time operations needed are synchronization and redirection, to which we refer by state distribution. Synchronization ensures that the states of the application components are coherent at any moment during run-time. The term state in our paper is limited to the state of the DOM tree. Redirection refers to the mechanism of propagating the state towards the concerned component. To integrate these operations at the level of each component, we add logic that detects state changes and sends them when necessary.
Our requirements are that the transformation should be totally automatic, the state distribution should be light-weight and compatible with the existing development approaches. Finally, it should be transparent to the main application logic i.e., to minimize the required changes to its main logic. This last requirement is essential because reverse engineering a logic is a heavy and a complex task to be done dynamically. For the above reasons and to respect our system requirements, we decided to keep the main logic intact and to assign it to one component of the distributed application.
The challenges in transparently modifying the logic are first that the application code cannot be valid if it is separated from the DOM tree, especially if the code is used to read and manipulate the DOM tree during run-time. Thus, having the whole script logic with a subset of the main DOM tree does not ensure that code will not break. In addition, the DOM tree is a structure representing hierarchical relationships among its elements, e.g., the parent-children and the sibling relationships. Separating the DOM tree into subsets breaks the links within the DOM tree itself and between the DOM tree and the JavaScript code. As a consequence, our solution should recover or avoid breaking links. We decided to keep a modified copy of the SSA DOM tree on the side of the application logic. This modified version defines one component that is responsible for orchestrating the remaining components. The DOM tree for remaining components are a subset of the main DOM tree. Figure 2 illustrates our proposal for the repartition of the DOM tree between two components.
The refactoring pipeline
The refactoring system detailed in this section and illustrated in Fig. 3 consists of 5 main phases: Device discovery and Characterization, UI Division, UI Distribution, Layout refactoring and State distribution.
Device discovery and characterization
The system automatically discovers all devices on the network. In this paper, we assume that only two devices are present simultaneously on the network. The device characteristics on which we focus are: (1) number of screens, (2) screen size, (3) means of interaction, (4) type, i.e., TV, PC, tablet or smart phones. Using a web service, we collect these features for both devices. Then, for each device we identify its dominant feature that we consider as the function of the device based on Table 1 . For instance, in the case where two large devices were detected, i.e., 2 PCs, we first compare their screen sizes. We consider that the PC with a bigger screen is more suitable for displaying 'multimedia' content than the other PC. The dominant feature information constitutes the input for the UI division phase. 
UI division
The UI Division phase identifies DOM elements that correspond to the functions provided at the input and builds visual and semantic blocks around these elements. We note that in the case of a malformed HTML document, a browser produces a correct DOM tree.
In general, segmentation means that a big block is decomposed into sub-blocks of smaller sizes. In contrast, segmenting an application based on the analysis of its structure works the opposite way. Our analysis starts from the particles, i.e., DOM elements, that we try to aggregate to form bigger blocks. Two main challenges appear here: first how to determine the point at which we should stop the elements aggregation, and second, how to detect the DOM elements visible or relevant to our segmentation. In addition, the number of DOM elements that we have to deal with varies between applications and can be high (several thousands) as statistics 3 indicate.
Considering these challenges, our segmentation algorithm consists of two steps: DOM tree simplification and simplified tree processing as shown in Fig. 4 . It takes the DOM tree and the content functions as an input and delivers a segmented and labeled page.
DOM tree simplification and labeling
The aim of simplifying the DOM tree is to keep only elements that form the UI. The simplification process analyzes and classifies automatically every DOM element to label it with one of the functions from Section 3.1. Then it decides on the creation of a logical node to form the logical tree, by traversing the DOM tree in a depth-first manner.
For the classification, we use three types of analysis. The geometrical analysis checks the visibility of a DOM element. The static analysis uses the HTML attributes and the element tag names to determine: elements that have a behavior corresponding to our functions and elements that should be skipped, e.g., meta, br. 4 The dynamic analysis checks whether an element is interactive by capturing the event listeners that are dynamically set on this element.
As a result, the visible elements that are classified as having a function (e.g., a visible video) are called 'relevant elements'. A logical node is correspondingly created associated to this element and it is labeled automatically with the DOM element function, i.e., 'multimedia' or 'interactive'. Visible elements that do not have a function are called simply 'visible elements', e.g., text nodes. Depending on its position in the DOM tree, a visible element may form a non-labeled logical node. Finally, elements having no visual effect are 'non-relevant elements' and do not create a logical node.
As a result, the logical tree contains a reduced number of elements compared to the DOM tree and it is partially labeled with functions. Some of these leaf nodes are labeled, their number is big and they form geometrically small blocks in most cases.
Segmentation: processing the simplified tree
The processing phase consists in aggregating logical nodes following a set of constraints, to produce labeled blocks.
To aggregate two logical nodes in one independent block, they should satisfy three conditions: to be siblings in the logical tree and not labeled with different functions, to satisfy Gestalt laws that 'prescribe for us what we are to recognize as one thing' [17] and that are based on proximity, similarity, closure and simplicity.
An additional geometrical constraint is imposed to determine the point under which a logical node can be considered as a final block and this is only if its descendants do not have different labels. To apply that constraint, we adopt the notion of granularity parameter (pG) [19] that determines the point under which a node can be considered as a final block. The bigger the local pG, the fewer final blocks are produced and the better the segmentation results are. In contrast to [19] , we compute automatically and continuously multiple pGs, i.e., one global pG and local pGs, during the processing to adapt the segmentation to the application content.
Both global and local pG values are computed by considering the labeled descendant areas respectively in the entire logical tree and in a local subtree.
Then the processing algorithm traverses the logical tree, using the global pG. A labeled node is merged with its sibling if the above constraints are satisfied for both sides. For a non-labeled node that has descendants with different labels, we process its subtree first. For a non-labeled node that has descendants with only one label, if its area is bigger than pG, then we process its subtree. Otherwise, if its relative area is smaller than pG, we try to merge it with its siblings following the above constraints.
At the end of the processing, the logical leaf nodes represent the segmented blocks and all of them are labeled and ready for the distribution.
UI distribution
UI Distribution represents the time at which the SSA turns into an MSA with a master and a slave component. It takes as input the labeled logical tree and it separates the 'interactive' leaves from the 'multimedia' leaves to create the MSA distributed UIs (i.e., HTML document and JS code). The challenges here are first to partition the DOM tree, especially because the logical tree does not represent all the DOM tree and second to transparently adapt the script logic associated to each component UI.
Partitioning the DOM tree
To actually split the DOM tree, we need to project the functions of logical nodes onto the DOM tree.
The projection is facilitated by the correspondence between logical nodes and DOM nodes, illustrated with green lines in Fig. 5b . Figure 5b shows the DOM tree associated to the HTML document in Fig. 5a as well as the segmented logical tree.
The projection traverses the logical tree starting from leaves. DOM elements associated to logical nodes with a function 'multimedia' (resp. 'interactive') belong to the slave, (resp. the header and its descendants). DOM elements whose direct children correspond to logical nodes of different functions are shared between the master and the slave components.
As a result of this projection, not all DOM nodes were concerned and the annotated elements are sparse in the DOM tree. We resolve the annotations of the remaining nodes based on the annotated elements. For each annotated element, referred to as the 'center', we resolve the annotations of its descendants, its siblings (i.e., geometrical and structural) and its parents if possible.
The 'center' descendants inherit their parent function as shown in Fig. 5d since they belong to the same UI block.
For an element that does not have a function, the algorithm iterates over each of its siblings and it first checks if the sibling geometrically overlaps a 'center'. If positive, the element obtains that 'center' function as it is the case for the subtitles overlapping the video element in Fig. 5e . If the sibling does not overlap any 'center', then it gets the function of the first 'center' to its left in the tree. Note that if an element has no 'center' sibling, then the algorithm moves upwards to resolve the function of the parent element.
Once all children of 'center' get a function, the parent resolves its own and adopts its children function if it is the same for all. If children have different functions, then the parent is shared between the master and the slave, as it is the case for the 'container' div in Fig. 5 . The second step is the production of the master and slave HTML documents. To produce the master UI, the system works on the main application and makes the 'interactive' DOM elements 'hidden'. As shown in Fig. 2 , the master component is a modified version of the main application, where only the master blocks are displayed and where hidden elements serve as a shortcut whenever the application main logic requires reading or modifying elements of the slave component. To create the slave UI, elements having the 'interactive' function and those that are shared in the main application are extracted and imported to the new slave component.
Making the multi-screen application functional
The distribution solution we propose consists in adapting each component to the multiscreen environment and in delivering a slave component without the main logic. Events occurring on the slave component need to be redirected to the master component and DOM modifications, possibly also originated from master events (video-related events) need to be sent back to the slave when available.
The challenges here are to to continuously capture and characterize these dynamic changes, to redirect them if necessary to the correspondent component without affecting the application overall performance.
Adapting the multi-screen application for the state distribution
Each of the master and slave components has its capabilities increased with four features, i.e., DOM/UI monitoring, Changes Notifier, UI Manager and DOM Changes Integrator, as shown in Fig. 6 . DOM Monitoring listens and captures changes happening on the master DOM tree and then passes them to Changes Notifier. Changes notifier characterizes the change and notifies UIManager acting as a gateway for communication between the two components. On the master component, UIManager checks whether the change concerns slave and sends it if true. We call this 'content redirection'. Once received by the slave UIManager, the change is sent directly to DOM Changes Integrator that is responsible of integrating these changes in the DOM tree.
On the slave component, UI Monitoring listens to user interactions. Upon an interaction, it is sent to Changes Notifier and then to UIManager that redirects the change towards the master UIManager. We call this 'input redirection'. Once the master side, UIManager determines if the change contains user inputs and sends them to DOM changes Integrator. Otherwise, if the change requests the execution of a certain logic, then UIManager triggers this logic. 
State distribution during run-time
The state distribution is a run-time phase that is based on a mirroring technique. UI Distribution described in Section 4.3 duplicates some content between the master and the slave. The mirroring technique ensures continuously that the slave has a DOM tree that is an accurate mirror of the hidden DOM tree on the master and it ensures that user interactions on the slave application are forwarded to the master.
On the master, any dynamic change affecting elements of the slave device, e.g. node modification, removal or creation, is first captured and analyzed. Then, the changes are sent to the slave device through change messages. Upon receiving a message, the slave updates its DOM tree and integrates this change. On the slave, we need to redirect the user inputs and requests to the master where the application logic resides. For this, we listen to user interactions and send the user inputs to the master.
Layout refactoring overview
The layout refactoring adapts the MSA layout to the application content and to device window without affecting the DOM tree. The application layout, represented in the form of a grid, defines the spatial distribution and dimensions of the content on a page using style sheets.
As stated earlier, working with the DOM tree is challenging especially given that not all of its nodes are visible. As we have seen in Section 4.2, we use the logical tree that contains information about the blocks reading order. However, the logical tree is not close enough to the DOM tree, notably parenthood in the DOM tree needs to be preserved to correctly apply CSS styles. By chance, as described in [19] , the logical tree construction also produces an intermediate structure called the geometrical tree, that has a very close structure to the DOM tree. To preserve the reading order and parenthood, we use both structures, the logical and geometrical trees.
The layout refactoring consists in determining the new layout for each of the slave and the master in the form of new CSS style sheets.
The master component is often composed of a single block. In that case, optimizing the layout simply consists in stretching that block, in a similar way as with the W3C Full-Screen API. However, there are cases where the master is composed of 2 or more blocks. For those cases, we developed an algorithm, called Full-Window Design (FWD). For brevity, we limit the description of FWD to the algorithm objective and principles as follows. FWD aims at exploiting the available blank spaces, defined in Section 3.3 based on the blocks disposition and their geometries. Then, FWD re-positions those blocks and stretches them horizontally and vertically to overlay the blank spaces.
The slave component goes through the responsive web re-design (RWD) described in Section 4.5.1.
Responsive web re-design
With our RWD redesign, we do not target a specific device but instead we plan at designing a layout for the slave component, that dynamically identifies the device screen width, and selects the corresponding layout. This is useful in the multi-screen environment where applications can move seamlessly between devices (i.e., migration). The challenges are to produce a layout that is (1) close to the original layout on large and medium devices and that (2) avoids the horizontal scrolling on small or extra-small devices (3) without breaking the reading order. These two layouts should also (4) respect the relative sizing between all blocks (5) as well as their aspect ratios. Finally when the window size changes, (6) it should adapt dynamically.
The responsive web design (RWD) is the response to our requirements (1), (2) and (6) since it uses media queries to detect changes and to assign dynamically a different layout for each range of window widths and it designs the layout in a flexible grid-like system.
To make the slave responsive, we first selected the Twitter Bootstrap framework [23] for responsive design. Using Bootstrap, the width and the position of an element are computed relative to a container element (in percentages) while respecting the relative sizing (4) and the element aspect ratio (5) .
By imitating the work of a Bootstrap designer, our algorithm consists in three phases: Grid Identification, Layout configuration and Applying Grid Rules as shown in Fig. 7 . More details are found below.
Grid identification
The grid identification problem consists in finding a multi-level grid that respects the Bootstrap grid-model. Figure 8a represents the layout corresponding to the DOM tree of Figs. 5a, and 8b shows the corresponding geometric tree. This geometric tree contains two levels: 3 elements (i.e., G21, G22 and G23) in the first level and 6 leaves in the second. As we can see, the grid levels correspond to the geometric tree levels. Similarly, the associated grid should have two levels.
The algorithm to create our multi-level grid starts from the root of the geometric tree. If the root has children, then it is considered as the head of a first-level grid and its children are the elements of this grid. The grid head corresponds to the geometrical element grouping all the blocks of a grid. The geometry of these children is then processed to check the children alignment in order to identify the horizontal and vertical separators and to situate every child in the grid. One cell contains at most one element from the same level of hierarchy, and there might be some empty cells. In our example, the first-level consists of only one grid (Grid1) that contains three cells (G21, G22 and G23) separated horizontally and G1 is considered as the grid head.
The algorithm iterates over the children sub-trees in a depth-first manner until it reaches the leaves to form an N-level grid where N is the number of levels of the geometric tree. For instance, G21 (resp. G22, G23) has two descendants in the geometric tree, thus it forms a second-level grid (resp. Grid2, Grid3, Grid4) of two cells and it is its head.
General layout configuration and application
Similar to Bootstrap, during the design phase we abstract from the real value of the screen width since we target a range of device screen sizes. We assume that each grid at any level of hierarchy has one row and its total width is decomposed into M effective columns of equal width. This abstraction phase to which we refer as normalization expresses the block width and position relative to the head dimensions. Thus, a change in the width/position of the head triggers a similar change to its descendants. The key point here is to express the cell dimensions of the identified grid in terms of effective columns, as explained below.
Layout configuration for large devices
The algorithm starts processing the first-level grid and then iterates over the sub-grids in a depth-first manner. Note that a sub-grid refers to an L-level grid where L is an integer referring to the level of hierarchy. A crucial step here is to determine for each grid or subgrid the total width (in px) that its blocks can span, we call it the reference width. The reference width for the first-level grid is the window width, while the reference width for an L-level grid is the width of its head.
For each L-level grid, the algorithm iterates over its cells and computes, in terms of number of effective columns: 1) its width relative to the reference width, 2) its left-offset relative to the distance that separates it from the block to its left. The computed width and left-offset are immediately applied to the DOM element that corresponds to each geometrical element.
The algorithm iteratively passes to the (L+1) level grid and continues until it reaches the final N-level grid.
Layout configuration for small devices
The same logic is applied to configure the single-column layout for small devices. The reference width for the first-level grid is the window width. We consider that in any L-level grid, all cells have a width equal to the head width, i.e., M effective columns. In addition, we eliminate the left offsets that exist between the blocks to eliminate blank spaces especially given that the window size for small device is very small.
Implementation and System Deployment
We implemented our system in JavaScript as a Google Chrome extension. This enables on-the-fly instrumentation of the application without having to change the application itself. Master and slave applications are rendered as tabs in the Chrome browser and communication between them is done through COLTRAM [5] , i.e., an open cross-device multi-screen platform. In COLTRAM, an MSA consists of multiple COLTRAM applications that can discover and/or publish a web service. The master and slave expose their own service and discover each other to establish a communication channel.
Implementation of the RWD algorithm
We reuse some of the CSS classes defined in Bootstrap [23] , among which the '.col-xx-yy' that determines the content width and position. The 'yy' denotes the number of columns an element spans, 12 at max. The 'xx' is a string that refers to breakpoint at which the layout changes. We consider: 1) 'xs' for small devices with width<480px, and 2) 'sm' for large devices with width>768px. For the layout on large devices, we compute the number of Bootstrap columns 'yy' and the offsets between blocks using these formulas: 
For small devices, we use the single-column class, i.e., '.col-xs-12' for all contents.
Implementation of state distribution and run-time support
To detect relevant changes on the master component a Mutation-Summary object is configured on the master to watch changes made to the slave DOM elements as described in Section 4.3. If any change happens to these elements, their descendants or attributes, an asynchronous callback is triggered to prepare and to send a change message to the slave component. The change message contains a list of change objects. Each change object consists of the type of change, the target node id, its position in the DOM tree (i.e., parent and previous siblings), the concerned attribute(s) and the new values for text nodes or for attributes. The Mutation Summary library cannot detect changes made to custom JavaScript properties when they are not synchronized with their corresponding HTML attributes, e.g., '.checked', '.value' properties. It cannot detect either if an event listener is added dynamically using the 'addEventListener()' JavaScript native method.
To overcome these limitations, we extend some native functions in the browser. 'createElement' is extended to detect new element creation and to dynamically distribute these elements. 'setAttribute' is extended to update the Mutation Summary configuration and to enable the mirroring of newly created attributes. 'addEventListener' is extended to catch the event listeners that are declared dynamically using JS and to replace an event handler on the slave application with a call to the master application.
On the slave application, user inputs are sent to the master component. The slave component prepares and sends a message that includes the type of user interaction, e.g., click, data input, a reference to the concerned DOM element and the new data if any. Upon reception, the master integrates the new data inputs and executes the user queries by calling the main logic.
Experimentations and results
In this section, we present the experimentation we made with our system and evaluate quantitatively the segmentation and the layout refactoring algorithms on a set of existing applications. We also test the performance of our state distribution in real conditions and measure the delay created by our system. Here we consider two devices: a large device with a 1920*1080 viewport and a small device with a 412*732 viewport.
Dataset characterization
We build a dataset of web applications containing one video at least, and where most of them are designed for the desktop and not responsive. Our dataset can be split into three categories as follows:
1. video-centric applications: we selected the top 11 most popular video websites based on the ranking of eBizMBA Rank 5 by March 2016. 2. video player applications: we selected 7 basic applications provided by different video player libraries, i.e., mediaElement, 6 videojs, 7 jplayer. 8 3. the semantic video application: a highly dynamic video application developed by Mozilla. Table 2 contains the exhaustive list of our 12 applications in addition to an average representation of the video player applications.
For each application, Table 2 indicates different characteristics of these applications. It indicates the number of DOM elements each page contains ranging from 113 to 3263, on average 826 nodes. This shows that our dataset is representative of typical websites 9 . Among these nodes, on average only one element is a video except for the Liveleak page and for one mediaElement application where there are 2 videos. This is justified by the fact that the chosen applications are video-centric. On average 46 % of these nodes are interactive, among which 24 % are links. These percentages confirm the presence of interactivity in our dataset. Youtube, Dailymotion, Vimeo and Viewster applications are responsive, thus they are not used to test our responsive re-design approach. The average word count is 878 words that is distributed between the video title, the link text, user comments, short description about the video, etc. This number is consistent with the fact that these websites are video-centric, because the text content is limited compared to news, blogs, etc.
For a window width of 1920 px, the page heights vary between 1090 and 7750 px, on average 2371 px. This helps us to identify whether the height of a page can influence the performance of our system.
Segmentation algorithm evaluation
In this section, we evaluate the segmentation approach by comparing it to a ground truth. We update the results of our previous work [21] after some improvements and we extend 5 the evaluation to include all applications in our dataset. The evaluation procedure is based on the evaluation of two performance parameters: the visual coherence of blocks and the correctness of the function assigned to each block. Applications, ground truth and results are accessible from our site. 10 The ground truth (GT) was created manually, where coherent blocks were determined and assigned a function. Afterwards, we compared our segmentation results to this GT and we provide the comparison results in Table 3 in the form of precision and recall rates. We define the precision and recall metrics as follows:
P recision = Nb of Matching Blocks/Nb of resulting Blocks, Recall = Nb of Matching Blocks/Nb of GT Blocks. The Recall is equal to one if the segmentation algorithm could identify correctly all the blocks of the GT. The Precision is equal to one if our segmentation algorithm did not produce any non-matching block. The non-matching column refers to the average number of blocks that: 1) are over-segmented by the segmentation algorithm, i.e. when one block in the GT corresponds to multiple blocks in our results , 2) have no correspondence with any block in the GT or they are not correctly labeled. In our case, the over-segmentation does not present a problem as long as all the resulting blocks have the same function. Only the block function assignment affects the distribution of the graphical user interface, i.e. the percentage of non-related blocks from Table 3 . Moreover, this category covers the absence of a function, which is not even a big issue in our work especially if it is related to a content that is neither multimedia, nor interactive. Looking at Table 3 , our system performs quite well as the percentage of non-related blocks is between 0.035 and 0.11, and the value of 0.11 for the video player pages mostly correspond to blocks for which no label is assigned. Table 3 also shows that the calculated metrics are more or less coherent for the three sets of applications, independently from the application height or the number of DOM nodes. The precision rate is the lowest for the social applications with 0.61 comparing to the video player and the semantic video applications with respectively 0.73 and 0.71.
Applications from the video player category are simple and mostly composed of a video element, a custom control bar and in some cases a subtitle area. The results of their segmentations show high precision and recall values (0.73 and 0.81 respectively). This indicates that our algorithm is capable of separating the control bar from the video rendering part.
For the video semantic application, the precision rate is 0.71 indicating that most of the GT blocks were identified by our algorithm, even for this complex application.
RWD algorithm evaluation
For the RWD algorithm, the evaluation of the responsive layout is limited in this paper to testing the presence and the amount of horizontal scrolling (HS) on small devices. The tests consist in comparing the dimensions of the geometric elements to the window dimension.
Our objective is to identify the number of geometric elements that are causing HS based on the following rule. A geometric element causes HS if one of its x-positions, i.e., left position and right position, is outside the window box. We define the amount of HS for a page as the average distance between a browser window and a block causing HS. Table 4 shows the number of blocks causing HS as well as the amount of HS computed before and after applying our algorithm. This Figure shows that, before applying our algorithm, all slave applications cause HS on the small device. The minimal amount of HS before applying our algorithm is 38 px and it corresponds to the non-RWD Ustream that has 14 blocks responsible for the scrolling. The amount of HS for the remaining non-RWD applications varies between 348 px and 408 px. Relatively to the width of our small device (i.e., 412px), these values are big. After applying our algorithm, the HS was completely eliminated for VideoSemantic, VimeoPro, Liveleak and Ustream. In contrast, the amount of HS was reduced from 381 px to 97 px (i.e., 75 % of reduction) for Twitch and from 408 px to 283 px for Break (i.e., 30 % of reduction). Table 4 shows also that our algorithm eliminated the HS from 92 % of the Twitch blocks, and it eliminated HS from 99 % of the Break blocks. Figure 9 illustrates the results obtained by applying the RWD algorithm on the slave component of the video semantic application on the small and large devices. On large devices and by comparing Fig. 9c and a, we can see that the RWD reproduced a layout similar to the initial.
On the small device, we represent the window views of the slave component before and after applying the RWD algorithm in Fig. 9b and d. Figure 9e shows the window view after applying one vertical scrolling. We can see that all the parts of the reference slave applications are aligned in one column and no HS is required to see the complete application. In addition, we can clearly remark that after applying our RWD algorithm the content is still readable.
State distribution evaluation
Testing the runtime performance of our system consists of considering it as a black box and checking if the overall performance fulfills the main objective: to have a functional MSA that ensures the state distribution during run-time without additional delays.
Characterizing the dynamicity of the video semantic application
We consider the Video Semantic application developed by Mozilla characterized in Table 2 . This application is highly dynamic. It is developed using the PopcornJS library [15] that aims at creating time-based interactive media on the web. Figure 10a is a screen-shot of the application during run-time. It shows a video with subtitles and four blocks of information representing a Google map, a Wikipedia text, Flickr images and Lastfm music, that are dynamically updated depending on the video time.
In the application, 11 parts are subject to at least one update during the runtime and for the duration of the video, i.e., 4 minutes and 46 seconds. Table 5 represents the list of these parts, e.g., flicker, wikipedia, googlemap, subtitle, etc.
For each part, we calculated the number of updates. For instance, the Flicker part is updated 4 times, the Wikipedia part 13 times, the Googlemap part 12 times, the subtitles Fig. 9 Window view of the video semantic slave: (a) Non-RWD on large device (b) Non-RWD on small device (c) RWD on large device (d) RWD on small device (e) RWD on small device, after one vertical scrolling part 111 times, etc. The total number of updates is 180. An update takes place at a time t1 and its effect finishes at time t2, where t2>t1. At t1 a first event is triggered to display the updated content and at t2 a second event is triggered to remove the content. The total number of events associated to these updates is 360 events. These 360 events were fired at 268 different instants for the duration of the video. This means that on average every 1.07s one or more updates are triggered. At 62 different instants (23 %), multiple events are triggered simultaneously. Finally at most 6 events happen at the same time. 
Experimentation setup
To test the performance during run-time, we deployed our system in the chrome browser of a desktop that we consider as a master device. We use another PC as the slave device. Both devices are connected through an ethernet connection in LAN and communicates through the COLTRAM platform. We run the Video Semantic application on the master device and let our system distribute the application into a master and slave components. Figure 10b and c represent respectively the master and the slave component. The master component contains only the video element with the subtitles, that occupy the full-window. The slave component contains the remaining elements notably the header, the footer, the Wikipedia, the Googlemap, etc.
Runtime results
We run the video on the master and we inspected the number and the type of DOM updates that were redirected to the slave. And then we measured the delays that were added by our system including the multi-screen platform to check whether our system affects the overall functionality of the original application.
The inspection results are as follows: 27 updates were received to remove DOM elements from the slave DOM tree. 1001 updates were received to add or move a DOM element. 555 updates were received to edit, add or remove an HTML attribute. The communication of these updates from the master to the slave required 630 messages. Each message contained on average 5 DOM updates. By comparing the number of messages to the 360 application updates, one update triggers on average 0.83 message.
We then measured the overall delay of our system. We first evaluated the round trip time (RTT) implied by COLTRAM and the physical layer, by using ping-like messages that do not imply DOM-related processing. 6000 ping messages were exchanged between master and slave. The measured RTT varies between 6 ms and 41 ms, on average 8 ms between two machines connected via ethernet and using a Bonjour service. Thus, the oneway communication delay varies between 3 ms and 21 ms, on average 4 ms.
Afterwards, we run the videoSemantic application 10 times to compute the overall system delay over the 295*10 change messages received on the slave. The overall system delay varies between 5 ms and 34 ms, on average 11 ms. The computed standard deviation is 4.8. 65 % of the sample messages produce a delay smaller than 11 ms and 95 % do not exceed the 20 ms delay. Having the overall system delay and the one-way delay, the processing delay related to only monitoring the DOM changes on master and integrating changes on slave varies between 2 ms and 13 ms. Based on Miller [14] , a delay below 100 ms is not perceivable by the human eye. Our overall system delay including communication, even at its max value, does not exceed 34 ms. Thus, our system provides a satisfactory synchronization.
System complexity
Our system components operate on three different trees: DOM tree, geometric tree and logical tree. The geometric tree is an intermediate structure between DOM and logical trees. In our dataset, on average, a geometric tree contains 73 % of the number of DOM nodes and 94 % of the number of hierarchy levels in the DOM tree. A logical tree contains only 14 % of the number of DOM nodes and 43.5 % of the number of hierarchy levels. The simplification process decreases the computation complexity of some of the system components.
Our system requires 5 traversals of the DOM tree, 2 traversals of the geometric tree and 4 traversals of the logical tree to produce the master and slave applications. All these traversals have a computational complexity of O(n). During runtime, once the master and the slave start the communication and exchange updates (state distribution), the Mutation-Observer traverses once the DOM tree to identify the DOM changes. The Mutation-Summary does not traverse the DOM tree, but only analyzes the records of the Mutation-Observer object. The runtime division and distribution require a local analysis of the nodes around a new node (parent and siblings). The state distribution algorithm, with a complexity of O(n), does not affect the functionality of the multi-screen application during runtime. This analysis is validated in Section 6.4, where the system delay varies between 2 ms and 13 ms and our system is perceived as instantaneous.
Conclusion
Our refactoring system re-uses existing applications to automatically create MSAs whose parts are complementary. Among the various challenges that are related to the MSA creation, our system focused on the environment characterization, on the graphical UI division and distribution, on the layout adaptation to devices and to content, and finally on the application functionality across devices.
The system analyzes the application structure and its visual aspects to segment the UI into blocks. Blocks are characterized with two functions that can be mapped onto devices. Blocks with different functions are then separated to create two applications, i.e., the master and the slave applications. Both slave and master are extended with a logic that allows them to discover and to communicate with each other in the network, to synchronize their view and their data continuously during run-time. The layout of the master component is also refactored dynamically to cover the entire device window, and to eliminate the horizontal scrolling on the slave component.
We evaluated quantitatively our system on a set of existing applications. We compared the segmentation results to a ground truth built manually by assuming best-practices for the creation of web pages, i.e. looking for headers, footers, main content etc. We computed the precision and recall ratios in addition to the segmentation errors. On average 78 % of the ground truth blocks were identified by our method and the remaining blocks were either over-segmented on average 10 % or non-relevant blocks on average 7 %, resulting in a precision rate of 65 %. As a perspective, a new ground truth can be built based on endusers, thus eliminating the random aspect that exists in a ground truth manually created. For the slave component, we tested the effect of the responsive web design on the horizontal scrolling. In 67 % of the cases, the horizontal scrolling disappeared. In the remaining cases, we identified that the number of elements causing the horizontal scrolling was largely reduced. Finally, we evaluated the run-time behavior of our master and slave components on a highly dynamic application. Results showed that with a total average delay of 11 ms, our system is realistic since the delay does not exceed the 100 ms that are noticeable by end users. As a perspective, a usability study can be conducted to evaluate qualitatively 1) the layout redesign of each of the master and the slave components, 2) the results of the content distribution based on user feedback and 3) the realism of our system. In addition, the environment concept should be extended in our system to include not only device features but also user preferences in different scenarios.
