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Abstract
We show that the CP phase γ can be obtained from measurements of B0d(t) →
D(∗)+D(∗)− and B0d → D(∗)+s D(∗)−. These decays are related by flavor SU(3)
in the limit where spectator-quark contributions are small. If the pseudoscalar-
pseudoscalar decays B0d(t) → D+D− and B0d → D+s D− are used, the leading-order
SU(3)-breaking effect is fDs/fD. The dependence on decay constants can be re-
moved by using a double ratio involving two helicity states of the vector-vector
decays B0d → D∗+D∗− and B0d → D∗+s D∗−. In this case the theoretical error arising
from all sources is in the range 5–10%.
1datta@physics.utoronto.ca
2london@lps.umontreal.ca
A great deal of work, both theoretical and experimental, has gone into the study
of CP-violating effects in the B system. Within the standard model (SM), CP
violation is due to a complex phase in the Cabibbo-Kobayashi-Maskawa (CKM)
matrix, and this information is elegantly encoded in the so-called unitarity triangle
[1]. Measurements of CP violation in B decays will allow us to extract α, β and γ,
the three interior angles of the unitarity triangle [2]. By comparing the values of
these CP angles with the SM predictions, we will be able to test for the presence of
physics beyond the SM.
In general, weak phase information can only be extracted cleanly, i.e. with no
hadronic uncertainties, from modes which are dominated by a single decay ampli-
tude. One example is the so-called “gold-plated” mode B0d(t) → J/ψKS, which
is used to obtain β. Other decays, such as B0d(t) → pi+pi−, receive both tree and
penguin contributions. In this case, more complicated analyses, such as isospin [3],
are necessary to cleanly extract information about the CP phases 3.
Another decay mode which receives contributions from both tree and penguin
amplitudes is B0d → D+D−. If there were no penguin contribution, the CP asym-
metry in B0d(t) → D+D− could be used to obtain β, just like B0d(t) → J/ψKS.
However, the penguin amplitude to this decay may well be important. Since it has
a different weak phase than the tree amplitude, the extracted value of β will not be
the true value — there will be some “penguin pollution.”
It is also possible to use decays in which one or both of the final-state D’s
is a vector meson. (If the final state D∗+D∗− is used, an angular analysis must
be performed to separate the different helicity states. We discuss this in more
detail below.) The BaBar experiment has measured the CP asymmetry in B0d(t)→
D∗+D∗− and finds sin 2β = 0.05±0.29 (stat)±0.10 (syst) [5]. This is to be compared
with sin 2β = −0.73 [1], the value expected based on measurements of CP violation
in B0d(t) → J/ψKS. There is a deviation of about 2.5σ, suggesting that penguin
pollution may well be important in the decay B0d(t)→ D(∗)+D(∗)−. (BaBar has also
measured CP violation in the final state D∗±D∓ [6], but the errors are still very
large.)
Over the years, the decay B0d → D(∗)+D(∗)− has been examined in some detail
[7]. By studying the hadronic properties of this decay, it is hoped that one can get
some CP phase information from its measurement. Most recently, it was pointed
out that, by comparing B0d(t) → D+D− with its U-spin counterpart B0s → D+s D−s ,
the phase γ can be obtained [8].
In this paper, we show that the weak phase γ can be obtained by comparing
B0d(t)→ D+D− with B0d → D+s D−, assuming that β is given by the CP asymmetry
in B0d(t)→ J/ψKS. The method itself is quite straightforward; the most important
3Note that, in fact, there are both tree and penguin contributions to B0d(t) → J/ψKS as well.
However, in the Wolfenstein parameterization of the CKM matrix [4], the weak phases of these
two amplitudes are equal. Thus, there is effectively only a single weak amplitude contributing to
B0d → J/ψKS, and the extraction of β from this decay mode is extremely clean.
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question is the size of the theoretical uncertainty. The main point is that, although
B0d → D+D− and B0d → D+s D− are technically not related by flavor SU(3), the
effective Hamiltonians describing them are. Thus, to the extent that the contribu-
tions involving the spectator quark are small, these decays are related by U-spin. As
a consequence, the main theoretical uncertainty — SU(3) breaking — comes from
the difference between the D and Ds decay constants, which can in principle be
measured or calculated on the lattice. This theoretical error can be reduced further
by using the vector-vector modes B0d(t)→ D∗+D∗− and B0d → D∗+s D∗− [9].
We begin by considering the pseudoscalar-pseudoscalar decay B0d → D+D−.
(The analysis applies equally to the case where one of the final-state particles is a
vector meson.) The amplitude for this decay receives tree, exchange, b→ d penguin
and color-suppressed electroweak penguin contributions [10]:
AD = (T + E + Pc) V
∗
cbVcd + Pu V
∗
ubVud + (Pt + P
C
EW ) V
∗
tbVtd
= (T + E + Pc − Pt − PCEW ) V ∗cbVcd + (Pu − Pt − PCEW ) V ∗ubVud
≡ Act eiδct +Aut eiγeiδut , (1)
where Act ≡ |(T +E+Pc−Pt−PCEW )V ∗cbVcd|, Aut ≡ |(Pu−Pt−PCEW )V ∗ubVud|, and we
have explicitly written out the strong phases δct and δut, as well as the weak phase
γ. In the above, the Pi correspond to the b→ d penguin amplitude with an internal
i-quark. The second line is obtained by using the unitarity of the CKM matrix,
V ∗ubVud + V
∗
cbVcd + V
∗
tbVtd = 0, to eliminate the V
∗
tbVtd term. The amplitude A¯
D for
the decay B0d → D+D− can be obtained from the above by changing the signs of
the weak phases. By making time-dependent measurements of B0d(t)→ D+D−, one
can obtain the three observables
B ≡ 1
2
(
|AD|2 + |A¯D|2
)
= A2ct +A2ut + 2ActAut cos δ cos γ ,
adir ≡ 1
2
(
|AD|2 − |A¯D|2
)
= −2ActAut sin δ sin γ , (2)
aindir ≡ Im
(
e−2iβAD
∗
A¯D
)
= −A2ct sin 2β − 2ActAut cos δ sin(2β + γ)
−A2ut sin(2β + 2γ) ,
where δ ≡ δut−δct. It is straightforward to count the number of theoretical parame-
ters involved in these experimental observables. There are five: the two magnitudes
Act and Aut, one relative strong phase δ, and two weak phases (β and γ). Even
if we take β from the CP asymmetry in B0d(t) → J/ψKS, there is still one more
theoretical parameter than there are observables. Thus, in order to obtain weak
phase information, it is necessary to add some theoretical input [11].
This information can be obtained by considering the decay B0d → D+s D−. This
decay receives tree, b → s penguin and color-suppressed electroweak penguin con-
tributions [10]:
ADs = (T ′ + P ′c) V
∗
cbVcs + P
′
u V
∗
ubVus + (P
′
t + P
′C
EW ) V
∗
tbVts
2
= (T ′ + P ′c − P ′t − P ′CEW ) V ∗cbVcs + (P ′u − P ′t − P ′CEW ) V ∗ubVus
≈ (T ′ + P ′c − P ′t − P ′CEW ) V ∗cbVcs ≡ A′cteiδ
′ct
. (3)
In the above, the P ′i correspond to the b → s penguin amplitude with an internal
i-quark. The last line arises from the fact that V ∗ubVus is much smaller than V
∗
cbVcs:
|V ∗ubVus/V ∗cbVcs| ≃ 2%. Thus, the measurement of the total rate for B0d → D+s D−
yields A′ct (the Particle Data Group gives Γ(B0d → D+s D−) = (8.0± 3.0)× 10−3 [1]).
We now make the assumption that
∆ ≡ sin θcA
′
ct
Act =
sin θc|(T ′ + P ′c − P ′t − P ′CEW )V ∗cbVcs|
|(T + E + Pc − Pt − PCEW )V ∗cbVcd|
= 1 , (4)
where sin θc is the Cabibbo angle. Given that A′ct is measured in B0d → D+s D−, Act
can be obtained from the above relation. This allows us to obtain γ as follows. We
first introduce a fourth observable:
aR ≡ Re
(
e−2iβAD
∗
A¯D
)
= A2ct cos 2β + 2ActAut cos δ cos(2β + γ)
+A2ut cos(2β + 2γ) . (5)
The quantity aR is not independent of the other three observables:
a2
R
= B2 − a2dir − a2indir . (6)
Thus, one can obtain aR from measurements of B, adir and aindir, up to a sign
ambiguity. It is then straightforward to obtain
A2ct =
aR cos(2β + 2γ)− aindir sin(2β + 2γ)− B
cos 2γ − 1 . (7)
Assuming that 2β is known from the measurement of CP violation in B0d(t) →
J/ψKS, the assumption in Eq. (4) therefore allows us to obtain γ.
What is the theoretical uncertainty inherent in such an assumption? Referring
to Eq. (4), we note that the E amplitude in Act has been neglected, and that Act
and A′ct have been related using flavor SU(3) symmetry. Now, strictly speaking,
the decays B0d → D+D− and B0d → D+s D− are not related by SU(3) — the U-
spin-transformed B0d → D+D− decay is B0s → D+s D−s [8]. However, the effective
Hamiltonians describing B0d → D+D− and B0d → D+s D− are related by SU(3).
In this case, the spectator quark is not transformed by U-spin between the two
decays. Thus, contributions involving the spectator quark are generally not related
by SU(3)4. One example of a process involving the spectator quark is the exchange
diagram, E, which contributes to B0d → D+D− but not to B0d → D+s D−. As long
as E is small, it is a good approximation to relate the two decays by SU(3).
4Relations between nonleptonic decays where the spectator quark is not involved in the weak
interaction were studied in Ref. [12].
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We first estimate the size of the exchange contribution E using factorization:
Efac ∼ GF√
2
〈0| d¯γµ(1− γ5)b
∣∣∣B0d〉 〈D+D−
∣∣∣ c¯γµ(1− γ5)c |0〉
∼ fB(P+D + P−D )µ
〈
D+D−
∣∣∣ c¯γµc |0〉
= 0 , (8)
where we have used current conservation in the last line above. Thus, the only
contributions to E come from nonfactorizable effects [13]. However, these calcula-
tions are highly model-dependent and no definite conclusions can be drawn from
them5. Naive estimates put the size of exchange contributions at about 5% [10].
The most prudent approach is to rely on experimental measurements. For example,
the decays B0d → D+s D−s and B0d → D0D¯0 proceed mainly through weak interactions
involving the spectator quark. Hence, a measurement of these rates relative to that
of B0d → D+D− will provide an estimate of how important the E contributions are.
Henceforth we will neglect these contributions: our dynamical assumption is there-
fore that the decays B0d → D+D− and B0d → D+s D− are dominated by contributions
in which the spectator quark is not involved.
With this assumption, B0d → D+D− and B0d → D+s D− are related by SU(3), and
Eq. 4 holds in the SU(3) limit. However, we know that SU(3) breaking is typically
about 25%, and the important task at this stage is to examine the source(s) of such
breaking. Now, we know that (Pc−Pt−PCEW )/T and (P ′c −P ′t −P ′CEW )/T ′ are both
less than unity, probably also ∼ 25%. Thus, SU(3) breaking originates mainly in the
ratio T ′/T in Eq. 4 — the SU(3)-breaking contribution from the penguin amplitudes
is of higher order.
We now turn to a calculation of the color-allowed tree amplitudes T and T ′. As
a first step, we use factorization. In the SM, the tree amplitudes for B0d → D+s D−
and B0d → D+D− are generated by two terms in the effective Hamiltonian [14]:
Hqtree =
GF√
2
[
VubV
∗
uq(c1O
q
1 + c2O
q
2)
]
, (9)
where q can be either a d quark (B0d → D+D−) or an s quark (B0d → D+s D−). The
operators Oqi are defined as
Oq1 = q¯αγµLuβ u¯βγ
µLbα , O
q
2 = q¯γµLu u¯γ
µLb , (10)
where R(L) = 1 ± γ5. The values of the Wilson coefficients c1 and c2 can be found
in Ref. [14].
5When one or both of the final-state D’s is a vector meson, then Efac does not vanish. However,
it is still suppressed by small Wilson coefficients and form factors. There can also be contributions
to E from nonfactorizable effects [13].
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Within factorization, the tree amplitude for B0d → D+s D− is given by
M = GF√
2
V ∗csVcb
(
c1
Nc
+ c2
)
〈D+s | s¯γµ(1− γ5) c | 0〉〈D−| c¯ γµ(1− γ5) b |B0d〉 , (11)
where Nc represents the number of colors. The factorized tree amplitude for B
0
d →
D+D− is as above, but with the s quark replaced by a d quark. The currents in
Eq. (11) are given by
〈D+s | s¯γµ(1− γ5) c | 0〉 = ifDsqµ ,
〈D−(pD)| c¯ γµ(1− γ5) b |B0d(pB)〉 =
[
(pB + pD)µ − m
2
B −m2D
q2
qµ
]
F1(q
2)
+
m2B −m2D
q2
qµF0(q
2) , (12)
where q = pB − pD, and F0,1 are form factors [15]. For B → D transitions it is
more appropriate to consider the form factors as functions of ω = (m2B + m
2
D −
q2)/(2mBmD).
The tree-level matrix elements for B0d → D+s D− and B0d → D+D− are then given
by
|T ′(B0d → D+s D−)| =
GF√
2
|VcbV ∗cs|
(
c1
Nc
+ c2
)
fDsF0(ωs)(m
2
B −m2D) ,
|T (B0d → D+D−)| =
GF√
2
|VcbV ∗cd|
(
c1
Nc
+ c2
)
fDF0(ωd)(m
2
B −m2D) , (13)
where
ωs =
m2B +m
2
D −m2Ds
2mBmD
, ωd =
m2B
2mBmD
. (14)
Thus, as far as SU(3) breaking is concerned, Eq. (4) is given by
∆ ≃ sin θc|T
′V ∗cbVcs|
|TV ∗cbVcd|
=
F0(ωs)
F0(ωd)
fDs
fD
, (15)
with ωd = 1.42 and ωs = 1.4. The form factor F0 can be related to the Isgur-
Wise function in the heavy quark limit. Since F0 is smooth with no sudden sharp
changes, we can, with negligible error, set F0(ωd) = F0(ωs). The upshot is that,
within factorization, SU(3) breaking is due almost entirely to the difference between
the D and Ds decay constants. This ratio has been measured quite precisely on
the lattice: fDs/fD = 1.22 ± 0.04 [16]. If one uses this value, the leading-order
theoretical error in Eq. (4) is quite small. If one does not wish to rely on such
calculations, the ratio fDs/fD can in principle be measured, although the error is
likely to be considerably larger than in the lattice calculation.
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We therefore conclude that, within factorization, the principal contribution to
SU(3) breaking in Eq. (4) is ∆ ≃ fDs/fD. The error in this conclusion is related
to the uncertainty in the factorization assumption. Now, factorization is expected
to reliably predict the color-allowed tree and penguin amplitudes. However, the
rescattered penguins Pu,c and P
′
u,c are estimated within factorization using the per-
turbative piece only. It is quite possible that additional nonperturbative contribu-
tions are present. Nevertheless, our main argument still stands: even with such
nonperturbative contributions, the penguin amplitudes are still smaller than the
tree amplitude. That is, (Pc − Pt − PCEW )/T and (P ′c − P ′t − P ′CEW )/T ′ can still be
treated as small quantities, in which case the conclusion that ∆ ≃ fDs/fD remains
valid – the SU(3)-breaking corrections from the rescattered penguins are a second-
order effect. If these penguin contributions are large, i.e. (Pc − Pt − PCEW ) ∼ T
and/or (P ′c − P ′t − P ′CEW ) ∼ T ′, one would expect to see large direct CP violation
and/or a large discrepancy in the measurement of sin 2β in B0d(t) → D+D− and
B0d(t)→ J/ψKS.
Factorization has been used to study B → D(∗)D¯(∗) decays [17], and it has been
found that experiments are consistent with the factorization predictions. In addition,
Ref. [18] discusses tests indicating that factorization in B → D(∗)X is a consequence
of large Nc QCD. These two analyses suggest that factorization in B → D(∗)D¯(∗) is
a consequence of large Nc QCD [19, 20], with nonfactorizable corrections arising at
O(1/N2c ). Therefore, in the large Nc approach to nonleptonic decays, the deviation
from ∆ ≃ fDs/fD in Eq. (4) is suppressed by 1/N2c as well as SU(3) breaking6. In
other words, nonfactorizable effects lead to
∆ =
fDs
fD
+ (as − ad) 1
N2c
=
fDs
fD
+ a
ms
Λχ
1
N2c
≃ fDs
fD
(
1 + a
ms
Λχ
1
N2c
)
, (16)
where a ∼ O(1) and Λχ is the chiral symmetry breaking scale. In the Nc →∞ limit,
factorization holds and so ∆ = fDs/fD. Furthermore, in the SU(3) limit the 1/N
2
c
corrections to ∆ − 1 vanish. We therefore expect all nonfactorizable corrections to
∆ ≃ fDs/fD to be quite small, around 3%.
One of the key ingredients in this method is the claim that the leading-order
SU(3) breaking is given by fDs/fD − 1, which is about 25%. As argued above,
this follows from factorization, which has been found to hold in B → D(∗)D¯(∗)
decays. However, one might worry that this estimate of SU(3) breaking is too
small, based on what happens in superficially similar D decays. For example, using
the above arguments, we would expect that sin2 θcBR(D
0 → K−pi+)/BR(D0 →
K−K+) ≃ (fpi/fK)2 = 0.67. But experimentally this ratio is found to take the
value 0.45± 0.02 [1], showing that SU(3) breaking here is about 50%. The problem
with this reasoning is that there are significant differences between D and B decays.
6Note that the exchange diagrams are suppressed by 1/Nc relative to the factorized amplitude.
However, as discussed earlier, these contributions are suppressed by additional effects and can be
ignored.
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In particular, factorization is badly broken in D0 → K−pi+/K−K+, where large
rescattering effects are present, perhaps from nearby resonances [21]. In addition,
exchange contributions, which are higher order in 1/Nc, are significant in many D
decays [22], again possibly from nearby resonance effects. On the other hand, at
the B mass, which is far above the resonance region, there is no evidence of large
rescattering or of large exchange diagrams [17]. Thus, there are sizeable effects in
D decays, not present in B decays, from nonfactorizable contributions and from
exchange diagrams. In general, these will lead to larger SU(3) breaking. For this
reason, D decays do not furnish a reliable estimate of SU(3)-breaking effects in B
decays.
To summarize, the CP phase γ can be extracted from a study of the decays
B0d → D+D− and B0d → D+s D−. We neglect the exchange contribution to A(B0d →
D+D−) and the V ∗ubVus piece of A(B
0
d → D+s D−). The main contribution to the
theoretical error comes from SU(3) breaking in the ratio of these two amplitudes.
To leading order, it is given by fDs/fD [Eq. (16)]. Higher-order SU(3)-breaking
corrections come from penguin amplitudes and nonfactorizable contributions. If
fDs/fD is known precisely, the overall theoretical error is in the range 5–10%.
It is possible to eliminate completely the dependence on decay constants by
considering vector-vector decays. For decays such as B0d → D∗+D∗−, there are three
helicity states. These helicity amplitudes follow simply from Eq. (1):
AD
∗
λ = Aλct eiδ
ct
λ +Aλut eiγeiδ
ut
λ , (17)
where the helicity index λ takes the values {0, ‖,⊥}. Using CPT invariance, the full
decay amplitudes can be written as
AD∗ = AD∗0 g0 + AD
∗
‖ g‖ + i A
D∗
⊥ g⊥ ,
A¯D∗ = A¯D∗0 g0 + A¯D
∗
‖ g‖ − i A¯D
∗
⊥ g⊥ , (18)
where the gλ are the coefficients of the helicity amplitudes written in the linear
polarization basis. The gλ depend only on the angles describing the kinematics [23].
The time-dependent decay rates can now be written as
Γ(B0d(t)→ D∗+D∗−) = e−Γt
∑
λ≤σ
(
Λλσ ± Σλσ cos(∆Mt)
∓ρλσ sin(∆Mt)
)
gλgσ . (19)
By performing a time-dependent angular analysis of the decay B0d(t) → D∗+D∗−,
one can measure the 18 observables Λλσ, Σλσ and ρλσ.
In fact, not all of these 18 observables are independent. There are a total of
six amplitudes describing the decays B0d → D∗+D∗− and B0d → D∗+D∗−: AD∗λ and
A¯D
∗
λ . At best, one can measure the magnitudes and relative phases of these six
amplitudes, giving only 11 independent measurements. On the other hand, one
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can see from Eq. (17) that these 11 observables are described by 13 theoretical
parameters: the six magnitudes Aλct and Aλut, five relative strong phases, and the
two weak phases β and γ. As before, even assuming that β has been measured
in B0d(t) → J/ψKS, there is still one more theoretical parameter than there are
measurements. Once again, it is necessary to add theoretical input.
To obtain such input, we consider the decay B0d → D∗+s D∗−. Analogous to
Eq. (3), the helicity amplitudes can be written as
A
D∗s
λ = A′λct eiδ
′ct
λ . (20)
We define
∆λ ≡ sin θcA
′λ
ct
Aλct
. (21)
The theoretical input is now provided by the assumption that
∆′ ≡ ∆λ′
∆λ
= 1 . (22)
The advantage of this assumption is that, because we are considering a double
ratio, much of the theoretical error cancels. For example, note that ∆λ and ∆λ′
are each analogous to the quantity ∆, defined for the case of B0d(t) → D+D−
and B0d → D+s D− [Eq. (4)]. Thus, to leading order in SU(3) breaking, the decay
constants cancel in the ratio ∆′ [see Eq. (15)], so that Eq. (22) holds.
Since the leading-order SU(3)-breaking effects cancel in ∆′, we now examine
second-order effects. We can write
∆λ =
sin θc |T ′λ + P ′λ|
|Tλ + Pλ| = sin θc
|T ′λ|
|Tλ|
√
1 + z′λ
2 + 2z′λ cos∆
λ
s√
1 + zλ2 + 2zλ cos∆
λ
d
. (23)
In the above, z′λ ≡ |P ′λ/T ′λ| and zλ ≡ |Pλ/Tλ|, where P ′ ≡ (P ′c − P ′t − P ′CEW ) and
P ≡ (Pc−Pt−PCEW ). As mentioned earlier, we expect z′λ, zλ ∼ 25%. Also, ∆λs (∆λd)
is the relative phase between P ′λ and T
′
λ (Pλ and Tλ). Now, T
′
λ and Tλ are related
by SU(3): T ′λ/Tλ = fD∗s/fD∗ [Eq. (15)]. Similarly, z
′
λ and zλ are related by SU(3):
we can write z′λ = zλ(1 + rλ), where rλ is the SU(3)-breaking term. We expect that
rλ ∼ 25%. Putting all the pieces together, we obtain
∆λ ≃ sin θc fD
∗
s
fD∗
[
1 + zλ(cos∆
λ
s − cos∆λd) + zλrλ cos∆λs
]
. (24)
Thus,
∆′ =
1 + zλ(cos∆
λ
s − cos∆λd) + zλrλ cos∆λs
1 + zλ′(cos∆λ
′
s − cos∆λ′d ) + zλ′rλ′ cos∆λ′s
. (25)
From this expression, we see that if zλ and the SU(3) corrections, rλ, are helicity-
independent, we have ∆′ = 1 [Eq. (22)]. Even if the zλ and rλ do depend on
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the helicity, it is possible that there will be cancellations in ∆′, though this is not
guaranteed. The most conservative thing to say is that the corrections from penguin
amplitudes to ∆′ = 1 are at the level of |P/T |(ms/Λχ) ∼ 5%.
Finally, we consider nonfactorizable corrections to the leading-order term. Fol-
lowing Eq. (16) we can write
∆λ =
fD∗s
fD∗
(
1 + (as,λ − ad,λ) 1
N2c
)
=
fD∗s
fD∗
(
1 + aλ
ms
Λχ
1
N2c
)
,
∆λ′ =
fD∗s
fD∗
(
1 + (as,λ′ − ad,λ′) 1
N2c
)
=
fD∗s
fD∗
(
1 + aλ′
ms
Λχ
1
N2c
)
, (26)
where as,λ and ad,λ are the nonfactorizable 1/N
2
c corrections to the tree amplitude
in B0d → D∗+s D∗− and B0d → D∗+D∗− for the helicity λ, and similarly for as,λ′ and
ad,λ′. We therefore obtain
∆′ = 1 + (aλ′ − aλ)ms
Λχ
1
N2c
. (27)
This shows that if one has nonfactorizable 1/N2c corrections that are independent of
the helicity states, ∆′ = 1 even with second-order SU(3) breaking. For nonfactoriz-
able 1/N2c corrections that are different for different helicity states, nothing definite
can be said about the signs and magnitudes of aλ and aλ′. In this case, we expect
nonfactorizable corrections to the leading term at the level of 3% or less.
There are therefore four sources of theoretical error in Eq. (22): the neglect
of the exchange contribution in B0d → D∗+D∗−, the neglect of the |V ∗ubVus| term
in B0d → D∗+s D∗−, SU(3)-breaking in the penguin corrections, and nonfactorizable
corrections. All errors are small, and we expect a net violation of the relation ∆′ = 1
at the level of 5–10%.
In conclusion, we have shown that γ can be obtained from the time-dependent
measurement of the decay B0d(t) → D(∗)+D(∗)−, along with the rate for B0d →
D(∗)+s D
(∗)−. We have assumed that β has been measured in B0d(t) → J/ψKS. The
method relies on the fact that B0d → D(∗)+D(∗)− and B0d → D(∗)+s D(∗)− are related
by flavor SU(3) in the limit where exchange contributions are negligible. If one
uses the pseudoscalar-pseudoscalar decays B0d(t) → D+D− and B0d → D+s D−, the
leading-order SU(3)-breaking effect is simply the ratio of decay constants fDs/fD.
The value for this ratio can be taken from lattice calculations (with a tiny error),
in which case the overall theoretical uncertainty in this method is around 5–10%.
Alternatively, the decay constants can in principle be measured. In this case the
accuracy of the method is limited by the precision on the measurements of the decay
constants.
One can reduce the theoretical error by using vector-vector final states and per-
forming an angular analysis to measure two different helicity states. The method
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then uses a double ratio of B0d → D∗+D∗− and B0d → D∗+s D∗− measurements. Be-
cause we consider a double ratio, all dependence on the ratio fD∗s/fD∗ cancels. Fur-
ther SU(3) corrections are suppressed, either by P/T ratios, or by 1/N2c . Although
we expect that there will be some cancellation in the SU(3)-breaking effects in the
double ratio, this is a model-dependent conclusion. Conservatively, the theoretical
error in this method is 5–10%.
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