Abstract
Introduction
A real matrix A is said to be normal if it satisfies the equation
A A~ = A~A
where AT is the transpose of matrix A. This kind of matrix has the property that it can be reduced to a diagonal form through unitary similarity transformations
where Q is unitary and D is diagonal. In this paper we consider how to design a scalable Jacobi-like algorithm for efficient parallel computation of the eigenvalue decomposition of a real normal matrix over the real field. Real normal matrices are generalisations of real symmetric matrices. A real symmetric matrix is normal, but a real normal matrix is not necessarily symmetric. We shall focus our attention on the unsymmetric case although the method to be described applies to both cases.
The standard sequential method for eigenvalue decomposition of this kind of matrix is the QR algorithm. When massively parallel computation is considered, however, the parallel version of the QR algorithm for solving unsymmetric eigenvalue proble&Rmay not be very efficient because the algorithm is sequential in nature and not scalable.
One alternative to the QR method is a Jacobi method. Jacobi-based algorithms have recently attracted a lot of attention as they have a higher degree of potential parallelism. The Jacobi method, though originally designed for symmetric eigenvalue problems, can be extended to solve eigenvalue problems for unsymmetric normal matrices [3, 71. However, one problem is that we have to use complex arithmetic even for real-valued normal matrices. Complex operations are expensive and should be avoided if possible. A quaternion-Jacobi method was recently introduced [4] . In this method a 4 x 4 symmetric matrix can be reduced to a 2 x 2 block diagonal form using one orthogonal similarity transformation. This method can also be extended to compute eigenvalues of a general normal matrix. However, the problems are that the original matrix has to be divided into a sum of a symmetric matrix and a skew-symmetric matrix, which is not an orthogonal operation, and that the algorithm cannot be used to solve the eigenvalue problem of near-normal matrices. Another parallel Jacobi-like algorithm, named the RTZ (which stands for Real Two-Zero) algorithm, was also proposed recently [5] . This method uses real arithmetic and orthogonal similarity transformations. It is claimed that quadratic convergence can be obtained when computing eigenvalues of a real near-normal matrix with real distinct eigenvalues. However, a serious problem with this method is that the process may not converge if the matrix has complex eigenvalues.
In this paper we describe a method for designing efficient Jacobi-like algorithms for eigenvalue decomposition of a real normal matrix. The designed algorithms use only real arithmetic and orthogonal similarity transformations. The theoretical analysis and experimental results show that ultimate quadratic convergence can be achieved for general real normal matrices with distinct eigenvalues.
Since the RTZ algorithm uses a similar idea to our method, an analysis of the RTZ algorithm is presented in Section 2. Our method is described in Section 3. In that section a theoretical analysis of convergence is also presented. Some experimental results are given in Section 4. Section 5 is the conclusion.
An Analysis of the RTZ Algorithm
We now show that when applying the RTZ algcrithm, we can only obtain at best a linear convergence rate if the matrix has complex eigenvalues.
In the following a 4 x 4 matrix / all a12 a13 a14 \ or its block form
is used to show how the convergence rate may be affected when applying the RTZ algorithm.
The basic idea for computing the eigenvalue decomposition of a 4 x 4 matrix using the RTZ algorithm is as follows: The first leading diagonal element all in All is chosen together with the first row in A12, the first column in A21 and the whole of A22 to form a 3 x 3 matrix, that is,
It is known that any real 3 x 3 matrix has at least one real eigenvalue. An eigenvector associated with a real eigenvalue of the above matrix can be obtained and used to generate a Householder matrix which is then applied to update the matrix A so that two off-diagonal elements a31 and a41 are annihilated. After that the second leading diagonal element a22 is chosen (together with A22, the second row in A12 and the second column is formed. A Householder matrix is generated from an eigenvector (associated with a real eigenvalue) of this 3 x 3 matrix so that two other lower triangular offdiagonal elements a32 and a42 are eliminated through a similarity transformation. However, this destroys the zeros introduced previously. The two leading diagonal elements are thus chosen alternately and the process continues until all the elements in A21 are small enough to be considered as zero.
In the following discussions E denotes a small positive number close to zero. If certain elements of a matrix are written as E , we mean that the values of these elements are small and of the same order of E > but they are not necessarily the same.
If the above RTZ procedure converges, all the elements in A21 and A12 become E after a few iterations and each 3 x 3 matrix will thus have the same form as
Assume that B is close to a normal block-diagonal matrix and written as
B = D + E F
where the elements in F satisfy lfijl < 1 and D has a form 0
If the eigenvalues of D are well separated, it is easy to prove according to the perturbation theory [lo] that there exists an eigenvalue of B which satisfies the equation 
Proof. The first part of the lemma is directly obtained from (3).
Since the eigenvalues of D are well separated, the determinant of the coefficient matrix from the second and the third equations will not be equal to zero. Thus v2' and 213' must be zero. We then have
From (4), therefore, w will have the form as that in (5) .
0
Since the RTZ algorithm uses Householder transformations, it can be seen in the following that it is crucial for eigenvectors generated at each step to have the form as that in ( 5 ) in order to obtain ultimate quadratic convergence.
We now show how the lower triangular off-diagonal norm is affected when the generated Householder matrix is applied to update certain rows and columns of the matrix.
Assume that a Householder vector v is chosen based on vector
b = (bl b2 bg)*, that is, v for u1 = bl + sign(b1)llbll and llbll = I -2 V V T / V T V .
The Householder matrix is then obtained as H =
Suppose that the values of b2 and b3 are of order E , but bl is "large". We have
It is easy to verify that the Householder matrix has the structure
When using this matrix to update (left multiply) a column vector (c1 0 O)*, it is easy to see that, if 2 1 is of order E, the zero elements will become of order E'. If 2 1 is "large", however, after the updating, the zero elements will become O ( E ) , rather than O ( c 2 ) . Suppose that all the elements in the off-diagonal blocks become small after a few sweeps and that the last two elements in the first column have been eliminated by the immediate previous iteration in which a l l and the corresponding 3 x 3 matrix are chosen. Tlie updated matrix then has a form
Now we choose a22 and the corresponding 3 x 3 matrix as a22 ( : ::: 2)
and apply the RTZ procedure again to annihilate the last two elements in the second column of matrix A. Assume that this 3 x 3 matrix has the same properties as the matrix described in Lemma 1. The eigenvector will be in the same form as that in ( 5 ) . Therefore, the generated Householder matrix is of the form like (6).
The last three elements in the first column of matrix A will be affected in the updating procedure using this Householder matrix. If A l l has two real eigenvalues, we may reasonably assume that a21 and a12 are of order E . (If not, an orthogonal similarity transformation can be applied to annihilate a21 without using complex arithmetic as All has two real eigenvalues.) When this Householder matrix is applied, the values of the zero elements in the first column will be of order E'. Quadratic convergence may then be achieved. If A l l (as well as A 2 2 ) has two complex eigenvalues, however, the value of a21 may no longer be small. The values of the zero elements in the first column will be increased to O ( E ) as we discussed above. The convergence rate is thus only linear at best. In the above we only considered a very simple problem, that is, the 4 x 4 case. When the matrix size is much larger, the slow local convergence can significantly affect the global convergence. In many cases the process may not even converge.
Our Method
To simplify our discussion, we assume that the matrix size is even. The basic idea of our method is described as follows: A real normal matrix is first divided into blocks. To avoid using complex arithmetic the size of each block is chosen to be 2 x 2 so that each pair of conjugate complex eigenvalues can be grouped into the same block. A sequence of orthogonal similarity transformations is then applied to annihilate the off-diagonal blocks in the lower triangle and this process continues until all the lower triangular off-diagonal
1. Find an orthogonal matrix Q such that B is reduced to a block triangular form through a similarity transformation. 2. Update the corresponding rows and columns of A using Q. blocks are considered as zero. The basic structure of the algorithm is depicted in Fig. 1 .
In Fig. 1 NITN denotes the number of lower triangular off-diagonal blocks, or number of iterations in a sweep, which is equal to n(n -2)/8 for n the size of the problem. A counter NZCONT is used to check how many off-diagonal blocks in the lower triangle are zero.
If this is equal to NITN, the process stops. The cyclic ordering is used for sequential computation. If we consider each block as a single element, The action of this algorithm is just the same as that of a nonblocked algorithm. Therefore, any existing efficient parallel orderings, for example, those in [l, 2, 8, 9, 11, 121, can be adopted to form an efficient parallel algorithm for solving the problem.
It should be noted that in the figure we do not show how to generate the orthogonal transformation matrices &. This is a very important issue relating to performance. We shall show that the quadratic convergence is achieved only through properly choosing the transformation matrices during the computation. In the following we discuss the convergence property of the algorithm. The proof of the above lemma is simple and thus omitted (to save space). From this lemma we see that, if we can find an orthogonal matrix which reduces a real normal matrix to a block upper triangular form through a similarity transformation, the transformed matrix must be block diagonal. Therefore, it is possible just to try to reduce a real normal matrix to a block upper triangular form using orthogonal similarity transformations (over the real field). The matrix will eventually be reduced to block diagonal if the process converges.
We show in the following three lemmas that, if the orthogonal transformation matrices are chosen properly and if the process converges for a normal matrix with distinct eigenvalues, the convergence rate will ultimately be quadratic.
In the following discussion llAll denotes the Frobenius norm of A.
Lemma 3 If a normal matrix A is divided into a block matrix, then the main diagonal blocks have the following property:
where Aij is the block in the ith row and j t h column of A .
Proof. 
U
It can be seen from this lemma that each block on the main diagonal will be very close to a normal matrix if the norm of each off-diagonal block is small, that is,
The next lemma shows that, when the lower offdiagonal block of a 2 x 2 block matrix is annihilated through an orthogonal similarity transformation, the norm of its upper off-diagonal block will also be decreased if this block matrix is close to normal. 
Proof. have Since B = QDQT and BT = Q D T Q T , we

I~B B~ -B~B ( I = I~Q(DD* -D~D ) Q~I I .
Thus
IIDD" -DTDll = O(7).
(13) It is easy to see that the second block of the first column in DDT -D T D is &2DT2 -DT2Dll. We know that 1101211 # 0. Otherwise, B will be a normal matrix according to Lemma 2 and then the problem is trivial.
Since 1101211 # 0 and the eigenvalues are nonzero and distinct, &DT2 -DT2'2011 must also be nonzero. It is easy to see, from (13) , that its norm should be of order Q, that is,
Since B has four nonzero eigenvalues, both Dll and 0 2 2 have full rank. The following inequality holds: we then have
Expanding G = E -R2 ER1, we have the following four elements:
Since r i f ) and are eigenvalues of B and all the above elements should be of order q, it is then easy to verify by using (9) and (10) that all the elements in E must be of order q. Therefore, we obtain
U Assume that a normal matrix is divided into blocks of size 2 x 2 and that the norm of each off-diagonal blocks is of order E. We further assume that each Aij in (7) 
(E) and 11Q1211 = O ( E ) .
[7
The condition set in Lemma 5 implies that implicit permutation on rows and columns between blocks is not allowed when applying orthogonal similarity transformations to B. If this condition is satisfied, both llQlail and /IQ2111 will be of order E. Using this orthogonal transformation matrix to update a vector and assume that llBl2ll = O(E) and iIB2lll = O(E).
Then we have the following lemma.
Lemma 5 Assume that the eigenvalues of B11, B22, Dll and 0 2 2 are yi1, yi2, Xi1 and Xi2 for i = 1 , 2 , respectively. If X i j > c1 > 0 for i , j = 1,2 and for 1 # IC, the norms of both Q12 and Q 2 1 in the generated orthogonal matrix will then be of order E, that is,
and Proof. From (11) we have
(211 u2 0 O ) T , the zero elements in the vector will be of order 6' if both w l and uz are of order E.
We now summarize the results obtained from the above three lemmas. Under the conditions that the process converges and the matrix to be decomposed has distinct eigenvalues, we have proved that, when annihilating the lower off-diagonal block of submatrix B in Fig 1, the norm of the upper-diagonal block is reduced from O ( E ) to o (~~) .
Thus the off-diagonal norm of the matrix has a steady decreasing during the computation. We have also proved that the zero blocks in the lower triangle will be of order c2 through updating stages if the orthogonal transformation matrices are chosen properly. If a reasonable and systematic ordering is also applied, the off-diagonal norm of the matrix will be decreased from O(E) to O(c2) after each sweep of computation. Thus ultimate quadratic convergence is obtained.
It should be noted that in proving the above lemmas we assumed that B in Fig. 1 is generated from the adjacent blocks, that is, we set j = i + 1. If this condition is not satisfied, we may use permutation matrices. Since permutation matrices are orthogonal, the results will not be affected.
Experimental Results
Through our discussion we do not give any particular method for obtaining orthogonal transformation matrices. Any method which may generate orthogonal transformation matrices satisfying the condition set in Lemma 5 can be used. One scheme is as follows: When the eigenvalues of either Aii or A j j in submatrix B in Fig. 1 are real, we can apply the RTZ procedure so that a local quadratic convergence is achieved and the generated orthonormal matrix will have the form described in Lemma 5. When both eigenvalues of A;; and Ajj are complex, we can simply use the QR procedure to reduce B to a block triangular form. With a combination of these two procedures we can obtain an efficient J acobi-like algorithm.
The algorithm described above has been implemented on a sequential machine. The stopping criteria used in our experiment is the same as that in EISPACK [6] , that is, an off-diagonal element aij is considered as zero if In our experiment we choose four different matrices. The first matrix has distinct real eigenvalues, the second one has half of its eigenvalues real and the other half complex. and the third contains distinct complex eigenvalues. The fourth matrix is similar to the second matrix except it has three real eigenvalues of multiplicity four.
Some experimental results are presented in Tables 1  and 2. Table 1 gives the lower block triangular norms after each sweep for computing eigenvalues of the matrices of size 40 x 40. It can be seen that ultimate quadratic convergence can be obtained for decomposing a matrix with distinct eigenvalues, especially for matrices with only real eigenvalues where the convergence is better than quadratic. We can also see from both tables that is will take a few more sweeps to converge for a matrix with complex eigenvalues. complex eigenvalues, the slower the speed though the quadratic convergence property is maintained in the extreme case when all eigenvalues are complex.
For a matrix with repeated eigenvalues, however, quadratic convergence can only be observed at a few middle sweeps. This result holds for problems with different sizes. This phenomenon needs to be studied further.
Conclusions
In this paper we first gave an analysis of the RTZ algorithm. We showed that at most a linear convergence rate can be obtained when this algorithm is applied to decompose a normal matrix which has complex eigenvalues. However, our analysis indicates that quadratic convergence may be achieved if the given matrix has only real eigenvalues. Thus the algorithm is still useful for eigenvalue decomposition of a normal or near normal matrix if the matrix has only real eigenvalues. Table 2 : Sweeps taken for matrices of various sizes.
We then proposed a method for designing efficient Jacobi-like algorithms for eigenvalue decomposition of a real normal matrix. Both theoretical analysis and experimental results show that ultimate quadratic convergence can be achieved even if the given matrix has complex eigenvalues. It is expected that ultimate quadratic, or near-quadratic convergence is achievable when the algorithms are applied to compute the eigenvalue decomposition of a near-normal matrix.
The algorithm we used in the experiment combines the RTZ algorithm and the QR algorithm. When the testing matrices have distinct eigenvalues, we can obtain quadratic convergence, which is consistent with our theoretical analysis. However, only near-quadratic convergence was observed in the experiment when a matrix has repeated eigenvalues. An interesting problem is thus if we can obtain quadratic convergence when using Jacobi-like algorithm for computing (over the real field) the eigenvalue decomposition of a normal matrix with repeated eigenvalues. It should be noted that the algorithm used in our experiment is not the only candidate for an efficient Jacobi-like algorithm. Through our discussion we did not restrict ourselves to use any particular method for generating orthogonal transformations. Any method which generates the required transformation matrices can be used. For example, the QR procedure may be used not only in the case that all the eigenvalues of the 2 x 2 block matrix B in Fig. 1 are complex, but also in cases that some or all of the eigenvalues are real. However, a naive implementation using the QR procedure may lead to very slow convergence. Special care has to be taken in order to achieve ultimate quadratic convergence. This issue is discussed in [13] .
