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Abstract—Both humans and the sensors on an autonomous
vehicle have limited sensing capabilities. When these limitations
coincide with scenarios involving vulnerable road users, it be-
comes important to account for these limitations in the motion
planner. For the scenario of an occluded pedestrian crosswalk,
the speed of the approaching vehicle should be a function of
the amount of uncertainty on the roadway. In this work, the
longitudinal controller is formulated as a partially observable
Markov decision process and dynamic programming is used to
compute the control policy. The control policy scales the speed
profile to be used by a model predictive steering controller.
I. INTRODUCTION
Autonomous vehicles rely on sensors to provide information
about the world to decision-making algorithms. Just like
humans have limited sensing capabilities, the sensors on an
autonomous vehicle are also susceptible to limitations. GPS
requires open skies. Cameras require certain weather and
lighting conditions. Radar, while less affected by weather,
has limited resolution, range and field of view. Lidar uses
lasers to improve resolution, but also has limited range and
field of view. Even when these sensors operate ideally, they
cannot “see” everything. For example, when a vehicle is
driving behind a larger vehicle, such as a semi-truck, part
of the environment is occluded both to the human occupants
and the sensor suite. Sensor occlusion increases uncertainty
in the environment. If not properly accounted for, it can
unintentionally allow decision-making algorithms to operate
at risky conditions. When combined with a scenario where
vulnerable road users are hidden by the occlusions, it can lead
to unsafe (and potentially illegal) navigation of the roadways.
An autonomous vehicle equipped with lidar sensors would
have a 360◦ 3D point cloud (x,y,z tuples) of surface distances
relative to the vehicle. Many vehicle control and decision-
making algorithms only account for planar motion of the ve-
hicle [1], thus, rendering most of the 3D information superflu-
ous. To parse relevant data for the decision-making algorithms,
a 3D point cloud can be projected onto a discretized 2D
surface where each discretization has a ternary value of either
occupied, unoccupied or unobservable. This is known as an
occupancy grid. In particular, the decision-making algorithm
model predictive control (MPC) maintains a bird’s-eye view
of the world, and could interface with an occupancy grid.
This work focuses on the scenario of a pedestrian crosswalk
on a two-lane roadway with a large vehicle occluding the event
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Fig. 1. Example scenario of occluded pedestrian crosswalk.
of a pedestrian crossing as shown in Fig. 1, which mimics Fre-
mont Road on the Stanford campus. The underlying decision-
making algorithm for path tracking is the deterministic MPC
problem as presented by Brown, Funke, Erlien and Gerdes
[1]. Only one path option is available to the autonomous
vehicle and the trajectory paths around the occluding vehicle.
However, the speed along the path is only upper bounded
by the speed limit. In order for the autonomous vehicle to
navigate the scenario safely, it likely needs to reduce its speed.
Here it is proposed that the calculation of this speed scale
factor be computed through a partially observable Markov
decision process (POMDP). A POMDP is like an MDP;
however, there is also state uncertainty. In this scenario, the
uncertainty is around the event of a pedestrian crossing. Since
solving POMDPs is difficult due to the continuous state space
of a belief-state, the solution is approximated using a fully
observable value approximation technique called QMDP [2].
II. RELATED WORK
Motion planning under uncertainty is a large topic of study
in the robotics community. For an autonomous vehicle, motion
planning encompasses both lateral and longitudinal motion
which are controlled through a combination of steering and ac-
celeration. A sampled-based motion planning technique known
as Rapidly-Exploring Random Trees (RRT) has been largely
a deterministic planning algorithm paired with closed-loop
stable control [3]. RRT was extended to include uncertainty
about the environment through chance-constraints [4], but this
inclusion still depends on the knowledge that an obstacle is
there. More recently, the RRT framework was expanded to
branching through the belief space rather than state space to
capture state uncertainty [5]. RRTs are generally paired with
a closed-loop controller because the planner aspect of RRT
takes more than one control loop to solve for a new path.
While this approach could potentially pair with MPC, the
added complexity of two loops with a complicated tree search
does not seem beneficial for this application of just scaling the
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desired speed to be lower and hence make the vehicle proceed
more cautiously.
Partially observable Markov decision processes have been
used to solve subsets of larger control problems. For exam-
ple, collision avoidance for unmanned aircraft was shown to
perform very well in the midst of state uncertainty due to
the POMDP problem formulation [6]. In general, POMDPs
can be very difficult to solve because the belief space can
be extremely large and intractable. However, using a QMDP
solver allows the POMDP to be more closely related to an
MDP [7].
A more general form of POMDPs is a predictive state
representation (PSR). PSRs represent the dynamics of a system
by keeping track of probabilities for future events conditioned
on previous events. It has been shown to be at least as compact
as POMDPs and to maintain more information about the
environment than a POMDP because it is expressed solely
as observations by the agent. A PSR captures observations
based only on actions taken. However, PSRs can be even
more difficult to solve because they are susceptible to poor
models [8]. A slight variation of PSRs, called transformed
PSR (TPSR), has led to successful closed-loop control by
just observing actions taken by an agent in an unknown
environment [9]. In general, PSRs are even more difficult to
solve for than POMDPs because of the need for extensive
history and test events to build a good dynamic model.
III. INFRASTRUCTURE
For this work, the simulation environment is two-fold. The
first part is a nonlinear vehicle dynamic model that simulates
vehicle pose information and how the vehicle maneuvers in
space. The other aspect is the simulation of the occupancy
grid.
A. Vehicle Motion
A vehicle is controlled by commanding a steer angle (δ) and
longitudinal acceleration (ax). The vehicle motion is simulated
using a lumped axle vehicle model, where the two front tires
are lumped as one front tire and the two rear tires are lumped
as one rear tire (also known as a bicycle or single-track model).
Inputs to the vehicle model are tire forces, which are modeled
using a nonlinear brush tire model. Using the brush tire model,
front lateral tire force is nonlinearly related to the control input
steer angle (δ).
The longitudinal acceleration (ax) control input is directly
related to front and rear longitudinal tire forces by the mass of
the vehicle (
∑
Fx = max). Note that most vehicles have only
one driven axle but can proportionally brake on each axle.
The simulation models a vehicle with front wheel drive and a
brake distribution of 70 % in the front and 30 % in the rear,
which means the rear longitudinal tire force is non-positive.
The full nonlinear vehicle state x is
x = [Uy r Ux Ψ N E s e]
> (1)
where Uy, r and Ux are lateral velocity, yaw rate and longitu-
dinal velocity, respectively, in the body-fixed frame; Ψ, N and
Fig. 2. Example of occupancy grid simulation. Black tiles represent drivable
areas, white tiles suggest occupied spaces, and gray tiles denote unknown.
E are heading, distance North and distance East, respectively,
in the inertial (global) frame; and s and e are respectively the
distance along the path and lateral deviation from the path
in the path-coordinate frame. More information on how the
nonlinear vehicle state is linearized and used in the MPC
problem can be found in Brown et al. [1].
B. Occupancy Grid
The occupancy grid is a discretized top-down view of the
world around the vehicle. To emulate the Velodyne HDL-32E
lidar, the longitudinal range of the occupancy grid is limited to
70 m in front of the vehicle. Because the width of the roadway
in the scenario is much less than the range of the lidar, the
lateral range of the occupancy grid is limited to 8 m on each
side of the vehicle. There are three tiles for every meter within
range. Thus, the dimensions of the occupancy grid is 210 ×
48 with the vehicle centered at (0, 24).
Simulation of the occupancy grid returns the number of
unobservable tiles to be used as an observation in the POMDP.
The simulation is a rough approximation of what is available in
real-time on our test vehicle because the simulation aligns with
the road heading, while the real-time occupancy grid aligns
with the vehicle heading. The discrepancy can be considered
minor if the curvature of the trajectory around the occluding
vehicle is kept small. An instance of the occupancy grid is
shown in Fig. 2.
IV. PROBLEM FORMULATION
A. POMDP
A POMDP makes decisions based on the history of obser-
vations o1:t. To reduce the information stored, the history is
summarized in a belief state b, which is a distribution over
states. The optimal policy is represented as a set of alpha
vectors, which convert the belief state to an action. A POMDP
model takes a similar form to an MDP model with the addition
of observations.
1) State Space: The state space is represented in a low
dimensional subspace that captures pose and motion of the
vehicle as well as perception information. The components of
the state considered in this work are:
• V: current velocity of the vehicle
• D: distance along the path
• C: event of pedestrian crossing
Speed and distance along the path are continuous states. To
further reduce the problem size, states V and S are discretized.
The max speed considered for the scenario is 10 m/s, so the
2
speed discretization is set to intervals of 1 m/s. The distance
along the path is discretized into 0.5 m intervals for a path
that is 60 m long. State C is already discretized as a binary
occurrence.
2) Action Space: The vehicle actuation considered here is
longitudinal acceleration. Commanded longitudinal accelera-
tion is determined by proportional speed control. Thus, the
POMDP action space is a speed scaling factor applied to the
desired speed in the longitudinal control. After discretization
of the action space, the actions are A = {0 %, 10 %, 20 %,
30 %, 40 %, 50 %, 60 %, 70 %, 80 %, 90 %, 100 %}.
3) Observation Space: The observation space captures in-
formation the agent observes after taking an action. In this
work, the observations are provided just from the lidar sensors.
Two types of observations are considered:
• N: number of unobservable tiles
• C: detection of pedestrian crossing
To simplify the problem size, the number of unobservable tiles
is reduced to 10 discretized bins linearly spaced between 0 and
1800 unobservable tiles. The detection of a pedestrian crossing
is handled by a different perception algorithm specifically
designed to detect pedestrians. For example, it could be an
image recognition algorithm using cameras.
4) Reward Model: The reward function in this POMDP
formulation is designed with the following objectives in mind:
• Encourage the vehicle to drive to the end of the path.
• If a pedestrian is detected, then the vehicle should yield to
the pedestrian. Thus, non-zero scale factors are penalized
when a pedestrian crossing event is true.
• Additionally, the vehicle should not drive fast when it
cannot see the pedestrian.
To achieve the goals outlined, the reward function is specified
using two costs:
• Complete path reward: The reward for the vehicle to
drive to the end of the path +100.
• Not yielding cost: The cost when the vehicle does not
yield to the crosswalk -50.
• Too fast cost: The cost to deter the vehicle from speeding
around the occlusion because it is close to a pedestrian
crosswalk is set to -5, which is orders of magnitude
lower than the collision cost. For this work, it is simply
implemented as penalizing the vehicle for going faster
than 6 m/s when it cannot see a pedestrian crossing.
The reward is assumed to be zero for all other states.
5) State-Transition Model: The dynamics of the system are
not actually stochastic, but rather uncertainty is introduced
from the crude discretization of the state space. Also, the event
of a pedestrian crossing is modeled as a random process. The
following parameters characterize the state-transition model:
• Speed scaling and changes in speed are not immediately
realized in the state space discretization because the
vehicle simulation is closer to continuous time.
• Vehicle is assumed to be stopped or moving forward
(does not reverse direction).
Algorithm 1 POMDP policy execution
1: function POMDPPOLICYEXECUTION(α)
2: t← 0
3: b0 ← uniform distribution
4: loop
5: Execute action at = arg maxaα>a bt
6: Observe ot
7: bt+1(st+1) ∝ O(ot|st+1)
∑
st
T (st+1|st, at)bt(st)
8: Normalize bt+1
9: t← t+ 1
• If a pedestrian is present in the crosswalk, the person is
assumed to be standing still.
Even though the state in a POMDP is a belief state, the
state transition function for a POMDP is the same as for an
MDP (assumes no state uncertainty). Even though the state
includes truth about a pedestrian crossing event, the problem
only maintains a belief about whether there is a pedestrian
crossing event based on observations.
6) Observation Model: In a typical POMDP problem, the
observation model is defined as the conditional probability of
observing each observation o given the current state s and the
action a taken to get there: Pr(o|s, a). For this work, it is as-
sumed the action does not contribute to the observation o given
s. Thus, the dependence on a is dropped and the observation
model need only specify Pr(o|s). Using the observation space
described above, the observation model is the probability of
having a number of unobservable tiles and detecting a pedes-
trian given the current state Pr(on, oc|s). A simple observation
model of uniform distribution is implemented if the state
where a pedestrian is not crossing is observed. Given a state
where the pedestrian is crossing, the observation distribution
increases to favor detecting a pedestrian crossing by 30 %.
B. QMDP
QMDP is an offline method to approximate an optimal
POMDP solution, and assumes at the next time step the
state will be fully observable. QMDP is well suited for this
problem because the actions are not information gathering.
The algorithm is akin to value iteration for MDP, except it
iterates over the belief state. The solver is available in the
POMDPs.jl package [10]. The policy is exported as a set
of alpha vectors, where each alpha vector corresponds to an
action. The approximately optimal action taken is then
arg max
a
α>a b (2)
where αa is an alpha vector for action a and b is the belief
state as a vector.
C. Policy Execution
The execution of the POMDP policy follows Algorithm 1.
The belief state is initialized to a uniform distribution. Using
the current belief state, an optimal action is calculated using
the set of alpha vectors and is executed in the vehicle lon-
gitudinal control. In the next control loop (not represented
3
(a) Hidden pedestrian
(b) Exposed pedestrian
Fig. 3. Simulation scenarios with pedestrian position represented by red dot.
in Algorithm 1), the sensor information updates, and the
perception algorithms form an observation about the number
of unobservable tiles and whether a pedestrian is detected.
The action, observation and belief state update the belief state
using a discrete state filter.
V. EVALUATION FRAMEWORK
To evaluate the POMDP approach for speed control in
an uncertain environment, an oracle approach and baseline
approach are also implemented.
A. Oracle
The oracle approach does not use unobservable information
from the occupancy grid. Instead, perfect sensing is assumed
and exact pose information about the scenario is used to
allow the autonomous vehicle to maneuver around the parked
vehicle at the speed limit since it will also know with perfect
knowledge whether a pedestrian is about to cross the street
or not. This is achievable in a physical experiment by having
the pedestrian wear a GPS/INS unit as the pedestrian traverses
the roadway so the autonomous vehicle has knowledge about
where he or she is walking at all times. This is similarly
accomplished in the simulation environment where the MPC
problem will know if a pedestrian is in the crosswalk even if it
would not have “seen” the pedestrian through the obstructing
vehicle.
B. Baseline
The baseline speed scale factor is determined by a simple
function inversely proportional to the number of unobservable
tiles. The speed scale factor is discretized into 10 bins, where
a scale factor of 1.0 means the number of unobservable spaces
is negligible and the vehicle can maneuver at the desired speed
and a scale factor of 0.0 means the vehicle should come to a
stop because the uncertainty in the environment is too great.
VI. SIMULATION RESULTS
The examples for comparison are a pedestrian hidden be-
hind the occluded vehicle in the pedestrian crosswalk (Fig. 3a),
and a pedestrian in the crosswalk not behind the occluding
vehicle (Fig. 3b). Since the pedestrian is in the crosswalk,
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Fig. 4. Overhead view at 15 s (top) and vehicle speed (bottom) for the oracle
approach with hidden pedestrian. Red circle in time series data corresponds
to point in time of overhead view.
all vehicles must yield. However, if an approach is unable to
account for a pedestrian in the crosswalk when it is occluded,
then the vehicle may perform an illegal maneuver by not
yielding to the pedestrian.
A. Hidden Pedestrian
1) Oracle: Since the oracle approach has perfect sensing,
it is immediately aware of the pedestrian hidden behind the
occlusion. With this information, the vehicle is able to yield
to the pedestrian while attempting to maneuver around the
obstruction. The trajectory of the vehicle, its final position after
a 15 s simulation, and the vehicle speed during the maneuver
are shown in Fig. 4. The blue circles in the overhead view rep-
resent the prediction horizon from MPC. The obstacle across
the roadway represents the pedestrian crossing event, and the
prediction horizon illustrates the vehicle plans to accelerate
back up to speed once the crossing event is over. Additional
information is needed to clear the crossing event for the oracle
approach; for example, some form of communication with the
pedestrian that they do not intend to cross at this time.
2) Baseline: Using information from the occupancy grid,
the baseline approach slows the vehicle down to navigate
around the occlusion. However, since it does not anticipate that
a pedestrian could be hidden behind the occlusion, the vehicle
goes back up to speed, narrowly missing the pedestrian.
Figure 5 shows the baseline maneuver at 7.8 s when the vehicle
passes the pedestrian, and the speed of the vehicle. One could
tune the number of bins as well as the bounds of the linearized
regime for the number of unobservable tiles, but it would likely
over-fit to this specific scenario and is not easily generalizable.
The number of unobservable tiles recorded throughout the
baseline maneuver are also depicted in Fig. 5.
3) POMDP: For the POMDP approach, the QMDP policy
is incorporated into the control architecture to scale the desired
speed based on the observation of the action just taken and is
used to determine the current belief state. At the end of a 12 s
simulation, the vehicle is slowly approaching the back of the
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Fig. 5. Overhead view (top), vehicle speed (middle), and number of
unobservable tiles (bottom) for baseline approach with hidden pedestrian. Red
circles in time series data corresponds to point in time of overhead view.
occluding vehicle (Fig. 6). The simulation is stopped at this
point because the vehicle has gotten too close to maneuver
around the occluding vehicle. The prediction horizon is a
function of speed. Thus, when the speed scaling reduced the
vehicle speed to approximately 2 m/s it reduced the length of
the prediction horizon and was unable to plan a path around
the occluding vehicle. In combination with the uncertainty
created by the presence of a pedestrian in the crosswalk,
the vehicle was unable to successfully maneuver around the
occluding vehicle. Essentially, the autonomous vehicle is being
too conservative.
B. Exposed Pedestrian
1) Oracle: Since the oracle approach has perfect sensing,
the results are the exact same as in the previous scenario.
Figure 7 depicts the overhead view and vehicle speed for the
oracle approach when the pedestrian is not hidden.
2) Baseline: Using information from the occupancy grid,
the baseline approach slows the vehicle to allow it to navigate
around the occlusion. For this scenario, the pedestrian is
detected at the start. Thus, the ending position (Fig. 8) is
similar to that of the oracle approach as seen in Fig. 7,
although there is a difference in the speed transient of the
vehicle compared to the previous scenario and that of the
oracle approach for this scenario. The speed starts being
reduced like in the previous scenario, which is shown in Fig. 8.
But then the prediction horizon detects the crosswalk and the
vehicle successfully comes to a complete stop.
3) POMDP: Using the POMDP policy, dramatically differ-
ent behavior is captured in Fig. 9. The vehicle barely manages
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Fig. 6. Overhead view (top), vehicle speed (middle), and number of
unobservable tiles (bottom) for POMDP policy with hidden pedestrian. Red
circles in time series data corresponds to point in time of overhead view.
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Fig. 7. Overhead view at 15 s (top) and vehicle speed (bottom) for the oracle
approach with exposed pedestrian. Red circle in time series data corresponds
to point in time of overhead view.
to maneuver around the occluding vehicle. Also, the vehicle
speed plot depicts more variability towards the end of the
maneuver until the vehicle successfully comes to a stop at
the crosswalk.
VII. CONCLUSIONS
The preliminary results presented above demonstrate how
well the baseline and oracle approaches work. Next steps
are to keep improving the POMDP problem formulation. In
particular, the observation model needs to be improved. Run-
ning many simulations with the pedestrian randomly placed
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Fig. 8. Overhead view (top), vehicle speed (middle), and number of
unobservable tiles (bottom) for baseline approach with exposed pedestrian.
Red circles in time series data corresponds to point in time of overhead view.
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Fig. 9. Overhead view (top), vehicle speed (middle), and number of
unobservable tiles (bottom) for POMDP policy with exposed pedestrian. Red
circles in time series data corresponds to point in time of overhead view.
throughout the crosswalk should allow us to build a more
robust observation model.
Also, next steps include thinking about how to reformulate
the problem statement to make it more general to other driving
scenarios with considerable uncertainty. Some generality can
be incorporated by further limiting the search space for the
number of unobservable tiles to just the autonomous vehicle’s
lane if the scenario has more than one moving vehicle. And
the problem could be framed to consider whether it is safe to
proceed to the end of the prediction horizon rather than to the
strict location of a crosswalk.
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