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i
Abstract
Every day, animals are exposed to sequences of events that are worth recalling. It is
a common problem, however, that the time scale of behavior and the time scale for
the induction of neuronal learning differ by multiple orders of magnitude. One possible
solution could be a phenomenon called “phase precession” – the gradual shift of spike
phases with respect to the theta oscillation in the local field potential. Phase precession
allows for the temporal compression of behavioral sequences of events to the time scale
of synaptic plasticity. In this thesis, I investigate the phase-precession phenomenon in
the medial entorhinal cortex of the rat. I find that entorhinal grid cells show phase
precession at the behaviorally relevant single-trial level and that phase precession is
stronger in single trials than in pooled-trial data. Single-trial analysis further revealed
that phase precession (i) exists in cells across all layers of medial entorhinal cortex and (ii)
is altered by the complex movement patterns of rats in two-dimensional environments.
Finally, I show that phase precession is cell-type specific: stellate cells in layer II of the
medial entorhinal cortex exhibit clear phase precession whereas pyramidal cells in the
same layer do not. These results have broad implications for pinpointing the origin and
possible mechanisms of phase precession.
ii
Zusammenfassung
Lebewesen sind jeden Tag Sequenzen von Ereignissen ausgesetzt, die sie sich merken
wollen. Es ist jedoch ein allgemeines Problem, dass sich die Zeitskalen des Verhaltens
und der Induzierung von neuronalem Lernen um mehrere Größenordnungen unterschei-
den. Eine mögliche Lösung könnte “Phasenpräzession” sein – das graduelle Verschie-
ben von Aktionspotential-Phasen relativ zur Theta-Oszillation im lokalen Feldpotential.
Phasenpräzession ermöglicht es, Verhaltens-Sequenzen zeitlich zu komprimieren, herun-
ter bis auf die Zeitskala von synaptischer Plastizität. In dieser Arbeit untersuche ich
das Phasenpräzessions-Phänomen im medialen entorhinalen Kortex der Ratte. Ich ent-
decke, dass entorhinale Gitterzellen auf der für das Verhalten relevanten Einzellaufebene
Phasenpräzession zeigen und dass die Phasenpräzession in Einzelläufen stärker ist als
in zusammengefassten Daten vieler Läufe. Die Analyse von Einzelläufen zeigt zudem,
dass Phasenpräzession (i) in Zellen aus allen Schichten des entorhinalen Kortex existiert
und (ii) von den komplexen Bewegungsmustern der Ratten in zweidimensionalen Umge-
bungen abhängt. Zum Abschluss zeige ich, dass Phasenpräzession zelltyp-spezifisch ist:
Sternzellen in Schicht II des medialen entorhinalen Kortex weisen klare Phasenpräzession
auf, wohingegen Pyramidenzellen in der selben Schicht dies nicht tun. Diese Ergebnisse
haben weitreichende Implikationen sowohl für das Lokalisieren des Ursprungs als auch
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1 Introduction
In Sir Arthur Conan Doyle’s “The Adventure of the Engineer’s Thumb” the hydraulic engi-
neer Victor Hatherlay reports the incidents of an adventurous night to Sherlock Holmes:
He dashed her to one side, and, rushing to the window, cut at me with his heavy
weapon. I had let myself go, and was hanging by the hands to the sill, when
his blow fell. I was conscious of a dull pain, my grip loosened, and I fell into
the garden below. I was shaken but not hurt by the fall; so I picked myself up
and rushed off among the bushes as hard as I could run, for I understood that
I was far from being out of danger yet. Suddenly, however, as I ran, a deadly
dizziness and sickness came over me. I glanced down at my hand, which was
throbbing painfully, and then, for the first time, saw that my thumb had been
cut off and that the blood was pouring from my wound. I endeavoured to tie
my handkerchief round it, but there came a sudden buzzing in my ears, and next
moment I fell in a dead faint among the rose-bushes.
While Hatherlay recollects the events of that night, many questions arise: Who is the as-
sassin? Who is the woman he dashed aside? How does a hydraulic engineer end up losing
his thumb? All of these questions are valid – and Sherlock Holmes proceeds to tackle them.
However, I believe the most pressing question is: How does the engineer manage to recall
the correct order of events? Or to be more specific: what are the neuronal mechanisms for
remembering the correct sequence of the events?
To put this scenario more generally, let us consider a sequence of behavioral events which
occur over the course of a few seconds (e.g. getting your thumb cut off, falling from a window,
and running through the garden). In contrast to that, neurons in the nervous system usually
act on much shorter time scales. It is a big challenge for the nervous system to bridge the
gap between those time scales.
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Let us consider a small number of neurons that each represent a single event of the
behavioral sequence. Each of those neurons is assumed to elicit a burst of action potentials
(or “spikes”) in response to the event that it represents. If the nervous system aims to learn
the sequence of events, the spikes of cells representing successive events are required to be
close in time to allow for the modification of synaptic weights, so called “spike-time dependent
plasticity“ (Levy and Steward, 1983, Gerstner et al., 1996,Markram et al., 1997, Kempter
et al., 1997, Bi and Poo, 1998). This implies that the events should have some temporal
overlap or if they do not – like in our example – then at least the corresponding activity
of the different neurons should overlap. Additionally, the order of the sequence should be
preserved in the firing of the neurons.
Figure 1.1: (A) Using phase-locked cells for the temporal compression of a sequence. Each cell cor-
responds to one phase of firing. The individual firing phases are organized such that the
sequence of cells (from cell 1 to 4) is compressed to the time scale of a single cycle of
the background oscillation. The background oscillation is shown in red. Black ticks mark
the spikes of the cells. (B) Using phase-shifting cells for the temporal compression of a
sequence. Each cell shifts its firing phases from late to early in the cycle, starting at the
same initial phase for all cells. If the amount of phase shift per cycle is approximately
the same for all cells, the sequence of cells is temporally compressed to a single cycle of
the background oscillation. Adapted with permission from Melamed et al. (2004). (C) A
Nissl-stained horizontal cross section in which the cortical layers are marked. The Roman
numerals indicate cortical layers. A35 and A36, Brodmann areas 35 and 36; CA, cornu
ammonis; dist, distal; encl, enclosed blade of the DG; exp, exposed blade of the DG;
gl, granule cell layer; LEA, lateral entorhinal area; luc, stratum lucidum; MEA, medial
entorhinal area; ml, molecular layer; or, stratum oriens; PaS; parasubiculum; prox, prox-
imal; PrS, presubiculum; pyr, pyramidal cell layer; rad, stratum radiatum; slm, stratum
lacunosum-moleculare. The CA1 is shown in orange. The subiculum is shown in yellow.
The other subregions are explicitly marked. Adapted with permission from van Strien et
al. (2000).
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1.1 Hippocampal formation and phase precession
For the sake of the argument, let us assume an ongoing background oscillation at the
intra-burst frequency of the cells, so we are able to assign phases to the cells’ spikes. How
can the spiking activity be organized such that the spikes of cells representing successive
events are close in time? In one scenario, we can imagine different cells to be phase-locked
to different phases of the oscillation, according to a cell’s position in the behavioral sequence
(Fig. 1.1A). Neighboring positions would thus be encoded by neighboring phases. Unfortu-
nately, the order of events might change for a different sequence, e.g. first running through
the garden, then getting your thumb cut off. Therefore, the firing phase of a cell would have
to be dynamically tuned to fit its position in the sequence, which can be very demanding if a
cell participates in multiple sequences. Alternatively, each cell could start firing at the same
phase, but fire at a slightly higher frequency compared to the background oscillation (Skaggs
et al., 1996; Fig. 1.1B). Consequently, a cell would elicit its first spike at the initial phase,
but then, the longer it stays active, the earlier the following spikes in next cycles would
occur. At the single cell level, the representation of sequences would hence be manifested as
a progressive shift of the phases of spikes with respect to the background oscillation. This
phenomenon has indeed been observed in a brain region called the “hippocampal formation”.1
1.1 Hippocampal formation and phase precession
The hippocampal formation is an evolutionarily very old brain structure belonging to the
limbic system. It consists of the hippocampus and adjacent cortical areas (Fig. 1.1C). The
hippocampus contains multiple subregions: Cornu Ammonis 1 (CA1), Cornu Ammonis 2
(CA2), Cornu Ammonis 3 (CA3), and Dentate Gyrus (DG). These subregions are distin-
guished on the basis of different indicators such as cell morphology, connectivity and gene
expression (Ramón y Cajal, 1893, Lorente de Nó, 1934, Amaral and Lavenex, 2007, Cem-
browski et al., 2016). The hippocampus can be found in all mammalian species but also birds
(Colombo and Broadbent, 2000,Shettleworth, 2003) and fish (Rodríguez et al., 2002,Broglio
et al., 2005) have brain structures that are considered homologous to it. The mammalian
1 There are alternative ideas to bridge the gap between the time scales of (slow) behavioral events and
(fast) neuronal learning. These include “skipping neurons” in synfire chains (Abeles, 1991,Gerstner et al.,
1993,Aviel et al., 2002), slow transitions between different neuronal populations that each represent the
memory of a different event (Abbott and Blum, 1996,Markram et al., 1998, van Vreeswijk and Hansel,
2001) and slowing down the neuronal time scale by large loops spanning multiple brain regions (Kistler




hippocampus plays a major role in the formation and consolidation of memories, as found
by a plethora of lesion studies (Scoville and Milner, 1957,Rosenbaum et al., 2004,Savage et
al., 2004,Lavenex et al., 2006).
Throughout the hippocampal formation, the previously hypothesized background oscil-
lation (p.3) can indeed be found. The so-called theta rhythm oscillates at about 8 Hz and is
observed in both, the extracellular field potential (Arnolds et al., 1980,Bland, 1986,Buzsáki,
2002) and the subthreshold potentials of individual neurons (Alonso and Klink, 1993,Ka-
mondi et al., 1998,Schreiber et al., 2004,Domnisoru et al., 2013). Interestingly, many neurons
oscillate slightly faster than the extracellular field potential, leading to the phenomenon of
phase precession.
The term “phase precession” refers to the fact that the theta phases (i.e. the spike phases
with respect to the theta oscillation) of a neuron’s action potentials successively change from
late to early in the theta cycle over the course of a few theta periods. As mentioned before,
this consistent shift of spike phase might be used to compress behavioral sequences of events
to the time scale of synaptic plasticity.
But what are the events that are represented by the cells? The answer to this question
is not entirely clear. Potential candidates might be spatially tuned cells in the hippocampus
and its surrounding regions. So-called place cells are active when the animal visits a certain
location of the environment (the ‘place field’) and inactive when the animal moves to other
locations (Fig. 1.2A, O’Keefe and Dostrovsky, 1971, O’Keefe, 1976, Wilson and McNaughton,
1993). Place cells can be found in all subregions of the hippocampus proper (CA1: O’Keefe
and Dostrovsky, 1971; CA2: Mankin et al., 2015; CA3: Leutgeb and Leutgeb, 2007; DG:
Jung and McNaughton, 1993) and have been shown to exhibit phase precession (O’Keefe and
Recce, 1993). For hippocampal place cells, it thus seems clear that the events are defined
as visits of the place field. However, the events need not be linked to space at all. Anything
that correlates to the firing of a neuron could potentially be such an event of a sequence.
Another example from the hippocampus are the so-called “time cells”, which are active at a
certain point in time during the waiting period in a delayed choice experiment (MacDonald
et al., 2011,Kraus et al., 2013). In human hippocampus and entorhinal cortex, some cells
respond to complex visual stimuli like faces, houses, and animals (Kreiman et al., 2000). In
regions beyond the hippocampus, many more examples can be found besides visual objects
(Gross et al., 1972,Logothetis and Sheinberg, 1996). Cells can represent things like complex
4
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Figure 1.2: Different types of cells showing movement-related activity in the hippocampal formation.
For each example cell (except for B), the firing-rate map (left) and the animal’s trajectory
in black with superimposed spikes in green (right) are shown. Numbers above the firing-
rate maps are the peak firing rates (in spikes/s). The environment was a 1 m2 box for all
the experiments. (A) Place cell: the cell is active in one particular location of the box.
(B) Head-direction cell: the cell is active when the animal moves in a certain direction,
as demonstrated by the polar plot of the firing rate. This head-direction cell does not
show clear spatial tuning, which can be seen by the scatter of spikes in space. (C) Grid
cell: this type of cell has multiple firing fields which are arranged in a hexagonal grid.
(D) Border cell: the cell is active at one (or more) of the borders of the box. To illustrate
this property, an additional border was introduced to the environment. Modified from
Hartley et al. (2013).
sensory input (e.g. certain odors (Schoenbaum and Eichenbaum, 1995)), higher cognitive
qualities (like attention (Lynch et al., 1977) or planning (Goldman-Rakic, 1987)), or even
represent sequences of events (Allen et al., 2016). For any of these cells to participate in
a sequence that is imprinted in the synaptic weights, it would be hypothesized that they
showed phase precession. So far, this has not been investigated.
More generally, the behavioral correlate of phase-precessing cells is mostly unclear. Phase
precession has been observed in a number of brain regions apart from the hippocampus
(Hafting et al., 2008, van der Meer and Redish, 2011, Malhotra et al., 2012). The most
famous example is the medial entorhinal cortex, a region of associational cortex adjacent to
the hippocampus. It harbors different types of spatially tuned cells: grid cells show multiple
firing fields that are arranged in a hexagonal grid (Fig. 1.2C, Hafting et al.,2005), border cells
are active when the animal moves along a certain boundary of the environment (Fig. 1.2D,
Solstad et al., 2008), head-direction cells are tuned to direction (Fig. 1.2B, Sargolini et al.,
5
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2006, Giocomo et al., 2014), speed cells fire according to the animal’s speed (Kropff et al.,
2015), and cue cells signal the proximity of visual cues in an environement (Kinkhabwala et
al., 2015). It is currently not clear which of them show phase precession. I will try to shed
some light on this question later in this thesis.
1.2 Connectivity in the hippocampal formation
The different subregions of hippocampus and the different layers of medial entorhinal cortex
are highly interconnected (Fig. 1.3, see Moser et al., 2014 for a review). More specifically,
layer II of the medial entorhinal cortex sends output via the “perforant path” to the hip-
pocampal subregion DG, which projects to CA3 via the so called “mossy fibers”. A number
of fibers originate from layer II and project directly to CA3 and CA2. Those connections
are often considered part of the perforant path. From CA3, signals are sent to CA1 – these
connections are called “Schaffer collaterals” – and then on to the deep layers (V and VI)
of the medial entorhinal cortex. This entire series of connections is often referred to as the
“hippocampal loop”. Additionally, cells in layers III, V and VI of the medial entorhinal
cortex directly project to CA1 (“temporoammonic pathway”, also considered part of the
perforant path). Many further connections complicate the picture. As an example, CA2 is
interconnected with CA3, receives input from DG and projects to CA1 as well as back to
layer II of the medial entorhinal cortex. Within the medial entorhinal cortex, all cortical
layers seem to be reciprocally interconnected (Moser et al., 2014).
Considering all these connections raises the question whether phase precession is created
in one subregion and passed on to others (Jaramillo et al., 2014), or whether there are
independent phase-precession generating mechanisms in different subregions. To work our
way towards an answer to this question, we need to know whether phase precession exists in
the different subregions of the hippocampal formation.
The phase-precession phenomenon was first described for cells in CA1 (O’Keefe and
Recce, 1993). Later, Skaggs et al. (1996) reported phase precession also in CA3 and DG.
Finally, Mankin et al. (2015) completed the picture for the hippocampus by demonstrating
phase precession in CA2. Regarding medial entorhinal cortex, Hafting et al. (2008) pioneered
phase-precession investigations. They showed the phenomenon in layers II, V and VI.
All the hitherto mentioned phase-precession studies analyzed the phenomenon in pooled
6
1.3 Single-run analysis of entorhinal phase precession
Figure 1.3: Schematic diagram showing the main excitatory connections between DG, the CA fields,
the subicular complex (SUB), and entorhinal cortex (EC). Adapted from Llorens-Martín
et al. (2014).
data: spikes from one cell were collected over many repetitions of the event, i.e. repeated
traversals of a cell’s firing field. Phase precession was then quantified by measuring the
slope and the correlation between the theta phase and the position or time of all the pooled
spikes. This procedure comes with the disadvantage that the estimated parameters of phase
precession might be blurred by pooling over many runs.
1.3 Single-run analysis of entorhinal phase precession
It seems likely that the behaving animal needs to make use of phase information within
individual runs – it usually does not have the opportunity to pool over multiple runs. Fur-
thermore, according to the sequence-learning hypothesis (Skaggs et al., 1996,Tsodyks et al.,
1996) and also other functional hypotheses like temporal coding (Harris et al., 2002,Mehta
et al., 2002,Huxter et al., 2003,Leibold et al., 2008,Thurley et al., 2008), recall of sequences
(Hasselmo and Eichenbaum, 2005, Lisman et al., 2005) and spatial navigation (Burgess et
al., 1994, Koene et al., 2003, Lengyel et al., 2005), phase precession is expected to occur
during individual events, i.e. in individual field traversals. Until recently, only one study
performed such a single-run analysis: Schmidt et al. (2009) demonstrated phase precession
in individual field traversals in CA1 place cells. Such an analysis had not been performed in
the entorhinal cortex.
Using extracellularly recorded spikes recorded from grid cells in layer II of the medial
7
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entorhinal cortex (Hafting et al., 2008), I analyzed phase precession in a single-run fashion
(Reifenstein et al., 2012). I found that layer II grid cells phase precess in single runs. In those
individual field traversals, the theta phase and the position of the rat on a linear track are
even tighter correlated and slopes are steeper than expected from pooled data. Furthermore,
I showed that phase precession is independent in successively visited grid fields of the same
cell, indicating that different grid fields of the same cell could independently contribute to
sequence learning.
As mentioned above, I explored entorhinal phase precession for rats running on linear
tracks (Reifenstein et al., 2012). At that time, due to the correlation between theta phase
and space, it seemed plausible to assume that theta phase could be used to estimate the
position of the animal. I showed that this estimation could pinpoint the position with an
accuracy of a few centimeters. Furthermore, I found that the theta phase contained more
spatial information than the firing rate for a given firing field. These findings link space
and phase for movements of the animal in one-dimensional environments. But how do the
findings generalize to two-dimensional environments?
I tackled this question in Reifenstein et al. (2014). Apart from the issue of the rat’s
environment, my previous analysis (Reifenstein et al., 2012) had been restricted to cells
recorded in layer II of the medial entorhinal cortex. In Reifenstein et al. (2014), I extended
the analysis to grid cells from all entorhinal layers and performed a single-run analysis to
investigate how differently shaped trajectories through the two-dimensional firing fields affect
phase precession.
It is known that layer II of the medial entorhinal cortex does not consist of only one
population of principal cells. Instead, two populations of excitatory cells, namely “stellate
cells” and “pyramidal cells” can be distinguished. These two populations differ in their mor-
phology (Fig. 1.4, Alonso and Klink, 1993, Tang et al., 2014) and show different projection
patterns. Stellate cells project to the DG, whereas pyramidal cells send output to CA1
(Varga et al., 2010,Kitamura et al., 2014,Ray et al., 2014). Furthermore, stellate cells and
pyramidal cells differ in their electrophysiological properties, such as subthreshold resonance,
firing-rate adaptation and sag potentials (Alonso and Klink, 1993,Engel et al., 2008).
As mentioned before, it has been known that layer II cells show phase precession. But
does phase coding differ between stellate cells and pyramidal cells? Due to methodologi-
cal limitations, it is not simple to address this question. Juxtacellular recordings provide
8
1.3 Single-run analysis of entorhinal phase precession
Figure 1.4: Morphology of (A) a stellate cell and (B) a pyramidal cell in layer II of the medial
entorhinal cortex layer. Adapted from Alonso and Klink (1993).
unequivocal information about cell identity, but are exceedingly difficult and yield short
recording durations. Calcium imaging in optogenetically identified cells allows the experi-
mentator to monitor multiple cells at once, but the temporal resolution is too low to resolve
the timing of individual spikes. In Reifenstein et al. (2016), I circumvented these problems by
employing a computational classification procedure proposed by Tang et al. (2014), which al-
lowed me to separate stellate cells from pyramidal cells in data from extracellular recordings.
The following three sections consist of the studies Reifenstein et al. (2012), Reifenstein et
al. (2014) and Reifenstein et al. (2016). In these chapters, all results and related discussions
are presented. The thesis will conclude with a general discussion that aims to put the findings
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When a rat moves, grid cells in its entorhinal cortex become active
in multiple regions of the external world that form a hexagonal
lattice. As the animal traverses one such “firing field,” spikes tend
to occur at successively earlier theta phases of the local field po-
tential. This phenomenon is called phase precession. Here, we
show that spike phases provide 80% more spatial information
than spike counts and that they improve position estimates from
single neurons down to a few centimeters. To understand what
limits the resolution and how variable spike phases are across
different field traversals, we analyze spike trains run by run. We
find that the multiple firing fields of a grid cell operate as inde-
pendent elements for encoding physical space. In addition, phase
precession is significantly stronger than the pooled-run data sug-
gest. Despite the inherent stochasticity of grid-cell firing, phase
precession is therefore a robust phenomenon at the single-trial
level, making a theta-phase code for spatial navigation feasible.
neural coding | spatial representation | spike-timing code |
oscillator-interference model
Finding and remembering paths to follow through an envi-ronment relies on specialized neural circuits in which sub-
groups of neurons encode different spatial locations. A spatial
region that causes a cell to fire spikes defines a “firing field”; for
instance, place cells in CA1 of hippocampus often have a single
firing field, whereas grid cells in the medial entorhinal cortex
(mEC) have multiple, regularly spaced firing fields that are
arranged in hexagonal grids (1–5).
Spatial location is represented not only in the firing rates of such
cells (Fig. 1A), but also in the timing of spikes relative to global
rhythms in the network (Fig. 1B). A prominent 6- to 11-Hz net-
work oscillation—the “theta rhythm”—modulates the firing pat-
terns of nerve cells throughout the entire entorhinal–hippocampal
formation during exploratory behavior and accompanies the spa-
tial periodicity of rodent grid cells (6, 7). By adding up the spikes
recorded on many runs of the rodent through the same firing field,
Hafting et al. (8) observed a pattern of progressively earlier phases
relative to the theta rhythm for the spikes of layer II mEC grid
cells. This phenomenon is termed phase precession and was first
described in place cells from the hippocampus (9–12).
The observation that spatial position correlates negatively with
the average phase of spikes does not answer the question of whether
the animal can use this phenomenon for estimating its location at
the single-run level. In fact, not only could the average, pooled be-
havior mask the variability of phase precession in single runs, but
even more drastically, single-run phase precession could be un-
related to pooled phase precession. For instance, single runs could
exhibit no or only little phase precession, whereas pooled runs would
exhibit phase precession (Fig. 1C). The spikes on single runs could
even recess in phase, yet still lead to phase precession in the pooled
data. Single-run phase precession could also be stronger than the
pooled runs suggest (Fig. 1D). Moreover, runs with strong phase
precession could be interspersed with runs in which the spikes lock
to a particular theta phase of the local field potential (LFP). There is
also another aspect of grid-cell activity that needs to be taken into
account: From one firing field to the next one visited, the discharge
of a single grid cell may ormay not be correlated.Hence it is an open
question whether the nervous system can actually make use of phase
coding inmEC, notwithstanding the trends seen in pooled data or at
the single-run level in hippocampal place cells (13).
Results
Extracellularly isolated cells from layer II medial entorhinal cortex
and the LFP were recorded by Hafting et al. (8) from rats running
along a linear track, and made available by E. I. Moser (Norwegian
University of Science and Technology, Trondheim, Norway). Many
cells had multiple firing fields, corresponding to different locations
at which the cell spiked (Fig. 1A). To analyze the relationship be-
tween the timing of spikes and the background theta rhythm in the
LFP, we computed an instantaneous theta phase of the LFP by
taking the Hilbert transform of the LFP signal, band-passed be-
tween 6 and 11 Hz. During the traversal of a single grid field, the
firing rate first rises and then falls (Fig. 1A). At the same time, the
average spike phase relative to the ongoing theta rhythm decreases
(Fig. 1B). Hence, both the phase and the number of spikes within
a theta cycle are a function of the rat’s positionwithin the firingfield.
To quantify phase precession, regression analyses were per-
formed. Because phase is a circular variable, traditional linear
correlation analysis, as in Hafting et al. (8), may yield slope and
correlation estimates that do not reflect the true structure in the
data (Fig. S1). Therefore, we turned to circular–linear methods
(14, 15). Indeed, the median linear correlation for a set of 291 grid
fields from 67 cells, pooled across runs for each field, is found to
be −0.28 ± 0.02, whereas the median circular–linear correlation
coefficient is only −0.05 ± 0.04.
Such weak correlations could imply that the theta phase of spikes
in single entorhinal grid cells is not a reliable indicator of spatial
location, so we asked how well the phase of spikes relative to the
theta LFP predicts the rat’s position comparedwith the spike count.
For any single run through a given location, the number and phase
of a grid cell’s spikes varies. By pooling over different runs through
a grid field, we map the joint probability distribution of the rat’s
position and either the spike count or the spike phase (Fig. 2 A and
B). Kernel density methods yield smoothed estimates for these
distributions (Materials and Methods). In the example of Fig. 2A,
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the most likely number of spikes within a theta cycle, given that the
grid cell spiked at all, was always one, regardless of the rat’s position
within the grid field. Higher numbers of spikes only occurred to-
ward the center of the grid field. Likewise, any particular location
on the linear track leads to a specific range of possible phases for
the first spikes within a theta cycle (Fig. 2B).
To quantify the effect of these uncertainties, we estimated the
information the two different spike measures convey about the
position. If position and phase were statistically independent, for
instance, their joint probability pX ;Θðx; θÞ would be equal to the
product of the marginal probability distributions, pX ðxÞpΘðθÞ;
Fig. 2C shows that this is not the case. Here, the joint probability
clearly exceeds the product of the marginals along a negatively
slanted diagonal throughout the grid field.
Different positions within a grid field map onto different
expected spike phases; however, firing rates rise toward the
center and then fall again, so that generally two positions are
associated with the same average spike count. This ambiguity
implies additional uncertainty, reducing the information avail-
able in the spike count to about half of that contained in the
spike phase (0.102 ± 0.005 vs. 0.18 ± 0.01 bits/cycle). On a grid
field-by-grid field basis, too, phase conveys more information
about position than spike count (P < 0.001; Fig. 2D).
How precisely can one estimate the rat’s position from the
theta phase or spike count? A lower bound on the accuracy can
be given by estimating the Fisher information (see Materials and
Methods) using the kernel density estimates of the probability
distributions. On average, the spike count allows one to dis-
criminate nearby positions down to 9.3 ± 0.6 cm, whereas the
theta phase differentiates positions to an accuracy of 5.8 ± 0.6
cm, i.e., about 1/10th of the grid field’s size (56.0 ± 1.2 cm).
Information measures based on pooled data, however, reveal
nothing about spatial encoding in single runs. For instance, the
phase precession shown schematically in Fig. 1 C and D would
yield the same average information between position and phase.
A run-by-run analysis is warranted.
Just how few spikes participate in phase precession can be
appreciated by a closer examination of single runs. In over half
the runs, fewer than five spikes were elicited. Often, spikes on
a single run reflect a nearly linear progression of phase with
position (Fig. 3A); in some cases, connecting the spikes by lines
in the phase vs. position diagram reveals a zigzag pattern in
which one or more spikes follow the leading spike in a given
theta cycle (Fig. 3B). Such “follower” spikes within the same
theta cycle amount to about one-half of all spikes and occur with
highly variable phase delays that can be >908. After removing
these unreliable spikes and considering only the leading spikes,
a clearer signature of phase precession emerges (Fig. 3 C and D),
even though the median number of spikes drops from five to
three (Fig. 3E).
The median correlation in single runs is −0.33 ± 0.03 for
leading spikes, compared with −0.24 ± 0.02 for all spikes (Fig.
3F, n = 5,948 runs with more than two leading spikes), although
the distribution of correlation values is extremely broad; in fact,
all possible correlation values from −1 to +1 are observed (Fig.
3G). The average slope, which measures the theta phase shift per
distance traveled, changes from a mean value of −9.6 ± 0.1
degrees (deg)/cm for all spikes to −11.1 ± 0.1 deg/cm for the
leading spikes (Fig. 3H; n = 5,948). The SD of either underlying
distribution is large: 11.7 deg/cm for all spikes and 9.3 deg/cm for
the leading spikes (Fig. 3I). Nonetheless, the difference in the
mean slope of 1.5 deg/cm is highly significant (P < 10−5).
Pooling can conceal the properties of phase precession during
single runs. Comparing the pooled leading spikes to the leading
spikes on single runs, the median correlation coefficient in many
grid fields is more negative on single runs (Fig. 4A; P < 0.001).
Apart from the inherent variability manifest in Fig. 3, the sche-
matic of Fig. 1D, therefore, resembles phase precession on single
runs: the average phase slope is about 30% more negative and
significantly less variable than the pooled slope (Fig. 4B; paired
t test: P < 0.001).
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C D
Fig. 1. The animal’s position within the firing field modulates both the firing
rate and theta phase. (A) Average firing rate of a grid cell for a rat running 42
times from left to right along a linear track. (B) The phase relative to the
ongoing theta rhythm of all spikes from the leftmost grid field in A. Each dot
depicts a single spike. (C and D) Hypothetical cases for which the relationship
between the spike phase and the animal’s position differs radically between
single runs and pooled-run data. (C) Example in which spikes tend to be phase
locked to the LFP oscillation, so that all subsequent spikes in later theta cycles
follow at about the same phase as the initial spike. If the phase of the initial
spike depends on the spatial coordinate, then the pooled-run data can mimic
phase precession. (D) Phase precession in single runs can also be stronger than
suggested by pooled data. Pooled phase precession in C and D is identical and
could thus belie the phase–position relationship in single runs.
Fig. 2. The phase of spikes relative to the theta rhythm and the spike count
per theta period convey spatial information. (A) Smoothed probability density
of the position and the spike count in a theta cycle, pX;Nðx;nÞ, obtained by
kernel density estimation (Materials and Methods) for the grid field depicted
in Fig. 1B. The probability density (color bar) is normalized relative to the
maximum value. Observed counts are indicated by red dots. (B) Normalized
joint probability density of the position and phase of spikes relative to its theta
cycle, pX;Θðx; θÞ, for the same grid field. Red dots depict the phase of the first
spike in each theta cycle, measured across different theta cycles and different
runs. The average phase decreases as a function of position, whereas the spike
count’s relationship to position is inherently ambiguous: for instance, the av-
erage spike count at x ≈ 20 cmðn ≈ 1:75Þ is nearly the same as that at
x ≈ 40 cmðn ≈ 1:65Þ, whereas the (circular) average phases are 2858 and 1048,
respectively. (C) The difference pX;Θðx; θÞ−pX ðxÞpΘðθÞ reflects the strong cor-
relation between phase and position induced by precession. (D) Theta phase
conveys more information about position than does spike count ðp< 0:001Þ, as
demonstrated by compound data from all grid fields (n = 166).
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To test whether the changes in the correlation coefficients and
slopes of phase precession could be explained by the low number
of leading spikes in single runs, we drew surrogate runs at ran-
dom from the pooled data of leading spikes, using the same
spike-count distribution as in the actual single runs. For each
grid field (n = 291), we computed the median circular phase–
position correlation in surrogate and actual single runs, as be-
fore. The median of the median correlations in surrogate and
actual single runs was r = −0.29 ± 0.02 and r = −0.34 ± 0.05,
respectively. Per grid field, the phase precessed at −10.9 ± 0.1
deg/cm in surrogate single runs, and at −11.2 ± 0.3 deg/cm in the
actual single runs (Fig. 4C); though the mean values were not
significantly different, the underlying distributions for the slopes
differed between surrogate and actual runs (Fig. 4D).
Remarkably, the mean single-run slopes are less variable
across grid fields than the pooled-data slopes across grid fields
(Fig. 4D): 4.7 deg/cm (SD) for single runs vs. 6.0 deg/cm. In
particular, the pooled data for some grid fields show no phase
precession or even phase recession (zero or positive slope in the
phase vs. position diagram). However, with the exception of four
grid fields, the majority of single runs always precessed (Fig. 4B).
Unlike the firing fields of place cells, grid fields regularly re-
peat. If phase precession codes the animal’s position, instead of
being just a side effect of the theta rhythm, we need to in-
vestigate whether neural activity in one field depends on activity
in the field visited previously (Fig. 5). Across runs, we compared
the phase of the first spike in the present field with the phase of
specific spikes in the prior field: the first spike (Fig. 5B), the last
leading spike (Fig. 5C), or the last spike (Fig. 5D). For all three
combinations, the joint probabilities were indistinguishable from
the product of the respective marginal distributions, as shown by
a generalized Kolmogorov–Smirnov test (P = 0.83, P = 0.74,
P = 0.74, respectively; Materials and Methods). Similarly, neither
the number of spikes (P = 0.81), nor the leading spike count
(P = 0.99), nor the phase-precession slopes (all spikes: P = 0.94,
leading spikes: P = 0.94) exhibited any significant field-to-field
dependencies on single runs. We also asked whether phase
precession in the next field is simply an extension of the pre-
cession in the previous field, as forecast by elementary oscillator-
interference models for the generation of grid fields (16). Ex-
trapolating the regression line fitted to one field failed to predict
the phase of the first spike in the next field, however (Fig. 5 E
and F; circular correlation r= 0.01, P= 0.64). The same was true
when we also took the number of elapsed theta cycles into ac-
count (circular correlation r = −0.01, P = 0.64). To reveal subtle
effects that might not have been captured by the above analyses,
we finally tested whether single-run deviations from the mean
response in each field (measured as the phase of the first spike,
phase-precession slope, spike count, leading spike count, or
leading spike slope) were correlated along the rat’s track, but did
not find any significant trends (circular correlation r= 0.015, P=
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Fig. 3. Phase precession in single runs through gridfields. In each run,multiple
theta cycles occur within a grid field. (A and B) Two typical single runs (red and
blue squares connected by thin solid line; red squares, leading spikes; blue
squares, later spikes within the same theta cycle, as sketched in the Insets)
through the gridfield shown in Figs. 1 and 2. Solid lines depict the circularfit to
the single runs; dashed lines depict circularfit to all runs. Spikes fromother runs
through the grid field are shown in light gray. The slope s and the correlation
coefficient r are given above the graphs. (C) Regression fit to all spikes across all
runs through the grid field. (D) Regression fit to all of the leading spikes within
each theta cycle of this grid field, after discarding any later spikes within the
same cycle. (E) Histograms of spike counts per single run and grid field for all
firing fields and grid cells (black line, median: 5) and for only the leading spikes
(red line, median: 3). (F) Median circular correlation coefficient of all spikes and
of leading spikes on single runs (−0.24± 0.02 vs.−0.33± 0.03). (G) Histograms of
single-run correlation coefficients for all spikes (black line) and for leading
spikes (red line). The two distributions are significantly different (Kolmogorov–
Smirnov test: P< 0.001). (H) Slopes of circularfits for all spikes in a single run and
for leading spikes (−9.6± 0.1 vs. −11.1± 0.1 deg/cm). (I) Histogram of the slopes
fitted to all spikes and to only leading spikes. Some 9.7% of the slopes fall
outside of the range shown. The two distributions differ significantly from one
another (Kolmogorov–Smirnov test: P < 0.001).
A B
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Fig. 4. Pooling spikes across runs distorts salient features of phase pre-
cession. Shown are results for the leading spikes in each theta cycle; aver-
aged data from a single grid field are denoted by a dot. (A) The median
single-run phase–position correlation is more negative than the pooled-data
correlation (Wilcoxon rank-sum test: p< 10− 5, n = 291). (B) The mean single-
run slope is less variable than the pooled slope (paired t test: p<10− 5). (C)
The phase changes ∼30% more rapidly with position in single runs than
predicted by the pooled runs, yielding a steeper slope (−11.2 ± 0.3 vs. −8.6 ±
0.3 deg/cm, averaged per grid field, not per run). The slopes of artificial,
surrogate single runs (−10.9 ± 0.1 deg/cm) and actual runs are not signifi-
cantly different. Surrogate single runs for a grid field were created by
drawing leading spikes from the pooled data of that field, and the number
of spikes in surrogate runs matched the number of spikes in the actual runs.
(D) Circular regression of phase vs. position is more variable across grid
fields if multiple runs are pooled first. The SD in the slope of pooled phase
precession is 6.0 deg/cm, compared with 4.7 deg/cm in the mean slope of
single runs.









0.31; Pearson’s r= 0.01, P= 0.53; Pearson’s r= −0.02, P= 0.09;
Pearson’s r = 0.002, P = 0.89; Pearson’s r = −0.002, P = 0.99;
respectively). Together, these findings indicate that the different
firing fields of a grid cell provide independent information to
downstream processing stages in the hippocampus.
Discussion
The negative correlation between a rat’s location and the theta
phase of grid-cell spikes (8, 17) invites the conjecture that the ani-
mal’s brain works with these phases to navigate through the envi-
ronment. This conjecture is at the core of various computational
models (10, 16, 18) but had not been tested on experimental data. In
the present analysis, we used the spike trains from single entorhinal
grid cells recorded by Hafting et al. (8) to estimate the spatial in-
formation conveyed by theta phase and spike count, and studied the
differences between single runs and pooled runs through grid fields
as well as relations between individual grid fields.
Given the trial-to-trial variability of the theta phase of spikes
throughout the entorhinal–hippocampal complex, one needs to
prove that the phase contains useful information about the animal’s
position. This task is not always trivial: for an ensemble of simul-
taneously recorded, phase-precessing neurons in hippocampal
CA1, Jensen and Lisman (19) used a Bayesian reconstruction al-
gorithm to show that adding phase information improves the spatial
resolution more than simply using the firing rate, narrowing the
uncertainty from 4 cm to 3 cm under ideal conditions. However, an
earlier study found that including the phases in the reconstruction
algorithm led to no improvement (20).
For grid cells, firing fields repeat in a regular pattern. The spike
phase of a single cell yields an instantaneous position estimate that
is local and unique up to the intrinsic length scale of the grid. The
coherence of the ongoing theta rhythm and cell-intrinsic mecha-
nisms might induce dependencies between the discharge patterns
evoked in different grid fields of the same cell. Our analysis shows
that this is not the case (Fig. 5), and that each firing field of a grid
cell can be regarded as an independent encoder of physical space.
Because the animals were moving rapidly, passing through suc-
cessive grid fields within as few as 10 theta cycles, this is a surprising
result. Our finding suggests that the neural noise level is small
enough to enable single-run phase-precession patterns within a grid
field, yet large enough to decorrelate the activity from field to field.
This interpretation is in accordance with in-vitro data (21) that
show that EC stellate cells generate stochastic sub-threshold
membrane potential oscillations whose low coherence may be
responsible for the fast decorrelations observed in vivo.
As grid fields independently encode position in the phase, each
one can be considered in isolation, so that we can estimate prob-
ability distributions for position and phase from pooling multiple
runs through individual grid fields. Here, we found that the spike
count within a theta cycle resolved the rat’s position within a grid
field to an average accuracy of 9.3 cm, whereas the spike phases
improves that value to 5.8 cm, only little more than 1/10th of the
mean grid-field size of 56 cm.
Phase precession on single grid-field traversals differed qual-
itatively from the average phase precession obtained by pooling
many runs. In single runs, the change in phase with distance
traveled was more pronounced, and the measured correlation
between position and phase was more negative. Using surrogate
data to take sample-size effects into account revealed that both
observations are compatible with the reduced number of spikes
in single runs. We conclude that phase precession is clearly
present in the behaviorally relevant situation and that traditional
pooling underestimates its strength by ∼30%.
In the hippocampal CA1 region, the correlations between phase
and position also tend to be more negative on single runs (13). A
cardinal difference between entorhinal grid cells and hippocampal
place cells exists, however: inside a CA1 cell’s place field, bursts
frequently occur within theta cycles; a grid cell, in contrast, fires
comparatively few bursts. The median number of spikes elicited
during the traversal of a place field is ten (13), much higher than
the five spikes in a grid field. Nonetheless, the leading spike in each
theta cycle yielded a clear signature of phase precession in mEC.
These leading spikes might be effective triggers of spiking activity in
other areas—a much longer time delay (median: 92 ms) precedes
them, compared with the delay that precedes follower spikes
(median: 12 ms), so that the effect of leading spikes will be less
prone to synaptic depression and adaptation downstream. Phase
precession in place cells could thus be inherited from the phase
precession of the leading spikes in mEC. Assuming that precisely
timed activity of multiple grid cells is required to fire a single place
cell, one might expect a reduction of the single-run phase range
from EC to hippocampus. Indeed, the median single-run phase
precession in entorhinal grid cells is 2508, whereas Schmidt et al.
(13) observe that phase precession in CA1 during single runs typ-
ically extends over 1808, or half the full range of phases from 08 to
3608 encompassed by pooled-run data.
Phase-precessionmeasures inmEC grid cells were highly variable
across single runs (Fig. 3 F–I), and the same phenomenon is ob-
served in CA1 place cells. Information quantifies the uncertainty
induced by variability, without pinpointing the source of uncertainty.
Intrinsic noise, spike time jitter, and the LFP itself all contribute.
Population rhythms sculpt the timing of spikes (22–24), yet
the LFP’s theta phase is not synchronized to the location of the
rat: at the moment when the rat enters a grid field, the theta
phase is different on every run. In contrast, the oscillation phase




Fig. 5. Relation between successivefiringfields of a grid cell. (A) Thefirst-spike
phase in field n + 1 (Right) could depend on various parameters of the cell’s
activity in field n (Left), such as the phase of the first spike, phase of the last
leading spike, or phase of the last spike. As in Fig. 3, leading spikes are drawn in
red, followers in blue. (B–D) The corresponding joint-probability distributions
togetherwith the respectivemarginal probabilities. The product structure of the
joint-probability distributions indicates that the individual firing fields of one
grid cell operate as independent encoders of physical space. In line with this
observation, phase precession in one field does not predict the phase of the first
spike in the next field, as illustrated in E and evidenced by population data (F).
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presentations of the same stimulus (25, 26). Cells throughout the
mEC show a preference for spiking at particular phases of the
theta and gamma rhythm in the LFP (17, 27); precession implies
that the preferred phase shifts as the rat traverses the cell’s firing
field. The difference between the initial phase upon grid field
entry and the preferred phase for spiking will affect when, and
hence where, a grid cell will spike first. As a consequence, the
pooled portrait of phase precession can be interpreted as the
sum of the steeper phase precession sequences on individual
runs; on each run, the line of phase precession is subject to
a variable lateral shift along the position axis. Four factors,
however, complicate this simple picture. First, single-run phase
precession is not only steeper, on average, but also highly vari-
able. Second, many entorhinal grid cells skip different theta
cycles on different runs (27, 28). Third, the theta band LFP itself
is noisy and not perfectly coherent in time. Fourth, any coupling
to the gamma-band LFP will also shift the timing of grid cell
spikes and thereby perturb the map between theta phase and the
rat’s position.
As the wide-range synchrony in the theta LFP organizes the
spiking across different neurons (28), the single-run characteristics
of phase precession, including the field-to-field independence, be-
come decisive, and not the averaged precession properties derived
from pooling over multiple runs. Indeed, firing sequences in simul-
taneously recorded place cells in CA1 have been shown to be more
highly structured than predicted from the pooled, average phase–
position relationship (29); the same may hold true for simulta-
neously recorded grid cells in mEC, but this remains to be seen.
Materials and Methods
Both published and previously unpublished data recorded by Hafting et al. (8)
were reanalyzed (http://www.ntnu.no/cbm/moser/gridcell). In these experi-
ments, grid cells were recorded extracellularly from layer II in the mEC of
eight rats that ran on a linear track (length: 320 cm). Data include single-unit
activity, the LFP sampled at a frequency of 250 Hz, and the position of the
rat, as tracked by a diode fixed to the animal’s head (8).
For our analysis, the spikes on each run were partitioned into firing fields,
using the same criteria as Hafting et al. (8). Grid fields on runs from left to
right were not generally the same as grid fields on runs in the reverse di-
rection, and so were treated separately. Runs from right to left were mir-
rored for the data analysis, so that fields are always entered from the left
and exited on the right. A total of 291 grid fields from 67 units were ana-
lyzed. Unlike Hafting et al. (8), we did not exclude fields with low spatial
coherence between neighboring bins. In total, there were 9,561 single runs.
The number of single runs per grid field ranged from 6 to 97. The raw LFP
signal was filtered in the theta range (6–11 Hz). Using the Hilbert transform
of the filtered signal, every spike was assigned an instantaneous theta
phase. Two sets of spikes were considered: (i) the set of all spikes in a grid
field and (ii) only the first spikes in each theta cycle (these spikes were
termed leading spikes). In these two sets, there were 66,365 and 31,734
spikes, respectively. The phase precession properties associated with the
leading spikes also held for other methods of choosing a single spike within
a theta cycle (e.g., the average or the last spike in each theta cycle).
Phase precession was quantified by two measures (13–15): the slope s from
circular–linear regression, which results from fitting the model θ ¼ s · ðx − x0Þ

















and the circular–linear correlation coefficient
r ¼
P
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where θi denotes the theta phase of the i-th spike, φi ¼ s · xi mod 2π is a








and θ ¼ arg1nPnj¼1expðiθjÞ are the circular sample
mean values (14).
Linear–linear correlation (30) is inherently ambiguous, because phase is
a circular variable. Typically, one adds a phase offset to all spike phases in a
given grid field and searches for the offset that leads to the largest (abso-
lute) correlation. As a consequence of the optimization step, the estimated
linear–linear correlation coefficient is nonzero, even if phase and position
are completely uncorrelated (14, 15). When sample sizes are small, this effect
is exacerbated. In contrast, the median circular–linear correlation coefficient
is independent of any phase offset and is much more conservative, yielding
lower values for the correlation coefficients, as also observed by Huxter et al.
(31) in CA1. Fig. S1 compares the values of the linear–linear and circular–
linear fits across all grid fields in the data set. The circular–linear slopes
provided a better visual match to the data and were much steeper, on av-
erage, than the original mean value of −2.77 ± 0.31 deg/cm (8), which was
derived by averaging across linear regressions.
The statistical likelihood of observing specific properties of phase precession
in single runs was estimated by drawing surrogate runs from the pooled data.
Each spike is associated with a position and a phase, so that the set of all
(position, phase) pairs from actual runs is fðxi ; θiÞg. For each true run, a sur-
rogate run with the same number of spikes was created, drawing the position
and phase for each spike randomly from fðxi ; θiÞg without replacement.
Mutual information is used to estimate how well the rat’s position is
encoded in the theta phase of action potentials or in the spike count within
individual theta cycles. For two random variables, X and Φ, the mutual in-

















where pΦ;X ðφ; xÞ denotes the joint probability density of the two random
variables, and pΦðφÞ and pxðxÞ are the marginal probability densities.
Whereas themutual information reflects the global uncertainty about one












measures the local uncertainty. Here, pΦjX ðφjxÞ is the conditional probability
of observing a theta-based variable φ given a position x. It can be shown that





Though an ideal observer can, in many instances, construct an estimator that
reaches the lower bound, it should be stressed that not all estimators are ideal
(20), and that we measure the theoretical resolution limit. Both information
measures require knowledge of the underlying probability distributions.
Because the data are finitely sampled, the distributions can only be ap-
proximated. For this purpose, we use the kernel density estimation method
described by Botev et al. (32). The number of measured spikes was sufficient
to estimate the probability density in 166 grid fields.
Unless stated otherwise, the SEM is used as the measure of uncertainty. To
test for significance, we generally used two-sample two-tailed t tests, testing
for equal means of the two data samples. Because correlation coefficients
turned out to stem from strongly skewed distributions, median values are
given together with their 95% confidence intervals. The Wilcoxon rank-sum
test was used to test whether the medians of two sets of sampled correlation
data were the same. To test whether two data samples stem from the same
underlying distribution, the Kolmogorov–Smirnov test was applied. Its 2D
extension due to Fasano and Franceschini (33) tested for potential field-to-
field dependencies by comparing the measured joint probability distribution
with the product distribution obtained from the respective marginals. Here,
mean P values were obtained from 100 data shuffles. In general, the P value
indicates the likelihood of observing a result that is as least as extreme as the
one that was actually observed, assuming that the null hypothesis (equal
means, equal medians, or same distribution, respectively) is true. P < 0.05
was considered significant.
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Fig. S1. Comparison of phase–position correlation measures for pooled runs from 67 units with a total of 291 grid fields (1). (Upper) The linear–linear cor-
relation yields a bimodal distribution, whereas the circular–linear correlation (Materials and Methods) results in a unimodal distribution. Note that the linear–
linear correlation is never zero. Selected examples are highlighted in red and numbered—the phase–position diagrams for these cases are displayed below
(Lower). Clusters of phases can bias both the circular–linear and the linear–linear fit, so that the estimated slope in the phase–position diagram becomes
positive (examples 1 and 2). However, even when both fits yield a negative correlation (in the absence of bimodality), the linear–linear fit typically under-
estimates the slope of phase precession (examples 3 and 4). Aberrant linear–linear correlation fits were also noted by Hafting et al. (in supplementary figure
10A of ref. 1).
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Abstract
As a rat moves, grid cells in its entorhinal cortex (EC) discharge at multiple locations of the external world, and the firing
fields of each grid cell span a hexagonal lattice. For movements on linear tracks, spikes tend to occur at successively earlier
phases of the theta-band filtered local field potential during the traversal of a firing field – a phenomenon termed phase
precession. The complex movement patterns observed in two-dimensional (2D) open-field environments may
fundamentally alter phase precession. To study this question at the behaviorally relevant single-run level, we analyzed
EC spike patterns as a function of the distance traveled by the rat along each trajectory. This analysis revealed that cells
across all EC layers fire spikes that phase-precess; indeed, the rate and extent of phase precession were the same, only the
correlation between spike phase and path length was weaker in EC layer III. Both slope and correlation of phase precession
were surprisingly similar on linear tracks and in 2D open-field environments despite strong differences in the movement
statistics, including running speed. While the phase-precession slope did not correlate with the average running speed, it
did depend on specific properties of the animal’s path. The longer a curving path through a grid-field in a 2D environment,
the shallower was the rate of phase precession, while runs that grazed a grid field tangentially led to a steeper phase-
precession slope than runs through the field center. Oscillatory interference models for grid cells do not reproduce the
observed phenomena.
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Introduction
Large-scale oscillations can organize the spikes of individual
neurons [1]. In some cases, neural discharges are precisely
orchestrated such that spike phases relative to an ongoing
oscillation of the local field potential (LFP) convey information
about a visual scene, the identity of a memory item, or the location
of an animal [2–4]. The entorhinal-hippocampal complex in
rodents, for instance, exhibits prominent LFP oscillations in the
theta band (6–11 Hz) when the animal explores its environment.
For certain neurons within this complex, the theta-band spike
phase decreases with distance traveled through the neuron’s firing
field, a phenomenon known as phase precession [5].
Many neurons in the entorhinal-hippocampal complex are
spatially tuned. Grid cells in the medial entorhinal cortex (mEC)
form some of the most elaborate spatial firing rate maps known –
multiple receptive fields arranged in a hexagonal grid [6].
Hippocampal place cells, in contrast, often have only a single
firing field in a given environment, although firing fields do repeat
under certain conditions [7–10].
On linear tracks, grid cells show phase precession [11], just as
place cells do. In two-dimensional environments, the spikes of
place cells as well as grid cells precess in pooled-run data [12–14],
but it is unknown whether the same is true for individual field
traversals. Single-run phase precession has been shown for linear-
track data from hippocampal place cells [15]. For entorhinal grid
cells, the spacing and size of firing fields differs between one- and
two-dimensional environments [11,16]. Moreover, a rat’s behavior
changes within these two environments: on a linear track, the
animal runs in a stereotyped, goal-directed manner, while foraging
in a two-dimensional environment, the animal’s trajectories and its
running speed are highly variable. Paths can curve, go through the
center of the grid field, or swerve and miss it completely; the time
spent in the grid field varies as the rat slows down or speeds up.
These factors might severely change or even obscure the
signatures of grid-cell phase precession. Therefore, we examined
phase-precession on a run-by-run basis in two-dimensional
environments – a strategy previously applied to linear-track data
[15,17,18]. We first evaluated phase-precession properties in
dependence upon the properties of the two-dimensional path.
Because cells in different mEC layers differ in their preferred spike
phases [17], we also investigated the layer specificity of phase
precession at the single-run level.
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The results of our data analysis provide additional constraints
for computational models. One class of model relies on a baseline
theta oscillation and additional oscillators whose frequencies
increase linearly with speed along certain preferred directions
[19,20]. As the carrier frequency of the resulting beat pattern is
higher than the baseline frequency, spikes will precess relative to
this baseline. Other models explain grid fields through attractor
dynamics [21–23]. Yet attractor networks do not intrinsically
explain phase precession, but require additional mechanisms, such
as after-spike dynamics [24] or oscillatory interference [22]. An
intracellular ramp depolarization poses another common expla-
nation for phase precession [25]. However, it does not explain
phase precession at the edges of a firing field. Therefore, we focus
on different versions of the oscillatory interference model and ask
whether they can reproduce single-run phase precession as in the
experimental data.
Materials and Methods
We reanalyzed – both published and previously unpublished –
data that were recorded by Hafting et al. [11] and Sargolini et al.
[26]. In these experiments, extracellular recordings were per-
formed in the medial entorhinal cortex (mEC) of 7 rats that
explored a 1 m2 square box [26] or ran on a linear track [11].
Data include sorted single-unit activity, the local field potential
(LFP) sampled at 250 Hz and recorded from the same electrode as
the spiking activity (low-pass filtered at 500 Hz, single pole), and
the position of the rat, which was tracked by a diode fixed to the
animal’s head. The data recorded by Hafting et al. [11] and
Sargolini et al. [26] are available at http://www.ntnu.no/cbm/
moser/gridcell.
For our analysis, spikes were partitioned into firing fields, and
each spike was assigned spatial coordinates, convolving these
coordinates with a Gaussian kernel of width 5 cm and dividing by
the time spent at each location resulted in a firing-rate map. The
borders of a candidate firing field were obtained by initially
thresholding the firing-rate map at 20% of the overall peak rate
(bin size: 1 cm61 cm). Those borders were then further extended
to 20% of the individual firing field’s peak rate. Fields with an area
of less than 200 cm2 or a circumference of more than 160 cm were
excluded from the analysis (74 out of 388); the remaining grid
fields were almost circular. We also tested different values for the
initial firing-rate threshold (see Fig. S1 in File S1), which led to
either smaller fields (threshold of 25%) or even merged fields (low
threshold values like 5% or 10%). We were able to replicate all of
our findings for a threshold value of 15%.
For each cell the gridness score [27] was calculated. Cells with a
gridness score of less than 0 were excluded from the analysis.
Eighty-seven units with a total of 314 grid fields were analyzed. As
the borders of the environment limit an animal’s movements, we
separately analyzed the dependence of phase precession on the
properties of the rat’s path by considering the 115 grid fields that
had no overlap with the boundaries of the box; we confirmed that
the results presented for all 314 grid fields were not affected by the
overlap of fields with the boundaries. The average area of the 115
central fields was 509 cm2, corresponding to an average field
diameter of 24.9 cm if one assumes a circular field shape.
All told, there were 7139 single-firing-field crossings, or ‘‘runs’’;
on 4396 of these, the cell fired spikes. For each run, four properties
were assessed: (1) path length, measured along the animal’s
trajectory from entry to exit of the firing field; (2) path tortuosity,
the ratio of the actual path length to the length of the straight line
connecting entry to exit; (3) path eccentricity, measured as the
shortest distance between the path and the location of the
maximum firing rate within the field (the ‘‘firing-field peak’’), and
(4) average speed within the firing field. The statistics of these run
properties are shown in Figure 1. Note that many runs were short,
straight, and tangential. These runs usually showed only little
spiking activity. Runs with a tortuosity of ,1.4 were considered
‘‘straight runs’’. We also checked that our main results still hold if
only runs were taken that lasted at least 3 theta cycles and on
which the rat did not move slower than 1 cm/s at any time during
field traversal (see Figures S3, S4 and S5 in File S1).
The LFP signal was band-pass filtered in the theta frequency
range (6–11 Hz). Every spike was assigned an instantaneous theta
phase, using the Hilbert transform of the filtered signal. This
procedure sets phase 0u to the ascending slope of the oscillation;
the peak hence is associated with a phase of 90u. In contrast,
Hafting et al. [11] defined the peak of the oscillation as phase 0u.
Phase precession was quantified by two measures [15,18,28]: first,
the slope m from circular-linear regression, which results from
fitting the model h~ m (x{x0) to the data (where h is the phase,
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Due to the circular nature of the phase variable, fitting the
phase-precession slope m is often ambiguous for low spike
numbers. The analysis was therefore performed on runs with
more than four spikes (n = 2466). Results were similar if this
criterion was changed to require more than 3, 5 or 6 spikes per run
(Fig. S6 in File S1). To avoid overfitting the data by a helix that
spirals around the phase-position cylinder many times, we
restricted slopes to [260,60] deg/cm. Restrictions to [250,50]
and [280,80] deg/cm gave similar results (Fig. S7 in File S1).
To assess directional influences on phase precession, we
measured the linear-circular correlation [30,31] between entry
direction to the firing field and phase-precession slope on a field-
by-field basis. Note that this measure is different from the circular-
linear correlation used throughout the manuscript: for the analysis
shown in Fig. 2D, the angular variable is the independent variable,
whereas in the remaining manuscript the angular variable is the
dependent variable. The linear-circular correlation takes values
between 0 and 1 and allows for the calculation of a p-value. P-
values below 0.05 were used to indicate a statistically significant
correlation. To reliably measure the correlation and p-value, only
Grid-Cell Phase Precession in 2D Environments
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fields that contributed more than four runs were included in this
analysis.
To test for significance of a difference between mean values of
two data samples, we generally used two-sample two-tailed t-tests.
As correlation coefficients turned out to stem from strongly skewed
distributions, the Wilcoxon rank-sum test – assessing whether the
medians of two sets of sampled data are the same – was used to
analyze correlations. To compare the means of multiple groups,
we used one-way ANOVA. Moreover, to disentangle the
influences of path length, tortuosity, eccentricity, and speed on
the phase-precession slope, a 4-way ANOVA without interaction
terms was used. P-values were obtained by comparing the full
model to a reduced model without the factor in question; e.g. for
path length, the full model (4 parameters) was compared to a
model that contained only tortuosity, eccentricity, and speed.
We used the Rayleigh test to test for circular uniformity.
Additionally, we used the vector strength to quantify theta phase
preference. The p-value indicates the likelihood of observing a
result that is as least as extreme as the one that was actually
observed, assuming that the null hypothesis (‘‘equal means’’,
‘‘equal medians’’ or ‘‘data is uniform’’, respectively) is true. The
null hypothesis was rejected when p,0.05.
Three variants of the oscillatory interference model were
implemented [19,32]. In the first two models, a voltage-like
variable v~P3i~1 cos(hi)zcos(vst)½  results from the threefold
superposition of cosines, with
dhi
dt
~vszb:s:cos w{wið Þ, where
b~2p:0:022cm{1 and vs~2p:f s with f s~10 Hz. The parame-
ters s andw are the speed and direction of the animal’s movement.
The preferred directions wi of the three oscillators were chosen to
be 60u apart for the first version and 120u apart for the second
version of the model.
In the third model of oscillatory interference, three pairs of
oscillators were used, for a total of six. By imposing half-wave
rectification, the frequency of each oscillator never falls below the
theta frequency vs~2p:fs with f s~10 Hz. The equation for the
voltage-like variable reads v~P3i~1 cos(hi,1)zcos(hi,2)½  with
dhi,1
dt




(wizp)ÞÞ. Here, H(x)~xifxw0, but is zero otherwise. The three
preferred directions were 0u, 60u, and 120u.
In all versions of the model, spikes were produced by applying a
threshold to the voltage variable. Spikes phases were assigned with
respect to the baseline oscillation at an angular frequency vs.
Thresholds were chosen to approximate grid-field sizes in the
experimental data. In the first two models vthresh~1:2, while the
third model had vthresh~3:5.
Results
To answer key open questions about phase precession in rat
entorhinal cortex, we analyzed in-vivo data recorded in freely
moving animals in 1D and 2D environments on the basis of
individual runs. In contrast to estimates that consider data pooled
across multiple runs or firing fields [5,11–14,17,33], the single-run
approach enabled us to directly relate phase precession to the
properties of the animal’s paths through a cell’s spatial firing field.
Moreover, we addressed how phase precession depends on the
anatomical layer of the spiking cell for pooled and single-run
estimates of phase precession. Complementing this approach, we
Figure 1. Statistical properties of runs through single grid fields. (A) Distribution of path length within grid fields for all runs and for all runs
with more than four spikes. In many runs, the animal’s paths graze the field. Most of these very short runs show only little spiking activity. (B)
Distribution of path tortuosity, as measured by the ratio of the actual path length to the length of the straight line connecting field entry to field exit.
Short runs from (A) are usually straight. (C) Distribution of path eccentricity, the shortest distance between the path and the location of the maximum
firing rate within the field (the ‘‘firing-field peak’’). Note that many runs with large eccentricities have only few spikes. (D) Distribution of average
speed in single runs. The constraint on spiking activity only mildly affects this distribution.
doi:10.1371/journal.pone.0100638.g001
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used the single-run analysis to test whether the observed features of
phase precession were reproduced by models that explain both the
formation of the spatial firing-rate map for grid cells and their
phase precession as the result of multiple oscillations at different
frequencies.
Phase precession prevails in single runs through 2D
environments
Extracellularly isolated cells in the medial entorhinal cortex
(mEC) and the corresponding local field potential (LFP) were
recorded by Sargolini et al. [26] in rats that explored a square
arena (1 m2) while searching for food; the data were made
available by E.I. Moser (Norwegian University of Science and
Technology, Trondheim, Norway). Eighty-seven recorded cells
showed spatial firing maps with hexagonal grid structure, resulting
in a total of 314 clearly discernible firing fields (see also Materials
and Methods). The paths taken through these grid fields varied
widely (Fig. 2A). We tested how the phase of grid-cell firing
changes along a rat’s path within a firing field, as measured by the
distance traveled. We found that grid cells fired at earlier phases as
the animal moved along its path. Three typical examples of such
phase-precession patterns, pooled over all traversals (or ‘‘runs’’)
through a given firing field, are shown in Fig. 2B. For visualization
of the pooled data, the traveled distance was normalized by the
total path length in each run. Throughout the manuscript, all
analyses were performed using the absolute traveled distance along
the path (in cm). Phase precession also occurred at the level of
single runs, as demonstrated by three sample runs from different
cells and animals with clearly negative phase-precession slopes
(Fig. 2C).
The running direction at field entry spanned 360u. Yet, running
direction had no consistent influence on the phase-precession slope
(Fig. 2D). We measured the linear-circular correlation coefficient
between the running direction at field entry and the slope on a
Figure 2. Grid cells exhibit phase precession in two-dimensional environments. (A) Trajectory (white line) of a rat over 10 minutes in a 1 m2
square enclosure together with the firing pattern (black dots) and color-coded firing-rate map of a single grid cell. Data from Sargolini et al. [26]. Note
that many different paths traverse each grid field. (B) Spike phase relative to the local field potential for all passages through three example grid
fields. Runs with varying directions and originating from various points in the two-dimensional environment are pooled. The position along each path
within the firing field is normalized by the path’s total length. (C) Three examples of single runs with different phase-precession slopes m and circular-
linear correlation values r. Circular-linear regression lines are indicated. (D) Running direction has no consistent influence on the phase-precession
slope. Histogram of p-values of the correlation between entry direction of the animal into a firing field and single-run phase-precession slope. The
analysis is restricted to straight runs. Red dashed line indicates significance level p = 0.05. (E) Comparison of single-run phase precession and phase
precession assessed by pooling all runs through a particular grid field. Each dot represents a single run; the left panel shows the place-phase
correlation, the right panel depicts the slope of phase versus location. A negative slope implies phase precession; note the large variability across
different runs. Red crosses denote the average correlation and the average slope. The diagonal line marks the identity. (F) Single-run phase
precession in one and two-dimensional environments. (left) Distribution of circular-linear correlation values for runs on a linear track (dashed lines)
and in the square arena (full lines). (right) Distribution of phase-precession slopes for the same two conditions. Despite the large speed and
movement differences between the linear track and the open field, the phase-precession statistics are similar.
doi:10.1371/journal.pone.0100638.g002
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field-by-field basis (see also Materials and Methods). The resulting
distribution of p-values of the linear-circular correlation is shown
for straight runs (tortuosity ,1.4). Only 5 out of 100 fields showed
a significant correlation between entry direction and slope, as
expected by the statistical significance criterion of 5%. Similarly,
when all runs (straight and curved) were included in the analysis,
entry direction and slope were significantly correlated in only 4 out
190 fields (about 2%). For those analyses, fields were required to
have more than 4 runs – straight runs or all runs, respectively.
Despite the propensity of grid-cell spikes to precess on single
runs, the properties of phase precession varied greatly from run to
run. The resulting correlation coefficients between phase and
distance traveled along the path (Fig. 2E, left panel) and phase-
precession slopes (Fig. 2E, right panel) were broadly distributed.
Nevertheless, single-run phase precession turned out to be more
tightly correlated and steeper than pooled phase precession
(Fig. 2E, Wilcoxon rank-sum test p,1028 for the correlation, t-
test p,1028 for the slope). At the single-run level, the median
circular-linear correlation was r = 20.17 (95% confidence interval
[20.19, 20.15]) and the phase precessed by 28.460.3 deg/cm
on average. Figure 2F compares the phase precession in 1D and in
2D environments, again at the single-run level [11,18]. The
correlations on the linear track were stronger, r = 20.20 (95%
confidence interval [20.22, 20.19]), and the slope of the relation
between phase and position (210.260.1 deg/cm) was about 20%
steeper than in the square enclosure. We also found that the firing
rate influences the phase-precession correlation, but has no effect
on the slope (see Fig. S8 in File S1 for details).
Dependence of phase precession on specific path
features
Rather different paths can be taken through a grid field – long
or short, curved or straight, fast or slow (see also Fig. 1). Therefore,
we investigated whether phase precession depended on the
properties of the path taken. We found that the longer the path,
the shallower the slope of phase precession became (Fig. 3A,
Pearson correlation r = 0.17, p,10212; see also Fig. 3H). Fields
with smaller diameters were generally associated with steeper
phase-precession slopes (Pearson correlation r = 0.35, p,1028),
but even within a single field of fixed size, longer paths were
associated with shallower slopes of phase precession. Overall, the
majority of firing fields (across all cells) showed a positive
correlation between phase-precession slope and path length
(Fig. 3B), in agreement with Fig. 3A. Measuring the phase-
precession slopes during the first and second half of long runs (.
60 cm) revealed that the slope during the second half was
significantly shallower than during the first half (Fig. 3C, p,1025,
t-test). The total phase shift during phase precession, measured as
precession slope times run distance, was substantial even for short
runs with relatively few spikes (,150u). For longer paths, the phase
range first increased and then approached a value of about 210u
(Fig. 3D; average range for runs longer than 50 cm: 211u69u).
Thus phase precession started off more steeply and flattened out
later in a run through a grid field.
The rat’s path in a 2D environment need not be straight. In
general, long runs resulted from winding trajectories through a
firing field. To quantify the influence of curving paths on phase
precession, we defined the tortuosity of a path as the distance
along that path divided by the length of the straight line between
field entry and exit of the path in question. We found that phase
precession became shallower as a function of the path’s tortuosity
(Fig. 3E, r = 0.13, p,1027), as it did for longer paths (Fig. 3A).
Moreover, rats ran more slowly on meandering paths (r = 20.39,
p,10210), so that slower speeds tended to result in slower rates of
phase precession (Fig. 3F, r = 20.10, p = 1025). When we
restricted the analysis to straight runs (Materials and Methods),
however, we found no significant correlation between speed and
slope (Fig. 3F, r = 20.05, p = 0.14).
In contrast to data from 1D environments, paths in 2D allowed
us to directly address the question whether phase precession differs
between runs that pass through the center of a field and those that
only skirt the grid field tangentially. We defined the eccentricity of
a path as the shortest Euclidean distance between the path and the
center of the firing field. Slope and eccentricity correlated
negatively for all runs (Fig. 3G, r = 20.09, p,0.04): the more a
run ‘‘grazed’’ the firing field, the steeper the phase precession
slope. The distance between field entry and exit was shorter on
tangential runs (correlation between path length and eccentricity
r = 20.31, p,10210), consistent with the analysis of pooled runs
by Jeewajee et al. [13] and Climer et al. [14], and shorter runs
generally showed a steeper slope of phase precession (Fig. 3A).
Restricting the analysis to straight runs weakened the correlation
between slope and eccentricity, path length, and speed (Fig. 3H).
Based on the correlation and p-values, path length and
tortuosity seemed to be the most important factors. To investigate
this question more closely, we performed an analysis of variance
on the effect of path length, tortuosity, eccentricity, and speed on
the slope, quantifying how much each of these four components
contributes to explaining the slope value (see Methods). We found
that path length (p,1025) and tortuosity (p = 0.02) significantly
improved the model’s performance, whereas eccentricity (p = 0.05)
and speed (p = 0.31) did not. In summary, phase precession
depended on the properties of a path through the firing field, and
path length and path tortuosity were the most important factors.
In hippocampal place cells recorded in rats running on a linear
track, the correlation of spike phase with spatial location on a run-
by-run basis is as strong as the correlation with time [15]. Whether
the same is true for grid cells in 2D environments is not obvious, as
time and Euclidean distance traveled do not correlate nearly as
strongly when the rat has more freedom to move. Hence we next
measured the correlation and slope of the spike phases with respect
to time elapsed since field entry. We found the median correlation
and the mean slope to be clearly negative (median time-phase
correlation: 20.17, mean time-phase slope: 286.9 deg/s, see
Fig. 4A, B). Interestingly, the median of time-phase correlations
was statistically indistinguishable from the median of position-
phase correlations in single runs (Fig. 4C, Wilcoxon rank-sum test
p = 0.44). Time-phase slope and position-phase slope were strongly
correlated (r = 0.65, p,10210, Fig. 4D). Indeed, much of the
variability between the phase-time and phase-position slope could
be explained by variations in speed. Within the scatter graph of
time-phase slope (in deg/s) plotted against position-phase slope (in
deg/cm, see Fig. 4D), any straight line through the origin
corresponds to a constant speed, with units of (deg/s)/(deg/cm)
= cm/s. The 5-percentile lines bound a cone in which 90% of the
rat’s speeds fell, covering 6.5 cm/s to 44.1 cm/s; 82.0% of the
scatter plot’s points were found within this region. At the 1-
percentile level, for speeds ranging from 2.7 cm/s and 59.9 cm/s,
90.1% of the points fell within the corresponding cone. We also
tested the path-dependence of phase precession with respect to the
phase-time slope and confirmed the effects of path length,
tortuosity and eccentricity (Fig. S9 in File S1). The speed of the
animal was negatively correlated with the phase-time slope. This
result is consistent with the lack of a speed-effect on the phase-
position slope for straight runs.
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Layer specificity of EC phase precession
Earlier studies [11,17] suggested that phase precession is
prominent in cortical layer II but weak in layer III. We reanalyzed
this question by pooling across fields and runs. Although slopes of
phase precession did not show significant differences across
cortical layers (Fig. 5A, note the one exception), we confirmed
that phase-precession correlations depend on the cell’s layer in
mEC (Fig. 5B). Spikes from layer II cells clearly precessed, while
deep layers displayed a slightly weaker correlation between phase
and the animal’s position, and layer III showed hardly any
correlation (Fig. 5B).
We then turned to the analysis of single runs and found that, on
a run-by-run basis, phase-precession slopes did not show a
statistical difference across different cortical layers (Fig. 5C, one-
way ANOVA, p = 0.35). On the other hand, the correlation of
phase precession was clearly smaller in layer III (t-test layer II
versus layer III: p,1025, Fig. 5D, but note the differential effects
for conjunctive cells and pure grid cells, Fig. S14 in File S1) – the
phases were much more variable. Single-run phase precession in
the deep layers of mEC was comparable to phase precession in
layer II (t-test correlation in layer II versus layer V: p = 0.12,
correlation II versus VI: p = 0.006 slope II versus V: p = 0.92,
slope II versus VI: p = 0.59); no difference could be discerned
between layers V and VI (t-test correlation in layer V versus VI:
p = 0.76, slope V versus VI: p = 0.65). When we restricted the
single-run analysis to traversals with a significant correlation
between position and phase (p,0.05), we could confirm the
findings described above: phase-precession slopes did not depend
on cortical layer (one-way ANOVA, p = 0.78), whereas layer III
showed a lower phase-precession correlation than layers II and VI
(t-test of correlations in layer II versus layer III: p = 0.003, II vs. V:
p = 0.14, II vs. VI: p = 0.33, III vs. V: p = 0.35, III vs. VI: p = 0.02,
V vs. VI: p = 0.40).
Independently of the strength of phase precession, spikes may
preferentially occur at a particular phase of the theta rhythm. The
theta phase preference was not pronounced, though, and differed
mildly from layer to layer, being strongest in layer V and weakest
in layer II (Fig. 5E, vector strengths: layer II: 0.02, layer III: 0.02,
layer V: 0.11, layer VI: 0.03; Rayleigh-test for circular uniformity:
layer II: p = 0.63, layer III: p = 4*10–6, layer V: p,10–10; layer
VI: p,2*10–7). Furthermore, phase precession implies that the
first spike in a firing field should occur at a different phase than the
‘‘average’’ spike. Cells in layer II displayed a shift of about 220u
between the first spike and the median spike (Fig. 5F), with the first
spike occurring late in the theta cycle.
Comparison with oscillatory interference models
The observed properties of phase precession in 2D environ-
ments can serve to constrain computational models of phase
precession in grid cells. As a last step of our analysis, we therefore
asked whether the interference of oscillations at different
frequencies [19,20,32] can explain the experimental data in two-
dimensional arenas. We investigated different versions of oscilla-
tory interference models for grid-cell formation (see Material and
Methods) and compared the models to the in-vivo data (Fig. 6A).
The original oscillatory interference model uses three speed- and
head-direction-dependent oscillators and one reference oscillator
that represents the theta rhythm. When the animal moves, the
frequency of the oscillator aligned to the running direction
increases relative to the reference frequency, which causes an
Figure 3. Salient features of the animal’s path through a grid field affect phase precession. (A) The shorter the path is, the steeper the
phase precession becomes. (B) The path length and phase precession correlate on a grid field by grid field basis, not just on average across grid fields.
(C) First-half slopes are steeper than second-half slopes. The histogram in the inset shows the distance of data points from the diagonal, which is
skewed towards smaller slopes in the second half of runs. (D) The phase range increases with path length and saturates at about 210u. (E) More
meandering runs (increasing tortuosity) exhibit a less pronounced phase precession. As tortuosity correlates with the path length in a firing field, this
finding is consistent with (A). (F) The animal’s speed affects the phase-precession slope only weakly, and this effect primarily reflects a correlation
between speed and tortuosity. For straight runs through the field, a statistically significant effect of speed on phase precession was not found. (G)
Tangential paths lead to steeper phase precession than paths through the center of the field. The eccentricity measures the shortest distance
between the path and the center of the firing field. For straight runs, the effect is not statistically significant. (H) Summary of the observed
phenomena, with asterisks indicating statistical significance (p,0.05). For all investigated measures, restricting the analysis to straight runs weakens
the effects. Error bars indicate one s.e.m. and are slightly offset for clarity in (A), (F), and (G).
doi:10.1371/journal.pone.0100638.g003
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interference pattern that oscillates at half of the frequency
difference. A grid pattern can be formed by three speed-controlled
oscillators with different preferred running directions. In a simple
version of the model, the input oscillators have preferred directions
that are 60u apart. This model leads to direction-dependent phase
coding (also see [14]); Fig. 6B depicts an extreme case in which
phase-recession (and not phase-precession) results along a partic-
ular direction. Such behavior was not observed in the in-vivo data.
In fact, our data showed that phase precession occurs indepen-
dently of heading direction of the rat in two dimensions.
A second version of the model uses three input oscillators whose
preferred directions are separated by 120u. This model leads to
phase coding that is independent of running direction. For this
angular separation of oscillators, the sinusoidal modulation of
frequency with heading direction implies that at least one
oscillator’s frequency falls below the reference frequency – for
any direction of motion. The input oscillators’ frequencies,
therefore, fall both below and above the reference frequency,
the phase changes non-monotonically with position (Fig. 6C). For
this specific model, the phase first precesses and later recesses.
An extended version of the original model is based on six
‘‘dendritic’’ oscillators and a threshold nonlinearity so that the
frequencies never fall below the overall theta frequency (Fig. 6D,
[19]). This model leads to phase precession for runs in any
direction. We simulated this model on the entire data set of
measured runs in the 2D arena and analyzed how phase-
precession slopes depend on properties of the run – just as we
did for the in-vivo data. The model, by construction, makes the
phase-precession slope independent of the animal’s speed (Fig. 6E),
which is in agreement with the experimental data for straight runs
(Fig. 3F). However, the model also predicts that phase precession
should be independent of path length, tortuosity, and eccentricity
(Fig. 6F-H). In contrast, the in-vivo data revealed a significant
dependence of phase precession on these variables (Fig. 3A, E, G).
Furthermore, the model does not show a preferred phase at field
entry (p = 0.17, Rayleigh test for circular uniformity), which
implies that the phase offset is not constant from run to run.
Although some grid fields clearly showed preferred entry phases in
the in-vivo data (e.g. Fig. 2B), the overall preference was weak
(Fig. 5F, Fig. S17 in File S1), such that this model prediction could
not be tested with our data.
Discussion
Data from rats running on linear tracks provide evidence that
the spike phases of mEC grid cells encode spatial distance [11,18].
This finding extends directly to two-dimensional environments, as
was also recently shown by Climer et al. [14] and Jeewajee et al.
[13] based on data pooled across multiple runs and firing fields. In
addition, our run-by-run analysis revealed a number of unexpect-
ed results: spikes precessed at about twice the slope that one
estimates from trial-averaged data; the slope of phase precession
was the same across all layers of mEC, even for spikes of layer III
cells, which were thought not to participate in phase precession
[11]; and the sequence of spike phases depended on the properties
of the rat’s path through a firing field. Long or winding runs
through a firing field led to weakest phase precession whereas runs
that skirt the edge show steeper rates of phase precession. For this
analysis, we measured phase against the total distance traveled
within the field, as this distance is easily defined. Based on a more
complex measure of the spatial variable and using pooled data,
Climer et al. [14] and Jeewajee et al. [13] found that both the
Figure 4. Phase precession in time. Negative values of time-phase correlation (A) and time-phase slope (B) of single runs indicate phase
precession. (C) Time-phase correlation and position-phase correlation are statistically indistinguishable in single runs. (D) Time-phase slope and
position-phase slope are highly correlated. The slope of the solid red line indicates the median of average speeds (19.5 cm/s) in single runs. Red and
blue dashed lines mark 5-percentiles (6.5 cm/s and 44.1 cm/s, region shown in magenta) and 1-percentiles (2.7 cm/s and 59.9 cm/s) of the speed
distribution, respectively. These data show that the variability between the phase-time and phase-position slope is mainly due to variations of the
animals’ running speed.
doi:10.1371/journal.pone.0100638.g004
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Figure 5. Phase precession in different cortical layers. Phase-precession slope generally does not depend on the cell’s cortical layer (A and C).
However, phase precession is decreased in layer III, as measured by the correlation (B and D). The single-run correlation of phase precession is lowest
in layer III, and in layers II, V and VI the place-phase correlation is similar. Single-run effects are reproduced when the analysis is restricted to
significantly correlated runs (cross-hatched bars). All bars show mean values, error bars depict one s.e.m. and asterisks indicate statistical significance
(p,0.05). (E) Spikes show a preferred theta phase. The theta-phase preference is mild, and the weakest phase locking is encountered in layer III. (F)
The first spike in a grid-field traversal generally occurs late in the theta cycle for layer II and VI, while it occurs rather early in layers III and V. In (E) and
(F), the spike count histogram is normalized so that the sum of all ten bins equals 1. Colors label the cortical layer. Black arrows indicate the vector
strength of the spike-phase theta modulation. All spikes were included in the analysis; no prior selection was made. The analysis is based on a total of
95 cells: 20 cells for layer II, 36 from layer III, 10 from layer V and 29 from layer VI.
doi:10.1371/journal.pone.0100638.g005
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(normalized) slope and the correlation of phase precession were
the same for runs closer to the edge versus those that passed
through the center. These observations are in line with our results
because a constant normalized slope implies steeper absolute
slopes for the shorter tangential runs. Our run-by-run analysis
revealed that the slopes are steeper at a field’s periphery (Fig. 3G),
despite the fact that both phase range and average path length for
these runs were lower. Similar results were found by Huxter et al.
[34] (cf. their Fig. S2); in their study on phase precession in CA1
place cells, they introduce a discontinuous measure of space to
define phase precession in two-dimensional environments. These
authors also noted that phase precession in CA1 depends on the
path: for increasingly complicated trajectories, phase precession
ceased.
Whereas the phase of hippocampal CA1 neurons for rats
running on a linear track correlates more strongly with the
distance traveled than with the time elapsed in pooled data [33], at
the single-run level in two-dimensional environments, position and
time correlated equally well with the phase variable in mEC
(Fig. 4). The spike phases exhibit similar single-run position and
time-correlations as reported for place cells in the hippocampus
[15].
Mizuseki et al. [17] reported that only a minority of cells in
mEC display pooled phase precession and that pooled phase
precession is layer specific. However, on single runs, the phase does
precess in many cells across all layers; in fact, the slopes of phase
precession are statistically indistinguishable across layers (Fig. 5C).
The correlation between phase and position in layer III, however,
is weaker, but still more than five times larger than the pooled data
suggest (Fig. 5B, 5D). As the phase of the theta rhythm at the time-
point of field entry is generally random, one possible explanation is
that superimposing data from different runs masked the weakly
correlated phase precession in layer III. However, the data set’s
statistics are too limited to test this hypothesis.
Previous studies also report low rates of spike-phase precession
in entorhinal cortex, with a slope of around -3 deg/cm in both
Hafting et al. [11] and Mizuseki et al. [17]. This rate stands in
stark contrast to the -10 deg/cm slope based on single runs drawn
from the same data as in Hafting et al. [11] that we describe here
(Fig. 2F). Part of the discrepancy can be explained by the
difference between single runs and pooled data (Fig. 2E); while
another part can be explained by the quantification of phase
precession: Kempter et al. [28] showed that linear-linear
regression tends to underestimate the slope and range of phase
precession compared to circular-linear regression, as we have used.
The slope of phase precession in mEC is in line with the phase-
precession slope observed in hippocampus (27.6 deg/cm on
average) and medial prefrontal cortex (29.4 deg/cm on average,
both numbers from [35]). Jeewajee et al. [13] demonstrated pooled
phase-precession in open environments in both hippocampal place
cells and entorhinal grid cells, although the proportion of
significantly phase-precessing cells was higher in hippocampus
than in entorhinal cortex. In this study, the authors mapped
individual runs to the unit circle, normalized running direction
and pooled these normalized runs, which allows for a clear
visualization of phase precession in open environments. However,
using this procedure, it is rather complicated to investigate the
impact of the animal’s trajectory on phase precession as the
properties of individual runs are lost by normalization and
pooling.
Hafting et al. [11] found the average phase range – in pooled
data – to be about 165u, which is in broad agreement with the
Figure 6. Testing predictions of oscillatory interference models. (A) Spikes (dots) of an example grid cell in a two-dimensional environment.
Colors indicate the theta phase of spiking. (B) Oscillatory interference model with three ‘‘dendritic’’ oscillations; preferred directions are separated by
60u, as indicated in the inset at the top left, yields direction-dependent phase coding. The top right inset shows spike phases along a linear run
through the central firing field as indicated by the arrow in the main panel. (C) Preferred directions separated by 120u lead to nonmonotonic phase
coding so that spike phases first precess, then recess. Insets show phases for linear runs through the center, as in (B). (D) Model with six ‘‘dendritic’’
oscillators whose frequency modulation with speed is half-wave rectified such that the frequency never falls below theta frequency. This model leads
to saturating phase precession for any run through a grid field, but the phase-precession slope is independent of path length (E), tortuosity (F), and
eccentricity (G), which is in contrast to the data analysis in Figure 3. (H) The rate of phase precession does not depend on speed, which is consistent
with the experimental data for straight runs.
doi:10.1371/journal.pone.0100638.g006
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single-run phase ranges in our analysis (171u for runs ,30 cm) and
in hippocampus (180u) [15]. Phase precession, therefore, exhibits
consistent characteristics throughout the entorhinal-hippocampal
loop [12,34].
Which cells, therefore, drive phase precession? Even within the
same layer of mEC, cellular biophysics and morphology vary [36–
38]. Stellate cells in mEC are thought to support phase precession,
as they display subthreshold resonance and membrane potential
oscillations in the theta frequency range [39,40], which can also
affect spike patterns [41–43]. On the other hand, pyramidal cells
in layer III act as low-pass filters (at least at the soma). Interlaminar
connections [44] could allow one layer to impose its phase
precession onto another layer, or at least influence that layer.
Likewise, the strong phase precession of principal cells in the
hippocampal CA1 subregion may – at least in part – stem from
single-run phase precession in mEC [45,46].
We found that the observed phenomena in mEC were not in
agreement with oscillatory interference models [19,20,32], which
explain both grid-cell formation and phase precession as the result
of a common mechanism, namely the interference of oscillations at
different frequencies. In such models, grid spacing and rate of
phase precession are linked. Pure phase precession, as opposed to
a mixture of phase precession and recession, required nonlinear
rectification and the involvement of six oscillators, instead of three.
While this oscillatory interference model is still consistent with
omnidirectional and speed-independent phase precession, it did
not reproduce the features of biological phase precession derived
from the single-run analysis: the model displayed a constant rate of
phase precession, regardless of the path taken. However, it seems
that including a ‘‘somatic’’ baseline oscillation in the model would
lead to steeper phase-precession slopes at the edges of a firing field
[14]. Extensions of continuous-attractor networks that include
mechanisms for spiking and oscillation [22,24] inherit phase
precession from the oscillatory interference model and generate
realistic grid spacings and rates of phase precession. However, the
phase precession remains independent of the properties of the
path, which is inconsistent with the experimental observations.
Navratilova et al. [24] suggest that a conjunction of intrinsic and
extrinsic mechanisms could generate different slopes of phase
precession on field entry and field exit; but such a model cannot
generate different rates of phase precession for tangential and
central paths through a grid field. Therefore, it remains an open
challenge to find a minimal model that accurately describes
entorhinal phase precession in two-dimensional environments.
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A           B           C
D           E           F
Figure S1: (A) Firing-rate map of a grid cell. (B)-(F) Different thresholds for the selection of firing 
fields (B: 5%, C: 10%, D: 15%, E: 20%, F: 25% of the peak firing rate). Too low thresholds led to 
merged fields, whereas too high values excluded weak fields from the analysis. We hence chose a 
threshold of 20% for all the analysis in the manuscript. The preliminary fields that were found by this 
criterion were then extended to 20% of the individual field's peak firing rate. For comparison we note 
that in hippocampal data, where firing rates are generally higher than in our data and often only a single
firing field is present, frequent choices for threshold values are 5% or 10%.
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Figure S2: We tested two additional criteria for the selection of runs: a single run must not be shorter in
duration than three theta cycles and the rat must not move slower than 1 cm/s during any time of the 
field traversal. The distribution of phase precession correlation (A) and slope (B) were affected only 
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Figure S3: Using the same additional restrictions for selecting runs as in Fig. S2, i.e. runs must not be 
shorter than three theta cycles and speed is always larger than 1 cm/s, we could reproduce the effects of
path length (A) and tortuosity (B). The restrictions reduced the number of runs included in the analysis 
(in particular those with lower speed), so that the dependence of phase precession slope on eccentricity 




Figure S4: Layer specificity of phase precession for a stricter selection of runs. When the analysis is 
restricted to runs where the animal did not move slower than 1 cm/s, the results for pooled correlation 
(C) and single-run correlation (D) are well preserved. Interestingly, the difference in pooled slopes 
between layers II and III is reduced for the stricter selection of runs (A), whereas the difference in 
single-run slopes between layers II and III is increased (B).
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Figure S5: Throughout the manuscript, only runs with more than four spikes were included in the 
analysis (here termed control condition). To exclude a strong dependence of the results on this selection
criterion, we also estimated phase precession correlation (A) and slope (B) for runs with more than 3, 5,
or 6 spikes, respectively. Phase-precession estimates were only mildly affected by these different 
criteria.
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Figure S6: Single-run slopes were restricted to the range [-60,60] deg/cm throughout the manuscript. 
The dependence of phase precession on the properties of the path through a firing field can be 
reproduced when this restriction is relaxed, so that the slope is required to lie within the broader range 
of [-80,80] deg/cm (A, C, E,G), or tightened, so that the slope lies within [-50,50] deg/cm (B, D, F, H); 
compare to Fig. 3 in the manuscript.
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Figure S7: How does firing rate influence phase precession? Here we show the dependence of phase 
precession correlation (left column) and slope (right column) on firing rate using two estimates: the 
number of spikes divided by run duration (i.e. average firing rate; top row) and the average number of 
spikes per theta cycle in a run (bottom row). Firing activity and phase-precession correlation were 
weakly correlated (A and C), whereas slope was not affected by firing rate (B) or average number of 




Figure S8: Salient features of the animal's path through a grid field affect the phase-time slope. For the 
phase-time slope, the path-length effect (A), the tortuosity effect (B) and the eccentricity effect (C) 
could be reproduced (see Fig. 3). (D) The phase-time slope correlated negatively with the speed of the 
animal – this is expected as there was no or only weak correlation of the phase-position slope with 
speed (Fig. 3F).
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Figure S9: To investigate phase precession, previous studies measured the difference of the oscillation 
frequency of neuronal firing and the LFP's theta rhythm (Mizuseki et al., 2009). There, phase 
precession manifests itself as a positive frequency difference. In our single-run analysis, however, the 
difference was negative in many single runs (median difference -0.15 Hz) because cells often skipped 
theta cycles without spiking. Therefore, the frequency difference is not a suitable measure for assessing
phase precession in entorhinal grid cells.
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Figure S10: The so-called Directional Rate Zone measure (DRZ) was introduced by Huxter et al. 
(2008). Here, we show that phase precession was also evident with respect to the DRZ measure in our 
data for both correlation (A, -0.19 [-0.22, -0.18] for all runs, -0.15 [-0.17, -0.11] for central runs, 
median correlation ± 95% confidence interval ) and slope (B; -164° ± 5° for all runs; -180° ± 9° for 





Figure S11: Although the DRZ measure can be used to show phase precession in our data, it does not 
capture the dependence of phase precession on the movement statistics during field traversals. The 
reason lies in the discontinuity of the measure along peripheral trajectories (i.e. trajectories that do not  
pass a field's center). For these runs, the absolute values of the measure are always non-zero and the 
sign inverts instantly when the animal changes from running 'towards' the center to running 'away' from
it. This discontinuity distorted the estimate of phase-precession slope and weakened the effects of path 
length (A), tortuosity (B), or speed (D) on the phase-precession slope (from DRZ). The effect of 
eccentricity (C) was even inverted. The farther the path lies from the center of the firing field, the 





Figure S12: Single-run slopes calculated from normalized running distance do not depend linearly on 
the properties of the rat's trajectory. (A) Distribution of phase-precession slopes. Distance is normalized
within each run, ranging from 0 (at field entry) to 1 (at field exit). (B) to (E) Properties of the rat's path 
are not significantly correlated with the slope of theta phase vs. normalized distance.
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Figure S13: Conjunctive cells exhibit phase precession. (A) Phase-precession correlation in conjunctive
cells appears to be slightly more negative compared to pure grid cells (p<0.001, Mann-Whitney rank 
test). (B) The slopes of pure grid cells and conjunctive cells are not significantly different. If at all, 
conjunctive cells exhibit slightly more negative slopes.
A B
Figure S14: (A) Conjunctive cells in layer III exhibit clear phase precession whereas pure grid cells do 
not. Also in layer II, phase-precession correlation is tighter in conjunctive cells than in pure grid cells 
(layer II: p=0.048, layer III: p<0.001). (B) Phase-precession slopes in layer III are significantly steeper 
in conjunctive cells as compared to pure grid cells (p=0.002, t-test). For the slopes in layers II, V and 
VI no statistical differences could be found.
44
 
Figure S15: Burst firing is commonly observed in grid cells. Examples of pooled-data phase precession
for four grid fields of different grid cells (the first three fields are the same as in Fig. 2B). Spikes within
a theta cycle were separated in leading spike (the first spike in the cycle) and follower spikes (all spikes
later in the cycle). Leading spikes are shown in red, follower spikes in blue. Histograms show the 
corresponding distributions of normalized distances (averaged across phases). Climer et al. (2013) 
found an increased portion of follower spikes towards the end of the run for linear-track data. In open 
environments, we find examples of grid fields that also show this behavior. For pooling, the distance is 
normalized by the total path length in each individual run.
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Figure S16: In open environments phase precession remains when the analysis is restricted to the 
leading spikes only. (A) Distribution of single-run correlation for all spikes and leading spikes. Leading
spikes tend to result in a slightly tighter correlation of phase and distance, but this effect is statistically 
not significant. (B) Distribution of single-run slopes for all spikes and leading spikes. No statistical 
difference could be found.
Figure S17: Single-run offsets from the circular-linear regression between travelled distance and theta 
phase. Layers II, III and VI show a non-uniform angular distribution of offsets (Rayleigh-test: p = 
0.015, p = 0.0005, p = 0.035, respectively). For layer V (p = 0.2) only a limited amount of data was 
available. Although the distributions are mostly non-uniform, the vector strength is generally low 
(black lines), indicating large phase jitter. This might explain why the preferred offsets differ from the 




Figure S18: (A) – (C) Examples of pooled phase precession with respect to absolute distance along the 
path. Data represent the same three grid fields as in Figure 2B. Phase precession is also evident with 
respect to the absolute distance, though normalized distance seems to be the better regressor for theta 
phase. In the main text, we compared single-run correlation and pooled correlation, both calculated 
using the absolute distance. (D) reproduces this finding (Figure 2E) for pooled correlation that is 
calculated from the normalized distance. Phase-precession correlation is significantly stronger in single
runs than in pooled data from normalized runs (p<10^-10, Mann-Whitney rank test). The red dot 
indicates medians of pooled correlation and single-run correlation.
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Brief Communications
Cell-Type Specific Phase Precession in Layer II of the Medial
Entorhinal Cortex
Eric T. Reifenstein,1,2 X Christian L. Ebbesen,2,3 Qiusong Tang,2 Michael Brecht,2 Susanne Schreiber,1,2
and X Richard Kempter1,2
1Institute for Theoretical Biology, Department of Biology, Humboldt-Universität zu Berlin, 10115 Berlin, Germany, 2Bernstein Center for Computational
Neuroscience Berlin, 10115 Berlin, Germany, and 3Berlin School of Mind and Brain, Humboldt-Universität zu Berlin, 10099 Berlin, Germany
The identity of phase-precessing cells in the entorhinal cortex is unknown. Here, we used a classifier derived from cell-attached record-
ings to separate putative pyramidal cells and putative stellate cells recorded extracellularly in layer II of the medial entorhinal cortex in
rats. Using a novel method to identify single runs as temporal periods of elevated spiking activity, we find that both cell types show phase
precession but putative stellate cells show steeper slopes of phase precession and larger phase ranges. As the two classes of cells have
different projection patterns, phase precession is differentially passed on to different subregions of the hippocampal formation.
Key words: entorhinal cortex; hippocampus; phase precession; pyramidal cell; stellate cell; temporal code
Introduction
Large-scale oscillations play an important role in many parts of
the brain. They may functionally couple different brain regions
and provide the basis for temporal coding (Buzsáki and Draguhn,
2004; O’Keefe and Burgess, 2005). Throughout the entorhinal–
hippocampal network, large-amplitude theta oscillations (6 –11
Hz) can be observed in the local field potential. Different cell
types show different degrees of locking to the local theta oscilla-
tions (Klausberger and Somogyi, 2008; Mizuseki et al., 2009), and
principal cells shift their firing phases consistently from late to
early phases of the theta oscillations, a phenomenon termed
phase precession (O’Keefe and Recce, 1993).
Phase precession can be observed in the hippocampus (O’Keefe
and Recce, 1993; Skaggs et al., 1996), as well as the medial entorhinal
cortex (Hafting et al., 2008; Reifenstein et al., 2012, 2014) and is one
of the most extensively studied examples of temporal coding in the
brain (Buzsáki and Draguhn, 2004; O’Keefe and Burgess, 2005). A
subpopulation of cells in layer II of the medial entorhinal cortex
(mECII) shows phase precession (Hafting et al., 2008; Mizuseki et
al., 2009), but it is unclear if and how phase precession is passed from
the mECII to the hippocampus.
mECII contains two morphologically and electrophysiologi-
cally (Alonso and Klink, 1993; Tang et al., 2014) different types of
principal cells: stellate cells, which project to the dentate gyrus,
and pyramidal cells, which send output to CA1 (Varga et al.,
2010; Kitamura et al., 2014; Ray et al., 2014). Differences in phase
coding between the two populations would suggest that mECII
passes phase precession differentially to downstream areas. Fur-
thermore, because pyramidal and stellate cells have distinct elec-
trophysiological properties, such as subthreshold resonance
(Alonso and Klink, 1993; Engel et al., 2008), differences in tem-
poral coding between the two populations might give insights
into mechanisms underlying the generation of phase precession.
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Significance Statement
It is a great challenge for neuroscience to reveal the cellular basis of cognitive functions. One such function is the ability to learn and
recollect temporal sequences of events. The representation of sequences in the brain is thought to require temporally structured
activity of nerve cells. How different types of neurons generate temporally structured activity is currently unknown. In the present
study, we use a computational classification procedure to separate different cell types and find that a subpopulation of cells,
so-called stellate neurons, exhibits clear temporal coding. Contrary to the stellate cells, pyramidal cells show weaker temporal
coding. This discovery sheds light on the cellular basis of temporal coding in the brain.
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Pyramidal and stellate cells can be reli-
ably identified by immunohistochemistry:
pyramidal cells are calbindin-positive and
stellate cells are calbindin-negative (Varga et
al., 2010; Tang et al., 2014). One way to di-
rectly investigate phase coding in pyramidal
and stellate cells would be to perform juxta-
cellular recordings and labeling in freely-
moving animals to directly assess the
identity of the recorded cell (Tang et al.,
2014). Although this approach provides un-
equivocal information about the cellular
identity, the technique is exceedingly diffi-
cult and cannot yield sufficiently long re-
cording durations to reliably assess phase
precession. Alternatively, imaging cellular
activity using fluorescent calcium indicators
similarly allows for unequivocal informa-
tion of cell type but does not provide the
temporal resolution to measure the timing
of individual spikes (Sun et al., 2015).
Therefore, Tang et al. (2014) recently ex-
ploited the fact that pyramidal and stellate
cells show differential locking to the local
theta oscillations (Ray et al., 2014) and they
developed a classifier that reliably predicts a
cell’s identity solely based on its spiking pat-
tern. In the present study, we use this classi-
fier to separate extracellularly recorded cells
into putative pyramidal and putative stellate
cells. This procedure allows us to perform a
phase-precession analysis for sufficiently
long recording durations from extracellular
recordings while at the same time providing
information about the identity of the cells.
We are therefore able to tackle the question
of whether there is a difference in phase pre-
cession between putative pyramidal and pu-
tative stellate cells in the mECII.
Materials and Methods
We analyzed extracellularly recorded data ob-
tained from layer II of the medial entorhinal
cortex in male rats. During the experiment, the
animal was moving freely in a 1 m 2 box. The data were previously pub-
lished; see Tang et al. (2014) for details on the experimental procedures.
Isolated single units were divided into putative interneurons and pu-
tative principal cells according to spike-rate and spike-shape criteria. All
recorded principal cells were assigned a label, either “putative stellate
cell” (pSte) or “putative pyramidal cell” (pPyr), based on a classification
procedure that was deduced from Calbindin-labeling experiments (Tang
et al., 2014). The classifier was a support vector machine with a radial
basis-function kernel. Two properties were used to train the classifier: the




N expik of theta phase locking of a cell’s spike
train (N spikes) with respect to the local theta rhythm, and the cell’s
preferred theta phase   arg 1N k1N expik where k depicts the
theta phase of the kth spike (Tang et al., 2014). The Hilbert transform was
used to calculate the instantaneous phase of the theta oscillation. Spikes were
excluded from the analysis if the speed of the animal was 2 cm/s.
Only a minority of principal cells from the extracellular recordings
showed clear spatial modulation (27 of 114; 21 pPyr and 6 pSte; Tang et
al. (2014) shows the applied shuffling procedure). Moreover, the median
spatial information was low (0.58 bits/s [0.49, 0.72]), and the median
spatial sparseness had small values (0.30 [0.26, 0.34]; Aghajan et al.,
2015). Therefore, we were not able to separate individual field traversals
(“single runs”) from the spatial firing fields. Instead we followed a differ-
ent strategy based on the temporal structure of the recorded spike trains
to identify coherent periods of elevated firing (Fig. 1; see Results for
details).
For each of the single runs, the times and theta phases of all spikes were
used to assess phase precession. We quantified phase precession by calculat-
ing the circular–linear correlation coefficient (Kempter et al., 2012; Reifen-
stein et al., 2012) and the slope of the circular-linear regression line.
To minimize errors in the classification of cells, we repeated the anal-
ysis with a “guard zone.” The guard zone required cells to have a minimal
distance to the decision boundary during the classification procedure. In
three independent repetitions of the analysis, the width of the guard zone
was chosen 0.1, 0.3, or 0.5 (Fig. 2B).
Unless stated otherwise, we used the median and a large-sample
approximation for its 95% confidence interval to summarize the data
as most of the data stem from skewed distributions. Accordingly, the
Mann–Whitney U test was used to test for statistical significance
(exceptions as noted in the Results). Effects were considered statisti-
cally significant if p  0.05.
Figure 1. Detection of phase-precession patterns in temporally defined single runs of elevated firing. A, Spatial tuning of a
putative stellate cell from mEC layer II. The rat moves in a 1 m 2 box. Colors represent firing rates. Black lines depict temporally
defined single runs. The cell has high spatial information (1.96 bits/s) and sparseness (0.49), yet this cell is not considered to be
spatially modulated; see Materials and Methods for details. B, Top, Illustration of the single-run selection. Blue ticks represent spike
times. The red curve is an estimate of the firing rate. The horizontal black line at 5 spikes/s marks the firing-rate threshold for
the temporal selection of single runs (see Results for details). Bottom, For all spikes (black dots) in each of the single runs (gray
areas) circular–linear regression was performed. Dashed lines indicate the circular–linear fits. In contrast to the temporal selection
procedure, firing fields have to be defined first when a spatial selection procedure is applied. For the cell in A, the standard field
definition yields field borders that encircle the light blue area (1.5 spikes/s). As spatially defined single runs can only lie within
this area, the temporal procedure can pick up additional runs (it is not limited to the spatial extent of the pooled firing fields). C,
Duration of temporal stretches (temporally defined single runs). The median duration is 1.39 s [1.36, 1.40].
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Results
To quantify phase precession in mECII, we reanalyzed previously
published data of extracellularly recorded principal cells while
rats explored a 1 m 2 square arena (Tang et al., 2014). The activity
of the recorded cells showed a wide spectrum of weak spatial
modulations (Fig. 1A). Therefore, we focused on the temporal
properties of the recorded cells and did not elaborate on the
spatial properties.
For irregular spatial tuning of cells as in Figure 1A, it was difficult
to define firing fields that could be used to select individual field
traversals (single runs). Instead, following Aghajan et al. (2015), we
obtained candidate single runs by temporal convolution of the spike
train with a Gaussian kernel of width 100 ms, and identification of
episodes above a firing-rate threshold of 5 spikes/s (Fig. 1B). As the
firing rates of the cells did not vary much (2.0 spikes/s [1.7, 2.6], n 
114), we chose the same threshold for all cells. The candidate single
runs were extended in time until the firing rate dropped10% of the
single run’s peak firing rate and remained 10% for 250 ms (2
theta cycles) before and after the run. The latter criterion takes into
account that the firing activity might skip theta cycles. Finally, the
individual runs were required to have a minimal duration of 300 ms
and to include at least four spikes (Fig. 1B).
To justify the choice of parameters to select single runs based
on their temporal structure, we applied this method also to data
from previous studies (Sargolini et al., 2006; Reifenstein et al.,
2014) in which clear firing fields could be identified. Thus, we
were able to apply both the “classical” spatial selection and the
proposed temporal selection of single runs. The distributions of
single-run phase precession correlations
and slopes from the two procedures
matched well (correlations: 0.01 bits Kull-
back–Leibler divergence; 94% overlap be-
tween the two distributions; slopes: 0.015
bits, 93% overlap), although the median
values of the two distributions differed
slightly (spatial: 0.17 [0.18, 0.15],
temporal: 0.14 [0.15, 0.13], p  0.004
for the correlations; spatial: 76 deg/s
[81, 72], temporal: 71 deg/s [74,
69]; p  0.01 for the slopes). To further
quantify the similarity of the temporal
and spatial selection procedures, we com-
pared for each cell the number of spikes
that were assigned to single runs by either
method. We found that, on average, 97%
of in-field spikes (according to the spatial
criterion) were also picked up by the tem-
poral criterion. Additionally, the tempo-
ral criterion included 13% more spikes,
which occurred at the edges of firing fields
or in isolated stretches of elevated firing or
in fields with low maximum rate that did
not pass the detection threshold in the
spatial criterion. Hence, the temporal se-
lection of single runs generalizes the clas-
sical spatial method. In summary, we
identified 15,182 single runs in a total of
114 recorded cells.
The obtained spatial distribution of
the temporally defined single runs gener-
ally matched the spatial tuning of a cell
(Fig. 1A), although no spatial information
was used to define the single runs. The
temporal stretches of spiking activity had a median duration of
1.39 s ([1.36, 1.40] s; Fig. 1C).
For each single run, phase precession was quantified by cir-
cular–linear regression (Kempter et al., 2012). Negative slopes
indicated phase precession, but also single runs with positive
slopes were observed (Fig. 1B). The obtained slopes (54 deg/s
[57, 51]) and correlations (0.104 [0.112, 0.095]) were
slightly smaller than for the dataset used by Reifenstein et al.
(2014) in which cells from all cortical layers were analyzed (data
from Sargolini et al., 2006; slopes: 71 deg/s [74, 69]; corre-
lation: 0.14 [0.15, 0.13], reanalysis using the temporal se-
lection of single runs). Yet, the distributions of correlations
overlapped strongly for the two datasets (94%), indicating that
they match the ranges of values in Reifenstein et al. (2014). The
difference in median values of slopes might be explained by the
shorter single runs in the Sargolini dataset (0.97 s [0.96, 0.98] vs
1.39 s [1.36, 1.40] in our data, p  1050). Shorter runs suggest
that the average field sizes were smaller in the Sargolini data than
in our data. As a consequence, the slopes in the Sargolini dataset
would be steeper because smaller fields have steeper slopes (Rei-
fenstein et al., 2014).
To quantify phase precession for pyramidal and stellate cells
in layer II separately, we distinguished two classes of principal
cells in our analysis. Tang et al. (2014) and Ray et al. (2014)
showed that putative pyramidal cells tended to fire spikes around
the trough of the local theta oscillation; on the other hand,
the spiking activity of putative stellate cells showed a weak pref-
erence for the peak of theta (Fig. 2A). Based on this finding, we
Figure 2. Classification of cells in layer II of the medial entorhinal cortex. A, Example spike trains of cells classified as pyramidal
cell (top) and stellate cell (bottom). Pyramidal cells locked to the theta rhythm more strongly and preferred phases around the
trough of theta (180°). Stellate cells showed weaker locking and rather spiked around the peak of theta (0°). B, The classifier by
Tang et al. (2014) uses the strength of theta locking and the preferred theta phase to separate cells into putative stellate cells and
putative pyramidal cells. The polar plot of the classified cells shows the average theta phase   	0, 360
 in the angular
component, whereas the radial component is used for the phase-locking strength S  	0, 1. Black dots represent the putative
stellate cells; green dots represent putative pyramidal cells. The white dashed line depicts the decision boundary. Differently
shaded green and gray regions correspond to different values for the guard zone (0.1, 0.3, and 0.5). C, The correlation between the
animal’s speed and the firing rate is stronger for putative pyramidal cells than for putative stellate cells. Each dot represents a cell.
Horizontal black lines depict the median values.
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were able to separate extracellularly recorded units into pPyr and
pSte (Fig. 2B). In a total of 74 putative pyramidal cells and 40
putative stellate cells (an example of the activity a putative stellate
cell was shown in Fig. 1A), we identified 11,684 and 3,498 single
runs, respectively. Although the two populations strongly dif-
fered in phase-locking strength (pPyr: 0.33  0.02, pSte: 0.15 
0.01; p  8  1012, t test), they showed similar overall firing
rates (pPyr: 2.0 spikes/s [1.5, 2.9]; pSte: 2.1 spikes/s [1.4, 2.7]; p 
0.19) and similar bursting indexes (proportion of interspike in-
tervals smaller than 0.15 s, pPyr: 0.50 [0.44, 0.58]; pSte: 0.47
[0.39, 0.55]; p  0.18).
To gain more confidence in the classification procedure, we
investigated the relationship between movement speed and firing
rate for putative pyramidal cells and putative stellate cells. Sun et
al. (2015) showed that pyramids have a stronger speed modula-
tion of the firing rate. We tested this feature by calculating the
correlation between the speed of the animal and the temporal
fluctuations of the firing rate for each cell (Fig. 1B, see red curve
for an example of firing-rate fluctuations). The firing rate and the
speed were significantly correlated for both classes of cells, but
the average correlation was significantly stronger for putative
pyramidal cells (pPyr: r  0.09 [0.07, 0.12]; pSte: r  0.03
[0.002, 0.09]; p  0.01; Fig. 2C), confirming the classification
proposed by Tang et al. (2014).
Interestingly, putative stellate cells displayed steeper phase pre-
cession than putative pyramidal cells (pPyr: 47 deg/s [50, 44];
pSte: 81 deg/s [87, 74]; p  1013; Fig. 3A,B). To assess the
size of the effect (difference of the median phase-precession slopes),
we randomly assigned cell identities (“pPyr” or “pSte”) to the single
runs and calculated the effect size for each realization. We found that
the measured effect size is larger than expected by chance in 99.8%
of all cases (corresponds to p  0.013).
To exclude sample size effects, we randomly downsampled the
large number of single runs from the putative pyramidal cells
(n  11, 684) to match the smaller number of runs from putative
stellate cells (n  3, 498). In all 1000 repetitions of the downsam-
pling, we found significantly shallower phase precession in the
putative pyramidal cells as compared with the putative stellate
cells (p  106 for all 1000 repetitions).
The correlation between time and theta phase was similar in
putative pyramidal cells and putative stellate cells (pPyr: 0.10
[0.11, 0.09]; pSte: 0.11 [0.13, 0.09], p  0.1). The
steeper phase precession in putative stellate cells was accompa-
nied by a larger phase range (pPyr: 110 deg [106, 113]; pSte: 169°
[156, 178]; p  2  106; Fig. 3C), because the duration of spike
sequences did not differ for the two populations (pPyr: 1.40 s
[1.37, 1.42]; pSte: 1.31 s [1.29, 1.37]; p  0.12; Fig. 3D).
To minimize an erroneous classification of cells that were
close to the decision boundary, we also implemented a guard
zone: cells were required to have a minimal distance to the deci-
sion boundary during the classification procedure (Fig. 2B). For
all tested minimal distances (0.1, 0.3, and 0.5), putative stellate
cells exhibited significantly steeper phase precession than puta-
tive pyramidal cells (p  3  1014, minimal distance  0.1; p 
6  1012, minimal distance  0.3; p  4  105, minimal
distance  0.5).
The classification procedure of cells depended on the theta
locking of spikes. Could this procedure bias the phase precession
of the two populations? For example, perfect phase locking
(phase-locking strength  1) would impede phase precession.
We measured the average phase-precession slope and the phase-
locking strength for each cell. We found no correlation (r  0.14,
p  0.15; Fig. 3E) between the two measures. Also for the two
populations separately, phase-precession slope and phase-
locking strength did not correlate (pPyr: r  0.19, p  0.11; pSte:
r  0.05, p  0.77). Together, these results indicate that—within
the physiological range of phase-locking strength 0.7 (Fig.
3E)—phase precession and phase locking can coexist.
Discussion
We found that putative stellate cells display steeper phase preces-
sion than putative pyramidal cells, which was accompanied by
larger phase ranges. This is the first account of phase precession in
different cell types within mECII. Hafting et al. (2008) and Miz-
useki et al. (2009) showed entorhinal phase precession in extra-
cellular recordings of unidentified cells in layer II, but did not
relate the phase precession to pyramidal or stellate cells. Newman
and Hasselmo (2014) investigated phase-precession of grid cells
recorded in the superficial layers of mEC (both layers II and III)
based on pooled-run data and found larger phase-precession
correlations in trough-locking grid cells as compared with peak-
locking grid cells. In contrast to this, we quantified phase preces-
sion in single runs of principal cells from only mECII and could
Figure 3. Phase precession was steeper in putative stellate cells. A, Examples of single-run
phase precession for a putative pyramidal cell (top) and a putative stellate cell (bottom). Green
and black dots represent the spikes of the putative pyramidal and stellate cells, respectively.
Dashed lines depict circular-linear fits. B, Phase-precession slopes were significantly steeper in
putative stellate cells. C, Single-run phase ranges were significantly larger in putative stellate
cells, consistent with the larger slope of phase precession. D, The duration of single runs is
statistically the same for the two populations. In B–D, error bars depict the 95% confidence
interval of the median. E, Phase-locking strength and phase-precession slopes were not corre-
lated in a cell-by-cell analysis. Green and black dots represent putative pyramidal cells and
putative stellate cells, respectively. The area of each dot is proportional to the number of runs
that the corresponding cell contributed to the analysis.
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not find differences in the distributions of phase-precession cor-
relations. Furthermore, Newman and Hasselmo (2014) sug-
gested that trough-locking cells might be stellate cells, based on
the stellate cells’ tendency to fire in bursts during recordings in
slices. We did not find differences in the bursting behavior of the
putative pyramidal and putative stellate cells.
Newman and Hasselmo (2014) reported pooled-data phase-
precession correlations in the range of 0.05. Because of the
broader scatter of data points, pooled-data correlations are gen-
erally expected to be lower than single-run correlations (Schmidt
et al., 2009). Therefore it is not surprising that we found twofold
stronger correlations in our single-run analysis (in the range
of 0.1). We argue that the animal needs to process information
online and does not have the opportunity to pool over trials.
Apart from that, functional hypotheses about temporal coding
(Mehta et al., 2002) or sequence learning (Hasselmo and Eichen-
baum, 2005) are usually discussed for phase precession in indi-
vidual runs. Hence, it is appropriate to also analyze phase
precession in single runs.
Aghajan et al. (2015) measured phase-precession correlations
in temporally defined single runs and found correlations of
around 0.2. The difference to our result might be explained by
three facts: Aghajan et al. (2015) (1) recorded in CA1; (2) used a
linear– circular correlation which is based on a sinusoidal model,
in contrast to the circular-linear correlation we used (Kempter et
al., 2012); and (3) restricted their analysis to significantly phase-
precessing cells, whereas we included all cells in the analysis. The
slopes of phase precession in our dataset were shallower than in
the single-run analysis by Reifenstein et al. (2014) of mECII grid
cells recorded by Sargolini et al. (2006). In the latter dataset,
temporally defined single runs are shorter than in our data, sug-
gesting that field sizes are smaller. Smaller field sizes were shown
to correspond to steeper phase-precession slopes (Reifenstein et
al., 2014). Therefore, it is likely that differences between our re-
sults and the findings by Reifenstein et al. (2014) are because of
different field sizes in the two datasets.
It is presently unclear whether grid cells in mECII are predom-
inantly pyramidal cells (Tang et al., 2014), stellate cells (Dom-
nisoru et al., 2013), or if they show no preference for either cell
type (Sun et al., 2015). Tang et al. (2014) found that in mECII
calbindin-positive putative pyramidal cells on average showed
higher grid scores than calbindin-negative putative stellate cells.
Conversely, putative stellate cells generally showed higher border
scores. We add to the picture that putative stellate cells exhibit
steeper phase precession than putative pyramidal cells. It should
be noted, however, that all conclusions rest on the assumption
that the classifier of Tang et al. (2014) works correctly. To control
for problems arising from our classification procedure, we per-
formed three checks: first, we repeated the analysis using a vari-
able guard zone, and found that our results did not depend on the
guard zone width. Second, we replicated the recent finding from
Sun et al. (2015) and found that the activity of putative pyramidal
cells is more modulated by the animal’s running speed than the
activity of putative stellate cells. Third, we found no correlation
between phase-precession slope and the phase-locking strength.
This suggests that our results are not just an artifact of the known
difference in phase-locking strength between pyramidal and stel-
late cells (Ray et al., 2014; Tang et al., 2014), but a real difference
in the phase coding of the two cell populations.
Phase precession might be used to compress behavioral se-
quences to the time scale of synaptic plasticity (Skaggs et al.,
1996). In this framework, a steeper phase-precession slope im-
plies that the spikes of different cells in the compressed sequence
are temporally more separated, which might be beneficial to re-
tain the order of the sequence under the influence of temporal
noise. On the other hand, a clearer temporal separation of the
spikes from different cells poses a limit on the number of cells
participating in the sequence.
Our results suggest that stellate cells send steeply phase-
precessing output to the dentate gyrus, whereas the shallower
precessing mECII pyramidal cells project to CA1 (Varga et al.,
2010; Kitamura et al., 2014). Phase precession might thus be
differentially inherited by different subregions of the hippocam-
pal– entorhinal loop (Jaramillo et al., 2014; Schlesiger et al.,
2015).
To conclude, our data indicate that even within the same layer
of mEC principal cells can show different phase-precession pat-
terns. This result compares with other observations which indi-
cate that different groups of CA1 pyramidal cells can exhibit
distinct temporal discharge patterns (Mizuseki et al., 2011). Also
spiking activity of hippocampal interneurons is highly cell-type-
specific (Klausberger and Somogyi, 2008). Hence, we argue that
cell-type-specific temporal coding is a widespread phenomenon
throughout the hippocampal formation. Future studies might
aim to further investigate where phase precession originates and
whether or how this temporal code is passed on between different
subregions.
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vide temporal windows for local circuit computation in the entorhinal-
hippocampal loop. Neuron 64:267–280. CrossRef Medline
Mizuseki K, Diba K, Pastalkova E, Buzsáki G (2011) Hippocampal CA1
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In Reifenstein et al. (2012), I argued that the theta phase of spikes from entorhinal grid cells
can be used to estimate the position of the animal within a firing field. This is true for rats
moving on a linear track, as phase changes monotonically with one-dimensional position.
However, as shown in Reifenstein et al. (2014), this idea cannot be easily transferred to two-
dimensional environments. The sequence of spike phases depends on the properties of the
rat’s path through a firing field. Long or winding runs through a firing field led to weakest
phase precession whereas runs that skirt the edge show steeper rates of phase precession.
The phase variable still changes monotonically along the animal’s path, but variations in
speed, direction, and path eccentricity disrupt the clear relationship between phase and
space (also see Climer et al., 2013 and Jeewajee et al., 2014). Thus, it seems unlikely that
the theta phase can be directly used by the nervous system to estimate the animal’s position
in two-dimensional space.
5.1 Phase-precession parameters influence the compression of
sequences
As an alternative hypothesis, phase precession could be used to compress sequences of be-
havioral events to the time scale of synaptic plasticity (Skaggs et al., 1996). But how do the
parameters of phase precession (slope, correlation, phase range, entry phase) influence the
compression of sequences? In this framework, a steeper phase-precession slope implies that
the spikes of different cells in the compressed sequence are further apart in time, which might
be beneficial to retain the order of the events under the influence of temporal noise. On the
other hand, a larger temporal separation of the spikes from different cells poses a limit to the
number of cells participating in the sequence. Furthermore, phase-precession slopes of cells
participating in the sequence should match. Too large a variability could disrupt the order
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of events within individual theta cycles. Also the entry phase of the different cells plays an
important role. If, for instance, the entry phase of cell 2 was too early compared to cell 1, the
order of the two cells within a theta cycle would be constantly wrong. On the other hand,
phase range does not seem to have such a drastic influence. If the entry phases and slopes of
the two cells matched, changes in phase range would alter the number of theta cycles with
overlapping activity. Hence, the order of the two cells would be conserved, but the phase
range would dictate how many repetitions of spike pairs the synapse could experience. This
could alter the speed of learning. Theta cycle skipping (i.e. the spiking activity skips one or
more theta cycles) could have the same effect. If the spiking activity of a cell in the sequence
skips theta cycles, the number of paired spikes and hence learning opportunities would be
decreased. Theta cycle skipping has been observed in entorhinal recordings by many groups
(Deshmukh et al., 2010,Quilichini et al., 2010,Newman and Hasselmo, 2014). As a last pa-
rameter discussed here, the phase-precession correlation also influences the speed of learning.
The broader the scatter of spikes in phase and time, the more temporally jittered individual
spikes are expected to be. This increases the likelihood of disrupting the right order in the
sequence and would thus decrease the learning rate. These considerations will be extended
in future work to provide a deeper understanding of the sequence-learning hypothesis as a
potential function of phase precession.
5.2 Towards the origin of phase precession
As mentioned before, the events that are potentially linked by phase-precessing cells do not
need to be spatial in nature. In Reifenstein et al. (2016), I applied a novel method to
analyze phase precession independent from the spatial tuning of cells. In the analyzed data
set, many spatially irregular cells showed phase precession. I believe that this approach –
when applied to data from regions upstream of the hippocampus, where cells are generally
not clearly tuned to space – will provide valuable insights about phase-precession generating
mechanisms.
One such region of interest is the parasubiculum. It is a thin layer of tissue surrounding
the medial entorhinal cortex, providing input to entorhinal layer II. Boccara et al. (2010)
found grid cells in the parasubiculum. Tang et al. (2016) additionally reported significant
fractions of border cells and strong head-direction tuning of many cells. With respect to
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temporal properties, Tang et al. (2016) showed strong theta modulation for parasubicu-
lar neurons. We recently added to the picture that phase precession is only very weak in
parasubiculum (Ebbesen et al., 2016).
From anatomical tracing experiments and an average spike-phase difference of approxi-
mately 19 degrees (corresponding to 7 ms), it seems very likely that parasubicular neurons
project to the patches of pyramidal cells in layer II of the medial entorhinal cortex. Also
these pyramidal cells express only a low degree of phase precession. Conversely, stellate cells
in layer II and pyramidal cells in layer III phase precess with steep slopes. The latter finding
is somewhat surprising as it challenges the long-held belief that cells in layer III do not phase
precess (Hafting et al., 2008,Mizuseki et al., 2009).
Layer II stellate cells project to the dentate gyrus, whereas layer II pyramidal cells send
output to CA1 (Varga et al., 2010, Kitamura et al., 2014, Ray et al., 2014). As layer II
pyramidal cells show only weak phase precession, it seems unlikely that they substantially
contribute to CA1 phase precession. Therefore, CA1 either generates phase precession de
novo or receives phase-precessing inputs via the hippocampal loop, which originates from
the strongly precessing stellate cells in layer II.
Phase precession in medial entorhinal cortex depends on the characteristics of the ani-
mal’s trajectory. The longer and more curved the path, the shallower the phase-precession
slope. Similar results were found by Huxter et al. (2008), who studied phase precession
in CA1 place cells and noted that phase precession depends on the path: for increasingly
complicated trajectories, phase precession ceased. In medial entorhinal cortex, position and
time correlated equally well with the phase variable at the single-run level in two-dimensional
environments (Reifenstein et al., 2014). The spike phases exhibit similar single-run position
and time-correlations as reported for place cells in CA1 (Schmidt et al., 2009).
These observations indicate that the characteristics of single-run phase precession are
similar in medial entorhinal cortex and CA1. Therefore, one might argue that phase preces-
sion in CA1 place cells could be inherited from the phase precession in the medial entorhinal
cortex (Jaramillo et al., 2014,Schlesiger et al., 2015). Assuming that precisely timed activity
of multiple grid cells is required to fire a single place cell, one might expect a reduction
of the single-run phase range from entorhinal cortex to hippocampus – a prediction that is
also made by Jaramillo et al. (2014) in their theoretical study on the inheritance of phase
precession from one region to another. Indeed, the median single-run phase precession in
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entorhinal grid cells on a linear track is 250 degrees, whereas Schmidt et al. (2009) observe
that phase precession in CA1 during single runs on linear tracks typically extends over 180
degrees.
Recent studies provide evidence for direct connections from layer II pyramidal cells to
layer II stellate cells (Fuchs et al., 2016). Keeping in mind that the stellates show clear
phase precession whereas the pyramids do not, one could argue that layer II stellate cells are
a plausible origin of phase precession. However, there is a possibility that layer II stellate
cells could inherit phase precession from layer III.
Ongoing investigations by Winterer et al. suggest strong unidirectional feedforward
projections from layer III to layer II. In recent work (Ebbesen et al., 2016), we demonstrate
steep phase precession in layer III of the medial entorhinal cortex (slopes comparable to
layer II stellate cells). Thus, layer III could pass on phase precession to layer II, but not the
other way around, indicating that entorhinal phase precession could originate in layer III. In
turn, layer III receives input from the lateral entorhinal cortex and the presubiculum. It is
currently unclear whether cells in these regions show phase precession. These considerations
and open questions will spark future work on identifying the origin of phase precession.
5.3 What are the underlying mechanisms of phase
precession?
As discussed before, stellate cells in layer II of the medial entorhinal cortex could be one
possible origin of phase precession. They display subthreshold resonance and membrane
potential oscillations in the theta frequency range (Alonso and Llinás, 1989,Erchova et al.,
2004) which can also affect spike patterns (Schreiber et al., 2004,Engel et al., 2008,Fernandez
et al., 2013). A prominent class of phase-precession models – oscillatory interference models
– makes use of membrane potential oscillations. These models explain phase precession as
a result of the interference of oscillations at slightly different frequencies. I found that the
observed phase precession in medial entorhinal cortex was not in agreement with oscillatory
interference models (Burgess et al., 2007,Burgess, 2008,Zilli et al., 2009). In Reifenstein et
al. (2014), I tested different versions of the model and found that it did not reproduce the
features of phase precession derived from the single-run analysis of experimental data: in
particular, the model predicted a constant slope of phase precession, regardless of the path
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taken through two-dimensional firing fields.
An alternative mechanism relies on the idea of combining an oscillatory input in the
theta range and a slowly increasing excitatory input. The subthreshold membrane potential
would then reach the firing threshold earlier and earlier in successive theta cycles (Mehta et
al., 2002). A variation of this idea uses the short-term facilitation of the Mossy fiber synapse
to generate phase precession in CA3 (Thurley et al., 2008).
Similarly, pyramidal cells in layer III of the medial entorhinal cortex show short-term
fascilitation of excitatory inputs (Heinemann et al., 2000). Although those inputs are not
as strong as the ones by the Mossy fiber synapse, where individual inputs can generate a
postsynaptic spike, the general idea might still work. It may require the coordinated activity
of multiple excitatory, fascilitating synapses.
In a variation of that idea, one could imagine a scenario of inhibitory input undergoing
short-term depression. Together with a strong and long excitatory drive, e.g. upon entering
a firing field, depressing inhibition could lead to phase precession in stellate cells of medial
entorhinal cortex layer II. However, this simple picture is complicated by the fact that it may
require the coordinated activity of multiple inhibitory, depressing synapses in the medial
entorhinal cortex to obtain phase precession, in contrast to the strong Mossy fiber synapse.
I explore this possibility in ongoing work.
The depressing-inhibition mechanism makes two experimentally testable predictions.
First, the overall firing rate must be low enough for the depressed synapse to return to
its original state between two successive phase-precession sequences. Second, the spatial
tuning of the postsynaptic (excitatory) cell should be matched by the spatial tuning of the
presynaptic (inhibitory) cells.
To illustrate the first point, let us imagine a grid cell with multiple firing fields. When
the animal traverses one firing field, the series of depressing inhibitory inputs results in phase
precession. However, when the animal leaves the firing field, the synapse needs to relax to
its original “undepressed” state to allow for phase precession in the next field traversal. For
rats in open environments, it would take few seconds to get from one firing field to the next.
This also sets a limit to the relaxation time constant of the synaptic depression.
In experimental data, many inhibitory cells show rather high firing rates (Buetfering et
al., 2014), although there are a number of exceptions (Klausberger et al., 2003,Buetfering et
al., 2014). In principal, it seems possible that inhibitory cells have low enough rates for the
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depressed synapse to relax back to its original state. Particularly, if one keeps in mind that
extracellular recordings are biased towards detecting highly active interneurons as compared
to the low-activity ones.
The mechanism’s second prediction is that the spatial tuning of the principal neuron
should be matched by the presynaptic interneurons. For example, if the excitatory neuron
is a grid cell, the series of depressing synaptic inputs should start when the animal enters
the firing field. Consequently, the presynaptic (inhibitory) neurons would also be grid cells –
at least in their collective tuning. Buetfering et al. (2014) found that parvalbumin-positive
interneurons in the medial entorhinal cortex did not show clear spatial tuning. However,
there remain many more classes of interneurons to be tested.
5.4 Phase precession in different classes of spatially
modulated cells
The previous argument rests on the fact that grid cells show phase precession. But do
different classes of spatially modulated neurons phase precess? In the data set by Tang et al.
(2014), which I re-analyzed in Reifenstein et al. (2016), among a total of 114 cells there were
15 grid cells, 3 border cells, and 17 head-direction cells. I found that the single-run phase
precession is shallower in grid cells than in border cells and head-direction cells. The phase-
precession slopes in border cells and head-direction cells were statistically indistinguishable.
1 We did not include these results in the final publication because we felt that they should
be taken with caution as the numbers of cells in each category were low. Particularly, when
we separated those few cells into putative pyramids and putative stellates. Despite those
statistical limitations, the main finding of the study could be reproduced for all groups:
putative stellate cells showed significantly steeper phase precession than putative pyramidal
cells. 2 Taken together, phase precession seems to occur in many different classes of cells,
potentially allowing them to participate in sequences that are temporally compressed and
stored in the synaptic weights.
In this thesis, I argued that phase precession might be the underlying neuronal mecha-
1 grid: −44 [−51, −36] deg/s; border: −68 [−83, −51] deg/s; hd: −71 [−81, −59] deg/s; p = 4·10−5, Kruskal-
Wallace H-test for the three groups; grid vs border: p=0.001, Mann-Whitney test; grid vs hd: p = 3 ·10−5,
Mann-Whitney test; border vs hd: p=0.4, Mann-Whitney test
2 grid: p = 2 · 10−7, border: p = 0.009, hd: p = 0.001
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nism for remembering sequences of events, such as the one that happened to the hydraulic
engineer Victor Hatherlay. For the other – arguably less pressing – open questions of Victor
Hatherlay’s story, I will not interfere with Sherlock Holmes and kindly direct the reader to
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