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Рис. 1. Изменение интенсивности выбросов в переходном режиме 
Предлагаемый подход позволяет на основе экспериментально определенных 
статистических характеристиках вибраций и заданных эксплуатационных парамет­
рах элементов системы, подверженных воздействию вибраций, определить диапазон 
работоспособности и вероятностные характеристики безотказной работы системы. 
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Во многих областях человеческой деятельности существуют инженерные и на­
учные задачи, решение которых невозможно получить в аналитическом виде, а чис­
ленное решение требует значительных вычислительных затрат. Компьютерное мо­
делирование таких задач зачастую приводит к решению системы линейных 
алгебраических уравнений (СЛАУ) большой размерности (порядка нескольких де­
сятков и сотен тысяч неизвестных) [1]. Эффективное решение таких систем возмож­
но только в распределенных вычислительных системах. 
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Большинство существующих методов организации параллельных вычислений 
реализуется в виде самостоятельных программных интерфейсов (API). Одним из 
наиболее распространенных интерфейсов является MPI [2]. 
Для распределенного решения СЛАУ в кластерных системах часто используют 
модифицированный метод Гаусса с различными вариантами размещения данных 
в кластере и, как следствие, с различной эффективностью и скоростью решения. 
Самыми распространенными вариантами размещения являются строчно-, столбцово-
циклический и блочный. 
Был произведен теоретический и практический анализ приведенных способов 
размещения данных для выбора наиболее эффективного варианта. Наилучшие ре­
зультаты были получены при строчно-циклическом размещении матрицы системы в 
памяти вычислительных узлов. 
В данном варианте метода исходная матрица коэффициентов распределяется по 
компьютерам циклическими горизонтальными полосами с шириной полосы в одну 
строку. Первая строка матрицы помещается в компьютер 0, вторая строка - в ком­
пьютер 1 и т. д., п-я строка в узел п - 1 (где п количество узлов в системе). Затем 
п + 1-я строка снова помещается в узел О, п + 2-я строка - в узел 1 и т. д. 
Сначала текущей строкой является строка с индексом 0 в компьютере 0, затем 
строка с индексом 0 в компьютере 1 и т. д., и наконец, строка с индексом 0 в послед­
нем по номеру компьютере. После чего цикл по компьютерам повторяется и теку­
щей строкой становится строка с индексом 1 в компьютере 0, затем строка с индек­
сом 1 в компьютере 1 и т. д. Аналогично, последовательно по узлам, начиная с 
последнего по номеру компьютера, осуществляется обратный ход. Разработанный 
алгоритм метода представлен на рис. 1. 
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Особенностью этого алгоритма является то, что как при прямом, так и при об­
ратном ходе компьютеры более равномерно загружены, чем в остальных методах. 
Вычислительная нагрузка распределяется по компьютерам более равномерно. На­
пример, нулевой компьютер, завершив обработку своих строк при прямом ходе, 
ожидает, пока другие компьютеры обработают только по одной, оставшейся у них не 
обработанной строке, а не полностью обработают полосы, как в блочном алгоритме. 
При более равномерной загрузке компьютеров при вычислении одного алгоритма по 
сравнению с другим алгоритмом следует предположить и большую эффективность 
алгоритма с более равномерной загрузкой компьютеров. Загрузка компьютеров 
в циклическом алгоритме является более равномерной. Но большая его эффектив­
ность, по сравнению с блочным вариантом, может проявиться только на исходных 
матрицах большого размера (например, начиная с исходных матриц 400 х 400 и бо­
лее, но это зависит от конкретной системы). 
Для решения СЛАУ методом Гаусса было разработано и верифицировано соот­
ветствующее программное обеспечение. Был проведен вычислительный экспери­
мент в кластере, состоящем из 15-ти узлов, соединенных коммуникационной сетью 
Ethernet со скоростью 100 Мбит/с. Каждый узел кластера снабжен двухядерным 
процессором Intel Core 2 Duo E2160 с частотой 1,8 GHz (при решении задействова-
лось одно ядро), 2 Gb оперативной памяти и 160 Gb винчестером. 
Результаты решения СЛАУ различных размерностей приведены в таблице. 
Выводы: 
1. Если время решения СЛАУ сопоставимо со временем передачи данных, то в 
этом случае нецелесообразно организовывать параллельные вычисления. В нашем 
случае оказалось, что системы размерностью до 2000 элементов распараллеливать 
неэффективно, поскольку последовательный вариант для этих систем работает бы­
стрее параллельного. 
2. При решении систем больших размерностей (от 5000 и выше) увеличение 
числа узлов позволяет значительно сократить время решения. В этом случае чем 
больше размерность системы, тем больший выигрыш во времени решения при рабо­
те параллельного варианта по сравнению с последовательным. Но при значительном 
увеличении числа процессоров выигрыш в скорости нахождения решения снижает­
ся. Для системы размерностью порядка 11000 элементов время решения на 3-х узлах 
почти в четыре раза меньше, чем на одном, а время решения на 15-ти узлах почти в 
восемь раз меньше, чем в последовательном варианте. Суперлинейное ускорение для 
систем таких размерностей при реализации на 3-х узлах можно объяснить большим 
количеством кэш-попаданий процессора. 
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3. Для каждой из рассмотренных систем уравнений можно найти оптимальное 
число вычислительных узлов, обеспечивающее наиболее эффективное решение 
с точки зрения временных затрат. 
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В настоящее время создается очередная версия программы расчета распредели­
тельной электрической сети, позволяющая решать следующие задачи: 
- определение параметров максимального и среднего режимов электрической 
сети напряжением 6-10 кВ: напряжений в узлах сети, ток в линиях электропередачи, 
.потери активной мощности в линиях и трансформаторах, значения токов двухфазно­
го короткого замыкания; 
- проверка кабельных и воздушных линий на перегрузку по току; 
- проверка отклонений напряжения в узлах подключения нагрузок; 
- проверка на чувствительность к коротким замыканиям средств релейной за­
щиты; 
- изменение схемы электрических соединений электрической сети посредством 
управления переключениями коммутационных аппаратов; 
- проверка возможности резервного питания участков рассматриваемого фиде­
ра от ближайших фидеров через коммутационные аппараты резервного питания. 
В данной версии программы предусмотрен графический ввод схем участков 
электрической сети. Дополнительно создан справочник типов и параметров транс­
форматоров напряжением 6-10/0,4 кВ. Все данные хранятся в файлах формата «mdb» 
СУБД MS ACCESS. 
Для решения поставленной задачи разработано оконное приложение с графиче­
ским интерфейсом, осуществляющим визуальный ввод данных для расчета электри­
ческих сетей. Программа позволяет создавать, сохранять и открывать графические 
схемы электрических сетей, а также вводить и редактировать параметры элементов 
схем. Графический интерфейс пользователя, включающий панель элементов, поле 
для построения схемы, меню, кнопки быстрого доступа и строку состояния, разрабо­
тан средствами среды программирования Delphi7. 
Панель элементов включает в себя: коммутационные аппараты (выключатели, 
разъединители, выключатели нагрузки), линии электропередач, трансформаторы 
подстанций, узлы ответвлений и нагрузки потребителей. На кнопках отображаются 
типы элементов. Окно построения схемы большого размера, имеет полосы прокрут­
ки и сетку привязки. 
