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Abstract
This work is concerned with the purely dissipative version of a well-established model of
rate-independent strain-gradient plasticity. In the conventional theory of plasticity the
approach to determining plastic flow is local, and based on the stress distribution in the
body. For the dissipative problem of strain-gradient plasticity such an approach is not
valid as the yield function depends on microstresses that are not known in the elastic
region. Instead, yield and plastic flow must be considered at the global level. This work
addresses the problem of determining the elastic threshold by formulating primal and
dual versions of the global problem and, motivated by techniques used in limit analysis
for perfect plasticity, establishing conditions for lower and upper bounds to the threshold.
The general approach is applied to two examples: of a plate under plane stress, and
subjected to a prescribed displacement; and of a bar subjected to torsion.
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1 Introduction
There has been sustained interest over the last few decades in the development and assess-
ment of models of elastoplastic behaviour that take account of size-dependent responses
at the microscale. A central and popular direction has been the development of models in
which gradients of the plastic strain enter the formulation, as a means of accounting for
the relationship between size-dependence and the development of geometrically necessary
dislocations in the context of non-homogeneous deformations. Some representative ex-
amples of such strain-gradient theories include [9, 14, 15] (see also the references in these
works).
The works [27, 25, 26] have focused on analyses of well-posedness for particular formula-
tions of strain-gradient plasticity. These analyses have given attention typically to what
are referred to as energetic as well as dissipative models. Energetic formulations refer to
models of strain-gradient plasticity in which the gradient terms arise from a recoverable
free energy, and appear as a back-stress in the yield function. Dissipative formulations,
on the other hand, are characterized by an extension of the conventional flow relation
in which plastic strain rates as well as their gradients appear in the normality relation
of associative plasticity. The two models lead respectively to size-dependent behaviour
in the form of an increase in strain-hardening with length scale, and in the second case
strengthening, that is, an increase in initial yield with increase in length scale. The works
[4, 5] provide further examples of theoretical investigations of both kinds of behaviour.
Some features of rate-independent versions of dissipative problems have attracted par-
ticular attention. First, the generalization of the classical flow relation with a normality
relation leads to a yield function expressed in terms of generalized microstresses which,
because they are not known in the elastic region, cannot predict yield in the conventional
way (see also [12]). On the other hand, it has been shown [27, 25] that the appropriate
way to interpret yield and plastic flow lies through a global form of this relation, in which
it then becomes possible to formulate the flow relation in terms of the Cauchy stress.
This is most readily carried out for the kinematic form, using the dissipation function.
In [2] the matter of determining a dual form of such a global flow relation is investigated
further, where it is shown that a closed-form expression for such a relation, in terms of a
global yield function, is elusive.
A second feature of dissipative problems relates to the response to non-proportional load-
ing in the plastic range. This leads to an elastic gap: that is, an elastic response following
the application of such loading. The phenomenon was first presented in [11], and has
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been further studied in various works, for example [1, 13, 21, 22, 23].
The objective of this work is to address, in the context of the dissipative problem of
strain-gradient plasticity, the problem of determining the elastic threshold: that is, in
relation to a scalar load factor, the stage at which incipient plastic behaviour takes place.
The basis for the study is the dissipative version of the rate-independent theory presented
and analyzed in [2, 27, 25].
The approach taken in this work is to draw on the methods of limit analysis, a well-
established area of investigation in conventional perfect plasticity. The link derives from
the formulation, in limit analysis, of optimization problems that yield lower and upper
bounds to collapse states [29, 3, 18, 28]. This correspondence is noted also in [12, Section
7], and is explored in detail in [24], for a model in which size-dependence is through the
gradient of a scalar function of plastic strain. In the current work it will be seen that the
elastic threshold for problems of dissipative gradient plasticity may likewise be formulated
as lower- and upper bound problems.
The rest of this work is organized as follows. In Section 2 the rate-independent problem of
dissipative strain-gradient plasticity is presented, using the notions of a yield function and
associative flow relation. The global form of the flow relation is derived in its kinematic
form, that is, using the dissipation function or support function associated with the yield
function. Section 3 makes precise the notion of plastically admissible stress fields in the
context of strain-gradient plasticity. Inspired by classical limit load analysis for perfect
plasticity, we obtain necessary and sufficient conditions for stress fields to be plastically
admissible. This paves the way, in Section 4, to derive expressions for lower and upper
bounds to the elastic threshold, in terms of a parameter characterizing monotonic loading.
Section 5 introduces approximations in the form of penalizations of the highly nonlinear
problems for the bounds. These theoretical results are applied to two example problems:
in Section 6, that of a square domain in plane stress and subjected to a prescribed dis-
placement; and in Section 7, the problem of torsion of a circular rod. For both problems
approximations to the bounds are sought first by assuming simple forms for the minimiz-
ers or maximizers; and secondly, the problems are solved numerically, using finite element
approximations in combination with penalized forms of the problems.
3
2 The problem setting
Vector- and 2nd-order tensor- or matrix-valued functions will be written in lower case
boldface form. The scalar product of two tensors or matrices σ and τ will be denoted by
σ : τ , and in component form, relative to an orthonormal basis, by σijτij, the summation
convention on repeated indices being invoked. Furthermore, we use upper case boldface
letters to denote third-order tensors. For two such quantities Π and T , the inner product
is denoted by Π ◦ T , or in component form ΠijkTijk.
Consider a homogeneous elastic-plastic body that occupies a bounded domain Ω ∈ R3
with boundary ∂Ω. For a prescribed body force b ∈ [L2(Ω)]3 the equilibrium equation
reads
− divσ = b, (2.1)
where σ is the symmetric Cauchy stress tensor. The infinitesimal strain ε is defined as a
function of the displacement u by
ε := ε(u) = 1
2
(∇u+ (∇u)>) . (2.2)
The strain ε is decomposed into elastic and plastic components εe and εp, respectively,
according to
ε = εe + εp . (2.3)
The material is assumed to be isotropic, with the elastic relation given by
σ = Cεe := λ(tr εe)I + 2µεe . (2.4)
Here C is the fourth-order elasticity tensor, and λ and µ are the two Lame´ coefficients.
This investigation is based on a model of strain-gradient plasticity [25, 27] in which the
classical notions of a convex yield surface and normality flow relation are extended to the
gradient case. This model takes as a point of departure the important work [15], which
assumes viscoplastic behaviour without a yield surface. The theory makes use of second-
and third-order microstresses pi and Π respectively. The quantity pi is symmetric and
deviatoric, and Π is symmetric and deviatoric in its first two indices, in the sense that
Πijk = Πjik, Πppk = 0. We will also require the deviatoric stress σ
D := σ − 1
3
(trσ)I. In
addition to the equation of macroscopic equilibrium the Cauchy stress and microstresses
satisfy the microforce balance equation
σD = pi − div Π or, in index form σDij = piij − Πijk,k . (2.5)
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The local form of the flow relation is posed in terms of a yield function f`(pi,Π), dependent
on a length parameter `. The flow relation is then an extension of the classical normality
relation and is given by
(ε˙p,∇ε˙p) = γ
(
∂f`
∂pi
,
∂f`
∂Π
)
,
γ ≥ 0, f`(pi,Π) ≤ 0, γf`(pi,Π) = 0 . (2.6)
We will work with
f`(pi,Π) =
√
|pi|2 + `−2|Π|2 − Y, (2.7)
where Y > 0 is the yield stress. It will be convenient also to introduce the local elastic
region E, defined by
E = {(pi,Π) | f`(pi,Π) ≤ 0} . (2.8)
The flow relation may be recast with the microstresses as dependent variables by intro-
ducing the support function associated with E: in the present context this is referred to
as the local dissipation function, denoted by D`, and given by
D`(q,∇q) = sup
(pi,Π)
f`(pi,Π)≤0
[pi : q + Π ◦ ∇q] . (2.9)
For f` given by (2.7), the local dissipation function takes the form
D`(q,∇q) = Y
√
|q|2 + `2|∇q|2 in Ω. (2.10)
Then from a basic result in convex analysis, the flow relation (2.6) is equivalent to the
inclusion
(pi,Π) ∈ ∂D`(ε˙p,∇εp); (2.11)
here ∂D` is the subdifferential of D`, so that (2.11) reads
D`(q,∇q) ≥ D`(ε˙p,∇εp) + pi : (q − ε˙p) + Π ◦ ∇(q − ε˙p) ∀ q . (2.12)
A note on alternative forms for f` and D`. A more general family of local dissipation
functions may be defined by
D`,r(q,∇q) := Y [|q|r + (`|∇q|)r]1/r (2.13)
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for real r satisfying 1 ≤ r <∞. The case r =∞ corresponds to the function
D`,∞(q,∇q) := Y max{|q|, `|∇q|] . (2.14)
The yield function corresponding to D`,r, 1 < r ≤ ∞ reads
f`,r′(pi,Π) :=
[
|pi|r′ + (`−1|Π|)r′
]1/r′
− Y, 1
r
+
1
r′
= 1. (2.15)
The case r = 1 is also of practical significance [8]. The yield function f`,∞ corresponding
to D`,1 is shown in [25] (see also [16, Section 4.3.2] to be given by
f`,∞(pi,Π) = max{|pi|, `−1|Π|} − Y . (2.16)
We will however focus in this work on the case r = 2, for which all significant features are
likely to be present.
Initial and boundary conditions. The initial conditions of the problem are
u = 0, εp = 0 in Ω× {0} . (2.17)
For the boundary conditions associated with the equilibrium equation the boundary ∂Ω
is partitioned into complementary parts ∂Ωu and ∂Ωt on which macroscopic Dirichlet and
Neumann boundary conditions respectively are prescribed. These are
u = u¯ on ∂Ωu × (0, T ), σn = t¯ on ∂Ωt × (0, T ), (2.18)
where u¯ and t¯ are respectively a prescribed displacement and traction, and n denotes the
outward unit normal to the boundary ∂Ω.
Boundary conditions associated with the microforce balance equation are imposed on
complementary parts ∂ΩH and ∂ΩF . The conditions on these two parts are referred to
respectively as microhard and microfree boundary conditions, and are given by
εp = 0 on ∂ΩH × (0, T ), Πn = 0 on ∂ΩF × (0, T ). (2.19)
The initial-boundary value problem for gradient plasticity is given by equations (2.1),
(2.3), (2.2), (2.4), (2.5), (2.6) together with the initial and boundary conditions (2.17),
(2.18), (2.19).
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Remark. The model presented here is a dissipative one, in the sense that recoverable
energetic contributions to terms involving the plastic strain gradient are omitted. A
treatment of the full problem may be found in [25, 27, 16]. The structure of the dissipative
model presents difficulties in its local form, and is approached as a global problem.
The global form of the flow relation. It is clear from (2.6) or (2.12) that, in contrast
to the case of conventional plasticity, it is in fact not possible to use the local yield
condition to determine pointwise whether the elastic limit has been reached. This is the
case as pi and Π are not known a priori (cf. the case of a rigid-plastic body, for which it
is not possible to determine the stresses in the rigid region, and hence to determine when
yield occurs locally).
This dilemma may be resolved by approaching plastic flow as a global notion. For this
purpose we construct a weak formulation of the microforce balance equation. We define
the following space of tensor fields:
W = {q : Ω→ R3×3sym | qij = qji, qii = 0, qij ∈ L2(Ω), qij,k ∈ L2(Ω), q = 0 on ∂ΩH}.
The L2-space of all pairs (pi,Π) will be denoted by X. We take the inner product of
(2.5) with q − ε˙p ∈ W , integrate, integrate the term involving Π by parts, and use the
boundary condition (2.19)2, to obtain∫
Ω
[pi : (q − ε˙p) + Π ◦ ∇(q − ε˙p)] dx =
∫
Ω
σD : (q − ε˙p) dx ∀ q ∈ W. (2.20)
Next, integrate (2.12) and use (2.20) to eliminate the terms involving pi and Π from the
resulting global inequality. The result is the global flow relation∫
Ω
D`(q,∇q) dx ≥
∫
Ω
D`(ε˙
p,∇εp) dx+
∫
Ω
σ : (q − ε˙p) dx ∀ q ∈ W . (2.21)
Remark. The variational inequality (2.21) together with the weak form of the equilibrium
equation has a unique solution in appropriate Sobolev spaces provided that there is some
hardening present [25]. For example, kinematic hardening would result in the replacement
of the second term on the righthand side of (2.21) by σ−κεp, where κ ∈ L∞(Ω) is required
to satisfy κ(x) ≥ κ¯ > 0. We will omit the hardening term in what follows, as it will not
be central to the focus in what follows, viz. a global form of the flow relation.
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3 Plastically admissible stresses
Within this section, we fix t ∈ (0, T ). From the classical problem (2.1)–(2.6), (2.17)–
(2.19) we say that the stress field σ is plastically admissible if there exists a pair (pi,Π)
satisfying 
pi − div Π = σD in Ω,
Πn = 0 on ∂ΩF ,
f`(pi,Π) ≤ 0 in Ω.
(3.1)
We denote the set of all plastically admissible stresses by Esglob. As indicated earlier, the
conditions in (3.1) cannot be verified locally by a direct approach, and so an alternative
approach has to be adopted to determine whether σ ∈ Esglob.
Let Π be such that (3.1)2 holds and div Π exists. Inserting (3.1)1 into (3.1)3, we arrive
at the inequality
f`(σ
D + div Π,Π) ≤ 0 in Ω, (3.2)
which is a sufficient condition to be σ ∈ Esglob. In particular, if Π = 0 then (3.2) reduces
to
f`(σ
D,0) ≤ 0 in Ω. (3.3)
Thus local yield is a sufficient condition for σ to be plastically admissible.
To find necessary conditions for σ ∈ Esglob, we develop an alternative approach to the
definition of plastically admissible stresses using duality theory. The definition based on
(3.1) may be interpreted as the static approach while the dual definition will be kinematic
in nature. The following derivation is inspired by the techniques of limit analysis in perfect
plasticity [29, 3, 19].
First, define the auxiliary function ϕ˜glob(σ) := supremum over all λ ≥ 0 for which there
exists (pi,Π) such that
pi − div Π = λσD in Ω, (3.4a)
Πn = 0 on ∂ΩF , (3.4b)
f`(pi,Π) ≤ 0 in Ω. (3.4c)
Let Ekglob := {σ | ϕ˜glob(σ) ≥ 1}. It is readily seen that the inequality ϕ˜glob(σ) ≥ 1 is a
necessary condition to be σ ∈ Esglob and that Esglob ⊂ Ekglob. In addition, if ϕ˜glob(σ) > 1
then (3.4c) holds for any λ < ϕ˜glob(σ), i.e., for λ = 1 implying σ ∈ Esglob. On the other
hand, if ϕ˜glob(σ) = 1 then it is not clear whether σ belongs to Esglob or not. This task is
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beyond the scope of this work.
From (2.20) the weak form of (3.4a)–(3.4b) reads∫
Ω
[pi : q + Π ◦ ∇q] dx = λ
∫
Ω
σD : q dx ∀q ∈ W. (3.5)
This condition holds if and only if
λ = inf
q∈W∫
Ω σ
D:q dx=1
∫
Ω
[pi : q + Π ◦ ∇q] dx. (3.6)
Hence, we arrive at
ϕ˜glob(σ) = sup
(pi,Π)∈X
f`(pi,Π)≤0 in Ω
inf
q∈W∫
Ω σ
D:q dx=1
∫
Ω
[pi : q + Π ◦ ∇q] dx. (3.7)
Next, we swop the order of inf and sup in (3.7). In general, we have sup inf ≤ inf sup.
Sufficient conditions for sup inf = inf sup are introduced e.g. in [7, Chapter VI]. For
the present problem, from [7, Proposition VI.2.3 and Remark VI.2.3] it follows that the
equality sup inf = inf sup holds if the set {(pi,Π) ∈ X | f`(pi,Π) ≤ 0 in Ω} is bounded.
This is the case for the function f` introduced in (2.7) and considered in this work.
Therefore, we can write
ϕ˜glob(σ) = inf
q∈W∫
Ω σ
D:q dx=1
sup
(pi,Π)∈X
f`(pi,Π)≤0 in Ω
∫
Ω
[pi : q + Π ◦ ∇q] dx. (3.8)
Using [7, Proposition IX.2.1], it is possible also to swop the supremum and the integral
in (3.8):
sup
(pi,Π)∈X
f`(pi,Π)≤0 in Ω
∫
Ω
[pi : q + Π ◦ ∇q] dx =
∫
Ω
sup
(pi,Π)∈X
f`(pi,Π)≤0
[pi : q + Π ◦ ∇q] dx =
∫
Ω
D`(q,∇q) dx,
(3.9)
where D` is the dissipation introduced in (2.9) or (2.10). Hence,
ϕ˜glob(σ) = inf
q∈W∫
Ω σ
D:q dx=1
∫
Ω
D`(q,∇q) dx. (3.10)
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Using (3.10), the (kinematic) global yield surface in gradient plasticity is defined as follows:
Ekglob = {σ | ϕ˜glob(σ) ≥ 1} =
{
σ |
∫
Ω
σD : q dx ≤
∫
Ω
D`(q,∇q) dx ∀q ∈ W
}
. (3.11)
If σ ∈ Esglob then the inequality in (3.11) must be satisfied for any q ∈ W . That is, this
inequality is a necessary condition for σ to be plastically admissible. The relation (3.11)
has also been obtained in [22, Secton 6.4.1], using arguments based on polar conjugates
of convex positively homogeneous functionals.
4 The elastic threshold and its lower and upper bounds
In this section we assume that the data (that is, u¯, t¯ and b in Section 2) depend linearly
on the time variable t; that is,
u¯ = tuˆ, t¯ = ttˆ, b = tbˆ, t ∈ (0, T ),
where uˆ, tˆ and bˆ are given functions defined in Ω. We consider the evolution of the
solution to the problem (2.1)–(2.6), (2.17)–(2.19) over the time interval (0, T ). Clearly,
for sufficiently small t > 0 this problem has an elastic solution of the form
u = tuˆe, ε = tεˆe, σ = tσˆe, ε
p = 0, γ = 0, pi = tpˆie, Π = tΠˆe. (4.1)
The solution components pˆie and Πˆe need not be uniquely defined as we shall see in
Section 6.
The elastic threshold t∗ is the maximal value of t for which the solution to (2.1)–(2.6),
(2.17)–(2.19) satisfies (4.1). It can be defined through the plastically admissible stress
fields: that is,
t∗ := max
{
t > 0 | ∃(pi,Π) ∈ X : tσˆDe = pi − div Π,
f`(pi,Π) ≤ 0 in Ω, Πn = 0 on ∂ΩF
}
. (4.2)
The results of Section 3 can be applied to find lower and upper bounds of t∗. With f`
defined by (2.7), (4.2) can be written
t∗ = max
{
t > 0 | ∃(pi,Π) ∈ X : σˆDe = pi − div Π,
t
√
|pi|2 + `−2|Π|2 ≤ Y in Ω, Πn = 0 on ∂ΩF
}
. (4.3)
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The lower bound t∗L of t
∗ can then be written in terms of Π and σˆDe by eliminating pi
from (4.3): this gives
t∗L =
Y
min
Π
∥∥∥√|σˆDe + div Π|2 + `−2|Π|2∥∥∥
L∞(Ω)
, (4.4)
where Π is a third-order tensor-valued function such that Πn = 0 on ∂ΩF and div Π
exists in an appropriate sense. For a sufficiently sharp bound it is necessary to minimize
the denominator in (4.4) with respect to Π. On the other hand, setting Π = 0, (4.4)
reduces to
t∗L,1 = Y/
∥∥|σˆDe |∥∥L∞(Ω) (4.5)
(cf. eqn (5.15) in [2] for a similar result in the discrete context). We note that t∗L,1 defines
the elastic threshold in perfect (Hencky) plasticity.
The “kinematic” definition of t∗ reads
t∗ = ϕ˜glob(σˆ) = inf
q∈W∫
Ω σˆ
D
e :q dx=1
∫
Ω
D`(q,∇q) dx = inf
q∈W∫
Ω σˆ
D
e :q dx=1
∫
Ω
Y
√
|q|2 + `2|∇q|2 dx.
(4.6)
It enables us to find the upper bounds of t∗ from
t∗U =
∫
Ω
Y
√
|q|2 + `2|∇q|2 dx∫
Ω
σˆDe : q dx
, (4.7)
for any q ∈ W such that ∫
Ω
σˆDe : q dx > 0.
4.1 The elastic threshold for a constant stress field
We consider here a subclass of problems for which the stress field σˆe is constant in Ω. For
this case the formulas (4.2) and (4.6) defining the elastic threshold t∗ can be simplified.
To this end, we consider the following forms of pi, Π and q:
pi = tσˆDe p˜i, Π = tσˆ
D
e ⊗ Π˜, q = σˆDe q˜ . (4.8)
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Here p˜i, q˜ ∈ L2(Ω), Π˜ ∈ L2(Ω;R3), and [σˆDe ⊗ Π˜]ijk = [σˆDe ]ij[Π˜]k. Inserting (4.8) into
(4.2) and (4.6), we obtain
Y
|σˆDe |
t˜∗1 ≤ t∗ ≤
Y
|σˆDe |
t˜∗2, (4.9)
where
t˜∗1 = max
{
t > 0 | ∃(p˜i, Π˜) ∈ X˜ : 1 = p˜i − div Π˜,
t
√
p˜i2 + `−2|Π˜|2 ≤ 1 in Ω, Π˜ · n = 0 on ∂ΩF
}
, (4.10)
and
t˜∗2 = inf
q˜∈W˜∫
Ω q˜ dx=1
∫
Ω
√
q˜2 + `2|∇q˜|2 dx, W˜ = {q˜ ∈ W 1,2(Ω) | q˜ = 0 on ∂ΩH}. (4.11)
Here and henceforth Wm,p(Ω) denotes the Sobolev space of functions which together with
their weak derivatives of order ≤ m are in Lp(Ω), for integer p ≥ 1. Analogously as in
Section 3, one can derive the duality between (4.10) and (4.11), implying t˜∗1 = t˜
∗
2 =: t˜
∗.
Hence,
t∗ =
Y
|σˆDe |
t˜∗, (4.12)
where t˜∗ is defined either by (4.10) or (4.11). The lower and upper bounds (4.4) and (4.7)
of t∗ may be rewritten as follows:
t∗L =
Y
|σˆDe |
1∥∥∥√(1 + div Π˜)2 + `−2|Π˜|2∥∥∥
L∞(Ω)
, Π˜ ∈ X˜Π, (4.13)
and
t∗U =
Y
|σˆDe |
∫
Ω
√
q˜2 + `2|∇q˜|2 dx∫
Ω
q˜ dx
, q˜ ∈ W˜ , (4.14)
respectively, where
X˜Π = {Π˜ ∈ L∞(Ω;R3) | div Π˜ ∈ L∞(Ω;R3), Π˜ · n = 0 on ∂ΩF}.
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5 Penalization methods for estimating the elastic thresh-
old
The elastic threshold t∗ may be estimated according to the results presented in the pre-
vious section. Our aim is to find lower and upper bounds t∗L and t
∗
U which are sufficiently
close to t∗. Let us recall that the bounds t∗L and t
∗
U are defined by appropriate functions Π
and q, respectively. In some special cases, it is sufficient to choose Π and q by analytical
formulas. Nevertheless, the usage of numerical methods is more widely applicable.
To find numerical solutions, it is necessary to discretize the problems (4.4) and (4.6). If
we choose finite-dimensional spaces Xh and Wh such that Xh ⊂ X and Wh ⊂ W then any
admissible Πh ∈ Xh and qh ∈ Wh define lower and upper bounds of t∗, respectively.
Next, it is difficult and/or slow to solve the problems (4.4) and (4.6) or their discrete
counterparts directly because they contain non-differentiable functionals. Therefore, it is
convenient to transform or modify these problems. To this end, we make use of penal-
ization methods. We describe the methods in the context of the simplified problem from
Section 4.1, corresponding to a constant stress field.
5.1 Penalization method for the lower-bound problem
Returning to equation (4.13) in Section 4.1, consider the following lower bound problem:
s∗ := inf
Π˜∈X˜Π
I(Π˜), I(Π˜) =
∥∥∥(1 + div Π˜)2 + `−2|Π˜|2∥∥∥
L∞(Ω)
, (5.1)
where
X˜Π = {Π˜ ∈ L∞(Ω;R3) | div Π˜ ∈ L∞(Ω;R3), Π˜ · n = 0 on ∂ΩF}.
Under the assumptions in Section 4.1, we have:
t∗ =
Y
|σˆDe |
1√
s∗
, t∗L =
Y
|σˆDe |
1√
I(Π˜)
≤ t∗ ∀Π˜ ∈ X˜Π.
For penalization of the problem (5.1), we replace the L∞ norm with the Lp one, p ≥ 1.
This is partially justified by the Ho¨lder inequality
‖f‖Lp(Ω) ≤ |Ω|1/p‖f‖L∞(Ω), f ∈ L∞(Ω), p ≥ 1.
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The penalized problem reads
s∗ ≈ s
1/p
p
|Ω|1/p , sp := infΠ˜∈X˜Π
Ip(Π˜), Ip(Π˜) =
∫
Ω
[
(1 + div Π˜)2 + `−2|Π˜|2
]p
dx . (5.2)
The functional Ip is convex and twice differentiable, and finite element approximations
to this problem can be found, for example, with the use of Raviart-Thomas or standard
continuous piecewise-linear elements, which are conforming in the sense that the corre-
sponding discrete space X˜Π,h satisfies X˜Π,h ⊂ X˜Π. Then, the discrete solution Π˜p,h ∈ X˜Π,h
defines the following lower bound of t∗:
t∗ ≥ Y|σˆDe |
1√
I(Π˜p,h)
. (5.3)
It is possible also first to discretize (5.1) and then to apply the penalization method to
the discrete problem.
Let us note that numerical integration is required to evaluate (5.2). Nevertheless, if we
first discretize (5.1) using, for example, lowest order Raviart-Thomas (RT0) or continuous
piecewise-linear (P1) elements, then it is not necessary to carry out numerical integration.
Indeed, RT0- or P1-based functions Π˜h are linear on any simplicial finite element T ∈ Rd
with vertices VT,1, VT,1, . . . VT,d+1. Hence,
max
x∈T
{
(1 + div Π˜h)
2 + `−2|Π˜h|2
}
= max
i=1,2,...,d+1
{
(1 + div Π˜h(VT,i))
2 + `−2|Π˜h(VT,i)|2
}
and
t∗h =
Y
|σˆDe |
1√
I(Π˜h)
≤ t∗, I(Π˜h) = max
T∈Th
max
i=1,...,d+1
{
(1 + div Π˜h(VT,i))
2 + `−2|Π˜h(VT,i)|2
}
.
The corresponding penalized functional can be written as
Ip,h(Π˜h) =
1
p
∑
T∈Th
d+1∑
i=1
{
(1 + div Π˜h(VT,i))
2 + `−2|Π˜h(VT,i)|2
}p
.
For numerical solution of the discrete penalized problem, we combine adaptive contin-
uation over p with the Newton method. One can expect that the larger the value of
p, the sharper the lower bound (5.3) would be. At the same time, continuation over p
is important for the initialization of the Newton method. Within the continuation, we
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increase the values of p depending on the change of the value I(Π˜p,h). This approach will
be applied to examples presented in Sections 6.3 and 7.4.
5.2 Penalization method for the upper-bound problem
Consider the upper bound problem (see(4.14))
t˜∗ = inf
q˜∈W˜∫
Ω q˜ dx=1
J (q˜), J (q˜) :=
∫
Ω
√
q˜2 + `2|∇q˜|2 dx, (5.4)
where
W˜ = {q˜ ∈ W 1,2(Ω) | q˜ = 0 on ∂ΩH}.
Under the assumptions from Section 4.1, we have:
t∗ =
Y
|σˆDe |
t˜∗, t∗ ≤ Y|σˆDe |
J (q˜) ∀ q˜ ∈ W˜ .
The penalization described below has been successfully used in limit load analysis in
perfect plasticity [17, 18, 28, 19]. The local dissipation function, that is, the integrand in
(5.4), may be written in the form
D`(q˜,∇q˜) =
√
q˜2 + `2|∇q˜|2 = sup
(p˜i,Π˜)∈R×R3
p˜i2+`−2|Π˜|2≤1
{p˜iq˜ + Π˜ · ∇q˜}. (5.5)
It can be penalized as follows:
Dα(q˜,∇q˜) = max
(p˜i,Π˜)∈R×R3
p˜i2+`−2|Π˜|2≤1
{
p˜iq˜ + Π˜ · ∇q˜ − 1
2α
(p˜i2 + `−2|Π˜|2)
}
, α > 0. (5.6)
We have:
Dα(q˜,∇q˜) =

α
2
(q˜2 + `2|∇q˜|2), √q˜2 + `2|∇q˜|2 ≤ 1
α√
q˜2 + `2|∇q˜|2 − 1
2α
,
√
q˜2 + `2|∇q˜|2 ≥ 1
α
,
(5.7)
with Dα ≤ D and Dα → D as α → +∞. In addition, the function Dα is convex, differ-
entiable, and its second derivative exists in a generalized sense. The penalized problem
reads
t˜∗α = inf
q˜∈W˜∫
Ω q˜ dx=1
Jα(q˜), Jα(q˜) :=
∫
Ω
Dα(q˜,∇q˜) dx. (5.8)
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As with the penalized lower bound problem, discrete approximations to (5.8) may be
sought, for example, with the use of conforming piecewise-linear or quadratic finite ele-
ments with the corresponding discrete space W˜h satisfying W˜h ⊂ W˜ . Then, the discrete
solution q˜∗α,h ∈ W˜h defines the following upper bound of t∗:
t∗ ≤ Y|σˆDe |
J (q˜∗α,h). (5.9)
For a convergence analysis with respect to the discretization parameter h, we refer to
[17, 18].
For numerical solution of the discrete counterpart to (5.8), we combine an adaptive con-
tinuation over α with the semismooth Newton method. One can expect that the larger
the value of α, the sharper the upper bound (5.9) would be. It is possible to study the
convergence t˜∗α,h → t˜∗h as α → +∞, similarly as in [17, 18]. Continuation over α is also
important for the initialization of the Newton method. Within the continuation, we in-
crease α depending on the change of the value J (q˜∗α,h). This approach will be applied to
examples presented in Sections 6.3 and 7.4.
6 Example 1: plane stress problem
6.1 The problem setting
We consider the example introduced in [2, Section 6.2], of a thin plate subjected to biaxial
extension. The plate is square with sides of length L1 and thickness L2. Its domain is
thus given by Ω = Ω1 × Ω2 × Ω3, where
Ω1 = Ω3 = (0, L1), Ω2 = (−L2/2, L2/2).
The macroscopic boundary conditions are as follows (see Figure 6.1):
t1 = t2 = t3 = 0 on Ω1 × ∂Ω2 × Ω3 × (0, T ), (6.1a)
u1 = t1 = t3 = 0 on ∂Ω1 × Ω2 × Ω3 × (0, T ), (6.1b)
u3 = t1 = t2 = 0 on Ω1 × Ω2 × {0} × (0, T ), (6.1c)
u3 = 2tuˆ, t1 = t2 = 0 on Ω1 × Ω2 × {L1} × (0, T ), (6.1d)
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x3
<latexit sha1_base64="aYEkZyJ9SRqi/IuHYEUn+n gr4cQ=">AAAON3icfZdNb9s2GMfV7q3z5rXdbttFWFxglwZ2iqE9Ng7cuLAd2Hlz0SgISIqyhVAvJSnHjqAPsev 2SfZRdtpt2HXfYJTjtIr0VwQYIPj7PeRD6SEt0Vj4Srfbfz14+NnnX3z51aOvG9982/zu8ZOn35+qKJGMn7BIRP IdJYoLP+Qn2teCv4slJwEVfEov93I+XXCp/Cg81quYnwdkFvqez4g2XdNWY3nxotG6eLLV3m6vL7va6GwaW9bmG l88bf7ouBFLAh5qJohSZ512rM9TIrXPBM8aTqJ4TNglmfEz0wxJwNV5us43s5+ZHtf2Iml+obbXvcWIlARKrQJ qzIDouSqzvBOxs0R7r85TP4wTzUN2M5GXCFtHdr542/UlZ1qsTIMw6ZtcbTYnkjBtblGj0Xj2PL/2iPBnksRznz WckF+xKAhI6KbOXpY6+aSMiHQvy+7C3QLcLcMFL9Bemfbug5SNckyjpWlHws3FtPXRH2WtrBwyKIw3KEM2LNBhh Y4LdFymowIcleFBAR6U4aQAJ5VJjwr0qEKPC/S4TO+FpwV4WobTApyW4fsCfG/gpjSed4UpNRoR6dr5w7gb1O32 bx/VzQOiNO3nz6esDSraAGnjijZea5tkuiYBm4h4TijXpaIhoGZItVJoF3hd4FHgUeC5wHOrnkKiM9w93O/Z2Of 1Pgd5AB16PeD1gPcGeG+qnofukwfG2wfePvDmwJsDrw+8PvDeAu8t8AbAGwBvCLwh8ALgBcBDZ90IeAfAOwBeCL wQeDHwYuCNgTcGngSeRPO6kUbHu+lOY3C00wmwJ8D7ALwPaGMB0RFEzrjdmoFxFRhXAQ+tSgMvAV6C8kzAVrhNN LkAe0LRxT0hCxRCFyCbBfCugHcFvCXwlsBbAW8FvGvgXa+98vmf/y2gwloDdLNqIm4P2bpAav574ER5P9BnxLS QvwbopKwL2K8J4LHyRYQ2vrMgckPRsyfSvPLVhBmCNoM/w7mtAbrLNRFOGMmACOVfm9Ksi6ZHddMd1QTEcDkxWo omaCc6phstA9ofSwUGmXJAf44OLpMlzHzpo1q/5jL69KZEPbvdqkjd7mHlZeoQvXONKtooqw43J8L7JHrmCyLtZ OnOjWm+pjrlb6dq43Rnu/Ni+9fJztbr9ua76pH1k/Wz9YvVsV5ar62+NbZOLGZdWr9Zv1t/NP9s/t38p/nvjfrw wSbmB+vO1fzvf4thZ5M=</latexit>
t = 0
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Figure 1: Side and front views of the problem of a microplate subjected to uniaxial
extension
where uˆ is a given value, u = (u1, u2, u3), t = (t1, t2, t3) and t ∈ (0, T ). The body force is
neglected, that is, b = 0 in Ω × (0, T ). The elastic solution (4.1) can be found in closed
form and is given by
uˆe = 2
uˆ
L1
 0− ν1−νx2
x3
 , εˆe = 2 uˆ
L1
 0 0 00 − ν1−ν 0
0 0 1
 , σˆe = 2λ 1− 2ν
ν(1− ν)
uˆ
L1
 ν 0 00 0 0
0 0 1
 .
(6.2)
We see that εˆe, σˆe are spatially constant, so that it is possible to use the results from
Section 4.1. To this end we shall also need the following formulas for σˆDe and its norm:
σˆDe = 2λ
1− 2ν
3ν(1− ν)
uˆ
L1
 −1 + 2ν 0 00 −1− ν 0
0 0 2− ν
 , (6.3)
|σˆDe | = 2λ
√
2
3
(1− 2ν)√1− ν + ν2
ν(1− ν)
uˆ
L1
. (6.4)
Next, we need to define microscopic boundary conditions. To be consistent with the plane
stress assumptions, we impose the micro-free conditions
Πij2 = 0 on Ω1 × ∂Ω2 × Ω3 × (0, T ) . (6.5)
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On the remaining parts of the boundary we consider either micro-free or micro-hard
boundary conditions; that is,
Πij1 = 0 on ∂Ω1 × Ω2 × Ω3 × (0, T ), Πij3 = 0 on Ω1 × Ω2 × ∂Ω3 × (0, T ), (6.6)
or
εp = 0 on [∂Ω1 × Ω2 × Ω3 × (0, T )] ∪ [Ω1 × Ω2 × ∂Ω3 × (0, T )]. (6.7)
In the following subsections, we derive lower and upper bounds of the elastic threshold
t∗ based on analytical and numerical approaches. To this end, we use the following input
data:
L1 = 50, L2 = 2, T = 1/2, λ = 1.05× 10−1, ν = 0.3, uˆ = 2/3, Y = 1× 10−3, ` = 5.
(6.8)
6.2 Lower and upper bounds of t∗ based on analytical approach
If we consider the micro-free boundary condition (6.6), the spaces X˜Π and W˜ correspond-
ing to the estimates (4.13) and (4.14) are
X˜Π = {Π˜ ∈ L∞(Ω;R3) | div Π˜ ∈ L∞(Ω;R3), Π˜ijk = 0 for xk ∈ ∂Ωk, k = 1, 2, 3},
W˜ = W 1,2(Ω).
Choosing Π˜ = 0 and q˜ = 1 in (4.13) and (4.14), respectively, we find that the lower and
upper bounds coincide and thus
t∗ = t∗L = t
∗
U =
Y
|σˆDe |
=
√
3
2
Y L1ν(1− ν)
2uˆλ(1− 2ν)√1− ν + ν2
.
= 0.2584. (6.9)
This coincides also with the solution for the case of conventional plasticity. To complete
the elastic solution from (4.1) for any t ∈ [0, t∗], we set Πˆe = 0 and pˆie = σˆDe .
If we consider the micro-hard boundary condition (6.7), the spaces X˜Π and W˜ correspond-
ing to the estimates (4.13) and (4.14) are now
X˜Π = {Π˜ ∈ L∞(Ω;R3) | div Π˜ ∈ L∞(Ω;R3), Π˜ij2 = 0 for x2 ∈ ∂Ω2},
W˜ = {q˜ ∈ W 1,2(Ω) | q˜ = 0 for xi ∈ ∂Ωi, i = 1, 3}.
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Unlike the micro-free boundary condition, we see that q˜ = 1 6∈ W˜ . Therefore, (6.9) is now
only a lower bound. To derive a sharper lower bound than t∗L,1
.
= 0.2584, we consider Π˜
in the form (see (4.8))
Π˜i(x) = aixi + bi, ai, bi ∈ R, i = 1, 3, no sum on i . (6.10)
We shall optimize the parameters ai, bi to achieve the largest value of (4.13). To this end,
we minimize the functional
I(Π˜) :=
∥∥∥(1 + div Π˜)2 + `−2|Π˜|2∥∥∥
L∞(Ω)
= max
x∈Ω
{
(1 + div Π˜)2 + `−2|Π˜|2
}
(6.11)
representing the denominator in (4.13). The maximum over xi ∈ Ωi is achieved at one
of the end points of the interval Ωi, i.e., for xi ∈ ∂Ωi, i = 1, 3. To minimize the terms
|aixi + bi| on ∂Ωi, we set bi = −L12 ai (i = 1, 3), which implies
I(Π˜) = (1 + a1 + a3)2 +
(
L1
2`
)2
(a21 + a
2
3). (6.12)
The optimal values of ai are found by minimization of (6.12), leading to the following
lower bound of t∗:
t∗L,2 =
Y
|σˆDe |
2`
L1
√
2 +
L21
4`2
.
= 0.2685. (6.13)
We see that the elastic threshold t∗L,1 for perfect (Hencky) plasticity is smaller than t
∗
L,2,
i.e., then t∗. Next, from the presented results, it follows that the microstress Π corre-
sponding to the solution to the gradient plasticity problem is not unique. Especially for
sufficiently small t > 0, we derived two different solutions corresponding to (4.1): Π = 0
and Π = tσˆDe ⊗ Π˜, where
Π˜1(x) =
L1
2
− x1
2 +
L21
4`2
, Π˜2(x) = 0, Π˜3(x) =
L1
2
− x3
2 +
L21
4`2
.
Now, we estimate t∗ from above. We choose q˜(x) = x1(L1 − x1)x3(L1 − x3) ∈ W˜ . Then
(4.14) yields t∗U
.
= 0.3108 using numerical integration. This bound may be compared with
the value of approximately 0.34 for the elastic threshold, as seen in [2, Figure 8]. That
value corresponds to the threshold at a particular point in the domain, and it is clear
from the bounds obtained here that the elastic threshold will have been reached earlier
than determined from this arbitrary point in the domain.
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There is a gap between the upper and lower bounds that may be narrowed by optimizing
Π˜ and q˜ through a numerical procedure.
6.3 Lower and upper bounds of t∗ based on numerical methods
We consider the micro-hard boundary conditions (6.7). Under the plane stress assump-
tion, the lower and upper bound problems are posed on the domain Ω˜ = (0, 50)× (0, 50).
In particular, the lower bound problem reads
t∗ =
Y
|σˆDe |
1√
inf
Π˜∈X˜Π
I(Π˜)
, I(Π˜) =
∥∥∥(1 + div Π˜)2 + `−2|Π˜|2∥∥∥
L∞(Ω˜)
, (6.14)
where X˜Π = {Π˜ ∈ L∞(Ω˜;R2) | div Π˜ ∈ L∞(Ω˜;R2)}, and the upper bound one reduces
to
t∗ =
Y
|σˆDe |
t˜∗, t˜∗ = inf
q˜∈W˜∫
Ω˜ q˜ dx=1
∫
Ω˜
√
q˜2 + `2|∇q˜|2 dx, W˜ = W 1,20 (Ω˜). (6.15)
We also know that Y/|σˆDe | .= 0.2584.
To find lower and upper bounds of t∗ based on numerical techniques, we use the penaliza-
tion methods presented in Section 5. For the solution of both problems, we use a regular
mesh with 401 × 401 nodes. Problem (6.14) is discretized using RT0 elements, while
piecewise quadratic P2 elements with 7-point Gauss quadrature are used for solving the
problem (6.15). Both problems are implemented in MATLAB.
(a) (b)
Figure 2: (a) The norm |Π˜| of the solution to (6.14); (b) the corresponding functional I
Computed lower and upper bounds depending on the penalization parameters p and α,
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(a) (b)
Figure 3: (a) The solution q˜ to (6.15); (b) the corresponding local dissipation D`(q˜)
respectively, are depicted in Figure 4. From the largest used values of these parameters,
we find the following bounds of t∗:
0.3052 ≤ t∗ ≤ 0.3085.
We see that both the lower and upper bounds are very sharp. In particular, the lower
bound has been improved in comparison of Section 6.2.
The numerical solution to the problem (6.14) arising from the largest value of p is depicted
in Figure 2. In particular, the norm of |Π˜| is visualized on the left figure, while local values
defining the functional I are depicted on the right. This solution does not have a simple
shape, with a corner effect evident. From the right figure, one can see that the local values
of I are almost constant except at the corner points. Similar results have been obtained
with the use of P1 elements.
The numerical solution to the problem (6.15) corresponding to the largest value of α is
depicted in Figure 3. Also shown is the corresponding local dissipation D` (see (5.5)).
This figure shows large values of ∇q˜ along the edges.
7 Example 2: torsion of a micro-rod
7.1 The problem setting
Consider a rod of radius R and length L, with 0 < L ≤ ∞, subject to a uniform torsion
with κ denoting the twist per unit length. The only non-zero displacement, relative to a
21
(a) (b)
Figure 4: Lower (a) and upper (b) bounds t∗ corresponding to the functionals (6.14) and
(6.15)
cylindrical coordinate system (r, ϑ, z) is uϑ = κzr. The only stress in the elastic region is
then σϑz = µκr, where µ is the shear modulus. In accordance with the notation introduced
in Section 4, we set κ(t) = tκˆ, where κˆ > 0 is a given value. Then it follows that σˆDe = σˆe
and |σˆDe | = µκˆr. We shall also use the notation σˆϑz = µκˆr.
In the context of size-dependent and microscale mechanical response, this problem has
been studied experimentally [10] as well as theoretically and computationally. The study
[20] shows the link between strengthening, that is, an increase in yield strength with length
scale, which characterizes the dissipative problem, the topic of this work. The work [4]
studies the energetic problem, in which gradient terms arise through a recoverable energy.
In this case the link is between hardening, that is, an increase in slope in the plastic
range, and increase in length scale. In [1] the torsion problem is discussed in the context
of a more elaborate gradient theory that takes account of plastic rotation and dislocation
density.
We assume that Πϑzr(r) and Πrzϑ(r) are the only non-zero components of Π. Then
microforce balance (2.5) and the yield function (2.7) reduce respectively to
σϑz = piϑz − Πϑzr,r − r−1(Πϑzr + Πrzϑ) (7.1)
and
f`(piϑz,Πϑzr,Πrzϑ) =
√
pi2ϑz + `
−2(Π2ϑzr + Π
2
rzϑ)− Y . (7.2)
in (0, R). The boundary conditions are a traction-free surface r = R, which is automati-
cally satisfied, a microhard condition at r = 0, and a microfree condition at r = R. That
22
is,
uϑ(0) = 0, ε
p
ϑz(0) = 0, Πϑzr(R) = 0 . (7.3)
From (4.3), (7.1) and (7.2), the elastic threshold for this problem is given by
t∗ = max
{
t > 0 | ∃(pi,Π, Π¯) ∈ X : tσˆ = pi − Π′ − r−1(Π + Π¯),√
pi2 + `−2(Π2 + Π¯2) ≤ Y in (0, R), Π(R) = 0
}
, (7.4)
where σˆ := σˆϑz, Π := Πϑzr and Π¯ := Πrzϑ. If Y is constant, then from (4.4) we have
t∗ =
Y
min
(Π,Π¯)∈XΠ
max
r∈[0,R]
√
(σˆ + Π′ + r−1(Π + Π¯))2 + `−2(Π2 + Π¯2)
, (7.5)
where
XΠ =
{
(Π, Π¯) ∈ W 1,∞((0, R))× L∞((0, R)) | Π(R) = 0,
r−1(Π + Π¯) ∈ L∞((0, R))}. (7.6)
We may render (7.5) dimensionless by setting
r˜ :=
r
R
, ˜`=
`
R
, Π˜ =
Π
µκˆR2
, ˜¯Π =
Π
µκˆR2
.
Then (7.5) becomes
t∗ =
Y
µκˆR
t˜∗, t˜∗ =
1√
min
(Π˜, ˜¯Π)∈X˜Π
I(Π˜, ˜¯Π)
, (7.7)
with
I(Π˜, ˜¯Π) = max
r˜∈[0,1]
[(
r˜ + Π˜′(r˜) + r˜−1(Π˜(r˜) + ˜¯Π(r˜))
)2
+ ˜`−2
(
Π˜2(r˜) + ˜¯Π2(r˜)
)]
(7.8)
and
X˜Π =
{
(Π˜, ˜¯Π) ∈ W 1,∞((0, 1))× L∞((0, 1)) | Π˜(1) = 0,
r−1(Π˜ + ˜¯Π) ∈ L∞((0, 1))}. (7.9)
We see that t˜∗ depends only on ˜`. In (7.7)–(7.9), it is also convenient to introduce
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˜ˆ
Π := r−1(Π˜ + ˜¯Π) and to eliminate ˜¯Π in (7.8) by the substitution
˜¯Π = r
˜ˆ
Π− Π˜ . (7.10)
It should be noted that one cannot then use the weighted functional space; see Section
7.3.
To derive the dual definition of the threshold t∗, we introduce a weak form for the mi-
croforce balance equation (7.1). Given the homogeneous Dirichlet condition (7.3), we
define
W = {q ∈ W 1,2(0, R) | q(0) = 0} . (7.11)
After multiplying (7.1) by qrdr and integrating we obtain
t
∫ R
0
σˆqr dr =
∫ R
0
[piqr + Π(rq′)− Π¯q] dr ∀q ∈ W .
The expression for t∗ then becomes
t∗ = sup
(pi,Π,Π¯)∈X√
pi2+`−2(Π2+Π¯2)≤Y in (0,R)
inf
q∈W∫R
0 σˆqr dr=1
∫ R
0
[piqr + Π(rq′)− Π¯q] dr
= inf
q∈W∫R
0 σˆqr dr=1
∫ R
0
sup
(pi,Π)∈X√
pi2+`−2(Π2+Π¯2)≤Y
[piqr + Π(rq′)− Π¯q] dr
= inf
q∈W∫R
0 σˆqr dr=1
∫ R
0
Y
√
q2 + `2[(q′)2 + (q/r)2] r dr. (7.12)
Substituting σˆ = µκˆr, r˜ := r/R, ˜`= `/R, (7.12) can be transformed to
t∗ =
Y
νκR
t˜∗, t˜∗ = inf
q∈W˜∫ 1
0 r˜
2q dr˜=1
∫ 1
0
√
q2 + ˜`2[(q′)2 + (q/r˜)2] r˜ dr˜, (7.13)
where W˜ = {q ∈ W 1,2(0, 1) | q(0) = 0}.
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7.2 Upper and lower bounds of t˜∗ based on an analytical ap-
proach
To find an upper bound of t˜∗ we choose q(r˜) = 4r˜, in (7.13). This yields
t˜∗ ≤ t˜∗U =
4
3
{[
1 + 2˜`2
]3/2
− (2˜`2)3/2
}
≤ 4
3
[
1 + 2˜`2
]3/2
. (7.14)
If ˜`= 0 then choosing q(r˜) = (n+ 1)rn, we obtain t∗U → 1 as n→ +∞.
To determine a lower bound consider first of all Π˜ = ˜¯Π = 0. This gives, from (7.7),
t˜∗ ≥ t˜∗L,1 = 1 . (7.15)
We see that t˜∗L,1 = t˜
∗ = 1 for ˜`= 0. To obtain a sharper lower bound one can choose
Π˜ = ar˜(r˜ − 1), ˜¯Π = 0, r˜ ∈ [0, 1], (7.16)
where the parameter a ∈ R is optimized. This bound is depicted and compared against
other estimates in Figure 6.
7.3 Discretization and penalization of the lower bound problem
We adopt the following version of the lower bound problem, from (7.8) and (7.10) (tilde
symbols are omitted for the sake of simplicity):
t∗ =
Y
µκˆR
t˜∗, t˜∗ =
1√
min
(Π,Πˆ)∈XˆΠ
I(Π, Πˆ)
, (7.17)
where XˆΠ =
{
(Π, Πˆ) ∈ W 1,∞((0, 1))× L∞((0, 1)) | Π(1) = 0} and
I(Π, Πˆ) = max
r∈[0,1]
{(
r + Π′(r) + Πˆ(r))
)2
+ ˜`−2
[
Π2(r) +
(
rΠˆ(r)− Π(r)
)2]}
. (7.18)
We discretize and penalize this problem as in Section 5.1. Consider a uniform partition
of the interval [0, 1]:
0 = r1 < r2 < . . . < rN+1 = 1, ri+1 − ri = h = 1/N, i = 1, 2, . . . , N ,
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and the following approximation of XˆΠ:
XˆΠ,h =
{
(Πh, Πˆh) ∈ C([0, 1])× L∞((0, 1))
∣∣ Πh(1) = 0,
Πh|(ri,ri+1) ∈ P1, Πˆh|(ri,ri+1) ∈ P0, i = 1, 2, . . . , N
}
.
Here P1 and P0 are respectively the spaces of polynomials of degree 1, and of constants,
on the interval [ri, ri+1]. Clearly, XˆΠ,h ⊂ XˆΠ, which implies
t∗ ≥ t∗L,h =
Y
µκˆR
t˜∗L,h, t˜
∗
L,h =
1√
min
(Πh,Πˆh)∈XˆΠ,h
I(Πh, Πˆh)
. (7.19)
In addition, we have
I(Πh, Πˆh) = max
i
max
r∈[ri,ri+1]
{(
r + Π′h + Πˆh)
)2
+ ˜`−2
[
Π2h +
(
rΠˆh − Πh
)2]}
= max
i
max
{
[ri + Π
′
h,i + Πˆh,i]
2 + ˜`−2[Π2h(ri) + (riΠˆh,i − Πh(ri))2],
[ri+1 + Π
′
h,i + Πˆh,i]
2 + ˜`−2[Π2h(ri+1) + (ri+1Πˆh,i − Πh(ri+1))2]
}
.
(7.20)
Here we have used the property that the quadratic function defined in [ri, ri+1] has a
maximum either at ri or ri+1 and Π
′
h,i = Π
′
h(r) = const, Πˆh,i = Πˆ(r) = const in (ri, ri+1),
i = 1, 2, . . . , N .
The corresponding penalized functional reads
Ip(Πh, Πˆh) = 1
p
n∑
i=1
{{
[ri + Π
′
h,i + Πˆh,i]
2 + ˜`−2[Π2h(ri) + (riΠˆh,i − Πh(ri))2]
}p
+
{
[ri+1 + Π
′
h,i + Πˆh,i]
2 + ˜`−2[Π2h(ri+1) + (ri+1Πˆh,i − Πh(ri+1))2]
}p}
. (7.21)
7.4 Numerical determination of lower and upper bounds of t∗
Let us recall the problems (7.13), (7.17) and (7.18), that is,
t˜∗ = inf
q∈W˜∫ 1
0 r˜
2q dr˜=1
∫ 1
0
√
q2 + ˜`2[(q′)2 + (q/r˜)2] r˜ dr˜, W˜ = {q ∈ H1(0, 1) | q(0) = 0}, (7.22)
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t˜∗ =
1√
min
(Π,Πˆ)∈XˆΠ
max
r∈[0,1]
{(
r + Π′(r) + Πˆ(r))
)2
+ ˜`−2
[
Π2(r) +
(
rΠˆ(r)− Π(r)
)2]} , (7.23)
where XˆΠ =
{
(Π, Πˆ) ∈ W 1,∞((0, 1)) × L∞((0, 1)) | Π(1) = 0}. To find lower and upper
bounds of t∗, we use the penalization methods from Section 5.
(a) (b)
Figure 5: The upper (a) and lower (b) bounds of t˜∗h depending on p for ˜` = 0.1 (blue),
˜`= 0.5 (red) and ˜`= 1.0 (black).
(a) (b)
Figure 6: (a) The optimizing functions qα for various length scales; (b) comparison of
numerical and analytical bounds of t˜∗
For the upper bound problem (7.22), we use piecewise quadratic (P2) elements with 2-
point Gauss quadrature and 1000 elements. By continuation over the penalty parameter
α we find that α ≈ 10 is sufficiently large for any ˜`∈ (0, 1], see Figure 5 (a).
For the lower bound problem (7.23) (see also (7.19)), we use 1000 P1-P0 elements as
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(a) (b)
Figure 7: The optimizing functions Π (a) and Πˆ (b) for ˜`= 0.1 (blue), ˜`= 0.5 (red) and
˜`= 1.0 (black).
introduced in Section 7.3. From Figure 5 (b), we see that p ≈ 300 is a sufficiently large
value of the penalization parameter.
Numerical solutions of problems (7.22) and (7.23) are depicted in Figure 6 (left) and
Figure 7 for three different values of ˜`. Computable majorants of t˜∗ following from Figure
5 (a) are 1.2807, 1.9305, and 2.9529 for ˜` = 0.1, 0.5, 1.0, respectively. Computable
minorants following from Figure 5 (b) are 1.2755, 1.9279, and 2.9493, respectively. We see
that the bounds are sufficiently sharp. Figure 6 (right) compares computable majorants
(minorants) with analytical upper and lower bounds presented in Section 7.2.
8 Conclusion
This work has been concerned with the development of a general approach to determining
bounds on the load parameter corresponding to incipient plastic behaviour, that is, the
elastic threshold, for the dissipative model of strain-gradient plasticity. Such an approach
has been motivated by the fact that the yield function, in a generalized associative model,
is a function of microstresses and is therefore not a means through which initial yield
may be determined while following an elastic path. The approach taken in this work
is motivated by the theorems of limit analysis, with bounds being determined through
minimization or maximization problems.
The theory has been applied to two example problems, both of which have received
attention in the context of strain-gradient plasticity. For both problems – the first of a
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plate in plane stress, and subject to a prescribed displacement, and the second concerning
a rod in uniform torsion – bounds are determined analytically by choosing candidate
functions, and numerically by solution of the extremization problems using finite elements.
In this latter case the non-differentiable functionals are regularized through the adoption
of penalized approximations.
The theory and results presented here shed further light on the behaviour of the dissipative
model of strain-gradient plasticity. For example, it is evident that the microstresses in
the elastic branch of the loading path are not uniquely defined and their distribution is
non-trivial, even if the Cauchy stress is known analytically.
The techniques of limit analysis have proved to be a powerful tool in the study of this
model. It would be useful to consider further applications of this approach, for example
to problems of single-crystal plasticity and ensembles of crystals.
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