Reverberation mapping (RM) measurements of broad-line region (BLR) lags in z > 0.3 quasars are important for directly measuring black hole masses in these distant objects, but so far there have been limited attempts and success given the practical difficulties of RM in this regime. Here we report preliminary results of 15 BLR lag measurements from the Sloan Digital Sky Survey Reverberation Mapping (SDSS-RM) project, a dedicated RM program with multi-object spectroscopy designed for RM over a wide redshift range. The lags are based on the 2014 spectroscopic light curves alone (32 epochs over 6 months) and focus on the Hβ and Mg II broad lines in the 100 lowest-redshift (z < 0.8) quasars included in SDSS-RM; they represent a small subset of the lags that SDSS-RM (including 849 quasars to z ∼ 4.5) is expected to deliver. The reported preliminary lag measurements are for intermediate-luminosity quasars at 0.3 z < 0.8, including 9 Hβ lags and 6 Mg II lags, for the first time extending RM results to this redshift-luminosity regime and providing direct quasar black hole mass estimates over ∼ half of cosmic time. The Mg II lags also increase the number of known Mg II lags by several-fold, and start to explore the utility of Mg II for RM at high redshift. The location of these new lags at higher redshifts on the observed BLR size-luminosity relationship is statistically consistent with previous Hβ results at z < 0.3. However, an independent constraint on the relationship slope at z > 0.3 is not yet possible due to the limitations in our current sample. Our results demonstrate the general feasibility and potential of multi-object RM for z > 0.3 quasars.
INTRODUCTION
Measuring the masses of black holes in quasars and active galactic nuclei (AGN) 27 is of critical importance to many fundamental problems in AGN physics and phenomenology, the growth of supermassive black holes (SMBHs), and the coevolution of galaxies and SMBHs. As the primary method to measure active SMBH masses, the reverberation mapping (RM) technique estimates the size of the BLR by measuring the time lag between continuum variations and line responses (Blandford & McKee 1982; Peterson 1993 Peterson , 2014 . This technique has been widely practiced in the past two decades, resulting in BLR RM measurements for ∼ 60 low-redshift (z < 0.3) AGN and quasars (e.g., Peterson et al. 1998a; Kaspi et al. 2000 Kaspi et al. , 2005 Peterson et al. 2002 Peterson et al. , 2004 Bentz et al. 2009 Bentz et al. , 2010a Bentz et al. , 2013 Denney et al. 2009 Denney et al. , 2010 Rafter et al. 2011 Rafter et al. , 2013 Barth et al. 2011a Barth et al. ,b, 2013 Barth et al. , 2015 Grier et al. 2012; Du et al. 2014 Du et al. , 2015 Hu et al. 2015) , mostly focused on the Hβ line. Beyond z > 0.3, however, RM results are scarce, given the stringent observational requirements for detecting lags in these distant and faint objects: there have been only a handful of attempts for the most luminous quasars (e.g., Kaspi et al. 2007; Trevese et al. 2007 Trevese et al. , 2014 and only one or two tentative CIV/CIII] lag detections have been reported.
In addition to sample size and redshift coverage, another limitation of the current RM sample is the deficit of lag detections for the Mg II line, despite the fact that Mg II is one of the most important lines of RM interest that can be observed in the optical at 0.3 < z < 2. Locally, there is only one reliable detection of a Mg II lag in NGC 4151 (Metzroth et al. 2006) , and two marginal Mg II lag detections in NGC 5548 (Clavel et al. 1991) and NGC 3783 (Reichert et al. 1994) ; all were based on UV spectroscopy from space. The prospects of Mg II RM in the optical for high-redshift quasars therefore demand a systematic examination.
To expand the redshift range and AGN/quasar parameter space for RM measurements, and to evaluate the potential of RM on all prominent broad lines, we are conducting a dedicated multi-object RM program, SDSS-RM. The first-year observations were completed in 2014 as an ancillary program of the SDSS-III surveys (Eisenstein et al. 2011) . SDSS-RM spectroscopically monitors a flux-limited (i psf < 21.7) sample of 849 quasars in a single 7 deg 2 field with the SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS) spectrograph (Dawson et al. 2013; Smee et al. 2013 ) on the 2.5 m SDSS telescope (Gunn et al. 2006) , accompanied by dedicated photometric monitoring from a number of ground-based wide-field imagers. With its multiplex advantage, SDSS-RM offers considerably higher efficiency than traditional RM programs executed in a serial mode, and is designed to perform RM for a homogeneous selection of quasars over a wide redshift and luminosity range. The details of the program are described in .
In this work we report initial broad-line lag detections from the first-year SDSS-RM observations. These detections are based on the 6-month spectroscopic data alone and demonstrate the feasibility of lag detections using only carefullycalibrated multi-fiber spectroscopy. The reported detections are for Hβ and Mg II only, and serve as a proof-of-concept study of the general feasibility of multi-object RM programs; they do not represent the complete set of lag detections from 27 We use the term "AGN" to refer to the low-luminosity counterparts of quasars.
SDSS-RM, nor do we quantify the completeness of lag detections and selection biases inherent to our program in this work. We also do not consider the important aspects of multiple line detections in the same object. More comprehensive analyses of the SDSS-RM data with different focuses are deferred to future work. Nevertheless, the lag detections reported here represent a significant advance in RM: 1) they form the largest sample of lag detections for z 0.3 quasars, whose luminosities overlap with those in the z < 0.3 RM sample but are much lower than those in the handful of z > 0.3 quasars previously monitored for RM, thus greatly expanding the luminosity-redshift range for which RM observations have been successful; 2) they comprise the largest sample of Mg II lag detections to date, starting to explore the utility of this line for RM purposes.
We describe the data and technical details of the time series analysis in §2, and present our results in §3. We conclude in §4 with a brief outline for future work. A flat ΛCDM cosmology with Ω Λ = 0.7 (Ω 0 = 0.3) and h 0 = 0.7 is adopted throughout. By default the reported lags are in the quasar rest-frame. For the ease of discussion, we use "low-z" to refer to z < 0.3.
DATA AND TIME SERIES ANALYSIS
The spectroscopic data were taken during seven dark/grey runs from January to July 2014, and consist of a total of 32 epochs with an average cadence of ∼ 4 days; each epoch had a typical exposure time of 2 hrs. The spectroscopic data were pipeline-processed as part of the SDSS-III Data Release 12 (Alam et al. 2015) , followed by a custom flux calibration scheme and improved sky subtraction as described in . The improved spectrophotometry has a nominal accuracy of ∼ 5%. The wavelength coverage of BOSS spectroscopy is ∼ 3650 − 10, 400 Å, with a spectral resolution of R ∼ 2000. The typical S/N per 69 km s −1 pixel averaged over the g band in a 2-hr exposure is ∼ 4.5 at g psf = 21.2.
Next, we perform a spectral refining procedure on the custom flux-calibrated multi-epoch spectra, called "PrepSpec", to reduce further the scatter in the flux calibration. As briefly described in section 3.4 of , PrepSpec rescales the flux levels of each individual epoch by optimizing model fits (in parameterized functional forms) to describe the continuum and broad-line variability patterns as functions of time and wavelength, using the fluxes of the narrow emission lines (in particular [O III] λλ4959,5007) as an internal calibrator (e.g., van Groningen & Wanders 1992) , which are assumed to remain constant over the relatively short monitoring period (e.g., Peterson et al. 2013) . This procedure improves the calibration of the relative spectrophotometry to 2% for low-redshift quasars with strong narrow emission lines. Given the typical ∼ 10% variability amplitude of the continuum and responding broad line fluxes (e.g., Peterson 2014), this additional improvement of the spectrophotometry is essential for detecting BLR lags based on spectroscopy alone. As a byproduct of PrepSpec, we obtained model light curves (LCs) for the desired broad emission line and continuum fluxes, as well as model mean and RMS profiles of the broad lines. We use the rest-frame 5100 Å continuum flux as the fiducial continuum LC used in the time series analysis, given the proximity of this continuum to the narrow [O III] λλ4959,5007 lines that are used to calibrate the spectrophotometry. Since the fitting was performed over a large number of pixels, the measurement uncertainties in the model fluxes are typically much smaller than the uncertainties of fluxes directly measured over a narrow range of pixels, as reported in most previous RM work. These PrepSpec outputs form the basis for our following analysis.
We now describe PrepSpec in further detail.
2.1. PrepSpec Analysis PrepSpec aims to improve the calibration of time-resolved spectral data by fitting a model that includes intrinsic variations in the continuum and broad emission lines, and corrections for residual calibration errors. For each SDSS-RM spectrum in any given epoch, our PrepSpec model is
Here p(t) are time-dependent photometric corrections, A(λ) is the average spectrum, and B(λ,t) and C(λ,t) are variations in the BLR spectrum and continuum respectively. Corrections for residual wavelength shifts and spectral blurring were investigated and found not to be needed. Figs. 1 and 2 illustrate some results of the PrepSpec analysis using one of our objects which showed significant continuum and line variability over the monitoring period (RMID-160).
The average spectrum is decomposed as
HereF(λ) includes both the continuum and broad-line components. The narrow-line component, N(λ), is isolated using a piecewise cubic spline fit to A(λ) as a high-pass filter and then multiplying the result by a window function that is 0 outside and 1 inside a defined velocity range around a specified list of narrow emission lines. Fig. 1a . The model assumes that the narrow lines have no intrinsic variations, so that apparent variations in the data are interpreted as flux calibration scatter p(t), assumed to be wavelength-independent. PrepSpec fits ln(p(t)), so that p(t) remains positive, and normalizes p(t) to a median of 1. Fig. 1f shows p(t) varying by about 2% (median absolute deviation, MAD) for RMID-160, reflecting the precision of our custom flux calibration (on average 5% in RMS; .
Continuum variations are modeled by a polynomial in log λ with N C = 5 time-dependent coefficients:
where η(λ) ≡ 2 log λ/ √ λ 1 λ 2 / log λ 2 /λ 1 varies from −1 to +1 across the spectrum from wavelengths λ 1 to λ 2 . Fig. 1b shows for RMID-160 the continuum LCs at 5 wavelengths. The intrinsic continuum variations are well detected, generally increasing from red to blue. Some large-amplitude features on the blue end of the spectrum are due to residual instrumental and flux calibration errors.
The BLR variations are represented by a separable function for each line:
Here L ℓ (t), the LC of line ℓ, is normalized to a mean of 0 and RMS of 1, so that B ℓ (λ) is the RMS spectrum of line ℓ. Optimal scaling of L ℓ (t) provides pixel-by-pixel estimates of B ℓ (λ) with error bars, which are then smoothed with a spline function. The assumption that the broad-line flux variations are separable in wavelength and time as in Eqn. (4) is of course a simplification that greatly speeds up the calculations. It assumes that the variable broad-line emission has a constant velocity profile during the monitoring period, which is not necessarily true given that different parts of the BLR reverberate at different times. However, we found this simplified model can fit the variable BLR emission well on an epoch-by-epoch basis, suggesting that more sophisticated models are unnecessary given the level of statistical errors on the flux measurements. The RMS spectra and BLR LCs for RMID-160 are shown in Fig. 1c and d PrepSpec optimizes the model parameters to minimize the χ 2 for the model fit to the data. The parameters include the mean spectrum A(λ), the BLR profiles B ℓ (λ) and the LCs p(t), C k (t), and L ℓ (t). The fit begins with initial estimates for A(λ) and B ℓ (λ), and p(t) = 1. A series of linear regression fits, one at each time, adjusts p(t), C k (t) and L ℓ (t), providing error bars and mutual covariances as well. Constraints are imposed, normalizing p(t) to median 1, and L ℓ (t) to mean 0 and RMS 1. The spectra A(λ) and B ℓ (λ) are then adjusted by optimally scaling the appropriate LCs to fit the residuals at each wavelength. This also provides error bar spectra. Spline fits and windowing constraints then serve to decompose A(λ), to smooth B ℓ (λ) and to impose the appropriate BLR and NLR line windows. Several line width measures (FWHM, RMS, MAD) are then determined for each of the narrow and broad lines, and the narrow-line and broad-line window widths are adjusted accordingly. The above steps are iterated until convergence.
Maps of the residuals normalized by the error per pixel χ(λ,t) and the corresponding χ(λ) spectrum, as shown for RMID-160 in Fig 2, provide helpful diagnostics of the fit at four stages during optimization of the PrepSpec model, and exhibit the evidence, or lack thereof, for intrinsic variations in the lines and continuum. In Fig 2a, after fitting the mean spectrum A(λ), the χ(λ,t) map shows both horizontal stripes due to apparent continuum variations and vertical stripes due to apparent line variations. In Fig 2b, the continuum variations C(λ,t) are well modeled and removed from the residuals, leaving the line variations. At this stage the residual flux calibration errors are not yet corrected, and so apparent variations in the narrow lines are often evident, typically at a 5% level (i.e., the spectrophotometry achieved for SDSS-RM; ). These are calibrated by optimizing p(t), with the resulting χ(λ,t) in Fig 2c, and the corresponding χ(λ) spectrum in Fig 2e, then exhibiting the evidence for broad-line variations, in this case evident for Hα, Hβ and Mg II. For the final model (i.e., Eqn. 1), the residuals in Fig 2d bear a satisfying resemblance to white noise. There is excess variance in spectral regions where telluric sky lines have been subtracted and at the join between the red and blue parts of the spectrum.
The estimated errors for the continuum and broad-line LCs properly take into account the covariance between the LCs (λ) . The grey line is the mean spectrum; the blue line is a spline fit used to isolate the NLR spectrum (sigma-clipped spline fit with narrow line windows masked); the black line is the mean spectrum after subtracting the NLR spectrum; the orange line is the NLR spectrum. The narrow-line and broad-line windows are marked at the top, with vertical dashed lines at the rest wavelengths. (b) Continuum variations C(λ,t) evaluated at 5 wavelengths across the spectrum. (c) The RMS spectrum of the raw data (yellow), and RMSx (grey), the maximum likelihood estimate for the excess RMS (i.e., removing the contribution from the assumed Gaussian measurement errors) after the p(t) corrections. RMSu (cyan) is the uncalibrated RMS of the model, before the photometric p(t) corrections. RMSc (dark grey) is the calibrated RMS of the model, after the p(t) corrections. and the photometric correction p(t). The RMS profile of the variable broad-line component is taken as the PrepSpec model B ℓ (λ); this approach differs from most earlier RM work, in which an RMS spectrum is generated using the full spectra and then a continuum is subtracted and the line widths are measured from the resulting spectrum (which differs from the true broad-line RMS variations). Most earlier RM work used this traditional approach due to practical difficulties in isolating the continuum and line components in individual epochs, but the most recent RM work has started to construct the line LCs and RMS spectrum by decomposing various components in individual epochs (e.g., Bian et al. 2010; Park et al. 2012a; Barth et al. 2015; Hu et al. 2015) . What PrepSpec does is similar to the decomposition approach used in the latest studies (e.g., Barth et al. 2015) , and it is more appropriate and robust than the traditional approach for estimating unbiased broad-line RMS variations, in particular for low quality data. However, the current PrepSpec version does not model the UV and optical Fe II complex and host galaxy due to insufficient data quality for most objects in individual epochs. In addition, the assumption that the narrow-line flux remains constant during the monitoring of our program may be violated if the NLR size is comparable to or larger than the 2 ′′ fiber diameter, in which case seeing variations (coupled with guiding errors) will induce noticeable changes in the enclosed narrowline flux. These complications may impact the lag detection in some objects by reducing the correlation signal, and will be investigated systematically in future work with photometric LCs incorporated.
Given the nature of the SDSS-RM program and target properties, our cadence, spectral S/N, and the quality of the resulting LCs are typically much worse than those in the most recent (traditional single-object) RM work. These circumstances necessitate the usage of PrepSpec to provide robust estimates of the spectral quantities (e.g., fluxes, RMS line profiles, etc.) and their associated uncertainties, as opposed to direct measurements from the spectrum as done in most traditional RM work.
Lag Measurements
We have performed PrepSpec analysis on the 100 lowestredshift quasars in our sample (0.116 < z < 0.782). In most of these objects we detect significant continuum and broadline variations. Inspection of the cross-correlation functions (CCF) between continuum and broad-line LCs suggests that a significant fraction (∼ 30 − 40%) of the 100 low-z targets show evidence of a time lag in at least one of the broad lines. However, the quality of the spectroscopic LCs, coupled with possible correlated errors between the continuum and line LCs measured from spectroscopy, prevent a robust lag detection in many cases. We expect the situation will improve significantly when we incorporate the denser photometric LCs from our accompanying imaging in future work.
We have noticed that some of the fractional errors on the continuum LCs from PrepSpec are much smaller than 1% in the brightest targets (e.g., photon noise is almost negligible). As we are using the fluxes of the narrow lines to internally calibrate the spectrophotometry (see §2.1), the ultimate limitation on the precision of the spectroscopic continuum flux measurements lies in the assumptions that narrow line fluxes within the SDSS fibers are constant over the monitoring period and that host starlight contamination is not strongly seeing-dependent. While it may be the case that both the host starlight and the narrow line region are compact enough such that aperture/seeing effects do not introduce additional systematics, it is unlikely that the spectroscopic continuum fluxes can be measured to much better than 1%. To test this, we measure the fractional differences in continuum flux measurements for pairs of epochs separated by less than 2 days. There are typically 5-6 such pairs per light curve. The mean fractional differences range from 1 − 5% with a mean of 2.8 ± 1.0%. This sets an upper limit on the true fractional errors of the spectroscopic flux measurements, as AGNs do appear to vary significantly at (or even above) this level on such short timescales (e.g., Barth et al. 2015) . In fact, this test suggests that PrepSpec in general improved the flux calibration to better than ∼ 2%.
28 Nevertheless, to be conservative with the LC errors and the lag detections, we inflate the PrepSpec errors (in both continuum and line fluxes) to 3% of the median flux and use them in our following CCF analysis instead of the nominal PrepSpec errors (unless the latter are already greater than 3%). We note that in most objects, this detail does not matter at all, as the dominant uncertainty in the lag comes from the sampling of the LC rather than from the LC errors (which are too small to affect the lag measurement). We do notice that using inflated errors leads to larger measurement errors in the lag for some objects, where the errors in both the LC and the lag are likely overestimated.
For this initial lag study, we focus on the Hβ and Mg II lines, which are of the most value in the redshift range considered here. There are 155 LC pairs out of the 100 objects. All time series analyses are based on the spectroscopic LCs output by PrepSpec. To ensure the reported detections are robust, we perform a series of rigorous tests combined with visual inspections, as detailed below.
First, we require that significant variability is detected in both the continuum and line fluxes over the time span of the LCs. We quantify the LC variability by the amplitudes of the variable part of the continuum and broad-line LCs output by the PrepSpec modeling, normalized by the measurement error (S/N LC ); we only consider LCs with S/N LC > 10 in this study to reduce false positives, but we note that lag detections are possible with a lower threshold in the LC variability (e.g., . We then perform the standard interpolated CCF analysis upon the LCs (e.g., Gaskell & Peterson 1987 ) with a grid size of 2 days and identify peaks with a statistical significance p > 0. 999 (e.g., Bevington 1969; , sec 2.6). This peak significance quantifies the probability that the detected correlation is not from random fluctuations in uncorrelated time series, and it is particularly useful for quickly removing false positives from large samples of RM data with moderate-quality light curves (such as in SDSS-RM). We intentionally used the continuum LC for interpolation in the CCF calculation, because the line LC is usually noisier than the continuum LC. But we verified that similar CCF results are obtained by interpolating both the continuum and line LCs and then using the average.
We measure the lag and its uncertainty following the standard FR/RSS (flux redistribution/random subset selection) Monte Carlo method (Peterson et al. 1998b ). For each LC set, we generate 1000 bootstrap trials with added random noise from the adopted flux errors. For each FR/RSS trial we calculate the centroid of the CCF by using all points with 28 We also compared the spectroscopic continuum LCs with preliminary photometric LCs (only half of the photometric data were processed), and generally found good agreement between the two. This shows promise for our next steps in improving lag measurements with the full SDSS-RM data set (spectroscopy and photometry). Gray points show the CCF peaks against the signal-to-noise ratio (SNR) of the line variability for the 100 lowest-redshift quasars in SDSS-RM for which we have processed with PrepSpec, focusing only on the Hβ and Mg II lines. Red points show only those peaks with a statistical significance greater than 0.999, thus removing spurious peaks from low-quality LC data. There is an obvious preference towards positive peaks (i.e., lags) in the high-significance peaks, indicating these spectroscopic LCs are meaningful in detecting lags. Objects with larger variability amplitudes in the lines allow more straightforward lag detection (i.e., comparing the gray and red points). There is an excess of zero-lag peaks, which reflects correlated errors in the continuum and line LCs from spectroscopy alone, and/or the difficulty to detect lags shorter than the spectroscopic cadence (a few days). Finally, the red circled points show our reported detections, which have a CCF peak statistical significance greater than 0.999, a SNR in the line variability greater than 10, and a measured lag inconsistent with zero at > 1σ (see §2.2 for details).
r > 0.8r max around the peak, where r is the correlation coefficient. We derive the CCF centroid distribution (CCCD) from these FR/RSS trials and use the median of the CCCD as the measured lag τ cent , and the 16th and 84th percentiles of the CCCD as the 1σ uncertainty. We only consider a measured lag a detection if it is inconsistent with zero within the 1σ uncertainty.
Using the median of the CCCD as the reported lag differs from using the centroid of the CCF computed from the full LC data. Both approaches are used in the literature, and in the case of sparsely-sampled LCs, the two approaches may produce noticeable differences in the "best value" of the measured lag (e.g., RMID-645). However, the formal uncertainties estimated from FR/RSS are generally substantial in such cases. We adopted the median of the CCCD as the reported lag, as this approach is less susceptible to shot noise in sparsely-sampled LC data and provides more symmetric uncertainties around the best value compared to using the CCF centroid derived from the full LC data.
We examined the LCs and CCFs for all cases that satisfy the above criteria, and chose the 15 best cases (as judged by the smoothness of the CCF upon visual inspection) to include in this work. While the selection of these detections is by no means complete or objective, it does not affect our basic conclusions. For example, no prior on the expected lag (i.e., from the R − L relation derived from the low-z RM AGN sample) was imposed when we select these detections. As sanity checks, we measure the lags on these LCs using the discretecorrelation-function (Edelson & Krolik 1988) and JAVELIN (Zu et al. 2011) , and found consistent lag measurements.
The reported 1σ uncertainty in the lag measurement gives a rough estimate of the false-positive probability of each detection, but we also perform alternative tests below to estimate the bulk false-positive rate among our reported lags.
We note that the estimated lag uncertainties are occasionally very asymmetric (e.g., RMID-320), reflecting the limitations (e.g., sparse sampling and systematics in flux measurements) of our spectroscopic-only LCs; additional photometric LCs will certainly help in these cases. In addition, although some of these detections appear marginal at best, we keep them in this work as we have adopted rather conservative error bars on the continuum and line LCs, and we expect to improve these measurements by adding photometric LCs that are currently being processed.
To demonstrate that we are mostly detecting real lags instead of false positives based on our spectroscopic-only data, we show in Fig. 3 all the 100 lowest-redshift SDSS-RM quasars in the CCF peak versus line variability signal-to-noise ratio (SNR) plane, again focusing on the Hβ and Mg II lines only. The gray points show all the CCF peaks regardless of their significance (searched over a symmetric range of lags centered on zero). The red points show those with a statistical peak significance greater than 0.999, which immediately reveals a preference of positive CCF peaks (N = 55) over negative (N = 12) ones (i.e., lags of the lines relative to the continuum, and not vice versa). Objects with larger variability amplitudes in the lines allow more straightforward lag detection (i.e., comparing the gray and red points), as expected. This demonstrates that our spectroscopic-only LCs are able to detect true lags. There is clustering of significant peaks around zero lag, which suggests there are correlated errors in the continuum and line LCs from spectroscopy alone, and/or it reflects the difficulty of detecting lags shorter than the spectroscopic cadence (a few days). Our 15 reported lag detections are shown as red circled points, and they are located in a "comfortable" region (i.e., with a large variability amplitude and inconsistent with zero lag) consistent with being genuine lags. There appears to be a deficit of significant peaks around ∼ +10 days in Fig. 3 , albeit with small number statistics. We suspect this is due to the small gaps between dark/grey time and bright time in our spectroscopic monitoring . If this were the case, we expect the addition of photometric data points in bright time would help recover the lags missed there. On the other hand, our reported lags are all longer than 10 days, and hence should not be significantly affected by these small gaps, as also supported by our tests with JAVELIN (where the LCs are interpolated within these gaps with physically-motivated variability models).
To further use Fig. 3 as guidance to estimate the bulk falsepositive rate among the 15 reported lags, we perform the following tests.
The first test is a shuffled-epoch test, where we shuffle the LC epochs for each object, and perform the same exercise as in Fig. 3 with real data. By shuffling the LC epochs we destroy any intrinsic correlation, and the frequency of significant CCF peaks from these mock LCs provides one measure of the false-positive rate. We typically find ∼ 4 cases with a positive peak, a peak significance > 0.999, and S/N LC > 10, out of 155 LC pairs (Hβ+Mg II) of the 100 objects. More importantly, we do not observe a preference of positive peaks over negative peaks, as expected from random correlations from temporally uncorrelated data. Given the actual number approach.
of positive CCF peaks that pass the statistical significance and S/N criteria in real data (N = 40), this test suggests the bulk false-positive rate is ∼ 10%. Note that among the 40 significant and high S/N positive CCF peaks in the real data, we only selected 15 as our reported detections, and this selection should further reduce false-positives based on visual inspection.
One may be concerned that the shuffled-epoch test does not capture the intrinsic variability characteristics of quasars, and hence may underestimate the false-positive rate. An alternative test is the shuffled-LC-pair test, where we pair the continuum LC of one object to the line LC of another object in our sample, and perform CCF analysis to determine the rate of false positives. This test, however, assumes that individual quasar LCs are sufficiently different that there is no intrinsic correlation in the inter-object LC pairs. In practice, this may not be the case, as different objects may show a similar dominant feature in their LCs (such as a single broad bump/dip) over the limited monitoring period, and thus these inter-object LC pairs will be correlated more often than assumed. Hence the false-positive rate inferred from this test should be treated as an upper limit. Essentially, this test requires a large number of objects to sample the diversity in stochastic quasar variability, in order to justify the basic assumption that these interobject LC pairs are intrinsically uncorrelated.
We performed the shuffled-LC-pair test for all 100 objects, focusing on Hβ and Mg II only (15336 inter-object LC pairs). We found roughly equal numbers of positive and negative peaks (581 versus 523) with a peak significance > 0.999 and S/N LC > 10, confirming the results based on the shuffledepoch test. We also found that 3.8% of these inter-object LC pairs lead to a positive CCF peak with p > 0.999 and S/N LC > 10. Given the number of real LC pairs (155) in the parent sample, we therefore estimate that ∼ 6 cases will manifest from uncorrelated LCs as passing the S/N and the peak significance criteria as for the real data. This is about 15% of the 40 cases we observed with real data, which is an upper limit as explained above.
Therefore based on the shuffled-epoch test and the shuffled-LC-pair test, we consistently estimate a false-positive rate of ∼ 10 − 15% among our reported lags. This false-positive rate is also roughly consistent with the estimation from our simulations using mock quasar LC data and the SDSS-RM sampling/spectral quality .
The basic properties of these lags are summarized in Table 1, and the spectroscopic light curves are provided in Table  2 . There are 9 Hβ lags and 6 Mg II lags. As mentioned in §1, we do not consider multiple line detections in the same object in the current work, but simply note that there are cases where more than one line have detected (and consistent) lags, while in other cases there is only one line detected, and the other lines show signs of a lag but will require further data and indepth analysis (see §4). The important aspects of multiple line detections in the same object and their implications for BLR structure will be the focus of successive publications.
Epochs 3 and 7 have much lower S/N than the other epochs in our data (see Table 2 of ). For these two epochs, the narrow line emission is often too noisy to use as a reliable internal flux calibrator, and as a result the data points at these two epochs sometimes appear as significant outliers (albeit with large error bars) from the adjacent LC data points. The standard interpolated CCF method does not treat the errors in the LCs rigorously and may be significantly affected by these discrepant or noisy measurements. Therefore in such cases, we remove these problematic epochs (primarily Epoch 7, sometimes both Epoch 7 and 3), and rely on the rest of the epochs for the lag measurement. We only reject these epochs when necessary (i.e., if they significantly degrade the CCF), as rejecting data in general will reduce the correlation by reducing the sampling of the light curves. These rejected epochs are identified with a "1" in the last column in Table 2. 3. RESULTS
Lags, BH masses, and the R − L relation
Figs. 4-7 presents the 15 lags in this work, where we show the LCs, the CCF, and the model RMS broad-line profile for each detection. The auto-correlation function (ACF) of the continuum LCs is also shown for comparison with the CCF. We also show the CCCDs of these lag measurements in Fig. 8 . In all cases, there is a reasonably well-defined primary peak in the CCCD for us to determine the best lag and associated uncertainties. In a few cases there are sub-structures that are possible aliases due to the sparse sampling of the LCs. These sub-structures in the CCCD tend to increase the uncertainties in the lag measurements.
We consider these detections as preliminary, with the expectation that adding photometric LCs in our future work will significantly improve these detections (or falsify a small fraction of them, if any). We measure the broad-line dispersion σ rms (the second moment) and its uncertainty from the RMS spectra B ℓ (λ) (continuum and narrow-line flux modeled and subtracted in individual epochs) produced by PrepSpec. The mean continuum luminosity at rest-frame 5100 Å, L 5100 ≡ λL λ | 5100 Å , is measured from a multifunctional fit to the final coadded spectra of all 32 epochs ) that models the continuum, broad Fe II emission and broad+narrow line emission (e.g., Shen et al. 2008) . We have estimated the fraction of host starlight contributing to L 5100 using a spectral decomposition approach described in Shen et al. (2015b) , and derived the AGN-only continuum luminosity whenever the decomposition is physically meaningful (i.e., the host fraction is non-negative at 5100 Å). This last step is important in deriving an unbiased BLR size-luminosity (R − L) relation for low-redshift AGN with significant host contamination (e.g., Bentz et al. 2013 ).
We compute a virial product (VP) using the measured time lag and RMS line width:
where c is the speed of light and G is the gravitational constant. The RM BH mass estimate is related to the virial product as M RM = f VP, where f is the average geometric factor (the virial coefficient) to account for the difference between line width and the virial velocity (e.g., Shen 2013; Peterson 2014). The value of f is usually determined empirically using the local BH mass -bulge stellar velocity dispersion (σ * ) relation and measurements of σ * in a subset of RM AGN (e.g., Onken et al. 2004; Graham et al. 2011; Park et al. 2012b; Grier et al. 2013a; Ho & Kim 2014) . We adopt a fiducial value of f = 5.5 for this work (Onken et al. 2004) , which is consistent with the latest work (Ho & Kim 2014) . We emphasize that this is the average f factor, and does not capture the diversity in the orientation and BLR structure in AGN (e.g., Shen & Ho 2014; Pancoast et al. 2014) . The scatter in the actual virial factor for individual objects is currently a large contributor (a factor of 2-3) to the overall systematic J141214.20+532546.7, RMID=101, z=0.4581 NOTE. -Col (1): object index in the full SDSS-RM sample described in . Col (2): object designation in J2000 coordinates. Col (3): redshift. Col (4): object morphological classification based on SDSS imaging. Col (5): the broad line used for the lag detection. Col (6): broad-line dispersion (second moment) for the line specified in Col (5) measured by PrepSpec using the RMS spectrum. Col (7): rest-frame time lag from the centroid of the CCF peak. Col (8): virial product defined in Eqn. (5), which can be converted to the RM-based BH mass log MRM = log VP + log f with f = 5.5 adopted in this work. Col (9): observed quasar continuum flux (host-corrected) at rest-frame 5100 Å, measured from spectral fits to the mean spectrum. Col (10): quasar continuum luminosity (host-corrected) at rest-frame 5100 Å. Col (11): host to total fraction in 5100 Å continuum luminosity, estimated using a spectral decomposition approach (Shen et al. 2015b) . Col (12): Hβ broad-line FWHM measured from the mean spectrum. Col (13): single-epoch BH mass estimate based on the Hβ FWHM and continuum luminosity measured from the mean spectrum, using the formula from Vestergaard & Peterson (2006) . Col (14): broad-line dispersion for the line specified in Col (5) measured by PrepSpec using the mean spectrum. Col (15): broad-line FWHM for the line specified in Col (5) measured by PrepSpec using the RMS spectrum. All uncertainties presented here are 1σ statistical errors only. NOTE. -Continuum and broad-line light curves (time series of fluxes) are simultaneously derived from spectroscopy using PrepSpec ( §2.1), and the continuum is always estimated at rest-frame 5100 Å. Flux units are arbitrary. See Table 1 for the corresponding lines (Hβ or Mg II) and basic properties of each object. The full content of the table is available in the online version. The errors on the LCs are the original PrepSpec output, while we have used inflated 3% fractional errors in the LCs in our CCF analysis (see §2.2 for details).
uncertainty in RM BH masses (e.g., Peterson 2014). We can also compute a single-epoch (SE) BH mass estimate using the quasar continuum luminosity and the broad-line Hβ FWHM measured from the mean spectrum:
with fiducial coefficients of a = 0.91 and b = 0.5 (Vestergaard & Peterson 2006) , calibrated against the RM BH masses with f = 5.5 in the low-z RM AGN sample. The total luminosity at restframe 5100 Å is used here instead of the AGN-only luminosity because the former was used in the original calibration. While the dynamic range in BH mass is narrow in our sample, we found that the SE masses based on Hβ are grossly correlated with RM masses with a scatter of ∼ 0.28 dex, consistent with the results in Vestergaard & Peterson (2006) based on the local RM sample. However, there is a systematic offset of ∼ 0.16 dex between the two sets of masses, indicating that there may be systematics when applying the Vestergaard & Peterson (2006) SE mass recipe to our objects at higher redshifts, or in the details of measuring the RMS line widths. This minor discrepancy deserves further investigation with more RM results.
While not directly used for the calculations in this work, we also include in Table 1 measurements of the line dispersion measured from the mean spectrum and the FWHM measured from the RMS spectrum for each line with a lag for completeness. These were measured from the PrepSpec models of the broad components of the Hβ and Mg II emission lines. Two concerns with measuring the line dispersion are (a) the possibility of a bias introduced from blending in the wings with other emission components (see Denney et al. 2009), and (b) where to set the line boundaries. These are not a concern here because we are measuring the widths from the model profiles. This makes internally consistent measurements within our analysis, but they are model dependent and therefore may be difficult to reproduce if different assumptions are made for the spectral decomposition. BH mass estimates using alternative SE estimators can be obtained with the spectral measurements reported in Table 1 . Fig. 9 shows the BLR size-luminosity relation (the R − L relation) based on the rest-frame 5100 Å quasar-only luminosity, where we compare our lag detections to the compilation of low-z RM results from Bentz et al. (2013) . All low-z RM results are based on the Hβ line. Our detections are at z 0.3, but their locations on the R − L plot are consistent with those occupied by the low-z RM AGN sample within the uncertainties. The 3 most luminous objects with Hβ lags seem to fall below the local R − L relation (albeit with large error bars on the lags), which may be an indication that correlated errors in the continuum and line LCs from spectroscopy-alone biased the lag measurements (see §2.2). Although the selection of the reported detections is not complete (see §2.2), we did not intentionally choose detections that are consistent with the known R − L relation, and hence there is no obvious bias from In all cases there is a reasonably well-defined main peak in the CCCD to determine the best lag. In a few cases there are sub-structures (possible aliases due to the sparse sampling of the LCs) in the CCCD that will lead to elevated uncertainties in the lag.
our selection of these detections. In addition, the several Mg II lags seem to follow the same R − L relation based on Hβ. The latter observation suggests that, at least in some quasars, there is overlap between the regions in which broad Mg II and broad Hβ originate (see also Sun et al. 2015) , which is expected as both lines have similar ionization potentials. Of course, more data and analysis are needed to test this scenario. The apparent flatness in the R − L relation for our detections in Fig. 9 is mostly due to selection effects, and secondly due to the facts that the statistics and the dynamic range in luminosity for our sample are limited and that the lag measurement errors are substantial, rendering a potential correlation statistically insignificant. Given the sampling and duration of our spectroscopic monitoring, we are most sensitive to lags on the order of tens of days . Shorter lags are difficult to detect given the sparse sampling of the spectroscopic LCs, while longer lags are difficult to detect given the limited temporal baseline. A more detailed analysis of the R − L relation based on SDSS-RM lag detections is beyond the scope of this work, which will require more lag detections and proper treatment of selection biases induced by our program, and will Feng et al. (2014) , and the blue filled circles represent the 15 preliminary lag measurements in this work. Our lag detections probe a new regime in this parameter space, providing direct SMBH masses over ∼ half of cosmic time.
be the focus of future SDSS-RM publications. For example, short lags may be recovered when incorporating more densely sampled photometric light curves, or at least upper limits can be placed and used in quantifying the R − L relation. On the other hand, simulations can be used to quantify the completeness in lag detections as a function of lag, given the parameters of the SDSS-RM program .
Finally, Fig. 10 demonstrates the improvement of our results in the redshift-luminosity coverage of RM experiments. Our lag detections probe a new regime in this parameter space, providing RM measurements over ∼ half of cosmic time. The median redshift is 0.03 for the local RM sample and 0.46 for our sample.
Additional Notes on Individual Objects
While our analysis demonstrates that the majority of these lag measurements are true detections, prior reverberation studies (e.g., Peterson et al. 2004 ) indicate that when work-ing with data that have low sampling rates, our lag detection methods can sometimes yield incorrect lag measurements despite reporting formally small uncertainties. The criteria for a robust measurement are difficult to quantify, and thus such classifications are somewhat subjective in nature, as they often rely on being able to "see" the reverberation signatures and having a narrow, well-defined peak in the CCF and/or CCCD. As such, our prior experience with reverberation mapping leads us to identify a few of our lag measurements as lowerconfidence measurements due to various indicators, such as the lack of visible reverberation signatures in the light curves and/or a poorly-defined or low peak correlation coefficient CCF. While our false-positive tests indicate that the detected time delays are likely real (and the lag measurements themselves are also supported using the JAVELIN method), we suspect that the accuracy of a few of the detections may be compromised for various reasons, despite the fact that they passed all of our statistical and quantitative tests for lag detections.
The two targets where it is most difficult to evaluate the accuracy are RMID 229 and 589. There are very few features visible in the continuum light curve for RMID 229; the two most striking features are due to single epochs that are low S/N and were removed from several other targets due to a suspect calibration, though they were not identified as outliers for this particular target. If the line light curve is shifted by the best-determined-lag from our cross-correlation analysis to see if the continuum and line light curve features line up after this shift, the match is not extremely apparent, and the measured lag places many variability features observed in the line into gaps between observations of the continuum. In addition, the peak of the CCF is low (∼ 0.6). The CCF for RMID 589 is extremely broad and flat-topped; most of the correlation is driven by a long-term increase in flux over the entire set of observations rather than by shorter-term variability features that are more indicative of BLR reverberation. There is again a poor match with the continuum variability when the line light curve is shifted by the measured lag.
For both RMID 191 and RMID 320, the correlation seems to be driven by either or both of the two possibly-suspect epochs (epochs 3 and 7) and excluding those two epochs (at the cost of losing temporal sampling further) makes the correlation noticeably worse (albeit still formally consistent) in both of these targets. Again, when the line light curves are shifted by the measured time lag, the match is mediocre; the variability signal in the continuum of RMID 191 is rather low amplitude, and it is difficult to see similar features shared by both the line and continuum light curves. The peak of the RMID 191 CCF is also 0.6, which is lower than that seen for our higher-confidence targets.
RMID 694 and RMID101 are cases that are somewhat marginal, but should be improved with the photometry and/or additional years of data. RMID 694 has inopportune gaps in the data; there is a gap in the spectroscopy in the middle of one of the major features of the light curve that is potentially biasing the cross-correlation analysis -the incorporation of the photometry should resolve this issue. RMID 101 has a visible feature in the continuum that we only begin to see reverberated in the line when our campaign ended -thus, the lag measurement is likely more uncertain than it would be had we continued to observe for another month.
We anticipate that the ambiguities and concerns listed above will be resolved when the photometry and/or additional monitoring beyond the first six months is included in the analysis for these targets. Results for the remaining nine lag detections appear more robust; the light curves show a better match when the line light curve is shifted by its measured time delay. In addition, they generally have higher peak correlation coefficients in their CCFs (above 0.6), narrower and less flat-topped CCFs, and in most cases, the eye can pick out matching features in the continuum and line light curves that indicate a more robust, accurate lag measurement.
DISCUSSION AND CONCLUSIONS
From its theoretical definition by Blandford & McKee (1982) , it took many years for reverberation mapping to reach its current state with some 60 local systems with wellmeasured lags, sometimes for multiple emission lines (e.g., Peterson et al. 2004) . RM studies of local AGN are increasingly focused on detailed studies of individual objects to use the velocity dependence of the lags to study the structure of individual BLRs in detail (e.g., Bentz et al. 2010b; Grier et al. 2013b) . It is not possible, however, to increase the overall size of the sample by an order of magnitude using the object-byobject approach that has been so successful to date.
The only way to increase greatly the sample size and to start to probe the UV emission lines of higher redshift systems is to use the multiplex advantage of multi-object spectrographs. This has been explored theoretically in the contexts of both the SDSS survey using the SDSS-BOSS spectrograph ) and the Dark Energy Survey (DES) using the AAOmega spectrographs (King et al. 2015) . These two studies emphasized slightly different goals but outlined the survey durations and cadences likely to yield transformative ( 100) numbers of new lag measurements across a broader range of luminosities, redshifts, and emission lines (e.g., Hβ, Mg II, and CIV).
In both cases, these theoretical studies led to observational programs, and here we report initial results from the first year of spectroscopic observations in the SDSS-RM program. Compared to the predictions outlined in the theoretical studies, the allocated SDSS-RM spectroscopic observations alone for this first exploratory study appear sub-critical, given the complexities in real light-curve data that were difficult to model in the simulations. On the other hand, the SDSS-RM program has obtained a large amount of supplementary photometric monitoring data from CFHT Megacam and the Steward Observatory Bok telescope that will be used to provide better sampled continuum light curves to compare to the line light curves from the spectroscopic data in our upcoming analyses. It is important, however, to show the results from simply analyzing the spectroscopic data alone for two reasons. First, even with this incomplete data set, we can measure a reasonable number of lags, thereby directly demonstrating the promise of the approach. Second, the yields based on spectroscopy alone are low and the uncertainties are great, as predicted by the theoretical studies for the as-obtained duration and cadence. It is desirable to increase the intensity of monitoring in order to have a significant yield of high precision lag measurements in future multi-object RM programs.
In this study, we have presented preliminary lag measurements for 15 quasars at z < 0.8 included in the SDSS-RM project, using the 6 months of 2014 spectroscopy alone. Our targets are fainter by 1-2 orders of magnitude than the local AGN that have been monitored for RM purposes, highlighting the difficulties of performing RM in this regime. Most of these lags are at z 0.3 for intermediate-luminosity quasars, a L − z regime never explored in past work. These results demonstrate the general feasibility of our multi-object RM approach, and provide some confidence for similar programs with multi-object spectroscopy (e.g., King et al. 2015) . The lags are consistent with measurements used for local estimates of the R-L relations, but are not yet available in large enough numbers, precision, or dynamic range to improve on these local estimates. Several of them are, however, for the Mg II line, and demonstrate that Mg II does reverberate similar to Hβ. A recent line variability study using SDSS-RM data also found that Mg II does vary with similar (albeit slightly smaller) amplitudes to Hβ (Sun et al. 2015) , as supported by the Mg II lag detections presented here. Moreover, we can see statistically that we are close to measuring a much larger number of lags (see Fig. 3 ). The problem is that with the present cadence and duration, there are many ambiguities in how to overlap the line and continuum light curves to produce an unambiguous lag estimate unless the structure of the variations is optimal, and this occurs for only a small fraction of the targets with spectroscopic-only light curves.
For the present SDSS-RM program we will address this challenge in future papers by adding the better sampled continuum light curve data from our imaging programs (e.g., more than doubling the data points from spectroscopy). This should greatly increase the light curve yield. Denser photometric light curves will enhance the cross-correlation signal, and provide a remedy for correlated errors between the continuum and line flux measurements from spectroscopy.
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Our preliminary investigation on the photometric data showed great promises on this improvement.
It is also important to remind the reader that even for the small fraction of objects and the spectroscopic-only data we analyzed here, the reported lags are an initial demonstration rather than a final conclusion on the yield of spectroscopiconly lags. There are many more formally detected lags based on the quantitative criteria in §2.2 that require refinements with photometric data. Moreover, we already see multipleline lag detections in the same objects with this partial data set, as well as lags for other broad lines (such as Hα, He II, etc.), but will defer such focused studies to upcoming SDSS-RM publications.
Extending the SDSS-RM program, particularly by adding more seasons of spectroscopic data would also greatly improve the overall impact of the program. The SDSS-RM project continues to perform photometric and spectroscopic monitoring (albeit at reduced cadences) of the target field, which will strengthen the preliminary lag detections and reduce their uncertainties with more data. We have already observed another 12 spectroscopic epochs with the SDSS BOSS spectrograph in the 2015A semester (over 6 months) within the extended Baryon Oscillation Spectroscopic Survey (Dawson et al. 2015) , with 2 epochs each month using a nominal exposure of 1 hr per epoch. Photometric monitoring in 2015 was carried out with a weekly cadence over the same period on the CFHT and Bok telescopes. Additional monitoring will be sought in 2016 and beyond. With the extended multiyear spectroscopic time baseline and earlier photometric light curves from PanSTARRS in the SDSS-RM field (Kaiser et al. 
