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Adsorption onto the walls of micropores was explored by computational simulations involving cyclic voltammetry of ion transfer across 
an interface between aqueous and organic phases located at the micropore. Micro-interfaces between two immiscible electrolyte solutions 
(microITIES) have been of particular research interest in recent years and show promise for biosensor and biomedical applications. The 
simulation model combines diffusion to and within the micropore, Butler-Volmer kinetics for ion transfer at the liquid-liquid interface, 
and Langmuir-style adsorption on the pore wall. Effects due to pore radius, adsorption and desorption rates, surface adsorption site 10 
density, and scan rate were examined. It was found that the magnitude of the reverse peak current decreased due to adsorption of the 
transferring ion on the pore wall; this decrease was more marked as the scan rate was increased. There was also a shift in the half-wave 
potential to lower values following adsorption, consistent with a wall adsorption process which provides a further driving force to 
transfer ions across the ITIES. Of particular interest was the disappearance of the reverse peak from the cyclic voltammogram at higher 
scan rates, compared to the increase in the reverse peak size in the absence of wall adsorption. This occurred for scan rates of 50 mV/s 15 
and above and may be useful in biosensor applications using micropore-based ITIES.  
 
Introduction 
Liquid|liquid interfaces have received recent attention as tools for 
label-free detection of various ionic species in a wide range of 20 
media.1-3 Such interfaces between two immiscible electrolyte 
solutions (ITIES) have been used to study ion transfer processes 
involving organic and inorganic species,4, 5 including ions of 
biological interest.6 Facilitated ion transfer has also been 
explored, whereby ionophores in the organic phase7, 8 or 25 
biological macromolecules9, 10 adsorbed at the interface enable 
the transfer of species that otherwise would not transfer. This 
concept has been investigated recently to examine a possible 
time-dependent conformational shift of the protein hemoglobin 
adsorbed at a water|1,2-dichloroethane interface.11 The main 30 
analytical advantage of electrochemistry at the ITIES is that ionic 
species can be detected directly in a label-free manner. 
Additionally, devices formed from such ITIES show promise as 
tools for exploring biological-like processes involving the 
transfer of ions. 35 
 Recently, micropores12-15 and nanopores7, 16-19 have been used 
to form miniaturized ITIES, so as to improve mass transfer fluxes 
and increase current densities. Mass transfer to millimetre-sized 
ITIES, as to similarly-sized electrodes, occurs via linear 
diffusion. In this regime, diffusion of ions occurs in one 40 
dimension towards the interface. This is reflected in current peaks 
in the voltammograms, followed by a decay of the current 
proportional to the square root of time. For micro- and 
nanoITIES, edge effects become important, wherein radial 
diffusion occurs around the ITIES in the time frame of 45 
electrochemical experiments. This serves to increase the areal 
mass transfer flux, and thus the ion current density, with follow-
on effects on parameters of analytical importance such as the 
limit-of-detection, signal-to-noise ratio and sensitivity. The 
resulting cyclic voltammetry (CV) plot tends towards a steady-50 
state, sigmoidal shape. This is even the case for arrays of micro-
ITIES, provided there is sufficient separation between the 
adjacent micropores used to form the micro-interfaces.14, 15, 20 or 
if the overall size of the array is in the µm range.21 This is 
analogous to similar behaviour predicted for arrays of 55 
microelectrodes.22-25 
 ITIES and microITIES have been applied as the basis of 
biochemical detection in a number of situations. Two common 
approaches include transfer of small biomolecules across the 
liquid-liquid interface facilitated by an ionophore,26,27 and ion 60 
transfer across the interface facilitated by biomolecules present in 
the aqueous phase and adsorbed at the interface.11, 28 Scanlon et 
al.26 investigated the electroanalytical capabilities of microITIES 
with differential-pulse stripping voltammetry to detect the 
transfer of small oligopeptides assisted by the dibenzo-18-65 
crown-6 (DB18C6) ether. This built on earlier work by Sawada 
and Osakai,27 who measured the transfer of hydrophobic peptides 
facilitated by DB18C6 and found good agreement between the 
half-wave potential and the peptide equivalent hydrophobicity 
index. Recently, Méndez et al.28 simulated the adsorption of 70 
surface-active ions to liquid-liquid interfaces. They considered 
surfactant partitioning across the interface, whereby the adsorbed 
molecules could have portions in both the organic and aqueous 
phases. As discussed previously, the presence of hemoglobin at 
the ITIES facilitated the transfer of hydrophobic anions to the 75 
aqueous phase.11  
 There has been recent interest in label-free detection of 
biomolecules and biomolecular interactions.29, 30 One approach to 
this has been electrochemical detection of adsorption (whether 
specific or non-specific) based on changes in the conductance31-38 80 
or impedance39 in response to biomolecules selectively adsorbing 
onto a functionalized working electrode. Many biomolecules of 
interest exist in ionized form, including nucleic acids, proteins, 
and many vitamins, biominerals and drugs, so electrochemistry at 
the ITIES may be used for their detection. Additionally, the use 85 
of micron-sized pores to form microITIES results in a higher 
surface-to-volume ratio in the organic phase than would be 
present at ITIES formed at millimeter sized orifices. A high 
surface-to-volume ratio increases the likelihood of adsorption at 
the pore wall without the need for mixing or convection, due to 90 
diffusive transport of the analyte to the surface. This leads to 
increased adsorption rates, so the influence of wall adsorption at 
 
micropores on voltammetric ion transfer behaviour may thus be 
more pronounced.  
 In the present paper, we explore the effects on ion transfer CV 
of analyte adsorption onto the walls of pores used to form 
microITIES. This study is restricted to the case of a single 5 
microITIES formed at the mouth of a pore located within in a 
solid-state membrane. In such a system, analyte ions present on 
one side of the ITIES are transferred across the interface and 
adsorb onto the pore walls. This may be specific adsorption due 
to the presence of bioreceptors on the pore wall or non-specific 10 
adsorption. The intention here was to determine whether such 
pore wall adsorption may impact the CV measurements at the 
ITIES and could form a basis for label-free electrochemical 
biosensing. Differences in the CVs for analytes that transfer 
across the ITIES and adsorb to the walls, and those that transfer 15 
but do not adsorb, thus being available for back-transfer, may be 
used to identify the presence and concentration of given analytes, 
as well as to study adsorption/desorption processes. Finite-
element simulations of ion transfer across the interface between 
an aqueous liquid and an organogel located within a micropore, 20 
combined with Langmuir adsorption to the pore wall, were used 
to identify system parameters that would be of interest in 
designing such a biosensor device. The effects of adsorption at 
different voltammetric scan rates and at smaller pore sizes were 
of particular interest. 25 
Theory & Methodology 
The interface formed at the micropore was modelled in two 
dimensions, taking advantage of the axial symmetry of the system 
to reduce the dimensionality. Ion-transfer kinetics were treated 
with the Butler-Volmer model.40 Adsorption at the pore wall was 30 
described by Langmuir adsorption of a single analyte species.41-43 
The model was evaluated over a range of pore geometries, 
adsorption site densities, and voltammetric scan rates. The effects 
of adsorption and desorption rate kinetics were also explored.  
 The computational domain is shown in Figure 1a and has been 35 
described previously.14 Due to the rotational symmetry of the 
system, a two-dimensional axi-symmetric model can be used.
 The computational domain is divided into two subdomains, 
where subdomain 1 represents the organic phase, and subdomain 
2 the aqueous phase. The two subdomains are connected by the 40 
micropore. The vertical origin (x=0) is defined as the inlet to the 
pore from the aqueous side, and the radial origin (r=0) is at the 
centre of the pore. The pore of length l has dimensions 0≤x≤xl, 
and radius ra. The interface is located at x=0 and the reservoirs 
extend to xw and rw, and xo and ro.  45 
Diffusion Model 










  (1) 
where c is the concentration, t is time, D is the diffusion 
coefficient, i=1,2 represent the organic and aqueous phases, 50 
















2   (2) 
The initial conditions for the concentration are c1(x,r,0)=0 and 
c2(x,r,0)=cb, where cb is the bulk concentration of the analyte. The 55 
boundary equations at the liquid-liquid interface are (a) the 
















































and (b) flux conservation, 60 


















10  (4) 
where J0 is the mass flux and xs is the location of the ITIES along 





















































o  and switch
w
o  are the initial and switching 65 
potentials, v is the scan rate, and t is time. The far-field boundary 
conditions were c1(x,r,t)=0 and c2(x,r,t)=cb. In Equation (3) k
0 
denotes the standard rate constant for ion transfer, α is the transfer 
coefficient and '0wo  
is the formal ion transfer potential
 
 
 The current was given by the integration of the surface flux 70 



















2  (6) 
where ra is the pore radius. The limiting current is
abi rcFDzi 2lim 4 . Finally, the no-flux boundary condition 
normal to the solid walls is ∂ci/∂n=0, where n is a vector normal 75 
to the wall. 
Adsorption model 
 
Fig. 1 (a) Simulation cell showing both phases and the geometric 
parameters of interest as described in the text. (b) Schematic 80 
representation of analyte adsorption onto the walls of a pore filled will 
 
organic liquid, following analyte transfer across the liquid-liquid 
interface. 
Following Hu et al.41, Langmuir-style adsorption behaviour was 





     (7) 5 
where A is the analyte species in phase i with concentration ci, B 
represents the free binding sites with surface concentration b, S 
are the bound analyte molecules with surface concentration cs, 
and kads and kdes are the adsorption and desorption rate constants, 
respectively.  10 
 The reaction-diffusion equation for bound analytes, in terms of 
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 (8) 15 
where Ds is the surface diffusivity of the bound complexes. We 
can write b as the difference between the initial concentration of 
surface binding sites b0 and the number of occupied sites cs, so 









2  (9) 20 
 Equation (9) is the mass balance of surface-bound and 
solution-based analytes. The flux of the analyte normal to the 
reacting surface is given by41 
   
sdessiadsii ckcbckcD  0n  (10) 
which is the BC (boundary condition) applied to the solution-25 
based analyte at the adsorbing wall only. Equation 10 describes 
the adsorption and desorption of the analyte from the wall. To 
fully describe the reaction at the pore wall, a BC is required for 
the flux of the bound analyte normal to the surface41 
  0 ss cDn   (11) 30 
Equation 11 is only applied to the wall within the pore. At all 
other walls in the system, the insulating boundary condition is 
used, 
  0 ii cDn   (12) 
Equations 1, 3, 4 and 9-12 are solved using appropriate system 35 
parameters. To minimize round-off errors and generalize the 
solutions, dimensionless variables were used. These are described 
in the Table S.1 in the Supplementary Information, together with 
the dimensionless forms of the relevant equations.  
Simulation parameters 40 
All simulations were carried out using COMSOL 3.5a equipped 
with the Chemical Engineering module. The simulation cell is 
shown in Figure 1. Two application modes were used to describe 
the system: a 2D axi-symmetric diffusion mode represented the 
aqueous and organic phases, and adsorption was modelled using 45 
with COMSOL’s 1D weak form boundary. A description of the 
weak form BC is given in the Supplementary Information. The 
simulations were performed using dimensionless variables, which 
are described in the Supplementary Information, but are 
presented here in dimensional form. This was done to facilitate 50 
visualization of realistic systems. Three dimensionless dependent 
variables were used: C1, C2, and Cs, for the organic, aqueous, and 
surface concentrations. 
 A user-defined, problem-adapted mesh was used, with mesh 
parameters chosen according to convergence tests. The maximum 55 
element size was 0.002 on the ITIES boundary and 0.01 at the 
adsorbing wall and at the points of the pore’s inlet and outlet 
corners. Additionally, the mesh curvature factor on the ITIES was 
set to 0.1. The mesh was further refined around the pore using the 
Mesh Selected command. For adsorption in the organic phase, a 60 
typical mesh was comprised of 70000 elements, with 147000 
degrees of freedom. The UMFPACK linear solver was used, with 
an absolute tolerance of 0.000005 and a relative tolerance of 
0.0001.   
 The parameters used for all simulations, unless otherwise 65 
indicated, were cb = 10
-7 molcm-3, D1 = 9.8610
-7 cm2s-1, 
D2 = 9.8610
-6 cm2s-1, v = 10 mVs-1, '0wo  = 0.55 V,  = 0.5, 
init = 0.2 V, switch = 1.1 V, k0 = 0.5 cms
-1, kads = 10
8 
cm3mol-1s-1, kdes = 0 s
-1, and b0 = 10 pmolcm
-2. These values 
represent typical experimental parameters of common 70 
bioanalytical systems.41,42 The diffusivity in the organogel phase 
was 10% of that in the aqueous phase, and both were held 
constant for all the simulations. The decreased diffusion 
coefficient is due to the organogel phase used to stabilize the 
interface at the micropore.14 75 
 A value of Ds = 9.8610
-6 cm2s-1 was used for the surface 
diffusivity, which yields s = 1, in dimensionless variables (see 
Supplementary Information). This value is somewhat higher than 
the surface diffusivity used in Ref. 41, but is within the range of 
surface diffusivity for a variety of inorganic and protein 80 
systems.44.  
 
Results & Discussion 
In this study, we have considered the case where the pore is filled 
with the organic phase and analyte ions are transferred across the 85 
interface from the aqueous phase into the organic phase, as 
shown schematically in Figure 1b. The analyte in the organic 
phase may then adsorb onto the pore wall. We refer to the 
adsorbing species as the analyte. 
Validation of the simulation cell 90 
Using ra = 10 m and v = 10 mV s
-1, the maximal extensions of 
the computational domain were set to xm = 4200 m and rm = 420 
m in the aqueous phase, and xn = 1500 m and rn = 350 m in 
the organogel phase. The dimensions were adjusted for different 
values of the pore radius and scan rate. These values are greater 95 
than the 10 Dit  suggested by Britz and Strutwolf
45 and were 
determined to be sufficient to model the bulk solution conditions, 
via a comparison between the no-flux and constant (bulk) 
concentration far-field boundary conditions.  
 
 
Fig. 2 Effects of pore radius on electrochemical signal with and without 
adsorption. (a) CV plots for 10-m (black), 5-m (dark grey), and 1-m 
(light grey) diameter pores with adsorption (solid line), compared to the 
NoAds cases (dashed line). Effect of pore radius on (b) the reverse peak 5 
current and (c) the half-wave potential E1/2. In (b) and (c), the dashed lines 
show no adsorption and the solid lines are with adsorption. The lines are 
drawn as visualisation aids. 
Adsorption Simulations  
Following validation of the simulation cells, a variety of 10 
adsorption parameters were compared. These included the pore 
radius ra, adsorption and desorption rate constants kads and kdes, 
the density of adsorption sites b0, and the scan rate. Of these, the 
scan rate was the most interesting as an analytical measure, since 
it is easily varied experimentally. 15 
Effect of pore radius  
Simulations were performed for pore radii of 1, 5, and 10 m. 
Figure 2a shows CVs for ra = 1, 5 and 10 m for adsorption 
(Ads) and no adsorption (NoAds). Recall that all absolute 
currents were calculated from the simulated dimensionless values 20 
using the limiting currents, abi rcFDzi 2lim 4 ,.  
 The effect of adsorption was most apparent in the negative 
shift of the forward transfer wave for the 1 m interface. There 
was almost no difference in the height of the forward scan, 
although there is a discernible shift to lower E1/2 of the forward 25 
wave due to adsorption. The main indicators of adsorption are the 
decreases in the reverse peak (Fig. 2b) and the shift to lower half-
wave potentials (Fig. 2c).  
 This can be attributed to two effects. The first involves edge 
effects, which become important at smaller radii. The edge effect, 30 
however, is only responsible for an increase of flux density into 
the pore. What is more important is the increase in the surface-to-
volume ratio within the pore as the radius decreases. Any effect 
occurring at the pore wall will be more pronounced, and 
potentially more detectable, with increases in the surface-to-35 
volume ratio. 
 For larger radii (50 and 100 m pores), adsorption has little 
effect on the reverse peak current and half-wave potential, such 
that the responses in Figs. 2b and 2c approach the NoAds 
behaviour. At these larger pore sizes, the inlet is sufficiently wide 40 
that any increase in the flux across the interface due to the 
adsorbing wall is outweighed by the linear bulk flux. The 
behaviour of the NoAds cases, as shown in Fig. 2b and 2c, show 
the same linear dependence as was found by Josserand et al.12 We 
feel that this qualitative agreement validates our computational 45 
approach. 
Effect of adsorption and desorption rate 
Figure 3 shows the effects due to changes in adsorption rate for 
the values of kads in the range 10
3 to 107 M-1s-1. The CVs in Fig.  
 50 
Fig. 3 Effects of adsorption (a-c) and desorption (d,e) rate constants on 
simulated responses. (a) Voltammogram showing the effects of 




 (− − −), and 10
3





. Effects of adsorption rate on the reverse peak current (b) and the half-
wave potential of the forward transfer process (c). In both (b) and (c), the 55 
constant dashed lines show the values for NoAds. The lines are drawn as 
visualisation aids. Voltammograms (d) and average surface concentration 
















3a show the effect of various adsorption rates. The NoAds case is 60 
shown with dashed lines. The reverse peak height (Fig. 3b) 
became less negative by approximately 400 pA as a result of 
adsorption. However, increasing kads from 10
3 to 107 M-1s-1 led to 
only gradual increases in the reverse peak current magnitude. 
Adsorption causes a shift in the half-wave potential (Fig. 3c) to 65 
lower potentials, and increases in kads resulted in further 
decreases.  
 The desorption rate constant kdes was also varied between 
0.001 and 0.1 s-1, with kads held constant at 10
5 M-1s-1. In the CV 
plots (Fig. 3d), the forward peak remained the same, but the 70 
reverse peak broadened at higher values of kdes. At higher values 
d e 
 
of the desorption constant (kdes>10
-2 s-1), the current does not 
return to zero on the reverse scan due to the continued 
detachment of the desorbing species. Fig. 3e shows mean surface 
concentration profiles (averaged over the length of the wall) for 
the desorption rates simulated over the course of the simulations 5 
(normalized to the total simulation times). As expected, higher 
desorption prevents the surface from becoming fully saturated. 
Effect of adsorption site density 
The density of adsorption sites was varied between b0=1 
pmolcm-2 and b0=15 pmolcm
-2, with the results shown in Figure 10 
4. Fig. 4a shows CVs for the NoAds (dashed line) and Ads (solid 
lines) cases at various adsorption site densities. Figs. 4b and 4c 
show the changes in ip,r and E1/2 with adsorption site density, 
respectively. The reverse peak current became smaller as b0 
increased, as more ions were captured on the wall and could 15 
therefore not return to the aqueous phase on the reverse sweep. 
The decrease in E1/2 with increasing site density is due to analyte 
transfers across the ITIES becoming easier with adsorption on the 
pore wall as an additional driving force. Plots of the CVs and 
average surface concentrations for b0 are shown in the 20 
Supplementary Information (Figure S.2).  
 
Fig. 4 Influence of surface concentration b0 on the simulated CV 
response: (a) for b0 = 0 (grey), 5 (───), 10 (− − −), and 15 (- - -) 
pmol cm
-2
. The effects in terms of the reverse peak currents (b) and the 25 
half-wave potential (c) are shown. 
Effect of scan rate 
Finally, the electrochemical behaviour was explored as a function 
of the scan rate. This is perhaps the most interesting scenario, 
since this parameter is most easily varied experimentally. Five 30 
scan rates were simulated, 5, 10, 15, 50, and 100 mV/s. Figures 
5a and 5b show CVs for v=10 and v=15 mV∙s-1, respectively, for 
the NoAds (dashed lines) and Ads (solid lines) cases. 
Interestingly, the scan rate presents the most promising metric for 
adsorption detection, since the changes are so pronounced if 35 
adsorption is present. Notably, the reverse peak current became 
smaller at higher scan rates with adsorption, whereas it became 
larger with no adsorption. Also, at scan rates above 15 mV∙s-1, 
there was no reverse peak in the presence of adsorption. This is 
illustrated in Figs. 5c and 5d for ip,r and E1/2, respectively, over all 40 
simulated scan rates. The behaviour of the reverse peak current in 
the NoAds case is qualitatively similar to that found by Josserand 
et al.12 at lower scan rates. Simulated CVs for the various scan 
rates are shown in the Supplementary Information (Figure S3). 
 As expected, there is no current peak on the forward scan for 45 
the NoAds case (dashed line in Fig. 5a), whereas a small peak 
appears for the Ads case. This is due to the aforementioned effect 
of the adsorbing wall acting as an attractive element for the 
analyte. As the analyte initially crossed the interface in response 
to the increase in potential, it was immediately adsorbed to the 50 
pore wall. This temporarily decreased its concentration in the 
vicinity of the wall, increasing the concentration gradient and 
shifting the forward wave to a lower potential for the adsorbing 
wall case, across all scan-rates. 
 The behaviour of the reverse peak current for the NoAds case 55 
is also as expected – the reverse peak height increases with the 
scan rate. However, it is not linear because, at higher scan rates, 
the analyte does not fill the pore. In the Ads case, however, the 
peak height in fact decreases with increasing scan rate. Because 
the diffusion layer did not penetrate all the way into the pore, a 60 
larger fraction of the transferred analyte was adsorbed, so less 
was available for back transfer to the aqueous phase. This effect 
was amplified as the scan rate increased, such that, for the 
simulated scan rates above 15 mV s-1, all the analyte was 
adsorbed by the wall. It is a surface effect, so may be more 65 
pronounced for ITIES formed within nanoscale pores,21 where 
the surface-to-volume ratio is much larger. 
 The halfwave potential E1/2 shifted to a lower potential upon 
adsorption, due to an increased concentration gradient caused by 
the attractive wall. The decrease in E1/2 in the absence of wall 70 
adsorption is explained as follows. The thickness of the diffusion 
zone established in the organic phase is already lower than that in  
 
Fig. 5 Effects of scan rate on CV without and with pore wall adsorption, 
for NoAds (dashed line) and Ads (solid lines), at v = 10 (a) and 15 (b) 75 
mV s
-1
. Comparison of the half-wave potential (c) and the reverse peak 
current (d) over a range of scan rates (5 to 100 mV s
-1
) for NoAds (dashed 
line) and Ads (solid line). For the reverse peak current (c), no points are 
plotted for scan rates above 15 mV s
-1
 for the Ads case, as there was no 
reverse peak. 80 
the aqueous phase, due to the lower diffusivity in this phase 
(Dorg = 0.1 Daq). The thickness is further decreased as the 
diffusion time is decreased (as the scan rate is increased).  
 Therefore, with decreasing time of transfer into the organic 
phase, the ions are located closer to the interface on the organic 85 
side and more readily available for back transfer during the 
reverse potential scan. This leads to a decrease of E1/2 with 
increasing scan rate, if no effect other than diffusion is 
 
considered.  
 In the case of pore wall adsorption, the half-wave potential for 
the forward scan shifts to more negative potentials for the reasons 
discussed above, offsetting the effect on E1/2 caused by the 
decrease in diffusion layer thickness with increasing scan rate. 5 
The half-wave potential presents a good analytical measure for 
adsorption detection.  
Opportunities for biosensing 
The situations illustrated above demonstrate the potential 
application of liquid|liquid electrochemistry for the detection of 10 
biomolecular adsorption, as well as some challenges which may 
be encountered. For adsorption on pore walls in the organic 
phase, the limiting current ilim=4ziFD2cbulkra, on the order of 
40 pA for a single 20-m diameter interface is sufficiently high 
for detection, for bulk concentrations of 100 M. Signal 15 
amplification could be achieved through the use of arrays of 
microinterfaces 15, 20, although care must be taken when designing 
such arrays to avoid overlapping diffusion fields between 
adjacent interfaces.  
 However, there are two challenges for using this configuration 20 
in biosensing: i) delivery of biologically interesting analytes in an 
organogel and ii) biological activity of the surface-bound moiety. 
The first issue would be a concern in the case of some 
oligopeptides or nucleotides, where the molecular activity may be 
compromised in the organic phase, and would not recover in the 25 
aqueous phase. However, for small ions, and possibly even short 
oligonucleotides, this will not be a serious concern. The second 
issue could present a challenge since a lack of activity in the 
immobilized species would compromise biosensor function. 
However, the study of enzyme activity in organic solvents is 30 
itself an interesting field,46-48 to which this technique could be 
applied. Such a configuration might also be applied to the 
measurement of membrane proteins interacting with ionized 
species. 
Conclusions 35 
Using computational simulation, we have investigated the 
influence of pore wall adsorption on ion transfer electrochemistry 
at immiscible liquid-liquid interfaces formed at a micropore. The 
main observations from this study are that pore wall adsorption 
following transfer from aqueous to organic phases results in (1) a 40 
shift of the half-wave potential for the water-organic transfer 
process to lower potentials and (2) a decrease in the magnitude of 
the reverse scan CV current. These are due to the pore wall 
adsorption process providing an additional driving force to bring 
the ion across the interface and to the adsorbed material being 45 
unavailable for back transfer during the course of the reverse CV 
scan. The effects of adsorption become most notable at smaller 
pore diameters, where the change in the half-wave potential is 
most pronounced. The disappearance of the reverse peak at 
higher scan rates and higher surface concentrations, as well as the 50 
changes in the half-wave potential and reverse peak current, 
could serve as indicators of pore wall adsorption. This is 
especially the case since the scan rate is easily varied 
experimentally. Detection could be improved by examining a 
combination of metrics and factors, including changes in the half-55 
wave potential and the reverse peak current with scan rate. 
Effects due to adsorption and desorption rates, and binding site 
density were also presented.  
 While the strategy has not been experimentally verified, this 
work reveals the promise of such an arrangement for adsorption 60 
and other surface interaction studies. This method could be 
applied to a number of bio-detection strategies. One such class of 
systems might involve the measurement of enzyme-cofactor 
binding constants. Another possible application might involve the 
measurement of adhesion kinetics for aqueous-phase small 65 
molecules to surface-bound receptors in the organic phase, 
following transfer from the aqueous phase.    
 Additionally, such a system would not be limited to 
biochemical adsorption studies. The Langmuir adsorption 
isotherm is a versatile model, and can be applied as a first 70 
approximation for most surface-catalysed chemical reactions. 
Furthermore, more complex adsorption models could be 
employed. 
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