Abstract-We address the problem of verification by modelchecking of the basic population protocol (PP) model of Angluin et al. [1]. This problem has received special attention in the last two years and new tools have been proposed to deal with it. We show that the problem can be solved by using the existing model-checking tools, e.g., Spin and Prism. In order to do so, we apply the counter abstraction to get an abstraction of the PP model which can be efficiently verified by the existing model-checking tools. Moreover, this abstraction preserves the correct stabilization property of PP models. To deal with the fairness assumed by the PP models, we provide two new recipes. The first one gives sufficient conditions under which the PP model fairness can be replaced by the weak fairness implemented in Spin. We show that this recipe can be applied to several PP models. In the second recipe, we show how to use probabilistic model-checking and, in particular, Prism to take completely in consideration the fairness of the PP models. The correctness of this recipe is based on existing theorems involving finite discrete Markov chains.
I. INTRODUCTION
Population protocols [1] (PP) are a formal model designed to represent a group of tiny mobile agents with very limited computational capability and no control over their own movements. In such a model, agents act as identically programmed finite-state machines which use a constant number (independent of the group size) of storage bits per machine. At the beginning of the protocol, each agent receives a piece of input. Then, it can exchange information with another agent and perform computations (i.e., update its own state) only when it comes close to ("meet") that agent. The agents move asynchronously. The choice of which agents interact is made by a scheduler who must satisfy some fairness conditions in order to obtain a meaningful global computation. The fairness condition in [1] basically says that any interaction that may occur infinitely often must take place infinitely often. The goal of the protocol is to stabilize the computation of each agent to a common value eventually. This goal is formalized by the "correct stabilization" (CS) property.
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PP model has many important applications (e.g., sensor networks, biological computers, etc.) due to the fact that even basic versions of these models are able to compute semilinear (i.e., Presburger) predicates on the input [2] . Such predicates are useful in electing population leaders, in computing thresholds, etc. Hence, it is important to ensure the correctness of PP models and to provide tools for reasoning on their properties.
Correctness of finite models can be now verified in a fully automatic way using model-checking based techniques. Proposed in the early eighties, the model-checking technique [3] , [4] allows to check complex correctness properties for models with finite number of states. The system to be verified is formalized in some high level formal language, e.g., CSP or Petri Nets, to obtain a model. The requirements of the system are specified using some logical language, e.g. LTL [5] , to obtain a property. Model-checking techniques explore exhaustively the model in order to check that each state of this model satisfies the given property (a reference for model-checking techniques is [6] ). High performance model-checkers, e.g., Spin [7] , are now available. They are able to deal with systems of more than 10 20 states. Moreover, the model-checking techniques have been extended to deal with other kind of finite models like the probabilistic ones, e.g., in the Prism [8] model-checker.
Unfortunately, some models of realistic systems (e.g., PP models with realistic population sizes) have a number of states which exceeds the capacity of finite state modelcheckers. Thus, the research has focused on designing abstraction techniques that could allow to reduce the modelchecking problem of huge systems to the model-checking of smaller systems. One of the first abstraction techniques proposed is the counter abstraction [9] . It reduces systems with many identical processes running in parallel to a system which keeps track only of the number of processes which are in some particular state. This abstraction has shown its efficiency for the model-checking of safety properties in cache coherence protocols.
In this work, we start from the classic observation [10] that the uniformity of the PP models allows to apply to them the counter abstraction. Our contribution is to highlight two recipes for the verification of the correct stabilization property on PP models with finite population sizes. These recipes use new theoretical results but classic model-checking tools like Spin and Prism. Firstly, we show (Section V) that under the fairness constraint of [1] , a PP model satisfies the CS property iff its abstraction satisfies the same property. Secondly, we give sufficient conditions under which if the CS property is satisfied by an abstraction assuming a specific weaker form of fairness (implemented in Spin) then it is also satisfied by the original PP model assuming the fairness of [1] . Hence, we apply the Spin tool to a benchmark of PP models for population sizes of order of 10 3 (experimental results are presented in Section VI). The second recipe (presented in Section VII) is based on the observation that the fairness of the PP model can be exactly captured for the CS property in a probabilistic model where probabilities strictly greater than some > 0 are assigned to transitions. Then, we show that Prism can deal very efficiently with the model-checking of this property on the abstractions of the PP model. In addition, we provide a recipe to compute, using Prism, the average number of interactions before the convergence for a PP model.
Related work: The PP models are part of models considered by German and Sistla [9] for counter abstraction. However, the fairness assumption they consider is the process strong fairness which is a weaker version of the fairness considered by [1] for counter abstraction. In his PhD thesis, Liu [11] uses the counter abstraction to verify general LTL formulas on finite and infinite size PP models. We do not consider in this work infinite size PP models. Concerning the finite size PP models, Liu obtains theoretical results that are very similar to our Theorem 1 but for a weaker fairness constraint, i.e., process strong resp. weak fairness. Moreover, he provides a generic model-checking algorithm on the abstraction allowing to check LTL formulas assuming these kinds of fairness constraints. The algorithm is implemented in the PAT tool [12] , a new competitor of Spin and Prism tools. Aside the fact that we consider a stronger fairness constraint, we also provide sufficient conditions under which the model-checking gives correct answers assuming the process weak fairness constraint. Hence, our theoretical results are complementary to ones in [11] . The experimental results presented [11] consider only one PP model, the leader election protocol, which works correctly assuming the process weak fairness. We provide experimental results for other PP models which need the fairness assumption of [1] .
The work on the PAT model-checker has been originally motivated by the model-checking of finite leader election PP models on complete graph or ring networks [13] - [15] , for which Spin returns false negative answers because it implements only process weak fairness. At the present time, PAT does model-checking under different fairness constraints and starts to do probabilistic model-checking.
Chatzigiannakis et al. [16] develop a special incomplete model-checking algorithm for the verification of abstractions for PP models. However, we obtain better experimental results using Prism. A completely different (not fully automatic) method is proposed in [17] , where the theorem prover Coq is applied to verify self-stabilizing PP models.
II. LABELED TRANSITION SYSTEMS
At the semantic level, the population protocol model and the verification model we consider are finite labeled transition systems.
Definition 1: A finite labeled transition system (LTS) is a tuple T = S, I, Σ, ∆ where S is a finite set of states, I ⊆ S is the set of initial states, Σ is a finite set of labels, and ∆ ⊆ S × Σ × S is a finite set of labeled transitions.
We also use the notations s − → s for (s, , s ) ∈ ∆. The notation s − → s stands for ∃ ∈ Σ such that (s, , s ) ∈ ∆. We say that a label is enabled in a state s iff there exists s such that s − → s . This model can be extended to obtain a probabilistic model by associating probabilistic distribution to transitions, as shown in Section VII.
An execution E of an LTS is a sequence of alternating states and labels E = s 0 , 0 , s 1 , 1 , . . . , s i , i , . . . such that s 0 ∈ I and s i i − − → s i+1 for all i ≥ 0. A computation C of an LTS is a maximal execution, i.e., either a finite execution s 0 , 0 , s 1 , 1 , . . . , s n such that for all s ∈ S and ∈ Σ, s n − → s ∈ ∆, or an infinite execution. A label is enabled (resp. fired) in an execution E iff there exists i s.t. is enabled in s i (resp. i = ).
We are interested in computations which do not avoid systematically some states or transitions of the LTS, i.e., they are fair. A fairness constraint restricts the set of system computations to ones which are fair. We give below three fairness constraints used in the remainder of the paper. Let C = s 0 , 0 , s 1 , 1 . . . , s i , i , . . . be a computation.
Definition 2: C is strong locally fair (LF) iff for every , if is enabled in infinitely many states s i in C, then = j for infinitely many j in C, i.e., ♦ enabled ⇒ ♦ fired.
LF constraint corresponds to the classic strong fair [18] constraint. Intuitively, it says that if a label is enabled infinitely often in a computation, it is also executed infinitely often by the computation.
A stronger version of fairness is obtained by looking at the states in the neighborhood of a computation, i.e., states that can be reached using any transition from the states of a computation.
Definition 3: C is strong globally fair (GF) iff for every s and s such that s − → s , if s = s i for infinitely many i in C, then s j = s for infinitely many j in C, i.e., s − → s ∧ ♦s ⇒ ♦s . In a GF computation C, any neighbor s of a state s appearing infinitely often in C appears also infinitely often in C. Note that the neighbor state s may be a direct successor of s through transitions in ∆ labeled with different labels. Also, GF does not require to have s a direct successor of s in C. The GF is the fairness constraint required for the PP model in [1] .
Definition 4: C is weakly fair (WF) iff for every , if it exists j and s i with s i − → s i ∈ ∆ for any i ≥ j, then s k − → s k+1 for infinitely many k > j in C, i.e., ♦ is enabled ⇒ ♦ is fired. WF constraint states that if a label becomes enabled forever after some steps, then it must be fired infinitely often.
Let F be one of the fairness constraints above (F ∈ {LF, GF, WF}). We use the notation comp F (T ) for the set of F computations of the LTS T .
From the algorithmic point of view, testing that a computation is strongly fair (i.e., LF or GF) requires to compute the strongly connected components (SCC) of the LTS. Computation of SCC is done systematically by the PAT tool [12] to provide model-checking under different fairness constraints. However, testing that a computation is WF can be done in constant time [7] during the model exploration, as done by the Spin tool.
III. POPULATION PROTOCOL MODEL
In this section, we briefly introduce the basic population protocol model. More details are available in [1] .
For a population of k agents, Π = {π 1 , . . . , π k } denotes the set of agents. Each agent in the system is modeled as a finite state machine, representing the program of the agent. These programs are uniform: each agent executes the same finite state machine whose form does not depend on the number of agents in the system. The model strongly anonymous: the agents can not store a unique identifier. When two agents meet each other, they may interact and perform a change in their states. The underlying network of communication is a complete graph, every pair of agents may meet. The initial state of each agent is set by the protocol. The goal of a PP is to compute by each agent the same value called the output of the protocol. The value to be computed is the value of a function on the initial state of the protocol. Formally, Definition 5: A population protocol (PP) model is a sixtuple P = (Q, X, Y, ι, ω, δ) which contains a finite set Q of possible agent states, an input assignment ι : X → Q mapping the finite set X of inputs to the agents' state, an output assignment ω : Q → Y mapping the agents' states to a finite set of outputs Y , and a transition relation δ ⊆ Q 4 .
In this definition, the initial state of an agent is fixed (using ι) by an input value in X received by the agent. In each state q, an agent outputs a value in Y given by the mapping ω. The interaction between agents is described by the relation δ: if two agents in states q 1 and q 2 meet each other, they change into states q 1 resp. q 2 , where (q 1 , q 2 , q 1 , q 2 ) ∈ δ. We also use notation (q 1 , q 2 ) − →(q 1 , q 2 ) for the elements of δ. In this paper, we restrict ourselves to PP models satisfying the following conditions: H 1 : the protocol computes predicates, i.e., Y = {0, 1}; H 2 : the transition relation δ is non-deterministic and symmetric. Hypotheses H 1 and H 2 simplify our proofs, but do not restrict the power of the PP model. Intuitively, H 2 says that in (q 1 , q 2 ) − →(q 1 , q 2 ) of δ, the order between states in pairs (q 1 , q 2 ) resp. (q 1 , q 2 ) is not important. To emphasize this, we use a special operator instead of tuples to specify a transition in δ, i.e., q 1 q 2 − → q 3 q 4 (q 1 and q 2 or q 3 and q 4 may be equal). Note that a transition exists for any couple of states q 1 and q 2 ; when there is no explicit transition with left side q 1 q 2 in δ, the default transition q 1 q 2 − → q 1 q 2 is applied. We denote by U (δ) the elements of δ which are not identities, i.e., {q 1 , q 2 } = {q 3 , q 4 }.
The semantics of a PP model P is given by an LTS T P = S, I, Σ, ∆ defined by:
• a state s (called configuration in [1] ) is a mapping Π → Q specifying the state of each agent; hence S = 2 Π→Q ,
• the initial set of states I, is given by the image of the input of the protocol by the function ι, • the set of labels Σ ⊆ P 2 (Π) × δ, and • the set of labeled transitions
Intuitively, an interaction between two agents in the PP model is identified at the semantic level by the set of identities of the agents interacting and by the transition in δ used by this interaction. The presence of an interaction in some state s of the protocol is denoted by a transition s − → s at the semantic level.
An important semantic notion for the PP model is the stable output of a computation. To define it, we use the natural extension of ω to
, every agent eventually outputs b and never changes its output thereafter, i.e., C satisfies ♦ ω(s) = b k . In the definition of the PP model, the order in which pairs of agents interact using transitions in δ is unpredictable. This characteristic can be modeled by a scheduler which schedules the interactions. The scheduler may force two agents to never interact. Thus, to obtain meaningful computations in the PP model, Angluin et al. [1] require that the scheduler allows only GF computations.
Under the GF requirement for the scheduler, a protocol of population size k stably computes a function f :
k . The important result of Angluin et al. [2] is that a predicate is stably computable by the PP model iff it can be defined as a first-order logical formula in Presburger arithmetic.
We shortly present two examples of PP models that will
({1, 3}, t4) Figure 1 . LF execution which is not GF in the MAJORITY protocol.
be our running examples. For more examples, see e.g., [10] . Example 1 (Majority): Let X = {L, F }. The MAJORITY protocol stably computes the predicate |L| > |F | where |L| (resp. |F |) is the number of agents with input L (resp. F ). The states of the protocol are Q = {L, F, 0, 1}, ι is the identity function, and ω maps L and 1 to 1, F and 0 to 0. The transition set δ is defined as follows:
[10] notices that the execution in Figure 1 is not GF because the state (0, L, 1) appears infinitely often but not the state (1, L, 1) which is its neighbor (by transition ({1, 2}, t 2 )). However, this execution is LF because each infinitely often enabled label is fired infinitely often. Notice also that the execution on Figure 1 is also accepted by a fairness constraint which requires that any two agents meet infinitely often. Example 2 (Threshold): Let N ≥ 2 be an integer value and X = {0, 1}. The THRESHOLD(N ) protocol stably computes the predicate |ι(1)| ≥ N . The states of the protocol are Q = {0, . . . , N }. ι maps all agents with input 1 in state 1 and all other agents in state 0. The output function ω maps a state q to the boolean value (q = N ). δ is defined as follows:
Notice that the size of Q (resp. δ) for this protocol is linear (resp. quadratic) on N .
IV. ABSTRACT MODEL
We introduce an abstraction of the PP model that facilitates the verification task. The abstract model has been studied in [19] .
Intuitively, we abstract a state s of the T P by a vector of integers c indexed by Q such that c[q] is the number of agents in state q in s. This abstraction is possible due to the uniformity of the protocol: the behavior of an agent depends only on its state and not on its index and the communication graph is complete.
Another intuition of this abstraction may be obtained by the translation of the PP model into a classic place/transition Petri net (PN) model. To each state in Q is associated a Formally, the model obtained by this abstraction is a vector addition system model; it is equivalent (from the point of view of computation power) with the PN model, but more convenient to encode in the verification tools we consider.
Definition 6: A vector addition system (VAS) is a pair A = (Γ, D) where Γ = {c 1 , . . . , c n } is a finite set of integer variables called counters, and D ⊆ N n × Z n is a finite set of guarded translations φ = (µ, τ ) such that µ + τ ≥ 0.
We 
The semantics of a VAS is given by an LTS T A = S, I, Σ, ∆ where:
• a state s is a valuation of counters in Γ, i.e., s : Γ → N; thus S = 2 Γ→N ,
• the initial set of states I is a set of valuations for the counters in Γ, • the set of labels Σ is defined by D,
• the set of transitions ∆ = {s − → s | s, s : Γ → N, = (µ, τ ), and s ≥ µ ∧ s = s + τ }.
V. ABSTRACTING POPULATION PROTOCOLS
We now formalize the abstraction mapping a PP model into a VAS model and present the main property of this abstraction which allows us to perform the verification of the CS property on the abstract model.
A. Abstraction function Definition 7:
The counter abstraction α maps a PP model P = Q, X, ι, ω, δ into a VAS model A = Γ, D as follows:
• Γ = {c q | q ∈ Q}, and
We denote by α(t) the pair (µ t , τ t ) defined above. The abstraction function α comes with a concretization function γ which maps back the VAS model into the PP model. Figure 3 illustrates the relation between α and γ mappings.
Notice that the LTS of a VAS A abstracting a PP model P has a number of states in O(k |Q|−1 ) while the LTS of P has O(|Q| k ) states. Since Q is a constant of the protocol and k is the population size, k |Q|. Thus, the number of states T A is smaller that the one of T P when A = α(P). Also, notice that t ∈ U (δ) iff α(t) does not have a null translation component.
A pair of mappings (α, γ) induces a pair (α LT S , γ LT S ) defined on the LTS representing the semantics of PP and VAS models. Let T P = S, I, Σ, ∆ be the LTS of some PP model P, and T A = S # , I # , Σ # , ∆ # be the LTS of A = α(P). The α LT S mapping is defined by two mappings α S : S → S # and α Σ : Σ → Σ # such that:
The properties of the induced mapping α LT S are described by the following proposition:
Proposition 1: The components of T P and T A with A = α(P) satisfy the following identities:
In the following, we remove the subscripts of the α and γ mappings if they are obvious from the context. Because one abstract state s # represents all the concrete states s which have the same number of agents in the same state, we have that one abstract execution E # in T A represents several concrete executions in E 1 , E 2 , . . . in T P . Figure 3 illustrates this fact. The concrete states situated at the same distance form the initial state are permutations of each other (relation represented by a dotted arrow on Figure 3 ). Also, the labels of transitions in the concrete executions abstracted by E # correspond in their second component t.
Using the induced abstraction on LTS, we obtain that an abstract computation
or equivalently, Σ q,ω(q) =f ( x) s # j (c q ) = 0. We denote by α(f ) the state predicate in equation (1) . Then, C # stably computes f if it satisfies ♦ α(f ).
B. Properties of the abstraction
We are now ready to show that the verification of the correct stabilization property on the PP model can be transferred into a verification of the same property in the abstract model. This result is stated by the following theorem:
Theorem 1 (Property transfer): A PP model P stably computes a function f iff its VAS abstraction α(P) stably computes α(f ), i.e.,
To obtain the proof of this theorem, we need the following two propositions which relate GF computations in the LTS of the concrete and abstract models.
Proposition 2:
If C is a GF computation of P, then α(C) is a GF computation in α(P).
Proof: Let C # = α(C) and let s # be a state in C # such that s # appears infinitely often. Recall that s # represents a finite set of states in C, denoted by γ(s # ). Then, there is at least one state s in γ(s # ) which appears in C infinitely often. Let s . Since the transitions in P are anonymous and symmetric, the state s has also a neighbor s 1 such that s 1 ∈ γ(s # 1 ). From the hypothesis that C is a GF computation, we obtain that s 1 appears infinitely often in C, and then s # 1 = α(s 1 ) appears infinitely often in C # .
Proposition 3:
If C # is a GF computation of α(P), then there exists C ∈ γ(C # ) s.t. C is a GF computation of P. Proof: Notice than not all computations in γ(C # ) are GF computations even if C # is a GF computation. Indeed, suppose that some state s # i appears infinitely often in C # , and let z # i be its neighbor by some transition labeled by t. If s i is the i th concrete state in some C ∈ γ(C # ), i.e., s i ∈ γ(s Then, we have to prove that there exists some computation C in γ(C # ) that contains infinitely often any neighbor of any state s i which appears infinitely often. To build such a sequence, we observe that the maximal number of neighbors of s i by some transition t ∈ δ is a constant ξ fixed by the population size k. Thus, we build C from C # by choosing some initial state s 0 ∈ γ(s Proof: (Theorem 1) (⇒) Suppose that any GF computation of T P satisfies ♦ ω(s) = f ( x) , and consider one GF computation C # in T α(P) . From Proposition 3, there is some C which is a GF computation of P in γ(C # ). By hypothesis, C satisfies ♦ ω(s) = f ( x) , i.e., there exists some i such that for all j ≥ i, s j satisfies ω(s j ) = f ( x). Since C # has the same transitions than C, we obtain that for all j ≥ i, s (⇐) Suppose that any GF computation of T α(P) satisfies ♦ α(f ), and consider some GF computation C in T P . From Proposition 2, C # = α(C) is a GF computation of T α(P) . By hypothesis, C # satisfies ♦ α(f ), i.e., there exists some i such that for all j ≥ i, s # j satisfies α(f ). From the definition of α(f ) , it results that for any s in γ(s # j ), there is no agent with state q such that ω(q) = f ( x), which also means that ω(s j ) = f ( x). Then, in computation C, all the states s j for j ≥ i satisfies ω(s) = f ( x).
C. Verification under weak fairness
As mentioned in Section II, the verification of a property under some strong fairness (LF or GF) constraint is more expensive than the verification under the WF constraint. Thus, we study the conditions on which the WF constraint can be used for the verification of the PP models. The problem of using the WF constraint is that we can obtain false negatives, since the set of WF computations includes the set of GF computations. For example, a false negative is signaled for the MAJORITY protocol because the loop shown at Example 1 is not a WF computation.
The results of the model-checking under GF and WF constraints are equal for computations which are "insensitive" to the fairness constraint. We provide two sufficient conditions on the transition system T P of some PP model P to obtain this equality. These conditions constrain the maximal strongly connected components (SCC) of the transition system of the protocol.
Condition SCC 1 : All the SCC of T P are sink.
Condition SCC 2 : All the SCC of T P have the same output value.
Theorem 2 (Correction of verification assuming WF):
Let P be a PP model whose T P satisfies SCC 1 or SCC 2 . If P stably computes f under the WF constraint then P stably computes f under the GF constraint.
Proof: Recall that the correct stabilization property has the form ♦ φ. Its model-checking algorithm consists in finding a point in each execution from which φ is satisfied in each configuration.
Condition SCC 1 means that each execution has the form of a finite sequence (without loops) followed by a SCC. For both GF and WF constraint, this kind of executions is fair. The point to be searched by the model-checking algorithm is in a state before or at the entry in the sink SCC. Thus, the result of the model-checking is given by the satisfaction of φ in all the states of the sink SCC.
Condition SCC 2 allows executions that loop infinitely in some SCC. The GF constraint forces the exit from any nonsink SCC, but the WF constraint does not if the SCC has at least two transitions. However, since all SCC have the same output, the result of the model-checking is the same in both cases and equal to the satisfaction of φ by the common output value.
Notice that the constraint SCC 1 is not satisfied by a PP model P which contains only identity transitions, i.e., ones not in U (δ), because identity transitions generates self loops in T P . This check is syntactic and can be done in constant time. For PP models where U (δ) = δ, the condition SCC 1 is not very restrictive. For example, it is satisfied by all PP models in our benchmark except MAJORITY. The condition SCC 1 can be tested using classical tools on LTS [20] , or model-checkers like HSF-Spin [21] and PAT [12] . Notice however that this test is as expensive as testing the strong fairness.
VI. VERIFICATION USING SPIN
The Spin model-checker [7] is one of the most efficient model-checkers for finite-state systems. The language for model description in Spin is called Promela. It provides intuitive constructs for modeling finite state automata extended with finite domain variables (e.g., finite counters). The general scheme of translation from our VAS model to the Promela code is given in Figure 4 . The do loop statement contains several branches (introduced by ::) which are chosen to be executed in a non-deterministic way; a branch is executed only if its guard (expression before →) is true.
The property to be checked on the model is specified using LTL. To check an LTL formula ϕ on a model M , Spin executes the following two steps:
(1) ltl2ba: the negation of ϕ is translated into a Büchi automaton which thus accepts all the traces which are not satisfying ϕ; the size of this automaton is 2 O(|ϕ|) where |ϕ| is the number of symbols in ϕ. This step is called one time for each formula to be checked, so its result can be used for several models M .
(2) check: the product of the Büchi automaton with the input model M is done on-the-fly. ϕ is satisfied by M if there are no cycles including an accepting state of the Büchi automaton. Otherwise, the tool provides a witness trace of M not respecting the formula ϕ. The time complexity of this step is then 2 O(|ϕ|) O(|M |), where |M | is the sum of transitions and states in M .
The exponential size of the Büchi automaton generated by the ltl2ba step prevents us to encode the GF constraint in the LTL formula in order to select only GF computations. Indeed, the size of an LTL formula encoding the GF constraint is linear in the size of the LTS of M . To give an idea of the explosion of this step, we provide in Table I the execution times of the ltl2ba step for formulas encoding the LF and the WF constraints. All experiments have been done on an Intel Xeon 4GHZ with memory limited to 512MB. The experiments taking more than 30 minutes have been stopped (entries "-" in the table).
Fortunately, Spin has an option to select WF computations during the check step. This selection is done very efficiently by Spin. From Theorem 2, the result of model-checking with Spin under the WF constraint is valid for models satisfying SCC 1 or SCC 2 . Thus, we have also to do the check on one of these conditions.
A. Benchmark
The PP models in our benchmark are given on Table II together with the characteristics of their abstraction (VAS model): the number of transitions (|D|) and the number 
of counters (|Γ|). The majority and threshold-n protocols are our running examples. The broadcast protocol computes the OR predicate on the input values. The mod3 protocol instantiates the one given in [2] to compute the predicate testing that the quotient by 3 of the number of agents with input 1 is equal to the number of agents in state 1. The flockn protocols are the "flock of birds" protocols given in [1] which computes the same predicate as threshold-n but in a different manner.
B. Experimental results
Table III presents the experimental results obtained for the phase check using the same experimental configuration as above. The input models of this phase are the abstractions of the PP models in Table II instantiated with different population sizes k. The property checked is the correct stabilization.
In Table III , the column SCC 1 indicates whether the PP model satisfies the condition SCC 1 . The last three columns give the worst execution time observed for the phase check when different input functions ι are considered. The entries annotated with (+) (resp. (-)) denote a positive (resp. negative) answer of the checking phase. As expected, the MAJORITY protocol model does not satisfy the condition SCC 1 . Thus, Spin returns a negative result for this input and, for k = 3, the execution obtained as witness of the negative result is the one shown in Figure 1 . Notice that all other PP models verify the condition SCC 1 . The experimental times for the abstract models are very performant. In comparison, the times obtained for checking the same property directly on the PP models are at least one order of magnitude greater.
VII. PROBABILISTIC VERIFICATION

A. Probabilistic model
An alternative way to introduce fairness constraints in the PP model is to consider probabilistic schedulers. Angluin et al. consider this alternative in [22] and define the notion of probabilistic computation for a PP model. Definition 8 (Probabilistic computation): A PP model P = Q, X, Y, ι, ω, δ of population size k computes a predicate f : X k −→ {0, 1} in w steps with error probability ε if for all x ∈ f −1 ({0, 1}), the state s reached after w steps satisfies the following properties with probability 1 − ε:
1) all agents agree on the correct output, i.e., ∀i ∈ {1, . . . , k} f ( x) = ω(s(π i )), and 2) the previous property is also true for every state reachable from s.
Definition 9 (Probability of a computation): For a given scheduler, the probability that a PP model P = Q, X, Y, ι, ω, δ computes a predicate f on input x is the probability of all computations starting in state ι( x) that stabilize with output f ( x).
Let us introduce now two different probabilistic schedulers. The simplest and more natural one has been considered in [1] and schedules ordered pairs of agents.
Definition 10: A random pairing (RP) scheduler chooses, in each state of a computation, the ordered pair of agents which interact in a random independently and uniformly manner from all ordered pairs of agents.
The RP scheduler does not combine well with the counter abstraction. Indeed, the RP scheduler takes a decision which depends on the order of agents in the LTS states, but this order is abstracted by the counter abstraction which collapses states whose sets of agents is the same. Notice that the model-checking of the PP models suffers from the state explosion problem when the population size increases. For example, the MAJORITY protocol can only be verified with existing probabilistic model-checkers for population sizes less than 30 agents. Therefore, we define a scheduler that can be used in conjunction with the counter abstraction because its decision is based on the transitions of the PP model which are also transitions of the abstraction.
Definition 11: A random ruling (RR) scheduler chooses, in each state of the computation, one enabled transition t ∈ δ of the PP model in a random uniformly and independently manner.
Notice that for each state s, the set of enabled transitions is a subset of δ. Hence, the probability of each transition to be chosen by the scheduler is greater than a strictly positive constant (1/|δ|). Using this fact and the ergodic theorem on finite discrete Markov chains, we obtain the following result:
Proposition 4: A PP model P computes a predicate f almost surely with a RP scheduler if and only if P computes f almost surely with a RR scheduler.
The LF scheduler also coerces the firing of transitions but it is not sufficient to verify the correct stabilization property, as illustrated by the Example 1. In the probabilistic setting, scheduling based on states (random pairing) is equivalent to the one based on transitions (random ruling) for almost sure computations of predicates. In fact, as in the nonprobabilistic case, to verify that a predicate f is computed almost surely when probabilities are strictly positive consists in searching the maximal strongly connected components in the transition system. Since the LTS in the probabilistic and non-probabilistic cases are the same, we obtain the following result:
Proposition 5: A PP model P stably computes a predicate f ⇔ P computes f almost surely with a RP scheduler ⇔ P computes f almost surely with a RR scheduler.
Hence, we can use probabilistic model-checkers to verify that P stably computes a predicate f even for a non randomized model of population protocols. Indeed, we have to verify that P computes f almost surely with some scheduler assigning strictly positive probabilities to transitions.
B. Experiments with PRISM
Prism [8] , [23] is a tool for formal modeling and analysis by model-checking of systems which exhibit random or probabilistic behavior. Models are described using the PRISM language, a simple, state-based language. The property specification language includes several temporal logics, e.g., LTL, as well as extensions for quantitative specifications and costs/rewards.
We encode the abstract VAS models used for Spin in a discrete Markov chain model of Prism. The probabilities of transitions are not fixed, thus Prism associates to each transition enabled at some state a uniform distribution of probabilities. This model is checked against the property ♦ α(f ) with probability at least one, i.e., almost surely. Table IV presents the experimental results obtained with Prism. The time reported at each entry is the maximal time observed on the different inputs for a given population size. Entries marked by '-' denote a timeout (fixed to 30 minutes) of the experiment. Entries marked by (*) correspond to a partial experiment where some inputs of the protocol produce a timeout.
VIII. EXTENSIONS
The previous sections focus on how to use standard model-checking tools to prove the correct stabilization property for a PP model. In fact, these tools may be used to verify other properties of PP models mainly general properties on states that can be expressed by LTL formulas. For example, such properties are (1) all agents are infinitely often in some state, or (2) for PP models with privacy [24] , to verify that the privacy of computations is ensured.
Moreover, a probabilistic model-checker like Prism allows to compute the expected average time of convergence, i.e., the number of interactions that occur before convergence. We illustrate this last extension of use to compute in a random pairing scheduler model the average time of convergence for two classical problems:
• epidemic broadcast: an information broadcasted by some agents shall reach all agents; • leader election: starting from any numbers of leaders, the protocol converges to a state with at most one leader. Notice that for an appropriate choice of probabilities for transitions, the computation of the average time of convergence can be done on the abstract VAS model. Figure 5 (resp. Figure 6) gives the Prism code of the epidemic broadcast (resp. the leader election). In both cases, the probabilities specified for transitions correspond to the random N −1) ), where I is the number of infected agents (i.e., agents already having the information) and N is the population size.
Angluin et al. [25] prove that, for a population size N , the expected average convergence time is Θ (N log(N ) ) for the epidemic broadcast and Θ(N 2 ) for the leader election. Using Prism and its reward computation option, we obtain these results experimentally, as shown on Figure 7 . 
IX. CONCLUSION
We show in this paper that the counter abstraction is very useful to deal with the verification by model-checking of finite size PP models for complete communication graphs. Indeed, it allows to use the existing model-checking tools without facing the state explosion problem for population sizes of order of 10 3 . Nevertheless, the fairness constraint of the PP model for the "correct stabilization" property is very difficult to verify at least when using model checkers like Spin or PAT. We provide sufficient conditions to replace this fairness constraint by the weak fairness and thus to obtain scalability of the verification. Moreover, since the fairness condition can be replaced by randomization, probabilistic model checkers like Prism allow to directly verify the stably computation property with good time performances.
The main extension of this work is to deal with PP models of unbounded population size. Since the problem is undecidable for general LTL formulas, Liu proposes [11] a correct but incomplete method which reduces this problem to a finite state model-checking. Another interesting approach is to apply the existing methods and tools for model-checking of infinite LTS to verify safety and liveness properties on abstractions of PP models.
