Abstract. In this paper angular curvature measures are investigated. Our first result is a complete classification of translation-invariant angular smooth curvature measures on R n . Subsequently, we use this result to show that the class of angular curvature measures on a Riemannian manifold is preserved by both the pullback by isometric immersions and the action of the Lipschitz-Killing algebra.
Introduction
In his seminal paper [19] H. Federer developed a theory of curvature for subsets of R n with singularities. For the special case of a convex polytope P ⊂ R n Federer's curvature measures are
where k = 0, 1, . . . , n, U ⊂ R n is a Borel subset, the sum extends over all k-faces of P and γ(F, P ) is the external angle of P at the face F . Consider for any given function f on the Grassmannian of k-dimensional linear subspaces of R n the weighted sums
where the sum is over all k-faces of P and F is the translate of the affine hull of F containing the origin. The obvious question arises whether such expressions may be extended to curvature measures of more general subsets of R n ; any linear combination of such curvature measures will be called an angular curvature measure. It is a remarkable fact that many constructions of central importance to convex geometry associating to a convex body K ⊂ R n an object such as a number, a measure or another convex body, all have the property of being valuations, i.e., additive in the sense that
whenever K ∪ L is again convex; see, e.g., [27, 29-32, 38, 39, 41, 42] . For example, R. Schneider [39] as in [34] it is not difficult to see that the expression (2) is a valuation for any function f .
Since the ground-breaking work of S. Alesker [1, 3-6, 8, 9, 11] valuation theory has become a rapidly growing field extending well beyond classical convexity. By a deep result of Alesker [1] the space Val(R n ) of continuous, translation-invariant, realvalued valuations on R n contains the dense subset of smooth valuations. Smooth valuations have a number of remarkable properties (see Section 2.2 below). What is most relevant for us here is that they can be evaluated on compact subsets of R n much more general than convex bodies and that they localize, albeit non-uniquely, to smooth curvature measures. Thus the question regarding the extension of angular curvature measures may be formalized as follows:
Question. For which functions f does (2) extend to a smooth curvature measure on R n ?
Clearly, every angular curvature measure is even in the sense that Φ(−P, −U ) = Φ(P, U ). In fact, for k = n − 1 this is the only restriction and thus (2) extends every for smooth function f to a smooth curvature measure. Examples of angular curvature measures of degree k < n−1 are harder to come by. As observed by Bernig, Fu, and Solanes [16, Lemma 2.30 ], a whole family of examples can be constructed as follows: if ω ∈ ∧ n (R n ⊕ R n ) * ⊂ Ω n (R n ⊕ R n ) is a constant coefficient form, then Φ(P, U ) = N 1 (P )∩π −1 (U ) ω is an angular smooth curvature measure. Here N 1 (P ) ⊂ R n × D n is the normal disc current of P formed by the outward normals of P of length at most 1 (see Section 3.1 for details). Following Bernig, Fu, and Solanes [16] we call such curvature measures constant coefficient curvature measures. In the sense of currents N 1 (A) exists for a wide class of subsets of A ⊂ R n , see [20, 23, 37] .
Let Gr k (R n ) denote the oriented Grassmannian, the manifold of oriented kdimensional linear subspaces of R n . We call a function on Gr k (R n ) even if it is invariant under change of orientation. Note that even functions on the oriented Grassmannian Gr k (R n ) correspond bijectively to functions on Gr k (R n ). The oriented Grassmannian smoothly embeds into the exterior power ∧ k R n as E → E, where E = e 1 ∧ · · · ∧ e k for some positively oriented orthonormal basis of E. This map is called the Plücker embedding.
Our first result establishes a complete classification of translation-invariant angular smooth curvature measures. Theorem 1.1. Let 0 ≤ k < n − 1 be an integer and f be a function on Gr k (R n ). Then (2) extends to a translation-invariant smooth curvature measure on R n if and only if f is the restriction of a 2-homogeneous polynomial to the image of the Plücker embedding. Consequently, the space of translation-invariant angular curvature measures of degree k has dimension 1 n − k + 1 n k n + 1 k + 1 and coincides with the space of constant coefficient curvature measures.
In order to present the main result of this paper we have to introduce more terminology. The work of Alesker has uncovered various algebraic structures on valuations and extended the classical theory of valuations on a vector space to general smooth manifolds. According to Alesker, to each smooth manifold M is associated the commutative filtered algebra of smooth valuations V(M ) on M , with the Euler characteristic χ as unit. The space of smooth curvature measures on M , denoted by C(M ), is naturally a module over V(M ). The main definitions and results of the theory of valuations on manifolds that we will use in this paper are summarized in Section 2.2 below. Here we highlight only two facts: By a classical result of H. Weyl [46] , if P ⊂ R n is a smooth compact submanifold (possibly with boundary or corners), then the volume of the set of points with distance at most r from P is for sufficiently small r > 0 a polynomial in r; its coefficients are integrals of invariants of the Riemannian curvature tensor of P and are, suitably normalized, called the intrinsic volumes of P . As a function of P , the intrinsic volume V i (P ) = V R n i (P ) is a smooth valuation on R n . Now if f : M → R n is an isometric embedding of a Riemannian manifold M , then Weyl's theorem implies that the restriction of the
defines a smooth valuation on M that does not depend on the particular choice of embedding; the valuations V M i are called the Lipschitz-Killing valuations. With respect to the Alesker product, the Lipschitz-Killing valuations constitute a subalgebra LK(M ) ⊂ V(M ). This was first proved by Alesker [7] . For a proof that does not rely on the existence of isometric embeddings see [24] .
Bernig, Fu, and Solanes [16] observed that a Riemannian metric on M induces a canonical isomorphism τ : C(M ) → Γ(Curv(T M )) between smooth curvature measures on M and smooth sections of the bundle of translations-invariant smooth curvature measures on the tangent spaces of M . Following [16] this allows us to make the following definition: a curvature measure on M is called angular if τ p Φ is angular for every p ∈ M . Let A(M ) denote the space of angular curvature measures on M . We recall the construction of the map τ in Section 3.2.
Motivated by their results on the integral geometry of complex space forms, Bernig, Fu, and Solanes [16] formulated the following Angularity conjecture. Let M be a Riemannian manifold. Then A(M ) is invariant under the action of the Lipschitz-Killing algebra,
In the presence of additional invariance assumptions the angularity conjecture is known to be true in the following special cases: translation-invariant curvature measures on R n and isometry-invariant curvature measures in complex projective space CP n . Both results are due to Bernig, Fu, and Solanes [16] . The main result of this paper is Theorem 1.2. The angularity conjecture is true.
At several stages in the proof of the angularity conjecture crucial use will be made of the characterization of translation-invariant angular curvature measures on R n established in Theorem 1.1. The basic idea is to show that the class of angular curvature measures is invariant under pullback by isometric immersions and to use this invariance to reduce the general case to M = R n . That angularity is preserved by pullback by isometric immersions is an immediate consequence of the following result that seems to be also of independent interest. We call a smooth curvature measure Ψ on M angular at p if τ p Ψ is angular. Theorem 1.3. Let f : M → M be an isometric immersion of Riemannian manifolds and let p ∈ M . If Ψ ∈ C(M ) is angular at f (p), then f * Ψ is angular at p.
Preliminaries

Convex geometry.
For later use we collect here several facts on convex cones and external angles. An excellent reference for this material is [40] .
2.1.1. Convex cones. Let V be a finite-dimensional real vector space. If C ⊂ V is a closed convex cone, then the largest linear subspace contained in C is called the lineality space of C and denoted by L(C). It is not difficult to see that L(C) = C ∩ (−C). If L(C) = {0} then the cone is called pointed. The polar cone to C is
An extreme ray of C is a ray that is also a face of C. An n-dimensional convex cone is called simplicial if it has precisely n extreme rays. A cone is called polyhedral is it spanned by finitely many rays.
Lemma 2.1. For every polyhedral cone C ⊂ V there exist closed convex cones C 1 , . . . , C m ⊂ V that have the same lineality space L as C such that
and each intersection C i ∩ C j is a face of both C i and C j .
Proof. Note that the cone pr V /L (C) is pointed. Hence there exists a hyperplane H in V /L such that P = H ∩ pr V /L (C) is a convex polytope that spans pr V /L (C). Write P = S 1 ∪ · · · ∪ S m as a union of simplices such that S i ∩ S j is a face both S i and S j . Let C ′ i ⊂ V /L be the cone spanned by S i . The cones
The tangent cone of a polytope P ⊂ V at x ∈ P is the closed convex cone
The lineality space of T x P is the linear subspace generated by the unique face F of P containing x in its relative interior. Note also that T x P = T y P if x, y belong to the relative interior of the same face F ; we denote this common cone by T F P .
2.1.2.
The external angle. Let x, y denote the Euclidean inner product on R n , |x| the corresponding norm, and S n−1 the unit sphere. The external angle of a closed convex cone C ⊂ R n equals the fraction of L(C) ⊥ taken up by C • . More precisely,
The external angle of a polytope P at a face F is denoted γ(F, P ) = γ(T F P ). An important property of the external angle is that it is independent of the ambient space: If C ⊂ R m ⊂ R n , then γ(C) is the same whether computed in R m or R n . It is a well-known fundamental fact, see, e.g., [43, Theorem 6.5.5] , that there exist constants c k such that
for every closed convex cone C ⊂ R n . This was first proved by McMullen [33] and was apparently independently discovered by Milnor [35, p. 213] . It follows that the external angle is continuous if the distance between two cones C 1 , C 2 is defined as the Hausdorff distance between C 1 ∩ S n−1 and C 2 ∩ S n−1 and that the external angle is finitely additive in the sense that
whenever C 1 , . . . , C m have the same lineality space and
2.2. Curvature measures and valuations. Although the theory of smooth valuations on a manifold M developed by Alesker [4-6, 8, 11] is entirely independent of orientation or orientability, it will be convenient to assume that M is oriented. Since Theorem 1.2 and Theorem 1.3 are local statements, this will result in no loss of generality.
2.2.1. Normal cycles and smooth valuations. Let M be an oriented smooth manifold of dimension n. The (co-)normal cycle of a closed submanifold with corners P ⊂ M is a canonically oriented Lipschitz submanifold of the cosphere bundle SM of M ; as a set
where
is its polar cone, and ξ ∼ η if and only if ξ = λη for some positive real number λ. If M carries a Riemannian metric we will usually work with the sphere bundle instead of cosphere bundle. An important property of the normal cycle is finite additivity when regarded as an (n − 1)-current,
where the existence of normal cycles for any three of A, B, A ∩ B, A ∪ B implies its existence for the fourth.
To each pair (ψ, φ) ∈ Ω n−1 (SM ) ⊕ Ω n (M ) one may assign the smooth curvature measure Ψ that associates to every closed submanifold with corners P the signed measure (6) Ψ(P, U ) =
where U ⊂ M is a Borel subset and π : SM → M denotes the canonical projection. The space of all such curvature measures on M is denoted by C(M ). Such a pair (ψ, φ) determines also a valuation given by µ(P ) = N (P ) ψ + P φ for compact submanifolds with corners P . The space of all such set functions is denoted by V(M ). We denote glob : C(M ) → V(M ) the globalization map (glob Ψ)(P ) = Ψ(P, P ). It was first observed by Zähle [47] that the Federer's curvature measures (1) may be described in terms of canonical invariant differential forms κ 0 , κ 1 , . . . , κ n−1 on the sphere bundle of R n ,
Thus they are smooth curvature measures and their globalizations V i = glob Φ i , the intrinsic volumes, are smooth valuations.
The normal cycle is a device from Geometric Measure Theory to extend Federer's theory of curvature measures [19] to sets too singular for tubular approximation to work [20, 22, 23, 37] . As a consequence, smooth valuations and curvature measures may be evaluated on subsets of M much more general than compact submanifolds with corners. Smooth valuations and curvature measures on R n may in particular be evaluated on convex bodies and turn out to be continuous valuations in the classical sense of convex geometry. We have the following deep result of Alesker:
). Any translation-invariant continuous valuation convex bodies in R n may be approximated uniformly on compact sets by translation-invariant smooth valuations.
2.2.2.
Algebraic structures on smooth valuations. One of the salient features of the space of smooth valuations on a manifold is that it has naturally the structure of a filtered, commutative algebra with unit.
If f : M → M is a smooth embedding then the pullback maps C(M ) → C(M ) and V(M ) → V(M ), both of which we denote by f * , are defined by
Since smooth valuations and curvature measures are sheaves and locally every smooth immersion is an embedding, this defines the pullback also for smooth immersions. The main properties of the Alesker product of valuations that we use in this paper are summarized in the following Theorem. For a gentler introduction to the subject we recommend [12] . 8, 10, 11, 16, 21] ). Let M be a smooth manifold.
(1) The space V(M ) admits a natural commutative multiplication (the Alesker product), with the Euler characteristic χ acting as the multiplicative identity.
Furthermore V(M ) acts on C(M ) in a natural way, compatible with the product of valuations, i.e., if
If f is a smooth immersion as above then f * is an algebra and module ho-
(2) Suppose X ⊂ M is a compact submanifold with corners, and T × M → M is a smooth proper family of diffeomorphisms ϕ t : M → M, t ∈ T , equipped with a smooth measure dt. Suppose further that the map T × S * M → S * M , induced by the derivative maps ϕ t * :
The Crofton formula [19] , a classical fact from integral geometry, expresses the kth intrinsic volume of a compact submanifold with corners P ⊂ R n as an integral over the affine Grassmannian of (n − k)-planes in R n
where dE is a suitably normalized Haar measure.
The next lemma is an immediate consequence of Theorem 2.3, item (2). Since it is important for our proof of Theorem 1.2, but does not seem to have been explicitly stated in the literature, we give a proof.
Lemma 2.4. For every smooth curvature measure Ψ ∈ C(R n )
for all compact submanifolds with corners P and Borel subsets U ⊂ R n . In particular, up to a constant V k equals the kth power of V 1 .
Proof. Let D n−k ⊂ R n−k ⊂ R n−k ⊕ R k denote the unit disc and put
By Theorem 2.3, item (2), we have ϕ ∈ V(R n ). One immediately checks that
By the continuity of the Alesker product and Theorem 2.3, item (2) we have
for every smooth valuation ν. The corresponding statement for curvature measures now follows by approximating the indicator function of U by smooth functions, see [16] .
Intrinsic volumes on Riemannian manifolds.
A fundamental fact from convex geometry is that the intrinsic volumes of a convex body are independent of the ambient space:
is the same whether computed in R m or R n , see, e.g., [28] . A generalization of this is the theorem Weyl [46] that the intrinsic volumes of a compact submanifold with corners P depend only on the metric induced on P . As first observed by Alesker [7] , this in combination with the embedding theorem of Nash, yields the existence of smooth valuations V M i ∈ V(M ) on M , called intrinsic volumes or Lipschitz-Killing valuations, characterized by the property that for every isometric embedding f :
where V i the ith intrinsic volume on R N . Let LK(M ) denote the span of the intrinsic volumes on M . Since the pullback of valuations is a morphism of algebras, we have the following
Theorem 2.5 ([7]
). The map t → V M 1 descends to an isomorphism of algebras from the truncated polynomial algebra
For a construction of the intrinsic volumes on a Riemannian manifold that does not rely on the existence of isometric embeddings of M into Euclidean space and a generalization of the above result, see [24] ; for applications to integral geometry of isotropic spaces see [16, 24, 44] ; for similar a notion in pseudo-Riemannian and contact geometry see [13, 17, 18 ].
2.3. Fiber integration. Let π : E → B be a smooth fiber bundle with fibers F p = π −1 (p). Let n denote the dimension of the base B and r the dimension of the fibers. If α is a smooth differential form on E of degree k ≥ r, then the restriction of α to the fiber F p is a smooth r-form r p (α) on F p with values in ∧ k−r T * p B defined by
where X 1 , . . . , X k−r ∈ T p B and X i is an arbitrary lift of X i to F p . If α has degree degree less than r, then r p (α) = 0 by definition. If π E : E → B and π F : F → C are fiber bundles with fibers of the same dimension, and ϕ : E → F is a bundle map, i.e., π F •ϕ = f •π E for some smooth map f : B → C, then
Let P ⊂ M be a compact submanifold with corners of dimension d. By definition, there exists for each q ∈ P an open neighorhood U of q in M and a diffeomorphism ϕ : U → R n such that ϕ(q) = 0 and
The integer 0 ≤ k ≤ n is called the type of q ∈ P ; the type of a point does not depend on the choice of chart.
Lemma 2.6. Let M be a Riemannian manifold, P ⊂ M a compact submanifold with corners, and let F ⊂ M be an oriented k-dimensional embedded submanifold consisting only of points of P of type k. Let j : νF → SM denote the inclusion of the unit normal bundle to F into SM . If ω ∈ Ω n−1 (SM ), then
depends smoothly on p ∈ F and
Here r p (j * ω) denotes the restriction of j * ω to the fibers of νF .
Proof. Let N * (P ) ⊂ S * M denote the conormal cycle of P . Since a choice of a Riemannian metric on M induces a bundle isomorphism between normal and conormal bundles it suffices by (9) to prove the lemma for the conormal cycle of P . Suppose P has dimension d. For each q ∈ F there exist an open neighborhood U of q and a diffeomorphism ϕ : U → R n such that ϕ(q) = 0 and
Moreover, since the type of a point of P is invariant under diffeomorphisms, we have
It suffices to prove the lemma for forms ω compactly supported in U . We denote by ϕ : π −1 (U ) → S * R n the induced diffeomorphism and write p = ϕ −1 (x). Using (9) we compute
2.4. Riemannian geometry. 
along M is called the Gauss formula. This decomposition adapted to vector fields tangent to M along curves γ in M yields
where exp M denotes the exponential map of M , the second fundamental form of M vanishes at p. If X, η are vector fields on M with X always tangent to M and η always normal to M extended arbitrarily to a neighborhood of M in M , then there exists an analogous decomposition into a normal and tangential parts
, η and ∇ ⊥ the normal connection. This decomposition adapted to vector fields normal to M along curves γ in M yields
Horizontal lifts. Let M be a Riemannian manifold and denote by π : SM → M the sphere bundle of M . The horizontal lift of a tangent vector X ∈ T p M to a point u of the sphere bundle with π(u) = p is by definition
where Y is a vector field of unit length along a curve γ in M such that
Similarly, if M ⊂ M is an embedded submanifold of M with induced Riemannian metric and π : νM → M denotes the unit normal bundle to M , then the horizontal lift of a tangent vector X ∈ T p M to a point ξ of the normal bundle π(ξ) = p is by definition
where Y is a unit length vector field always normal to M along a curve γ in M such that
where ∇ ⊥ denotes the normal connection.
Lemma 2.7. Let M ⊂ M be an embedded submanifold of M with induced Riemannian metric. If exp M (T p M ∩ B(0, ε)) ⊂ M for some ε > 0, then the horizontal lift of X ∈ T p M to a direction u in SM normal to M coincides with the horizontal lift of X to u in the unit normal bundle of M ⊂ M .
Proof. This is an immediate consequence of (12) .
The horizontal lift of a tangent vector X ∈ T p M to a point ξ of the tangent bundle T M with π(ξ) = p is
where Y is a vector field along a curve γ in M such that (13) holds. The horizontal lift to normal bundle T M ⊥ of M ⊂ M is defined similarly, but now the conditions on Y and γ are (14) . As before we have
2.5. Representation theory.
2.5.1.
Representations of the general and special linear groups. We first recall that the isomorphism classes of irreducible representations of GL(n, C) may be parametrized by nonincreasing integer sequences λ 1 ≥ . . . ≥ λ n . A nonincreasing sequence λ = (λ 1 , . . . , λ m ) of nonnegative integers is a called a partition with at most m parts. The transpose partition λ ′ is defined by λ ′ i = |{λ j : λ j ≥ i}|. The irreducible representations of SL(n, C) are parametrized by partitions with at most n − 1 parts, see [25, §15.5] . If λ, µ are nonincreasing integer sequences and there exists an integer k with λ i = µ i + k for i = 1, . . . , n, then the restrictions of the corresponding representations to SL(n, C) are isomorphic. More precisely, the restriction of the irreducible GL(n, C)-representation λ 1 ≥ . . . ≥ λ n to SL(n, C) is the representation µ 1 ≥ · · · ≥ µ n−1 with µ i = λ i − λ n for i = 1, . . . , n − 1. For example, the representations ∧ i V for i = 1, . . . , n, where V = C n is the standard representation of GL(n, C) correspond to
Sometimes it is more convenient to parametrize the irreducible representations of SL(n, C) in terms of their highest weights
where m 1 , . . . , m n−1 are nonnegative integers and the ̟ i are the fundamental weights of SL(n, C), i.e., the highest weights of the irreducible representations ∧ i V . This parametrization is related to the former by λ i = m i + · · · + m n−1 for i = 1, . . . , n − 1.
differ by precisely one irreducible submodule of highest weight 2̟ n−k . Moreover, only this representation can occur as a common irreducible submodule of
as SL(n, C)-representations, to prove the first assertion it is enough to show that
. . , n − 1 by precisely one irreducible subrepresentation of highest weight 2̟ i . But this follows immediately from the Littlewood-Richardson rule described in Section 2.5.3 below.
To prove the second assertion, observe that
Hence using again (15) and the Littlewood-Richardson rule, we find that Sym 2 V * is the irreducible representation with highest weight 2̟ n−1 . Next, since
the Littlewood-Richardson rule implies that all the integer partitions λ with at most n − 1 parts that correspond to irreducible subrepresentations Sym
and so it follows again from (15) and the Littlewood-Richardson rule that all the integer partitions λ with at most n − 1 parts that correspond to irreducible subrepresentations Sym
Thus only the irreducible representation with highest weight 2̟ n−k can occur as a submodule of both Sym 2 (∧ k V * ) and Sym k (Sym 2 V * ).
By the Weyl dimension formula for SL(n, C), the dimension of the irreducible representation Γ λ = Γ λ 1 ,...,λ n−1 is given by
where λ n = 0, see, e.g., [25, §15.3] .
2.5.2.
Representations of the orthogonal groups. Next we recall the parametrizations of the complex orthogonal groups. The irreducible representations of O(n, C) are parametrized by partitions with at most n parts satisfying [25, Theorem 19.19] . The description of the representations of the special orthogonal group is sensitive to the parity of the dimension n. The irreducible representations of SO(2m + 1, C) are parametrized by integer sequences (λ 1 , . . . , λ m ) with
the irreducible representations of SO(2m, C) are parametrized by integer sequences (λ 1 , . . . , λ m ) with
Two
Representations of O(n, C) corresponding to associated partitions restrict to isomorphic representations of SO(n, C). Note that at least one of each pair of associated partitions will have at most 1 2 n parts. If n = 2m + 1 is odd, then these restrictions are irreducible and the restricted representation is given by (17) . The same holds if n = 2m is even, and λ m = 0. But if λ m > 0, then the restriction is the sum of two irreducible SO(n, C)-representations
For example, the representations ∧ i V for i = 1, . . . , n, where V = C n is the standard representation of O(n, C) correspond to
and
In particular, when restricted to SO(n, C) these representations are irreducible when n is odd; the same holds if n is even and i < n, but ∧ n V is not irreducible: the eigenspaces of the Hodge star operator are the irreducible subrepresentations. For the λ in the so-called stable range, the decomposition into irreducible components of the restriction from GL(n, C) to O(n, C) is well-known. By the Littlewood restriction rule, see, e.g., [26] , if λ is a partition with at most ⌊n/2⌋ parts, then
where the sum is over all µ = (µ 1 ≥ · · · ≥ µ n ≥ 0) with µ ′ 1 + µ ′ 2 ≤ n, where
with N δλµ the Littlewood-Richardson coefficient, where the sum is over all partitions δ with all δ i even.
Lemma 2.10. If k ≤ n/2 and
where the sum is over all sequences µ = (µ 1 , . . . , µ k , 0, . . . , 0) of even integers satisfying |µ 1 | ≤ 2 in addition to (17) and (18).
Proof. Let δ be a partition into at most n parts consisting only of even integers. Suppose that λ is a strict µ-expansion of δ. Since clearly λ i ≥ δ i we must have
for some i ≤ k. Since no two boxes can be added to one column of δ, each row of µ contains at most 2 boxes. Now λ is a strict the µ-expansion, so each nonzero row of µ consists of precisely two boxes. This proves that if δ is even, then N δµλ = 1 if and only if δ ′ + µ ′ = λ ′ . Therefore the Littlewood restriction rule implies
where the sum is over all partitions µ with
for some i ≤ k.
Angular curvature measures
3.1. Translation-invariant curvature measures. Let Curv(R n ) ⊂ C(R n ) denote the subspace of translation-invariant curvature measures. Recall that Curv(R n ) is graded by degree of homogeneity,
Following [16, Section 2.2.] we associate to each Ψ ∈ Curv(R n ) a function c Ψ on closed convex cones in R n c Ψ (C) = lim
where L is the lineality space of C, k = dim L, and B(0, r) denotes the closed ball of radius r centered at 0. An immediate consequence of the finite additivity of the normal cycle is that c Ψ is finitely additive on the set of cones having the same lineality space.
If Ψ is given by differential forms (ψ, θ) ∈ Ω n−1 (SR n )⊕Ω n (R n ) and k = dim L(C) ≤ n − 1, then a direct computation shows that (19) c Ψ (C) =
where L = L(C) is the lineality space of C and L = u 1 ∧ · · · ∧ u k for some suitably oriented orthonormal basis of L.
The following characterization of angularity will be important for us.
Lemma 3.1. A curvature measure Ψ ∈ Curv(R n ) is angular if and only if there is a number f (L) such that for every closed convex cone C ⊂ R n with lineality space
Proof. The Lemma is an immediate consequence of the following fact: for every polytope
where F k (P ) denotes the set of k-faces of P . To see the latter, just observe that if Ψ is given by differential forms (ψ, θ)
If the forms (ψ, θ) are translation-invariant then comparing with (19) yields (20) .
If a differential form ω ∈ Ω n−1 (SR n ) is extended to T R n ⊃ SR n then by Stokes' theorem
with m : (0, ∞) × SR n → T R n , m(u, t) = tu, is the normal disc current, see [14, 15] . Recall from the introduction that a curvature measure Ψ ∈ Curv(R n ) is said to be a constant coefficient curvature measure if there exists a constant coefficient form
for all compact submanifolds with corners P ⊂ R n and all Borel sets U ⊂ R n . A direct computation shows the following 
Since every X p ∈ T p M has a unique horizontal lift, T p M may be canonically identified with H and so
This identification induces an isomorphism τ :
between smooth k-forms on SM and smooth sections of the bundle Ω k (ST M ) tr of smooth translation-invariant k-forms on ST p M , the sphere bundle of the tangent spaces of M . While τ does not commute with the exterior derivative, τ preserves the ideal generated by the contact 1-form α and its derivative dα. Thus τ descends to a well-defined isomorphism τ :
We will also write τ p Φ instead of τ (Φ) p .
Recall from the introduction that a smooth curvature measure Φ on M is called angular if τ p Φ ∈ Curv(T p M ) is angular for all p ∈ M . The subspace of angular curvature measures is denoted by A(M ). The curvature measure Φ is called angular at p ∈ M if τ p Φ is angular. 
Proof. This is an immediate consequence of Lemma 3.1.
Proof of Theorem 1.1
Lemma 4.1. For 0 ≤ k < n − 1 the dimension of the space of k-homogeneous constant coefficient curvature measures on R n is
Proof. Let Ψ be a k-homogeneous constant coefficient curvature measure, say
where ω ∈ ∧ k R n * ⊗ ∧ n−k R n * . If P ⊂ R n is a polytope, then
where the sum is over all k-dimensional faces F of P and the number f (F ) depends only on the unique k-dimensional linear subspace F parallel to the affine hull of F . Moreover, as functions on Gr k (R n ), f and
where B E is the k-dimensional Euclidean unit ball in E, differ only by a constant nonzero multiple. Hence Ψ = 0 if and only if ω| E⊕E ⊥ = 0 for all k-dimensional linear subspaces E ⊂ R n . Let U denote the subspace of all ω ∈ ∧ k R n * ⊗ ∧ n−k R n * with this property. To prove the Lemma it suffices to determine the dimension of U .
Let V be an n-dimensional real vector space and let E • ⊂ V * denote the annihilator of a linear subspace E ⊂ V . We introduce another subspace W , namely the subspace of all ω ∈ ∧ k V * ⊗ ∧ n−k V with the property that ω| E⊕E • = 0 for all k-dimensional subspaces E of V . Observe that a choice of Euclidean inner product on V yields a linear isomorphism from W onto U .
Note that W is an invariant subspace for the natural action of SL(n,
If ω is a multiple of the standard symplectic form on V ⊕ V * , then ω ∈ W C . Hence W C contains an SL(n, C)-submodule isomorphic to
Here we have used that complexification commutes with taking exterior powers and duals. As SL(n, C)-modules, (24) and ∧ k (V C ) * ⊗ ∧ n−k (V C ) differ according to Lemma 2.9 by precisely one irreducible component. This proves that W C coincides with (24) . Hence
as required.
Let V be an n-dimensional real vector space and let Gr k (V ) denote the Grassmannian of k-dimensional linear subspaces of V . Recall that the Plücker embedding,
where e 1 , . . . , e k is a basis of E. We will need the following well-known description of the restriction of 2-homogeneous polynomials to the image of the Plücker embedding, see, e.g., [25, §15.4] . For the convenience of the reader we include the short proof. If W is a real vector space, we denote its complexification by W C .
Lemma 4.2.
Under the natural action of SL(n, C) the vector space
is irreducible with highest weight 2̟ n−k . In particular, its dimension is
on V k that is 2-homogeneous in each argument and symmetric. Thus we have a natural map f : Sym
Obviously, ker f = {p ≡ 0 on Im ψ}. Since complexification commutes with taking symmetric powers, exterior powers, and duals, the complexification of f is a homomorphism of SL(n, C)-modules
Note that ker f C = (ker f ) C . Lemma 2.9 implies that Sym 2 (∧ k (V C ) * ) and Sym k (Sym 2 (V C ) * ) have precisely one common SL(n, C)-submodule, namely the one with highest weight 2̟ n−k ; the Weyl dimension formula (16) yields the desired conclusion.
Recall from the introduction that Gr k (R n ) denotes the oriented Grassmannian and that we call a function on Gr k (R n ) even if it is invariant under change of orientation. The oriented Grassmannian smoothly embeds into ∧ k R n as E → E, where E = e 1 ∧ · · · ∧ e k for some positively oriented orthonormal basis of E. We also call this map the Plücker embedding. Observe that it respects the natural actions of SO(n) on Gr k (R n ) and ∧ k R n . Forgetting about orientations gives a map
Lemma 4.3. The subspace of C( Gr k (R n )) of restrictions of 2-homogeneous polynomials on ∧ k R n to Gr k (R n ) decomposes under the natural action of SO(n) precisely into the irreducible representation with highest weights (2m 1 , 2m 2 , . . . , 2m ⌊n/2⌋ ) satisfying |m 1 | ≤ 1 and m i = 0 for i > min(k, n − k).
Proof. By taking orthogonal complements, we may assume without loss of generality that k ≥ ⌊n/2⌋. The space of restrictions of 2-homogeneous polynomials to Gr k (R n ) is SO(n)-equivariantly isomorphic to
where V = R n . By Lemma 4.2, the complexification of this space precisely the restriction of the SL(n, C)-representation with highest weight 2̟ n−k to SO(n). An application of Lemma 2.10 completes the proof of the Lemma.
Proposition 4.4. Let 1 ≤ k < n − 1 and f be an even continuous function on Gr k (R n ). Suppose that for every nonzero v ∈ R n there exists a 2-homogeneous
Proof. Let W ⊂ C( Gr k (R n )) be the subspace of all even continuous functions f on Gr k (R n ) with the property that that for every nonzero v ∈ R n there exists a 2-
We have to show that W coincides with space of restrictions of 2-homogeneous polynomials on ∧ k R n to Gr k (R n ). To begin with, the subspace W is invariant under the natural action of SO(n) and hence decomposes into certain irreducible subrepresentations. The highest weights occurring in the representation C(Gr k (R n )) are well known. According to Strichartz [45] they all have multiplicity 1 and are of the form (2m 1 , . . . , 2m k ′ , 0 . . . , 0), k ′ = min(k, n − k), with integers satisfying
. By Lemma 4.3, the proof will be finished if we can show that only the highest weights with
can occur in W . For this it will suffice to show that for all other highest weights the corresponding highest weight vector f m 1 ,...,m k ′ is not element of W . This step will be based on an explicit description of the highest weight vectors given by Strichartz [45] (see also [2] ).
In the following we may assume without loss of generality k ≤ ⌊n/2⌋; indeed, if k > ⌊n/2⌋, then f m 1 ,...,m k ′ • ⊥ is a highest vector for the irreducible subrepresentation of highest weight (2m 1 , . . . , 2m k ′ , 0 . . . , 0) and we may repeat the argument given below for the case k ≤ ⌊n/2⌋ with E ⊥ .
For any subspace E ∈ Gr k (R n ) choose an orthonormal basis X 1 , . . . , X k of E and consider the corresponding n × k matrix   
of coordinates with respect to the standard basis e 1 , . . . , e n of R n . Let X j denote the jth row of this matrix. For l ≤ ⌊n/2⌋ let A(l) be the l × k matrix whose jth row is X 2j−1 + √ −1X 2j , j = 1, . . . , l. Note that the l × l matrix A(l)A(l) t is independent of the choice of the orthonormal basis of E.
A highest weight vector of the irreducible subrepresentation of C( Gr k (R n )) with highest weight (2m 1 , . . . , 2m k , 0, . . . , 0) is given by
where we set m k+1 = 0;
Note that the entries of the matrix A(l)A(l) t are linear combinations of the products X i X t j and that
where e 1 , . . . , e n is the standard basis of R n , E the image of E under the Plücker embedding, and * denotes the Hodge star operator. If we evaluate the highest weight vectors on k-planes of the form E = cos φe 1 + sin φe 4 ⊕ e 3 , e 5 , . . . , e 2k−1 ⊂ e
which is not the restriction of a quadratic polynomial if |m 1 | > 1.
Proof of Theorem 1.1. Since the case k = 0 is trivial, we consider here only 1 ≤ k < n − 1. Let Φ be an angular curvature measure given by a translation-invariant (n − 1)-form ϕ of bidegree (k, n − k). By (19) and Lemma 3.1 there exists an even smooth function f on the oriented Grassmannian Gr k (R n ) such that
for every full-dimensional closed convex cone C in E ⊥ . Letting C shrink to a point we obtain
for all p ∈ S(E ⊥ ), where vol S(E ⊥ ) denotes the volume form of the sphere S(E ⊥ ) and , is the standard inner product on ∧ n−k−1 R n * . Now fix a point p ∈ S n−1 . Then
The right-hand side of (26) is clearly a 2-homogeneous polynomial on the subspace ∧ k p ⊥ ⊂ ∧ k R n restricted to the image of the Plücker embedding of Gr k (p ⊥ ). Proposition 4.4 implies that f is the restriction of a 2-homogeneous polynomial on ∧ k R n to Gr k (R n ). The dimension of the space of all such restrictions is given by (25) . Since f determines Φ as we have already seen in (20) , the space of angular curvature measures coincides by Lemma 4.1 with the space of constant coefficient curvature measures.
Proof of Theorem 1.3
Our point of departure is a description of transfer map τ mentioned already in [16, p. 415 ].
Lemma 5.1. Let M be a Riemannian manifold, Ψ a smooth curvature measure on M , and C ⊂ T p M a closed convex cone with lineality space L such that pr TpM/L (C) is simplicial. For sufficiently small ε > 0,
Proof. Since the case k = n is trivial, we consider only k < n. Suppose that
with ω ∈ Ω n−1 (SM ) and put F = exp (L ∩ B(0, ε) ). Since exp (C ∩ B(0, ε) ) is for sufficiently small ε > 0 a compact smooth submanifold with corners, an application of Lemma 2.6 shows
where j : νF → SM is the inclusion of the unit normal bundle of F into SM and r denotes restriction to the fibers of νF . Dividing by ω k r k and passing to the limit gives
where T p F = X 1 ∧ · · · ∧ X k for some suitably oriented orthonormal basis of T p F ; the last equality follows from d exp 0 = id TpM . By Lemma 2.7 the horizontal liftsX 1 , . . . ,X k of X 1 , . . . , X k to the unit normal bundle νF of F ⊂ M coincide with the horizontal lifts to the sphere bundle SM . Thus if V 1 , . . . , V n−k−1 are tangent to the fiber νF p at ξ ∈ νF p then
by the definition of τ p ω. Comparing with (19) concludes the proof.
Decomposing T ξ T M into horizontal and vertical subspaces, we get a canonical isomorphism
for every ξ ∈ T M with π(ξ) = p. Similar to the discussion below (22) we see that this decomposition induces an isomorphism
between smooth k-forms on T M and smooth sections of the bundle
If ω is a smooth n-form on T M , we denote by [ω] the induced curvature measure on M ,
[ω](P, U ) =
Similarly, if η is a smooth section of the bundle Ω n (T T M ) tr , we denote by [η] the induced smooth section of Curv(T M ).
For the proof of the Proposition we will need the following version of Lemma 2.6 with the normal cycle of P replaced by the normal disc current of P .
Lemma 5.3. Let M be a Riemannian manifold, P ⊂ M a compact submanifold with corners, and let F ⊂ M be an oriented k-dimensional embedded submanifold consisting only of points of P of type k. Let j : T F ⊥ → T M denote the inclusion of the normal bundle of F into the tangent bundle of M . If ω ∈ Ω n (T M ), then
Here r x (j * ω) denotes the restriction of j * ω to the fibers of T F ⊥ .
Proof. Observe that the Riemannian metric gives a map m :
. The rest of the proof is now parallel to the proof of Lemma 2.6. 
Here L = L(C) is the lineality space of C and k = dim L. Repeating the computation of Lemma 5.1 with the normal disc current N 1 (exp(C ∩ B(0, ε))) in place of the normal cycle N (exp(C ∩ B(0, ε))) and using Lemma 5.3, we obtain further that
As in the proof of Lemma 5.1, but now using Lemma 2.8, we see that
. . , V n−k are tangent to the fiber νF p . This finishes the proof.
Note that the transfer map τ : C(M ) → Curv(T M ) induces a natural grading on C(M ). Neither pullback nor Alesker product respect this grading, but both are compatible with the filtration
see [44, Section 3] . We denote by π k the projection to the degree k component of C(M ).
Next we use the characterization of angular curvature measures established in Theorem 1.1 to prove the following Lemma 5.4. Let M be a Riemannian manifold of dimension n. If Ψ ∈ C(M ) has degree different from n − 1 and is angular at p, then there exists ψ ∈ Ω n (T M ) with Ψ = [ψ] such that τ p ψ has constant coefficients.
Proof. As in the translation-invariant case one sees that there exists ω ∈ Ω n (T M ) with Ψ = [ω]. Since τ p Ψ is angular, there exists by Theorem 1.1 a constant coefficient form θ on T T p M representing τ p Ψ. Choose a geodesic coordinate neighborhood U around p to obtain for each q ∈ U via parallel transport along the unique geodesic connecting p with q a linear isometry P q : 
Let C ⊂ T p M be some fixed closed convex cone. By continuity and finite additivity (Lemma 2.1 and (4)), we may assume without loss of generality that pr TpM/L (C) is a simplicial cone. We may also assume that f is the inclusion map M ֒→ M . By Lemma 5.4 we may further assume that
, where exp M : T p M → M denotes the exponential map, and let j : T F ⊥ → T M denote the inclusion of the normal bundle of F ⊂ M into the tangent bundle of M . Denote by r q (j * ω) is the restriction of j * ω to the fibers of T F ⊥ . By Lemma 5.1, Equation (7), and Lemma 5.3, we obtain
where T p F = X 1 ∧ · · · ∧ X k for some suitably oriented orthonormal basis of T p F . Let ∇, ∇ denote the Levi-Civita connections of M ⊂ M . Using parallel transportation with respect to the normal connection of F ⊂ M , we extend the tangent vectors X 1 , . . . , X k to a local orthonormal frame of X 1 , . . . , X n around p in M with X 1 , . . . , X k ∈ T q F and X k+1 , . . . , X n ∈ T q F ⊥ along F and such that (27) pr
Fix ξ ∈ T F ⊥ and extend ξ to local section of T F ⊥ by declaring ξ = n i=k+1 ξ i X i with constant coefficients ξ k+1 , . . . , ξ n Let c i : R → F be a smooth curve with c i (0) = p,ċ i (0) = X i , i = 1, . . . , k. Then
is a lift of X i ∈ T p F to the normal bundle. Now
and thus each lift X i decomposes as X i +X V i into horizontal and vertical components. Let the frame X 1 , . . . , X n together with some coordinate system (x 1 , . . . , x n ) around p ∈ M define coordinates x 1 , . . . , x n , y 1 , . . . y n on T M. In terms of these the coordinates, the horizontal subspace H ξ is spanned by
Using (27) , the vertical component of the lift X i is thus given by
If ξ ∈ T p F ⊥ ∩ T p M , then by the Gauss formula (10)
where the last equality holds since the second fundamental form of F ⊂ M vanishes at p by the discussion surrounding (11) . If ξ ∈ T p M ⊥ , then
By what was already said, the proof will be complete if we can show that there exists some constant g(L) such that
for every closed convex cone C ⊂ T p M with lineality space equal to L. Now by the definition of τ p ω and (28) we have
Since τ p ω has constant coefficients, the last expression is by (29) evidently a polynomial function f (ξ) depending only on pr TpM ⊥ (ξ). Using that C • = C ′ ⊕ T p M ⊥ , where C ′ is the polar cone of C relative to T p M , we compute
6. Proof of Theorem 1.2
With Theorem 1.3 and Theorem 1.1 at our disposal we are now ready to give a proof of the angularity conjecture. Our starting point is Lemma 6.2 below which is a slight generalization of [16, Theorem 2.8] . First we need a simple lemma on cones.
Lemma 6.1. Let C ⊂ R n be a closed convex cone with lineality space L. If v ∈ S n−1 is not orthogonal to L, then for every s ∈ R (30)
Proof. It is straightforward to verify the inclusions
; this implies (30) . It is obvious that the lineality
Since the reverse inclusion trivially holds, we have reached the desired conclusion. As a consequence, if pr R n /L (C) is simplicial, then there exist elements
Lemma 6.2. Let Ψ ∈ C(R n ) be a smooth curvature measure. If Ψ is angular at p, then V 1 · Ψ is angular at p as well.
Proof. By Lemma 3.1 the assumption implies that there exists a constant f (L) such that
for every closed convex cone C ⊂ R n with L = L(C). We have to show that there exists a constant h(L) such that
for every closed convex cone C ⊂ R n with L = L(C). By continuity and finite additivity (Lemma 2.1 and (4)), we may assume without loss of generality that pr R n /L (C) is a simplicial cone and that p = 0.
By Lemma 5.1 and (8)
where H s = sv + v ⊥ . Assume now that v is not orthogonal to L. By Lemma 6.1 the cone C ∩ H s is a submanifold with corners and so we may apply Lemma 2.6 and (30) to obtain that the inner integral in (31) equals
where r x denotes the restriction to the fibers of the unit normal bundle of cos θ, with θ denoting the angle between v and L, passing to the limit yields
Now the same computation as in the proof of [16, Theorem 2.8] shows that there exists a constant h(L) so that the latter integral equals h(L)γ(C) for every closed convex cone C with lineality space L. This completes the proof.
Lemma 6.3. Let M be a Riemannian manifold of dimension n. If Ψ is an angular curvature measure on M of degree different from n−1, then there exists ψ ∈ Ω n (T M ) with Ψ = [ψ] such that τ p ψ has constant coefficients for all p ∈ M .
Proof. Choose a local orthonormal frame for M , to obtain a local trivialization ϕ : π −1 (U ) → U × R n of the tangent bundle of M which is a linear isometry when restricted to the fibers. Consider also the corresponding trivialization ϕ : Curv(T M )| U → U × Curv(R n ). By hypothesis, τ Ψ is a smooth section of Curv(T M ) such that each τ p Ψ is angular. In terms of our local trivialization, this gives angular curvature measures ϕ(τ p Ψ) on R n which depend smoothly on p. By Theorem 1.1, we may choose elements θ p ∈ ∧ n (R n ⊕ R n ) * which depend smoothly on p and satisfy [θ p ] = τ p Ψ. Put ψ = τ −1 θ. By construction, each τ p ψ has constant coefficients and Lemma 5.2 guarantees that Ψ = [ψ] on U . Now choose a partition of unity to get a globally defined form ψ with the desired properties.
Recall that π k denotes the projection to the degree k component of C(M ).
Lemma 6.4. Let ι : M → M be a (not necessarily isometric) immersion of Riemannian manifolds and let Ψ ∈ C k (M ). Then
Proof. Recall from [44] the canonical map Λ ′ k : C k (M ) → Γ(Curv k (T M )) defined as follows. Let p ∈ M , and fix a local diffeomorphism φ : T p M → M with φ(0) = p, dφ 0 = id. For t ∈ R let h t (y) = ty, y ∈ T p M . For Ψ ∈ C k (M ) set Thus we will reach the desired conclusion if we can prove
. for every immersion ι : M → M . Now in the case where ι : R m → R n is the standard inclusion the validity of (32) is clear. The general case can be reduced this situation if (32) is already established for diffeomorphisms. This case is straightforward to verify.
Lemma 6.5. Let ι : M → R n be an isometric embedding of an m-dimensional Riemannian manifold M and let q be some fixed point of M . If Φ is an angular curvature measure on M , then there exists Ψ ∈ C(R n ) which is angular at all points of M such that ι * Ψ coincides with Φ up to an element of C m−1 (M ) in an open neighborhood of q.
Proof. It clearly suffices to prove the lemma for curvature measures of pure degree. If Φ has degree m − 1 or m, then there is nothing to prove. Assume therefore that Φ has degree k < m − 1 and that the lemma has already been established for curvature measure of degree greater than k. Since Φ is angular and has degree k < m − 1, there exists by Lemma 6.3 an m-form φ ∈ Ω m (T M ) such that Φ = [φ] and τ p φ ∈ Ω m (T p M ⊕ T p M ) tr has constant coefficients for all p ∈ M .
Choose θ p ∈ ∧ n−m ((T p M ) ⊥ ) * depending smoothly on p and equal to the volume form in some neighborhood of q. Now put
Here pr TpM : T p R n → T p M denotes the orthogonal projection and π 2 : T p R n ⊕ T p R n → T p R n the projection to the second factor. By construction, ω p has constant coefficients. Now choose some smooth form ω ∈ Ω n (T R n ) of bi-degree (k, n − k) such that τ p ω has constant coefficients at points of M and coincides with ω p in some neighborhood of U ⊂ M of q. Let Ψ be the curvature measure on R n defined by ω. The normal disc current of P ⊂ T p M inside T p R n can be constructed from the normal disc current of P inside T p M via (1 − |u| 2 ) (n−m)/2 τ p φ.
Since τ p φ has constant coefficients, the last integral is a non-zero constant multiple of Φ(P, V ). Adjusting Ψ by some non-zero constant, we get (33) (dι p ) * τ p Ψ = τ p Φ, for all p ∈ U.
By Theorem 1.3, ι * Ψ − Φ is angular and, since the pullback preserves the filtration on curvature measures, lies in C k (M ). But by Lemma 6.4 and (33), ι * Ψ − Φ has no non-trivial component of degree less than k + 1. By induction, this finishes the proof.
Proof of Theorem 1.2. Choose an isometric embedding of M into some Euclidean space R n . Fix some point q in M . By Lemma 6.5 there exist Ψ ∈ C(R n ) and Ξ ∈ C m−1 (M ) such that Ψ is angular at points of M and Φ coincides with ι * Ψ + Ξ in some neighborhood W ⊂ M of q. By Theorem 2.3 the Alesker product commutes with pullback and hence
where the last equality follows from the invariance of the Lipschitz-Killing valuations under pullback by isometric immersions. Since the Alesker product preserves the filtration on curvature measures and every curvature measure in C m−1 (M ) is angular, we conclude that V 1 · Ξ is angular. Lemma 6.2 implies that V 1 · Ψ is angular at points of M . Together with Theorem 1.3 this implies that ι * (V 1 ·Ψ) is angular. We conclude that V 1 · Φ is angular in W . Since q was arbitrary and V k = 2 k k!ω k V k 1 , this completes the proof.
