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Abstract
We consider the Markov problem of finding the so-called Markov factor
M(U, K ) := sup
u∈U
∥Du∥
∥u∥ ,
of the set of differentiable functions U , where Du := |∂u|ℓ2 stands for the ℓ2-norm of the gradient vector
of u, and ∥ · ∥ is the weighted L2 norm on the set K ⊂ Rd . In the univariate case exact L2-Markov
inequalities are known for algebraic polynomials on the real line, half line and intervals. We outline a
variational approach to the above problem and show how this leads either to certain partial differential
equations, or to a system of homogeneous linear equations. This method will be illustrated by using it to
solve the L2 Markov problem for the cases of d-dimensional spaces and d-dimensional hyperquadrants. In
the case of d-spaces the solution is given for homogeneous polynomials, as well.
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1. Introduction
Let L2,w(K ) be the weighted space of square integrable real functions on the set K ⊂ Rd
endowed with the norm
∥ f ∥ :=

K
w| f |2dx
1/2
, w > 0.
Given a set U ⊂ L2,w(K ) of differentiable functions, the Markov problem consists in determin-
ing the norm of the differentiation operator on U , that is, finding the quantity
M(U, K ) := sup
u∈U
∥Du∥
∥u∥ , (1)
where Du := |∂u|ℓ2 and ∂u stands for the gradient vector of u. The study of the Markov problem
in different function spaces has a long and fascinating history, see for instance [4] for a recent sur-
vey on this subject. In some instances the exact value of M(U, K ) has been found together with
the corresponding extremal polynomials, and in other cases, only the asymptotic dependence on
the dimension of U was given.
The present paper is dedicated to the study of exact L2 Markov inequalities for multivariate
polynomials. In the univariate case, an exact solution of the L2 Markov problem for K = R,
U = P1n , the space of univariate algebraic polynomials of degree at most n and Hermite weight
w = e−x2 , was given by Schmidt [7], namely
M(P1n ,R) =
√
2n
with the Hermite polynomial being the unique (up to a constant factor) extremal polynomial.
When K = R+ := [0,∞) and w = e−x is the Laguerre weight, Tura´n [9] showed that
M(P1n ,R+) =
1
2 sin π4n+2
(2)
and the extremal polynomials are of the form
πn(x) = c
n
j=1
sin
jπ
2n + 1 L j (x), (3)
where L j is the Laguerre polynomial of degree j normalized such that L j (1) = 1.
In [3], Hille et al. used spectral analytic methods in order to give a solution for the difficult
case K = [−1, 1]. (See also the monograph [6] by Rahman and Schmeisser where a detailed
description of this method was given in the univariate case.) In [5] it was shown how the
variational method leads to the solution of the univariate L2 Markov problem on [−1, 1] via
certain ordinary differential equations. It turned out that M(P1n , [−1, 1]), w = 1 equals the
largest positive root of the equation
[(n+1)/2]
k=0
(−1)k t−2k (n + 1+ 2k)!
22k(2k)!(n + 1− 2k)! = 0,
with the extremal polynomial being a certain combination of Legendre polynomials.
In the present paper we shall study further the application of the variational and spectral
methods to the solution of the multivariate L2 Markov problem on some unbounded domains
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in Rd . Just as ODE’s come into play in the univariate case, the multivariate L2 Markov problem
can be related to solving certain partial differential equations. We shall outline this approach and
will illustrate it by solving the L2 Markov problem in Rd for both ordinary and homogeneous
polynomials. Then the spectral analytic method will be used in order to solve the same problem
on hyperquadrants in Rd . Needless to say, in the multivariate setting the corresponding matrices
are considerably more complicated. In order to deal with these matrices we use some refinement
of the Gershgorin type estimates for eigenvalues.
2. The variational approach in the study of the L2 Markov problem
Let K ⊂ Rd be a compact set and consider the extremal problem (1). Denote by Pdn and Hdn
the spaces of polynomials of d variables of total degree at most n, and homogeneous polynomials
of exact degree n, respectively. We shall assume in addition that K is a graph domain, i.e., the
intersection of K with any line in Rd parallel to a coordinate axis is a line segment. In what
follows we shall denote by
∆u := ∂
2u
∂x21
+ · · · + ∂
2u
∂x2d
the Laplace operator of u.
Lemma 1. Let K ⊂ Rd be a graph domain and U ⊂ L2,w(K ) a given subspace of differentiable
functions. Assume that u∗ ∈ U is an extremal function for which the sup in (1) is attained. Then
for every u ∈ U we have
K
w[⟨∂u∗, ∂u⟩ − M(U, K )2u∗u] = 0. (4)
If in addition wU = 0 on the boundary of K then for every u ∈ U
K
w[∆u∗ + ⟨∂u∗, ∂ logw⟩ + M(U, K )2u∗]u = 0. (5)
Proof of Lemma 1. For any u ∈ U and t ∈ R consider the function
ϕ(t) := ∥D(u
∗ + tu)∥2
∥u∗ + tu∥2 =

K w|∂(u∗ + tu)|2ℓ2
K w(u
∗ + tu)2 ,
where |∂u|2ℓ2 =
d
k=1 u2xk and uxk = ∂u∂xk . Since u∗ is extremal in (1), it clearly follows that
ϕ′(0) = 0. Differentiating ϕ and evaluating it to be zero at zero immediately yields (4) for every
u ∈ U .
Since K is a graph domain, for any 1 ≤ j ≤ d there exist K j ⊂ Rd−1 and functions g j ≤ f j
such that with x = (x1, . . . , xd), z j := (x1, . . . , x j−1, x j+1, . . . , xd) we have
K = {x : g(z j ) ≤ x j ≤ f (z j ), z j ∈ K j }, 1 ≤ j ≤ d.
Hence integrating by parts with respect to x j we obtain
K
wu∗x j ux j = wu∗x j u |
f (z j )
g(z j )
−

K
(wx j u
∗
x j + wu∗x j x j )u, 1 ≤ j ≤ d.
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Using that wU = 0 on the boundary of K , the first term on the right hand side above vanishes
yielding
K
wu∗x j ux j = −

K
(wx j u
∗
x j + wu∗x j x j )u, 1 ≤ j ≤ d,
i.e., 
K
w⟨∂u∗, ∂u⟩ = −

K
(⟨∂w, ∂u∗⟩ + w∆u∗)u.
Substituting the last relation in (4) gives the required orthogonality condition (5). 
Remark. If wU = 0 on the boundary of K then M(U, K ) is the largest λ > 0 for which there
exists a u⋆ ∈ U such that
∆u⋆ + ⟨∂u⋆, ∂ logw⟩ + λ2u⋆
is orthogonal to U with respect to w. Indeed, by Lemma 1, M(U, K ) ≤ λ. On the other hand if
the above orthogonality condition holds then integrating by parts,
∥Du⋆∥2 =

K
w|∂u⋆|2 =

K
w⟨∂u⋆, ∂u⋆⟩
= −

K
w(⟨∂u⋆, ∂ logw⟩ +∆u⋆)u⋆ = λ2

K
w|u⋆|2 = λ2∥u⋆∥2,
and hence λ ≤ M(U, K ).
3. Markov inequality in Rd (Hermite weight)
Now we shall apply the general necessary condition (5) of Lemma 1 in order to give explicit
solutions in certain cases.
Let K = Rd , w(x) = e−|x|2ℓ2 and consider the Markov problem for the space Pdn of d-variate
polynomials of degree at most n. As usual, Hn will denote the univariate Hermite polynomials
of degree n.
Theorem 1. Let K = Rd , w(x) = e−|x|2ℓ2 . Then
M(Pdn ,R
d) = √2n (6)
and the extremal polynomials are exactly those of the form
p(x) =

|k|=n
ck
d
j=1
Hk j (x j ), ck ∈ R, k = (k1, . . . , kd), |k| :=
d
i=1
ki . (7)
Proof. In order to simplify the notation, let us write λ := M(Pdn ,Rd)2. We can apply relation (5)
of Lemma 1, since e
−|x|2ℓ2 Pdn = 0 at infinity. Thus the extremal polynomial p ∈ Pdn must satisfy
Rd
w(∆p − 2⟨x, ∂p⟩ + λp)q = 0, q ∈ Pdn . (8)
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Since ∆p − 2⟨x, ∂p⟩ + λp ∈ Pdn it follows by (8) that
Q(p) := ∆p − 2⟨x, ∂p⟩ + λp = 0.
On the other hand writing
Q(p) =
n
j=0
h j (x) and p =
n
j=0
g j (x),
where h j , g j are the j-th homogeneous parts of Q(p) and p, respectively, we clearly must have
hn = 0. But evidently, 0 = hn = (−2n + λ)gn , yielding that λ = 2n, i.e., M(Pdn ,Rd) =
√
2n.
(Unless gn = 0, which would yield λ = 2m with some m < n, but this is impossible in view
of the univariate result.) Thus (6) holds and the extremal polynomials p must satisfy the partial
differential equation
∆p − 2⟨x, ∂p⟩ + 2np = 0. (9)
We claim that the reverse statement is also true, that is, any polynomial satisfying (9) must be
extremal. Indeed, if (9) holds for p then integrating by parts as in the proof of Lemma 1 we have
by (9) that
∥Dp∥2 =

Rd
w⟨∂p, ∂p⟩
= −

Rd
(⟨∂w, ∂p⟩ + w∆p)p =

Rd
w(2⟨x, ∂p⟩ −∆p)p = 2n∥p∥2,
i.e., the Markov factor
√
2n is attained for this p. Thus the solution space of (9) gives all extremal
polynomials.
Recall now that the Hermite polynomials Hn are solutions of the differential equation
H ′′n − 2x H ′n + 2nHn = 0.
Thus a routine calculation yields that any polynomial of the form (7) is a solution of Eq. (9). This
yields N (n, d) := dim Hdn linearly independent solutions for (9). We claim now that there are no
other solutions. Indeed, with p(x) =nj=0 g j (x), g j being the j-th homogeneous parts of p we
obtain from (9) that
n
j=2
∆g j + 2
n
j=0
(n − j)g j = 0.
Comparing homogeneous parts of the same degree yields now that gn ∈ Hdn can be chosen
arbitrarily, gn−1 = 0 and g j , 0 ≤ j ≤ n − 2 can be uniquely determined by the recurrence
relations∆g j+2 + 2(n − j)g j = 0. Thus the solution space of (9) is exactly N (n, d) := dim Hdn
dimensional. 
It is worth noting that for the Hermite weight the value
√
2n of the d-variate Markov factor is
the same as in the univariate case. In addition, in the multivariate case we do not have uniqueness
of the extremal polynomials anymore, just as the orthogonal polynomials are also not unique in
this situation.
Moreover, we shall now show that the value
√
2n of the Markov factor is preserved even if
the much smaller class of homogeneous polynomials is considered. This is somewhat surprising
since in case of uniform norm there is a considerable difference in the size of Markov factors
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of ordinary and homogeneous polynomials, see [2,4] for details. We shall also show that the
extremal polynomials for M(Hdn ,Rd) are exactly the homogeneous harmonic polynomials,
which satisfy the relation ∆h = 0.
Theorem 2. Let K = Rd , w(x) = e−|x|2ℓ2 . Then
M(Hdn ,R
d) = √2n (10)
and a polynomial in Hdn is extremal if and only if it is harmonic.
Proof. Let h ∈ Hdn be harmonic, i.e, ∆h = 0. Since the weight function annihilates Pdn at ∞
we obtain by integrating by parts as in the proof of Lemma 1 and using that ∂w = −2wx,
⟨x, ∂h⟩ = nh ,
∥Dh∥2 =

Rd
w⟨∂h, ∂h⟩ = −

Rd
(⟨∂w, ∂h⟩ + w∆h)h = 2

Rd
wh⟨x, ∂h⟩ = 2n∥h∥2.
Thus for any harmonic homogeneous polynomial of degree n the value
√
2n of the Markov factor
is attained. (In view of Theorem 1 this means that harmonic homogeneous polynomials of degree
n are orthogonal polynomials of degree n with respect to Hermite weight. Of course, this fact
could have been proven directly, but we chose to include the above simple argument in order to
keep the proof self contained.)
Now we shall show that there are no other extremal polynomials in Hdn except for harmonic.
Assume that h ∈ Hdn is an extremal polynomial. Then by Lemma 1 we have that
Rd
w(∆h + ⟨∂h, ∂ logw⟩ + M(Hdn ,Rd)2h)g = 0
for any g ∈ Hdn . Since M(Hdn ,Rd)2 = 2n and ⟨∂n, x⟩ = nh, this yields
Rd
w(∆h − 2⟨∂h, x⟩ + 2nh)g =

Rd
wg∆h = 0
for any g ∈ Hdn . Choosing g := |x|2∆h ∈ Hdn it follows that
Rd
w|x|2|∆h|2 = 0,
i.e., ∆h = 0. 
Remark. It should be noted that even though the multivariate Markov factor for the Hermite
weights is the same for general and homogeneous polynomials, the solution spaces are different.
For instance in the 2-dimensional case the extremal polynomials for M(P2n ,R2) are given by
p(x, y) =
n
k=0
ck Hk(x)Hn−k(y), ck ∈ R
and the dimension of the space of extremals is n + 1. On the other hand as can be easily seen the
extremal polynomials for M(H2n ,R2) are exactly of the form
h(x, y) = arnTn(x/r)+ brn−1 yUn−1(x/r), r :=

x2 + y2, a, b ∈ R
with the dimension of the extremal set being equal to 2.
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4. Markov inequality with Laguerre weights
We have seen in Section 3 that the orthogonal polynomials with respect to the Hermite
weight (7) realize the Markov factor (cf. Theorem 1). Surprisingly, in case of Laguerre weights
the corresponding orthogonal polynomials attain a Markov factor which has a lower order of
magnitude than for the whole class of multivariate polynomials. In fact, as we will see, this holds
true even in a more general setting: for more general Laguerre weights in the d-dimensional
hyperquadrant.
So let
wk(x) := xαk e−x , αk > −1, k = 1, . . . , d, x > 0 (11)
be general Laguerre weights, and
w(x) :=
d
k=1
wk(xk) = xae−|x|, x := (x1, . . . , xd), |x| :=
d
k=1
xk, a := (α1, . . . , αd) (12)
the corresponding d-dimensional weight. Let L(α)n (x) be the nth Laguerre polynomial associated
with α > −1, and normalized such that ∞
0
xαe−x L(α)n (x)2 dx =

n + α
n

. (13)
Further let U := Pdn be the set of polynomials
p(x) =

|n|=n
cn
d
k=1
L(αk )nk (xk), cn ∈ R, n = (n1, . . . , nd) (14)
which are orthogonal to Pdn−1 (cf. [1, p. 51]).
Finally, let Rd+ := {x = (x1, . . . , xd) | xk ≥ 0, k = 1, . . . , d} be the positive hyperquadrant.
Theorem 3. For any n ∈ N, αk > −1, 1 ≤ k ≤ d and weight (12) we have
M(Pdn ,Rd+) =  n1+ α , α := min1≤k≤d αk . (15)
Remark. We will see below that if we consider the general Markov factor M(Pdn ,Rd+) , then we
get an order of magnitude higher than (15).
Proof of Theorem 3. Using the notations (11) and (14), relation (13), as well as the orthogonal-
ity of the Laguerre polynomials we obtain
∥p∥2 =

|n|=n
c2n
d
k=1
 ∞
0
wk(x)L
(αk )
nk (x)
2 dx =

|n|=n
c2n
d
k=1

nk + αk
nk

.
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Next,
∥Dp∥2 =
d
j=1
 ∂p∂x j
2
=
d
j=1

|n|=n
c2n
 ∞
0
w j (x)L
(α j )
′
n j (x)
2 dx
d
k=1
k≠ j
 ∞
0
wk(x)L
(αk )
nk (x)
2 dx .
Here by (13)
d
k=1
k≠ j
 ∞
0
wk(x)L
(αk )
nk (x)
2 dx =
d
k=1
k≠ j

nk + αk
nk

,
and using the relation
L
(α j )
′
n j (x) = −(L(α j )n j−1(x)+ L
(α j )
n j−2(x)+ · · · + L
(α j )
0 (x)) (16)
(cf. Szego¨ [8, (5.1.13) and (5.1.14)]) we obtain ∞
0
w j (x)L
(α j )
′
n j (x)
2 dx =
n j−1
i=0
 ∞
0
w j (x)L
(α j )
i (x)
2 dx
=
n j−1
i=0

i + α j
i

=

n j + α j
n j − 1

.
Hence
∥Dp∥2 =

|n|=n
c2n
d
j=1

n j + α j
n j − 1
 d
k=1
k≠ j

nk + αk
nk

=

|n|=n
c2n
d
k=1

nk + αk
nk
 d
j=1

n j+α j
n j−1


n j+α j
n j
 = 
|n|=n
c2n
d
k=1

nk + αk
nk
 d
j=1
n j
1+ α j
≤ 1
1+ α

|n|=n
c2n
d
k=1

nk + αk
nk
 d
j=1
n j = n1+ α ∥p∥
2,
which proves the upper estimate for the Markov factor. To see the equality in (15), let α j = α
for some 1 ≤ j ≤ d , and choose p(x) = L(α)n (x j ) ∈ P1n ⊂ P˜dn ; then
∥DL(α)n ∥2
∥L(α)n ∥2
=

n+α
n−1

 n+α
n
 = n
1+ α . 
Now if we consider the entire set Pdn , then we can state only a weaker result.
Theorem 4. For any n ∈ N, αk > −1, 1 ≤ k ≤ d and weight (12) we have
M(Pdn ,R
d+) ≤
n√
1+ α , α := min1≤k≤d αk .
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Proof. Any p ∈ Pdn can be written in the form
p(x) =
n
k=0
pk(x),
where pk ∈ Pdk are orthogonal polynomials of degree k with respect to the weight (12). Thus by
Theorem 3 and the Cauchy–Schwarz inequality,
∥Dp∥2 =

Rd+
w(x)
d
j=1

∂p
∂x j
2
dx =

Rd+
w(x)
d
j=1

n
k=1
∂pk
∂x j
2
dx
≤ n

Rd+
w(x)
d
j=1
n
k=1

∂pk
∂x j
2
dx = n

Rd+
w(x)
n
k=1
d
j=1

∂pk
∂x j
2
dx
= n
n
k=1
∥Dpk∥2 ≤ n
n
k=1
k
1+ α ∥pk∥
2 ≤ n
2
1+ α ∥p∥
2. 
5. Markov inequality on d-dimensional hyperquadrants with mixed Laguerre–Hermite
weights
Next we consider a more general situation when the weight is a mixture of Laguerre and
Hermite weights. For example, in R2 this means that we are on the half plane. In general, let
Rdr := {x = (x1, . . . , xd) | xk ≥ 0, k = 1, . . . , r}, 1 ≤ r ≤ d,
and consider the weight
w(x) = exp

−
r
k=1
xk −
d
k=r+1
x2k

. (17)
(Note that the space Rd+ considered in Theorems 3 and 4 is just Rdd .)
Theorem 5. Let K = Rdr , 1 ≤ r ≤ d, and w as defined in (17). Then for n ≥ 4,
M(Pdn ,R
d
r ) = τn =
1
2 sin π4n+2
, (18)
and the extremal polynomials are of the form
p⋆(x) =
r
k=1
ckπn(xk), ck ∈ R, k = 1, . . . , r, (19)
where πn is the Tura´n polynomial defined in (3).
Remark. If we try to use the univariate result (2) in the multivariate case, then we get the weaker
result M(Pdn ,Rdr ) ≤ rτn+(d−r)
√
2n (and, of course, no extremal polynomials can be deduced).
We need much more sophisticated tools to achieve the exact result (18) and (19).
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Proof of Theorem 5. We shall make use of the relation (4) in Lemma 1. With the notation
i := (i1, . . . , id) for ik ≥ 0, k = 1, . . . , d, we can represent the extremal polynomials in
the form
p⋆(x) =

0≤|i|≤n
ai
r
k=1
L ik (xk)
d
k=r+1
Hik (xk)
(L ik is just a shorthand for L
(0)
ik
). Here we may assume that a0 = 0, since using the relation
∥Hm∥2 = √π2mm!, m = 0, 1, . . . (20)
(cf. [8], (5.5.1)) we get
∥p⋆∥2 = a20 + π
d−r
2

1≤|i|≤n
a2i 2
ir+1+···+id
d
k=r+1
ik !,
while in the numerator of the fraction in (1) the coefficient a0 does not appear at all. Thus
p⋆(x) =

1≤|i|≤n
ai
r
k=1
L ik (xk)
d
k=r+1
Hik (xk). (21)
Now we choose
p(x) =
r
i=1
L ji (xi )
d
i=r+1
H ji (xi ), 1 ≤ |j| ≤ n
where j := ( j1, . . . , jd) with ji ≥ 0, i = 1, . . . , d. Using the orthogonality of the Laguerre and
Hermite polynomials, formula (5.5.1) in [8], as well as the notations
µj =
r
i=1
ji , νj := n − µj =
d
i=r+1
ji
we obtain
K
wp⋆ p dx = ajπ d−r2 2νj
d
i=r+1
ji !, 1 ≤ |j| ≤ n.
On the other hand, using the relation (16), we have
p⋆xk =

1≤|i|≤n
aiL
′
ik (xk)
r
s=1
s≠k
L is (xs)
d
k=r+1
Hik (xk)
= −

1≤|i|≤n
ai
ik−1
ℓ=0
Lℓ(xk)
r
s=1
s≠k
L is (xs)
d
k=r+1
Hik (xk), k = 1, . . . , r
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and
pxk = L ′jk (xk)
r
s=1
s≠k
L js (xs)
d
i=r+1
H ji (xi )
= −
jk−1
ℓ=0
Lℓ(xk)
r
s=1
s≠k
L js (xs)
d
i=r+1
H ji (xi ), k = 1, . . . , r.
For the other group of indices, using the relation (20) and
H ′m(x) = 2m Hm−1(x)
(cf. [8, formula (5.5.10)])
p⋆xk = 2

1≤|i|≤n
ikai
r
ℓ=1
L iℓ(xi ) · Hik−1(xk)
d
t=r+1
t≠k
Hit (xt ), k = r + 1, . . . , d,
and
pxk = 2 jk
r
s=1
L js (xs) · H jk−1(xk)
d
t=r+1
t≠k
H jt (xt ), k = r + 1, . . . , d.
Thus, again by orthogonality, with the notation j(i, k) := ( j1, . . . , jk−1, i, jk+1, . . . , jd)
K
wp⋆xk pxk dx =

jk
i=1
iaj(i,k) + jk
n−|j|+ jk
i= jk+1
aj(i,k)

2νjπ
d−r
2
d
i=r+1
ji !, k = 1, . . . , r,
and 
K
wp⋆xk pxk dx = jkaj2νj+1π
d−r
2
d
i=r+1
ji !, k = r + 1, . . . , d.
(Here and later, sums of the form
b
k=a with a > b are considered as zero.) Collecting our
calculations and substituting into (4) (with p⋆ and p instead of u⋆ and u, respectively) we get
r
k=1

jk
i=1
iaj(i,k) + jk
n−|j|+ jk
i= jk+1
aj(i,k)

− (λ− 2νj)aj = 0, 1 ≤ |j| ≤ n, (22)
where λ := M(Pdn ,Rdr )2.
For a fixed λ, this is a system of homogeneous linear equations for the unknowns aj. We are
interested in a nontrivial solution of this system. Let us order the unknowns and equations such
that the “exceptional” coefficients n− λ+ νj of the unknowns aj should be on the main diagonal
of the determinant of the system. Then λ is nothing else but an eigenvalue of the corresponding
matrix. One of the eigenvalues will be the square of the Markov factor. If we succeed in proving
that the largest eigenvalue is τ 2n , then this will be the square of the Markov factor, since evidently
M(Pdn ,R
d
r ) ≥ M(P1n ,R) = τn, 1 ≤ r ≤ d. (23)
Once this is proved, the corresponding nontrivial solution of the homogeneous system will yield
the coefficients aj from which the extremal polynomials (21) can be built up.
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A part of this system can be handled separately and solved easily. Namely, consider (22) only
for µj = 0 :
(λ− 2νj)aj = 0, µj = 0, 1 ≤ νj ≤ n. (24)
Hence by (23),
λ− 2νj ≥ τ 2n − 2n =
1
4 sin2 π4n+2
− 2n > 0, n ≥ 4.
Thus (24) has only the trivial solution
aj = 0, µj = 0, 1 ≤ νj ≤ n.
In other words, in the representation (21) of the extremal polynomials, the terms containing only
Hermite polynomials are missing.
So in what follows, it is sufficient to handle the system (22) under the condition µj ≥ 1.
To find an upper estimate for the eigenvalues, we can use a consequence of Gershgorin’s
theorem: the absolute value of the largest eigenvalue of a square complex matrix {ciℓ}mi,ℓ=1 can
be estimated from above by
max
1≤i≤m
m
ℓ=1
|ciℓ| (25)
(see [6], Theorem 1.7.5, or [10], Corollory 1.2). For example, in the case of the matrix associated
with the system (22) for r = d = 2 this bound will be
j1
i=1
i + j1
n− j2
i= j1+1
1+
j2
i=1
i + j2
n− j1
i= j2+1
1 = ( j1 + j2)

n + 1
2

− j
2
1 + j22
2
− 2 j1 j2.
An easy calculation shows that the maximum of this expression for j1, j2 ≥ 1, j1 + j2 ≤ n is
n2−n+1
2 which, for large n’s, is bigger than τ
2
n = 4π2 n2 + O(n).
So this method does not work for our problem. But there exists a known extension of the usual
Gershgorin theorem: instead of (25), one can use the estimate
max
1≤i≤m
1
pi
m
ℓ=1
pℓ|ciℓ|,
where pi , i = 1, . . . ,m, are arbitrary positive numbers (cf. [6, Remark 1.7.7], or [10, Corollory
1.5]). The trick is to find a suitable sequence of pi ’s. It turns out that in our case the sequence
pj := sinµjzj with zj := π2(n − νj)+ 1 , 1 ≤ |j| ≤ n (26)
will serve the purpose. Namely, we have 0 ≤ µjzj ≤ π2 , i.e. pj > 0 ; also
µj(i,k)zj(i,k) = (i + µj − jk)zj, 1 ≤ i ≤ n − |j| + jk, 1 ≤ k ≤ r.
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Thus our task is to estimate from above
Aj := 1pj
r
k=1

jk
i=1
i pj(i,k) + jk
n−|j|+ jk
i= jk+1
pj(i,k)

+ 2νj
= 1
pj
r
k=1

jk
i=1
i sin(i + µj − jk)zj + jk
n−|j|+ jk
i= jk+1
sin(i + µj − jk)zj

+ 2νj,
1 ≤ |j| ≤ n, µj ≥ 1.
Here we need the following closed forms for the sums

note thatτn−νj = 12 sin zj2

:
Sm :=
m
i=1
sin i zj = τ 2n−νj

sin zj − 2 sin zj2 cos

m + 1
2

zj

, m = 1, 2, . . . (27)
and
Tm :=
m
i=1
i sin i zj = τ 2n−νj

sin mzj − 2m sin zj2 cos

m + 1
2

zj

, m = 1, 2, . . . . (28)
Thus we obtain, using that Sn−νj = τ 2n−νj sin zj,
Aj = 1pj
r
k=1

Tµj − Tµj− jk − (µj − jk)(Sµj − Sµj− jk )+ jk(Sn−νj − Sµj)
+ 2νj
= 1
pj

rTµj −
r
k=1
Tµj− jk − rµjSµj +
r
k=1
(µj − jk)Sµj− jk + µjτ 2n−νj sin zj

+ 2νj.
To further simplify this expression, introduce the notation (see (27) and (28))
Rm := Tm − mSm = τ 2n−νj(sin mzj − m sin zj), m = 1, 2, . . . .
Hence
Aj = 1pj

r Rµj −
r
k=1
Rµj− jk + µjτ 2n−νj sin zj

+ 2νj
=
τ 2n−νj
sinµjzj

r(sinµjzj − µj sin zj)−
r
k=1
[sin(µj − jk)zj − (µj − jk) sin zj] + µj sin zj

+ 2νj
= τ 2n−νj
r −
r
k=1
sin(µj − jk)zj
sinµjzj
+ 2νj, 1 ≤ |j| ≤ n, µj ≥ 1. (29)
Thus in order to give an upper bound for A j we have to determine the minimum of the multi-
variate function
f ( j1, . . . , jr ) :=
r
k=1
sin(µj − jk)zj
sinµjzj
, 1 ≤ |j| ≤ n, µj ≥ 1. (30)
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We obtain for every 1 ≤ i ≤ r,
∂ f
∂ ji
= zj ·
sinµjzj
r
k=1
k≠i
cos(µj − jk)zj − cosµjzj
r
k=1
sin(µj − jk)zj
sin2 µjzj
= zj ·
r
k=1
k≠i
sin jk zj − cosµjzj sin(µj − ji )zj
sin2 µjzj
≥ zj ·
r
k=1
k≠i
sin jk zj − sin
 r
k=1
k≠i
jk
 zj
sin2 µjzj
≥ 0. (31)
This means that f ( j1, . . . , jr ) is increasing in each of its variables. In fact, if we consider the case
when at least two of the variables j1, . . . , jr are different from 0, then the last inequality in (31)
is strict for all i = 1, . . . , r , and therefore f is strictly increasing in all of its variables. Thus
f ( j1, . . . , jr ) ≥ f (0, . . . , 0, j, 0, . . . , 0) ≡ r − 1, j ≥ 1, 1 ≤ k ≤ r
(here j is the kth coordinate), with equality if and only if exactly one of j1, . . . , jr is different
from zero. Hence and from (29)
Aj ≤ τ 2n−νj + 2νj, 1 ≤ |j| ≤ n, (32)
with equality if and only if exactly one of j1, . . . , jr is different from zero.
Here in case 1 ≤ νj ≤ n−1, using the inequality cot x ≤ 1x (0 < x ≤ π/2) , we get for n ≥ 4
Aj ≤ 1
4 sin2 π4(n−νj)+2
+ 2νj = 14 cot
2 π
4(n − νj)+ 2 + 2νj +
1
4
≤

2(n − νj)+ 1
π
2
+ 2νj + 14
≤

2n − 1
π
2
+ 9
4
≤

2n + 1
π
2
< τ 2n . (33)
Finally, if νj = 0 then (32) yields Aj ≤ τ 2n with equality if and only if exactly one of the
coordinates j1, . . . , jr is different from zero. This means that we have proved that the largest
eigenvalue of the matrix associated with the system (22) is indeed τ 2n (cf. (23)). In addition, this
eigenvalue occurs for the system (22) only if j = jek , where 1 ≤ j ≤ n and ek is the kth unit
vector in Rd , 1 ≤ k ≤ r . Then we get from (22)
j
i=1
iaiek + j
n
i= j+1
aiek − λa jek = 0, j = 1, . . . , n; k = 1, . . . , r. (34)
But for each fixed 1 ≤ k ≤ r , this is the system of equations for the corresponding univariate
problem (for the variable xk), and the solution is the Tura´n polynomial ckπn(xk). 
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