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Abstract
This paper presents a Boyer–Moore-type algorithm for regular expression pattern matching,
answering an open problem posed by Aho in 1980 (Pattern Matching in Strings, Academic Press,
New York, 1980, p. 342). The new algorithm handles patterns speci6ed by regular expressions—
a generalization of the Boyer–Moore and Commentz-Walter algorithms.
Like the Boyer–Moore and Commentz-Walter algorithms, the new algorithm makes use of shift
functions which can be precomputed and tabulated. The precomputation algorithms are derived,
and it is shown that the required shift functions can be precomputed from Commentz-Walter’s
d1 and d2 shift functions.
In certain cases, the Boyer–Moore (respectively Commentz-Walter) algorithm has greatly
outperformed the Knuth–Morris–Pratt (respectively Aho–Corasick) algorithm (as discussed by
Watson in his Ph.D. Thesis, Eindhoven University of Technology, September 1995, and in: N.
Ziviani, R. Baeza-Yates, K. Guimaraes (Eds.), Proc. Third South American Workshop on String
Processing, International Informatics Series, vol. 4, Carleton University Press, Recife, Brazil,
1996, pp. 280–294). In testing, the algorithm presented in this paper also frequently outperforms
the regular expression generalization of the Aho–Corasick algorithm.
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1. Introduction
The pattern matching problem is: given a non-empty language L (over an alphabet 1
V ) and an input string S (also over alphabet V ), 6nd all substrings of S that are in L.
Several restricted forms of this problem have been solved (all of which are discussed
in detail in [2,7,19,17,14]):
• The Knuth–Morris–Pratt [13] and Boyer–Moore [4] algorithms solve the problem
when L consists of a single word (the single keyword pattern matching problem).
• The Aho–Corasick [3] and Commentz-Walter [5,6,17,19] algorithms solve the prob-
lem when L is a 6nite set of (key)words (the multiple keyword pattern matching
problem). The Aho–Corasick and Commentz-Walter algorithms are generalizations
of the Knuth–Morris–Pratt and Boyer–Moore algorithms, respectively.
• The case where L is a regular language (the regular expression pattern matching
problem) can be solved as follows: a 6nite automaton is constructed for the language
V ∗L; each time the automaton enters a 6nal state (while processing the input string
S) a matching substring has been found. This algorithm is detailed in [2]. Since it
is also a generalization of the Knuth–Morris–Pratt and Aho–Corasick algorithms, we
will refer to it as the generalized AC (GAC) algorithm. Until now, most practical
algorithms solving the regular expression pattern matching problem are variants of
the GAC algorithm.
Although the Knuth–Morris–Pratt and Aho–Corasick algorithms have better worst-case
running time than the Boyer–Moore and Commentz-Walter algorithms (respectively),
the latter two algorithms are known to be extremely eIcient in practice [12,15]. Inter-
estingly, to date no generalization (to the case where L is an arbitrary regular language)
of the Boyer–Moore and Commentz-Walter algorithms has been discovered. In 1980,
Aho stated the following open problem:
It would also be interesting to know whether there exists a Boyer–Moore type
algorithm for regular expression pattern matching [1, p. 342].
In this paper, we present such an algorithm. As with the Boyer–Moore and Commentz-
Walter algorithms, the new algorithm requires shift tables. The precomputation of
these shift tables is discussed, and shown to be related to the shift tables used by
the Commentz-Walter algorithm. Finally, the new algorithm is specialized to obtain a
variant of the Boyer–Moore (single keyword) algorithm—showing that it is indeed a
generalization of the Boyer–Moore algorithm. The algorithm has been implemented,
and in practice it frequently displays better performance than the GAC algorithm.
The derivation of the new algorithm closely parallels a derivation of the Commentz-
Walter algorithm (see [19]), especially in the use of predicate weakening to 6nd a
practically computed shift distance. In the Commentz-Walter algorithm, information
from previous match attempts is used to make a shift of at least one symbol; the shift
functions are 6nite, and can therefore be tabulated. In the new algorithm, we also use
information from previous match attempts; directly using the information may yield
1 Throughout this paper we assume a 6xed alphabet V .
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shift functions which are in6nite, and therefore impossible to precompute. The main
result in the development of the algorithm is a weakening step which allows us to
use 6nite shift functions in place of the (possibly) in6nite ones—thereby yielding a
practical algorithm.
It should be noted that there does exist another regular expression pattern matching
algorithm (due to Baeza-Yates [9]) with good performance; that algorithm requires
some precomputation on the input string, and is therefore suited to a diJerent kind of
problem than the one presented in this paper.
This paper is structured as follows:
• Section 2 gives the problem speci6cation, and a simple 6rst algorithm.
• Section 3 presents the essential idea of greater shift distances while processing the
input text, as in the Boyer–Moore algorithm.
• Section 5 specializes the new pattern matching algorithm to obtain the Boyer–Moore
algorithm.
• Section 6 provides some data on the performance of the new algorithm versus the
GAC algorithm.
• Section 7 discusses some techniques for further improving the performance of the
algorithm.
• Section 8 presents the conclusions of this paper.
1.1. Mathematical preliminaries
In this section, we provide some of the de6nitions required for reading the rest of
this paper. We do not explicitly de6ne regular expression, since we will directly use
the regular languages they denote. As a representation of such regular languages, we
will use 6nite automata. For more on regular expressions and 6nite automata, see for
example [11].
Denition 1. A 6nite automaton (FA) is a 5-tuple (Q; V; ; I; F) where:
• Q is the 6nite set of states.
• V is the input alphabet.
• ∈Q×V →P(Q) is the transition function. There are, of course, other possible
signatures such as ∈P(Q)×V →P(Q), and we readily extend  in that way.
• I ⊆Q : I = ∅ is the nonempty set of initial (start) states.
• F ⊆ Q is the set of :nal states.
Note that we only consider automata which have no 	-transitions.
Denition 2. The left language of a state q, written
←
L (q), is the set of all words
spelled out on paths from an initial state to q.
Denition 3. Function suﬀ maps a string or a set of strings to the corresponding set
of suIxes (not necessarily proper, and including the empty string 	) of the string.
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Property 4. For languages A; B over V
suﬀ(A) ∩ B = ∅ ≡ A ∩ V ∗B = ∅:
Property 5. If A and B are languages over V and a∈V, then
V ∗A ∩ V ∗B = ∅ ≡ V ∗A ∩ B = ∅ ∨ A ∩ V ∗B = ∅
and
V ∗aA ∩ V ∗B = ∅ ≡ V ∗aA ∩ B = ∅ ∨ A ∩ V ∗B = ∅:
For a proofs of these properties, see [16].
Denition 6. Since we will be manipulating the individual symbols of strings, and we
do not wish to resort to such low-level details as indexing, we de6ne the following
four operators (all of which are in6x operators, taking a string on the left, a natural
number on the right, and yielding a string):
• w  k is the k min |w| left-most symbols of w.
• w  k is the k min |w| right-most symbols of w.
• w  k is the (|w| − k)max 0 right-most symbols of w.
• w  k is the (|w| − k)max 0 left-most symbols of w.
Property 7. For predicates P; P′ and integer function f we have the following two
properties:
(MIN i : P(i) ∧ P′(i) : f(i))¿ (MIN i : P(i) : f(i))max(MIN i : P′(i) : f(i));
(MIN i : P(i) ∨ P′(i) : f(i)) = (MIN i : P(i) : f(i))min(MIN i : P′(i) : f(i)):
Property 8. Given that universal quanti:cation over a :nite domain is short-hand
for conjunction, and existential quanti:cation over a :nite domain is shorthand for
disjunction, we have the following general properties (where P is some range predicate,
f is some integer function, and the ∀ and ∃ quanti:ed j is over a :nite domain):
(MIN i : (∀j :: P(i; j)) : f(i))¿ (MAX j :: (MIN i : P(i; j) : f(i)));
(MIN i : (∃j :: P(i; j)) : f(i)) = (MIN j :: (MIN i : P(i; j) : f(i))):
All of the algorithms presented in this paper are in the form of the guarded command
language—see [8,10].
2. Problem specication and a simple rst algorithm
We begin this section with a precise speci6cation of the regular language pattern
matching problem.
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Denition 9 (Regular pattern matching problem). Given a our alphabet V , an input
string S ∈V ∗, and regular language L ⊆ V ∗, establish postcondition
RPM : O = (∪ l; v; r : lvr = S : {l} × ({v} ∩ L)× {r}):
In the remainder of this paper, we will use language L instead of regular expression
E in order to make the algorithm derivation more readable. The encoding of set O is
precisely the same as was used in [19].
In this algorithm, the pre6xes (u) of S and the suIxes (v) of u are considered in
order of increasing length.2
Algorithm 2.1.
u; r := 	; S;
if 	∈L→O := {(	; 	; S)}
-
- 	 =∈L→O := ∅
;
do r = 	→
u; r := u(r  1); r 1;
l; v := u; 	;
if v∈L→O :=O∪{(l; u; r)}
-
- v =∈L→ skip
;
do l = 	 cand (l  1)v∈ suff(L)→
l; v := l  1; (l  1)v;
if v∈L→O :=O∪{(l; v; r)}
-
- v =∈L→ skip

od
od{ RPM }
The number of iterations of the inner repetition is O(|S| · ((MAXw :w∈L : |w|)min
|S|)). This is not the same as the running time, as we have not taken the cost of
operations such as 	∈L and v∈L into account. The implementation of guard con-
junct (l  1)v∈ suff(L) and expression v∈L (in the update of variable O) remain
unspeci6ed.
In order to make the algorithm more practical, we introduce a 6nite automaton.
2.1. A more practical algorithm using a :nite automaton
Since L is a regular language, we construct 6nite automaton M=(Q; V; ; I; F) ac-
cepting LR (the reverse language of L). The reverse is used, since we will be using
2 Other orders of evaluation can also be used. This order is only chosen so as to arrive at an algorithm
generally resembling the Boyer–Moore algorithm.
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automaton M to consider the symbols of substring v in right-to-left order instead of
left-to-right order; this is analogous to the way in which the reverse trie was used in
[5,6,19]. The transition function will be taken to have signature ∈P(Q)×V→P(Q).
We will not explicitly present the automaton here (except in the examples); we
assume that it was constructed (from regular expression E) by one of the well-known
algorithms, for example those presented in [11,14]. Since M has no 	-transitions, we
have the property that 	∈L≡ I ∩F = ∅.
We now make use of the automaton M . We introduce a new variable C (the ‘current
state’ set) ranging over P(Q) with the invariant
C = {q | q ∈ Q ∧ vR ∈ ←L(q)}:
String v is reversed in the conjunct since v is processed in reverse. Given this invariant,
the conditional conjunct of the inner repetition guard in Algorithm 2.1, (l1)v∈suff(L),
is equivalent to (C; l  1) = ∅. The new algorithm is
Algorithm 2.2.
u; r := 	; S;
if I ∩F = ∅→O := {(	; 	; S)}
-
- I ∩F = ∅→O := ∅
;
do r = 	→
u; r := u(r  1); r 1;
l; v; C := u; 	; I ;
if C ∩F = ∅→O :=O∪{(l; v; r)}
-
- C ∩F = ∅→ skip
;
{ invariant : u= lv ∧ C = { q | q∈Q ∧ vR ∈ ←L (q) } }
do l = 	 cand (C; l  1) = ∅→
l; v; C := l  1; (l  1)v; (C; l  1);
{ C ∩F = ∅≡ v∈L }
if C ∩F = ∅→O :=O∪{(l; v; r)}
-
- C ∩F = ∅→ skip

od
od{ RPM }
In order to make some of the derivations in subsequent sections more readable, we
de6ne some constants.
Denition 10. For each state q∈Q, we de6ne constant mq to be the length of a shortest
word in
←
L (q). De6ne m to be the length of a shortest word in L.
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Fig. 1. A 6nite automaton accepting the regular language LR = {b}{c}∗{db; ed}∪ {adb}.
Intuitively, mq is the length of a shortest path from a start state to state q in M , while
m is the length of a shortest path from a start state to any 6nal state in M . Note that,
if
←
L (q)= ∅ for some state q, then mq=+∞. We will, in fact, exclude the possibility
that
←
L (q)= ∅ by stipulating that all states q are reachable from a start state.
Example 11. As an example of a regular language pattern, and a corresponding 6-
nite automaton, consider the language L= {bd; de}{c}∗{b}∪ {bda} (over alphabet
V= {a; b; c; d; e}). In this case, an automaton M shown in Fig. 1 accepts the lan-
guage LR = {b}{c}∗{db; ed}∪ {adb}. Coincidentally, automaton M is a DFA. The left
languages of each of the states (for the automaton in Fig. 1) are as follows:
←
L(0) = {	};
←
L(1) = {a};
←
L(2) = {b}{c}∗;
←
L(3) = {ad} ∪ {b}{c}∗{d};
←
L(4) = {b}{c}∗{e};
←
L(5) = {adb} ∪ {b}{c}∗{db};
←
L(6) = {b}{c}∗{ed}:
Additionally, m=3, m0= 0, m1=m2= 1, m3=m4= 2, and m5=m6= 3. Language L
and automaton M will be used as our running example throughout this paper.
Within examples, we will use names (such as L, V , and M) to refer to the concrete
objects de6ned above, as opposed to the abstract objects used elsewhere in this paper.
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3. Greater shift distances
Upon termination of the inner repetition, we know (by the invariant of the inner
repetition) that C = { q | q∈Q ∧ vR∈ ←L(q) }. This implies (∀q : q∈C : vR∈
←
L(q)), and
equivalently
(∀q : q ∈ C : v ∈ ←L(q)R):
In a manner analogous to the Commentz-Walter and Boyer–Moore algorithm deriva-
tions in [17,19,14], this information can be used on a subsequent iteration of the outer
repetition to make a shift k of more than one symbol by replacing the assignment
u; r := u(r  1); r 1
by
u; r := u(r  k); r k:
In order to make use of this information (which relates v and C) on the 6rst iteration
of the outer repetition, we make the invariant of the inner repetition an invariant of the
outer repetition as well, by adding the (redundant) initialization l; v; C := u; 	; I before
the outer repetition: 3
Algorithm 3.1.
u; r := 	; S;
if I ∩F = ∅→O := {(	; 	; S)}
-
- I ∩F = ∅→O := ∅
;
l; v; C := u; 	; I ;
{ invariant: u= lv∧C = { q | q∈Q∧ vR∈ ←L(q) } }
do r = 	→
u; r := u(r  1); r 1;
l; v; C := u; 	; I ;
if C ∩F = ∅→O :=O∪{(l; v; r)}
-
- C ∩F = ∅→ skip
;
{ invariant: u= lv∧C = { q | q∈Q∧ vR∈ ←L(q) } }
do l = 	 cand (C; l  1) = ∅→
3 This does not change the nature of the algorithm, other than creating a new outer repetition invariant.
A similar initialization was added to the Commentz-Walter algorithm skeleton given in [19].
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l; v; C := l  1; (l  1)v; (C; l  1);
{ C ∩F = ∅≡ v∈L }
if C ∩F = ∅→O :=O∪{(l; v; r)}
-
- C ∩F = ∅→ skip

od
od{ RPM }
3.1. A more e?cient algorithm by computing a greater shift
We wish to use a shift distance which is possibly greater than 1 by replacing
the assignment u; r := u(r  1); r 1 by u; r := u(r  k); r k (for 16k). As with the
Commentz-Walter and Boyer–Moore algorithms, we would like an ideal shift distance—
the shift distance to the nearest match to the right (in input string S). Formally, this
distance is given by
(MIN n : 16 n 6 |r| ∧ suﬀ(u(r  n)) ∩ L = ∅ : n):
Any shift distance less than this is also acceptable, and we de6ne a safe shift distance.
Denition 12. A shift distance k satisfying
16 k 6 (MIN n : 16 n 6 |r| ∧ suﬀ(u(r  n)) ∩ L = ∅ : n)
is a safe shift distance. We call the upperbound (the quanti6cation) the maximal safe
shift distance or the ideal shift distance.
Using a safe shift distance, the update of u; r then becomes
u; r := u(r  k); r k:
In order to compute a safe shift distance, we will weaken predicate
suﬀ(u(r  n)) ∩ L = ∅
(which we call the ideal shift predicate) in the range of the maximal safe shift dis-
tance quanti6cation. This technique of using predicate weakening to 6nd a more easily
computed shift distance was used in [14,19]. The weakest predicate true yields a shift
distance of 1. We begin by 6nding a weakening of the ideal shift predicate which
is stronger than true, but still precomputable; later we will present precomputation
algorithms for the resulting approximation.
In the following weakening, we will 6rst remove the dependency (of the ideal shift
predicate) on l, then r, then v, leaving a weakening that only depends upon C and n
(and, of course, language L). The particular weakening that we derive will prove to
yield precomputable shift tables. Assuming 16n6|r| and the (implied) invariant
u = lv ∧ (∀q : q ∈ C : v ∈ ←L(q)R)
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we begin with the ideal shift predicate:
suﬀ(u(r  n)) ∩ L = ∅
≡ 〈invariant: u = lv〉
suﬀ(lv(r  n)) ∩ L = ∅
⇒ 〈discard lookahead to l: l ∈ V ∗; monotonicity of suﬀ and ∩〉
suﬀ(V ∗v(r  n)) ∩ L = ∅
⇒ 〈domain of r and n: n 6 |r|; so (r  n) ∈ Vn〉
suﬀ(V ∗vV n) ∩ L = ∅
≡ 〈Property 4〉
V ∗vV n ∩ V ∗L = ∅
⇒ 〈invariant: (∀q : q ∈ C : v ∈ ←L(q)R); monotonicity of ∩〉
(∀q : q ∈ C :V ∗ ←L(q)RVn ∩ V ∗L = ∅):
The predicate is now free of l; v; r and S and depends only on current state set C,
automaton M , and language L (and therefore E). The fact that it is free of r allows us
to drop the conjunct n6|r| from the quanti6cation giving the shift distance. We will
continue this derivation from the last line.
As in the Commentz-Walter algorithms, we could have weakened the predicate in
the above derivation to use one character of lookahead, l  1. With a single character of
lookahead, it seems particularly diIcult to arrive at easily precomputed shift functions,
and that approach is not pursued in this paper.
Forward reference 13. The fact that the language L and the languages
←
L(q) can be
in6nite (for a given q∈Q) makes evaluation of this predicate, (∀q : q∈C :V ∗ ←L(q)RVn
∩V ∗L = ∅), diIcult. In the following subsection, we will introduce the essential in-
gredient of this algorithm derivation, by deriving a more practical range predicate.
3.2. Deriving a practical range predicate
In order to further weaken the predicate in Forward reference 13 (and 6nd a more
easily computed weakening), we aim at 6nite languages Lq (corresponding to each
q∈Q) such that V ∗ ←L(q)R ⊆V ∗Lq and a 6nite language L′ such that V ∗L⊆V ∗L′. This
is the essential ingredient which reduces the shift functions from being in6nite (not
precomputable) to 6nite (which can be precomputed and tabulated). Possible de6nitions
of such languages are as follows.
Denition 14 (Truncation languages). De6ne the following languages (for all q∈Q)
Lq = suﬀ(
←
L(q)R) ∩ Vmq minm;
L′ = suﬀ(L) ∩ Vm:
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The de6nitions given here were chosen for their simplicity; other de6nitions are pos-
sible, but these particular ones lead to a generalization of the Boyer–Moore algorithm.
In the following property, we show that this de6nition of Lq satis6es the required
property.
Property 15 (Languages Lq). For all q∈Q
V ∗
←
L(q)R ⊆ V ∗Lq
and
V ∗L ⊆ V ∗L′:
Proof. We can see that the de6nition of Lq satis6es a required property by considering
a particular word w:
w ∈ ←L(q)R
⇒ 〈de6nition of mq : |w|¿ mq ¿ mqminm〉
(∃ x; y : w = xy : x ∈ V ∗ ∧ y ∈ suﬀ(←L(q)R) ∧ |y| = mqminm)
≡ 〈de6nition of ∩ and Vmq minm〉
(∃ x; y : w = xy : x ∈ V ∗ ∧ y ∈ suﬀ(←L(q)R) ∩ Vmq minm)
≡ 〈de6nition of Lq〉
(∃ x; y : w = xy : x ∈ V ∗ ∧ y ∈ Lq)
≡ 〈de6nition of concatenation of languages〉
w ∈ V ∗Lq:
We conclude that
←
L(q)R ⊆V ∗Lq. It follows that V ∗
←
L(q)R ⊆V ∗V ∗Lq, and (since
V ∗V ∗=V ∗) V ∗
←
L(q)R ⊆V ∗Lq.
A similar proof applies to the L; L′ case. Note that Lq and L′ (for all q∈Q) are
6nite languages.
Example 16 (Lq and L′). Given our running example, we can see that
L′ = {bda; bdb; deb; dcb; ecb; ccb}
and (for all states 0; : : : ; 6 in 6nite automaton M):
L0 = {	};
L1 = {a};
L2 = {b};
L3 = {da; db; cb};
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L4 = {eb; cb};
L5 = {bda; bdb; dcb; ccb};
L6 = {deb; ecb; ccb}:
We can continue our previous derivation of a useable range predicate, from Forward
reference 13.
(∀q : q ∈ C : V ∗ ←L(q)RVn ∩ V ∗L = ∅)
⇒ 〈Property 15〉
(∀q : q ∈ C : V ∗LqV n ∩ V ∗L′ = ∅)
≡ 〈existentially quantify over all w ∈ Lq〉
(∀q : q ∈ C : (∃w : w ∈ Lq : V ∗wVn ∩ V ∗L′ = ∅)):
We now have a usable weakening of the range predicate of the ideal shift distance.
Using Property 8, we can now proceed with our derivation (of an approximation),
beginning with the ideal shift distance:
(MIN n : 16 n 6 |r| ∧ suﬀ(u(r  n)) ∩ L = ∅ : n)
¿ 〈weakening of range predicate (see above); free of r; so drop n 6 |r|〉
(MIN n : 16 n ∧ (∀q : q ∈ C : (∃w : w ∈ Lq : V ∗wVn ∩ V ∗L′ = ∅)) : n)
¿ 〈Property 8—conjunctive (∀) min range predicate; |C| is 6nite〉
(MAX q : q ∈ C : (MIN n : 16 n ∧ (∃w : w ∈ Lq : V ∗wVn ∩ V ∗L′ = ∅) : n))
= 〈Property 8—disjunctive (∃) min range predicate; |Lq| is 6nite〉
(MAX q : q ∈ C : (MIN w : w ∈ Lq : (MIN n : 16 n ∧ V ∗wVn
∩V ∗L′ = ∅ : n))):
Note that we have only useful states in the automaton—meaning that for all q, Lq = ∅.
As a result, the outermost min quanti6cation cannot take the value +∞.
We now continue with the inner min quanti6cation above:
(MIN n : 16 n ∧ V ∗wVn ∩ V ∗L′ = ∅ : n)
= 〈Property 5〉
(MIN n : 16 n ∧ (V ∗wVn ∩ L′ = ∅ ∨ wVn ∩ V ∗L′ = ∅) : n)
= 〈Property 7; ∧ distributes over ∨〉
(MIN n : 16 n ∧ V ∗wVn ∩ L′ = ∅ : n)
min(MIN n : 16 n ∧ wVn ∩ V ∗L′ = ∅ : n):
The last step above is motivated to arrive at a form resembling the Commentz-Walter
shift functions d1 and d2, which we can now introduce.
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Denition 17. We de6ne two auxiliary functions d1, d2 ∈V ∗→N as
d1(x) = (MIN n : 16 n ∧ V ∗xV n ∩ L′ = ∅ : n);
d2(x) = (MIN n : 16 n ∧ xV n ∩ V ∗L′ = ∅ : n):
Since both d1 and d2 are only applied to elements of Lq (for all q∈Q), we could
have given their domains as (∪ q : q∈Q :Lq). In Section 4, we will give an even more
useful characterization of their domains.
Note that these functions are almost identical to those de6ned in [5,6,19]—only the
domains are diJerent.
Using the auxiliary functions, the last line of the derivation above can be written as
d1(w)min d2(w). The approximation of the ideal shift distance is then
(MAX q : q ∈ C : (MIN w : w ∈ Lq : d1(w)min d2(w))):
For readability, we de6ne another auxiliary function.
Denition 18. De6ne auxiliary function t ∈Q→N as
t(q) = (MIN w : w ∈ Lq : d1(w)min d2(w)):
Functions d1, d2 and t are easily precomputed as discussed in [14].
Using function t gives a shift distance of
(MAX q : q ∈ C : t(q)):
The 6nal algorithm (using function t and introducing variable distance for read-
ability) is
Algorithm 3.2 (Generalized Boyer–Moore algorithms).
u; r := 	; S;
if I ∩F = ∅→O := {(	; 	; S)}
-
- I ∩F = ∅→O := ∅
;
l; v; C := u; 	; I ;
{ invariant: u= lv∧C = { q | q∈Q∧ vR ∈ ←L(q) } }
do r = 	→
distance := (MAX q : q∈C : t(q));
u; r := u(r distance); r distance;
l; v; C := u; 	; I ;
if C ∩F = ∅→O :=O∪{(l; v; r)}
-
- C ∩F = ∅→ skip
;
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{ invariant: u= lv∧C = { q | q ∈ Q∧ vR ∈ ←L(q) } }
do l = 	 cand (C; l  1) = ∅→
l; v; C := l  1; (l  1)v; (C; l  1);
{ C ∩F = ∅≡ v∈L }
if C ∩F = ∅→O :=O∪{(l; v; r)}
-
- C ∩F = ∅→ skip

od
od{ RPM }
The precomputation of the various sets are considered in detail only in [18].
4. Characterizing the domains of functions d1 and d2
Since functions d1 and d2 are only applied to elements of Lq (for all q∈Q), their
signatures can be taken as d1; d2 ∈ (∪ q : q∈Q : Lq)→N. In order to make the precom-
putation of the functions easier, we need a diJerent characterization of their domains.
To do this in a simple manner, we require that, for every state q in M , there is a
path from q to a 6nal state in M . Most 6nite automata construction algorithms build
automata with this property. This property implies another property of M which will
prove to be more directly useful.
Property 19. From the de:nition of usefulness of state it follows that
(∀q : q ∈ Q : ←L(q) ⊆ pref(LR)):
From the property above, and the domains of d1 and d2, we can restrict the domains
of d1 and d2 as follows (for all q∈Q):
Lq
= 〈de6nition of Lq〉
suﬀ(
←
L(q)R)∩Vmq minm
⊆ 〈Property 19; monotonicity of suﬀ〉
suﬀ(pref(LR)R)∩Vmq minm
= 〈pref and suﬀ are duals; reverse is its own inverse〉
suﬀ(suﬀ(L))∩Vmq minm
= 〈idempotence of suﬀ〉
suﬀ(L)∩Vmq minm
⊆ 〈mqminm 6 m; w ∈ Vmq minm ⇒ w ∈ suﬀ(Vm)〉
suﬀ(suﬀ(L)∩Vm)
= 〈de6nition of L′〉
suﬀ(L′):
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Given this property (of each Lq), we can restrict the domain of functions d1 and d2 so
that d1; d2 ∈ suff(L′)→N. Since |L′| is 6nite, then |suff(L′)| is 6nite as well. Notice
that this new signature (for d1 and d2) corresponds to that given in [5,6,19], with
(6nite) keyword set L′ in place of keyword set P.
Example 20. In our running example, where
L′ = {bda; bdb; deb; dcb; ecb; ccb};
we have
suﬀ(L′) = {	; a; b; da; db; eb; cb; bda; bdb; deb; dcb; ecb; ccb}:
Given the de6nitions of d1; d2, we can compute the two functions:
w 	 a b da db eb cb bda bdb deb dcb ecb ccb
d1(w) 1 +∞ 2 +∞ +∞ +∞ +∞ +∞ +∞ +∞ +∞ +∞ +∞
d2(w) 3 3 2 3 2 2 2 3 2 2 2 2 2
Example 21 (Function t). In our running example, we obtain the following values for
function t (given the values of Lq for all states q, and functions d1 and d2): t(0)= 1,
t(1)= 3, t(2)= 2, t(3)= 2, t(4)= 2, t(5)= 2, t(6)= 2.
5. Specializing the pattern matching algorithm
By restricting the form of the regular expression patterns, we can specialize the pat-
tern matching algorithm to obtain the Boyer–Moore and the Commentz-Walter algo-
rithms. In this section, we specialize to obtain a variant of the Boyer–Moore algorithm
that does not use a lookahead symbol.
To obtain the single-keyword pattern matching problem, we require that L be a
singleton set; that is L= {p}, a language consisting of a single keyword.
We can now give a 6nite automaton accepting LR.
Denition 22. We de6ne deterministic 6nite automaton
M = (suﬀ(p); V; *; {	}; {p}):
The states are elements of suff(p). We de6ne deterministic transition function *∈
suff(p)×V → suff(p)∪{⊥} (the special value ⊥ denotes an unde6ned transition) as
*(w; a) =
{
aw if aw ∈ suﬀ(p);
⊥ otherwise:
Given function *, we have (for every state w∈ suff(p)):
←
L(w) = {wR}:
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Automaton M is deterministic, and the current state-set variable (C in the algorithm)
is always a singleton set; call it state w∈ suff(p). Since ←L(w) is a singleton set
and |w|6|p|, we have mw = |w| and Lw =
←
L(w)R = {w}. Additionally, since m= |p|,
L′=L= {p}. Clearly, we have Lw ⊆ suff(L′)= suff(p). Function t is given by t(w)=
d1(w)min d2(w). The shift distance will then be d1(w)min d2(w) in the update of vari-
ables u, r. Elements of suff(p) (in particular, current state variable w) can be encoded
as integer indices (into string p) in the range [0; |p|]. By making use of this encoding,
and changing the domain of the variables u, r and functions d1, d2 to make use of
indexing in input string S, we obtain (one variant of) the Boyer–Moore algorithm. The
Commentz-Walter algorithm can similarly be obtained as a specialization.
6. The performance of the algorithm
Empirical performance data was gathered by implementing this algorithm in a grep-
style pattern matching tool, running under Unix (on a Sun SPARC 1+) and MS-Dos.
On each run, the new algorithm was used in addition to the generalized Aho–Corasick
algorithm, which constructs a 6nite automaton accepting the language V ∗L. (For both
the GAC and the new algorithms, only deterministic 6nite automata were used. The
time required for precomputation was not measured, but for both algorithms it appeared
to be negligible compared to the time required to process the input string.) In the cases
where m¿6 (the length of the shortest word in L is at least 6), and |L′|618, this new
algorithm outperforms the GAC algorithm. These conditions held on approximately
35% of our user-entered regular expression patterns.
In the cases where the new algorithm outperformed the traditional one, the diJerences
in execution speed varied from a 5% improvement to a 150% improvement. In the cases
where the new algorithm was outperformed, its execution speed was never less than
30% of the execution speed of the traditional algorithm.
The conditions for obtaining high performance from the new algorithm (m¿6∧ |L′|
618) can easily be determined from automaton M . In a grep-style pattern matching
tool, the automaton M can be constructed for language LR. If the required conditions
are met, the Boyer–Moore-type pattern matcher presented in this paper is used. If
the conditions are not met, M can be reversed (so that it accepts language L), and
converted to an automaton accepting V ∗L. The GAC algorithm can then be used.
7. Improving the algorithm
In this section, we brieQy consider two approaches to improving the expected perfor-
mance of the algorithm. In the 6rst approach, we consider the use of a right lookahead
symbol, to improve the shift distance. In the second approach, we consider how the
choice of a particular FA can aJect the shift distance.
The use of a right lookahead symbol was 6rst discussed, in the context of the
Commentz-Walter algorithm, in [19,14]. Had we retained a single symbol of right
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Fig. 2. Improved automaton, equivalent to the one shown in Fig. 1.
lookahead in this paper, we would have arrived at the weakening
(∀q : q ∈ C : V ∗ ←L(q)R(r  1)Vn−1 ∩ V ∗L = ∅)
in place of
(∀q : q ∈ C : V ∗ ←L(q)RVn ∩ V ∗L = ∅)
in the derivation given after De6nition 12. The introduction of sets Lq and L′ would
remain unchanged, yielding the weakening
(∀q : q ∈ C : (∃w : w ∈ Lq : V ∗w(r  1)Vn−1 ∩ V ∗L′ = ∅))
in place of the one given after Example 16. We could then use the same techniques
as used in [19] to introduce an auxiliary function and give a new shift distance which
uses this right lookahead symbol. This is left to the reader.
Another possible technique for improvement in the algorithm involves the following
observation: it follows from the de6nition of function t (De6nition 18) that smaller
sets Lq can lead to greater shift distances. Consider the 6nite automaton used in the
examples—see Fig. 1. In that automaton we will consider two states in particular: 3
and 5. We see that L3= {da; db; cb}, L5 = {bda; bdb; dcb; ccb}, t(3)= 2, and t(5)= 2
(see Examples 16 and 21). The relatively low shift distance for state 3 is due to the
fact that it is not possible to tell (without modifying the algorithm) from the state
number (3) whether the most recent in-transition was from state 1 or state 2.
If we were to split states 3 and 5, producing two new states 3′ and 5′, we would
obtain the FA shown in Fig. 2. In this new automaton, we have the following changes:
L3 = {da}, L3′ = {db; cb}, L5 = {bda}, and L5′ = {bdb; dcb; ccb}. Correspondingly, the
shift function is changed to t(3)= t(5)= 3 and t(3′)= t(5′)= 2. Using this alternative
automaton, when in state 3 or state 5, the resulting shift is 3 symbols instead of 2.
In order to take advantage of this type of improvement, it is necessary to use 6nite
automata which distinguish as much as possible between diJerent strings in their left
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languages (as in the way we split state 3 to distinguish between the two in-transitions
in the original automaton). The tradeoJ is that the alternative automaton requires more
storage space. It would be interesting to know quantitatively what the tradeoJs are
between automaton size and shift distances.
8. Conclusions
We have achieved our aim of deriving an eIcient generalized Boyer–Moore type
pattern matching algorithm for regular languages. The stepwise derivation began with
a simple, intuitive 6rst algorithm; a 6nite automaton was introduced to make the im-
plementation practical. The idea of shift distances greater than one symbol (as in the
Boyer–Moore and Commentz-Walter algorithms) was introduced. The use of predicate
weakening was instrumental in deriving a practical approximation to the ideal shift
distance.
Using a structural property of 6nite automata, the approximation was shown to be the
composition of several functions—the Commentz-Walter shift functions; an algorithm
computing these functions has previously been derived with correctness arguments in
[19].
A Boyer–Moore algorithm was derived as a special case of our algorithm, showing
our algorithm to be a truly generalized pattern matching algorithm.
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