iMOST: Intelligent Motion-Sensing Approaches for Tracking Emotion by Choi, Sarah
IMOST: INTELLIGENT MOTION-SENSING APPROACHES FOR TRACKING
EMOTION
A ThesisINComputer Science
Presented to the Faculty of the Universityof Missouri–Kansas City in partial fulfillment ofthe requirements for the degree
MASTER OF SCIENCE
bySARAH CHOI
B.S., Chungnam National University, 2015
Kansas City, Missouri2018
§c 2018
SARAH CHOI
ALL RIGHTS RESERVED
IMOST: INTELLIGENT MOTION-SENSING APPROACHES FOR TRACKING
EMOTION
Sarah Choi, Candidate for the Master of Science Degree
University of Missouri–Kansas City, 2018
ABSTRACT
The aged, minor, and disease members often find it hard to express themselves.
They are not fully aware of their need for any help or how to ask for help. The lack of
communication ability decreases the quality of life and endangers the life of those
members. The purpose of iMOST (Intelligent Motion-Sensing Approaches for Tracking
Emotion) is to track the caretaker’s emotion in time by harnessing lightweight gait
monitoring devices. In this thesis, we identified several tracking case scenarios for
dementia patients and proposed a couple of efficient event detection algorithms. We
performed feasibility tests by using conventional sensors such as IMU (Inertial
Measurement Unit) sensor and smart phone apps. We identified several specific actions
commonly happened to patients and gathered data from the field experiments. We
analyzed the gait data, proposed efficient real-time algorithms for identifying the
emotional status, and finally compared the performance and usability of each algorithm.
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CHAPTER 1
INTRODUCTION
The norm of our societal life consists of various communication methods among
the members. However, the aged, minor, and disease members (caretakers) often find it
hard to express themselves. They are not fully aware of their need for any help or how
to ask for help (i.e., lost and wandering). Hence, many community members nearby
cannot help. For example, one of the big concerns is diseases, such as dementia, autism,
Down’s syndrome. Seven in 10 people with dementia will wander. 50 percentile people
with autism will wander. Hence, they need to have caregiver’s full attention the whole
day. They are often advised to move into assisted living facilities. Most of the existing
recovery approaches assume that a few designated caregivers have full responsibility for
them. The lack of communication decreases the quality of life for both caregivers and
caretakers as well as endangers the life of caretakers.
The main objective of iMOST (Intelligent Motion-Sensing Approaches for Track-
ing Emotion) is to track the caretaker’s emotion in time by harnessing lightweight gait
monitoring devices. For example, if symptoms such as shaking hands or feet, spacing out,
and repeating the same motion suddenly come, it is the very moment that they have to be
taken care of when such symptoms begin. But they cannot appropriately and timely express
to caregivers about their situation. To overcome such limitations, iMost provides a solution
of sensing the patient’s motions and emotional or physical status automatically
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and sending notices to the patient’s family or caregivers in time for proper treatments. In
this thesis, we identified several tracking case scenarios for dementia patients and pro-posed
a couple of efficient event detection algorithms. We could observe that patients who have
dementia show repetitive patterns of motions such as keep walking in a circle, shaking their
hands and leg. We assumed these motions as emotional or physical status. We categorized
these repetitive motions into three categories: repetitive whole body mo-tions, repetitive
specific body motions, and idle motion. The latter has two specific body motions: one on
hands and the other on legs. Finally, dementia patients commonly show a motion of sitting
in a chair and lowering their heads still. We call this motion as IDLE status. And this
motion can aggravate dementia. We categorized IDLE as a motion that needs to detect. To
detect these motions, we built an IMU based tracking system. After attaching IMUs on the
body of interests, motions are observed and various data from IMU are collected. We
performed feasibility tests by using conventional sensors such as IMU (Inertial
Measurement Unit) sensor and smart phone apps. We identified several specific actions
commonly happened to patients and gathered data from the field experiments. We analyzed
the gait data, proposed efficient real-time algorithms for identifying the emo-tional status,
and finally compared the performance and usability of each algorithm.
This thesis consists of the introduction, related work, iMost system architecture,
iMost implementation, performance evaluation, and conclusion. The rest of chapter 1
describes dementia and background information of smart wearable sensors. Chapter 2
provides an analysis of related work. We propose iMost system architecture and motion
sensing algorithms in chapter 3. The implementation and performance evaluation results
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are described in chapter 4. Finally, we conclude our work in chapter 6.
1.1 Background
1.1.1 Dementia Overview
Dementia is a general term for a decline in mental ability severe enough to in-
terfere with daily life. Memory loss is an example. Dementia is an overall term that
describes a group of symptoms. Alzheimer’s is the most common type of dementia. As
shown in Figure 1, according to the recent surveys, more than 5 million Americans are
living with Alzheimer’s. More than 15 million Americans provide unpaid care for
people with Alzheimer’s or other Dementia. In 2016 these caregivers provided an
estimated 18.2 billion hours of care valued at over 232 billion [1].
Symptoms of dementia can vary greatly. But the most common type of symptoms is
loose of memory, impaired in communication and language, and behavior change. De-
mentia symptoms are occasional and depending on a person and one’s status. Figure 2
illustrates the types of dementia. Alzheimer’s disease takes the majority of 60%, followed
by Vascular Dementia of 25%, and Lewy Body Dementia of 15%. Alzheimer’s disease is
irreversible and destroys brain cells, causing thinking ability and memory to deterio-rate.
Alzheimer’s disease is not a normal part of aging. Dementia with Lewy bodies is a
neurodegenerative condition linked to abnormal structures in the brain. Mixed dementia
refers to a diagnosis of two or three types occurring together. For instance, a person may
show both Alzheimer’s disease and vascular dementia at the same time. The presence of
Lewy bodies also marks Parkinson’s disease. Although Parkinson’s is often considered a
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Figure 1: Ages of people with Alzheimer’s Dementia in US, 2017
disorder of movement, it can also lead to dementia symptoms. To assist the dementia
patients, 16.1 million Americans provide unpaid care for people with Alzheimer’s or
other Dementia. These caregivers provided an estimated 18.4 billion hours of care
valued at over 232 billion. Alzheimer’s takes a devastating toll on caregivers. Compared
with caregivers of people without dementia, twice as many caregivers of those with
demen-tia indicate substantial emotional, financial and physical difficulties. The most
important requirement from caregivers and patient’s family is to know the patient’s
situation (in-cluding location and emotional status) in time even when they are away.
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Figure 2: Dementia Types
1.1.2 Smart Wearable Sensors
Smart wearable sensors are utilized in the various fields. Sports management is one
of the fields which is using smart wearable sensors very well. Athletics wear smart wearable
sensors during their practice and store their movement data. Analyzing these data has
infinite potentials for the athletic. The goals of connected smart wearable sen-sors are
classified into four stages. The first stage is motion sensing. Second is motion classification.
Motion evaluation comes at the third stage. Personal exercising data are generated as a
result at the final stage. By this personal data, more accurate practice plan can be
established. These approaches can be very useful in the medical field. Especially, since
dementia symptoms are depending on a person and one’s status, analyzing patientaˆs
personal movement data enables more customized and accurate individual care possible.
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CHAPTER 2
RELATED WORK
A full review of general purpose sensing is beyond the scope of this thesis. How-
ever, to help understand the proposed application landscape, we have surveyed a variety
of sensing methods and compared with our solution. Depending on the purpose of sens-
ing, sensors can be categorized into special purpose and general purpose. For the range
of sensor deployment, it can be either single or distributed. We can also group direct or
indirect sensing according to its sensing methods.
Special purpose sensing: The most well-known sensing method is to use a sin-gle
sensor to monitor a single facet of an environment. For example, in UpStream [10] and
WaterBot [11], a microphone is affixed to a faucet so that water consumption can be
inferred (which in turn is used to power behavior changing feedback). Similarly, effi-cient
management of HVAC has been demonstrated through room-level temperature [12] and
occupancy sensors [13]. There are also various medical purpose sensors such as location
devices to track loved ones who wander, balance detector sensor for elder pa-tients who
have potential risk of falling over, and Apple’s recently released Smart Watch 4 that
equipped with fall detection, emergency SOS and heart rate monitor capabilities. The main
advantage of special-purpose sensors is its robustness for well-defined, low-dimensional
sensing problems, such as occupancy sensing and automatically opening
6
doors. However, this relationship is inherently a one-sensor to one-sensed-facet rela-
tionship (i.e., one-to-one; Figure 1, bottom left quadrant). For example, an occupancy
sensor can only detect occupancy, and a door ajar sensor can only detect when a door is
open. There is no notion of generality; each desired facet is monitored by a specific and
independent sensor.
General purpose sensing: The ideal sensing approach occupies the top-left of
our taxonomy, wherein one sensor can enable many sensed facets, and more
specifically, beyond any one single instrumented object. This one to-many property is
challenging, as it must be inherently indirect to achieve this breadth. The ultimate
embodiment of this approach would be a single, omniscient sensor capable of digitizing
an entire building. Computer vision has come closest to achieving this goal. Cameras
offer rich, indirect data, which can be processed through e.g., machine learning to yield
sensor-like feeds. There is a large body of work in video-based sensing (see e.g.,
[14,15,16]). Achieving human-level abstractions and accuracy is a persistent challenge,
leading to the creation of mixed CV- and crowd-powered systems (e.g., [17,18,19]).
Single vs. Distributed sensing: It is also possible to deploy many sensors in an
environment, which can be networked together, forming a distributed sensing system
[20]. This approach can be used to enlarge the sensed area (e.g., occupancy sensing across
an entire warehouse) or increase sensing fidelity through complementary readings (e.g.,
seismic events [21,22]). The distributed sensors can be homogeneous [23] (e.g., an array of
identical infrared occupancy sensors) or heterogeneous (i.e., a mix of sensor types)
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[24,25,26]. Also, the array can sense one facet (e.g., fire detection) or many (e.g., appli-
ance use). A home security system is a canonical example of a heterogeneous
distributed system, where door sensors, window sensors, noise sensors, occupancy
sensors and even cameras work together for a singular classification: is there an intruder
in the home? This is a many-to-one scheme. Conversely, for example, Tapia et al. [24]
use a homogeneous array of 77 magnetic sensors to detect object interactions throughout
an entire house, and thus is a many-to-many scheme. A distributed sensing system, as
one might expect, is highly dependent on the quality of its sensor distribution.
Achieving the necessary sensor saturation often implies a sizable deployment, perhaps
dozens of sensors for even a small context, like an office. This can be costly. Sensors
often cost $30 or more, even small deployments can become unpalatable for consumers.
Moreover, as the number of sen-sors grow, there is a danger of becoming invasive in
sensitive contexts such as the home [27,28,29,24].
Direct vs. Indirect sensing: Many of the aforementioned systems utilize direct
sensing, that is, a sensor that physically couples to an object or infrastructure of interest. For
example, most window sensors need to be physically attached to a window. This approach
is popular as it generally yields excellent signal quality. However, powering such sensors
can be problematic, as most objects do not have power outlets. Instead, such systems rely on
batteries, which must be periodically recharged [30,28,31,32,24,26]. Other systems avoid
this by requiring access to a power outlet [33,34], though this limits possible sensor
locations or requires cords be run across the environmentaˆneither of which is desirable.
Fortunately, it is also possible to sense state and events indirectly, without
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having to physically couple to objects. For example, work by Kim and colleagues [35]
explored sensing of appliance usage with a sensor installed nearby. When an appliance
is in different modes of operation (e.g., refrigerator compressor running, interior lights
on or off), it emits characteristic electromagnetic noise that can be captured and
recognized. Similarly, Ward and colleagues [36] were able to recognize tool use in a
workshop through acoustic sensing. Indeed, many sensors are specifically designed for
indirect sensing, including non-contact thermometers, rangefinders, and motion sensors.
Overall, indirect sensing allows for greater flexibility in placement, often allowing
sensors to be better integrated into the environment or even hidden, and thus less
aesthetically and socially obtrusive. Ideally, it is possible to relocate to a nearby wall
power outlet, eliminating the need for batteries. However, this typically comes at the
cost of some sensing fidelity aˆ the further you move away from an object or area of
interest, the harder it becomes to sense and segment events. Moreover, some sensors
require line-of-sight, which can make some sensor placements untenable.
Alive Inside: A Story of Memory and Music, directed by Michael Rossato-
Bennet, is a moving multifaceted documentary about music’s ability to awaken seniors
with Alzheimer’s disease and other debilitating types of dementia. It shows about IDLE
status of Alzheimeraˆs disease patients. And also shows effect of music to relieve IDLE
status and how it has a positive effect on patients.
Our proposed system represents a mixture of the above categories. We can identify
it as a special purpose for medical application but the characteristics of the sensor is semi-
general in the sense that it tries to monitor more than one facet. It detects motions,
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directions, etc. It can also be a single or distributed sensing system depending on the
number of deployment to the patients. It can be either direct or in-direct depending on
the position of the sensor and its sensing coverage. For example, if a sensor is
positioned in an ankle of the patient and monitor the whole leg motions, it plays a role
of in-direct sensing. If it monitors only the monition of foot, it is direct sensing.
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CHAPTER 3
IMOST ARCHITECTURE AND SENSING ALGORITHMS
In this chapter, we present the architecture of iMOST and describe our
implemen-tation of iMost prototype system components including iMost sensor device,
detection algorithms, iMost applications, and iMost server.
3.1 iMost System Architecture and its Components
As illustrated in Figure 3, iMost system is composed up with four functional en-
tities: sensor device, patient mobile application, iMost server, and caregiver mobile ap-
plication. The first functional entity is a sensor device attached on a patient. It collects
various motions of the patient, performs initial simple analysis and sends them to patient
mobile applications for further complex processing. It keeps running and observing data
from the patients. Sensing algorithms in the device detect the target motions. When the
target motions are detected, the sensor device sends them to the mobile application in the
patient’s mobile device through BLM signal. The mobile application, which is the second
functional entity, provides the status of the patient in three different alert levels: green,
yellow, or red. It also sends the patient information to an iMost server to store which is the
third functional entity. It receives information from the patient mobile applications and
provides alerts and other information to a patientaˆs caregiver. Finally, a forth functional
entity, a caregiver mobile application, receives push alert messages from the iMost server
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when it receives a new signal from iMost sensors.
Figure 3: iMOST Architecture of front-end service
3.1.1 iMost Sensor Device
The main functionality of the sensor device is to detect various motions of the
patients. The detection analysis is done by the detection algorithms installed in the
device. More specifically, the device observes accelerometer and gyroscope data in real
time. These data is used as an input value of the algorithm. The algorithm of each target
motion senses the status of patient movement in 3 alert levels: green, yellow, and red
alert. Then, it sends BLE signal to the patientaˆs mobile application in each level. Note
that raw sensor data doesn’t leave the sensor device.
Figure 4 shows the sensor device. It uses the SparkFun Esp32 / Motion Shield
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Figure 4: iMOST Sensor Device
as a sensor board. The SparkFun ESP32 Thingis a development platform for Expressoaˆs
ESP32. The ESP32 is a WiFi-compatible and also supports Bluetooth for low-energy
communications. The ESP32’s power and versatility is one of the strong point to be used as
the sensor board. The SparkFun ESP32 Thing Motion Shield is a versatile, motion-sensing
addition to the ESP32 Thing. With the Motion Shield’s onboard LSM9DS1 IMU, small
movement changes can be easily detected, while larger movements and time trav-eled can
be detected with the addition of a GPS module via a large JST port. In addition, a microSD
card slot is supported to log large amount of data. The LSM9DS1 is one of only a handful of
ICs that can measure three key properties of movement, angular ve-locity, acceleration and
heading in a single IC. The LSM9DS1 measures each of these movement properties in three
dimensions. That means it produces nine pieces of data:
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acceleration in x/y/z, angular rotation in x/y/z and magnetic force in x/y/z. An inertial
measurement unit (IMU) is an electronic device that measures and reports a body’s spe-
cific force, angular rate, and sometimes the magnetic field surrounding the body, using a
combination of accelerometers and gyroscopes, sometimes also magnetometers. By
IMU which is attached in the LSM9DS1, system can get the sensor data. IMUs are
typically used to maneuver aircraft, including unmanned aerial vehicles (UAVs), among
many oth-ers, and spacecraft, including satellites. Recent developments allow for the
production of IMU-enabled GPS devices. An IMU allows a GPS receiver to work when
GPS-signals are unavailable, such as in tunnels, inside buildings, or when electronic
interference is present. We implemented the algorithms for detecting the patientaˆs
motions and embed-ded in the sensor device. Development environment to implement
these iMost sensing algorithms is Arduino IDE. The programming languages used to
implement them are C/C++.
3.1.2 Mobile Applications
Patient’s Application: For using application every patient needs to sign up one’s
account in first time. In each account, it contains the basic information of patient and
patient’s caregiver. The patient’s application and caregiver’s application needs to finish
pairing to register caregiver’s information. The application receives patient’s symptom
status data from the patient’s device by Bluetooth. The application also works as a bridge
between the sensor device and the server. Arranged patient’s data stores to the server by
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the application. The application also gives an alert to caregiver by the caregiver’s appli-
cation alert or email or text message when target motion detected in patient’s application.
Also the application stores the patient’s symptom history and always can reviewed. The
mobile application runs in the Samsung Note3 device and it is android target application. As
shown in Figure 5, this application’s target SDK version is 26 and minimum SDK ver-sion
is 23. The patient’s mobile application is implemented by android studio with the java
language. The main page contains four target motions and four statuses of the movement.
Also, when click the history button, the application will move to the patient’s symptom
history page. In the history page, user can see history of one’s symptom. It shows date, time
information and the kind of the symptom and which status was observed.
Figure 6 shows the sign-up page. After click submit button, it will send all user’s
information to the iMost server. After sign up, one’s symptom information will stored
under the account. It will also ask pairing with patient’s caregiver.
Family, Caregiveraˆs Application: A caregiver’s application is connected to the
patient account. The application receives the alert when the connected patient application
sends alert. The application shows patient’s symptoms in 3 phases, normal (green) /cau-tion
(yellow) /alert(red). Also the application shows history of the patient’s symptoms.
3.1.3 iMost Server
iMost Server is using the firebase database platform which is a cloud-hosted database
service from the google. The firebase Real-time Database is a cloud-hosted database. The
firebase provides user friendliness for the application developers and, thus, offers APIs for
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Figure 5: Patient’s mobile application format
the android studio and iOS, JavaScript SDKs. It stores data in JSON format. Since we are
working on a proof-of-concept system for this thesis, we decided to utilize the firebase to
store patients’ information and disease history as an experimental solution. Currently iMost
server only stores the information about date, time, and patient’s symptoms col-lected from
the sensor devices but raw data processing is executed in the sensor device. As a future
work, we are going to enhance iMost server capability to provide advanced
16
Figure 6: Patient’s mobile application sign-up
analytics based on machine-learning technology. To support such an objective, a more
scalable and high performance server platform is required. Such a server platform can be
used for the deployment in the real field. As presented in Figure 7, iMost server is using the
Firebase which is a cloud-hosted database service by Google. The firebase platform uses the
data format of JSON for the stored patient’s and caregiver’s information. Each
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user information is stored and its ID is a user name. When a patient’s symptom event
hap-pens, it is also stored under that patient ID. It also keeps track of the patient’s
symptom event history. The user information includes caregiver’s information as well.
Patient and patient’s caregiver application can be synchronized by checking the
caregiver information in database.
Figure 7: Architecture of data saved in database
3.1.4 Information on Data Collected from the Sensors
Accelerometer: As shown in Figure 8, An accelerometer is a device that mea-
sures proper acceleration. Proper acceleration, being the acceleration (or rate of change
of velocity) of a body in its own instantaneous rest frame, is not the same as coordinate
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acceleration, being the acceleration in a fixed coordinate system. For example, an ac-
celerometer at rest on the surface of the Earth will measure an acceleration due to Earth’s
gravity, straight upwards (by definition) of g = 9.81 m/s2. By contrast, accelerometers in
free fall (falling toward the center of the Earth at a rate of about 9.81 m/s2) will measure
zero. A gyroscope is a device used for measuring or maintaining orientation and angular
velocity. It is a spinning wheel or disc in which the axis of rotation is free to assume any
orientation by itself. When rotating, the orientation of this axis is unaffected by tilting or
rotation of the mounting, according to the conservation of angular momentum.
Figure 8: Gyroscope axes
Figure 9: Principal axes
Principal axes: As illustrated in Figure 9, The vertical axis (yaw) has its origin
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at the center of gravity and is directed towards the bottom of the device, perpendicular
to the wings and to the fuselage reference line. Motion about this axis is called yaw.
Lateral axis (pitch, also called lateral or transverse axis) has its origin at the center of
gravity and is directed to the right, parallel to a line drawn from wingtip to wingtip.
Motion about this axis is called pitch. Longitudinal axis (roll or longitudinal axis) has its
origin at the center of gravity and is directed forward, parallel to the fuselage reference
line. Motion about this axis is called the roll.
3.2 iMost Detection Algorithms
iMost detection algorithms perform its analysis based on the motions derived from
four representative dementia patient’s movements. The first movement is whole-body
movement which is also called gait analysis. It tracks a patientaˆs movement and distin-
guishes several kinds of walking patterns, such as quick pace, walking in a circle, and
normal walking. We derived one algorithm which can detect walking in a circle by ex-
periments. Experiments were performed through the sensor device which is attached in a
foot ankle. Second movement is specific hand motions, which is known as hand tremor.
Hand tremor is one of very common symptoms for dementia patients. We derived two
algorithms for this movement, the first algorithm examines whether max peek voltage value
regularly exceeds the threshold value or not. This algorithm can successfully detect the
movement. But, for higher accuracy, we developed a second algorithm which checks both a
max peek voltage value and peek-to-peek voltage value that meets the threshold value. We
also experimented to come up with a satisfactory algorithm by attaching the
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sensor device at wrist. Third movement is specific leg motions, which is known as leg
tremor. We expected that the leg tremor has a similar behavior with the hand tremor.
However, it showed very different results in comparison with the hand tremor when we
actually performed experiments. Also, we tried two different parts of the body to attach the
sensor devices: knee and ankle. Finally, we came up with one algorithm to detect this
movement. It also considers both a peak voltage threshold and a peak-to-peak voltage
threshold concurrently. The last movement is IDLE, whose status means spending time with
doing nothing. When patients go to IDLE status, usually their head dropped more than
certain angle and kept hold in a same pose for a certain period of time. We came up with
one algorithm for this movement as well. The algorithm catches the drop of head for more
than the threshold angle and observes if idle holding time exceeds the thresh-old time. If the
condition is satisfied, it detects movement successfully. In the following sub-sections, we
first describe details on the data which is used in our experiments and al-gorithms. Then
experiments that performed for deriving algorithms are detailed. Finally, we explain each
algorithm with the associated implementation.
3.2.1 Algorithm for the repetitive whole-body motion
In realistic situation, walking in a circle shows in various patterns by patients.
But because of the limitation of experiment condition, we made an assumption about the
target motion as an ideal round walk. Finding the walking pattern from accelerometer is
the first phase. And if we find that the heading value for angle varies from 0 to 360 as a
second phase, it is considered that is the target motion is detected.
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3.2.2 Algorithm for the Specific Hand Motions
Figure 10: Hand Tremor Algorithm 1
The first algorithm of the specific hand motions consists of three phases to detect
the target motion. The first phase is called Trigger. It’s the stage which let the device to
know it’s the starting point to observe patient’s movement pattern. If the time between
peak to peak is more than 200 ms, it means that the trigger is on. As illustrated in Fig-
ure 10, the green area is a trigger. The second phase is called Yellow Alert. We define
this stage when the peak count becomes more than 8 within 2 seconds from the trigger.
It is very close to the target movement. The last stage is Red Alert. We defined this
stage when the peak count becomes more than 20 within 5 seconds from the trigger, we
conclude the patient’s movement as the target motion when the red alert occurs. This
algorithm, however, has a weakness. If the threshold goes higher than the sensor value,
the device will recognize it as a trigger off status. This causes a significant problem in
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terms of the accuracy of the algorithm. To overcome this problem, we introduced
another algorithm which ensures better accuracy.
3.2.3 Algorithm implementation for specific hand motions algorithm 1
We saved old acc x,y,z values and current acc x, acc y, and acc z values. When acc z
value goes higher than the threshold value, we set it as a peak start value. And if there
already is the peak start value which saved, move that value into old peak start. Also, we
saved the peak end value. So, we have start and end of peak value which is higher than the
threshold. And then we get the time gap between the peak to the next peak. If that trigger
gap is longer than 150 milliseconds, it means that the trigger is on. It’s the first phase of our
algorithm 1, the moment when system starts to catch the patient’s hand tremor. After the
trigger is on, if trigger is still on and also peek shows more than 8 times within 20000
milliseconds, it means yellow alert. 8 times in 20000 milliseconds is another threshold value
for decide it is hand tremor or not. If time goes more than 20000 milliseconds from trigger
on and peeks are less than 8, it means it is false positive trigger. So we will turn off the
trigger. When the trigger and yellow alert is on, we will see is it red alert or not. It peeks
show more than 20 times in 50000 milliseconds from trigger time, it’s red alert. It’s
checking that is it still showing same pattern what we happened in yellow alert phase until 3
seconds go more. So finally, when the hand tremor pattern shows more than total 5 seconds
from trigger on, we define it as a hands tremor situation of patient. So, sensor device shows
light alert and also send the message about the patient’s situation to the patient’s mobile by
BLE. Also, what we need to check is even
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it comes to yellow alert, but if it is the false positive detect. If the peek counts are less
than 20 times in 5 seconds from trigger on, it means it’s not hands tremor. So, we turn
off the trigger and yellow alert and go back to the condition waiting the trigger. This is
algorithm 1 of specific hands motion.
Figure 11: Hand Tremor Algorithm 2
As illustrated in Figure 11, the second algorithm’s Trigger considers the height of
the peak. When the difference of the peak’s max and min value is larger than the threshold
(1.2m/s2) and the accelerometer value is also larger than the threshold (1m/s2) at the same
time, we consider that the trigger is on. Also, we added additional constraints in the second
phase. In algorithm 1, it just counted peak numbers, but we made another condition for the
peak value in the algorithm 2. To be counted as a peak, it also needs to satisfy the min and
max threshold (1.2m/s2) and the accelerometer threshold (1m/s2). It considers the absolute
value of accelerometer and the amplitude together. When the peak count becomes more than
8 within 2 seconds, it is the yellow alert. And when the peek count becomes more than 20
within 5 seconds from the trigger, it becomes the red alert.
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3.2.4 Algorithm implementation for specific hand motions algorithm 2
Algorithm 2 is adding min and max value in algorithm 1. As same as algorithm 1,
first set accelerometer threshold value as 1.0. And save the time value when accelerometer
value comes to threshold value as a cur-peekS, cur-peekE. And in Algorithm 2, we have
another threshold, the height of each peek. For this, when accelerometer value is bigger than
before accelerometer value, we changed it into new cur-Max. Also, same in min value. If a
gap between triggers is more than 0.8 value, we store it in the array. If trigger gap is bigger
than 1.2 and trigger is not set up yet, make trigger on and turn LED on for notice to user. If
trigger is on and peek count is more than 8 times, turn on the yellow alert. When trigger is
on and time goes more than 20000 milliseconds, but peek count is less than 8 times, It
means it was false trigger, so we initialize the trigger into off. When the trigger and yellow
alert are on and peek counts goes more than 20 times, and the time after trigger on is less
than 50000 milliseconds, it means it’s red alert, which is a final phase. So we set red alert on
and send a symptom message to the patient’s mobile application by BLE. When the yellow
alert was false yellow alert, we initialize alert information.
3.2.5 Algorithm of the Specific Leg Motions
Similar to the specific hand motions, the algorithm of the specific leg motions
also consists of three phases to detect the target motion. As shown in Figure 12, the first
phase, Trigger, is the stage which let the device to know it’s the starting point to observe
patient’s movement pattern. If the the gap between max and min of peaking is more than
the threshold (0.5m/s2), it means that the trigger is on. The green part of the figure 27
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Figure 12: Leg Tremor Algorithm
is the trigger. The second phase, Yellow Alert is on when the peek which is more than
the threshold (1.3m/s2) counts more than 6 and the max-min which is larger than the
threshold (0.5m/s2)) counts more than 12 in less than 2 seconds. The last phase is Red
Alert, which lasts yellow alert condition for longer than 5 seconds.
3.2.6 Algorithm of IDLE Motion
The algorithm of the IDLE motion also consists of three phases to detect the
target motion including trigger, yellow alert, and red alert. As illustrated in Figure 13, if
roll data keep increase or decrease more than 15○/sec for 2 sec, Trigger on. After it, if
roll data increase or decrease less than -3○ to 3○/sec for 2 sec, Yellow Alert. For 3sec,
calculate average angular velocity and if it is less than 50, Red Alert.
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Figure 13: IDLE Algorithm
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CHAPTER 4
EVALUATIONS
4.1 Experiments of the Repetitive Whole-Body Motion
The repetitive whole-body motion means abnormal behavior patterns happened
in walking by dementia patients. Abnormal gait is one of changes comes to dementia
patients. It affects from patientaˆs usual walk to derived motions. So, analysis of the gait
changes is an important element in dementia research. Another important abnormal
behavior comes to Dementia patient is repeating motions in a daze. Keeping walk in a
circle or wandering around on a road are some of examples. In this situation, a patient
needs to be taken care because it can lead to a serious accident. In most existing works,
various sensors need to be attached to various positions in the body and thus it results in
an impractical solution (in Figure 14). What we tried in this project is to define walking
motion in a practical way by reducing the number of sensors. We defined the walking in
a circle motion when we detect repeating of the same walking motion.
4.1.1 Experimental setting
In the repetitive whole-body motion, we define the target motion as a walking in a
circle repeatedly. To gather the effective data, we attached the sensor device in the ankle of
a leg. Figure 15 shows the picture of how we attached the sensor board. Because we need to
analyze direction data for sensing the target motion, knowing how the sensor
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Figure 14: An example of current gait analysis
board is attached is also one of important conditions. We measured 15 seconds in each
try with 10 times of measurement for collecting enough amount of data.
4.1.2 Data analysis from the experiment
For the repetitive whole-body motion, we observed basic walking motions.
Figure 16 shows walking patterns which observed from the accelerometer. Figure 17
shows quick pace patterns. By comparing these two graphs, we can find a certain pattern
of a step. Quick pace shows a more frequent pattern then normal walking. By analysis
pf these patterns, we can define the walking motion. Figure 18 shows principal axes data
from the gyroscope when walking in a circle. It shows that heading value changed to 0
360. Because we assume whole body motion as a walking in a circle, the most notable
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Figure 15: Picture of the attached sensor
difference is gyroscope rotation data and heading value. If heading angular value keep
changes to 0 360 and accelerometer data pattern shows as Figure 16 or 17 at the same
time, we can consider the patient is kept walking in a circle.
4.2 Experiments of the Specific Hand Motions
The specific hand motion means hand tremor. It is a motion of shaking or trem-
bling of hands. It is one of common symptoms of the dementia patients. When hand
tremor occurs to the patient, one canaˆt perform one’s usual activities. Also, sometimes,
the patient needs to follow-up with appropriate measures to prevent significant
accidents. Because of these reasons we defined hand tremor as a specific hand motion,
detect the motion, and send notices to caregivers to help better follow-up actions.
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Figure 16: Basic walking results
4.2.1 Experimental setting
In the specific hand motion, we define the target motion as a shaking hand up
and down, right and left in a bent arm and straight arm. For gathering the effective data,
we attached the sensor device in the wrist. Figure 19 shows the picture of how we
attached the sensor board. We measured 10 seconds in each try and we made 10 times
measurements for collecting sufficient amount of data.
4.2.2 Data analysis from the experiment
Figures 20, 21, 22 are accelerometer data from the hand tremor motion in a
different frequency. Because the sensor board which has power supply limitation, power
consumption saving is an important requirement. For this, we need to check a proper
frequency which can detect the motion pattern. Figure 20 illustrates 20Hz frequency
measurement use case. We found that significant amount of important data is missing
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Figure 17: Quick pace walking results
in the measurement with this frequency. Figure 22 is a use case of measurement with
100Hz frequency, it detects motions very well with better accuracy but needs more
battery power for the measurements. We observed that measurement with 50Hz
frequency shows enough accuracy and power consumption to detect motions. Therefore,
we decided to use 50Hz frequency for the measurements of the specific hand motion.
The most notable difference in Figure 21 is accelerometer z value. It keeps repeating
constant peak in certain time window.
4.3 Experiments of the Specific Leg Motions
The specific leg motion means shaking or trembling of legs. When leg tremor
occurs to the patient, one can’t perform one’s usual activities. Also, sometimes, the patient
needs to follow-up with appropriate measures to prevent significant accidents. Because of
these reasons we defined leg tremor as the specific leg motion, detect the motion and
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Figure 18: Walking in a circle results
give notice to caregivers to help better follow-up action.
4.3.1 Experimental setting
In the specific leg motions, we define the target motion as shaking legs up and
down, right and left in fixed pose and unfixed pose. For gathering the effective data, we
attached the sensor device in the ankle and knee and compared the result of each
position. Figure 23 shows a picture of how we attached the sensor boards in the leg for
motion measurements. We measured 10 seconds in each try and we made 10 times
measurements for collecting sufficient amount of data.
4.3.2 Data analysis from the experiment
Before going into the details of each motion, Figure 24, 25, 26 are accelerometer
data from leg tremor motion in a different frequency. The same reason as hand tremor
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Figure 19: Picture of attached sensor
motion, the 50Hz frequency was selected to detect the motion. In case of the specific leg
motion, we divided it into two cases. The first case is attaching sensor at the ankle and
the Second case is attaching sensor at the knee. By observing the difference between
these two cases, we found different results of the change of positions of the sensors.
Figure 27 and 28 illustrates the results of the measurement in the ankle and the knee
respectively. We can observe that the data from ankle is more sensitive than the data
from the knee. Because of the value what we used in the algorithm is the threshold, the
position that we chose is the ankle. The notable data in the specific leg motion is peak
observation. Since the specific leg motion is tremor, accelerometer data keeps reaching
to the peak repeatedly. By finding proper threshold value of peak and counting how
frequently data is reaching to the threshold, we can define the leg tremor motion.
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Figure 20: Hand tremor graph in 20Hz frequency
4.4 Experiments of the IDLE Motion
IDLE is also one of symptoms comes to dementia patients. It can be defined as
spending time doing nothing. As shown in Figure 29, a person experiencing dementia
spends about 90 percent of their free time idle in most nursing homes and assisted living
facilities. By introducing patients to personalized playlists, it can help encourage these
patients to engage with the world around them. [9] General motion of IDLE is bowing
their head to shoulder and maintaining the same pose.
4.4.1 Experimental setting
In IDLE motion, we define the target motion as sitting down in a chair and bending
one’s head more than certain time. For gathering effective data, we attached the sensor
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Figure 21: Hand tremor graph in 50Hz frequency
device in the eyeglass. Figure 30 shows the picture of how we attached the sensor board.
We measured 15 seconds in each try and we made 10 times measurement for collecting
sufficient amount of data.
4.4.2 Data analysis from the experiment
The IDLE motion can be detected by measuring the angle of the eyeglass sensor.
The notable data is roll value which is increased when a head is dropping (time zone
between 7200 to 10400). Another notable data is the gyroscope. Because IDLE is very
stable status, after the patient’s head been dropped, there is almost no movement. By this
feature, gyroscope data shows different results between when the head is being dropped
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Figure 22: Hand tremor graph in 100Hz frequency
and after head is dropped. Figure 31 and 32 are the resulting graphs of two measure-
ment cases. However, as presented in Figure 33, the after IDLE result shows very small
movement compare to the IDLE result.
4.5 Performance Evaluation
For performance evaluation, we did two kinds of experiments. The first one is
testing target movements and measure the accuracy of detection. At this stage, target
movement was assumed patientaˆs movement. Also, we did another performance evalua-
tion, which is comparing with similar different movement. For specific hands tremor, we
did experiments to doing writing actions with our hands tremor algorithms and watched
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Figure 23: Picture of the attached sensors for leg motion measurement
is it detecting the action as a hands tremor. For IDLE status, we tested reading a news-paper
action with the IDLE algorithm. By testing with similar mechanism of actions we can
acquire more proved accuracy. Following subsections show more details of each mo-tion’s
experiments. We attached detailed graphs and explains for drawing performance evaluation.
For repetitive Whole-Body Motion measurement, we attached the sensor at ankle part
and performed the same experiments for 10 times. For specific Hand Motion
measurement, we attached the sensor at wrist part and performed the same experiments for
10 times. Also for more performance evaluation, we compared our target motion with
similar movement. In here, I tried to compare similar movements with target motion and
also tried to implement the algorithm in both target and similar motion. For specific hand
motion, I compared Writing and Tremor. Figure 34 shows the graph of writing movement
and tremor. The first phase is writing movement and second phase is a tremor.
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Figure 24: Leg tremor graph of measurement with 20Hz frequency
The result shows that writing’s pattern has more big-time window than tremor. Tremor
is more frequent and larger behavior than writing. Also, green, yellow and red box in the
graph means the algorithm works well when tremor sensed. This result shows I can
detect writing and tremor as a different movement by the algorithm which I used.
For Specific Leg Motion measurement, we attached the sensor at ankle part and
performed the same experiments for 10 times. Also for more performance evaluation, we
compared our target motion with similar movement. In here, I tried to compare similar
movements with target motion and also tried to implement the algorithm in both target and
similar motion. For specific leg motion, I compared keep the beat by tapping one’s foot and
Tremor. For IDLE status measurement, we attached the sensor at eyeglasses and performed
the same experiments for 10 times. Also for more performance evaluation, we compared our
target motion with similar movement. In here, I tried to compare similar
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Figure 25: Leg tremor graph of the measurement with 50Hz frequency
movements with target motion and also tried to implement the algorithm in both target and
similar motion. For IDLE motion, I compared reading a newspaper and IDLE motion.
Before doing the experiment, I thought they will show very similar results. However, Figure
35 shows the graph of reading a newspaper. It shows quite a different result of heading
value. Because when reading a newspaper, the patient keeps moving their head from left to
right. It causes heading value keep changes. Also, because an angular value is kept moving,
gyroscope graph also shows more dynamic values than the IDLE graph. Figure 36 is the
graph of a gyroscope in reading a newspaper movement. By the gyroscope graph, we can
calculate the Average angular velocity of reading movement. By the Average angular
velocity, we can also divide reading movement with IDLE.
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Figure 26: Leg tremor graph of the measurement with 100Hz frequency
Figure 27: Leg tremor graph when the sensor attached in the ankle
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Figure 28: Leg tremor graph when the sensor attached in the knee
Figure 29: Example of IDLE status
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Figure 30: Picture of attached sensor
Figure 31: Roll, pitch, and heading graphs in IDLE
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Figure 32: Gyroscope graph in IDLE
Figure 33: Gyroscope graph after IDLE
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Figure 34: writing vs. hand tremor actions
Figure 35: reading a newspaper motion status
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Figure 36: gyroscope graph of reading a newspaper
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CHAPTER 5
CONCLUSION
We introduced iMost (Intelligent Motion-Sensing Approaches for Tracking Emotion).
iMost is working for tracking patient’s target movement to give notice to their
caregivers. In this thesis, iMost focuses on dementia patients. So iMost can identify four
movement scenarios including specific hand tremor, distinct leg tremor, whole body
movement, and IDLE motions. Hand and leg tremors are a prevalent symptom for de-
mentia patients. Whole body movement is also called gait analysis, and it’s also one of
common symptom for dementia patients. IDLE is the status which means spending time
doing nothing. When patients go to the IDLE condition, immediately responding to
make them get out from IDLE can be helpful. By sensing these movements and let their
caregivers and family can know that, it helps patients themselves can stay alone much
longer. iMost is composed of the sensor device and the mobile application for patient
and caregivers. The sensor device is continuously observing patient’s movement, and
when symptom comes, it decides the sign in three phases, which is green alert, yellow
alert, and red alert. And When a red warning occurs, the iMost sensor device sends a
notice to the mobile application and gives a signal to caregivers and family to make
them respond immediately to patient’s symptom. And the note also stores to the iMost
server and helps to build up the patient’s symptom history to be helpful for the course of
treatment. More Accuracy for the Threshold. Thresholds used in algorithms is just
derived from an assumed (simulated) patient now and to get more accuracy for
algorithms, gathering real patients’ movement, and symptom data are one of the
requirements. To get more accuracy, keep store each patient’s data and by using
machine learning technology, we can get more and more accurate threshold value for
each patient. For this, we need to enhance the iMost server into better quality. Because
we need to keep store data of each patient’s movement, it should be a big amount of
data. Also, machine learning technology can be beneficial for increasing the accuracy of
algorithms. By training the algorithm to each patient’s movement, it will give more
suitable algorithms to each patient.
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