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Abstract
A fundamental question of quantum optics is whether a physical state can be
described by using solely classical electrodynamics or, conversely, whether the state
is nonclassical. Over the last decades an enormous amount of effort was spent to
investigate this issue by use of different strategies. A widely accepted definition of
nonclassicality is related to the phase-space P representation, which was introduced
by Glauber and Sudarshan in 1963. The developed criterion can be used to verify
nonclassicality of a state at one particular point in time. However, it cannot be
applied to multiple points in time. Such a scenario is important, for example in the
description of photon antibunching. In this thesis, based on a multi-time-dependent
generalization of the P function, the so-called P functional, which was introduced
in 2008, a technique is developed to reveal nonclassicality with respect to multiple
points in time. In this multi-time scenario novel effects occur, which are not present
in the single-time case. Those effects and their impact are extensively discussed. The
criteria eventually derived can be applied to arbitrary dynamics and any number
of points in time. In the course of the investigation of explicitly time-dependent
Hamiltonians, the detuned nonlinear Jaynes-Cummings model is considered. It is
shown that its dynamics can be solved exactly if the Hilbert space is extended. The
resulting evolution reveals many interesting effects, such as anomalous quantum
correlations. It turns out that the model is especially suitable to study non-equal-time
commutators of the corresponding Hamiltonian, since they can be obtained from a
measurement of the excited electronic-state occupation probability.
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Zusammenfassung
Eine fundamentale Frage der Quantenoptik ist, ob ein physikalischer Zustand
ausschließlich mittels klassischer Elektrodynamik beschrieben werden kann oder
ob er nichtklassisch ist. Während der letzten Jahrzehnte wurde enormer Aufwand
betrieben, um diese Frage mittels verschiedener Strategien zu beantworten. Eine
weithin akzeptierte Definition von Nichtklassizität bezieht sich auf die Phasenraum
P Darstellung, welche 1963 von Glauber und Sudarshan eingeführt wurde. Das
entwickelte Kriterium kann genutzt werden, um Nichtklassizität eines Zustands für
einen bestimmten Zeitpunkt nachzuweisen. Allerdings kann es nicht für mehrere Zeit-
punkte angewendet werden. Solch ein Szenario ist beispielsweise bei der Beschrei-
bung von Photon Antibunching wichtig. Basierend auf einer mehrzeitlichen Verallge-
meinerung der P Funktion, dem so genannten P Funktional, das 2008 eingeführt
wurde, wird in dieser Arbeit eine Technik entwickelt, um Nichtklassizität im Hinblick
auf mehrere Zeitpunkte aufzuzeigen. In diesem Mehrzeitszenario treten neue Ef-
fekte auf, die im einzeitlichen Fall nicht vorhanden sind. Diese Effekte und deren
Einflüsse werden detailliert diskutiert. Die schlussendlich hergeleiteten Kriterien
können auf beliebige Dynamiken und Zeitpunkte angewendet werden. Im Zuge
der Untersuchung von explizit zeitabhängigen Hamiltonoperatoren wird das ver-
stimmte nichtlineare Jaynes-Cummings Modell betrachtet. Es wird gezeigt, dass die
entsprechende Dynamik exakt gelöst werden kann, wenn der Hilbertraum erweitert
wird und dass die resultierende Entwicklung viele interessante Effekte aufzeigt, wie
zum Beispiel anomale Quantenkorrelationen. Es zeigt sich, dass das Modell insbeson-
dere für die Untersuchung von nichtgleichzeitigen Kommutatoren des zugehörigen
Hamiltonoperators geeignet ist, da diese Kommutatoren direkt aus einer Messung
der Besetzungswahrscheinlichkeit des angeregten elektronischen Zustands ermittelt
werden können.
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1. Introduction
In the wide-ranging field of quantum optics, physical states of quantized light fields can be subdivided
into classical and nonclassical states. The notion nonclassical state means that the state under study
reveals features, which cannot be described by using classical electrodynamics and physical statistics
alone. These features can be expressed via field correlation functions, which describe the full statistical
properties of the state. If the outcome of a measurement of such correlation functions cannot be
explained by using only classical physics—i.e., classical electrodynamics and mechanics—the state is
called nonclassical. Prominent examples of these nonclassical effects are squeezing [1–6], sub-Poisson
photon statistics [7–10], and antibunching [11–15]. Since the development of quantum mechanics, it
was, and currently still is, an important question, how nonclassicality can be algebraically defined and
how it can be verified for general quantum states.
A first problem arises due to the transition from the classical to the quantum regime, i.e., when the
classical field variables (like position and momentum) are replaced by operators over Hilbert spaces. Such
operators do, in general, not commute and hence, field correlation functions are subjected to a specific
operator ordering. The most famous ordering prescriptions are normal, anti-normal, and symmetric
ordering which will be discussed within the first chapter of this thesis. But which one of them is suitable
in order to reveal nonclassical properties? In 1963, Glauber and Sudarshan introduced the P function
representation [16,17], by which general normal-ordered correlation functions can formally be expressed
as a classical stochastic process. Furthermore, any quantum state—i.e., its density operator—can be
expressed as a pseudo-mixture of coherent states with the P function as weighting factor. Coherent
states are, to put it simply, the quantum states, whose expectation value of the electromagnetic field
operator attains the form of a classical electromagnetic wave. Thus, they can be seen as reference states,
dividing the classical and the nonclassical regime. On the basis of this finding, Titulaer and Glauber [18]
formulated an universal classification of nonclassicality: If the Glauber-Sudarshan P function [16,17]
does not fulfill the properties of a classical probability density, especially positive semi-definiteness, the
corresponding state is referred to as nonclassical. Remarkably, based on the theory of photocounting
detection by Kelley and Kleiner [19], the outcome of a photocounting measurement can be explained in
terms of normal ordered expectation values. Some further comments on the P function will follow in
the first chapter of this thesis.
Why not simply measure the P function and probe for its negativities? Unfortunately, the P function
is highly singular for many states and thus, cannot be directly observed in experiments. To overcome this
circumstance, several approaches were introduced, which are collectively referred to as nonclassicality
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criteria. Criteria, which are closely related to P , can be based on the Fourier transform of P [20–24],
determinants of normal-ordered moments [25,26] or unifications [27] of both. Disadvantageously, such
criteria are in general no necessary statements as only a finite number of orders can be considered. In
2010, a method was developed for a negativity-preserving regularization of the Glauber-Sudarshan P
function [28], which is in general still a complete representation of the state under study. This method
was extensively investigated, extended, and applied to experiments [29–37]. However, the mentioned
approaches are restricted to a single point in time, i.e., correlation functions, which are evaluated at one
time only. Yet, it is well known that some quantum effects can only be understood if multiple points in
time are considered. Prominent examples are photon antibunching [11–15], which, from the algebraic
point of view, is the violation of an inequality involving two-time-dependent correlation functions of
the field operators, and higher-order correlation measurements [38]. In 2008, a generalization of the
Glauber-Sudarshan P function was introduced, called the P functional [39], with which it is possible to
express the expectation values of general normal- and time-ordered correlation functions formally as a
classical stochastic process. Thus, the P functional allows for a treatment of normal- and time-ordered
multi-time effects in terms of a quasiprobability representation. Unfortunately, the former may be highly
singular as well and, until now, it was not clear whether a regularization procedure, as in the single-time
case (Ref. [28]), could be employed. Similar to the single-time considerations, a correlation measurement
of multiple photodetectors includes, as a natural extension, both normal- and time-ordering prescriptions.
Another fundamental topic, which arises from the non-commutativity of field operators, or Hamilto-
nians, at different points in time is the time ordering. This particular effect is present in all quantum
interaction problems which contain an explicitly time-dependent Hamiltonian and occurs naturally in
the time-evolution operator. As the inclusion of time ordering generally increases the complexity of the
underlying equations of motion, it is an important question whether consequent effects have a significant
impact or if they can be neglected. Furthermore, the general question arises if such effects may cause
nonclassicality, or not. To answer this issue, the Magnus expansion [40,41] can be used, as this method
allows for an unitary description of the time-evolution operator with the advantage that arbitrary orders
of time ordering can be included.
An ideal testbed for studying such time-dependent effects is the dynamics of a trapped ion which
can be described by the nonlinear Jaynes-Cummings model [42]. The model describes an ion caught in
a Paul trap in which the motion of the ion can be described in a quantized manner [43–45]. Because
of the, in good approximation, harmonic trap potential, it is possible to introduce the usual bosonic
ladder operators, which describe the vibrational/motional states of the ion. If the ion is driven, for
example by a laser, the interaction yields a coupling of the electronic and motional states of the ion,
which is collectively referred to as vibronic coupling. A short overview of the most important steps in the
development of the nonlinear Jaynes-Cummings Hamiltonian will follow later in this thesis.
The outline of this thesis is as follows: It will start with a short recapitulation of the fundamentals—
i.e., the description of a quantum mechanical state in phase space, the handling of the time-evolution,
and nonclassicality [Chap. 2]. Afterwards, it will be shown how multi-time nonclassicality criteria can be
derived which are based on the Fourier transform of the P functional [Chap. 3] and on the P functional
itself [Chap. 4]. The latter includes a generalization of an established regularization procedure to the
multi-time case. To demonstrate the applicability of both methods, they will be applied to degenerate
Introduction 3
parametric down-conversion, and the influence of the time-ordering prescription in the common time-
evolution operator will be discussed. In order to investigate more sophisticated systems with respect to
time-dependent effects, the nonlinear Jaynes-Cummings model, in which a detuning is included, will be
treated in Chap. 5. By using this model, non-standard quantum effects, namely anomalous correlations,
and non-equal-time commutators of the corresponding Hamiltonian will be discussed. Throughout this
thesis, my own contributions are cited as Roman numerals [I, II, . . . ], whereas other literature is denoted
by Arabic numerals [1, 2, . . . ]. The published/submitted manuscripts are attached after the bibliography;
see pages 54, 60, 72, 83, 95, and 104.
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2. Fundamentals
In this chapter, the fundamentals that are required to understand the findings of this work will be briefly
recapitulated. This includes a physical system’s representation in phase space, as well as the general
description of its temporal evolution. The equations are explicitly referenced whenever it is needed.
Otherwise, the corresponding derivations can be found in most standard quantum optics text books.
Note that throughout this work, only one frequency mode of the electromagnetic field under study
is considered. This is due to the fact that temporal correlations are the topic of interest and, for this
purpose, it is sufficient to restrict the considerations to the one-mode case1.
2.1 Phase-space formalism
In the classical Hamiltonian mechanics, a dynamical system may be described by two canonically
conjugated variables q and p. In classical mechanics, those variables may be the generalized position
and momentum. In the context of electromagnetic fields, p and q are commonly referred to as field
quadratures, since the complex-valued electric field can be represented as a classical superposition of p
and q. They satisfy the Poisson bracket
{q, p} = 1. (2.1)
Starting from classical Maxwell equations, the energy of one mode of a classical light field reads as, see
for example Ref. [46],
H = 12(p
2 + ω2q2), (2.2)
in which ω is the mode frequency. The form of the latter equation yields the insight that a single mode of
the electromagnetic field is a harmonic oscillator. This is a crucial point and should be kept in mind for
later discussions. The statistical dynamics of the system can be described via its generally time-dependent
probability density P (q, p; t) with the normalization
∫
dp dqP (q, p; t) = 1. As the (q, p) space is referred
to as phase space, P may be called a phase-space distribution or phase-space density. The expression
P (q, p; t) dq dp equals the probability to find a particle at time t in the intervals [q, q + dq] and [p, p+ dp].
1The presented methods can be extended to the multi-mode picture straightforwardly.
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However, classical Hamilton mechanics is a purely macroscopic theory. It fails, for example, for the
understanding of effects on the microscopic level. If the transition into the quantum regime (quantization)
is performed, the variables q and p may formally be replaced with the operators q → qˆ and p→ pˆ. By
using the correspondence rule, the Poisson bracket of q and p is replaced by the commutator of the
corresponding operators,
{q, p} → 1
i~
[qˆ, pˆ] := 1
i~
(qˆpˆ− pˆqˆ) . (2.3)
According to Heisenberg’s uncertainty principle, the non-commutativity of pˆ and qˆ prevents from
observing both values q and p at the same time with arbitrary precision. The question arises how a
phase-space representation in the quantum regime can be formulated, since in this case a state can
obviously not be represented as a localized point in phase space because of the uncertainty relation.
It is convenient to introduce the operators aˆ and aˆ†,
aˆ = 1√
2~
(√
ωqˆ + i√
ω
pˆ
)
,
aˆ† = 1√
2~
(√
ωqˆ − i√
ω
pˆ
)
, (2.4)
in which qˆ† = qˆ and pˆ† = pˆ. The operators aˆ and aˆ† enable the description of a single mode of the
electric field (in one certain polarization direction) via
Eˆ(r) = E(r)aˆ+ E∗(r)aˆ†, (2.5)
in which E(r) describes the mode structure of the field. These operators are referred to as bosonic
creation (aˆ†) and annihilation (aˆ) operator and they fulfill the commutation relation
[aˆ, aˆ†] = 1ˆ. (2.6)
The non-commutativity of pˆ and qˆ is directly translated to the non-commutativity of aˆ and aˆ†. If an
arbitrary operator function fˆ(aˆ, aˆ†) is considered, it is important to define a certain ordering of the
operators. It makes a difference whether the operator function under study is in normal order (all
creation operators are on the left of the annihilation operators), anti-normal order (all annihilation
operators are on the left of the creation operators), or in yet another order. Of course, this issue is a
pure quantum mechanical aspect and it will be seen that it has a crucial impact on possible phase-space
representations.
The coherent state |α〉 is introduced as the eigenstate of the operator aˆ with the complex eigenvalue
α,
aˆ|α〉 = α|α〉. (2.7)
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By using this eigenvalue equation, it is found that 〈α|aˆ|α〉 = α and, hence, in this coherent state basis, it
holds that
Re (α) ∝ q,
Im (α) ∝ p; (2.8)
cf. Eq. (2.4). Thus, the complex amplitude α determines one point in phase space. Remarkably, if
the radiation field is prepared in a coherent state, the equations of motion of the operators aˆ and aˆ†
attain the form of a harmonic oscillator. The findings from Eq. (2.2) indicate that the coherent state
yields the most possible classical description of a quantum state. Furthermore, the coherent states
may serve as a basis for the expansion of each operator function and, therefore, phase-space densities
P (α, α∗; t; s) at a time t may be defined. The new parameter s is used to define a specific operator
ordering. An extensive treatment of this topic is a sophisticated issue itself, which was particularly
investigated in the 1960s by many authors; see Refs. [16, 17, 47–52]. In this thesis, the parameter
s = 1 (normal ordering) will be considered, whose corresponding phase-space representation is called
Glauber-Sudarshan P function [16,17]:
P (α, α∗; t; s = 1) ≡ P (α; t). (2.9)
Other phase-space representations that should be mentioned are the Husimi Q function [48, 49] for
s = −1 (anti-normal ordering) and the Wigner function [47] for s = 0 (symmetric ordering). However,
those phase-space functions are not always suitable for the revelation of nonclassicality via negative
values. In fact, the Q function is always non-negative and the Wigner function is known to be non-
negative for Gaussian states [53]. As in Eq. (2.9), throughout this work the dependence on α∗ and aˆ†
will not be explicitly indicated; i.e., f(α, α∗) ≡ f(α), fˆ(aˆ, aˆ†) ≡ fˆ(aˆ), and so on.
2.2 Time evolution and time ordering
Given a physical state, represented by the ket-vector |ψ(t)〉 at time t, its temporal evolution can be
described with the time-dependent Schrödinger equation:
i~
∂
∂t
|ψ(t)〉 = Hˆ(t)|ψ(t)〉. (2.10)
Here, Hˆ(t) is the generally time-dependent Hamiltonian, which characterizes the system’s properties.
It may contain contributions of different subsystems, for example free radiation, atomic source fields,
and their mutual interactions. The unitary time-evolution operator Uˆ(t, t0), introduced via |ψ(t)〉 =
Uˆ(t, t0)|ψ(t0)〉, has to obey a similar differential equation as in Eq. (2.10):
i~
∂
∂t
Uˆ(t, t0) = Hˆ(t)Uˆ(t, t0), (2.11)
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with the initial condition Uˆ(t0, t0) = 1ˆ. The formal solution of Eq. (2.11) reads as
Uˆ(t, t0) =
∞∑
n=0
(
− i
~
)n ∫ t
t0
dt1· · ·
∫ tn−1
t0
dtn
{
Hˆ(t1) . . . Hˆ(tn)
}
, (2.12)
which is only unitary if all (infinite) orders are taken into account. Thus, the representation in Eq. (2.12)
may not be suitable for numerical calculations. Note that for most dynamics [Hˆ(t), Hˆ(t′)] 6= 0 for t 6= t′
holds. Introducing the time-ordering operator T , one may rewrite this equation to
Uˆ(t, t0) = T exp
[
− i
~
∫ t
t0
dt′Hˆ(t′)
]
, (2.13)
in which T orders the Hamiltonians according to
T
{
Hˆ(t1) . . . Hˆ(tn)
}
= Hˆ(tp1) . . . Hˆ(tpn), (2.14)
for tp1 ≥ · · · ≥ tpn . By using the Magnus expansion [40,41], the equivalent expression
Uˆ(t, t0) = exp
[
Gˆ1(t, t0) +
∞∑
n=2
Gˆn(t, t0)
]
(2.15)
is formulated, in which the first two Magnus orders are defined as follows:
Gˆ1(t, t0) =− i~
∫ t
0
dt1Hˆ(t1), (2.16)
Gˆ2(t, t0) =− 12~2
∫ t
0
dt1
∫ t1
0
dt2[Hˆ(t1), Hˆ(t2)]. (2.17)
The higher orders contain additional contributions of nested non-equal-time commutators of the Hamil-
tonians, which are in general difficult to calculate. However, a great advantage of the representation in
Eq. (2.15) is the fact that it is always unitary, independent of the number of Magnus orders taken into
account.
Via inspection of Eqs. (2.13)-(2.17), the following is concluded: If Gˆn(t, t0) = 0, for n > 1, T
in (2.13) can be neglected. Thus, the Magnus orders Gˆn>1(t, t0) can be referred to as time-ordering
effects or time-ordering corrections [I, 54–58]. It is clear that these effects are a direct consequence of
non-vanishing non-equal-time commutators of the Hamiltonian, which can only be described in terms
of quantum mechanics. From the physical point of view, the influence of those effects is of interest
as the dynamics are easier to solve if time-ordering effects can be neglected in good approximation.
Additionally, it might yield a deeper insight into the general structure of temporal evolution with respect
to non-commuting Hamiltonians.
Fundamentals 9
2.3 Nonclassicality in terms of the P function
In fact, by using the P function from Eq. (2.9), any quantum state, which is represented by its density
operator ρˆ(t), can be expressed as a statistical pseudo-mixture of coherent states
ρˆ(t) =
∫
d2αP (α; t) |α〉 〈α| . (2.18)
Nonclassicality—i.e., the impossibility to describe the state under study by using only classical elec-
trodynamics (namely Maxwell’s equations) and physical statistics—can be defined as follows [18,59]:
Whenever P (α; t) does not comply with the properties of a classical probability density (i.e., non-
negativity), the state is referred to as nonclassical. According to Eq. (2.18), this means that any classical
state can be expressed as a quasiclassical2 pseudo-mixture of coherent states, ultimately defining the
notion of a nonclassical state for a single time.
By using P (α; t), the expectation value of an arbitrary operator Oˆ(aˆ(t)) can be calculated as follows:
〈Oˆ(aˆ(t))〉 =
∫
d2αP (α; t) 〈α|Oˆ(aˆ(0))|α〉 , (2.19)
with aˆ(0) = aˆ. The P function itself is defined as the Fourier transformed expectation value of the
normal-ordered displacement operator Dˆ(β; t). This expectation value is called the characteristic function
of P and denoted with Φ(β; t):
P (α; t) = pi−2
∫
d2β eαβ
∗−α∗βΦ(β; t), (2.20)
with
Φ(β; t) :=
〈
:Dˆ(β; t):
〉
=
〈
:eβaˆ
†(t)−β∗aˆ(t):
〉
=
〈
eβaˆ
†(t)e−β
∗aˆ(t)
〉
. (2.21)
The notation : . . . : represents the normal-ordering prescription. It is worth noting that the possibly
occurring singularities of P are reasoned by the fact that Φ may be an unbounded function. By using
Eq. (2.19) and the assumption that Oˆ(t) = :fˆ†(t)fˆ(t):, with fˆ(t) ≡ fˆ(aˆ(t)), it is found that〈
:fˆ†(t)fˆ(t):
〉
=
∫
d2α |f(α)|2P (α; t). (2.22)
Since |f(α)|2 ≥ 0, the expectation value is always positive semi-definite (for all possible operator
functions fˆ), as long as P (α; t) is not negative in the sense of distributions. On the contrary, if the
expectation value attains negativities, they are exclusively caused by negativities of the P function.
Hence, one can link the negativity of the expectation in Eq. (2.22) directly to the negativity of P and
formulate the nonclassicality criterion
∃fˆ(t) :
〈
:fˆ†(t)fˆ(t):
〉
< 0⇔ ρˆ(t) nonclassical. (2.23)
2The term quasiclassical is used since a classical state does not imply a well-behaved P function; cf. Ref. [60].
10 Fundamentals
Based on the latter findings and the characteristic function Φ(β; t), a plethora of necessary and sufficient
nonclassicality criteria were derived [22,25,27]. Those approaches circumvent the difficulty of dealing
with a highly singular P functions. Remarkably, in 2010, a method was presented that allows for a
proper regularization—i.e., it does not affect the negativities—of the P function [28]. This technique
was rigorously investigated and successfully applied to experimental data as well [29–33].
2.4 Normal- and time-ordered quantum correlations
In the previous section, in Eq. (2.23) a general definition of single-time nonclassicality has been
presented. However, for the description of certain physical effects, the inclusion of multiple points in time
is indispensable. The most prominent example is probably the effect of photon antibunching [13]. To
divide those effects into a classical and nonclassical regime, a generalization of the criterion in Eq. (2.23)
was formulated in 2008 [39]. There, general multi-time quantum correlations were defined via the
inequality
∃fˆ :
〈
◦◦ fˆ
†fˆ ◦◦
〉 ncl.
< 0, (2.24)
in which the abbreviation “ncl.” means “nonclassical” and fˆ is an arbitrary operator function that depends
on an arbitrary but fixed number r of points in time; i.e., fˆ ≡ fˆ [aˆ(t1) , . . . , aˆ(tr), aˆ†(t1), . . . , aˆ†(tr)]. The
notation ◦◦ . . . ◦◦ means that the inherent expression is firstly normal ordered and secondly time ordered
in such a way that the time arguments of the creation operators increase, while the time arguments
of the annihilation operators decrease (from left to right). In the special case r = 1, the time-ordering
prescription in Eq. (2.24) becomes meaningless and the single-time criterion in Eq. (2.23) is recovered.
On the basis of a power series expansion of fˆ in Eq. (2.24), a hierarchy of nonclassicality criteria was
derived in Ref. [39]. The exact physical meaning of normal- and time-ordered correlation functions
depends on the particular situation under study. A prominent example is the photodetection theory
introduced first by Kelley and Kleiner [19]; see also Refs. [38,61]. If the joint probability of the events of
multiple detectors at different space-time-points is studied, it is found that the former equals a normal-
and time-ordered expectation value.
However, as has been discussed in the previous section, the Glauber-Sudarshan P function solely
depends on a single point in time and hence, it is only an appropriate tool to investigate nonclassical
properties of a physical system with respect to one specific time point. Thus, the description of general
multi-time-dependent correlation functions, as in Eq. (2.24) for example, requires a generalization of
the P function to the multi-time picture. This generalization, the so-called P functional [39], is in the
single-mode case defined as
P [α1, . . . , αr; t1, . . . , tr] =
〈
◦◦
r∏
i=1
δˆ(aˆ(ti)− αi) ◦◦
〉
, (2.25)
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in which
∏r
i=1 Aˆi = Aˆ1 . . . Aˆr simply means the successive execution of the operators Aˆi. The operator-
valued version of the Dirac delta distribution reads as
δˆ(aˆ− α) = 1
pi2
∫
d2βe(aˆ
†−α∗)β−(aˆ−α)β∗ , (2.26)
and is a straightforward generalization of the complex-valued Dirac delta distribution; see for example
Chap. 4 of Ref. [38]. In Eq. (2.25), each coherent amplitude αi spans the phase space at time ti via its
real and imaginary part. In contrast to the P function, the P functional can be used to express general
normal- and time-ordered correlation functions formally as classical stochastic processes. Therefore, the
negativity (in the sense of distributions) of the P functional is directly related to the negativity of the
expectation value in Eq. (2.24).
2.5 Summary of Chapter 2
In this chapter, the key points, which are required to understand the topics which will be treated in
this thesis, have been summarized: (i) the description of a quantum state in phase space, (ii) how
the time evolution of a state is handled and at which point time ordering emerges, (iii) the notion of
nonclassicality that will be used in this thesis. By using these techniques, the next chapter covers the
investigation of multi-time nonclassicality within the notion of the P functional.
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3. Multi-time nonclassicality via
characteristic functions
As the P function itself, the P functional in Eq. (2.25) may be highly singular, caused by an unbounded
but well-behaved Fourier transform. Thus, a direct investigation of the P functional is mostly not possible.
Instead, the attention will be restricted to the Fourier transform in this section. The Fourier transform of
the P functional reads [I]
Φ(β1, . . . , βr; t1, . . . , tr) =
〈
◦◦
n∏
i=1
Dˆ(βi; ti) ◦◦
〉
(3.1)
and will be referred to as multi-time-dependent characteristic function (MTCF) throughout this work.
Here,
Dˆ(β; t) = eβaˆ
†(t)−β∗aˆ(t) (3.2)
is the time-evolved displacement operator. The MTCF is normalized according to Φ(0, . . . , 0; t1, . . . , tr) =
1 and is a continuous function. As the single-time characteristic function is accessible by balanced
homodyne detection experiments [62], it is expected that the MTCF can be reconstructed by extended
time-correlated detection setups in a similar way; cf. Ref. [II].
3.1 Multi-time-dependent nonclassicality criteria
To formulate nonclassicality criteria in terms of the MTCF in Eq. (3.1), the definition of multi-time-
dependent quantum correlations in Eq. (2.24) can be used, together with operator functions of the
form
fˆ =
O∑
j=1
fj
r∏
i=1
Dˆ(βi,j ; ti), (3.3)
in which the integer number O will determine the order of the arising criterion and fj is a complex
number. By inserting the expansion in Eq. (3.3) in the condition in Eq. (2.24) and making use of the fact
that the operators may be rearranged arbitrarily inside the normal- and time-ordering prescription, one
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obtains
〈
◦◦ fˆ
†fˆ ◦◦
〉
=
O∑
j,l=0
f∗l fjΦ(β1,j − β1,l, . . . , βr,j − βr,l; t1, . . . tr), (3.4)
with the definition of Φ given in Eq. (3.1). Obviously, via the expansion of fˆ in terms of a product of
time-dependent displacement operators, the general definition of normal- and time-ordered correlation
properties [Eq. (2.24)] is linked to the Fourier transform of the P functional.
Apparently, the expression in Eq. (3.4) can be rewritten in a vectorized form,〈
◦◦ fˆ
†fˆ ◦◦
〉
= f †Φ(t1, . . . , tr)f , (3.5)
with f = (f1, . . . , fO) and Φ(t1, . . . , tr) = [Φ(β1,j − β1,l, . . . , βr,j − βr,l; t1, . . . tr)]Ol,j=1. A similar expres-
sion was found in the single-time case by applying the theorem of Bochner [20,63]. According to Eq. (3.5),
the expectation value
〈
◦◦ fˆ†fˆ ◦◦
〉
is non-negative for all possible fˆ if and only if the matrix Φ(t1, . . . , tr)
is positive-semidefinite. The latter means that Φ is a classical characteristic function—i.e., the charac-
teristic function of a classical (non-negative) P functional. By using Sylvester’s criterion1 in Eq. (3.5),
the following nonclassicality condition is obtained: The characteristic function Φ(β1, . . . , βr; t1, . . . , tr)
corresponds to a nonclassical P functional P [α1, . . . , αr; t1, . . . , tr] if and only if
∃ O ∈ N, [{βi,j}ri=1]Oj=1 : detO[Φ(t1, . . . , tr)]
ncl.
< 0. (3.6)
Here, detO is the determinant of the order O. In words, the criterion has the following meaning: If at
least one principal minor of the matrix Φ(t1, . . . , tr) is not positive-semidefinite for an arbitrary order
O and any arguments [{βi,j}ri=1]Oj=1, then the corresponding dynamics is nonclassical with respect to
the definition in Eq. (2.24). Note that the derived criterion in Eq. (3.6) is only necessary if all generally
infinite orders are taken into account. This means, for a finite O the criterion is mostly only sufficient.
It is noteworthy that the criterion in (3.6) contains the single-time case. Thus, if r = 1 is chosen, the
corresponding single-time criteria are recovered, which have already been known; cf. Refs. [22,25,26].
Finally, it should be emphasized that the derived hierarchy of inequalities is not the only criterion which
can be used to uncover multi-time-dependent nonclassicality. Other expansions of fˆ in Eq. (3.3) allow
for the derivation of various criteria. Especially, it is possible to derive criteria containing MTCFs, which
depend on different points in time within one inequality.
As the general form of the criterion in Eq. (3.6) is rather complicated, one may start with the lowest
order, O = 2:
0
ncl.
> det2 [Φ(t1, . . . , tr)]
=
∣∣∣∣∣∣ Φ(0, . . . , 0; t1, . . . tr) Φ(β1,2 − β1,1, . . . , βr,2 − βr,1; t1, . . . tr)Φ(β1,2 − β1,1, . . . , βr,2 − βr,1; t1, . . . tr)∗ Φ(0, . . . , 0; t1, . . . tr)
∣∣∣∣∣∣
= 1− |Φ(β1,2 − β1,1, . . . , βr,2 − βr,1; t1, . . . tr)|2 := 1− |Φ(γ1, . . . , γr; t1, . . . tr)|2 . (3.7)
1A (Hermitian) matrix is positive semi-definite if and only if all leading principal minors are non-negative.
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In the last step, βi,2 − βi,1 := γi was defined for i = 1, . . . , r. The final result reads as
|Φ(γ1, . . . , γr; t1, . . . tr)|2
ncl.
> 1. (3.8)
Thus, to verify nonclassicality, it has to be shown the squared absolute value of the MTCF [Eq. (3.1)]
exceeds the value 1.
3.2 Application to degenerate parametric down-conversion
In the following, the applicability of the findings from the previous section will be demonstrated. A
fundamental system of interest in quantum optics is parametric down-conversion (sometimes referred
to as parametric oscillator), which allows for the generation of many quantum states, like single
photons [64–68], entangled photon pairs [69–71], and Einstein-Podolsky-Rosen states [72,73]. Here,
this model is considered in the degenerated case: A pump photon with frequency ωp is down-converted
into two photons, each with the same fre-
quency ωa; see Fig. 3.1. If the pump fre-
quency is matched but slightly detuned, the
constraint
ωp = 2ωa + δ (3.9)
is obtained, in which δ is the detuning. If
Figure 3.1: Sketch of degenerate parametric down-conversion
described by the Hamiltonian in Eq. (3.10).
δ > 0, the corresponding Hamiltonian is explicitly time-dependent in the interaction picture and reads as
HˆPDC(t) = ~κ
[
e−iδtaˆ†2 + eiδtaˆ2
]
, (3.10)
in which the real-valued κ describes the coupling of the pump to the nonlinear crystal. An adequate
overview of the model can be found in Ref. [54]. The corresponding time-evolution operator reads as
UˆPDC(t) = T exp
{
− i
~
∫ t
t0
dτHˆPDC(τ)
}
. (3.11)
Due to the time-dependence of the Hamiltonian, the study time-ordering effects, which have been
recapitulated in Sec. 2.2, is possible. For the Hamiltonian in Eq. (3.10), the Magnus expansion will
be employed2 [see Eq. (2.15)]. Although, there are some works that should be mentioned in which
time-ordering effects were investigated [54–58], none of them considered time-ordering effects with
respect to nonclassicality. Instead of directly applying the Magnus expansion to Uˆ , the equations of
motion may be derived and solved by using the Magnus expansion [I]. This yields an expression of the
2Note that it is possible to solve the equations of motion analytically; see Sec. 4.2. However, at this point, the time-ordering
corrections are of interest and for this purpose, the Magnus expansion is a suitable tool for investigation.
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Figure 3.2: The Euclidean norm of the first two complex-valued Magnus orders in Eq. (3.12) in dependence of the
dimensionless time τ (within the radius of convergence) and mismatch δ/κ. More orders are plotted in
Ref. [I].
form  aˆ(t)
aˆ†(t)
 = exp{ ∞∑
n=1
Gn(t)
} aˆ(t0)
aˆ†(t0)
 , (3.12)
with the 2 × 2 complex matrices Gn. The non-commutativity of the Hamiltonian—i.e., the time-
ordering effects in Eq. (2.13)—is now contained in the matrices Gn>1. Especially, G1(τ) represents the
impact of the integrated Hamiltonian [cf. Eq. (2.16)] and G2(τ) is the complex-valued version of the
commutator of the Hamiltonian; cf. Eq. (2.17). The advantage of the representation in Eq. (3.12) is
that the complex-valued matrices are easier to handle in numerical calculations than the corresponding
Hilbert-space operators. However, one disadvantage of the Magnus expansion is the generally finite
radius of convergence. Thus, it might not be possible to access arbitrary interaction times. For the
dynamics discussed here, convergence in terms of the Magnus expansion is assured as long as τ < 1
for the dimensionless time τ = 2κt/pi; for further details see [I]. Above this radius of convergence, the
correctness of the obtained dynamics cannot be ensured.
3.2.1 Time-ordering corrections
Before the derived multi-time dependent nonclassicality criterion in Eq. (3.8) will be investigated, the
time-ordering corrections in UˆPDC will be examined in more detail. In Fig. 3.2, a plot of ‖G1(τ)‖2 and
‖G2(τ)‖2 in dependence of the time τ and the frequency mismatch δ is presented. The magnitude of
the first-order time-ordering correction, ‖G2(τ)‖2, is most prominent for large interaction times and
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moderate δ/κ. This coincides with the fact that if low pump powers are considered, the first-order
perturbation theory is sufficiently accurate to describe the dynamics of the system [74]. By inspection
of the plot of ‖G1(τ)‖2, regions are found in which this quantity is nearly zero. This means that for
those scenarios the dynamics may be primarily determined by time-ordering corrections—i.e., by the
Gn>1. Since the influence of such corrections is the main interest, δ/κ ≈ 3.18 will be chosen in the
following discussions, because in this case a significant impact of higher Magnus orders is expected. To
investigate the effect of time ordering on nonclassicality, the modulus squared of the single-time character-
istic function [Eq. (3.1) for r = 1] is derived, which, after a principal axis transformation, attains the form
|Φ(γ; τ)|2 = eµ1(τ)Re[γ]2+µ2(τ)Im[γ]2 . (3.13)
If the maximal value λmax ≡ λmax(τ) = max(µ1(τ), µ2(τ)) in Eq. (3.13) is positive, then |Φ(γ; τ)|2
exceeds one, which is an evidence of nonclassicality [22, 25, 26]. The time dependence of λmax is
depicted in Fig. 3.3. The impact of time
ordering is revealed via the differences in
the contributions of nmax = 1 (no time-
ordering corrections) and nmax > 1 (time-
ordering corrections included). On small
time scales, the first Magnus order is suffi-
ciently accurate—i.e., time ordering is negli-
gible. However, for larger interaction times,
higher Magnus orders must be included to
obtain the correct dynamics; i.e., the time-
ordering corrections have a significant im-
pact. Due to the algebraic structure of the
Gn(τ), the even and odd orders converge
0.2 0.4 0.6 0.8 1.0
t
0.2
0.4
0.6
0.8
1.0
lmax
nmax=1
nmax=2
nmax=10
nmax=11
Figure 3.3: λmax for G(τ) =
∑nmax
n=1 Gn(τ) [see Eq. (3.12)]
in dependence on the rescaled time τ = 2κt/pi.
Parameters: δ/κ ≈ 3.18.
alternatingly to the exact solution; see Ref. [I] for details. That is why the first correction term G2(τ)
yields worse results than the negligence of time ordering. The overall influence of time ordering is
contained in the differences of the red and black curve.
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3.2.2 Multi-time scenario
Coming back to the multi-time picture—i.e.,
to the criterion in Eq. (3.8)—two points
in time will be discussed in the following
(r = 2). Such a scenario corresponds to,
e.g., a detector scheme involving two detec-
tors, where each detector detects the light
field at a different point in time. The joint
probability of the detector events equals
normal- and time-ordered correlation func-
tions [19,38,61]. For the investigation of the
criterion in Eq. (3.8), the modulus squared
of the MTCF [Eq. (3.1)] is plotted in Fig. 3.4
for two times. The time evolution is de-
scribed by the Magnus expansion up to the
eleventh order which yields sufficiently ac-
curate results. It is seen that the derived
Figure 3.4: Plot of the modulus squared of the MTCF,
|Φ(γ1, γ2; τ1, τ2)|2, which is defined in Eq. (3.1) for
the dynamics of the Hamiltonian in Eq. (3.10). Pa-
rameters: |γ1|2 + |γ2|2 = 1, arg γ1 = arg γ2 = pi/2,
δ/κ ≈ 3.18, and τi = 2κti/pi for i = 1, 2.
criterion is clearly violated for all two points in time under study since the function is always greater
than one. This certifies a negative P functional and, hence, multi-time nonclassicality with respect
to Eq. (2.24). This means that in Eq. (2.24), at least one possible operator function fˆ exists which
yields negative values of the expectation value. Advantageously, because of the developed criterion, that
particular operator function does not need to be known.
3.3 Summary of Chapter 3
In this chapter, novel techniques for the identification of multi-time dependent nonclassical stochastic
processes in radiation fields in terms of characteristic functions have been developed. Those techniques
clearly extend the established single-time criteria. The introduced multi-time criteria are, in their general
form, necessary and sufficient and they are able to uncover multi-time dependent quantum effects.
Additionally, since they are based on normal- and time-ordered correlation functions, it is expected
that they are measurable by appropriate correlation setups. The methods have been applied to the
model of parametric down-conversion including a frequency mismatch. In the course of the application,
time-ordering effects within the time-evolution operator have been investigated. They are present
whenever an explicitly time-dependent Hamiltonian is studied. With those new tools, it is possible to
analyze time-dependent processes and assess the impact of time ordering
4. Multi-time nonclassicality via
generalized quasiprobabilities
The problem around the criterion in Eq. (3.6), which has already been mentioned, is the sufficiency
of its applicable form. Lower orders of the criterion might fail to uncover nonclassicality, while the
MTCF in Eq. (3.1) is unbounded. In such a case, the corresponding P functional is highly singular
and, thus, a further analysis is hardly possible. The question arises whether it is possible to derive
a criterion which is also necessary on an applicable basis—e.g., a criterion based on the negativities
of an appropriately regularized version of the P functional. Naively, one would tend to use the same
regularization procedure as was introduced in Ref. [28] for the single-time scenario: In the latter case
the characteristic function is bounded as
|Φ(β; t)|2 ≤ e|β|2 (4.1)
for all times. Thus, Φ(β; t) might be not square-integrable and the Fourier transform (the P function)
does not exist in a well defined manner. However, an appropriate filter function Ωw(β), with a width w,
can be introduced that suppresses this maximal possible rising behavior of the characteristic function.
The filtered characteristic function is accordingly defined as ΦΩ(β; t) := Φ(β; t)Ωw(β). Some remarks
concerning the phrase appropriate follow in the next section. The filtered characteristic function ΦΩ(β; t)
is then a proper square-integrable function and the corresponding P function is regular. However, the
same procedure is not simply expandable to the multi-time scenario.
4.1 Universal multi-time filters
In the multi-time case, an estimation comparable to the one in Eq. (4.1) is mostly not feasible. The
difficulty is that especially non-equal-time commutators need to be taken into account, which may,
depending on the dynamics under study, be a cumbersome task to evaluate. Those contributions may
overcome the bound given in Eq. (4.1) and can cause stronger singularities than in the single-time
case 1. It should be emphasized that this means that it is insufficient to simply employ a filter that is
compounded out of single-time filters, which are chosen to suppress the slope in Eq. (4.1). To overcome
this issue, a special kind of filters is suitable: compact-support filter functions.
1A detailed investigation of the singularities of the P function can be found in Ref. [60].
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Formally, the filtered P functional can be defined as follows [II]:
PΩ[α1, . . . , αr; t1, . . . , tr]
= pi−2k
∫
d2β1· · ·
∫
d2βr eα1β
∗
1−α∗1β1 × · · · × eαrβ∗r−α∗rβr Φ(β1, . . . , βr; t1, . . . , tr)Ωw(β1, . . . , βr)︸ ︷︷ ︸
:=ΦΩ(β1,...,βr;t1,...,tr)
, (4.2)
with the filtered MTCF ΦΩ(β1, . . . , βr; t1, . . . , tr). As already mentioned, the filter function Ωw has to
fulfill several requirements [28]:
1. The Fourier transform of ΦΩ(β1, . . . , βr; t1, . . . , tr) exists for all widths w. This means that ΦΩ is
always a rapidly decaying function with respect to the real- and imaginary parts of all βi.
2. The Fourier transform of the filter function Ωw(β1, . . . , βr) is non-negative. This requirement
ensures that occurring negativities are caused exclusively by the P functional.
3. In the limit of an infinite broad filter, the standard P functional is recovered:
limw→∞ PΩ[α1, . . . , αr; t1, . . . , tr] = P [α1, . . . , αr; t1, . . . , tr]. This means that PΩ is still a complete
representation of the quantum state.
A possible choice of a compact support filter reads as
Ωw(β1, . . . , βr) =
k∏
i=1
{
tri
(
Re[βi]
w
)
tri
(
Im[βi]
w
)}
, (4.3)
with the triangular function
tri(z) =

(1 + z) for z ∈ [−1, 0],
(1− z) for z ∈ [0, 1],
0 else.
(4.4)
The mathematical details which are concerned with the applicability of this filter are extensively discussed
in Sec. III of Ref. [II]: The filtered continuous MTCF ΦΩ(β1, . . . , βr; t1, . . . , tr) has a compact support
and hence, it decays faster than any polynomial. Therefore, according to Sobolev’s lemma, all orders
of the derivatives of the Fourier transform of ΦΩ exist2. In short, the regularized functional PΩ exists
and furthermore is a smooth function. The procedure which has been introduced applies to general
dynamics under study and, due to its compact support, suppresses any rising behavior of Φ. This novel
feature of multi-time regularization was not known before. It is worth noting that there is a plethora of
suitable filter functions; an adequate overview is offered in Ref. [33]. As already pointed out in Chap. 3,
a measurement of Φ (and consequently of PΩ as well) is possible by a correlation measurement which
includes multiple photodetectors. Details concerning this issue are discussed in Ref. [II].
2More details can be found in Refs. [31,60] and references therein.
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4.2 Application to degenerate parametric down-conversion
In order to apply the previously derived findings, the degenerate parametric down-conversion-Hamiltonian
will be reconsidered; see Eq. (3.10). In this section, time-ordering effects are not of interest and hence
the dynamics will be solved exactly via the equations of motion. The analytic solution of the dynamics of
the Hamiltonian in Eq. (3.10) reads as3
aˆ(τ) = u1(τ)aˆ+ u2(τ)aˆ†, (4.5)
with
u1(τ) = e−ipiτδ/(4κ)
[
cosh (ϑτ) + ipiδ/κ4ϑ sinh (ϑτ)
]
, and
u2(τ) =
−ipi
ϑ
e−i
pi
4 τδ/κ sinh (ϑτ), (4.6)
in which ϑ = pi
√
16− (δ/κ)2/4 and τ = 2κt/pi. By using this solution and the filter specified in Eqs. (4.3)
and (4.4), the regularized P functional for two times is calculated as
PΩ[α1, α2; τ1, τ1] =w4T (w
f10
2i ,−w
2f20)T (w
f01
2i ,−w
2f02)T (w
d10
2i ,−w
2d20)T (w
d01
2i ,−w
2d02), (4.7)
in which [60]
T (y, g) = Re
(
2
pi
∫ 1
0
dze−gz
2+2iyz(1− z)
)
. (4.8)
The coefficients fmn and dmn are obtained numerically; see Ref. [II] for details. With the
equation given in Eq. (4.7), the regular-
ized version of the two-time dependent
P functional can be derived for the dynamics
of degenerate parametric down-conversion.
A plot of PΩ is depicted in Fig. 4.1 for
δ/κ ≈ 3.18. The negative values of PΩ
clearly verify nonclassical normal- and time-
ordered correlation properties of the dy-
namics under study. That is, at least one
operator function fˆ exists so that the ex-
pectation value in Eq. (2.24) attains neg-
ative values. This result confirms the vio-
lation of the sufficient criterion visualized
in Fig. 3.4. Yet, the negativities of PΩ
are necessary (besides being known to be
Figure 4.1: Plot of the regularized two-time-dependent P func-
tional for the cross sections Im(α1) = Im(α2) = 0
and two distinct points in time, τ1 = 0.1 and
τ2 = 0.45.
sufficient, as well). Note that in the characteristic function of PΩ in Eq. (4.7), no stronger rising behavior
occurs, which would require a compact filter. This is reasoned by the solution of the dynamics given in
3The solution is explicitly derived in Ref. [II], however, it can be found in quantum optics textbooks as well.
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Eq. (4.5), since [aˆ(t), aˆ†(t′)] = c(t, t′)1ˆ holds. A more complex dynamics in which such a commutation
relation is generally not present, will be discussed in the following section.
4.3 Stronger divergences in the multi-time scenario
In this section, Φ(β1, β2; t1, t2) will be investigated with respect to its rising behavior. For this purpose,
the Hamiltonian of a trapped ion whose electronic transition is not driven [75] will be considered4. To
compare the rising behavior of the two-time case (r = 2) with the two-mode (but single-time) case, the
quantity
∆Φion(β1, β2; 0, t) := |Φion(β1, β2; 0, t)|2 − e|β1|
2+|β2|2 (4.9)
will be examined; cf. Ref. [II]. If ∆Φion is positive, the slope of the modulus squared of the
two-time-dependent characteristic function
|Φion(β1, β2; 0, t)|2 overcomes the maximal
possible slope of the corresponding two-
mode characteristic function e|β1|
2+|β2|2 . To
put it more briefly, if ∆Φion(β1, β2; 0, t) > 0
then, according to the findings of the pre-
vious section, a non-compact-support filter
may fail to properly regularize the corre-
sponding P functional. A plot of ∆Φion
for the trapped ion dynamics is depicted
in Fig. 4.2 for the case of an input Fock
state ρˆion(0) = |3〉〈3|. Since ∆Φion exceeds
the value of zero (pink areas), it is con-
firmed that the MTCF is differently bounded
compared to the two-mode single-time case
and the choice of a compact-support filter
is justified, as the absolute value of the two-
time characteristic function cannot be esti-
mated as a product of single-time bounds; cf.
Eq. (4.1).
Figure 4.2: ∆Φion [Eq. (4.9)] for the dynamics of a trapped ion
for an input Fock state |3〉〈3| in dependence of the
phase ϕ and the dimensionless time τ . Parameters:
|β1| = |β2| = 1.3, ϕ1 = ϕ2 ≡ ϕ, and βj = |βj |eiϕj ,
(j = 1, 2).
4.4 Summary of Chapter 4
In this chapter, a method for visualizing general multi-time quantum correlations in terms of regular
phase-space quasi-probabilities has been derived, which is a continuation of the idea presented in
Chap. 3. For this purpose, the regularization procedure of the P function has been extended to the
4A detailed discussion of the dynamics of a trapped ion follows in Chap. 5.
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multi-time picture. The negativities of the regularized P functional are always necessary and sufficient
for uncovering multi-time dependent quantum correlations. Remarkably, the regularization procedure
applies to arbitrary dynamics, which is far from trivial, since multi-time-dependent commutators need to
be taken into account. Thus, the technique regularizes arbitrary strong singularities due to the usage
of a compact-support filter. It should be mentioned that it was unclear until now, whether a general
applicable regularization procedure of the P functional is possible. As in Chap. 3, the findings have
been applied to the parametric oscillator. The occurring nonclassical two-time correlations have been
directly visualized via negativities of PΩ in phase space. In order to justify the approach, the dynamics
of a trapped ion has been considered and it has been shown that the slope of the two-time dependent
characteristic function can exceed the slope which is maximal possible for single-time (but multi-mode)
characteristic functions.
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5. Off-resonantly driven nonlinear
Jaynes-Cummings model
Investigating time-dependent quantum phenomena, it is desirable to apply the developed techniques
to a realistic model, which is not only sophisticated itself, but exactly solvable as well. This concerns
the investigation of an explicitly time-dependent Hamiltonian, especially. Unfortunately, such models
are rarely available. In this context, an interesting model to be studied is the Jaynes-Cummings model,
which was introduced in 1963 [76,77]. At this time, it was doubted whether the model is of practical
relevance, as the underlying scenario of this model is rather idealized: A single radiation mode interacts
with a two-level system. However, due to technical progress, it was possible to verify many of its
predictions [78–81]. Note that, although the model is rather compact, it can be used to demonstrate
many physical effects like Rabi oscillations [82–84], collapse and revivals [81,85,86], squeezing [87,88],
atom-field entanglement [89–91], antibunching [92–94], and nonclassical states such as Schrödinger
cat [95,96] and Fock states [97–99]. Furthermore, it was found that the model is not only suitable to
describe the interaction of a two-level system with a radiation mode, but can also be applied in many
other scenarios, as well [100–114].
This section covers the description of the dynamics of a trapped ion. The vibrational center-of-mass
motion of an ion caught in a trap can be described in a quantized manner [43–45]; see also Chap. 13
of Ref. [38]. Beyond the standard Lamb-Dicke regime [115, 116], the dynamics can be described by
a nonlinear generalization of the standard Jaynes-Cummings Hamiltonian [42]. The interaction of a
trapped ion with optical radiation led to the generation of a variety of motional states [75,115,117–124],
especially nonclassical states. It should be mentioned that related experiments were part of the Nobel
prize in 2012 [125].
5.1 Solution of the dynamics
As mentioned earlier, the Hamiltonian which describes the quantized motion of a trapped ion in the
resolved sideband regime was first introduced and solved for the resonant case (Ref. [42]), in which the
Hamiltonian is not time-dependent. In case of a frequency mismatch ∆ω > 0 of the driving laser, the
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corresponding Hamiltonian in the interaction picture reads as [III]
HˆNLJC(t) = ~κ′e−i∆ωtAˆ21fˆk(aˆ†aˆ; η)aˆk + H.c., (5.1)
in which
fˆk(aˆ†aˆ; η) =
1
2e
i∆φ−η2/2
∞∑
n=0
|n〉〈n| (iη)
kn!
(n+ k)!L
(k)
n (η2) + H.c. (5.2)
describes the mode structure of the standing-wave-forming pump laser at the operator-valued relative
position (defined by ∆φ) of the ion. The interaction
is schematically depicted in Fig. 5.1. Furthermore,
κ′ is the coupling constant1, η is the Lamb-Dicke pa-
rameter, and aˆ and aˆ† are the operators destroying
and creating one vibrational quantum, respectively.
Aˆij = |i〉〈j| is the atomic flip operator which ac-
counts for the electronic transitions (|j〉 → |i〉) of
the ion. The L(k)n denote the generalized Laguerre
polynomials. The frequency mismatch is specified
by the relation
ωL = ω21 − kν + ∆ω. (5.3)
Here, ωL is the frequency of the incident pump laser,
ω21 is the separation of the electronic levels, ν is the
trap frequency, and k = 0, 1, . . . denotes the excited
sideband. Note that the Hamiltonian in Eq. (5.1)
is time-dependent in the Schrödinger picture, as
well. As the Hamiltonian in Eq. (5.1) is explic-
itly time-dependent, the time-evolution operator
cannot be solved straightforwardly, as in Ref. [42],
since time-ordering effects need to be taken into
account; cf. Eqs. (2.13)-(2.15). In Ref. [III], it was
shown that the time-ordering corrections must not
be neglected as they contribute significantly to the
dynamics. To circumvent this issue, the pump field
will be quantized2. By using this approach, the full
Hamiltonian in the Schrödinger picture reads as
Figure 5.1: Visualization of the interaction described
by the Hamiltonian in Eq. (5.1). The elec-
tronic ground state |1〉 and excited state |2〉
are separated by the electronic transition
frequency ω21 = ω2 − ω1. Due to the ap-
proximately harmonic trap potential, the en-
ergy surfaces are neither displaced, nor dis-
torted and the vibrational levels are equidis-
tantly separated by the trap frequency ν.
The laser frequency ωL (red arrows) is
driven off-resonantly with respect to the
|1, n〉 ↔ |2, n − k〉 transition, including a
detuning ∆ω  ν.
HˆNLJC = ~νaˆ†aˆ+ ~ωLbˆ†bˆ+ ~ω21Aˆ22 +
(
~κ′′Aˆ21bˆfˆk(aˆ†aˆ; η)aˆk + H.c.
)
. (5.4)
1The prime denotes the different coupling constants of the various models.
2Note that the Hamiltonian in Eq. (5.1) can be solved directly as well, by using the spinor formalism; see Ref. [IV] for details.
The solution will be treated in Sec. 5.3.
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The interaction described by this Hamiltonian proceeds as follows: As soon as a pump photon is absorbed
(bˆ), the ion switches to its excited state (Aˆ21). The vibrational transitions (fˆk(aˆ†aˆ; η)aˆk) obey the chosen
quasiresonance condition. The Hermitian conjugate (H.c.) term describes the reversal process—i.e., a
pump photon (bˆ†) is created, accompanied by the electronic |2〉 → |1〉 and the vibrational transition
|n− k〉 → |n〉. Since the Hamiltonian in Eq. (5.4) is not time-dependent, the time-evolution operator
reads as
UˆNLJC(t) = exp
{
− i(t− t0)
~
HˆNLJC
}
. (5.5)
The time ordering which would be present in the time-evolution operator of the Hamiltonian in Eq. (5.1)
is contained in the extension of the Hilbert space. Inserting the Hamiltonian from Eq. (5.4) in Eq. (5.5)
yields
UˆNLJC(t) =
∑
σ=±
∞∑
m,n=0
e−iω
σ
mn(t−t0)|ψσmn〉〈ψσmn|+
∞∑
n=0
e−iνn(t−t0)|1, 0, n〉〈1, 0, n|
+
∞∑
m=0
k−1∑
q=0
e−i[νq+ωL(m+1)](t−t0)|1,m+ 1, q〉〈1,m+ 1, q|. (5.6)
The parameters are defined as follows:
|ψ±mn〉 = c±mn(|2,m, n〉+ α±mn|1,m+ 1, n+ k〉), α±mn =
∆ω ±√∆ω2 + |Ωmn|2
Ωmn
,
ω±mn =
1
2{∆ω(2m+ 1) + ν(2n− 2km) + ω21(2m+ 2)±
√
∆ω2 + |Ωmn|2},
c±mn =
1√
1 + |α±mn|2
, Ωmn = 2κ′′
√
m+ 1fk(n; η)
√
(n+ k)!
n! , and
fk(n; η) = 〈n|fˆk(aˆ†aˆ; η)|n〉. (5.7)
The |i,m, n〉 denotes the electronic (i = 1, 2), pump-photon (m = 0, 1, 2, . . . ), and motional excitations
(n = 0, 1, 2, . . . ). To briefly recapitulate: The starting point was the explicitly time-dependent Hamilto-
nian in Eq. (5.1). The quantization of the pump field—i.e., an extension of the Hilbert space—led to a
time-independent Hamiltonian [Eq. (5.4)]. The corresponding dynamics of this Hamiltonian has been
solved straightforwardly.
To demonstrate the validity of the approach, the occupation probability of the excited electronic
state of the ion will be considered, which is defined as
σ22(t) =
∑
m,n
〈2, n,m|ρˆ(t)|2, n,m〉, (5.8)
in which ρˆ(t) = UˆNLJC(t)ρˆ(0)UˆNLJC(t)† denotes the full density matrix of the system with ρˆ(0) = |2〉〈2| ⊗
|α0〉〈α0| ⊗ |β0〉〈β0|. Thus, the ion is initially prepared in its excited electronic state, the pump is prepared
in a coherent state |β0〉, and likewise, the quantized motion is initially in a coherent state |α0〉. Combining
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Figure 5.2: Comparison of the analytical solution for the quantized pump field [Hamiltonian in Eq. (5.4)] (dashed,
black line) for β0 = 20 (a) and β0 = 100 (b) with the corresponding dynamics of the semiclassical
solution (solid, red line) [Hamiltonian in Eq. (5.1)]. The latter is obtained numerically by using the
PYTHON package QUTIP [126,127]. The dimensionless time is defined as τ = |κ′′|t. The initial state of
the quantized motion was assumed to be a coherent state |α0〉. Parameters: ∆ω/|κ′′| = 0.2, α0 =
√
12,
k = 2, ∆φ = 0, and η = 0.2.
the latter statements with Eqs. (5.5) and (5.8) it is found that
σ22(t) =
∞∑
m,n=0
∑
σ,σ′=±
ei[ω
σ′
mn−ωσmn]t|cσmncσ
′
mn|2(ασmn)∗ασ
′
mn
|β0|(2m+2)|α0|(2n+2k)
(m+ 1)!(n+ k)! e
−|β0|2−|α0|2 . (5.9)
Plots of σ22(t) are presented in Fig. 5.2. The solid (red) line corresponds to the solution of the dynamics
of a classical pump, which is derived numerically using the PYTHON package QUTIP [126,127]. The black
(dashed) line visualizes the solution given in Eq. (5.9). It can be seen that the solution differs from the
semiclassical one for a weak coherent input field β0 = 20 of the pump. However, for a strong coherent
amplitude β0 = 100, the solution is very similar to the semiclassical case. In summary, not only a way
to solve the dynamics of the detuned and nonlinear Jaynes-Cummings model has been found, but the
model has been extended so that arbitrary pump fields may be considered. The issue of different—e.g.
nonclassical—pump fields will be considered in Sec. 5.3.
5.2 Nonclassicality
In this section, the nonclassical properties of the derived solution [Eq. (5.6)] will be investigated in
more detail. As a first qualitative analysis, the regularized Glauber-Sudarshan P representation will be
calculated. In Fock basis, PΩ, with respect to the motional subsystem, is calculated via
PΩ(α; t) =
∞∑
m,n=0
ρvib,mn(t)PΩ,nm(α). (5.10)
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This representation of the (motional) quantum state under study in phase space has the advantage that
the values PΩ,nm(α) need to be computed only once and can be applied to arbitrary density matrices
afterwards. By using the radial-symmetric compact-support filter [33]
Ωw(|β|) = 2
pi
[
arccos
( |β|
2w
)
− |β|2w
√
1− |β|
2
4w2
]
rect
( |β|
4w
)
, (5.11)
with rect(x) = 1 if x ≤ 1/2 and rect(x) = 0 elsewhere,
PΩ,nm(α) =
16
pi2
w2ei(n−m)ϕα
∫ 1
0
dzΛnm(2wz)zJn−m(4w|α|z)
[
arccos(z)− z
√
1− z2
]
(5.12)
is obtained [III]. Here, Jn(x) are the Bessel functions of the first kind, α = |α|eiϕα , and
Λnm(x)
=
(−x)m−n
√
n!
m!L
(m−n)
n (x2) m ≥ n
xn−m
√
m!
n! L
(n−m)
m (x2) m < n.
(5.13)
The reduced density matrix is calculated via
ρˆvib(t) =
∑
i=1,2
∑∞
m=0〈i,m|ρˆ(t)|i,m〉.
By using the input state ρˆ(0) =
|2, β0, α0〉〈2, β0, α0|, the quasiprobability in
Fig. 5.3 is obtained. The motional coherent
input state with amplitude α0 =
√
5 evolved
into a distorted nonclassical state. The pre-
sented phase-space representation yields full
insight into the (reduced) motional subsys-
tem of the trapped ion. To get more insight
Figure 5.3: The regularized Glauber-Sudarshan P function
[Eq. (5.12)] is shown for the initial coherent state
|α0〉 at |κ′′|t = 50. Parameters: α0 =
√
5, k = 3,
∆φ = pi/2, η = 0.2, ν/|κ′′| = 5000, β0 = 40,
∆ω/|κ′′| = 8, and w = 1.7.
into the nonclassical nature, the following distinct quantum effects will be considered. The motional
states will be investigated with respect to squeezing, sub-Poisson statistics, and anomalous quantum
correlations [128]. The related criteria read as
CSq := min
ϕ∈[0,2pi)
{〈: [∆xˆ(ϕ; τ)]2 :〉} < 0, (5.14)
CSP := Q(τ) = 〈: [∆nˆ(τ)]
2 :〉
〈nˆ(τ)〉 < 0, and (5.15)
CAC := min
ϕ∈[0,2pi)
{〈: [∆nˆ(τ)]2 :〉〈: [∆xˆ(ϕ; τ)]2 :〉 − |〈: ∆xˆ(ϕ; τ)∆nˆ(τ) :〉|2} < 0, (5.16)
in case of squeezing (Sq), sub-Poisson statistics (SP), and anomalous quantum correlations (AC). Here,
Q(τ) is the commonly used definition of the Mandel Q parameter. As before, ρˆ(0) = |2, β0, α0〉〈2, β0, α0|
is assumed. The input coherent pump amplitude β0 is chosen to be sufficiently large, so that the dynamics
is close to the semiclassical one. The results are depicted in Fig. 5.4 (after Ref. [V]). In the case of the
excitation to the zeroth sideband [k = 0, figure (a)], only the anomalous quantum-correlations condition
is able to certify nonclassicality. More interestingly, if the second sideband is excited[k = 2, figure (b)],
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only small areas of squeezing are visible. This is surprising, as the Hamiltonian contains quadratic terms
of the creation and annihilation operators, as it is the case in the ordinary squeezing operator. This
counterintuitive behavior is caused by the nonlinearities—i.e., the Lamb-Dicke parameter being greater
than zero. Thus, when it comes to the investigation of its exact physical relevance (e.g. with respect to
application in future quantum technologies), a trapped ion in the resolved sideband regime seems to be
a promising model to be studied.
Figure 5.4: The nonclassicality criteria given in Eqs. (5.14) (CSq—squeezing; solid black line), (5.15) (CSP—sub-
Poisson statistics; solid orange line), and (5.16) (CAC—anomalous quantum correlations; dashed blue
line) for the excitation to the zeroth sideband, k = 0 (a), and to the second sideband, k = 2 (b).
Negative values (shaded area) certify nonclassicality. Note that the phase ϕ is optimized for each
criterion separately. Parameters: α0 =
√
8, η = 0.3, ∆ω/|κ′′| = 20, ∆Φ = 0, ν/|κ′′| = 5000, and
β0 = 100.
5.3 Quantum-pump dynamics
As mentioned before, the Hamiltonian in Eq. (5.1) can be solved directly, as well; see Ref. [IV]. The
derived semiclassical solution in the latter reference is on the one hand easier to handle (as the additional
“pump-Hilbert-space” is not needed), but on the other hand it does not allow for the consideration of
more general pump/cavity input states. For example, by using the solutions in Eq. (5.6), one may
consider
ρˆcav(0) = |ΨSV〉〈ΨSV| (5.17)
with the squeezed vacuum state
|ΨSV〉 = 1cosh ξ
∞∑
n=0
(− tanh ξ)n
√
(2n)!
2nn! |2n〉, (5.18)
in which ξ denotes the squeezing parameter. The regularized P function is derived in the same way as in
Sec. 5.2. The result is depicted in Fig. 5.5, in which the electronic and motional input states are |2〉〈2|
and |α0〉〈α0|, respectively. While figure (a) corresponds to the semiclassical solution of the Hamiltonian
in Eq. (5.1), figure (b) shows the solution which has been discussed in Sec. 5.2 by using the input state
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in Eq. (5.17). Due to the nonclassical cavity input field, a ring-formed structure appeared, which cannot
be explained by using solely the semiclassical solution. Finally, note that Fig. 5.5 (a) could also be
derived with the solution in Sec. 5.2 by using a coherent pump/cavity-input state |β0〉 with β0  1.
Figure 5.5: Comparison of the exact, semiclassical solution (Ref. [IV]) in figure (a) and the solution given in
Eq. (5.6) for a cavity field prepared initially in a squeezed vacuum in figure (b) at |κ′|t = 50 for k = 2
in terms of the regularized P function [Eq. (5.10)]. Parameters: ξ = 2, η = 0.2, α0 =
√
5, and
∆ω/|κ| = 0.1.
5.4 Measurement of the trapped ion’s total quantum state
A possible measurement scheme to reconstruct the total quantum state of a trapped ion in terms of a
generalization of the Wigner function was introduced in Ref. [129]. The phrase total quantum state
includes even entanglement between the electronic and motional degrees of freedom, which is not
observable if only the reduced density matrix of one subsystem is considered. The measurement scheme
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is depicted in Fig. 5.6 and discussed in depth
in Ref. [129] and Sec. IV of Ref. [V]. With
the strong |1〉 ↔ |3〉 transition, the ground
(or excited) electronic state probability of
the ion is determined. The weak |1〉 ↔ |2〉
transition leads to the interaction Hamilto-
nian
Hˆint = ~|κ′|fˆ0(nˆ; η)Aˆ12 + H.c. (5.19)
Due to the measurement of the ion’s elec-
tronic state via the strong transition, the den-
sity matrix of the complete system reduces
to
ρˆ(1)(τ1) = |2〉〈2| ⊗ ρˆ(1)red(τ1), (5.20)
in case the ion is in its electroni-
cally excited state. In Eq. (5.20),
resonance fluorescence
Figure 5.6: Measurement scheme after Ref. [129] to recon-
struct the, possibly entangled, quantum state of
a trapped ion, with respect to the vibronic states.
The driving laser (red arrows) is detuned to the
zeroth sideband: ωd = ω21; see text for further
explanations.
ρˆ
(1)
red(τ) = 〈2|Uˆint(τ1)ρˆ(α)Uˆ†int(τ1)|2〉 was defined, in which ρˆ(α) = Dˆ†(α)ρˆ(0)Dˆ(α) is the displaced mo-
tional state and ρˆ(0) denotes the density operator of the vibronic degrees of freedom. After applying
multiple probe cycles and choosing appropriate interaction times, the diagonal density matrix elements
ρnnij (α) ≡ 〈i, n|ρˆ(α)|j, n〉 for i, j = 1, 2 are recovered. By using these elements, multiple representations
of the state under study can be derived. Ref. [129] relates the elements to a so-called Wigner-function
matrix which is a generalization of the ordinary Wigner function, including a description of possibly
entangled electronic and motional degrees of freedom. Meanwhile a hybrid-version of the Glauber-
Sudarshan P function was introduced in Ref. [130], which uncovers quantum correlations between the
subsystems beyond entanglement [131]. The hybrid-version of the P function is defined as
Pij(α) = 〈Aˆji⊗ : δˆ(aˆ− α) :〉 (5.21)
and can be derived out of the elements ρnnij (α) in two ways. One way is to derive the Wigner-function
matrix, Fourier transform it, rewrite the resulting expression in normal order, and Fourier transform it
back (including an appropriate filtering) to obtain the regularized P -function matrix. Another way is to
apply the method of nonclassicality witnesses, introduced in Ref. [132]. These two approaches yield the
expressions
Pij,Ω(α) =
2
pi3
∞∑
n=0
(−1)n
∫
d2α′ΛΩ(α, α′)ρnnij (α′) (5.22)
and
Pij,disc(α) =
w2
16
∞∑
m=0
(−w2/4)m
[(m+ 1)!]2
(
2m+ 2
m
) ∞∑
n=m
ρnnij (α)
n!
(n−m)! . (5.23)
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The index “disc” in the second expression denotes that this result is obtained by using a disc-function
filter. In Eq. (5.22), ΛΩ(α, α′) :=
∫
d2β Ωw(β)e|β|
2/2eβ
∗(α−α′)−β(α∗−α′∗) was defined. Thus, the elements
ρnnij (α) which are obtained from the measurement, directly yield the regularized version of the P -function
matrix. The latter is obtained either over the complete phase space via integration [Eq. (5.22)] or at
one particular point in phase space [Eq. (5.23)]. The anomalous quantum correlations can be derived
accordingly in Fourier space via the derivatives of the characteristic-function matrix; cf. Ref. [V].
5.5 Non-commuting Hamiltonians
At the beginning of this thesis, in Sec. 2.2, the problems of non-commuting Hamiltonians have been
recapitulated. The problems arise naturally in the solution of the time-evolution operator if the cor-
responding Hamiltonian is explicitly time-dependent. Can this quantity be somehow extracted out of
measured data? Even though this problem is a keystone of quantum mechanics, it is rarely investigated.
A related but simpler problem is the verification of the commutation relation [aˆ, aˆ†] = 1ˆ. Although this
commutation rule is of fundamental importance, a direct experimental proof was not reported before
2007; see Refs. [133–135].
Given an interaction Hamiltonian in the interaction picture, Hˆint,I , the time evolution of the Hamilto-
nian itself can be described via
Uˆ†I (t)Hˆint,I(t)UˆI(t) = Hˆint,I(t)︸ ︷︷ ︸
∝|κ′|
+ i
~
∫ t
0
dτ1
[
Hˆint,I(τ1), Hˆint,I(t)
]
︸ ︷︷ ︸
∝|κ′|2
+O(|κ′|3), (5.24)
in which UˆI(t) is the ordinary time-evolution operator, containing solely the interaction Hamiltonian.
Here, |κ′| denotes some coupling constant to which the interaction Hamiltonian is assumed to be
proportional. Thus, the measurement of the interaction Hamiltonian in dependence of |κ′| yields the
Hamiltonian in the interaction picture (term proportional to |κ′|) and its partially integrated time-
dependent commutator (term proportional to |κ′|2).
The first question arising is whether or not it is possible to measure the time evolution of the
interaction Hamiltonian alone. Since the operator Aˆ22 = |2〉〈2| commutes with the free field Hamiltonian
and the excited state occupation probability equals the expectation value of Aˆ22 it is found that, for
∆ω 6= 0, [VI]
σ22(t)− σ22(0) = 1~∆ω
(〈
Uˆ †I (t)Hˆint,I(t)UˆI(t)
〉
−
〈
Uˆ†I (0)Hˆint,I(0)UˆI(0)
〉)
. (5.25)
The measurement of σ22, which is achieved via probing for resonance fluorescence, allows for the
determination of the time evolution of solely the interaction Hamiltonian. From the latter, the explicit
time-dependent Hamiltonian itself and the corresponding commutator can be derived; see Eq. (5.24).
To demonstrate the applicability, the technique will be applied to simulated data, i.e., random events
will be generated that resemble the evolution of σ22. The generation scheme is:
1. creation of random events that resemble the evolution of σ22 with respect to the coupling.
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2. polynomial approximation of those data for small couplings at each time point.
3. determination of the linear and quadratic coefficients of this polynomial, which equal the first and
second term in Eq. (5.24), respectively.
Depending on the scenario, this procedure needs to be repeated multiple times. The results are depicted
in Fig. 5.7. The interaction Hamiltonian [Eq. (5.1)] in Fock basis reads as
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Figure 5.7: Plot of the simulated data, represented by the dots, in comparison to the analytical results. Figure (a)
shows the determination of the interaction Hamiltonian in Fock basis, 〈n|Hˆint,I(t)|n〉 in Eq. (5.26) at
|ε|t = 10. The gray bars are the analytical results. |ε| denotes the rescaled and dimensionless coupling;
for details see Ref. [VI]. Figure (b) shows the analytically derived curves of the commutator in Eq. (5.27)
(black lines) for a coherent state |α0〉, with α0 =
√
12, together with simulated data for k = 0 (green
dots) and k = 2 (magenta dots). Parameters: η = 0.2, ∆ω/|ε| = 0.2, ∆Φ = 0, and ν = 5000.
〈n|Hˆint,I(t)|n〉 = ~|κ′|f0(n; η)
(
γ1γ
∗
2e
−i∆ωt + γ2γ∗1ei∆ωt
)
(5.26)
and is presented as the gray bars in Fig. 5.7 (a). The commutator for a motional coherent input state is
i
~
∫ t
0
dτ〈1, α0|
[
Hˆint,I(τ), Hˆint,I(t)
]
|1, α0〉 = 2|κ
′|2~
∆ω (1− cos ∆ωt)
∞∑
n=0
|fk(n; η)|2 |α0|
2(n+k)
n! e
−|α0|2
(5.27)
and is shown as the black dashed and solid line in Fig. 5.7 (b), for k = 0 and k = 2, respectively.
The simulation resembles the theoretical prediction sufficiently well. It is noteworthy that statistically
significant non-zero contributions of real data in figure (b) would be a clear experimental evidence
of non-equal-time commutators of the interaction Hamiltonian. Especially, solely the electronic-state
occupation probability is needed to reveal the behavior of the non-equal-time commutators which
account for time-ordering effects.
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5.6 Summary of Chapter 5
In this chapter, the time-dependent Hamiltonian of the quasiresonantly driven nonlinear Jaynes-
Cummings model has been investigated. Since time ordering must not be neglected, the dynamics
has been solved via an extension of the Hilbert space; more precisely, the pump field has been quantized.
Due to this procedure, the full Hamiltonian became time-independent. The dynamics of the Hamiltonian
has been solved analytically and the solutions have been verified using numerical methods. Especially,
for a strong coherent pump input state, it has been shown that the solutions resemble the semiclassical
behavior. Furthermore, the temporal evolution of the regularized P function of the motional states
of the ion has been visualized. The model has been used as a basis for various considerations and it
could be shown that (i) for the excitation to the zeroth sideband, anomalous quantum correlations of
non-commuting observables of the motional states can be revealed where neither quadrature squeezing
nor sub-Poisson number statistics occur, (ii) the treatment of the pump in a quantized manner yields
a more general description of the corresponding dynamics, (iii) the discussed quantities can be mea-
sured via an appropriate measurement scheme, and (iv) the model is suitable for the investigation of
non-equal-time commutators of Hamiltonians, which are a keystone of quantum mechanics. In fact, the
further investigation of the model is very promising since there may be more so far undiscovered effects.
Nonetheless, it is still an open question whether the investigated effects—e.g., anomalous quantum
correlations of the motional states—can be useful for applications in quantum technologies.
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6. Conclusion
In this final section, the findings of this thesis and the corresponding publications will be summarized.
For a better overview, this chapter is structured according to the different topics which have been treated
during the research.
Time ordering.— If a system’s Hamiltonian is explicitly time-dependent, time-ordering effects arise
naturally in the dynamics. Albeit this issue is a keystone of the fundamentals of quantum dynamics,
these effects are rarely considered in current research. This may be due to the fact that most approaches
include the time-ordering effects in the final solution automatically. In experiments, certain scenarios are
preferred, e.g., the restriction to certain pump pulses in parametric down-conversion, which are well
approximated without time ordering, leading to untapped resources. It has been shown that for degener-
ate parametric down-conversion which includes a frequency mismatch (and algebraically comparable
systems), the operator-valued time-ordering problem can be transferred into the complex-valued domain,
in which the time ordering can be treated in terms of non-commutative matrices. By using these results
and the Magnus expansion, it has been demonstrated that, within the radius of convergence, terms up to
the eleventh Magnus order may significantly contribute to the complete dynamics. Especially, it has been
shown that they affect the evolution of nonclassicality, which has been considered in terms of the slope
of the Fourier transform of the Glauber-Sudarshan P function.
Quasiresonantly driven nonlinear Jaynes-Cummings Hamiltonian.— Apart from the model of degen-
erate parametric down-conversion, time ordering within the quasiresonantly driven nonlinear Jaynes-
Cummings model has been discussed. In order to justify the need of analytical solutions, including time
ordering, it has been argued that even for a small detuning, the impact of time ordering is crucial. There-
fore, an exact solution via the extension of the Hilbert space has been derived, in the form of a quantized
pump field. This way, via treating the incident laser in a quantized manner, the time-dependence of the
Hamiltonian in the Schrödinger picture vanished. The solution of the time-evolution operator has been
derived straightforwardly. If the input state of the pump is a strong coherent state, the solutions converge
to the semiclassical case (where the pump is is treated classically). However, it has been shown that,
e.g., nonclassical pump input-fields reveal a different dynamics compared to the semiclassical case and,
thus, the solution which include a quantized pump field yields a more general description of the system.
By using the regularized version of the Glauber-Sudarshan P function, the temporal nonclassicality
evolution of the motional state of the trapped ion in phase space has been visualized.
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Furthermore, for this particular system, nonclassicality in terms of squeezing, sub-Poisson statistics,
and anomalous quantum correlations has been investigated. Comparing these criteria, scenarios have
been revealed, in which nonclassicality is only certified by anomalous quantum correlations. Thus,
to investigate the usefulness of those correlations with respect to future quantum technologies, the
nonlinear and detuned Jaynes-Cummings model is a promising candidate. Additionally, an established
measurement scheme has been reconsidered, which was initially thought to uncover entanglement
between the electronic and motional states in terms of a generalization of the Wigner function. It has
been shown that, in principle, the anomalous quantum correlations and other normal-ordered moments
can be recovered out of the measured quantities. Moreover, the hybrid version of the Glauber-Sudarshan
P function can be reconstructed from the same data.
Another important topic which have been discussed in terms of the nonlinear Jaynes-Cummings
model is the verification of non-equal-time commutators. By using the semiclassical solutions, simulated
data has been used to demonstrate that the expectation value of a partially integrated non-equal-time
commutator of the corresponding Hamiltonian can be reconstructed out of the excited electronic-state
occupation probability. In principle, this can be achieved as long as the data are well resolved for weak
couplings.
Multi-time-dependent nonclassicality.— Besides the nonclassicality with respect to a single point in
time, a complete framework has been developed to uncover multi-time-dependent nonclassicality. The
latter means nothing but the negativity of the P functional introduced in 2008, which is a generalization
of the Glauber-Sudarshan P function. It can be used to express normal- and time-ordered correlations
functions formally as a classical stochastic process. Unfortunately, the P functional is an ill-behaved
function for most states and its singularities may become stronger in multi-time scenarios. Thus, the
Fourier transform of the P functional has been investigated, which is referred to as a multi-time-
dependent characteristic function and is always well-behaved. Based on this function, a hierarchy of
necessary and sufficient criteria has been derived to verify nonclassical stochastic processes for radiation
fields, including an arbitrary number of points in time. The approach has been applied to two points in
time to degenerate parametric-down conversion and it has been shown that for all times under study the
derived criterion is violated and hence, the corresponding two-time-dependent P functional is negative
in the sense of distributions. However, the derived criteria are only necessary if all generally infinite
orders are taken into account. Thus, in certain situations, if low orders fail to uncover nonclassicality, it
may be reasonable to consider the P functional instead.
For this purpose, the procedure of P function regularization has been extended to the multi-time
scenario. It has been demonstrated that the multi-time-dependent regularization procedure needs to
fulfill additional constraints compared to the single-time case. This is caused by the fact that in the
latter case, the bound of the characteristic function, which is the same for all times under study, is
well-known. However, for multiple points in time, a general bound is not known as, e.g., non-equal-time
commutators play an important role. By using the developed multi-time regularization procedure of
the P functional, multi-time nonclassicality can be directly visualized via negativities in the “multi-time
phase space”. It has been discussed that the method applies to arbitrary dynamics. As a physical example
and in close relation to previous works, degenerate parametric down-conversion has been reconsidered
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and its regularized two-time-dependent P functional has been derived. The clearly visible negativities
were in accordance with the approach in terms of the multi-time-dependent characteristic function. For
the dynamics of a trapped ion, it has been presented that a product of single-time bounds cannot be
used to estimate the slope of the two-time-dependent characteristic function. This justifies the derived
regularization procedure. Moreover, the discussed multi-time-dependent quantities are accessible in
experiments as, according to the photodetection theory of Kelly and Kleiner, the joint statistics of multiple
detectors at different space-time-points equals a normal- and time-ordered correlation function.
In summary, the thesis concerns novel approaches that address the paramount question of time-
dependence in quantum systems. A number of new techniques have been developed to theoretically
describe the quantum nature of time-dependent processes in optical systems and beyond, overcoming the
limitations of previously existing methods. Moreover, measurable criteria to probe such quantum phe-
nomena have been derived and interacting systems of practical relevance have been extensively studied.
New insights have been gathered into fundamental and application-oriented aspects of temporal quantum
correlations, which hopefully will be useful for upcoming research and in future implementations of
quantum technologies.
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Multitime correlation functions in nonclassical stochastic processes
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A generalmethod is introduced for verifyingmultitime quantum correlations through the characteristic function
of the time-dependent P functional that generalizes the Glauber-Sudarshan P function. Quantum correlation
criteria are derived which identify quantum effects for an arbitrary number of points in time. The Magnus
expansion is used to visualize the impact of the required time ordering, which becomes crucial in situations when
the interaction problem is explicitly time dependent. We show that the latter affects the multi-time-characteristic
function and, therefore, the temporal evolution of the nonclassicality. As an example, we apply our technique to
an optical parametric process with a frequency mismatch. The resulting two-time-characteristic function yields
full insight into the two-time quantum correlation properties of such a system.
DOI: 10.1103/PhysRevA.93.063843
I. INTRODUCTION
The determination of nonclassical effects, such as squeez-
ing [1] or entanglement [2,3], is a cumbersome, yet necessary
task for employing these phenomena in future quantum
technologies. However, most approaches are restricted to
single-time quantum effects, albeit it is well known that
there exist multitime correlations [4] and quantum effects.
For instance, the fundamental photon antibunching experiment
requires correlating two points in time [5].
To uncover the dynamics of nonclassicality, the treatment
of multitime nonclassicality is therefore a desirable aspect
to be studied. Based on the well-known Glauber-Sudarshan
P function [6,7], an approach to infer space-time-dependent
quantum correlations of radiation fields was introduced by
defining a generalized P functional [8]. The resulting nonclas-
sicality criteria yield a general insight into multitime quantum
correlation functions beyond the photon antibunching effect.
Other characterization techniques have been introduced by
Leggett and Garg [9]. They prove that temporal correlations
can violate Bell-like equalities based on assumptions ofmacro-
scopic realism and noninvasive measurements. Such a test was
recently applied to multilevel systems [10]. Another approach
is the consideration of bits of classical communication that
are required to simulate a temporal correlation function of a
multilevel system [11]. Considering other types of correlation
functions, one can study the temporal dynamics of a coupled
optomechanical system [12].
To keep the close relation between the treatment of the P
function and the P functional, we will consider its Fourier
transform, i.e., its characteristic function. For a single point
in time, it is known that the characteristic function yields
necessary and sufficient nonclassicality certifiers [13], which
can be directly applied to measurements [14,15]. Moreover,
the characteristic function method can be related to moment-
based techniques [16] to formulate unified nonclassicality
criteria [17].
In the present contribution, we generalize the nonclassical-
ity criteria in terms of characteristic functions to identify mul-
titime nonclassical correlations. The derived conditions lead to
*fabian.krumm@uni-rostock.de
an infinite hierarchy of necessary and sufficient nonclassicality
probes for temporal quantum correlations in radiation fields.
In general, the investigation of temporal correlations requires
appropriate techniques, in particular, when the interaction
problem under study is explicitly time dependent. For this
purpose, we will apply the Magnus expansion of the unitary
time-evolution operator to analyze the impact of time ordering
on the evolution of nonclassicality. As a fundamental example,
we provide a detailed study of the quantum correlations of a
parametric process with a frequency mismatch.
The paper is structured as follows. In Sec. II we recapitulate
the concept of multitime nonclassicality. Necessary and
sufficient conditions for time-dependent quantum correlations
are derived in terms of multi-time-characteristic functions
in Sec. III. Section IV deals with the application of the
methods to a parametric processwith frequencymismatch. The
corresponding time-dependent quantum effects are uncovered
in Sec. V. A summary and some conclusions are given in
Sec. VI.
II. MULTITIME NONCLASSICALITY
A well-established definition of nonclassicality of a ra-
diation field is related to the Glauber-Sudarshan P func-
tion [6,7,18–20],
P (α) = 〈: ˆδ(aˆ − α):〉. (1)
Herein, ˆδ denotes the operator-valued δ distribution, and aˆ is
the bosonic annihilation operator of the radiation mode under
study. The prescription : · · · : orders creation operators to the
left of annihilation operators. On this basis, a quantum state is
referred to as nonclassical if the P function fails to have the
properties of a classical probability density [18,19]. That is,
P (α) cannot be described by the classical theory of light. Note
that a generalization to multimode fields is straightforward.
In correlation measurements, observables become relevant
which depend on a set {ti}ki=1 of points in time. For example,
two-time intensity correlation functions are recorded in photon
antibunching experiments [5]. Higher-order correlations of
general field operators describe the full quantum statistics of
the radiation field in chosen space-time points [8,21]. Thus, to
completely cover the multitime nonclassicality, we consider
2469-9926/2016/93(6)/063843(6) 063843-1 ©2016 American Physical Society
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the P functional [8],
P
[{α(ti); ti}ki=1] =
〈
◦◦
k∏
i=1
ˆδ(aˆ(ti) − α(ti))◦◦
〉
. (2)
The symbol ◦◦ · · · ◦◦ represents the normal- and time-ordering
prescriptions. Due to the latter, creation (annihilation) opera-
tors are sorted with increasing (decreasing) time arguments
from left to right [20] as it occurs in the photocounting
theory [22].
With the introduced functional, the normally and time-
ordered expectation value of an arbitrary observable ˆO =
ˆO(aˆ(t1), . . . ,aˆ(tk)), which depends on the bosonic creation
and annihilation operators at different times, can be written as〈◦◦ ˆO(aˆ(t1), . . . ,aˆ(tk))◦◦〉
=
∫
d2α1 · · ·
∫
d2αkO(α1, . . . ,αk)P
[{αi ; ti}ki=1], (3)
where we identified αi = α(ti). Using Eqs. (2) and (3),
multitime nonclassicality can be defined as follows [8]: A
radiation field shows nonclassical correlation properties if and
only if
∃ ˆf : 〈◦◦ ˆf † ˆf ◦◦〉 < 0. (4)
Here, ˆf = ˆf (aˆ(t1), . . . ,aˆ(tk)) connotes an operator function
of the bosonic creation and annihilation operators at different
times. Note that these nonclassicality conditions include the
ones in Refs. [18,19] for a single time.
III. CHARACTERISTIC FUNCTIONS
AND QUANTUM CORRELATIONS
A. Space-time nonclassicality criteria
The Fourier transform of the multitime P functional in
Eq. (2) defines the corresponding characteristic function,

({βi ; ti}ki=1) = 〈◦◦ ˆD({βi ; ti}ki=1)◦◦〉. (5)
Here, the multi-time-displacement operator reads as
ˆD
({βi ; ti}ki=1) =
k∏
i=1
exp[βiaˆ(ti)† − β∗i aˆ(ti)]. (6)
Characteristic functions are experimentally accessible, for ex-
ample, via balanced homodyne correlation measurements [21]
of the multi-time-characteristic function (5). In the classical
probability theory of stochastic processes, the coherent ampli-
tudes {αi(ti)}ki=1 define a set of random variables, distributed
according to the classical analog of the P functional (2).
Their characteristic function (5) is a unique characterization
in Fourier-transformed phase space, given by the variables
{βi ; ti}ki=1. As the P function at a single time can be highly
singular, the same holds true for the general multitime
functional. However, the characteristic function is always well
behaved, which will also be discussed in the continuation of
this paper and, therefore, much better suited for uncovering
nonclassical features.
We may expand each operator function in Eq. (4) in terms
of a Fourier series,
ˆf =
O∑
j=1
fj ˆD
({βi,j ; ti}ki=1) (7)
for some complex amplitudes (index j ) at different points in
time (index i), βi,j , and a given order O. This expansion (7)
is the multitime generalization of the single-time case [16,23].
Inserting Eq. (7) into Eq. (4) and using the definitions in
Eqs. (5) and (6), we obtain
0 >
〈◦◦ ˆf † ˆf ◦◦〉 =
O∑
l,j=1
f ∗l fj
({βi,j − βi,l ; ti}ki=1)
= f †({ti}ki=1) f , (8)
where the latter vector-matrix notion consists of the matrix
({ti}ki=1) = [({βi,j − βi,l ; ti}ki=1)]Ol,j=1 and the coeffi-
cient vector f = (f1, . . . ,fO)T.
Applying Bochner’s theorem for classical probabili-
ties [24], condition (8) certifies that the characteristic func-
tion (5) cannot be interpreted as the Fourier transform of the
classical analog of the P functional (2). Moreover, Bochner’s
conditions are necessary and sufficient if all orders O and
all βi,j are considered. Applying Sylvester’s criterion and in
analogy to Ref. [13], we get a multitime generalization of hi-
erarchies of nonclassicality conditions. Namely, ({βi ; ti}ki=1)
is the characteristic function of a nonclassical P functional if
and only if
∃ O ∈ N, [{βi,j }ki=1]Oj=1: detO[({ti}ki=1)] < 0. (9)
Herein, detO denotes the determinant of the order O. As
det1[({ti}ki=1)] = ({0; ti}ki=1) = 1 (the normalization of P ),
the lowest-order nontrivial nonclassicality criterion is obtained
for O = 2. It reads
0 > det2
[

({ti}ki=1)] = 1 − ∣∣({βi,2 − βi,1; ti}ki=1)∣∣2. (10)
This lowest-order criterion only provides a sufficient condi-
tion for nonclassicality, whereas the general nonclassicality
condition (9) is necessary and sufficient if all orders O are
considered. Again, for one point in time, we recover the
single-time nonclassicality condition established in Ref. [25].
Let us relate the definition of nonclassicality of multiple
points in time, i.e., the functional in Eq. (2) does not describe
a classical stochastic process [8] with the derived criteria
in inequality (9). The here introduced method is based on
the characteristic function. In contrast to the P functional,
this function is always well behaved and does not exhibit
singularities which are often present in the Glauber-Sudarshan
representation. As the characteristic function includes all
information about the quantum systems for the considered
times, our approach can identify all nonclassical features
which are present in theP functional. In this sense, our method
is equivalent to the approach in Ref. [8], which, however,
formulates the conditions for nonclassical correlations in
terms of time-dependent correlation functions. Alternatively,
the here presented technique relies on a regular phase-space
distribution in terms of the characteristic function and the
corresponding criteria in (9).
063843-2
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B. Time evolution and time ordering
In order to rigorously study the propagation of quantum
correlations in time, let us formulate the dynamic behavior
of quantum systems. The most general way to implement
the propagation in time is formulated in terms of the unitary
time-evolution operator ˆU(t). For an explicitly time-dependent
Hamiltonian ˆH (t), the latter is given by
ˆU(t) = T exp
[
− i
~
∫ t
0
dt ′ ˆH (t ′)
]
, (11)
where T denotes exclusively the time-ordering prescrip-
tion, which is required if [ ˆH (t1), ˆH (t2)] 	= 0 for t1 	= t2.
As such a formal solution is not very helpful, one can
apply the Dyson expansion ˆU(t) = ˆ1 − i~−1 ∫ t0 dt1 ˆH (t1) −
~−2
∫ t
0 dt1
∫ t1
0 dt2
ˆH (t1) ˆH (t2) + · · · , which resembles a time-
ordered Taylor expansion of the exponential function in (11).
Alternatively, this problem can be handled by the Magnus
expansion [26,27], which yields the time-evolution operator
in the form
ˆU(t) = exp
[
nmax∑
n=1
ˆn(t)
]
, (12)
with ˆn(t) being the nth Magnus order and for nmax = ∞, the
true evolution is recovered. In contrast to the Dyson series,
the Magnus expansion is unitary in each order. The first two
orders read as
ˆ1(t) = − i~
∫ t
0
dt1 ˆH (t1),
(13)
ˆ2(t) = − 12~2
∫ t
0
dt1
∫ t1
0
dt2[ ˆH (t1), ˆH (t2)].
Hence, nonequal time commutators of the Hamiltonian ˆH (t)
have to be evaluated. The first-order approximation (12)
nmax = 1 is equivalent to disregarding the time-ordering T
in Eq. (11). Higher Magnus orders, ˆn(t) with n > 1, can be
referred to as time-ordering corrections.
Thus, an effect of the time ordering can be observed if
the higher-order corrections are nonzero. In particular for the
second order, this means that the Hamiltonians of the system
for different times do not commute, see Eq. (13). The Magnus
expansion and the hierarchy of introduced nonclassicality
criteria (9)—including the special case (10)—enable us to
directly investigate the impact of time-ordering effects on the
nonclassicality.
IV. APPLICATION TO PARAMETRIC PROCESSES
As a fundamental example, we study the particular process
of degenerate parametric down-conversion for a strong classi-
cal pump field in the following. In the interaction picture, the
time-dependent interaction Hamiltonian reads as
ˆHint(t) = ~κ[e−i δt aˆ†2 + ei δt aˆ2], (14)
where κ denotes the coupling constant and δ = ωp − 2ωa is a
nonlinear frequencymismatch between the pump frequencyωp
and the signal frequency ωa. For a perfectly matched pump,
δ = 0, Eq. (11) without the time ordering already gives the
exact solution.
A related system has been studied recently [28,29]. There,
a two-mode Hamiltonian was considered with the frequency
spectrumusing theMagnus expansion. InRef. [30], the authors
have also studied parametric down-conversion with respect to
time-ordering corrections. In contrast to those works, we aim
at demonstrating the impact of time ordering on the continuous
evolution of quantum phenomena.
Equivalent to the time-evolution operator in Eq. (11), one
can establish the coupled equation of motion in the interaction
picture for the signal field operators aˆ and aˆ†. This reads as
d
dt
(
aˆ(t)
aˆ(t)†
)
=
(
0 −2iκe−iδt
2iκeiδt 0
)(
aˆ(t)
aˆ(t)†
)
= M(t)
(
aˆ(t)
aˆ(t)†
)
. (15)
Now, the formal solution in Eq. (11) is given by−i~−1 ˆH (t) →
M(t) which also replaces the operator ˆU(t) by the unitary
matrix U (t). This approach allows us to express the time
evolution in terms of matrices which, then, can be directly
applied to aˆ and aˆ†. In the same way [ ˆH (t1), ˆH (t2)] 	= 0
translates to noncommuting matrices M(t1) and M(t2).
For a rigorous formulation of our treatment, one has to
mention the convergence radius of the Magnus series. The
series converges if the inequality,∫ t
0
ds‖M(s)‖2 < π (16)
is fulfilled [27]. The convergence radius is the supreme value
for which this inequality is satisfied. Using Eq. (15), one
obtains the spectral norm as ||M(s)||2 = 2κ . For convenience
we introduce the dimensionless time τ = 2κt/π . Thus, con-
vergence is assured for τ < 1. To access times τ > 1, one can
subdivide the evolution in adjacent time intervals, known as
the Euler method.
For our studiedmodel, theMagnus expansion is completely
determined by τ and δ/κ . This means that the time evolution
is given by the ratio of the mismatch and the coupling constant
as well as the characteristic system time π/(2κ). Using the
matrix M(t) in Eq. (15), we explicitly show that each Magnus
order has the form
n(τ ) =
⎧⎨
⎩
i|Cn|
(−1 0
0 1
)
for n even,
|Sn|
( 0 eiϕn
e−iϕn 0
)
for n odd,
(17)
where we use τ instead of the time t for parametrization.
The quantities |Cn|, |Sn|, and ϕn are obtained numerically, for
details see Ref. [27].
With Eq. (17), the time-evolution matrix reads as
U (τ ) = exp
[∑
n
n(τ )
]
= exp[(τ )]
= cosh(p)
(
1 0
0 1
)
+ sinh(p)
p
(−iC S
S∗ iC
)
, (18)
with C = ∑n even |Cn|, S = ∑n odd |Sn|eiϕn , and
p = [−det(τ )]1/2 = [|S|2 − C2]1/2. The nondiagonal en-
tries ofU (τ ) correspond to a map aˆ → aˆ† (and aˆ† → aˆ). Such
a transformation yields squeezing. The diagonal elements can
063843-3
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FIG. 1. Density plots of the spectral norm of different Magnus
orders ‖n(τ )‖2 for n = 1,2,10,11. The time-ordering corrections
are most significant at values of τ and δ/κ , where ‖n(τ )‖2 for
n > 1 attains its largest values.
be related to rotations in phase space, which is a classical
effect.
An additional advantage of the dynamical representation in
terms of Eq. (15) and its Magnus expansion is the possibility
of analyzing non-equal-time-commutation relations of the
fundamental bosonic annihilation (or creation) operators,
[aˆ(τ ),aˆ(τ + τ )]
= U11(τ )U12(τ + τ ) − U12(τ )U11(τ + τ ), (19)
where the components of the evolution operator are used
U (τ ) = (Uij (τ ))2i,j=1. The commutator (19) is, in general,
nonzero for time-dependent Hamiltonians and unequal times
τ 	= 0. Such commutation relations for different points
in time play a fundamental role in multitime correlation
functions, see Ref. [20] for an overview.
The impact of the differentMagnus orders (17) is visualized
in Fig. 1 by showing the spectral norm of different contribu-
tions ‖n(τ )‖2. A large value of this matrix norm relates to
a more significant contribution to the evolution operator (18).
The plot n = 1 describes the case without any time ordering.
The norms for n > 1 aremaximal in the range of 1  δ/κ  5.
Thus, the strongest time-ordering corrections are expected
to occur in this region. In particular, we will use the value
δ/κ ≈ 3.18 for the following discussions.
V. TIME-DEPENDENT QUANTUM EFFECTS
After discussing the modeling of the evolution with time-
dependent Hamiltonians, let us come back to the verification
of nonclassicality. According to our criterion (10), we are
able to verify nonclassical multitime correlations if |({βi,2 −
βi,1; ti}ki=1)|2 > 1. Let us apply this test to our considered
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
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0.8
1.0
λ m
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τ
 nmax=1
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 nmax=10
 nmax=11
FIG. 2. λmax, cf. Eq. (20), for (τ ) =
∑nmax
n=1 n(τ ) and δ/κ ≈
3.18 in dependence on the rescaled time τ . A positive λmax verifies
nonclassicality. The influence of time ordering is clearly visible in
the contributions of the higher-order Magnus terms nmax > 1.
system. Again, we will replace the times ti with the scaled
ones τi = 2κti/π .
First, we study the evolution of the nonclassicality by
considering a single time k = 1 for discussing the time-
ordering corrections. Initially, the system is assumed to be in
the vacuum state. Thus, after a principal axis transformation
of β = β1,2 − β1,1 to a rotated complex amplitude γ , we can
write the modulus of the characteristic function (5) in the form
|(γ ; τ )|2 = eλ(Re γ )2+μ(Im γ )2 . (20)
If the maximal value λmax = λmax(τ ) = max(λ,μ) is positive,
then the characteristic function exceeds one.
The results for different Magnus orders are given in Fig. 2,
where λmax is plotted as a function of τ . One can see the
time-ordering effects in the evolution for nmax > 1, which
significantly affect the rising behavior of the characteristic
function and, therefore, the nonclassical character of the
corresponding state. Note that times close to the convergence
radius τ = 1 show oscillations when comparing even and odd
nmax values because of the alternating form of the contributions
n(τ ) in Eq. (17).
Second, we study two-time nonclassical correlations. We
follow the same approach, such as in the single-time case, i.e.,
a principal axis transformation: (β1,2 − β1,1,β2,2 − β2,1) →
(γ1,γ2). Consequently, the two-time characteristic function for
the nonclassicality condition (10) reduces to a form similar
to (20),
∣∣({γi ; τi}2i=1)∣∣2 = exp
( 2∑
i=1
[λi(Re γi)2 + μi(Im γi)2]
)
.
(21)
The modulus square of the two-time characteristic function
is shown in Fig. 3. Note that due to the time-ordering
prescription in Eq. (5), one has to consider actually two
scenarios τ1 > τ2 and τ2 > τ1. The quantity (21) depends
on two complex parameters (γ1,γ2). We restricted ourselves
to a unit circle (|γ1|2 + |γ2|2 = 1) and selected phase values
(arg γ1 = arg γ2 = π/2), which maximize the function (21).
As the two-time-characteristic function is larger than one,
we directly uncover two-time quantum correlations for all
times, except for τ1,2 = 0. It is important to mention that
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FIG. 3. We show ||2 ≡ |({γi ; τi}2i=1)|2. As the value of one is
exceeded for all times τ1,2 	= 0, the state is clearly two-time quantum
correlated. We included all Magnus orders up to nmax = 11 in the
evolution for δ/κ ≈ 3.18.
the corresponding P functional will be highly singular as an
inverse Fourier transform of  is only possible in terms of
singular distributions as Eq. (21) is an unbounded function
for max{λ1,λ2,μ1,μ2} > 0. Our results clearly visualize the
two-time quantum correlations of our system.
Finally, another advantage of our approaches is the fact
that measurement schemes, e.g., as proposed in Ref. [21],
can be implemented which enables us to sample multi-time-
characteristic functions of arbitrary orders. This allows one
to directly implement our nonclassicality criteria (9). Thus,
quantum correlations between an arbitrary number of points
in time are experimentally accessible and reconstructible.
VI. CONCLUSIONS
To summarize, we presented techniques for identifying
nonclassical stochastic processes in radiation fields in terms of
characteristic functions. The latter are the Fourier transforms
of the multi-time-dependent P functional, generalizing the
Glauber-Sudarshan representation.We constructed a hierarchy
of necessary and sufficient criteria for the characteristic
functions that can be applied to infer nonclassical correlations
between an arbitrary number of points in time. The influence
of the time ordering on the evolution of nonclassicality has
been studied via the Magnus expansion.
To demonstrate the applicability, we studied a degenerated
parametric-down-conversion process with a frequency mis-
match. We identified time intervals where the time-ordering
corrections have the most significant impact for our time-
dependent Hamiltonian. Whenever the temporal evolution of
nonclassicality is studied in the presence of a Hamiltonian
not commuting with itself at different points in time, this
influences the nonclassicality of the system. Based on the
characteristic function, we studied this temporal behavior of
the nonclassicality and demonstrated nonclassical correlations
between two points in time.
Our method can be generalized in a straightforward way to
simultaneously study multimode and multitime correlations.
Moreover, the decomposition of the light field into a free-
field and a source-field contribution allows one to study
nonclassical processes in light-matter interactions. Especially
the investigation of non-equal-time commutation relations—
including the description of a dynamic source—is an interest-
ing problem for future studies. Eventually, this will lead to a
deeper understanding of the nonclassical evolution of quantum
systems and their resulting nonclassical correlations.
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General quasiprobabilities are introduced to visualize time-dependent quantum correlations of light in phase
space. They are based on the generalization of theGlauber-SudarshanP function to a time-dependentP functional
[W. Vogel, Phys. Rev. Lett. 100, 013605 (2008)], which fully describes temporal correlations of radiation fields
on the basis of continuous phase-space distributions. This approach is nontrivial, as the P functional itself is
highly singular for many quantum states and nonlinear processes. In general, it yields neither a well-behaved
nor an experimentally accessible description of quantum stochastic processes. Our regularized version of this
multitime-dependent quasiprobability is a smooth function and applies to stronger divergences compared to the
single-time and multimode scenario. The technique is used to characterize an optical parametric process with
frequency mismatch and a strongly nonlinear evolution of the quantized center-of-mass motion of a trapped ion.
A measurement scheme, together with a sampling approach, is provided which yields direct experimental access
to the regularized P functional from measured data.
DOI: 10.1103/PhysRevA.95.063805
I. INTRODUCTION
Nonclassical effects, such as photon antibunching [1],
squeezing [2–6], and entanglement [7,8], have been known for
many decades. Their verification, classification, quantification,
and application remain challenging tasks of modern quantum
optics. For the distinction of genuine quantum interferences
from classical optical effects, two major techniques have
been established. The first one is the application of various
types of nonclassicality criteria based on observable quantities.
The second one is the investigation of different kinds of
phase-space distributions. The implementation of each of these
techniques brings along its own characteristic advantages and
challenges.
A variety of nonclassicality criteria are suitable for different
applications, depending on the quantum system or effect under
consideration. Some of them consist of an infinite hierarchy of
necessary and sufficient nonclassicality probes. Examples are
criteria based on characteristic functions, moments, and their
combination [9–11]. Yet, the full characterization of quantum
effects requires the study of all orders of these hierarchies.
Even though this is impossible in general, these methods
provide a plethora of sufficient nonclassicality conditions to
successfully identify various types of quantum effects; cf.
Ref. [12] for an overview. However, low-order criteria may
fail to uncover the nonclassical character of particular quantum
states.
In such cases, the investigation of phase-space distributions
may be advantageous. Prominent examples are the Husimi
Q function [13], the Wigner function [14], the Glauber-
Sudarshan P function [15,16], their unification in terms of
s-parameterized quasiprobability distributions [17], and the
general distributions introduced by Agarwal and Wolf [18].
Nonclassicality is commonly defined via comparison of such
*fabian.krumm@uni-rostock.de
quasiprobabilities with their classical counterparts. Thewidely
accepted definition of nonclassicality by Titulaer and Glauber
relies on the P function [19,20]: Whenever P cannot be
interpreted as a classical probability density, i.e., when it
contains negativities, the state is referred to as nonclassical.
Hence, this very quasiprobability will be our benchmark to
identify quantum effects. However, the study of the P function
can become a cumbersome task, as it is highly singular
for many quantum states [21]. In general, an experimental
reconstruction of the P function is only possible if a proper
regularization procedure is introduced [22]. Based on such a
technique, one can also implement a direct sampling approach
for the regularizedP functions [23], which yields direct access
to the full information on general quantum states.
The P function itself represents the full information on the
quantum state ρˆ of a radiation mode at an arbitrary but fixed
time in a diagonal representation,
ρˆ =
∫
d2αP (α)|α〉〈α|, (1)
with coherent states |α〉 with complex amplitudes α. Yet,
correlations between multiple points in time (i.e., temporal
correlations) play a fundamental role in quantum optics
and quantum information theory. For instance, the early
demonstration of the quantum nature of light via photon
antibunching was based on the detection of two-time intensity
correlation properties [1]. Also, the photocounting theory
depends on multitime correlation functions of the light field
to be measured [24]. It is noteworthy that the corresponding
field correlations are normal and time ordered. In particular,
this is relevant when the interaction dynamics is described
by an explicitly time-dependent Hamiltonian or when the
radiation field is emitted by atomic sources. Recently, the
Keldysh-ordered full counting statistics has been studied in
the context of negativities of quasiprobabilities [25,26].
Early studies of parametric processes in terms of time-
dependent correlation functionswere reported byMollow [27].
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Temporal correlations have also been studied in the quantum
dynamical theory of the fluctuations in a degenerate optical
parametric oscillator [28]. More recently, the multimode para-
metric dynamics has been further investigated by including
time-ordering effects [29]. For an explicitly time-dependent
parametric interaction, temporal quantum correlations have
also been considered in terms of characteristic functions [30].
Another field where time ordering is important is the
passive filtering of light emitted from atomic sources. A
general theory for the effects of passive optical systems on
quantum light was developed in Ref. [31]. In this context, a
careful treatment of non-equal-time commutators is crucial.
Although such commutation rules are not explicitly known
in general, their effects can be handled in a closed form;
for details see Chap. 2.7 in Ref. [32]. Yet another example
stems from the spectral filtering of quantum light from atomic
sources forwhich spectral squeezing [33] and spectral intensity
correlations [34,35] of the atomic resonance fluorescence have
been studied to some extent.
Temporal correlations are also considered in the framework
of the Leggett-Garg inequalities [36,37]—sometimes referred
to as temporal Bell inequalities. Recently, the latter were
extended to continuous-variable systems placed in a squeezed
state [38]. It turns out that the application areas of temporal cor-
relation properties of radiation fields are a wide-ranging field
of research [24,27–41]. Hence, a complete characterization of
such correlations is a subject of broad interest.
Also, for applications of time-dependent quantum correla-
tions of light in quantum technology, a full characterization
of such complex quantum effects is indispensable. For this
purpose, a space-time-dependent phase-space representation
has been introduced by generalizing the Glauber-Sudarshan
P function to a space-time-dependent P functional [42].
This functional renders it possible to formulate an infinite
set of nonclassicality conditions in terms of normal- and
time-ordered field correlation functions, which are accessible
by homodyne correlation measurements [43]. However, such
a verification of quantum correlations is hardly used, as it
requires the detection of a manifold of correlation functions.
In conclusion, a direct study of the P functional would be
favorable and would lead to a deep and general understanding
of temporal quantum correlations. However, even for a single
time, the P functional can be highly singular. Even more
severely, the singularities of the multitime P functional are
even not clearly understood yet. Although it is well known
that the singularities of the Glauber-Sudarshan P function
are caused by the normal-ordering prescription, it is—to
our best knowledge—presently unknown whether or not the
time-ordering prescription, occurring in the P functional, can
give rise to singularities stronger than those of a multimode
(but single-time) P function. In our recent contribution
[30], we formulated nonclassicality tests to uncover time-
dependent quantum effects. This method was based on the
characteristic function, i.e., the Fourier transform of the P
functional, which is indeed a regular function. Still, until
now, a proper regularization procedure for the P functional
itself has not been established for the multitime case. Such
a method, however, would be important for a comprehensive
understanding and potential applications of general quantum
correlations of radiation fields. Here, it is also noteworthy that
the general quantum correlations under study even include
entanglement as a subset [44].
In the present paper, we develop a rigorous formalism
that describes nonclassical multitime correlations in terms of
smooth nonclassicality quasiprobabilities. The regularity of
our phase-space function applies to any evolution of the optical
system. This enables us to verify quantum effects through the
negativity of our quasiprobability representation for quantum
states of general radiation fields. For example, we apply our
method to an explicitly time-dependent parametric process and
to a nonlinear dynamics of the quantized motion of a trapped
ion. It is shown that themultitime scenario implies singularities
of the P functional stronger than those of the single-time
multimodeP function. Even those singularities are suppressed
by our regularization technique. Eventually, we formulate the
measurement theory for the direct sampling of the regularized
P functional, which allows for an experimental visualization
of multitime quantum correlations of light in phase space.
The paper is structured as follows. Section II recapitulates
the concept of single- and multitime nonclassicality. In
Sec. III, we formulate the regularization procedure of the
multitime-dependent P functional. Afterwards, in Sec. IV
we apply the introduced techniques to an optical parametric
process with frequency mismatch. The nonlinear evolution
of a laser-driven trapped ion is analyzed in Sec. V, which
includes more complex time-dependent commutation rules
and strongly enhanced singularities of the P functional. In
Sec. VI, we propose an experimental scheme for efficiently
measuring the quantities under study. Finally, a summary and
some conclusions follow in Sec. VII.
II. NONCLASSICALITY
A. Single-time nonclassicality filters
In the single-time scenario, the P function can be used to
express any quantum state as a formal mixture of coherent
states [15,16,19,20,32]; cf. Eq. (1). However, it is due to the
singular behavior ofP , which occurs for many quantum states,
such as Fock or squeezed states, that a direct experimental
access to this distribution is impossible. The singularity is
equivalent to an unbounded characteristic function , being
the Fourier transform of P .
To resolve the issue of singularities and to identify the
nonclassicality of quantum states in experiments through nega-
tivities of properly defined quasiprobabilities, a regularization
procedure was introduced [22]. The resulting regularized P
function is consequently defined via the Fourier transform F
or convolution ∗,
P(α) = Fβ[w(β)(β)](α) = (P ∗ ˜w)(α), (2)
with the filter function w or its inverse Fourier transform
˜w and both depending on a width parameter w > 0. This, in
general, non-Gaussian filter function needs to satisfy several
conditions [22]:
(1) w(β)(β) is rapidly decaying for all (finite) values
w. This is necessary to assure that the regularized P function
exists and is even smooth for all states and for all filter widths
(cf. also Ref. [45], Appendix A).
(2) The Fourier transform ˜w is a probability density.
Especially, its nonnegativity is important, as we want to
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visualize the negativities of the original P function, which
define the nonclassicality. Thus, the filter must not contribute
negativities.
(3) The limit limw→∞ w(β) = 1 assures that the original
P function is recovered for w → ∞.
The regularized N -mode and single-time P function is
obtained from the generalization [45]
P(α) = Fβ[w(β)(β)](α), (3)
where α,β ∈ CN . One possibility for constructing a mul-
timode filter is a product of single-mode filters, ˜w(α) =∏N
j=1 ˜w(αj ). Note that the multimode characteristic function
 is, in general, unbounded, supβ∈CN |(β)| = ∞, but can be
bounded through a diverging function,
|(β)| 6 exp[|β|2/2], (4)
which can be easily derived: Using the definition of the
multimode characteristic function and the displacement opera-
tors Dˆ(βj ) = exp[βj aˆ†j − β∗j aˆj ] with β = (β1, . . . ,βN )T, one
obtains
|(β)| =
∣∣∣∣∣
*
:
N∏
j=1
Dˆ(βj ):
+∣∣∣∣∣ = ∣∣〈e
∑N
j=1 βj aˆ
†
j e−
∑N
j=1 β
∗
j aˆj
〉∣∣, (5)
where aˆl labels the annihilation operator of the lth radiation
mode and : · · · : connotes the normal ordering prescription.
That is, all creation operators are placed to the left of the
annihilation operators without making use of the bosonic
commutation relations. As [aˆi ,aˆj ] = 0 and [aˆi ,aˆ†j ] = δij hold
(δ is theKronecker symbol), one can use the standard (i.e., first-
order) Baker-Campbell-Hausdorff (BCH) formula to obtain
|(β)| =
∣∣∣∣∣
*
N∏
j=1
Dˆ(βj )
+∣∣∣∣∣ e|β|2/2. (6)
As for the unitary displacement operators Dˆ(βj ) it holds that
‖∏Nj=1 Dˆ(βj )‖ 6 1, and one readily verifies Eq. (4). This
estimation also holds true for any time evolution of a quantum
state ρˆ(t) for a single time t . Hence, one finds that the slope
of the characteristic function of the N -mode P function is
bounded by an inverse Gaussian factor, which also bounds the
singularities of the multimode P function [21]. However, the
regularization procedure so far recapitulated is restricted to
single-time properties of a quantum system.
B. Multitime P functional
In the more general multitime scenario, the situation is
very different. It is nontrivial to give a similar expansion
as in Eq. (1), because it is a cumbersome task to define
the corresponding multitime density matrix [46]. Thus, one
needs a generalized, multitime-dependent version of the P
function [42]. We discuss this concept in the continuation of
this section. The resulting P functional is formulated by using
normal- and time-ordered expressions which are accessible in
quantum correlation measurements [32,43]. They also occur
in the photocounting theory [24] whenever source fields play
a significant role in the description of a quantum state of light.
Let us consider an observable Oˆ[{aˆ(ti)}ki=1], which depends
on the bosonic annihilation operators aˆ(ti) and creation
operators aˆ(ti)† (not explicitly written as an argument in Oˆ)
at arbitrarily chosen points in time, t1 6 . . . 6 tk . Throughout
this work, k denotes the number of different points in time.
For simplicity, we treat the case of a single spatial-frequency
optical mode but k nonmonochromatic (temporal) modes. The
extension to N spatial-frequency modes is straightforward,
via aˆ(†) → (aˆ(†)1 , . . . ,aˆ(†)N )T, as exemplified in the previous
subsection for a single time. The definition of the singular P
functional was introduced in terms of space-time-dependent
field operators in Ref. [42], which already includes the most
general scenario. It is a function of the k coherent amplitudes
at the considered k points in time, P [α1, . . . ,αk; t1, . . . ,tk].
Using thisP functional, a multitime-dependent expectation
value of the given observable Oˆ may be written as
〈◦
◦Oˆ
[{aˆ(ti)}ki=1]◦◦〉 =
∫
d2α1 . . .
∫
d2αkO(α1, . . . ,αk)
×P [α1, . . . ,αk; t1, . . . ,tk], (7)
where we omitted the dependence on the complex con-
jugated variables and operators. The symbol ◦◦ . . .
◦
◦ = T :
· · · : represents the normal (: · · · :)- and time (T )-ordering
prescription. Namely, the operators in Eq. (7) have to be
normal ordered—creation operators to the left of annihilation
operators—and then time ordering is performed, i.e., the
time-dependent creation (annihilation) operators are sorted
with increasing (decreasing) time arguments from left to right
[32]. Note that from the theory of photoelectric detection of
light it is well known that observable correlation functions are
subjected to normal and time ordering. An example of such
a function is the second-order intensity correlation function,
g(2), which corresponds to the expectation value of the operator
Oˆ ∼ aˆ†(t)aˆ†(t + t)aˆ(t + t)aˆ(t). This quantity is essential
for the verification of photon antibunching [1,47].
From the general structure of Eq. (7), we can observe that
theP functional has formally themeaning of a joint probability
distribution of the coherent amplitudes αi ≡ α(ti) at k points
in time. We use the term “formally” here, as P , in general,
does not fulfill all the properties of a probability density in the
sense of classical stochastics. This means that the P functional
is a joint quasiprobability, defined as the quantum expectation
value [42]
P
[{αi ; ti}ki=1] =
〈
◦
◦
k∏
i=1
δˆ(aˆ(ti) − αi)◦◦
〉
, (8)
where δˆ denotes the operator-valued δ distribution. To clarify
the terms, let us stress the following: The notion P function
is used for characterizing the quantum state at a single
(arbitrary but fixed) time. The notionP functional, on the other
hand, applies when field amplitudes including their time
dependencies are relevant. This also means that in the case
k = 1, the time-ordering prescription becomes meaningless,
◦
◦ · · · ◦◦ → : · · · :. In this scenario, the Glauber-Sudarshan P
function in Eq. (1) is recovered.
The classicality (nonnegativity) of themultitime functional,
(8), leads to a hierarchy of classical inequalities in term
of moments. Their violation certifies general quantum
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correlations of light [42]. Special cases were also studied
in Ref. [48] for characterizing two-photon quantum interfer-
ences.
III. THE FILTERED P FUNCTIONAL
Starting from the definition (8), one can always express the
P functional through its characteristic function ,
P
[{αi ; ti}ki=1] = F{βi }ki=1[({βi ; ti}ki=1)]({αi}ki=1), (9)
whereF{βi }ki=1 = Fβ1 . . .Fβk is a product of Fourier transforms
for the k different degrees of freedom. Let us recall that
the (time-dependent) operator-valued δ distribution is defined
as the Fourier transform of the (time-dependent) displace-
ment operator, δˆ(aˆ(t) − α) = Fβ[Dˆ(β; t)](α), with Dˆ(β; t) =
exp[βaˆ(t)† − β∗aˆ(t)]. Hence, one readily gets that

({βi ; ti}ki=1) =
〈
◦
◦
k∏
i=1
Dˆ(βi ; ti)
◦
◦
〉
=
〈
k∏
i=1
eβi aˆ
†(ti )
k∏
i=1
e−β
∗
k+1−i aˆ(tk+1−i )
〉
, (10)
which is the multitime-dependent characteristic function
(MTCF) of the P functional for t1 6 . . . 6 tk [30]. The
operator product for arbitrary Aˆ(t) is defined as
∏k
i=1 Aˆ(ti) =
Aˆ(t1) . . . Aˆ(tk). Since the operators are in general not commut-
ing, the operator products contain the time ordering from the
first line in Eq. (10).
At first sight, the above expression, (10), resembles that for
themultimode characteristic function [Eq. (5)]. However, there
are two significant differences when considering the multitime
scenario:
(i) One needs to consider non-equal-time commutators of
the field operators, which are, in general, nonvanishing or
not even proportional to unity [31,32,49,50]. This means that
[aˆ(t),aˆ(t ′)†] ∝ 1ˆ for t = t ′, which is a crucial point, as such
commutators do not necessarily commutewith other operators.
Hence, the standard BCH formula is insufficient and higher-
order terms need to be taken into account. Their calculation and
the related convergence considerations are complex problems
[51], which complicates the issue of finding a bound of the
absolute square of the MTCF. This result is a major difference
compared to the multimode (single-time) case [Eq. (4)].
(ii) Resulting from the structure of the functional, (8),
the time-ordering prescription (beside the normal-ordering
prescription) has to be considered. As we saw in the derivation
of Eq. (4), the factor e|β|
2/2 for a single radiationmode is caused
by the normal ordering. The question arises whether or not the
time ordering itself does cause a stronger rising behavior of
the MTCF.
Altogether, the MTCF may be a more strongly growing
function of β1, . . . ,βk compared with the single-time but
multimode scenario. However, this asymptotic behavior is
important as it could lead to stronger singularities of the
corresponding P functional compared with the multimode
P function. This problem, to our best knowledge, has not
been studied yet. Our rigorous regularization procedure in
the multitime scenario has to include this eventuality. This
also means that our approach, to be formulated, needs to be
applicable to any dynamics of a quantum optical system.
A. Universal multitime regularization
As emphasized above, the singularities of P in Eq. (9) are
caused by the fact that the characteristic function({βi ; ti}ki=1)
[Eq. (10)] is, in general, unbounded. Hence, the integrals
of the Fourier transforms in Eq. (9) do not converge. When
generalizing the approach in Eq. (2), our multitime filter w
needs to assure the fast decay of the filtered characteristic
function,

({βi ; ti}ki=1) = ({βi ; ti}ki=1)w({βi ; ti}ki=1). (11)
Consequently, the regularized P functional in terms of the
Fourier transform is defined as
P
[{αi ; ti}ki=1] = F{βi }ki=1[({βi ; ti}ki=1)]({αi}ki=1), (12)
where w denotes a tuple of width parameters that is specified
later.
In the following, let us formulate some simple observations.
We consider a continuous function ϕ(z) depending on a
real-valued parameter z that might diverge for |z| → ∞. In
addition, we employ the triangular function,
tri(z) =
⎧⎨
⎩
(1 + z) for z ∈ [−1,0],
(1 − z) for z ∈ [0,1],
0 otherwise.
(13)
It holds that the product ϕ(z)tri(z) is bounded and continuous
since the product of two continuous functions is continuous,
and since the triangular function has the compact support
[−1,1], it is identical to 0 for |z| > 1. Further on, it is
easy to check that the one-dimensional Fourier transform of
tri(z) is a probability density. Rescaling the argument with
w > 0, tri(z/w), yields a rescaled probability density, with
the support of tri(z/w) changing to the interval [−w,w].
In particular, for w → ∞, this rescaled triangular function
converges pointwise to the constant function 1, for which the
Fourier transform is a δ distribution.
Returning to our initial filtering problem and keeping those
observations in mind, we define the filter function
w
({βi}ki=1) =
k∏
i=1
(tri(Re[βi]/wi)tri(Im[βi]/wi)) (14)
using different filter parameters for each time, w =
(w1, . . . ,wk), with Re[β] and Im[β] denoting the real and
imaginary part of β, respectively. From our observation above
it directly follows that requirements 1–3 (cf. Sec. II) for a filter
are satisfied. In particular and due to its compact support, the
filter, (14), suppresses any rising behavior of the MTCF. This
also means that the filtered P functional, (12), exists always
as a smooth function [52].
For illustration, a plot of the filter, multiplied by a factor
exp[Re[β]m] for m = 2,4,6, is given in Fig. 1. In the case
m = 2, the factor resembles the growth factor of a single-
time-characteristic function [53]. The parameters m = 4,6
correspond to faster increments that might result from non-
equal-time commutation relations of nonlinear interactions.
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exp Re Β m tri Re Β w
w 1.3, m 6
w 1.5, m 4
w 1.8, m 2
FIG. 1. Plot of the triangular function tri(Re[β]/w) multiplied by
an exponential rising function exp[|β|m]. We see that the resulting
function is bounded, and thus, its Fourier transform is a continuous
function.
Note that a filter of this type is needed for multitime-
dependent phenomena, as the behavior of the MTCF cannot
be estimated in general. The multitime commutation rules
of the bosonic operators are unknown for general interaction
problems; for details see Chap. 2.7 of [32]. With our filters in
Eq. (14), however, we ensure that themultitime nonclassicality
quasiprobabilities are smooth functions and they can be
directly sampled in experiments, which is shown in Sec. VI.
B. Discussion
Let us formulate some preliminary conclusions. The
problem of regularizing the P functional has been treated.
Although the singularities of this multitime quasiprobability
are unknown, we formulated a regularization approach via a
compact filter function, (14), which applies to any nonlinear
interaction dynamics of radiation fields. On this basis, the
well-behaved quasiprobability, (12), exists and it is negative
for a width w if and only if the light field under study is
nonclassical—including multitime quantum correlations. Our
applied filter suppresses any rising behavior of the MTCF for
|βl| → ∞. This also includes scenarios where the slope of the
MTCF increases more rapidly than an inverse Gaussian, which
might result from the dynamics of complex interactions.
Remarkably, a triangular filter has already been used for
the single-mode and -time scenario [22]. There, the compact
support was considered a deficiency because parts of the
characteristic function are multiplied by 0 and, thus, do not
contribute to the filtered P function. Here, however, this
compactness serves as a beneficial resource which renders
it possible to filter a multitime P functional. Moreover,
similarly to the multimode scenario [45], we have a filter
in a product form, (14). It is worth mentioning that we
could also and equivalently employ any filter with a compact
support, including radial symmetric filters and higher-order
autocorrelation-function filters [54,55].
The basic definition of the multitime nonclassicality is
the inability to interpret the singular P functional, (8),
as a joint probability distribution of a classical stochastic
process [42]. Also in Ref. [42], a hierarchy of quantum
correlation conditions has been formulated on the basis of
measurable space-time-dependent field correlation functions.
An approach to formulating multitime nonclassicality tests on
the basis of the MTCF was subsequently formulated as well
[30]. Here, in contrast, we introduce regular nonclassicality
quasiprobabilities that enable us to study quantum correlations
between multiple points in time directly via the corresponding
negativities of smooth phase-space distributions of quantum
stochastic, optical processes.
IV. PARAMETRIC PROCESSES
Let us now apply our approach to the characterization of
temporal quantum effects on a specific physical system. In
our recent work [30], we studied the parametric process based
on the MTCF. This and related parametric interactions are a
fundamental tool for generating nonclassical light in modern
experimental quantum optics, e.g., squeezed light [3–6]. Note
that various single-photon sources are based on parametric
down-conversion [56–61]. Due to the resulting wide range of
applications of this process, let us reconsider this system from
the perspective of the technique derived here.
The effective Hamiltonian of the quantum system in the
interaction picture is
Hˆint(t) = h¯κ(aˆ†2e−iδt + aˆ2eiδt ), (15)
with a positive frequencymismatch δ = ωp − 2ωa andwithωp
and ωa being the pump and signal frequency, respectively. In
this process, a strong (classically described) pump field creates
pairs of (equal-frequency) signal photons. Due to the violation
of multitime-dependent classical inequalities, we have already
demonstrated the presence of two-time quantum correlations
[30] for this process.We also stress that the dynamical behavior
exhibits a nontrivial dependence on time, as we have, in
general, a nonvanishing commutator [Hˆint(t),Hˆint(t ′)] = 0 for
different times t and t ′. In this section, let us focus on the
visualization of quantum correlations directly in terms of
negativities of the regularized P functional, which has not
been considered before.
The coupled equations of motion of the signal field
operators aˆ and aˆ† read as
d
dt
(
aˆ(t)
aˆ(t)†
)
=
(
0 −2iκe−iδt
2iκeiδt 0
)(
aˆ(t)
aˆ(t)†
)
. (16)
After decoupling, one obtains second-order equations of
motion,
d2
dt2
aˆ(t) + iδ d
dt
aˆ(t) − 4κ2aˆ(t) = 0. (17)
The solution can be found via standard algebra,
aˆ(τ ) = u1(τ )aˆ + u2(τ )aˆ†, (18)
where we have defined the following dimensionless quantities:
ϑr = π
√
16 − r2/4 (representing the eigenfrequency), r =
δ/κ (the coupling ratio), τ = 2κt/π (a time in “natural” units
of the system), and the two functions
u1(τ ) = e−iπrτ/4
[
cosh (ϑrτ ) + iπr
4ϑr
sinh (ϑrτ )
]
,
u2(τ ) = −iπ
ϑr
e−i
π
4 rτ sinh (ϑrτ ). (19)
The initial condition is aˆ(τ = 0) ≡ aˆ.
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A. Single-time scenario
To clarify the filtering procedure and to demonstrate the
applicability of the filter to the single-time dynamics of the
system, we first consider the single-time scenario. In this case,
k = 1, the P functional in Eq. (9) is obtained from the inverse
Fourier transform, (10):
P [α′; τ ] = 1
π2
∫
d2βeβ
′∗α′−β ′α′∗ 〈:Dˆ(β ′; τ ):〉. (20)
Since we treat the time evolution in the interaction picture,
the impact of the free-field Hamiltonian Hˆ0 = h¯ωaaˆ†aˆ is not
directly included in the parameters ul . However, it only acts as
a classical rotation in phase space, Dˆ(β ′; τ ) → Dˆ(β ′eiωat ; τ ),
which can be ignored, as we can perform a transformation
β ′eiωat = β (likewise, eiωatα′ = α in the original phase space).
Using Eq. (10) for k = 1, inserting the solution of the
time evolution, (18), using the decomposition β = βr + iβi
(βr,βi ∈ R), and reordering the terms using the BCH formula,
we get
〈:Dˆ(β; τ ):〉 ≡ (β; τ ) = exp
[(
βr
βi
)T ( 1
2 (1 − |u∗2 − u1|2) Im[u1u2]
Im[u1u2] 12 (1 − |u∗2 + u1|2)
)(
βr
βi
)]
. (21)
Here, we have supposed that the initial state is the vacuum state
and omitted to write the explicit time dependence, ul = ul(τ ).
To simplify the integration, we diagonalize the coefficient
matrix in Eq. (21). The transformation matrix S, containing
the normalized eigenvectors χ l (l = +,−), reads
S = (χ+,χ−) =
⎛
⎝ −b+√1+|b+|2 −b−√1+|b−|2
1√
1+|b+|2
1√
1+|b−|2
⎞
⎠, (22)
with b± = (−Re[u1u2] ± |u1u2|)/Im[u1u2] ∈ R. The ob-
tained normal coordinates are described via the classical
rotation (βr,βi)T = S(γr,γi)T and we find
(γ ; τ ) = exp
[(
γr
γi
)T (−c+ 0
0 −c−
)(
γr
γi
)]
,
with c± = −1
2
(1 − |u∗2 − u1|2) ± 2
|u1u2|
1 + b2±
. (23)
Including the free-field propagation, we further obtain
P [α; τ ] = 1
π2
∫ ∞
−∞
dγr
∫ ∞
−∞
dγi
× exp [2iArγr − 2iAiγi − c+γ 2r − c−γ 2i ], (24)
with
Ar = −(1 + b2+)−1/2(Re[α] + b+Im[α]),
Ai = (1 + b2−)−1/2(Re[α] + b−Im[α]). (25)
The application of our regularization procedure, (12), to a
single point in time yields
P[α; τ ] =
∫ ∞
−∞
dγr
π
e2iArγr−c+γ
2
r tri(γr/w)
×
∫ ∞
−∞
dγi
π
e2i(−Ai )γi−c−γ
2
i tri(γi/w). (26)
The integral can be simplified (cf. Appendix C in [21]) via
defining the function
T (y,g) = Re
[
2
π
∫ 1
0
dze−gz
2+2iyz(1 − z)
]
, (27)
which relates to complex error functions, and we finally arrive
at
P[α; τ ] = w2T (wAr,w2c+)T (−wAi,w2c−). (28)
The temporal evolution in terms of P[α; τ ] is shown in
Fig. 2 for different times τ = 2κt/π . The negativities clearly
display the nonclassicality of the system in terms of a regular
and time-dependent quasiprobability.
B. Singularities due to explicit time dependence
Let us now extend our studies to the more general multitime
case. As discussed earlier, the main features of multitime cor-
relations are due to (i) non-equal-time commutation relations
and (ii) the time-ordering prescription; see the beginning of
Sec. III. The commutators for (i) can be straightforwardly
computed for the system under study by using the exact
solution, (18),
[aˆ(τ ),aˆ(τ + τ )] = det
(
u1(τ ) u2(τ )
u1(τ + τ ) u2(τ + τ )
)
1ˆ,
(29)
with ul(τ ) given in Eq. (19). The effect of the time-ordering
prescription in Eqs. (8) and (10) can be analyzed in terms of
4 2 2 4
Re Α
0.2
0.2
0.4
0.6
0.8
1.0
P Α;Τ P 0;Τ
0.0
0.1
0.2
0.3
0.4
0.5
0.6
FIG. 2. Plot of the regularized and scaled phase-space distribution
P[α; τ ] for several system times τ . We chose Im[α] = 0, w = 2.3
for the triangular filter and r = δ/κ = 10/π ≈ 3.18. The negativities
for τ > 0 clearly show the evolution of the nonclassicality.
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the ratio
˜ =
∣∣∣∣∣ 〈
◦
◦Dˆ(β1,β2; τ,τ + τ )◦◦〉
〈:Dˆ(β1,β2; τ,τ + τ ):〉
∣∣∣∣∣ , (30)
which relates the time- and normal-ordered quantities to solely
normal-ordered ones. Since all appearing commutators are
multiples of the identity, we get
˜ = | exp{−β∗1β∗2 [aˆ(τ ),aˆ(τ + τ )]}|
= exp{−|β1β2|Re[e−i(ϕβ1+ϕβ2 )[aˆ(τ ),aˆ(τ + τ )]]}, (31)
where ϕβj = argβj for j = 1,2. Using the solutions, (19), one
finds for |r| 6 4 and ϑr = π
√
16 − r2/4 that
Re[e−i(ϕβ1+ϕβ2 )[aˆ(τ ),aˆ(τ + τ )]]
= − π
ϑr
sin
[
πr
4
(2τ + τ ) + ϕβ1 + ϕβ2
]
sinh[ϑrτ ]1ˆ.
(32)
In other words, the influence of the time-ordering prescription
is an additional term proportional to exp{±|β1β2|}, where
the sign depends on the sine (sin) term in Eq. (32). As the
hyperbolic sine (sinh) ismonotonically increasing, the strength
of this factor increases with τ . For the P functional (i.e.,
performing a Fourier transformation), this factor increases (for
exp{+|β1β2|}) or decreases (for exp{−|β1β2|}) the strength of
the singularities.
Let us apply our filter procedure introduced in Sec. III A.
We use identical filter widths,w1 = w2 = w [cf. Eqs. (12) and
(14)]. The general procedure to compute P[α1,α2; τ1,τ1] is a
straightforward extension of the one presented in Sec. IVA.
After some algebra, we get the two-time regularized P
functional,
P[α1,α2; τ1,τ1]
= w4T
(
w
f10
2i
,−w2f20
)
T
(
w
f01
2i
,−w2f02
)
× T
(
w
d10
2i
,−w2d20
)
T
(
w
d01
2i
,−w2d02
)
, (33)
with the definition of T in Eq. (27). The coefficients fmn and
dmn together with a proper rotation of phase space can be
obtained numerically as described in detail in Sec. IVA and
generalized to four dimensions.
The two-time regularized P functional, (33), is depicted in
Fig. 3. The negativities directly reveal the quantumcorrelations
of the system under study. Note that for any time pairings
(τ1,τ2) and cross sections other than those used in Fig. 3,
negativities are revealed as well; cf. also Ref. [30]. Let us
stress that the existence of negativities for a certain filter
width is necessary and sufficient for the existence of quantum
correlations within the singular P functional.
V. TRAPPED-ION DYNAMICS
In the previous section, we discuss multitime effects for
a time-dependent parametric oscillator. In this case, however,
the rather simple commutator [aˆ(t),aˆ(t ′)] ∝ 1ˆ for t = t ′ holds
[Eq. (29)], and hence, the standard BCH formula is applicable.
Furthermore, one is able to solve the equations of motion
FIG. 3. Plot of the two-time regularized functional
P(α1,α2; τ1,τ2) for w = 2.9. Here, we used τ1 = 0.1, τ2 = 0.45,
and the cross section Im[α2] = Im[α1] = 0. The negativities of
the quasiprobability reveal nonclassical normally and time-ordered
correlation properties of the considered system.
analytically. The question arises how such systems shall be
examined if the exact dynamics is not explicitly given. In
this section, we therefore study more general structures of
the MTCF and the corresponding dynamics for which the
commutators are not central—i.e., they do not commute with
the field operators itself, [[aˆ(t),aˆ(t ′)],aˆ(t (′))] = 0.
Let us first rewrite the MTCF [Eq. (10)] for the two-time
case k = 2 and an input state ρˆin,
(β1,β2; t1,t2) = Tr[ρˆin(t1,t0)eβ1aˆ†Dˆ(β2; t2,t1)e−β∗1 aˆ]e|β2|2/2.
(34)
Here we have used ρˆin(t1,t0) = Uˆ (t1,t0)ρˆinUˆ (t1,t0)† and
the time-evolved displacement operator Dˆ(β2; t2,t1) =
Uˆ (t2,t1)†Dˆ(β2)Uˆ (t2,t1). This form of  reveals a major
difficulty: eβ1aˆ
†
and e−β
∗
1 aˆ are unbounded operators [62],
and they cannot be rewritten in a simple manner when the
commutators are not central.
Let us therefore consider the limit t1 → t0 and t0 → 0,
i.e., t1 = t0 = 0. As in general [aˆ(0),aˆ(t2)] = 0 (even ∝ 1ˆ)
holds true, this situation differs from the single-time case. Let
us emphasize that the time-ordering prescription still applies.
Setting t2 ≡ t , we arrive at
(β1,β2; 0,t) = Tr[ρˆineβ1aˆ†Dˆ(β2; t)e−β∗1 aˆ]e|β2|2/2. (35)
Evaluations of this expression depend on the input state ρˆin and
on the dynamics under study. Here we focus on Fock states as
input states, i.e., ρˆin = |p〉〈p|. This yields
(β1,β2; 0,t)
=
p∑
m,n=0
βn1 (−β∗1 )m
m!n!
p!〈p − n|Dˆ(β2; t)|p − m〉√
(p − n)!(p − m)! e
|β2|2/2,
(36)
which is obtained via expanding the exponential functions in
power series and using the standard actions of aˆ (aˆ†) on the
Fock states |p〉 (〈p|).
First, we study Eq. (36) for p = 0, i.e., ρˆin = |vac〉〈vac|.
We obtain
vac(β1,β2; 0,t) = 〈0|Dˆ(β2; t)|0〉e|β2|2/2, (37)
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which is always bound by an inverse Gaussian factor. Fur-
thermore, vac(β1,β2; 0,t) equals a single-time characteristic
function, and the corresponding P functional [Eq. (9)] will
attain for any dynamics the form
Pvac[α1,α2; 0,t] = Pvac[α2; t]δ(α1). (38)
As the delta distribution is a nonnegative distribution, the two-
time P functional describes a nonclassical system if and only
if the single-time P function fails to be a classical probability
distribution. In this scenario, there are no genuine temporal
correlations. However, the situation is different for other input
states, which can be observed for our second example, p = 1.
Because e−β
∗
1 aˆ|1〉 = |1〉 − β∗1 |0〉, we get
1(β1,β2; 0,t) = [〈1| + 〈0|β1]Dˆ(β2; t)[|1〉 − β∗1 |0〉]e|β2|
2/2
(39)
and, therefore, additional terms due to the inclusion of a second
point in time. This holds even if we set the first time to be 0.
Note, a similar behavior can be observed for any p  1.
For clarification, let us consider a realistic interaction
Hamiltonian [63],
Hˆ3 = h¯εfˆ3(aˆ†aˆ; η)(iηaˆ)3 + H.c., (40)
which results in a time evolution obeying a noncentral commu-
tator algebra and whose time evolution is solved numerically.
It describes a nonlinear vibrational dynamics of a laser-driven
trapped ion. Therein, ε is the effective two-photon coupling
strength, and η is the Lamb-Dicke parameter. The nonlinear
operator function fˆ3(aˆ†aˆ; η) of the vibrational number operator
aˆ†aˆ accounts for the recoil effects due to absorption and
emission of laser photons by the trapped atom. It reads [63]
fˆ3(aˆ
†aˆ; η) = e−η2/2
∞∑
l=0
(−1)l η
2l
l!(l + 3)! aˆ
†l aˆl . (41)
The action on Fock states of the ion’s center-of-mass motion
yields
fˆ3(aˆ
†aˆ; η)|n〉 = e−η2/2 n!
(n + 3)!L
(3)
n (η
2)|n〉 ≡ f3(n; η)|n〉,
(42)
with L(k)n (x) being the generalized Laguerre polynomi-
als. Using the completeness relation of the Fock states,∑∞
n=0 |n〉〈n| = 1ˆ, the Hamiltonian, (40), can be written in the
Fock basis as
Hˆ3 = ih¯εη3
∞∑
n=0
g3(n; η)|n + 3〉〈n| − g3(n; η)|n〉〈n + 3|,
(43)
with g3(n; η) = f3(n; η)
√
(n + 1)(n + 2)(n + 3).
The time evolution can be numerically solved via evaluating
the time evolution operator
Uˆ (t,t0) = exp
[
− i
h¯
(t − t0)Hˆ3
]
, (44)
in matrix representation, where a sufficiently high cutoff of the
Fock space has to be chosen. Using the MTCF in Eq. (35), we
FIG. 4. Plot of  as defined in Eq. (45) for fixed |β1| = |β2| =
1.3 and ϕ1 = ϕ2 ≡ ϕ, where βj = |βj |eiϕj , j = 1,2. We vary the
common phase ϕ and the dimensionless time τ = εt . As  clearly
exceeds the value of 0 (pink areas), we confirm that the MTCF is
differently bounded compared to the two-mode single-time case.
can investigate the difference between the squared modulus of
the MTCF and the inverse Gaussian bound,
(β1,β2; 0,τ ) := |(β1,β2; 0,τ )|2 − e|β1|2+|β2|2 , (45)
with the dimensionless system time τ ≡ εt . If this function
 exceeds 0, the MTCF is—due to temporal correlations—
differently bounded compared to the two-mode single-time
characteristic function. This means that the temporal correla-
tions increase the divergences of the P functional to an extent
which cannot occur for any two-mode correlations at equal
time; cf. Eq. (4).
A visualization of (45) is given in Fig. 4 for a particular
choice of the parameters. We used p = 3 (ρˆin = |3〉〈3|) and
numerically evaluated  in a 200-dimensional Fock space
to ensure approximation errors of the order of those of the nu-
merical arithmetic. As for several parameters  > 0 holds,
the temporal correlations obviously exceed the slope one can
maximally expect for an equal-time two-mode characteristic
function. As discussed earlier, the strength of the excess
depends on the chosen input state. This deviation from the
inverse Gaussian bound of the MTCF could be even stronger
for other dynamical systems. However, our filter approach,
introduced in Sec. III A, is suitable for regularization of the P
functional for any dynamics. Based on the strongly nonlinear
trapped-ion interaction Hamiltonian and the discussion of the
impact of the input state, we have demonstrated our approach’s
requirement for regularization of multitime P functionals.
VI. SAMPLING OF THE P FUNCTIONAL
The first experimental reconstruction of a phase-insensitive
and single-time filtered P function with negativities was
performed for single-photon-added thermal states [64]—based
on the measurement of quadratures in balanced homodyne
detection. A direct sampling of a single-time P function
for a squeezed state was then performed [65]—including
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LO
FIG. 5. Experimental scheme to directly measure two-time quantum correlations in terms of two-time quasiprobabilities. The scheme
consists of two balanced homodyne detection (BHD) setups whose difference signals are additionally correlated. The creation operators aˆ(t)
and aˆ(t + t) label the different travel times of the field. The resulting correlated difference statistics of the detector events can be directly
related to P[α1,α2; τ1,τ2], where the phases for the local oscillator (LO) of each BHD setup are controlled continuously through the phase
shifters ϕ and ϕ′. The temporal matching of the LO to the signal fields is ensured through a proper path-length control.
the formulation of suitable pattern functions for discrete
phase measurements. More recently, a method was presented
to sample the filtered P function via continuous-in-phase
measurement [23]. In the following we study an optical
measurement scheme for reconstructing the filtered P func-
tional that allows one to apply our technique in experiments.
Additionally note that a correspondingmeasurement technique
can also be provided for the motional quantum state of a
trapped ion, which can be directly based on the motional-state
reconstruction as proposed in Ref. [66].
The setup of our scheme is shown in Fig. 5; it correlates
the radiation field at two times. According to the quantum
theoretical model for photodetection [24,32,67], the joint
probability of four detectors is
Pn1,n2,n3,n4 =
〈
◦
◦
4∏
i=1
[ηinˆi(ti)]ni
ni!
e−ηi nˆi (ti )◦◦
〉
, (46)
where ni denotes the number of photons at the ith detector,
ηi is the detector efficiency, and nˆi(ti) is the photon number
operator at time ti in the corresponding detector path. As we
correlate two points in time in our setup, we set t1 = t2 ≡ t
and t3 = t4 ≡ t + t . The phases of the local oscillator modes
can be controlled separately by the phase shiftersϕ andϕ′.
Note that the layout is scalable and could be further extended
to more points in time.
In close analogy to the procedure in Ref. [68], the correlated
difference statistics is found to be
pt,t+t (v,v′;ϕ,ϕ′)
= 1
2πR2
√
ηη′
〈
◦
◦ exp
{
− [v−ηRxˆ(ϕ − π/2; t)]
2
2ηR2
}
× exp
{
− [v
′−η′Rxˆ(ϕ′ − π/2; t+t)]2
2η′R2
}
◦
◦
〉
, (47)
with the difference events n1 − n2 = v and n3 − n4 = v′, the
phases ϕ and ϕ′, the common amplitude R of the two local
oscillators, and the quadrature operator
xˆ(ϕ − π/2; t) = aˆ(t)e−iϕ + aˆ(t)†eiϕ. (48)
To arrive at Eq. (47), we replaced ni with continuous variables,
which can be done in the strong local oscillator limit and for
a sufficiently large number of events. The distribution, (47),
is obviously the quantum expectation value of the time- and
normal-ordered product of two Gaussian distributions of the
quadratures at t and t + t . Via the two-dimensional Fourier
transform of the measured difference statistics,
Ft,t+t (y,y ′,ϕ,ϕ) =
∫
dv
∫
dv′eivyeiv
′y ′pt,t+t (v,v′;ϕ,ϕ′),
(49)
one gets
Ft,t+t (y,y ′,ϕ,ϕ′)ey
2R2η/2+y ′2R2η′/2
= (yηReiϕ,y ′η′Reiϕ′ ; t,t + t). (50)
Here  is the desired two-time characteristic function of the
P functional. Hence, by adjusting the parameters and properly
scaling the complex numbers y and y ′,  can be directly
sampled with our setup. If we use the representations β1 =
b1e
iϕ and β2 = b2eiϕ′ and identify yηR ≡ b1 and y ′η′R ≡ b2,
we can rewrite the previous results as
(b1e
iϕ,b2e
iϕ′ ; t,t + t)
= exp
[
b21
2η
+ b
2
2
2η′
] ∫
dv
∫
dv′ pt,t+t (v,v′;ϕ,ϕ′)
× exp
[
ib1
ηR
v+ ib2
η′R
v′
]
. (51)
The regularized P functional can be reconstructed in
the following way. First, we recall that [cf. Eq. (12)
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for k = 2]
P[α1,α2; t,t + t]
=
∫
d2β1
π2
eβ
∗
1α1−β1α∗1
∫
d2β2
π2
eβ
∗
2α2−β2α∗2
×(β1,β2; t,t + t)w(β1)w(β2). (52)
Sincewe have used a product filter [cf. Eq. (14)], we can simply
insert Eq. (51) and, following the procedure in Ref. [65],
rewrite the previous formula as
P[α1,α2; t,t + t]
=
∫
dv
∫
dv′
∫ π
0
dϕ
∫ π
0
dϕ′
pt,t+t (v,v′;ϕ,ϕ′)
π2
× f(v,ϕ;α1,w)f(v′,ϕ′;α2,w). (53)
Here, the so-called patten function f is
f(z,ϕ;αi,w) =
∫
dbi
bi
π
w(bi) exp
[
izbi
ηzr
+ b
2
i
2ηz
]
× exp[2ibi |αi | sin[ϕαi − ϕ − π/2]], (54)
with z ∈ {v,v′}, ηv ≡ η, and ηv′ ≡ η′. Finally, the regularized
P functional can be sampled fromM measured quadrature data
points (vj ,ϕj ,v′j ,ϕ
′
j )
M
j=1 in the two channels via its empirical
estimate
P[α1,α2; t,t + t]
≈ 1
M
M∑
j=1
f(vj ,ϕj ;α1,w)f(v
′
j ,ϕ
′
j ;α2,w), (55)
where the time dependences are included in the set of data, v ≡
v(t) and v′ ≡ v(t + t). For convenience, we used a radial
symmetric filter, such that the filter functions w depend only
on the bi and not on the phases ϕ and ϕ′ [cf. Eqs. (53) and
(54)].
Hence, we have formulated the theory of our proposed
measurement scheme in Fig. 5 that renders it possible to
directly obtain the two-time regularized P functional via
the sampling of measured (correlated) quadrature data using
pattern functions. We may stress again that this approach is
scalable to an arbitrary number of points in time by employing
multiple BHDs. In addition, some remarks concerning the
sampling error estimation can be found in Ref. [23].
VII. SUMMARY AND CONCLUSIONS
In summary, we have derived a method for visualizing
general multitime quantum correlations in terms of regular
phase-space quasiprobabilities. For this purpose, we signif-
icantly generalized the approach of filtering the Glauber-
Sudarshan P function for a single time to a regularization
of the P functional that correlates an arbitrary number of
points in time. This generalizes the commonly accepted
definition of nonclassicality by Titulaer and Glauber to
capture multitime quantum phenomena in terms of regular and
accessible phase-space distributions. Hence, our formulation
of multitime and regular nonclassicality quasiprobabilities is
not restricted to particular correlation functions or observables.
Additionally, we have proved that our method is applicable to
arbitrarily complex evolutions of light fields. In our general
approach, nonclassical correlations, if present, are directly
visualized by negativities of this regular quasiprobability
density for properly chosen filter widths. Beyond previously
studied methods, our treatment enables us to visualize general
quantum correlations of radiation fields, including quantum
entanglement as a subset.
We applied this technique to characterization of the
temporal quantum features of a parametric oscillator with
a frequency mismatch. We studied the impact of the time-
dependent Hamiltonian on the dynamical properties of this
system, including the multitime correlations. In particular, we
uncovered quantum correlations via a negative and regular
two-time quasiprobability description of this process. We also
studied a strongly nonlinear dynamics of themotional quantum
state of a laser-driven trapped ion. In this case, nontrivial
time-dependent commutator rules become important, leading
to singularities of the P functional much stronger than
those occurring for equal-time two-mode correlations. Our
technique regularizes these unexpectedly strong singularities.
Eventually, we presented an experimental setup—consisting of
two correlated balanced homodyne detection layouts. Based
on the derived pattern functions, this allows one to directly
sample the regularized quasiprobabilities in experiments. Al-
together, this yields a powerful tool for the characterization of
general, time-dependent quantum correlations in phase space.
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Time-dependent nonlinear Jaynes-Cummings dynamics of a trapped ion
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In quantum interaction problems with explicitly time-dependent interaction Hamiltonians, the time ordering
plays a crucial role for describing the quantum evolution of the system under consideration. In such complex
scenarios, exact solutions of the dynamics are rarely available. Here we study the nonlinear vibronic dynamics
of a trapped ion, driven in the resolved sideband regime with some small frequency mismatch. By describing
the pump field in a quantized manner, we are able to derive exact solutions for the dynamics of the system. This
eventually allows us to provide analytical solutions for various types of time-dependent quantities. In particular,
we study in some detail the electronic and the motional quantum dynamics of the ion, as well as the time evolution
of the nonclassicality of the motional quantum state.
DOI: 10.1103/PhysRevA.97.043806
I. INTRODUCTION
The verification and quantification of nonclassical effects,
that is, phenomena which cannot be explained by Maxwell’s
equations, is a main concern of theoretical and experimen-
tal quantum optics. Many of those effects, like squeezing
[1–5], entanglement [6,7], and photon antibunching [8], were
intensively investigated overmany decades.However, there are
effects beyond this set, like, for example, anomalous quantum
correlations [9–11], which arise from the violation of field-
intensity inequalities. In such and related scenarios a subject
of interest is the investigation of the interplay of free fields and
fields which are attributed to sources, which play an important
role in the theory of spectral filtering of light [12,13]. The
relationships between field correlation functions of free-field
and source-field operators were, for example, considered in
[14,15]. Hence, the treatment of a physical system containing
contributions from both kinds of fields is an interesting aspect
to be studied, especially when the corresponding dynamics
is exactly solvable. A suitable model for this purpose is the
Jaynes-Cummings model, which contains not only free-field
parts but a source-attributed part as well. In the following
we will briefly reconsider its history and possible areas of
application.
When the Jaynes-Cummings model was proposed in 1963
[16,17], its practical relevance was doubted, as it describes an
idealized scenario of the resonant interaction of a two-level
system with only a single radiation mode. However, in the
1980s the model’s importance was vastly enhanced, since,
due to technical progress, it was possible to experimentally
prove many of its predictions [18–21]. Remarkably, despite
its simplicity, the Jaynes-Cummings model exhibits plenty of
physical effects, e.g., Rabi oscillations [22–24], collapse and
revivals [21,25,26], squeezing [27,28], atom-field entangle-
ment [29–31], antibunching [32–34], and nonclassical states
such as Schrödinger cat [35,36] and Fock states [37–39].
*fabian.krumm@uni-rostock.de
Initially intended for describing the interaction of a single
atom with a single radiation mode, the Jaynes-Cummings
model could be applied to a variety of physical scenarios.
Examples are Cooper-pair boxes [40,41], “flux” qubits [42],
and Josephson junctions [43–45]. It can also be applied in
solid-state systems to describe the (strong) coupling of qubits
to a cavity mode, for example in quantum dots [46–49] or
superconducting circuits [50–52]. Another recent application
of the Jaynes-Cummings model is the description of Rydberg-
blockaded atomic ensembles [53,54].
The Jaynes-Cummings model also became relevant for
the vibronic dynamics of trapped ions, where the quantized
mode of the electromagnetic field is replaced by the quantized
center-of-mass-motion of the ion [55–57]. Later on, a nonlinear
Jaynes-Cummings model (NJCM) was introduced [58], which
describes the dynamics of a trapped ion beyond the standard
Lamb-Dicke regime [59,60]. The motional degrees of freedom
are coupled to the electronic states of the ion by a classical
pump field in the resolved sideband regime. On this basis it
became possible to generate many motional states for trapped
ions, such as Fock states, squeezed states [59,61], even and
odd coherent states [62], nonlinear coherent states [63], pair
coherent states [64], superpositions of the latter [65], SU(1,1)
intelligent states [66], Schrödinger cat states [67,68], entangled
coherent states [68], and generalized Kerr-type states [69].
As for the standard Jaynes-Cummings Hamiltonian (see, for
example, [70]), the trapped-ion dynamics based on the nonlin-
ear Jaynes-Cummings model was also considered beyond the
rotating-wave approximation [71–74].
In the present paper we study the vibronic nonlinear Jaynes-
Cummings model, when the classical driving laser field is
slightly detuned from the kth sideband. Such amismatch yields
an explicitly time-dependent Hamiltonian in the Schrödinger
picture, the corresponding dynamics of which is not easily
solved due to the relevance of time-ordering effects. We will
demonstrate that these difficulties can be resolved by extending
the Hilbert space of the problem to include the driving field
in the quantum description. On this basis, the full dynamics
will become exactly solvable. This renders it possible to study
2469-9926/2018/97(4)/043806(11) 043806-1 ©2018 American Physical Society
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sophisticated problems of explicitly time-dependent dynamics
on the basis of the exactly solvable extended problem. This
yields deeper insight into the yet rarely studied quantum dy-
namics in cases when explicitly time-dependent Hamiltonians
and the resulting time-ordering prescriptions are relevant. Also
the quantum effects and the nonclassical correlation properties
of the system can be studied by this method in great depth.
The paper is structured as follows. Section II introduces
the Hamiltonian used in this paper and briefly discusses its
physical meaning as well as time-ordering effects. In Sec. III,
we solve the dynamics using the eigenstates of the generalized
Hamiltonian. Afterwards, in Sec. IV, we use the regularized
Glauber-Sudarshan P function to study the nonclassical evo-
lution of the motional quantum properties of the ion. Finally,
a summary and some conclusions follow in Sec. V.
II. EXPLICITLY TIME-DEPENDENT NONLINEAR
JAYNES-CUMMINGS MODEL
The NJCM for the vibronic coupling between the electronic
and motional degrees of freedom of a trapped ion was intro-
duced for the situation of the exactly resonant interaction of a
laser field with the kth vibronic sideband of the ion [58,75].
This interaction Hamiltonian can be exactly diagonalized. It
was experimentally demonstrated that it properly describes
the dynamics of a trapped ion for the case of k = 1 [59].
In the present paper we are interested in more sophisticated
time-dependent quantum phenomena of such a system. For
this reason, in a first step we generalize the NJCM to allow for
the explicitly time-dependent dynamics. In this case, however,
an exact solution of the problem seems to be not feasible and
numerical solutions are required.
A. Explicitly time-dependent Hamiltonian
Let us start with the following Hamiltonian, describing an
ion, trapped in a harmonic trap potential, interacting with a
classical laser field (see [58] and Chap. 13 of [75]):
Hˆ (t) = (h¯νaˆ†aˆ + h¯ω21Aˆ22)︸ ︷︷ ︸
=Hˆ0
(1)
+{h¯κ|βcl|e−iωLt Aˆ21gˆ[η(aˆ + aˆ†)] + H.c.}︸ ︷︷ ︸
=Hˆint(t)
. (2)
Hˆ0 describes the free motion of the vibrational center-of-mass
and electronic degrees of freedom of the two-level ion, with the
vibrational frequency ν and the electronic transition frequency
ω21 = ω2 − ω1. The laser is assumed to be monochromatic
and quasiresonant with the electronic |1〉 ↔ |2〉 transition,
ωL ≈ ω21, and to have only one nonvanishing wave-vector
component, such that only one motional degree of freedom
appears in the interaction term. The complex amplitude βcl
describes the pump laser. The operators aˆ† (aˆ) are the creation
(annihilation) operators of the vibrational frequency ν. The
electronic flip operators Aˆij = |i〉〈j | (i,j = 1,2) describe the
atomic |j 〉 → |i〉 transitions, κ is a projection of the electric-
dipole matrix element on the direction of the electrical field,
and g[η(aˆ + aˆ†)] describes the mode structure of the pump
laser at the operator-valued position of the ion. For a standing
wave it reads as
g[η(aˆ + aˆ†)] = cos[η(aˆ + aˆ†) + φ], (3)
where φ defines the relative position of the trap potential
to the laser wave. The Lamp-Dicke parameter η describes the
effects of momentum transfer on the atomic wave packet due
to recoil effects.
Applying the Baker-Campbell-Hausdorff formula in gˆ to-
gether with a power series expansion, we get
gˆ[η(aˆ + aˆ†)] = 1
2
eiφ−η
2/2
∞∑
l,m=0
(iη)l+m
l!m!
aˆ†l aˆm + H.c. (4)
The interaction Hamiltonian in the interaction picture (indi-
cated by the tilde) reads as
ˆ˜Hint(t) = 1
2
h¯κ|βcl|Aˆ21e−η2/2
×
∞∑
l,m=0
aˆ†l aˆm
l!m!
e−i[ωL−ω21+(m−l)ν]t
× {eiφ(iη)l+m + e−iφ(−iη)l+m} + H.c. (5)
If the laser is exactly resonant to the kth vibrational sideband,
this yields the exactly solvable nonlinear Jaynes-Cummings
interaction [58,75].
For the purpose of the present paper, we are interested in
the situation when the laser is slightly detuned from the kth
sideband:
ωL = ω21 − kν + ω, (6)
with ω  ν. We still assume that the ion is in the resolved
sideband limit, i.e., we can resolve the single sidebands very
well. This means that the linewidths of the vibronic transitions
and the coupling strength |κ| are small compared to the
vibrational frequency ν. In this case one only excites vibronic
transitions which are quasiresonant according to the condition
in Eq. (6), which are the |1,n〉 ↔ |2,n − k〉 transitions for
k > 0. Hence, we perform a vibrational rotating-wave approx-
imation,
e∓inνt = 0 ∀n = 0, (7)
in Eq. (5). This yields the interaction Hamiltonian
ˆ˜Hint(t) = h¯κ|βcl|e−iωt Aˆ21fˆk(aˆ†aˆ; η)aˆk + H.c., (8)
where
fˆk(aˆ
†aˆ; η) = 1
2
eiφ−η
2/2
∞∑
l=0
(iη)2l+k
l!(l + k)! aˆ
†l aˆl + H.c.
= 1
2
eiφ−η
2/2
∞∑
n=0
|n〉〈n|
× (iη)
kn!
(n + k)!L
(k)
n (η
2) + H.c., (9)
with L(k)n denoting the generalized Laguerre polynomials. The
Hamiltonian (8) describes the nonlinear kth sideband coupling
of the vibrational mode and the electronic transition, |1,n〉 ↔
|2,n − k〉 (see Fig. 1). It is important that this nonlinear
interaction is explicitly time dependent, as long as ω = 0.
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FIG. 1. Scheme of the dynamics described by the interaction
Hamiltonian (8). The two electronic states, ground state |1〉 (lower
potential-energy surface) and excited state |2〉 (upper potential-energy
surface), are separated by the electric transition frequency ω21 =
ω2 − ω1. Since the (harmonic) trap potential is not influenced by
the ion dynamics, the energy surfaces are neither displaced nor
distorted and the vibronic levels are separated equidistantly by ν. The
laser frequency ωL = ω21 − kν + ω (red arrows) is not in exact
resonance with the |1,n〉 ↔ |2,n − k〉 transition but slightly detuned
by ω.
B. Solution of the time-dependent interaction
and time-ordering effects
The most general solution of the time evolution of a
quantum system, described by its Hamiltonian Hˆ (t), is given
by its time-evolution operator:
Uˆ (t) = T exp
{−i
h¯
∫ t
t0
Hˆ (t ′)dt ′
}
, (10)
where T denotes the time-ordering prescription. The latter
accounts for the temporal order of the Hamiltonians with
different time arguments contained in the exponential function.
If theHamiltonian, however, is not explicitly time dependent or
commuting with itself at different times, the ordering symbol
T becomes superfluous and the standard exponential power
series of Hˆ is recovered.
Alternatively, the representation (10) can also be given in
the form of the Magnus expansion [76,77]:
Uˆ (t) = exp
{
−i
h¯
∫ t
t0
Hˆ (t ′)dt ′ +
∞∑
n=1
	ˆn(t)
}
, (11)
which is unitary in each order n, with n = 1, . . . ,∞. Herein,
the contributions of 	ˆn(t) are referred to as time-ordering
effects or time-ordering corrections [78–82]. However, the
	ˆn(t) contain multiple integrals of nested commutators of the
Hamiltonians at different timeswhich are, especially for higher
orders, difficult to handle. A possibility to circumvent this
problem was presented in [83], where only one commutator
needs to be evaluated. However, in this representation a needed
diagonalization of the operator-valued problem is not trivial,
as the different orders of the expansion do not necessarily
possess a common eigenbasis. For certain physical models and
regimes, the time-ordering symbol T in (10) can be neglected,
for example for parametric down-conversion with not too high
pump powers [78]. Hence, let us begin to study the influence
of time-ordering effects on the dynamics described by the
Hamiltonian in Eq. (8).
For this purpose we use the open-source software package
QUTIP [84,85] in PYTHON to obtain numerically the time-
ordered solutions based on Eq. (10) together with the Hamilto-
nian (8). To visualize the effects of time ordering, we compare
the solutions with those when the time ordering is discarded,
ˆ˜U → ˆ˜U ′:
ˆ˜U ′(t) = exp
{−i
h¯
∫ t
t0
ˆ˜Hint(t
′)dt ′
}
. (12)
In this case the integral can be directly evaluated:∫ t
t0
ˆ˜Hint(t
′)dt ′ = h¯κ|βcl| i
ω
(e−iωt − e−iωt0 )
× Aˆ21fˆk(aˆ†aˆ; η)aˆk + H.c. (13)
For convenience we introduce the dimensionless quantities
r := ω|κβcl| , (14)
τ(0) := |κβcl|t(0), (15)
such that
ωt(0) = rτ(0). (16)
Furthermore, we define h(τ ) := i(e−irτ − e−irτ0 ). Hence, we
have
ˆ˜U ′(t) = exp
{
−i
[
h(τ )
r
ei arg(κ)Aˆ21fˆk(aˆ
†aˆ; η)aˆk + H.c.
]}
(17)
and we assume arg(κ) = 0 from now on.
The eigenstates of the integrated Hamiltonian (13) read as
|ψ±n 〉 = c±n (|2,n〉 + α±n |1,n + k〉), (18)
with |i,n〉 denoting the electronic (i = 1,2) and motional
(n = 0,1,2, . . . ) excitations (see, e.g., Chap. 12 of [75]). Due
to normalization we find immediately c±n = 1√1+|α±n |2 . These
states |ψ±n 〉 are often referred to as “dressed states.” Solving[
h(τ )
r
Aˆ21fˆk(aˆ
†aˆ; η)aˆk + H.c.
]
|ψ±n 〉 != ω±n |ψ±n 〉 (19)
yields the parameters
α±n = ±e−i arg[fk (n;η)h(τ )], c±n =
1√
2
,
ω±n = ±
|fk(n; η)h(τ )|
r
√
(n + k)!
n!
≡ ω±n (τ ), (20)
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FIG. 2. Influence of the time ordering on the population dynamics
of the excited electronic state of the ion. The curves represent the
numerical solution σ22(τ ) (solid, red line) for a small mismatch
r = 0.005 and, for the same r , the analytical solution without time
ordering, σ ′22(τ ) (dashed, black line). The motional degree of freedom
is initially prepared in the coherent state |α0〉. Parameters: α0 =
√
12,
k = 2, φ = 0, and η = 0.2.
where fk(n; η) = 〈n|fˆk(aˆ†aˆ; η)|n〉 [see Eq. (9)]. The complete-
ness relation of these states reads
1ˆ =
∑
σ=±
∞∑
n=0
∣∣ψσn 〉〈ψσn ∣∣+ k−1∑
q=0
|1,q〉〈1,q|. (21)
This yields the time evolution operator (17) in the form
ˆ˜U ′(τ ) =
∑
σ=±
∞∑
n=0
e−iω
σ
n (τ )
∣∣ψσn 〉〈ψσn ∣∣, (22)
since the
∑k−1
q=0 |1,q〉〈1,q| part cancels, as aˆk|q〉 = 0 for q < k.
For further investigations let us consider the population
probability of the excited electronic state, which was studied
only for ω = 0 in [58]:
σ ′22(τ ) =
∞∑
n=0
〈2,n| ˆ˜U ′(τ )Uˆ0(τ )ρˆ(0)Uˆ0(τ )† ˆ˜U ′(τ )†|2,n〉,
(23)
which is given now in dependence on the scaled time τ . For
the visualization we chose the input state |1,α0〉 at τ0 = 0. The
atom is initially prepared in the electronic ground state and the
motional state of the ion is a coherent state. Details concerning
the coherent-state preparation of the motional state of the ion
can be found in [59,86]. This eventually yields
σ ′22(τ ) =
1
4
∞∑
n=0
∑
σ,σ ′=±
ei[ω
σ
n (τ )−ωσ
′
n (τ )]
× (ασ ′n )∗ασn |α0|2n+2k(n + k)! e−|α0|2 . (24)
Note that the Uˆ0(τ ) contributions cancel each other. The
temporal evolution of σ ′22(τ ) is depicted in Fig. 2.
The correct numerical solution significantly differs from
the analytical one without time ordering. That is, neglecting
the time-ordering effects, even for a very small frequency mis-
match r , strongly falsifies the electronic population dynamics.
Hence, the T ordering plays an important role and it must not
be omitted.
III. NONLINEAR JAYNES-CUMMINGS MODEL
WITH QUANTIZED PUMP
In this section we will overcome the shortcoming of the
nonlinear Jaynes-Cummings model with frequency mismatch
by quantization of the pump field. In practice, this can be
realized by placing the trapped ion in a high-Q cavity. Now
a mode of the quantized cavity field pumps the vibronic
transition. We will see that this extension of the Hilbert space
allows us to exactly solve the full interaction problem. This
opens new possibilities to study problems underlying time
ordering analytically, which are not solvable in a semiclassical
approach.
A. Quantization of the pump field
As shown above, the explicit time dependence of the
Hamiltonian (8) prevents an analytical solutionof the dynamics
aswecannot discard—evenapproximately—the time-ordering
effects. Hence, our aim is to eliminate the time dependence
in the Hamiltonian Hˆ (t). For this purpose we return to the
Hamiltonian (2) and quantize the pump field by replacing
|βcl|e−iωLt → bˆ, (25)
where bˆ is the annihilation operator of the pump quanta in
the Schrödinger picture. The semiclassical time dependence
is thus transformed into the free evolution of the operator bˆ.
In practice this can be realized via QED with a trapped ion
(for theory and corresponding experiments, see [87,88] and
[89,90], respectively).
The total Hamiltonian Hˆ, in the Schrödinger picture, in-
cluding the quantized pump field, reads as
Hˆ = (h¯νaˆ†aˆ + h¯ωLbˆ†bˆ + h¯ω21Aˆ22)︸ ︷︷ ︸
=Hˆ0
(26)
+ {h¯κAˆ21bˆgˆ[η(aˆ + aˆ†)] + H.c.}︸ ︷︷ ︸
=Hˆint
, (27)
which is now time independent. As in the semiclassical case
[see Eq. (2)], this Hamiltonian is again based on the optical
rotating-wave approximation. The modified free Hamiltonian,
Hˆ0, now includes the free evolution of the quantized pumpfield
with the frequency ωL. Here, we again assume that we operate
in the resolved sideband regime and quasiresonantly drive the
|1,n〉 ↔ |2,n − k〉 transitions in the vibronic rotating-wave
approximation. As before, only those terms of gˆ are relevant
which belong to this transition [see Eq. (4)]:
gˆ[η(aˆ + aˆ†)] → fˆk(aˆ†aˆ; η)aˆk, (28)
with fˆk being defined in Eq. (9). Thus, we arrive at
Hˆint = h¯κAˆ21bˆfˆk(aˆ†aˆ; η)aˆk + H.c. (29)
The interpretation of the Hamiltonian (29) is the following:
A pump photon is absorbed (bˆ) and the ion is excited (Aˆ21).
The vibrational transitions (fˆk(aˆ†aˆ; η)aˆk) occur according to
our chosen quasiresonance condition, |n〉 → |n − k〉. The H.c.
term in addition describes the emission of a pump photon
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(bˆ†), accompanied by the electronic transition |2〉 → |1〉 and
the vibrational transition |n − k〉 → |n〉. As before, the pump
field is not exactly on resonance, as ω = 0. In the case of
interest, ω  ν, only the wanted transitions significantly
contribute to the dynamics. Since the resulting Hamiltonian
is not explicitly time dependent anymore, we obtain the time-
evolution operator in the form
Uˆ (t) = exp
{
− i(t − t0)
h¯
[Hˆ0 + Hˆint]}, (30)
with the definitions of the Hamiltonian according to Eqs. (26)
and (29).
B. Solution for the quantized pump field
In this section we solve the time-evolution problem based
on the operator (30), i.e., we derive an analytical expression
for Uˆ (t). Our full Hamiltonian [see Eqs. (26) and (29)]
reads as
Hˆ = (h¯νaˆ†aˆ + h¯ωLbˆ†bˆ + h¯ω21Aˆ22)
+ [h¯κAˆ21bˆfˆk(aˆ†aˆ; η)aˆk + H.c.]. (31)
The eigenstates of this Hamiltonian are
|ψ±mn〉 = c±mn(|2,m,n〉 + α±mn|1,m + 1,n + k〉), (32)
where |i,m,n〉 denotes the electronic, pump-photon (m =
0,1,2, . . . ), andmotional excitations. The normalization yields
c±mn = 1√1+|α±mn|2 . The general procedure resembles that in
Sec. IIB. However, now we have an additional mode and we
will solve the problem in the Schrödinger picture.
The parameters are found to be
α±mn =
ω ±
√
ω2 + |	mn|2
	mn
,
ω±mn =
1
2
{ω(2m + 1) + ν(2n − 2km) + ω21(2m + 2)
±
√
ω2 + |	mn|2}, (33)
where we used Eq. (6) and defined
	mn = 2κ
√
m + 1fk(n; η)
√
(n + k)!
n!
. (34)
Here, ω±mn are the eigenvalues of Hˆ, associated with the
eigenstates |ψ±mn〉, and 	mn is the nonlinear k-quantum Rabi
frequency, whichwas already discussed in [58]. For the present
problem there occurs in Eq. (34) the additional factor
√
m + 1,
which is caused by the quantum treatment of the pump field.
The completeness relation reads
1ˆ =
∑
σ=±
∞∑
m,n=0
∣∣ψσmn〉〈ψσmn∣∣+ ∞∑
n=0
|1,0,n〉〈1,0,n|
+
∞∑
m=0
k−1∑
q=0
|1,m + 1,q〉〈1,m + 1,q|. (35)
Using the latter,we can rewrite the full time-evolution operator,
Eq. (30), in the form
Uˆ (t) =
∑
σ=±
∞∑
m,n=0
e−iω
σ
mnt |ψσmn〉〈ψσmn|
+
∞∑
n=0
e−iνnt |1,0,n〉〈1,0,n|
+
∞∑
m=0
k−1∑
q=0
e−i[νq+ωL(m+1)]t
× |1,m + 1,q〉〈1,m + 1,q|, (36)
with t = t − t0. For convenience we use the scaled (dimen-
sionless) parameters:
t˜ := |κ|t, ν˜ := ν/|κ|, ω˜21,L := ω21,L/|κ|,
	˜mn := 	mn/|κ|, ω˜ := ω/|κ|, (37)
with t˜ = t˜ − t˜0. In terms of these dimensionless quantities
the unitary time-evolution operator reads as
Uˆ (t˜) =
∑
σ=±
∞∑
m,n=0
e−iω˜
σ
mnt˜
∣∣ψσmn〉〈ψσmn∣∣
+
∞∑
n=0
e−iν˜nt˜ |1,0,n〉〈1,0,n|
+
∞∑
m=0
k−1∑
q=0
e−i[ν˜q+ω˜L(m+1)]t˜
× |1,m + 1,q〉〈1,m + 1,q|, (38)
where
ω˜±mn = 12 {ω˜(2m + 1) + ν˜(2n − 2km) + ω˜21(2m + 2)
±
√
[ω˜]2 + |	˜mn|2}. (39)
C. Semiclassical versus quantized pump
Let us now compare the analytical results obtained from the
solution of the quantized-pump dynamics with the numerical
solutions (see Sec. IIB) for a classical pump field, when the
Hamiltonian is explicitly time dependent [see Eq. (8)]. As an
example, we calculate the occupation probability of the excited
electronic state:
σ22(t˜) =
∑
m,n
〈2,n,m|ρˆ(t˜)|2,n,m〉 (40)
where ρˆ(t˜) = Uˆ (t˜)ρˆ(0)Uˆ (t˜)† is the full density matrix of the
state. Using the input state ρˆ(0) = |1,β0,α0〉〈1,β0,α0| at t˜0 =
0, the analytical treatment yields
σ22(t˜) =
∞∑
m,n=0
∑
σ,σ ′=±
ei[ω˜
σ ′
mn−ω˜σmn]t˜
∣∣cσmncσ ′mn∣∣2
× (ασmn)∗ασ ′mn |β0|(2m+2)|α0|(2n+2k)(m + 1)!(n + k)! e−|β0|2−|α0|2 . (41)
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FIG. 3. Comparison of the numerical solution for the classical
pump, using the Hamiltonian (8) in Eq. (10) (solid, red line) for
r = 0.2 [see Eq. (14)], with the analytical solution for the quantized
pump field for β0 = 20 (dashed, black line). To obtain an equal
time scaling of the semiclassical and quantum results, the latter
solutionwas adjusted according toω˜ = |β0|r = 4 [see Eq. (14)] and
t˜ = τ/|β0| [see Eq. (15)]. The initial state of the quantizedmotionwas
assumed to be a coherent state |α0〉. Parameters: α0 =
√
12, k = 2,
φ = 0, and η = 0.2.
Note that, due to the dependence on ω˜σ
′
mn − ω˜σmn, there is no
dependence of σ22(t˜) on ν˜ and ω˜21.
Let us consider the evolution for a relatively weak pump
amplitude (see Fig. 3). We see that, excluding the short-time
dynamics, the solutions with classical and quantized pump
differ significantly from each other. Hence, the used pump
amplitude is by far not sufficiently large to be referred to as
“quasiclassical.”
In the case of a stronger pump field (see Fig. 4), we
indeed obtain a dynamics which is almost identical to the
numerical solution for a classical pump field. This not only
enables us to conclude which pump amplitudes are needed
such that the pump can be treated as a classical one on the
corresponding time scale but also reveals that the solution
found via quantization of the pump yields a more general
description of the quantum system under study, where the time
ordering is contained via the extension of the Hilbert space
0 100 200 300 400 500
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0.6
0.8
τ
σ
22
FIG. 4. The same as in Fig. 3, but for a strong quantized pump
with β0 = 100 and ω˜ = |β0|r = 20.
IV. EVOLUTION OF NONCLASSICALITY
In this section we use the solution Eq. (38), to discuss the
nonclassical properties of the system. Let us first introduce the
notion of nonclassicality to be used in the following.
A. The regularized P function
Using the Glauber-Sudarshan P function [91,92], P (α; t),
any quantum state, given by its density operator ρˆ(t) at time t ,
can be expressed as a mixture of coherent states |α〉:
ρˆ(t) =
∫
d2αP (α; t)|α〉〈α|. (42)
We call a state nonclassical if it cannot be expressed as a classi-
cal mixture of coherent states. In such cases P (α; t) cannot be
interpreted in terms of a classical probability density [93,94],
i.e., it can attain negative values in the sense of distributions.
However, for many statesP (α; t) is highly singular and, hence,
it is not accessible in experiments. To uncover the negativities
of P (α; t) it is therefore necessary to use a regularization
procedure which yields a regularized version of this function
[95]. This procedure was successfully applied to experimental
data [96–98] and generalized to different scenarios [99–101].
Here we will only recapitulate the basic idea.
The P function is defined by the Fourier transform
of the characteristic function (β; t) = 〈Dˆ(β; t)〉e|β|2/2 with
Dˆ(β; t) = eβaˆ(t)†−β∗aˆ(t):
P (α; t) = π−2
∫
d2βeβ
∗α−βα∗(β; t). (43)
The possibly occurring singular behavior of P results from the
fact that (β; t) may be unbounded and, hence, not square-
integrable. According to Eq. (43), the P function can therefore
be highly singular. To get experimental access to the latter, one
may introduce a filter function 	w(β) with some filter width
w, to define the regularized P function [95] as
P	(α; t) = π−2
∫
d2βeβ
∗α−βα∗	w(β)(β; t). (44)
The resulting function P	(α; t) is a regular and smooth [99]
function as long as the following requirements to the filter
function are fulfilled:
(1) 	w(β)(β; t) can be Fourier transformed for all filter
widths w, with w < ∞.
(2) The Fourier transform of 	w is a probability density, so
that it is non-negative.
(3) For a filter which is infinitely broad,w → ∞, we obtain
the original P function, P	 → P .
For an overview and the discussion of different filter
functions we refer to [102].
B. Calculation of P in Fock basis
In practical calculations, to obtain the full informationon the
quantum state, the density matrix of the state is calculated. In
the following, we implement a suitable procedure to calculate
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P	(α; t) directly out of ρˆ(t). Let us first rewrite the definition
of P	 [see Eq. (44)] in Fock state basis:
P	(α; t)
= π−2
∫
d2βeβ
∗α−βα∗	w(β)e|β|
2/2Tr{ρˆ(t)Dˆ(β; 0)}
=
∞∑
m,n=0
ρmn(t)
∫
d2β
π2
eβ
∗α−βα∗+|β|2/2	w(β)Dnm(β; 0)︸ ︷︷ ︸
:=P	,nm(α)
,
(45)
with ρmn(t) = 〈m|ρˆ(t)|n〉 and Dnm(β) = 〈n|Dˆ(β; 0)|m〉. The
functions P	,nm(α) are the regularized elements of the P
function in the Fock basis. In Eq. (45), the complete time
evolution is contained in the density matrix elements ρmn(t).
The functions P	,nm(α), however, only depend on the fixed
parameter w and the phase-space coordinate α. Hence, it is
possible to calculate these elements only once and after that
we apply them to ρˆ(t), for arbitrary t . Let us therefore find a
suitable expression of P	,nm(α).
We make use of [75]
〈n|Dˆ(β; 0)|m〉 = e−|β|2/2eiϕβ (n−m)nm(|β|), (46)
with
nm(|β|) =
⎧⎨
⎩(−|β|)
m−n
√
n!
m!L
(m−n)
n (|β|2) m > n
|β|n−m
√
m!
n! L
(n−m)
m (|β|2) m < n
, (47)
whereL(k)n (x) are the generalized Laguerre polynomials. Using
a radial symmetric filter function [102],	w(β) ≡ 	w(|β|)with
x = |x|eiϕx for α and β, then P	,nm(α) may be rewritten as
P	,nm(α) = π−2
∫ ∞
0
d|β|nm(|β|)	w(|β|)|β|
×
∫ 2π
0
dϕβ e
2i|αβ| sin(ϕα−ϕβ )eiϕβ (n−m). (48)
The phase integral can be evaluated via substitution of the
limits of integration:∫ 2π
0
dϕβ e
2i|αβ| sin(ϕα−ϕβ )eiϕβ (n−m)
= (−1)n−m
∫ π
−π
dϕe−2i|αβ| sin(ϕα−ϕ)eiϕ(n−m)
= 2πei(n−m)ϕαJn−m(2|αβ|), (49)
where Jn(x) are the Bessel functions of the first kind.
Finally, we arrive at the expression
P	,nm(α) = 2
π
ei(n−m)ϕα
∫ ∞
0
d|β|nm(|β|)	w(|β|)|β|
× Jn−m(2|αβ|). (50)
This relation holds true for all radial symmetric filters	w(|β|).
We will use the filter [102]
	w(|β|) = 2
π
[
arccos
( |β|
2w
)
− |β|
2w
√
1 − |β|
2
4w2
]
rect
( |β|
4w
)
,
(51)
FIG. 5. The regularized Glauber-Sudarshan P function, derived
via Eq. (45) together with Eq. (52), is shown for the initial coherent
state |α0〉, at t˜ = 4 (a), 13 (b), and 50 (c). Parameters: α0 =
√
5, k =
3, φ = π/2, η = 0.2, ν˜ = 5000, β0 = 40, ω˜ = 8, and w = 1.7.
with rect(x) = 1 if x  1/2 and rect(x) = 0 elsewhere. In-
serting Eq. (51) in Eq. (50) and using the substitution z :=
|β|/(2w) yields
P	,nm(α) = 16
π2
w2ei(n−m)ϕα
∫ 1
0
dznm(2wz)z
× Jn−m(4w|α|z)[arccos(z) − z
√
1 − z2]. (52)
The z integral needs to be evaluated numerically in general.
Note that here P	,nm(α) = P	,mn(α)∗ holds. We stress that
this procedure applies to any time evolution.
C. Nonclassicality in the nonlinear Jaynes-Cummings model
We are interested in the nonclassical properties of the
vibrational states. Hence we calculate the reduced density
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matrix:
ρˆvib(t˜) =
∑
i=1,2
∞∑
m=0
〈i,m|ρˆ(t˜)|i,m〉, (53)
where the trace over the electronic states and the pump
states is evaluated. Here we use ρˆ(t˜) = Uˆ (t˜)ρˆ(0)Uˆ (t˜)† with
the time-evolution operator given in Eq. (38) and ρˆ(0) =
|2,β0,α0〉〈2,β0,α0| at t˜0 = 0. This yields
ρˆvib(t˜) =
∑
σ,σ ′=±
∞∑
n,n′ = 0
m = 0
ei[ω˜
σ ′
mn′−ω˜σmn]t˜
∣∣cσmncσ ′mn′ ∣∣2
× |β0|
2me−|β0|
2
m!
αn0α
∗n′
0 e
−|α0|2
√
n!n′!
× {|n〉〈n′| + ασmn(ασ ′mn′)∗|n + k〉〈n′ + k|}, (54)
which does not depend on ω˜21.
The surface plot of the regularized P function is given
in Fig. 5. Due to the vibronic coupling the initial motional
coherent state at t˜ = 0 evolves into a nonclassical state. For
a rather small time [see Fig. 5(a)], the state is still close to
a coherent one. For larger times, one obtains more distorted
states [see Figs. 5(b) and 5(c)]. The quantum character is
displayed by the clearly visible negativities of the regularized
P functions at the corresponding times. The choice of ν˜ does
not affect the nonclassical properties of the state but leads to a
rotation in phase space. We note that the nonclassical effects
shown in Fig. 5 become smaller for increasing frequency
mismatch ω˜, as the nonlinear vibronic interaction becomes
weaker in this case.
Finally we would like to note that the nonclassicality
quasiprobabilities shown in Fig. 5 can be determined straight-
forwardly in experiments. This can be done by the method
introduced in [103] and realized in [104,105], which allows the
direct measurement of the characteristic function(β,t) of the
P function [see Eq. (43)]. This technique can be readily com-
bined with the direct sampling approaches as developed for the
nonclassicality quasiprobabilities of radiation fields [97,98].
V. SUMMARY AND CONCLUSIONS
In this paper we considered the time-dependent Hamilto-
nian of a nonlinear Jaynes-Cummings system that is driven in
quasiresonance. We showed, that time-ordering effects have a
crucial impact on the system and can therefore not be omitted.
As the general solution of a time-dependent Hamiltonian can
become a cumbersome task, we introduce a method to circum-
vent this issue via quantizing the pump field. By extending
the Hilbert space of the system, the dynamics becomes exactly
solvable. Using the resulting time-independent Hamiltonian
we derived an analytical expression of the time-evolution
operator.
For a pump field prepared in a coherent state the solutions
were shown to converge to the classical-pump scenario where
the discrepancies shrink with increasing coherent amplitude.
Furthermore, we visualized the temporal evolution of the
nonclassicality quasiprobability of the motional states of the
ion. This regularized version of the often strongly singular
Glauber-Sudarshan P function has the advantage that it can
be determined in experiments. Their negativities certify the
quantum nature of the system under study. The introduced
method to calculate this quasiprobability out of the density
matrix applies to any time evolution.
In general, the derived algebra of the quasiresonantly driven
trapped ion renders it possible to investigate complex scenarios
where the interaction of the vibrational and the atomic (source)
degrees of freedom is of interest. This may include the study of
time-dependentmotional quantum correlation effects. Further-
more, our analytical approach may yield a deeper insight into
the properties of non-equal-time commutation rules, in cases
with explicitly time-dependent interactions.
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Recently [F. Krumm and W. Vogel, Phys. Rev. A 97, 043806 (2018)], the detuned and nonlinear Jaynes-
Cummings model describing the quantized motion of a trapped ion was introduced and its corresponding
dynamics was solved via considering the driving laser in a quantized manner. For the dynamics with a
classical driving laser an approximation in terms of neglected time ordering was considered to obtain analytical
expressions and compared to numerically obtained exact dynamics, which revealed the insufficiency of this
approximation. In the present work we reconsider this model and show that it can likewise be solved analytically,
i.e., including time ordering, with a classical driving laser field. Using the analytical solution, we investigate the
quantum time-ordering effects of the system with respect to nonclassicality and nonsimulatability of the motional
states of the ion. Furthermore, we use the Magnus expansion to analyze the impact of certain orders of the time
ordering. We derive an exact radius of convergence for these time-ordering corrections beyond the established
and only sufficient criterion. Finally, the differences between the solution derived here and the previously found
one using a quantized pump are discussed.
DOI: 10.1103/PhysRevA.98.063817
I. INTRODUCTION
When the electromagnetic field is quantized, classical field
variables are replaced by field operators (see, for example,
[1–4]). The quantum nature of light is reflected in the noncom-
mutative algebra of these operators, which in turn give rise to
nonzero non-equal-time commutators of certain observables.
Thus, temporal correlations may arise that are not covered
by the classical theory of Maxwell. One phenomenon of this
category is the quantum effect of photon antibunching [5,6],
whose experimental verification [7] may be considered as
the final proof to Einstein’s light quantum hypothesis [8]. A
more general discussion of the underlying field inequalities is
among others given in Refs. [9,10].
The evolution of dynamical systems with time-dependent
perturbations are the subject of time-dependent perturbation
theory (cf. [11–13]). Such systems are usually treated in
terms of the Dyson series [14] and approximations based
on the latter. In quantum optics non-equal-time commutators
give rise to quantum time-ordering effects [15]. In Ref. [16]
the latter were studied for the processes of sum frequency
generation and parametric down-conversion. Recently, in the
study of quantum time-ordering effects in dynamical systems,
the Magnus expansion [17,18] has been considered as a
useful representation of the corresponding evolution operators
(cf. [19–24]). Let us note that, since noncommutativity of
quantum-mechanical operators is a pure quantum effect, it
can be used for quantitative measure of nonclassicality of a
quantum state, as very recently proposed in Ref. [25].
Remarkably, the Magnus expansion allows for the for-
mulation of approximations in terms of different orders of
*tobias.lipfert@univ-lille.fr
†fabian.krumm@uni-rostock.de
nested non-equal-time commutators. As such approximations
remain within the Lie algebra of whatever space is spanned
by the non-equal-time commutators, important symmetries of
the studied systems usually remain preserved [18–22]. Fur-
thermore, the first-order approximation corresponds exactly
to the case of neglecting ordering effects. This allows for a
clear identification of ordering effects.
When approximations of the time-evolution operator are
formulated in terms of the Magnus expansion, an increasing
number of Magnus orders leads to a stepwise inclusion of
time-ordering effects. That is, with higher orders one moves
closer to the correct dynamics of the system, i.e., the incorpo-
ration of all time-ordering effects. However, this is limited by
two factors: (i) the expressions for higher-order corrections
can take quite complex forms (cf. [26]), which may make
their evaluation quite tedious, and (ii) the Magnus expansion
generally only works within a finite radius of convergence,
that is, it may diverge at some point and the correct dynamics
of the system cannot be recovered in terms of increasing
orders of corrections.
In the case of divergence, a comparison of the cases of
neglected time ordering with the case of time ordering in
terms of the Magnus expansion will lead to misinterpretations.
Admittedly, for small timescales the Magnus expansion does
always converge, but significant deviations caused by the
negligence of ordering effects may only arise after sufficiently
long times. Thus, precise knowledge of the limits of conver-
gence is in our case indispensable. Indeed, there exist suffi-
cient upper bounds for evolution periods where convergence
occurs [18], but exact upper bounds can generally only be
found for generic cases.
Interestingly, for the detuned nonlinear Jaynes-Cummings
dynamics of a trapped ion as studied in Ref. [24], an ana-
lytical solution of the dynamics could be found in the case
2469-9926/2018/98(6)/063817(12) 063817-1 ©2018 American Physical Society
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of a quantized pump. With this ansatz, the system became
time independent in the Schrödinger picture, i.e., no ordering
effects occurred. For classical pump fields, the first-order
Magnus expansion as an approximation to the exact dynamics
was investigated. Comparison of this analytical approxima-
tion with numerically obtained dynamics of the exact model
revealed that time-ordering effects cannot be neglected. Here
we present how exact analytical solutions for the dynamics
with a classical pump field can be obtained. Based on this
exact analytical solution, we can give analytical expressions
for density matrices as functions of time.
The spinor formalism we apply in this work to obtain
such an analytical solution furthermore facilitates analysis of
higher-order Magnus approximations, which we will present
below. Presenting such time-ordering corrections only makes
sense where the Magnus series converges. We show how an
exact upper bound for the convergence time of the Magnus
approximation can be obtained from the presented analyt-
ical solution. This allows us to guarantee convergence for
times beyond those that are indicated by established sufficient
criteria.
The paper is structured as follows. First we briefly re-
consider the detuned nonlinear Jaynes-Cummings model and
present the theoretical background in Sec. II. After that,
an analytic solution for its dynamics is derived in Sec. III
which we use to discuss the influence of time ordering on
nonclassicality and nonsimulatability in Sec. IV. Then, in
Sec. V, we further investigate the impact of certain orders of
time-ordering corrections. In Sec. VI we give an exact upper
bound for the convergence of these corrections. Afterward, in
Sec. VII, we compare the solutions found in this work with the
one derived in [24]. Finally, a summary and some conclusions
are given in Sec. VIII.
II. MODEL
Let us briefly recapitulate the physical model to be studied
and present the theoretical background. If an ion is caught in
a Paul trap, its motion can be described in a quantized manner
(see Refs. [27–29] or Chap. 13 of [1]). The resulting states of
the ion are referred to as motional or vibrational states. Via
the interaction of the ion with optical radiation, e.g., a laser,
the generation of a plethora of motional states became feasible
[30–39].
A. Detuned nonlinear Jaynes-Cummings Hamiltonian
The full dynamics describing the interaction of an ion
with a laser is rather complicated and in general can only
be solved numerically. However, under certain but realistic
approximations, the interaction Hamiltonian of the system
can be simplified to a nonlinear generalization of the Jaynes-
Cummings Hamiltonian [40], describing the electronic cou-
pling to the kth sideband. In the interaction picture, including
a detuning ω, it reads
Hˆint(t ) = h¯|κ|e−iωt+iθ Aˆ21fˆk (aˆ†aˆ; η)aˆk + H.c. (1)
A more detailed derivation of the Hamiltonian is given in
Ref. [24]. The corresponding scheme is depicted in Fig. 1.
FIG. 1. Scheme of the physical system described by the inter-
action Hamiltonian in Eq. (1). The electronic ground state, denoted
by |1〉, and the corresponding excited state |2〉 are separated by the
electronic transition frequency ω21 = ω2 − ω1. In a harmonic trap
potential the vibrational levels are equidistantly separated by the
trap frequency ν. The frequency of the driving laser (red arrows) is
detuned from the kth sideband byω, that is, ωL = ω21 − kν +ω.
In Eq. (1) the following quantities and definitions are
used: κ = |κ|eiθ describes the strength of the coupling of
the electronic to the vibrational levels of the ion (vibronic
coupling), where |κ| grows linearly with the pump ampli-
tude; Aˆij = |i〉〈j | (i, j = 1, 2) are the atomic flip operators
corresponding to the |j 〉 → |i〉 transitions; and the operator
function fˆk (aˆ†aˆ; η) describes the mode structure of the laser
field in the case of a standing wave at the (operator-valued)
position of the ion and reads
fˆk (aˆ
†aˆ; η) = 1
2
eiφ−η
2/2
∞∑
l=0
(iη)2l+k
l!(l + k)! aˆ
†l aˆl + H.c.
= 1
2
eiφ−η
2/2
∞∑
n=0
|n〉〈n| (iη)
kn!
(n + k)!L
(k)
n (η
2) + H.c.,
(2)
with L(k)n denoting the generalized Laguerre polynomials, that
is, via fˆk (aˆ†aˆ; η) a nonlinear dependence of the dynamics
on the excitation of the vibrational mode is obtained. The
quantity φ is the relative position of the trap potential to
the laser wave and η is the Lamb-Dicke parameter.
The operators aˆ† (aˆ) are the creation (annihilation) op-
erators of the motional excitation with frequency ν. It is
noteworthy that the operators, in contrast to the ordinary
Jaynes-Cummings model, do not describe a photonic degree
of freedom but the quantized center-of-mass motion of the
trapped ion. The Hamiltonian of the free motion reads
Hˆ0 = h¯νaˆ†aˆ + h¯ω21Aˆ22, (3)
where ω21 = ω2 − ω1 is the separation of the electronic levels
|1〉 and |2〉.
We are interested in the situation where the classically
described laser, with the frequency ωL, is slightly detuned
from the kth sideband by ω,
ωL = ω21 − kν +ω, (4)
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with ω  ν. Altogether, the Hamiltonian in Eq. (1) de-
scribes the nonlinear kth sideband coupling |1, n〉 ↔ |2, n −
k〉 including a frequency mismatch.
B. Time evolution
The time-dependent dynamics of the system is governed
by the evolution operator Uˆ (t, t0), which fulfills the standard
Schrödinger equation
∂
∂t
Uˆ (t, t0) = − i
h¯
Hˆ (t )Uˆ (t, t0). (5)
Note that in Eq. (5) the factor 1/h¯ always compensates the fac-
tor h¯ in the Hamiltonian Hˆ . To avoid superfluous coefficients
we introduce the notation
Hˆint(t ) = |κ|h¯Hˆ(t ), (6)
in terms of the dimensionless Hamiltonian Hˆ [cf. Eq. (1)],
which also enables us to track the dependences on the cou-
pling strength |κ| throughout the following.
The formal solution to the reformulated evolution equation
∂t Uˆ (t, t0) = −i|κ|Hˆ(t )Uˆ (t, t0) (7)
can be written in terms of the time-ordered exponential
Uˆ (t, t0) = T exp
{
−i|κ|
∫ t
t0
dt˜ Hˆ(t˜ )
}
, (8)
where the time-ordering prescription T orders operators with
higher t to the right (see, for example, Refs. [1,2]). The
time-ordered exponential can be represented in terms of the
Magnus expansion [17,18]
Uˆ (t, t0) = exp{−iMˆ(t, t0)}, (9)
where the exponent is the so-called Magnus series
−iMˆ(t, t0) =
∞∑
	=1
(−i|κ|)	Mˆ[	](t, t0). (10)
As in the case of Dyson series [14], approximations of
solutions may be obtained from this representation by trun-
cating the series at any order of the coupling coefficients |κ|.
The first-order Magnus expansion approximation, given by
the first term of the series
Mˆ[1](t, t0) =
∫ t
t0
dt1H(t1), (11)
reads
Uˆ [1](t, t0) = exp
(
− i|κ|
∫ t
t0
dt˜ Hˆ(t˜ )
)
, (12)
which corresponds to Eq. (8) with neglected time ordering
(cf. [24]). All other terms, l > 1, of the Magnus series are
corrections in terms of time ordering and are therefore referred
to as time-ordering effects [16,19–24]. These time-ordering
terms consist of ordered integrals of linear combinations of
nested commutators, e.g.,
Mˆ[2](t, t0) = 1
2
∫ t
t0
dt1
∫ t1
t0
dt2[Hˆ(t2), Hˆ(t1)], (13)
Mˆ[3](t, t0) = 1
6
∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3
×{[Hˆ(t1), [Hˆ(t2), Hˆ(t3)]]
+ [Hˆ(t3), [Hˆ(t2), Hˆ(t1)]]}, (14)
and they can attain quite complex forms for higher orders
(cf. [26]).
For larger time intervals, approximations of increasing
orders in terms of the truncated series (10) do not necessarily
converge towards the exact solution of the dynamics [18].
Thus, it is imperative to take into account such limitations
on the convergence when analyzing time-ordering corrections.
A precise knowledge of convergence bounds usually requires
an a priori knowledge of the exact solution. Fortunately, as
will be shown below, the Hamiltonian (1) belongs to the
scarce class of time-dependent physical systems where exact
solutions can be derived analytically.
III. EXPLICIT SOLUTION OF THE DYNAMICS
Below we derive a solution to Eq. (7) for the Hamiltonian
(1) that includes all time-ordering effects. Based on this,
we reproduce some results for dynamics of the population
probability of the excited electronic state that could only be
obtained numerically in Ref. [1]. Using the derived solution,
we calculate analytical expressions for the time-dependent
density matrices, in the Fock-basis representation, of the
motional states for different initial configurations.
A. Decoupling and solving the evolution equation
by a spinor formalism
From the dimensionless Fock basis representation of the
Hamiltonian (1),
Hˆ(t ) =
∞∑
n=0
ωn[e
−iωteiθ |2, n〉〈1, n + k| + H.c.],
with
wn = cos
(
φ + π
2
k
)
ηke−η
2/2
√
n!
(n + k)!L
(k)
n (η
2), (15)
we can see that the interaction is entirely described in terms
of projectors constructed from the states |2, n〉 and |1, n + k〉
with n = 0, 1, . . . . A compact notation for such projectors can
be formulated in terms of the spinors
n =
( 〈2, n|e−iθ/2
〈1, n + k|eiθ/2
)
⇔ †n =
(
eiθ/2|2, n〉
e−iθ/2|1, n + k〉
)T
.
(16)
These spinors fulfill an orthogonality relation
nn′ = δn,n′I, (17)
with
I =
(
1 0
0 1
)
,
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and allow us to formulate a completeness relation as (cf. [24])
1ˆ =
∞∑
n=0
†nIn +
k−1∑
q=0
|1, q〉〈1, q|. (18)
By applying this completeness relation, the Hamiltonian (15)
can be written in the compact form
Hˆ(t ) =
∞∑
n=0
†nHn(t )n, (19)
with
Hn(t ) =
(
0 wne−iωt
wne
iωt 0
)
. (20)
From the quasidiagonal form of the Hamiltonian in the
spinor basis it may be hypothesized that any evolution of
the system will also be representable in this basis. Thus, a
similarity ansatz for the evolution operator
Uˆ (t, t0) =
∞∑
n=0
†nUn(t, t0)n +
k−1∑
q=0
|1, q〉〈1, q|, (21)
with Un(t, t0) ∈ C2×2 and initial condition Un(t, t0)|t=t0 = I,
is suitable. Substituting (19) and (21) into (7) decouples the
evolution equation in terms of the 2×2 matrix differential
equations
∂tUn(t, t0) = −i|κ|Hn(t )Un(t, t0) (22)
for n = 0, 1, . . . .
The time-dependent coefficient matrix (20) is representable
as a linear combination of Pauli matrices that (multiplied by
the imaginary unit i) generate the Lie group SU(2). Thus,
solutions to (22) are always representable as
Un(t, t0) =
(
an(t, t0) bn(t, t0)
−b∗n(t, t0) a∗n (t, t0)
)
, (23)
where
|an(t, t0)|2 + |bn(t, t0)|2 = 1. (24)
Note that in the treatment of parametric down-conversion with
monochromatic pumps, the solutions to matrix differential
equations with parameter-dependent coefficients of similar
form are known [19,41].
Essentially, solutions to (22) can be obtained by trans-
forming the equations into systems with constant coefficients.
Such a system can then be directly solved in terms of matrix
exponentials (see Appendix A for a stepwise derivation). The
explicit solutions then read
an(t, t0) = e−iω[t−t0]/2
[
cos(n[t − t0])
+ iω
2n
sin(n[t − t0])
]
,
bn(t, t0) = e−iω[t+t0]/2 |κ|wn
in
sin(n[t − t0]) (25)
FIG. 2. Population probability of the excited electronic state
σ22(t, t0 ) as given in Eq. (26) obtained from the exact analytical
solution for Uˆ (red solid line) and for neglected time ordering (black
dashed line) with the initial state ρˆ (1)(t0 = 0) = |1, α0〉〈1, α0|. Here
parameters have been chosen as ω/|κ| = 0.005, φ = 0, k = 2,
and η = 0.2. The displayed result is a reproduction (and verification)
of Fig. 2 in Ref. [24] by means of the analytical expression (26). In
Ref. [24] the corresponding result was obtained numerically.
for n = 0, 1, . . . with n =
√
(ω2 )
2 + w2n|κ|2. In Ref. [24] an
approximated solution was found in terms of neglected time
ordering, i.e., in terms of (12). Here we have found an analytic
expression that incorporates all time-ordering effects, i.e., an
explicit representation of the time-ordered exponential (8) for
the Hamiltonian (1).
This analytic expression allows us, e.g., to obtain the dy-
namics of the population probability of the excited electronic
state
σ22(t, t0) =
∞∑
n=0
〈2, n|Uˆ (t, t0)e−(i/h¯)Hˆ0(t−t0 )ρˆ(t0)
× e(i/h¯)Hˆ0(t−t0 )Uˆ †(t, t0)|2, n〉 (26)
and to compare it to the dynamics with neglected time order-
ing. This is illustrated in Fig. 2. Note that this is a reproduction
of results that have been obtained numerically in Ref. [24].
Here, however, all results are based on analytical expressions.
The discrepancy between the dynamics with neglected time
ordering and exact dynamics was already pointed out in
Ref. [24].
B. Density matrices
Let us apply the derived solution to investigate the evo-
lution of the motional states of the ion. For this purpose we
calculate the density matrix of the motional state
ρm,n(t ) =
∑
j=1,2
〈j,m|Uˆ (t, t0)e−(i/h¯)Hˆ0(t−t0 )ρˆ(t0)e(i/h¯)Hˆ0(t−t0 )Uˆ †(t, t0)|j, n〉 (27)
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with the electronic states traced out. For the initial coherent state in the electronic ground state ρˆ (1)(t0) = |1, α0〉〈1, α0| and in
the excited electronic state ρˆ (2)(t0) = |2, α0〉〈2, α0|, the motional density matrices read
ρ (1)n,m(t, t0) =
αn+k0 α
∗(m+k)
0 e
−|α0|2
√
(n + k)!(m + k)!e
−i(1,n+k−1,m+k )[t−t0]bn(t, t0)b∗m(t, t0)
+ α
n
0α
∗m
0 e
−|α0|2
√
n!m!
e−i(1,n−1,m )[t−t0]a∗n−k (t, t0)am−k (t, t0) (28)
and
ρ (2)n,m(t, t0) =
αn0α
∗m
0 e
−|α0|2
√
n!m!
e−i(1,n−1,m )[t−t0]an(t, t0)a∗m(t, t0)
+ α
n−k
0 α
∗(m−k)
0 e
−|α0|2
√
(n − k)!(m − k)!e
−i(1,n−k−1,m−k )[t−t0]b∗n−k (t, t0)bm−k (t, t0), (29)
respectively. Details regarding the preparation of coherent motional states can be found in Refs. [31,42]. Here j,n = nν +
[j − 1]ω21 is the eigenvalue Hˆ0|j, n〉 = h¯j,n|j, n〉 and we have defined am(t, t0) = 1 and bm(t, t0) = 0 for negative indices
m < 0.
In the case of neglected time ordering (12) we replace an and bn in (29) and (28) by the corresponding terms a[1]n and b
[1]
n that
one obtains in the first-order Magnus expansion approximation (12), i.e.,
a[1]n (t, t0) = cos
(
wn|κ|(t − t0)sinc
[
(t − t0)ω
2
])
,
b[1]n (t, t0) = −e−iω[t+t0]/2 sin
(
wn|κ|(t − t0)sinc
[
(t − t0)ω
2
])
.
(30)
Note that this corresponds exactly to the result derived in
Ref. [24].
IV. QUANTUM TIME-ORDERING EFFECTS
Finally, using the derived results, we are able to rigorously
investigate the effects of the time-ordering contributions,
Mˆ[n>1](t, t0) in Eq. (9), on the nonclassicality of the system.
The phrase nonclassicality is defined as follows: Noting that
the density operator of a system (or of a subsystem) can be
expressed as a mixture of coherent states using the Glauber-
Sudarshan P representation [43,44],
ρˆ(t ) =
∫
d2α P (α; t )|α〉〈α|, (31)
the system is classical if the density operator can be expressed
as a classical mixture of coherent states.
The latter means that P (α; t ) > 0. That is, the coherent
states serve as reference states to divide classicality from non-
classicality. If the P functions attain negative values (in the
sense of distributions) the state is referred to as nonclassical
as it cannot be expressed as a classical mixture of coherent
states and hence it consists of superpositions of them, which
is a clear signature of nonclassical behavior [45,46].
However, the P function is highly singular for many states
and hence it cannot be observed in experiments. To circum-
vent this issue a regularization procedure was established [47]
which converts the P function into a well-behaved quasiprob-
ability P. Due to an appropriate choice of filter functions, the
latter attains negative values only if the P function does. That
is, if the regularized version reveals negativities, then the state
is referred to as a nonclassical state. The applicability was ver-
ified in several experiments (see, for example, Refs. [48,49]).
As presented in Ref. [24], the regularized P function can
be calculated out of the, possibly reduced, density-matrix
elements in the Fock basis via
P(α; t ) =
∞∑
m,n=0
ρm,n(t )P,n,m(α), (32)
where P,n,m(α) needs to be calculated only once and can
be subsequently combined with the density-matrix elements
ρm,n(t ) = 〈m|ρˆ(t )|n〉 for arbitrary times. The elements of the
regularized P function are calculated via
P,n,m(α) = 16
π2
w2ei(n−m)ϕα
∫ 1
0
dzn,m(2wz)z
× Jn−m(4w|α|z)[arccos(z) − z
√
1 − z2],
(33)
with Jn(x) being the Bessel functions of the first kind, α =
|α|eiϕα , and
n,m(x) =
⎧⎨
⎩
(−x)m−n
√
n!
m!L
(m−n)
n (x
2), m > n
xn−m
√
m!
n! L
(n−m)
m (x
2), m < n.
(34)
In Eq. (33) a radial symmetric filter was assumed. Details on
appropriate filter functions can be found in Ref. [50].
The plots of the quasiprobability in Eq. (33) and the
corresponding Wigner function [51] are depicted in Fig. 3 for
t |κ| = 500, leading to differences in Figs. 3(a)–3(d), due to
differences between exact solutions and first-order approxi-
mate solutions. We see that they have a crucial impact on the
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FIG. 3. (a) and (b) Regularized Glauber-Sudarshan P function and (c) and (d) the corresponding Wigner function for t |κ| = 500 and
the excitation to the second sideband k = 2 and  = 0 in Eq. (2). Here an electronic excited input state was chosen. (a) and (c) Analytic
exact solution in Eq. (29), with full time ordering. (b) and (d) Solutions without time-ordering effects [Eq. (30)]. The parameters are η = 0.2,
α0 =
√
5, and ω/|κ| = 0.1.
dynamics of the system. In particular, the negligence of time
ordering [Figs. 3(b) and 3(d)] yields non-negative phase-space
representations.
Keeping in mind that the regularized P and Wigner func-
tion visualize the state under study in the phase space, one
can see that at t |κ| = 500 the state resembles a quantum
superposition of two coherent states of distinct amplitude
where the strong negativities indicate quantum interferences
[see Figs. 3(a) and 3(c)]. The negativities of P imply that
the corresponding state cannot be expressed as a classical
mixture of coherent states, whereas the negativities of the
Wigner function indicate classical nonsimulatability [52]. Re-
markably, the negativities of P can be used to investigate
quantum non-Gaussianity and the degree of nonclassicality si-
multaneously, which is not possible using the Wigner function
alone (for details see Ref. [53] and references therein).
In summary, for sufficiently large interaction times the
nonclassical character in terms of P and W is contained
in the time-ordering contributions of the corresponding time-
evolution operator. Similar results are obtained using other
η and ω. On short timescales, however, the time-ordering
effects do not have a decisive impact on nonclassicality.
V. TIME-ORDERING CORRECTIONS
One may now be interested in how different orders of time
ordering affect the temporal evolution of the system under
study. Based on the explicit solution, a generating function
for arbitrary-order terms of the Magnus series can be defined.
Using the orthogonality (17) of our spinor formalism (16), it
is easy to show that the non-equal-time commutators of (19)
fulfill
[Hˆ(t ), Hˆ(t ′)] =
∞∑
n=0
†n[Hn(t ),Hn(t
′)]n. (35)
Consequently, there is a one-to one correspondence to the
non-equal-time commutators of the matrices Hn. Thus it
follows that the 	th-order Magnus expansion approximation
to the solution of (7) corresponds exactly to the result one
obtains by evaluating the 	th-order Magnus expansion ap-
proximation to the solution of Eq. (22).
The analytic solutions in Eq. (25) allow for the explicit
formulation of the full Magnus series. This means that we can
put (23) in exponential form as
Un(|κ|) = exp{−iMn(|κ|)}. (36)
Here and in the remainder of this section we drop the time
dependence of the matrices from our notation and con-
sider the appearing parameters as functions of the coupling
parameter |κ|.
Evaluating the matrix exponential under application of the
unitary condition (24) shows that the matrix-exponent can be
chosen in the form
Mn(|κ|) = arccos{Re[an(|κ|)]}√
1 − Re2[an(|κ|)]
×
(−Im[an(|κ|)] ibn(|κ|)
−ib∗n(|κ|) Im[an(|κ|)]
)
. (37)
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FIG. 4. Population probability of the excited electronic state
σ22(t, t0) as given in Eq. (26) obtained from the exact solution
for Uˆ (black solid line), from the first-order approximation, i.e.,
neglected time ordering (green dashed line), from the second-order
approximation (blue dotted line), and from the fifth-order approx-
imation (red dot-dashed line) with the initial state ρˆ (2)(t0 = 0) =
|2, α0〉〈2, α0| in the range 0  t |κ| < 17.4. Here the parameters have
been chosen as ω/|κ| = 0.224, φ = π/4, k = 3, and η = 0.4.
This implies that wmax = 0.307. A vertical grid line (gray dashed
line) at t |κ| = π/wmax marks the region in which the sufficient
condition [Eq. (40)] guarantees the convergence of the time-ordering
corrections. In Sec. VI we develop criteria that allow us to state that
the time-ordering corrections converge in the full displayed range.
This matrix can now serve as a generating function for the
different orders of time-ordering corrections, i.e., a Taylor-
series expansion of Mn(|κ|) in terms of |κ| around |κ| = 0
yields the Magnus series as
Mn(|κ|) = i
∞∑
	=1
(−i|κ|)	M[	]n , (38)
where
M[	]n =
i	−1
	!
d	Mn(|κ|)
d|κ|	
∣∣∣∣
|κ|=0
. (39)
We have verified the equivalence of these expressions with
those obtained from nested commutators [cf. (14)] up to fifth
order (see Appendix B) using expressions in Refs. [18,26].
This allows us to obtain time-ordering corrections to arbitrary
order.
We want to point out that the Magnus series (38) may
not always converge [18]. However, one can show that the
Magnus series (38) converges for [18]
|κ|
∫ t
t0
dt˜‖Hn(t˜ )‖2 = |κwn|[t − t0] < π, (40)
where ‖ · · · ‖2 denotes the spectral norm [54]. In terms of
the full operator (21) this means that we can guarantee
convergence, as long as wmax|κ|[t − t0] < π with wmax =
maxn=0,1,... |wn| [also cf. Eq. (15)].
The upper bound (40) is nonetheless only a sufficient
criterion for convergence. In Fig. 4 we give an illustrative
example of convergence well above this upper bound. Here we
compare the population probability of the excited electronic
state (26) in different orders of time-ordering corrections to
the exact solution. The quality of approximation seemingly
also improves above the bound (40).
VI. EXACT UPPER BOUND FOR CONVERGENCE
OF TIME-ORDERING CORRECTIONS
The generating function derived in Sec. V allows us to
perform an extensive study of the convergence of time-
ordering corrections. We have seen that the sufficient con-
vergence criterion (40) may underestimate the actual limits
of convergence of Magnus expansion approximations. As we
treat here a frequency-mismatch system one may wonder why
the frequency mismatch ω does not appear in the criterion
(40). Sharper bounds seem desirable in the treatment of time-
ordering corrections and knowing the analytic expression
for the exponents (37) indeed allows us to perform a more
sophisticated analysis.
For these purposes we may substitute wn → τn/(|κ|[t −
t0]) and ω → 2/[t − t0] with the dimensionless parame-
ters τn and  into (25). In this manner we find expressions of
the form
an(|γ |) → a˜(τn), bn(|γ |) → b˜(τn)
Mn(|γ |) → M˜(τn). (41)
Applying the chain rule, it is now easy to show that
M[	]n =
τ 	n
|κ|	 M˜
[	]
 , (42)
with the partial derivatives at τn = 0,
M˜[	] =
i	−1
	!
∂	M˜(τn)
∂τ 	n
∣∣∣∣
τn=0
. (43)
Thus it follows that the Magnus series (38) only converges if
the Maclaurin series
M˜(τn) = i
∞∑
	=1
(−iτn)	M˜[	] (44)
converges. To analyze the convergence of the series (44), we
consider the matrix elements of M˜(τn) as complex functions
by replacing τn → z. It is then possible to determine the radii
r of convergence [55] of these series, |z| < r, in terms of
the singularities of the analytical expressions M˜λ(z) in the
complex plane [18].
In this manner we can obtain exact limits of convergence
for the Magnus series. Details on this rather elaborate proce-
dure are given in Appendix C. The result reads [see Eq. (C10)]
|τn| = |κwn|[t − t0] < r = rω[t−t0]/2. (45)
Note that again wn appears only as a factor here, thus for
the full Magnus expansion of the full operator (21) we may
define wmax = maxn=0,1,... |wn|. Then the Magnus expansion
for (21) converges for
0  [t − t0] < tmax(ω) = min
t˜∈R+:|κwmax t˜ |=rωt˜/2
t˜ , (46)
where tmax(ω) is a function of the frequency mismatch. This
exact upper bound of convergence is displayed in Fig. 5.
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FIG. 5. Upper bound (black solid line) tmax(ω) of the conver-
gence time of the Magnus expansion as a function of the frequency
mismatch ω as defined in (46); the inset illustrates its global
behavior. The constant upper bound estimate (gray dashed line) as
defined in (40). In the displayed regions (yellow with a blue dashed
boundary) the Magnus expansion also converges but divergences
have appeared at earlier times, i.e., at the upper bound. A vertical
grid line (red) and a point (red) mark the position of the first local
maximum of tmax(ω).
Note that it may happen that the series becomes again
convergent for t > tmax(ω) in regions of t where Eq. (45)
is fulfilled. However, tmax(ω) is the exact upper limit of
continuous convergence. Judging from the display of these
regions in Fig. 5, they do not increase the range of con-
vergence significantly. For a large frequency mismatch the
convergence time increases in a linear fashion. Note that too
large detunings may undermine the validity of the model in
Eq. (1).
Based on this analysis, the frequency mismatch ω in
Fig. 4 has been chosen such that the maximal displayed value
t corresponds to the first local maximum of tmax(ω) in Fig. 5.
Thus, we can guarantee convergence of the time-ordering
correction to the exact solution for all ranges of t displayed
in Fig. 4.
VII. NONCLASSICAL PUMP FIELDS
Let us briefly recapitulate the findings so far. We recon-
sidered a model which was introduced and solved through a
quantization of the pump field in Ref. [24]. In contrast, in the
present work the model was solved for a classical pump, i.e.,
a driving laser. In this section we reconsider each solution and
add some remarks regarding the strengths of each strategy.
Note that even if in this contribution and in Ref. [24] the
same physical model is considered, the investigated scenarios
clearly differ.
In Ref. [24] the Hamiltonian, which is given in Eq. (1),
was solved via quantization of the pump field. Thus, the
Hilbert space was extended and the Hamiltonian became
time-independent in the Schrödinger picture. This procedure
corresponds formally to the replacement
κe−iωLt → bˆ|κ ′|. (47)
The time-ordering effects, discussed in this work, were nat-
urally contained in the straightforward solution of the time-
independent Hamiltonian. The extension of the Hilbert space
yields more cumbersome algebraic expressions for all observ-
ables under investigation. Additionally, the convergence to
the semiclassical solution was only presented via numerical
solutions obtained by the PYTHON package QUTIP [56,57].
However, the approach has the advantage of more general
input pump fields. As the pump is treated in a quantized
manner in its own Hilbert space, one can consider the scenario
for arbitrary input states of the pump. In the case of a strong
coherent input field, the semiclassical solution is obtained on
a finite timescale. Nevertheless, the consideration of squeezed
or catlike input states is possible without significant additional
effort.
As an example, the input state for the pump field may be
assumed,
ρˆpump = |SV〉〈SV|, (48)
with the squeezed vacuum state
|SV〉 = 1
cosh ξ
∞∑
n=0
(− tanh ξ )n
√
(2n)!
2nn!
|2n〉. (49)
FIG. 6. (a) Regularized Glauber-Sudarshan P function and (b)
the corresponding Wigner function for t |κ ′| = 500 and the same
parameters as in Fig. 3 but for a nonclassical input pump field as
given in Eqs. (48) and (49), for ξ = 2.
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The required algebra is explicitly given in Ref. [24]. On this
basis one may calculate the reduced density matrix of the
motional state and the resulting regularized P function [cf.
Eq. (33)]. The results are depicted in Fig. 6, where we plotted
the regularized P function and the Wigner function for t |κ ′| =
500, considering a squeezing parameter of ξ = 2. This choice
of ξ corresponds to a squeezing strength of approximately
17.4 dB, so far 15-dB squeezing is experimentally available
[58]. We use ξ = 2 to visualize more significant effects of a
nonclassical pump field. The presented quasiprobabilities in
Fig. 6 are similar to those for the classical input [cf. Figs. 3(a)
and 3(c)]. The phase-space representations in Fig. 6, however,
exhibit an additional circular distribution surrounding the
structures as they typically occur for the semiclassical pump.
Hence, the usage of a nonclassical pump might lead to so far
unstudied effects which need a more detailed treatment, which
is beyond the scope of this work. In summary, the findings of
this section clarify that the choice of the solution [Eq. (23) or
Ref. [24]] of the system depends on the particular case under
study.
VIII. CONCLUSION
In summary, we derived an exact solution for the dynamics
corresponding to the classically driven detuned nonlinear
Jaynes-Cummings model describing the quantized motion of
a trapped ion. The solution was formulated by applying a
spinor formalism which decoupled the dynamics in terms of
2 × 2 matrix differential equations. These matrix differential
equations have been solved analytically, which resulted in
analytical expressions for the evolution operator of the system.
Applying the latter, we have reproduced results on the dynam-
ics of the population probability of the excited electronic state
that have be obtained numerically in Ref. [24].
The analytical expression for the time-evolution operator
allows for the investigation of time-ordering effects. Using
a regularized version of the Glauber-Sudarshan P function
and the Wigner function, we have discussed the influence
of time-ordering effects on the nonclassicality and nonsim-
ulatability of the motional states of the ion. Especially on
large timescales, the whole nonclassical and non-Gaussian
character is contained in contributions which are connected
to noncommuting Hamiltonians.
Furthermore, based on the analytical solution, a gener-
ating function for the time-ordering corrections could be
derived. This function generates all terms up to arbitrary
order of the Magnus expansion for the evolution operator of
the nonlinear Jaynes-Cummings model. As an example for
the impact of different orders of time-ordering corrections
on observables, the population probability of the excited
electronic state has been considered without time ordering,
with full time ordering, and with different orders of time-
ordering corrections. With increasing orders of corrections,
the quality of approximation improved. By extending the
generating function to the complex plane, we could determine
the convergence of time-ordering corrections by locating the
singularities of the former in the complex plane. It was
shown that these exact upper bounds depend on the frequency
mismatch and exceed known sufficient upper bounds over
a wide range of detunings. Additionally we have observed
isolated regions of convergence above these upper bounds.
The obtained exact upper bound has allowed us to analyze the
impact of time-ordering corrections above the sufficient upper
bound.
In the last part of the work we discussed the influence of
a nonclassical pump field on the motional state. We used a
squeezed vacuum state to reveal discrepancies to the semi-
classical solutions in phase space. The findings suggest that a
nonclassical pump causes a dynamics beyond the one derived
in the semiclassical pump scenario.
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APPENDIX A: SOLUTION TO THE MATRIX
DIFFERENTIAL EQUATION
To solve the matrix differential equations
∂tUn(t, t0) = −i
(
0 |κ|wne−iωt
|κ|wneiωt 0
)
Un(t, t0)
(A1)
with initial condition Un(t, t0)|t=t0 = I we write(
0 |κ|wne−iωt
|κ|wneiωt 0
)
= S†(t )
(
0 |κ|wn
|κ|wn 0
)
S(t ),
with
S(t ) =
(
eiωt/2 0
0 e−iωt/2
)
, (A2)
such that
S(t )∂tUn(t, t0) = −i
(
0 |κ|wn
|κ|wn 0
)
S(t )Un(t, t0). (A3)
Adding the term [∂tS(t )]Un(t, t0) on both sides of the equa-
tion, applying the product rule on the left-hand side, and
executing the derivative
∂tS(t ) = −i
(−ω/2 0
0 ω/2
)
S(t ) (A4)
on the right-hand side yields the constant parameter differen-
tial equation
∂t [S(t )Un(t, t0)] = −i
(−ω/2 |κ|wn
|κ|wn ω/2
)
[S(t )Un(t, t0)],
(A5)
with initial condition [S(t )Un(t, t0)]|t=t0 = S(t0). The solution
is easily found as
[S(t )Un(t, t0)] = exp
{
−i(t − t0)
(−ω/2 |κ|wn
|κ|wn ω/2
)}
S(t0),
(A6)
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which leads to
Un(t, t0) = S†(t ) exp
{
−i(t − t0)
(−ω/2 |κ|wn
|κ|wn ω/2
)}
S(t0)
=
(
an(t, t0) bn(t, t0)
−b∗n(t, t0) a∗n (t, t0)
)
, (A7)
with
an(t, t0) = e−iω[t−t0]/2
[
cos(n[t − t0])
+ iω
2n
sin(n[t − t0])
]
,
bn(t, t0) = e−iω[t+t0]/2 |κ|wn
in
sin(n[t − t0]), (A8)
and n =
√
(ω2 )
2 + w2n|κ|2.
APPENDIX B: MAGNUS TERMS
The Magnus terms up to fifth order have been computed
from the generating function (37) and the ordered nested
non-equal-time commutators [cf. (14)]. The equivalence of
the results verified that (37) is indeed the generating function
of the Magnus terms. They read
M[	]n (t, t0) = w	n[t − t0]	f	
(
ω[t − t0]
2
)
×
(
0 e−iω[t+t0]/2
eiω[r+r0]/2 0
)
(B1)
for 	 odd and
M[	]n (t, t0) = iw	n[t − t0]	f	
(
ω[t − t0]
2
)(
1 0
0 −1
)
(B2)
for 	 even, with the functions
f1(z) = j0(z), (B3)
f2(z) = 1
2
[j1(z) cos(z) − j0(z) sin(z)], (B4)
f3(z) = 1
6
[− j 30 (z) + j0(z) + j2(z)], (B5)
f4(z) = 1
12
[
1
2
j 20 (z) sin(2z) −
1
2
j0(z) sin(z) − 1
2
j 21 (z) sin(2z)
− 1
2
j2(z) sin(z) − j1(z)j0(z) cos(2z)
+ 3
10
j1(z) cos(z) + 3
10
j3(z) cos(z)
]
, (B6)
f5(z) = 1
60
[
j0(z)
2
+ 5j2(z)
7
+ 3j4(z)
14
+ 2j 21 (z)j0(z) sin2(z)
− 13
6
j1(z)j0(z) sin(z)
− 1
2
j3(z)j0(z) sin(z) − 5
3
j1(z)j2(z) sin(z)
+ 2j 30 (z) cos2(z) −
5
2
j 20 (z) cos(z)
− 5
2
j2(z)j0(z) cos(z) + 4j1(z)j 20 (z) sin(z) cos(z)
]
(B7)
that are defined in terms of the pole free spherical Bessel
functions j0(z) = sinc(z). Evaluating the corresponding ma-
trix exponentials, e.g., in second order
U[2]n (t, t0) = e−i|κ|M
[1]
n (t,t0 )−|κ|2M[2]n (t,t0 ) (B8)
yields the corresponding approximations for an(t, t0) and
bn(t, t0), i.e., a[	]n (t, t0) and b
[	]
n (t, t0).
APPENDIX C: CONVERGENCE TREATMENT
The replacement τn → z in the matrix elements of M˜(τn)
[cf. (41)] is performed after the conjugations in (37), i.e., z
itself is not conjugated. In this manner we get the representa-
tions as
M˜(z) = arccos[AR,(z)]√
1 − A2R,(z)
×
( −AI,(z) e−iω[t+t0]/2B(z)
eiω[t+t0]/2B(z) AI,(z)
)
, (C1)
with
AR,(z) = cos() cos[γ(z)] + sin()sinc[γ(z)],
AI,(z) = − sin() cos[γ(z)] + cos()sinc[γ(z)],
Bn(z) = z sinc[γn(z)],
(C2)
where γ(z) =
√
2 + z2. Replacing z → |κ| in (C1) yields
(37). Thus, (C1) is a continuation of (37).
First, let us note that there is no branching in the functions
(C2) as the square root γ(z) only appears in the even cos
and sinc functions. Furthermore, let us note that with the
generating function [59]
1
Z
cos(
√
Z2 − 2ZT ) =
∞∑
p=0
T p
p!
jp−1(Z) (C3)
of the spherical Bessel functions
j−1(Z) = cos(Z)
Z
, jp(Z) = (−Z)p
(
1
Z
d
dZ
)p sin(Z)
Z
for p = 0, 1, . . . (C4)
and its derivative in terms of T , we can find the Maclaurin
series representations
cos[γ(z)] = 
∞∑
p=0
1
p!
(−z2
2
)p
jp−1(), sinc[γ(z)]
=
∞∑
p=0
1
p!
(−z2
2
)p
jp(). (C5)
Note that the series are entirely independent of the conjugated
complex variable z∗.
With the help of |jp(Z)|  1 for p = 0, 1, . . . and Z ∈
[0,∞), we can show absolute convergence of these series with
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upper bounds
| cos[γ(z)]|  | cos()| +
(
exp
[ |z|2
2||
]
− 1
)
,
|sinc[γ (z)]|  exp
[ |z|2
2||
]
. (C6)
Thus, the functions AI,(z), AR,(z), and B(z) defined in
(C2) are analytical functions in the full complex plane z ∈ C.
Thus, singularities of M˜(z) can only stem from the factor
f (AR,(z)) = arccos[AR,(z)]√
1 − A2R,(z)
. (C7)
Note that
f (z) = dF (z)
dz
(C8)
with F (z) = − 12 arccos2(z). One can show that the function
F (z) has a branch point at z = −1 [but unlike arccos(z)
not at z = 1] (a beautiful introduction to the concepts of
branch points and branch cuts can be found in Ref. [55]).
Consequently, f (z) has the same branch point as F (z).
Thus, the function f (AR,(z)) has branch points wherever
AR,(z) = −1, i.e., the branch points of f (AR,(z)) corre-
spond to the zeros of the analytic function
g(z) = AR,(z) + 1. (C9)
As we have shown that all other functions appearing in (C1)
are analytic, M˜(z) also has branch points, where g(z) = 0.
The branch cut lines, originating from the branch points, can
always be chosen such that they point away from the origin
and do not cross. Thus, a series expansion of M˜(z) around
z = 0 will converge for |z| < r, where
r = min
z0∈C:g(z0 )=0
|z0|. (C10)
We have evaluated r in a range of  going from  =
0.005π to  = 200π in steps of 0.005π . This was achieved
by extracting the line data from the ContourPlot function
(contours Re[g(z)] = 0 and Im[g(z)] = 0) in Mathematica
to get estimates for the location of the minimal absolute value
zeros of g(z), which were then refined by the FindRoot
function in Mathematica.
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Abstract
In a previous paper (Krumm and Vogel 2018 Phys. Rev. A 97 043806) we presented a method to
solve the nonlinear Jaynes–Cummings dynamics, describing the quantized motion of a trapped
ion exactly, including detuning. Here we investigate this model with respect to nonclassical
effects, such as squeezing and sub-Poisson statistics. We show that for the versatile model under
study there exist quantum phenomena beyond squeezing and sub-Poisson statistics, such as
anomalous quantum correlations of two non-commuting observables. In particular, it is shown
that for the excitation of the zeroth sideband neither squeezing nor sub-Poisson statistics occur,
but anomalous correlations can be verified. Furthermore, it is shown how these anomalous
correlation functions can be derived from measured data.
Keywords: quantum physics, quantum optics, trapped ions
(Some figures may appear in colour only in the online journal)
1. Introduction
In the wide-ranging field of quantum optics, vital areas of
interest are the identification, characterization and quantifi-
cation of nonclassical effects—i.e. effects that can not be
explained within Maxwell’s theory of classical electro-
dynamics. During the last decades significant efforts were
made to develop techniques that allow not only for the
theoretical description but also for the experimental verifica-
tion of nonclassical states. Prominent examples are photon
antibunching [1–3], squeezing [4–8], sub-Poisson statistics
[9–11], and entanglement [12–17].
On a general basis, nonclassicality can be subdivided into
two sets, namely single-time and multi-time nonclassicality.
This means, there exist effects that can be characterized by
using a single point in time and effects which need, for its
description, two or more points in time. One example of the
latter is photon antibunching as two points in time are
required for its general analysis.
A general treatment of quantum correlations of radiation
fields was introduced in [18]. Based on normal- and time-
ordered correlation functions, it was shown that a plethora of
multi-time nonclassicality criteria can be derived. They verify
nonclassical effects beyond photon antibunching and, in the
special single-time scenario, nonclassicality beyond squeez-
ing and sub-Poisson light. Those phenomena include so
called anomalous correlations of non-commuting observables
[19]. Such effects have recently been demonstrated to occur
for squeezed coherent light, even for phase values when
squeezing does not occur [20].
The question arises whether or not a similar behavior can
be found in other, more sophisticated physical systems. An
encouraging approach can be based on the Jaynes–Cummings
model [21, 22], which was widely applied in cavity QED, see
e.g. [23]. Using a vibrational rotating-wave approximation, this
model also applies to describe the quantized center-of-mass
motion of a trapped ion in a Paul trap [24, 25], for related
experiments, see [26]. During the years it became feasible to
study many nonclassical motional states of the ion [27–36].
Under more general conditions, the Hamiltonian describing the
dynamics of a trapped ion attains the form of a nonlinear
Jaynes–Cummings model [37]. Recently, the latter was
extended to include some frequency mismatch, leading to an
explicitly time-dependent dynamics [38]. It is noteworthy
that related approaches can include the counter-rotating terms
of the Hamiltonian, which are neglected withing the vibrational
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rotating-wave approximation. The corresponding framework is
referred to as Quantum Rabi Model, which is for example
treated in [39–44].
In the present paper, we study the nonlinear Jaynes–
Cummings dynamics to analyze quantum effects in the atomic
center-of-mass motion of a trapped ion, with particular
emphasis on anomalous quantum correlations. As those cor-
relations are normal-ordered ones, they are not hindered by
vacuum fluctuations which typically occur in the presence of
losses. In addition, as it was demonstrated in a recent
quantum-optics experiment, the anomalous quantum correla-
tions are capable of certifying nonclassicality beyond
squeezing; see [20]. The reduction of quantum noise effects
by the use of squeezed states is limited to narrow phase
intervals, in particular for strong squeezing. As strongly
squeezed states can be easily prepared in the center-of-mass
motion of trapped ions, see [28], this opens new applications
of squeezing for phase-noise tolerant applications of trapped
ions in quantum technology. Thus, we investigate how
anomalous quantum correlations behave in the dynamics of
trapped ions driven in the resolved sideband regime and how
they can be detected. Moreover, we demonstrate that those
correlations can be even prepared when squeezing or sub-
Poisson statistics do not persist.
The paper is structured as follows. In section 2 we briefly
recapitulate the model under study. Afterwards, in section 3
we analyze in some detail nonclassical phenomena. A
detailed consideration of the measurement of the correlation
functions under study is provided in section 4. Finally, we
give a summary and some conclusions in section 5.
2. The nonlinear Jaynes–Cummings model including
detuning
The time-independent version of the nonlinear Jaynes–
Cummings model was introduced in [37]. In order to study
the influence of time ordering and a time-dependent Hamil-
tonian in general, we extended the model such that a detuning
between the monochromatic driving laser and the electronic
transitions can be included [38]. To solve the resulting time-
dependent Hamiltonian analytically, the driving laser-field
was quantized. That is, the amplitude of the laser, β0, was
replaced by the corresponding Hilbert-space operator bˆ,
which obeys the eigenvalue equation
b , 10 0 0? ? ?? ? ?ˆ∣ ∣ ( )
where 0? ?∣ is a coherent input state of a cavity mode. In the
limit of a strong coherent amplitude, 10? ? , the classical
solutions of the dynamics are recovered [45]. In this section
we recapitulate the basic equations and the obtained analytic
solutions of the interaction problem. The total Hamiltonian to
be studied in the Schrödinger picture, including the quantized
pump field (cavity field), reads as
H H H
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The first term of H0ˆ describes the free evolution of the
vibrational center-of-mass motion, with the vibrational fre-
quency ν. The second term represents the free evolution of the
cavity field, with the laser frequency ωL=ω21−kν+Δω.
The free evolution of the electronic degrees of freedom of the
two-level ion, with the electronic transition frequency
ω21=ω2−ω1, is given by the third term of H0ˆ . The
operators aˆ† (aˆ) create (annihilate) the quanta of the vibra-
tional mode whose energy levels are equidistantly separated
by ν. The atomic j i? ? ?∣ ∣ transitions are described by the
atomic flip operators A i jij ? ??ˆ ∣ ∣ (i, j=1, 2). In Hintˆ , κ is the
coupling of the vibronic system and
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describes the mode structure of the driving laser (standing
wave) at the operator-valued position of the ion. Ln
k( ) denotes
the generalized Laguerre polynomials, n?∣ the motional
number states, n a a?ˆ ˆ ˆ† the corresponding number operator,
Δf defines the position of the trap potential relative to the
laser wave, and η is the Lamp–Dicke parameter.
The physical interpretation of the Hamiltonian in
equation (2) is as follows: a cavity photon is absorbed (bˆ) and
the trapped ion is excited (A21ˆ ). The transitions of the vibra-
tional states ( f a a a;k
k?ˆ ( ˆ ˆ ) ˆ† ) occur according to the chosen
laser frequency such that only the n n k? ? ? ?∣ ∣ transitions
are driven. That is, we assume we operate in a limit that the
vibrational sidebands can be resolved very well (resolved
sideband regime). Note that the electronic de-excitation pro-
cess is described by the H.c. term.
The dynamics of the Hamiltonian in equation (2) is
described by the time-evolution operator [38]
U t t
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The eigenstates of the Hamiltonian read as
c m n m n k2, , 1, 1, . 5mn mn mn? ?? ? ? ? ? ? ?? ? ?∣ (∣ ∣ ) ( )
In i m n, , ?∣ , the i=1, 2 refer to the electronic excitations, m
and n are the photon number of the cavity field and the
motional excitation of the ion, respectively. Furthermore, one
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Based on these solutions, general properties of the center-of-
mass motion can be described.
3. Nonclassicality
During the last decades various criteria to identify nonclassicality
of different types were derived. The most elementary conditions
are those for squeezing [4–8] and sub-Poisson statistics (Mandel
Q parameter) [9–11]. In this section we investigate nonclassical
properties and their temporal evolutions in the explicitly time-
dependent nonlinear Jaynes–Cummings model. In [38], it was
already shown that the vibrational states are clearly nonclassical
for the times under study. Here, we discuss this behavior in
more detail, especially with respect to the anomalous quantum
correlation effects.
3.1. Special nonclassical effects
In the following we denote the nonclassicality criteria by ? .
Squeezing is defined through the negativity of the normal-
ordered variance of the quadrature operator, x ;? ? ?ˆ ( )
a ae ei i? ??? ??ˆ ( ) ˆ ( )† , see [46]. Thus, if
x: ; : 0 72? ?? ? ? ?[ ˆ ( )] ( )
for some j-interval, with x x x? ? ? ? ?ˆ ˆ ˆ , the state is referred
to as a quadrature squeezed state. The normal-ordering pre-
scription orders the operators aˆ and aˆ† such that all creation
operators aˆ† are placed to the left of the annihilation operators
aˆ. Consequently, we define the criterion for squeezing as
xmin : ; : 0. 8Sq
0,2
2? ? ?? ? ? ?
? ??
≔ { [ ˆ( )] } ( )
[ )
That is, if 0Sq? ? then squeezing occurs at time point τ .
Beside the condition in equation (8), we consider the Mandel
Q parameter [9–11]:
Q
n
n
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0. 9SP
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?
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ˆ ( )
( )
In terms of radiation fields a negative Mandel Q parameter
certifies a photocounting statistics of sub-Poisson type. Such a
statistics does not possess a classical analog and, hence,
0SP? ? verifies nonclassicality. We also consider an
anomalous quantum-correlation condition, which cannot be
fulfilled by classical states [18, 19],
n x
x n
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The squeezing condition [equation (8)] depends solely on the
normal-ordered variance of the quadrature operator xˆ. The
sub-Poisson condition [equation (9)] depends on the normal-
ordered version of the variance of the number operator nˆ. The
anomalous quantum-correlation condition in equation (10)
contains contributions of both quantities together with their
quantum correlations in the last term. Recently, it was shown
via homodyne cross-correlation measurements [47] that this
condition certifies nonclassicality for radiation fields beyond
squeezing [20].
To calculate all needed quantities, we express the
inequalities in terms of the creation and annihilation opera-
tors. The condition for squeezing [equation (8)] reads as
x a
a n
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4 Re e 2 . 11
2 2i 2
i 2
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? ? ? ? ? ?
? ? ? ? ? ?
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Re {z}denotes the real part of the variable z. The anomalous
correlation function in equation (10) may be rewritten as
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with: n n n2 2? ? ??ˆ ( ) ≔ ˆ( ) ˆ ( ). Thus, the sub-Poisson-condition
[equation (9)] can be rewritten as
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which equals the commonly used form of the Mandel Q
parameter.
Since we consider only single-time expectation values of
operators that are initially attributed to the motion of the ion,
in general denotes by A 0ˆ ( ), the expectation values can be
calculated via
A t t ATr 0 , 15mot?? ? ?ˆ ( ) {ˆ ( ) ˆ ( )} ( )
with the reduced motional density matrix tmot?ˆ ( ). The reduced
density matrix of the motional subsystem is obtained by the
trace over electronic degrees of freedom and the cavity field,
t t i m t t i m
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Here, we introduced n n0n n, mot? ?? ? ??? ∣ ˆ ( )∣ as the motional
input state, the cavity field is in a coherent state 0? ?∣ , and the
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electronic degree of freedom of the ion is prepared in the
excited state as 2?∣ .
3.2. Analytical results
We recapitulate: nonclassicality at time τ is certified via
0x? ? for x={ Sq, SP, AC } (squeezing, sub-Poisson sta-
tistics, anomalous quantum correlations), according to
equations (8)–(10). Let us first consider the case where the ion
is driven quasi-resonantly to the zeroth sideband. That is, in
our model we choose k=0, which means that we consider
the n n1, 2,? ? ?∣ ∣ transitions.
According to [48], where the authors considered the
semiclassical, 10? ?∣ ∣ , case with exact resonance, Δω=0,
the quantum nondemolition measurement of the motional
energy of the trapped ion was proposed. This case, extended
by a detuning and a quantized pump, is studied in the fol-
lowing with respect to its nonclassical properties. The pump
is chosen to be strong such that the dynamics is close to the
semiclassical one, as it was treated in [48] for the reso-
nant case.
We consider moderate detuning, 20? ?? ?∣ ∣ , and a
Lamb–Dicke parameter of η=0.3. The results are depicted
in figure 1(a). Obviously, since 0SP? ? and 0Sq? ? , neither
sub-Poisson statistics nor quadrature squeezing are observed.
Nonclassicality is only revealed by the anomalous correla-
tions as defined in equation (10). The same results are found if
other values of η or Δω are considered. On the investigated
time scales we can, using the considered nonclassicality cri-
teria, certify nonclassicality criteria only through anomalous
correlations.
For the same choice of η=0.3 and 20? ?? ?∣ ∣ , we
now consider the excitation to the second vibrational side-
band, k=2. The results are given in figure 1(b). Naively, one
would expect a significant squeezing contribution as the
squeezing operator consists of quadratic contributions of the
creation and annihilation operators. Unexpectedly, we only
find small regions where the system is nonclassical regarding
the squeezing condition [equation (8)] and the sub-Poisson
condition [equation (9)]. Again, the anomalous correlations
certify nonclassicality in a very pronounced manner, over
nearly the whole considered time range. Additionally, for
large times we see that the criteria develop in different
directions. This counterintuitive behavior is caused by the
nonlinearities, occurring beyond the Lamb–Dicke regime,
which have a significant impact on the dynamics. Note that a
larger detuning leads to a decrease of the overall strength of
the effects.
For convenience, let us visualize the motional state in the
corresponding phase-space picture. That is, we need to choose
an appropriate phase-space distribution. Here, we use the reg-
ularized version of the Glauber–Sudarshan Pfunction. The
Pfunction [49, 50] itself can be used to express the density
operator of an arbitrary state as a pseudo-mixture of coherent
states, namely
t P td ; , 172?? ? ? ? ?? ??ˆ ( ) ( )∣ ∣ ( )
where P(α; t) can become negative and even strongly singular.
A state is referred to as classical state if the corresponding
Pfunction has the properties of a classical probability density—
i.e. it is non-negative [51, 52]. However, for the most states the
Pfunction is not experimentally accessible due to its singula-
rities. Hence, a regularization procedure was introduced in [53]
to transform the ordinary Pfunction into a well behaved phase-
space representation, PΩ, of the state under study. This proce-
dure works as follows: since the singularities of P are caused by
an unbounded characteristic function Φ, one introduces a sui-
table filter function Ωw, with a width w. It is constructed such
that the filtered function ΦΩ=ΩwΦ is square-integrable for any
quantum state. Since we are mainly interested in the negativities
of P, it is important that the filter function must not introduce
additional negativities in the filtered Pfunction denoted by PΩ.
Thus, the Fourier transform of Ωw must be non-negative.
Using the procedure outlined in [38], one may calculate
PΩ directly out of the reduced density matrix in equation (16).
A plot of PΩ is given in figure 2, where we considered the
same situation as in figure 1(a) for t 0.2? ?∣ ∣ . The depicted
state does neither reveal squeezing nor sub-Poisson statistics
Figure 1. Different nonclassicality criteria are shown as defined in equations (8) ( ;Sq? solid black line),(9) ( ;SP? solid orange line), and(10)
( ;AC? dashed blue line) for excitation to the zeroth sideband k=0 (a) and to the second sideband k=2 (b). Negative values (shaded area)
certify nonclassicality. The motional input state is a coherent state 0? ?∣ . Note that in the case of Sq? and AC? the phase j is optimized for each
criterion separately. Parameters: 80? ? , η=0.3, 20? ?? ?∣ ∣ , ΔΦ=0, 5000? ? ?∣ ∣ , and β0=100.
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but only anomalous quantum correlations [see figure 1(a)].
The nonclassicality is uncovered by the negative values
of PΩ.
Altogether, we see that for many situations the most
commonly used definitions of nonclassicality, such as the
negative Mandel Q parameter (sub-Poisson statistics)
[equation (9)] and quadrature squeezing [equation (8)], fail to
certify nonclassicality in the detuned nonlinear Jaynes–
Cummings model. In the scenario k=0, where the zeroth
sideband is only excited, the anomalous quantum-correlation
condition reveals the nonclassical character of the dynamics.
In the k=2 case, the applicability of the criteria, for the
purpose to uncover nonclassicality, depends on the choice of
η and Δω. However, the anomalous quantum-correlation
condition(10) is a powerful tool to certify nonclassicality for
nearly the full timescale under study. This underlines the
strength of this condition and it encourages one to investigate
quantum effects beyond the mostly considered criteria.
Especially, the excitation to the zeroth sideband, which only
reveals its nonclassical character in terms of anomalous cor-
relations, is a promising scenario to further analyze the phy-
sical relevance of such quantum signatures.
4. Measurement
In the following we consider the possible measurement of the
correlations studied for the quantized motion of the trapped
ion. For radiation fields, the anomalous correlations were
measured recently [20]. However, the reconstruction of the
motional state of a trapped ion is a sophisticated problem
itself [54, 55]. In the following, we are interested in the
measurement of the full vibronic quantum state by the tech-
nique introduced in [56], for the purpose to detect entangle-
ment of the vibronic degrees of freedom, see the scheme in
figure 3.
The strategy is as follows: the weak 1 2? ? ?∣ ∣ transition
is the one whose joint quantum state we are interested in. The
electronic state is tested by a strong 1 3? ? ?∣ ∣ transition via
the appearance of resonance fluorescence [57–59]. If the latter
is detected, the ion is in the state 1?∣ , otherwise in the state 2?∣ .
The incident laser is tuned to the zeroth sideband, which, in
the resolved sideband limit, leads to the interaction Hamil-
tonian, see [48],
f n A; H.c. 18int 0 12?? ? ?? ? ?ˆ ∣ ∣ ˆ ( ˆ ) ˆ ( )
Here we use the notation int?ˆ to distinguish this Hamiltonian
from the previously discussed one in equation (2). The
operator-valued function f n;0 ?ˆ ( ˆ ) is defined in equation (3).
The corresponding time-evolution operator is obtained
via expint
i
int? ??? ?? ?( )ˆ ( ) ˆ .
Usually, one focuses on the no-fluorescence events since
the motional state is then not disturbed due to recoil effects.
The initial probe cycle is performed as follows: first, the
motional state is coherently displaced by the amplitude α,
which can be accomplished via the application of a radio-
frequency field. Second, the driving laser with frequency ωd
(figure 3) is switched on for a certain interaction time τ1.
Afterwards, the electronic state is measured via probing for
resonance fluorescence. After such a probe cycle, if no
fluorescence is detected, the unnormalized density operator of
the ion reads as
2 2 , 191 1 red
1
1? ? ? ?? ?? ?ˆ ( ) ∣ ∣ ˆ ( ) ( )( ) ( )
with 2 2red
1
int 1 int 1? ?? ? ? ? ? ?? ? ?ˆ ( ) ∣ ˆ ( ) ˆ ( ) ˆ ( )∣( )
†
and D? ? ??ˆ ( ) ˆ ( )†
D0? ?ˆ ( ) ˆ ( ), where D a aexp *? ? ?? ?ˆ ( ) ( ˆ ˆ)† is the coherent
displacement operator. Here, 0?ˆ ( ) denotes the density
operator of the vibronic degrees of freedom. This means that
the cavity mode is traced out. As long as the coherent
amplitude β0 is sufficiently large—i.e. the dynamics is close
to the semiclassical case— 0?ˆ ( ) contains the complete infor-
mation of the nonclassical properties.
Figure 2. The regularized Glauber–Sudarshan Pfunction, PΩ, for the
excitation to the zeroth sideband at t 0.2? ?∣ ∣ . The other parameters
are equal to those used in figure 1.
Figure 3. Measurement scheme (reprinted with permission from
[56], copyright (1997) by the American Physical Society) to
reconstruct the quantum state of a trapped ion whose vibronic states
may be entangled. The strong 1 3? ? ?∣ ∣ transition is used to probe
the ion’s ground state occupation probability. The weak 1 2? ? ?∣ ∣
transition leads to an interaction Hamiltonian specified in
equation (18). The driving laser (red arrows) is detuned to the zeroth
sideband: d 21? ?? .
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Applying K of those probe cycles, with interaction times
τ1, K, τK, yields the diagonal elements (still unnormalized)
n n
L n ncos e . 20
K
K
q
K
n q
2
2 2 2 1
1
2?
? ?
? ? ? ? ?
? ?
? ? ? ??
?
?
∣ ˆ ( )∣
(∣ ∣ ( ) ) ∣ ˆ ( )∣ ( )
( )
( )
The probability to obtain such a sequence of cycles, equals
the trace of the latter expression. For appropriately chosen
interaction times, see the end of section III of [56], this
probability can directly be related to the displaced density
operator elements i n j n, ,ij
nn? ? ? ?? ? ?( ) ∣ ˆ ( )∣ for i, j=1, 2.
Using these elements, ij
nn? ?( ), one can derive the Wigner-
function matrix straightforwardly [56]:
W
2
1 . 21ij
n
n
ij
nn
0
?? ? ? ?? ??
?
( ) ( ) ( ) ( )
The latter is a unification of the ordinary Wigner function
[60], including the electronic degrees of freedom. Hence it
was shown that using Wij(α) one can uncover entanglement
between the motional and electronic states of the ion which
would not be verified by using only the reduced density
matrix. However, nowadays we have experimental access to
the regularized Pfunction which possesses several advan-
tages over other quasiprobabilites [61, 62]. Remarkably, in
[63] a regularized hybrid version of the Pfunction was
introduced, unifying the description of continuous- and dis-
crete-variable systems. The definition applies here as well and
reads as
P A a: : , 22ij ji? ? ?? ? ? ? ?( ) ˆ ˆ ( ˆ ) ( )
with A j iji ? ??ˆ ∣ ∣. Using this definition, one can define the
overall density operator of the system as
P i jd . 23
ij
ij
2??? ? ? ? ?? ?? ? ??ˆ ( )∣ ∣ ∣ ∣ ( )
The questions arise how the anomalous moments can be
obtained and how Pij ?( ) can be reconstructed by using the
scheme in figure 3.
Let us start with the definition given in equation (21).
Applying the inverse Fourier transform yields the character-
istic-function matrix of the Wigner-function matrix (indicated
by the index W),
W A Dd e . 24ij ij ji,W 2 * *?? ? ? ?? ? ? ? ? ??? ? ??( ) ( ) ˆ ˆ ( ) ( )
To transform the symmetric ordered function Φij,W(β) into
normal order, one may apply the Baker–Campbell–Hausdorff
formula to obtain the Fourier transform of the P-function
matrix Pij(α),
A D A D: : e . 25ij ji ji 2
2? ? ?? ? ? ? ? ? ? ? ? ?( ) ˆ ˆ ( ) ˆ ˆ ( ) ( )∣ ∣
As soon as the latter function is derived from Wij(α), one may
calculate its trace over the electronic degrees of freedom to
obtain the characteristic function of the motional subsystem:
D: : . 26
i
ii
1
2
? ? ?? ? ? ?
?
( ) ˆ ( ) ( )
Differentiation yields the expectation values needed in
equation (10). In principle, all possible combinations of normal-
ordered moments can be obtained in this way. For example, in
x n x n x n: : : : 27? ? ? ?? ? ? ? ? ? ? ? ? ?? ?ˆ ( ) ˆ ( ) ˆ ( ) ˆ ˆ ( ) ˆ ( )
one may derive all terms as follows, defining ei? ?? ??∣ ∣ :
x
i
D
n D
x n
i
D
1
: : ,
: : ,
: :
1
: : .
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Via e ei i
*?
?
?
? ??
?
?
?
?
?
? ?
?
? ?( )∣ ∣ all moments can be derived
with respect to the derivatives of β and β*.
Furthermore, we may calculate the regularized P-func-
tion matrix out of equation (25) via multiplication of an
appropriate filter function Ωw(β) [53, 64] (with a width w). A
subsequent Fourier transformation and the usage of
equation (24) yields
P d
d
W d
1
e
e e .
29
ij w ij
ij w
, 2
2
2
2
2 2
,
2
* *
* * *
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? ?
?
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? ? ?
?
?
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? ? ? ? ?
?? ? ?
? ? ? ? ? ? ?
? ?
?
?
? ? ? ?
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? ????????????????? ?????????????????
( ) ( ) ( )
( ) ( )
( )
∣ ∣ ( ) ( )
≔ ( )
Hence, using equation (21) we finally arrive at
P
2
1 d , , 30ij
n
n
ij
nn
, 3
0
2??? ? ? ? ? ? ?? ? ?? ? ?? ?
?
?( ) ( ) ( ) ( ) ( )
where i n j n, ,ij
nn? ? ? ?? ? ?( ) ∣ ˆ ( )∣ for i, j=1, 2. Thus, out of the
Wigner-function matrix we derive the moments in equation (28)
and furthermore, out of the ij
nn? ?( ), we may obtain the regular-
ized P-function matrix. The trace Pi ii1
2
, ?? ? ?( ) would yield
the regularized P representation including merely the motional
subsystem, which we discussed for a special case in figure 2.
Note that in equation (30) one needs to evaluate an int-
egral over the whole ??-plane. One can avoid this integration
by using an alternative approach related to the ideas presented
in [65, 66]. The nonclassicality witnesses for harmonic
oscillators, which also apply here, lead to the expression
P
w w
m
m
m
A n
16
4
1
2 2
: : ,
31
ij
m
m
ji
m
,
2
0
2
2?
?
?? ?
?
? ? ? ?
?
?
?
⎜ ⎟⎛⎝
⎞
⎠
( )
( )
[( )!]
ˆ ˆ ( )
( )
where n D nD? ? ??ˆ ( ) ˆ ( ) ˆ ˆ ( )† . This result, expressed in terms
of normal-ordered displaced-number moments, is obtained
via the application of a particular disc-function filter. Inserting
the expression
A n
n
n m
: : 32ji m
n m
ij
nn?? ? ?? ? ? ? ??
?
ˆ ˆ ( ) ( ) !
( )!
( )
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in equation (31), we directly relate the regularized P-function
matrix, Pij,Ω(α), to the elements ij
nn? ?( ). Especially, we in this
formulation we do not have to evaluate an integral over the
complex plane, as in equation (30). We can choose a certain
value α and calculate Pij,Ω at this point in phase-space.
5. Summary and conclusions
In this work we studied nonclassical properties of the recently
introduced generalization of the nonlinear Jaynes–Cummings
model for the vibronic dynamics of a trapped ion—including
a quantized pump field and a small detuning with respect to
the vibronic excitation in the resolved sideband regime. We
showed that for the excitation of the zeroth and second
sideband the so-called anomalous quantum correlations of
non-commuting observables certify nonclassicality when
established criteria, verifying sub-Poisson number statistics or
quadrature squeezing, fail. In particular, in the case of driving
the zeroth sideband, the anomalous quantum-correlation
condition is the favored one that uncovers the nonclassicality.
In addition, we studied the influence of the nonlinearities
occurring beyond the Lamb–Dicke regime as well as the
detuning from resonance. The great importance of the
anomalous quantum correlations in the dynamics under study
raises the question whether these phenomena may be useful
for practical applications in quantum technologies. In any
case, the verification of the nonclassical nature of the system
under study through anomalous quantum correlations is of
fundamental interest—in particular if standard quantum sig-
natures (e.g. squeezing and sub-Poisson statistics) are negli-
gibly small.
To access the studied quantum signatures in experiments,
we studied the possibilities to determine the needed correla-
tions from measured data. For this aim, a measurement
technique is suited which was originally proposed for the
purpose to verify entanglement within the vibronic quantum
system of the trapped ion. We show in detail how the needed
moments and correlation functions, including those char-
acterizing the anomalous quantum correlations, are obtained
from measured quantities. In the underlying measurement
scenario, the Wigner-function matrix was considered as the
quantity to be determined. In the present paper we demon-
strated how the regularized version of the Glauber–Sudarshan
P-function matrix can be obtained from the Wigner-function
matrix. This is needed as the desired correlation functions for
analyzing the quantum effects of interest are normal-ordered
ones. The advantage of normal ordering consists in the fact
that these correlations are robust against losses and they are
not washed out by vacuum fluctuations which are caused by
losses. Based on these techniques, very general quantum
effects in the vibronic degrees of freedom of trapped ions may
be studied.
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Accessing the non-equal-time commutators of a trapped ion
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The vibronic dynamics of a trapped ion in the resolved-sideband regime can be described by the explicitly
time-dependent nonlinear Jaynes-Cummings model. It is shown that the expectation value of the interaction
Hamiltonian and its non-equal-time commutator can be determined by measuring the electronic-state evolution.
This yields direct insight into the time-ordering contributions to the unitary time evolution. In order to prove
extraction of the quantities of interest works for possibly real data, we demonstrate the procedure by means of
generated data.
DOI: 10.1103/PhysRevA.99.063816
I. INTRODUCTION
Starting with the development of quantum mechanics and
the introduction of Hilbert-space operators, the noncommuta-
tivity of the latter became an issue. It leads to many fascinating
physical effects, where the most prominent example is most
likely the Heisenberg uncertainty principle [1–3]. Further-
more, noncommutativity plays an important role in quan-
tum field theory [4], quantum many-body systems [5–13],
quantum electrodynamics [14–16], the standard model [17],
and cosmology [18,19]. Here we consider the problem of
non-equal-time commutators from the quantum optics point
of view.
A noteworthy achievement in this context is the experimen-
tal verification of the bosonic commutation relation, [aˆ, aˆ†] =
1ˆ. Although this relation is of fundamental relevance for the
formulation of quantum mechanics, it was not verified before
2007, in a seminal paper by Bellini and co-authors [20]. Later
on, this subject was analyzed in some more detail [21,22].
Elementary commutation rules of such a type are equal-time
rules introduced in the procedure of canonical quantization.
This leads to another fundamental subject, namely, the
non-equal-time commutation rules, which play an important
role in the context of interaction problems including time
ordering. If the dynamics of an explicitly time-dependent
Hamiltonian is formally solved in terms of the standard time-
evolution operator, one finds that the latter obeys a time-
ordering prescription (cf., e.g., [23–26]). This prescription
must not be omitted as it has a crucial impact on the dynamics
of the system [27–34]. Paradoxically, despite its key role
in basic quantum mechanics, detailed treatments of time-
ordering effects are rarely available. A direct verification of
the non-equal-time commutators of Hamiltonians has, to our
best knowledge, not been studied yet. Of course, the non-
equal-time commutators of interest only occur in the case of
explicitly time-dependent Hamiltonians. We also stress that
the time-dependent commutators are not postulated in the
quantization procedure. Instead, they require the solution of
*fabian.krumm@uni-rostock.de
the interaction problem under consideration. Hence, it is very
useful to consider an exactly solvable interaction dynamics.
As the latter should also not be a trivial example, we consider
the nonlinear vibronic interaction of a trapped and laser-driven
ion. For a slightly off-resonant driving laser, we are just in the
regime of interest.
In this work, we use basic relations of quantum mechanics
to show that the measurement of the expectation value of an
explicitly time-dependent interaction Hamiltonian yields the
expectation value of a partly integrated non-equal-time com-
mutator of this Hamiltonian. If this commutator is nonzero,
the system undergoes a time-ordered dynamics. In principle,
the latter can be determined for any physical system with
an explicitly time-dependent Hamiltonian. For a rigorous
treatment of the problem, we focus on the mentioned exactly
solvable problem. Note that insight into the non-equal-time
commutators is an issue of relevance for the general dynamics
of quantum systems. In many cases, when exact solutions are
not available, the problem can only by solved numerically. For
the trapped-ion dynamics under study, the advantage is that we
may obtain the expectation value of the interaction Hamilto-
nian directly from the measurement of the excited electronic-
state occupation probability. The specific steps of the proce-
dure will be demonstrated by the use of generated data.
The paper is structured as follows. In Sec. II we introduce
the time evolution in the case of explicitly time-dependent in-
teraction Hamiltonians together with the resulting non-equal-
time commutators. The nonlinear explicitly time-dependent
Jaynes-Cummings model is introduced in Sec. III, which al-
lows us to study the dynamics of interest on the basis of exact
solutions. In Sec. IV we show how one may experimentally
determine the interaction Hamiltonian in Fock basis for the
case of the laser-driven zeroth motional sideband of the ion.
Section V is devoted to the investigation of the relevance of the
non-equal-time commutators of the interaction Hamiltonian.
A summary and some conclusions are given in Sec. VI.
II. TIME EVOLUTION
We start with some fundamental relations of quantum
theory. The properties of a physical system may be compactly
2469-9926/2019/99(6)/063816(6) 063816-1 ©2019 American Physical Society
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expressed by its Hamiltonian, HˆS (t ) = Hˆ0,S + Hˆint,S . The in-
dex S denotes the Schrödinger picture, Hˆ0,S is the free evo-
lution of the system, and Hˆint,S is the interaction of different
degrees of freedom. In the interaction picture, denoted by the
index I , and assuming that the interaction Hamiltonian is in
this picture explicitly time dependent, the dynamics of the
system is described by the time-evolution operator
UˆI (t ) = T exp
(
− i
h¯
∫ t
0
Hˆint,I (τ )dτ
)
. (1)
Throughout this work, the explicit time dependence of
the Hamiltonians is presumed. Here, T denotes the time-
ordering prescription which only can be ignored if the inter-
action Hamiltonian commutes with itself at different times,
[Hˆint,I (τ1), Hˆint,I (τ2)] = 0, ∀(τ1, τ2) (see, e.g., [23–26]).
We emphasize that throughout this work the time depen-
dence of the Hamiltonian Hˆint,I (τ ) refers to the explicit time
dependence and not to the (implicit) time dependence of the
operators. The latter is directly caused by the time-evolution
operator UˆI (t ). In general, the interaction Hamiltonian is
proportional to some coupling constant |κ| and, hence, we
may use a power series expansion
UˆI (t ) = 1 − i
h¯
∫ t
0
dτ1Hˆint,I (τ1)
− 1
h¯2
∫ t
0
dτ1
∫ τ1
0
dτ2Hˆint,I (τ1)Hˆint,I (τ2) + O(|κ|3).
(2)
The full time evolution of the interaction Hamiltonian reads
as
Uˆ †I (t )Hˆint,I (t )UˆI (t )
= Hˆint,I (t )︸ ︷︷ ︸
∝|κ|
+ i
h¯
∫ t
0
dτ1 [Hˆint,I (τ1), Hˆint,I (t )]︸ ︷︷ ︸
∝|κ|2
+O(|κ|3).
(3)
The terms proportional to |κ| and |κ|2 yield the interaction
Hamiltonian and its partly integrated non-equal-time commu-
tator, respectively. However, especially from the experimental
point of view, the determination of the expectation value of
solely the interaction Hamiltonian is not a trivial task. In
the following, we will consider a realistic model, the ex-
plicitly time-dependent nonlinear Jaynes-Cummings Hamilto-
nian, which describes the vibronic dynamics of a trapped ion
in the resolved-sideband regime. We will show that for this
model the expectation value of Eq. (3) can be derived from an
experimentally accessible observable.
III. NONLINEAR JAYNES-CUMMINGS MODEL
The quantized center-of-mass motion of a trapped ion, in
the resolved-sideband limit, can be described by the non-
linear Jaynes-Cummings model [35]. Including a frequency
mismatch ω, which we assume to be small but nonzero,
such that the Hamiltonian is explicitly time dependent in
the interaction picture. The corresponding kth-order nonlin-
ear interaction Hamiltonian, after a vibrational rotating wave
approximation, reads as
Hˆint,I (t ) = h¯|κ|e−iωt+iθ Aˆ21 fˆk (nˆ; η)aˆk + H.c. (4)
(see Ref. [36] for a detailed derivation). Here, κ = |κ|eiθ is
the coupling constant of the ion’s electronic and vibrational
levels and is proportional to the amplitude of the driving
laser. Additionally, aˆ and aˆ† are the annihilation and creation
operators of the vibrational mode and, in the case of a standing
wave, with nˆ = aˆ†aˆ, fˆk (nˆ; η) describes the mode structure of
the driving laser field at the position of the ion. It is, in Fock
basis, defined as follows:
fˆk (nˆ; η) = 1
2
eiφ−η
2/2
∞∑
n=0
|n〉〈n| (iη)
kn!
(n + k)!L
(k)
n (η
2) + H.c.,
(5)
with L(k)n denoting the generalized Laguerre polynomials, η is
the Lamb-Dicke parameter, and φ determines the position
of the trap potential relative to the laser wave. The atomic
flip operator Aˆi j = |i〉〈 j| (i, j = 1, 2) describes the | j〉 →
|i〉 transition. Furthermore, the classical driving laser with
frequency ωL = ω21 − kν + ω is slightly detuned from the
kth sideband by ω, which yields the time dependence of
the Hamiltonian in Eq. (4). Here, ν is the trap frequency and
ω21 = ω2 − ω1 is the separation of the electronic levels |1〉
and |2〉. Finally, the Hamiltonian describing the free evolution
reads as
Hˆ0,I = h¯νnˆ + h¯ω21Aˆ22. (6)
A detailed discussion of the Hamiltonians can be found in
Refs. [35,36] or Chap. 13 of [24].
The solution of the corresponding dynamics,
UˆI (t ) =
∞∑
n=0
[an(t )|2, n〉〈2, n| − b∗n(t )e−2iθ |1, n + k〉〈2, n|
+ bn(t )e2iθ |2, n〉〈1, n + k|
+ a∗n(t )|1, n + k〉〈1, n + k|] +
k−1∑
q=0
|1, q〉〈1, q|, (7)
with
an(t ) = e−iωt/2
[
cos(
nt ) + iω
2
n
sin(
nt )
]
,
bn(t ) = e−iωt/2 |κ|wn
i
n
sin(
nt ),

n =
√(
ω
2
)2
+ w2n|κ|2,
wn = cos
(
φ + π
2
k
)
ηke−η
2/2
√
n!
(n + k)!L
(k)
n (η
2) (8)
has been derived in Ref. [37].
Let us consider the time evolution of the occupation
probability of the excited electronic state, σ22 = 〈Aˆ22〉. Be-
cause of [Aˆ22, Hˆ0,I ] = 0, σ22 depends solely on the interaction
063816-2
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Hamiltonian, which yields
σ˙22(t ) = i
h¯
〈Uˆ †I (t )[Hˆint,I (t ), Aˆ22]UˆI (t )〉. (9)
Using the Hamiltonian in Eq. (4), we obtain
σ˙22(t ) = i|κ|〈−e−iωt+iθ Aˆ21(t ) fˆk (nˆ(t ); η)aˆk (t )
+ eiωt−iθ Aˆ12(t )aˆ†k (t ) fˆk (nˆ(t ); η)〉. (10)
Comparing this expression with the Hamiltonian (4), for
ω 	= 0 we get
h¯ωσ˙22(t ) ≡
〈
Uˆ †I (t )
(
d
dt
Hˆint,I (t )
)
UˆI (t )
〉
. (11)
Note that for ω = 0, when the Hamiltonian is not explicitly
time dependent, both sides of the latter equation vanish and
hence they yield no physical insight in the interaction dynam-
ics. Since Uˆ †I (t )[
d
dt Hˆint,I (t )]UˆI (t ) = ddt [Uˆ †I (t )Hˆint,I (t )UˆI (t )],
we may integrate Eq. (10) to arrive at
h¯ω[σ22(t ) − σ22(0)] = 〈Uˆ †I (t )Hˆint,I (t )UˆI (t )〉
− 〈Uˆ †I (0)Hˆint,I (0)UˆI (0)〉. (12)
We observe that the measurement of the excited-state
occupation probability σ22(t ), which is achieved via probing
an auxiliary transition for resonance fluorescence [38–40], is
directly related to the expectation value of the time-dependent
interaction Hamiltonian. The consideration of different orders
with respect to |κ| allows one to determine either the inter-
action Hamiltonian itself or the corresponding commutator
in Eq. (3). Without loss of generality, we set θ = 0 in the
following.
In this section, we have briefly recapitulated the detuned
nonlinear Jaynes-Cummings model which describes the quan-
tized motion of a trapped ion in the resolved-sideband regime.
This model was originally introduced for zero detuning [35]
and experimentally proven to properly describe the exper-
imental dynamics of trapped ions [41]. In experiments the
extension of the model to include the detuning under study
here is a minor issue.
For the case of detuning we have shown that the expecta-
tion value of the interaction Hamiltonian can be obtained from
the occupation probability σ22(t ) of the (excited) electronic
state. According to Eq. (3), from the latter we can extract
the expectation value of the interaction Hamiltonian in the
interaction picture (∝|κ|) and the corresponding commutator
(∝|κ|2). In the next two sections we will demonstrate the
procedure step by step by using generated data. The latter are
used to visualize the situation for experimental, i.e., fluctuat-
ing, data.
IV. DETERMINATION OF THE ZEROTH SIDEBAND
INTERACTION HAMILTONIAN
In this section we will consider the determination of
the interaction Hamiltonian in Fock basis, 〈Hˆint,I (t )〉 =
Trel[σˆ (0)〈n|Hˆint,I (t )|n〉], for k = 0 in Eq. (4). Note that this
Hamiltonian is diagonal in Fock basis. A remark concerning
the case k > 0 is given at the end of this section. Here,
Trel is the trace over the electronic degrees of freedom. The
FIG. 1. The generated data (blue dots) of the excited state oc-
cupation probability together with a nonlinear curve fit [Eq. (16)]
for the excitation to the zeroth sideband, k = 0, at |κ ′|t = 10 (solid
black line). The motional input state is the ground state |n = 0〉. The
quantity c1g is given as the dashed red line. Parameters: η = 0.2,
ω/|κ ′| = 0.2,  = 0, and ν = 5000.
generation of vibrational Fock states in an ion trap was already
investigated in the 1990s (cf. Refs. [41,42]).
In the following we will use the input density matrix
ρˆ(0) = σˆ (0) ⊗ ρˆmot(0), where σˆ (0) and ρˆmot(0) describe the
electronic and the motional input state, respectively. An
overview over experimentally possible states of a trapped
ion can be found in Ref. [36], and references therein. If the
electronic state is initially in a superposition,
σˆ (0) = (γ1|1〉 + γ2|2〉)(γ ∗1 〈1| + γ ∗2 〈2|), (13)
with |γ1|2 + |γ2|2 = 1, and ρˆmot = |n〉〈n|, one readily derives
〈Uˆ †I (0)Hˆint,I (0)UˆI (0)〉 = h¯|κ| f0(n; η)(γ1γ ∗2 + γ2γ ∗1 ). (14)
Here we defined fk (n; η) = 〈n| fˆk (nˆ; η)|n〉. Hence, if arg(γ1) −
arg(γ2) = (2m + 1)π2 for m = 0, 1, . . . , then the expectation
value in Eq. (14) becomes zero. Thus, we set γ1 = eiπ/2/
√
2
and γ2 = 1/
√
2, which leads to σ22(0) = 1/2. Hence, Eq. (12)
simplifies to
〈Uˆ †I (t )Hˆint,I (t )UˆI (t )〉 = h¯ω[σ22(t ) − 1/2]. (15)
To demonstrate that our approach applies to experimental
data, we will generate random numbers which approximate
the distribution which σ22 obeys.1 By using this approximated
distribution, a sequence of artificial data points is obtained
which statistically fluctuate around the exact evolution of σ22.
For convenience, we introduce the dimensionless coupling g,
i.e., a rescaling, via |κ| → g|κ ′| and the dimensionless time
|κ ′|t .
A first result of the basic procedure is shown in Fig. 1 for a
fixed time. Therein, each value of σ22 (blue dots) is obtained
from 103 random numbers, to mimic the distribution of σ22 for
a fixed n for the motional input state |n〉〈n|. They are fitted by
1For the generation of random numbers from a given distribution
the Mathematica inbuilt method RandomVariate was used.
063816-3
106
F. KRUMM AND W. VOGEL PHYSICAL REVIEW A 99, 063816 (2019)
FIG. 2. Generated data (magenta dots) obtained by the technique
in Fig. 1, for motional Fock states |n〉 at |κ ′|t = 10. The other
parameters are the same as in Fig. 1. The gray bars represent the
analytical results according to Eq. (17).
the polynomial
σ˜22 − 1
2
=
∑
l>0
c2l+1g2l+1. (16)
In the fit function only odd orders of g appear, due to the
structure of the Hamiltonian (4)—in this case due to the
algebra of the atomic flip operators—and our choice of the
electronic input state. The parameter c1 leads to the desired
Hamiltonian [cf. Eq. (3)] and is visualized in Fig. 1 via
the dashed red line. It is obvious that especially at g  1 a
meticulous resolution of the data is important. Here we note
that in experiments the dependence on the coupling strength
g, as considered in Fig. 1, can be well controlled through the
amplitude of the laser driving the trapped ion. For details on
this dependence, we refer to Sec. 13.3 of Ref. [24].
Repeating this procedure for various Fock input states |n〉
yields the interaction Hamiltonian in Fock-space representa-
tion (see Fig. 2). Here we increased the number of random
events to 5 × 103. The theoretical prediction (gray bars) of the
expectation value of the interaction Hamiltonian in the Fock
state |n〉 is easily calculated to be
〈Hˆint,I (t )〉 = h¯|κ| f0(n; η)(γ1γ ∗2 e−iωt + γ2γ ∗1 eiωt ). (17)
On this basis we easily obtain, for the case under study, the
expectation value for an arbitrary motional quantum state
[ρˆmot(0)] as
Tr{[ρˆmot(0) ⊗ σˆ (0)]Hˆint,I (t )} = h¯|κ|(γ1γ ∗2 e−iωt + c.c.)
×
∞∑
n=0
Pn f0(n; η), (18)
in which σˆ (0) is given in Eq. (13) and Pn is the number
statistics of the motional quantum state under consideration.
The depicted results, which were derived from the generated
data, are close to the analytical results. In certain situations
the extraction of the expectation value of the interaction
Hamiltonian could also serve as a consistency check before
investigating the non-equal-time commutators, which will be
considered in the next section. Hamiltonians which are not
FIG. 3. The generated data (blue dots) of the excited state occu-
pation probability together with a nonlinear curve fit σ˜22 [Eq. (20)]
for the excitation to the second sideband, k = 2, are shown for
|κ ′|t = 40 (solid black line). The quantity c2g2 is given as the dashed
red line. Parameters: α0 =
√
12, η = 0.2, ω/|κ ′| = 0.2,  = 0,
and ν = 5000.
diagonal in the Fock basis can be accessed via its determi-
nation in the coherent state basis. The subsequent integration
over the Glauber-Sudarshan P function yields the expectation
values of the more general interaction Hamiltonians (for k 	=
0) in Eq. (4) (see, e.g., Ref. [24]).
V. ACCESSING THE COMMUTATOR
For this task we use σˆ (0) = |1〉〈1|. Hence, the ion is
initially in the electronic ground state, so that σ22(0) = 0.
From Eq. (12) we get
〈Uˆ †I (t )Hˆint,I (t )UˆI (t )〉 = h¯ωσ22(t ). (19)
Furthermore, we assume that the vibrational input state is a
coherent state |α0〉. Details concerning the preparation of co-
herent motional states can be found, for example, in Ref. [41].
In Fig. 3 we outline the basic procedure, where the statistics
is approximated by using 104 random numbers for each data
point; for explanations see the discussion following Eq. (15).
The generated data are now fitted by the function
σ˜22 =
∑
l>1
c2l g
2l . (20)
For similar reasons as in Eq. (16) now only even orders of
g appear. According to Eq. (3), the parameter c2 yields the
desired time-integrated commutator in Eq. (3). The parameter
c2 is visualized in Fig. 3 by the dashed red line and describes
the quadratic contribution which represents the sought com-
mutator.
To finally obtain the time evolution of the commutator
one has to repeat the measurement for all times. The result
is depicted in Fig. 4 for 2 × 104 random numbers per data
point and time. For each point in time we repeat the step
which is depicted in Fig. 3. Afterward we fit the data and
extract the quadratic slope. The commutator of interest, i.e.,
the theoretical prediction, can be analytically derived and
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FIG. 4. The generated data together with the theoretical predic-
tions of the expectation value of the time-integrated commutator
(black lines) from Eq. (21). The data correspond to the scenarios k =
2 (magenta dots) and k = 0 (green dots). The gray line at |κ ′|t = 40
marks the situation depicted in Fig. 3 for the k = 2 case. The other
parameters are the same as in Fig. 3.
reads as
i
h¯
∫ t
0
dτ1〈1, α0|
[
Hˆint,I (τ1), Hˆint,I (t )
]|1, α0〉
= 2|κ|
2h¯
ω
(1 − cosωt )
∞∑
n=0
| fk (n; η)|2 |α0|
2(n+k)
n!
e−|α0|
2
,
(21)
which is a harmonic oscillation in time. This result is given as
the black lines in Fig. 4.
The magenta and green dots correspond to the excitation to
the second (k = 2) and the zeroth (k = 0) sideband, respec-
tively. The results derived from the generated data resemble
the theoretical results sufficiently well. It is noteworthy that,
for an explicitly time-dependent Hamiltonian, to certify clear
experimental evidence of the relevance of the non-equal-time
commutators of the interaction Hamiltonian for the system
dynamics, it is sufficient to demonstrate statistically signifi-
cant nonzero contributions in Fig. 4. Here we show that such
a certification is, by the techniques proposed here, rather easy
to do.
VI. SUMMARY AND CONCLUSIONS
To our best knowledge, presently no proposal of a method
for the experimental verification of the non-equal-time com-
mutators of interaction Hamiltonians does exist. A reason
for this is, that usually it is preferred to operate a certain
dynamics under perfect resonance conditions. However, the
general situation with an explicitly time-dependent interaction
needs to be fully understood. The present paper aims to
contribute significantly to this fundamental issue. For this
purpose, we derived analytical expressions for measurable
quantities, which render it possible to experimentally access
the quantities of interest.
We have shown that, for the vibronic dynamics of a
laser-driven trapped ion in the resolved-sideband regime, the
measurement of the electronic-state occupation probability
yields the temporal evolution of the expectation value of
the interaction Hamiltonian. From this value one can derive
both the expectation value of the interaction Hamiltonian in
the interaction picture and the partly integrated non-equal-
time commutator of the interaction Hamiltonian. Statistically
generated data points are only used to demonstrate that the
proposed methods will work under realistic experimental con-
ditions. The obtained results well approximate the analytically
derived ones. Thus, the detuned nonlinear Jaynes-Cummings
Hamiltonian under study is appropriate to access the funda-
mentals of explicitly time-dependent temporal evolutions of
quantum systems.
For the determination of the Hamiltonian we have consid-
ered an input motional Fock state and obtained the interaction
Hamiltonian in the Fock basis for the quasiresonant excitation
of the zeroth motional sideband. In addition, the non-equal-
time commutator, which explicitly accounts for time-ordering
corrections, has been investigated. For an initially prepared
motional coherent state, the evolution of the partly time-
integrated commutator can be determined. This allows one
to directly visualize in experiments the noncommutativity of
the interaction Hamiltonian at different times. Our approach
paves the way to study the explicitly time-dependent dynam-
ics also for other quantum systems of interest. However, this
requires the reformulation of the corresponding measurement
principles for the systems to be studied, which is beyond the
scope of the present paper.
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