In this paper, we utilize Mixed Integer Linear Programming (MILP) models to compare the energy efficiency and performance of a server-centric Passive Optical Networks (PON)-based data centers design with different data centers networking topologies for the use in fog computing. For representative MapReduce workloads, completion time results indicate that the server-centric PON-based design achieves 67% reduction in the energy consumption compared to DCell with equivalent performance.
Section 3 shows the completion time and power consumption results, while Section 4 provides the conclusions and future work.
SERVER-CENTRIC PON-BASED DATA CENTER DESIGN
The server-centric PON-based DCN introduced in [24] and depicted in Figure 1 connects each "cell" with an OLT port in one of its chassis. A 1:N AWGR utilizes a single wavelength to connect the OLT to N "racks" within the cell through one of N groups located in each rack. Servers of all groups within the rack can be interconnected through a passive polymer backplane. Each of the other (N-1) groups utilizes a different wavelength to connect to a group in one of the other (N-1) racks through a splitter. This arrangement allows servers containing non-tunable transceivers to relay traffic through a large number of paths to other servers.
Figure 1. One cell of the server-centric PON-based DCN design with servers organized in 4 racks and 4 groups
per rack [24] .
OPTIMIZING THE ROUTING FOR MAP-REDUCE SHUFFLING OPERATIONS

Methodology
Mixed Integer Linear Programming (MILP) models are utilized to optimize the routing of intermediate data while balancing the completion time and energy efficiency of MapReduce shuffling. The considered DCNs models are as in [18] , in addition to a model for PON option 5 in [24] with 4 racks and 1 server per group. Ten servers are assigned for map and six for reduce as depicted in Figure 2 which results in symmetric 10-to-6 intermediate data flows for the Indy GraySort benchmark [33] . The power consumption values of the selected electronic and optical equipment are summarized in Tables 1 and 2 in [18] . For the PON equipment, the values are taken from [23] . An ON/OFF power profile is assumed. Figure 3 summarizes the shuffling completion time results for input data ranging from 1 to 20 GBytes and at maximum server data rate values of 100, 300, 750, and 1000 Mbytes/s. Compared to the results in [18] , the server centric PON-based DCN attained an equivalent performance to DCell which achieved the best performance. Figure 4 provides the average networking equipment power consumption results for different maximum server rate values. Compared to Fat-tree, an average reduction by 85% in the power consumption is achieved. While having an equivalent performance to DCell, a power consumption reduction of 67% is gained by the PON-based DCN. Also, power consumption reduction of around 50% is achieved compared to MEMSbased DCNs and Proteus with superior performance. 
Results
CONCLUSIONS AND FUTURE WORK
In this paper, we optimized the completion time and energy efficiency of MapReduce shuffling in a servercentric PON-based DCN and compared the results to other electronic, hybrid and all-optical DCNs. Future work includes considering the switching delays and scalability in DCNs.
