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ABSTRACT
The aim of the paper is to fulﬁll the gap for testing hypotheses on parameters of the
log-normal stochastic volatility model, more precisely, to propose ﬁnite sample exact
tests in the sense that the tests have correct levels in small samples. To do this, we
examine method-of-moments-based tests and we provide explicit expressions for all
the moments and the estimators which simpliﬁes highly the test procedures. We then
state the asymptotic distribution of the estimator as well as that of the proposed
test statistics for testing the null hypothesis of no persistence in the volatility. We
then compare in a study of level and power the standard asymptotic techniques
to the technique of Monte Carlo tests which is valid in ﬁnite samples and allow
for test statistics whose null distribution may depend on nuisance parameters. In
particular maximized Monte Carlo tests (MMC) introduced by Dufour (1995) have
the exact level in ﬁnite samples when the p-value function is maximized over the entire
set of nuisance parameters. In contrast to MMC tests which are highly computer
intensive, simpliﬁed (asymptotically justiﬁed) approximate versions of Monte Carlo
tests provide a halfway solution which achieves to control the level of the tests while
alleviating the use of computers.
Key words: exact tests; Monte Carlo tests; C(®)-tests; ﬁnite sample tests; stochas-
tic volatility; Method-of-moments .
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Evaluating the likelihood function of ARCH models is relatively easy compared to
Stochastic Volatility models (SV) for which it is impossible to get an explicit closed-
form expression for the likelihood function [see Shephard (1996), Mahieu and Schot-
man (1998)]. This is a generic feature common to almost all nonlinear latent variable
models due to the curse of the high dimensionality of the integral appearing in the
likelihood function of the stochastic volatility model. This is the reason why econome-
tricians were reluctant to use this kind of models in their applications for a long time
since in this setting, maximum likelihood methods are computationnaly intensive.
But recently progress has been made regarding the estimation of nonlinear latent vari-
able models in general and stochastic volatility models in particular. There mainly
exists three types of methods, namely, the quasi-exact methods, simulation-based-
estimation methods and the bayesian methods. Thus, we can mention the Quasi Max-
imum Likelihood (QML) approach suggested by Nelson (1988) and Harvey, Ruiz and
Shephard (1994), Ruiz (1994), and a Generalized Method of Moments(GMM) proce-
dure proposed by Melino and Turnbull (1990). On the other hand, increased com-
puter power has made simulation-based estimation methods more attractive among
which we can mention the Simulated Method of Moments (SMM) proposed by Duﬃe
and Singleton (1993), the indirect inference approach of Gouriéroux, Monfort and
Renault (1993) and the moment matching methods of Gallant and Tauchen (1994).
But computer intensive Markov Chain Monte Carlo methods applied to SV models by
Jacquier, Polson and Rossi (1994) and Kim and Shephard (1994), Kim, Shephard and
Chib (1998), Wong(2002a,2002b) and simulation-based Maximum Likelihood (SML)
method proposed by Danielsson and Richard (1993), Danielsson (1994), are the most
eﬃcient methods to estimate this kind of models. In particular, Danielsson (1994),
Danielsson and Richard (1993) developp an importance sampling technique to esti-
mate the integral appearing in the likelihood function of the SV model. In a Bayesian
setting, Jacquier, Polson and Rossi (1994), Kim, Shephard and Chib (1998) combine
a Gibbs sampler with the Metropolis-Hastings algorithm to obtain the marginal pos-
terior densities of the parameters of the SV model.
This paper has two contributions. The ﬁrst one is to propose a simple estimation
method for a log-normal stochastic volatility model with an autoregressive mean part.
The second contribution which appears to be the most important one, is to provide
inference techniques for this model.
Indeed, the standard form as set forth, for instance, in Harvey, Ruiz, and Shep-
hard (1994), Jacquier, Polson, and Rossi (1994), Danielsson (1994), takes the form of
an autoregression whose innovations are scaled by an unobservable volatility process,
usually distributed as a lognormal autoregression but other distributions (Student,
mixture of normal distributions) can be considered [see Kim, Shephard and Chib
1(1998), Mahieu and Schotman (1998), Wong (2002a,2002b)]. The stochastic volatil-
ity speciﬁcation we have chosen here comes from Gallant, Hsieh, Tauchen (1995),
Tauchen (1996). Whereas all the authors quoted above, mainly focus on estimation
procedures for the stochastic volatility model, often preoccupied by eﬃciency con-
siderations [e.g. bayesian methods, Eﬃcient Method of Moments], our paper unlike
the others is mostly motivated by inference techniques applicable to the stochastic
volatility model. Our concern for inference, in particular for simulation-based in-
ference such as the technique of Monte Carlo tests introduced by Dwass (1957) for
permutation tests, and later extended by Barnard (1963) and Birnbaum (1974), jus-
tiﬁes an estimation method easy to implement. Thus, the estimation method used
in this paper is mainly a method of moments in two steps which coincides with the
GMM procedure in the particular case that the autoregressive mean part vanishes.
Econometricians previously quoted mainly focused on eﬃcient estimation procedures
to estimate the SV model, they mostly examine speciﬁcation tests such as the Â2 tests
for goodness of ﬁt in Andersen and Sorensen (1996), Andersen, Chung and Sorensen
(1999), speciﬁcation tests with diagnostics in Gallant, Hsieh and Tauchen (1995), Â2
speciﬁcation tests through Indirect Inference criterion in Monfardini (1997), or likeli-
hood ratio tests statistics for comparative ﬁt in Kim, Shephard and Chib (1998). As
a consequence, inference techniques for testing hypotheses on parameters remained
underdeveloped, apart from standard t tests for individual parameters in Andersen
and Sorensen (1996), in Andersen, Chung and Sorensen (1999) often performed with
size distorsions.
In this setting, the aim of the paper is to fulﬁll the gap for testing hypotheses on
parameters of the SV model, more precisely, to propose ﬁnite sample exact tests in
the sense that the tests have correct levels in small samples. To do this, we exam-
ine method-of-moments-based tests. We extend the ﬁrst moments of the volatility
process originally stated by Jacquier, Polson and Rossi (1994) by providing general
expressions for them and further provide analytic formulas for the estimators which
simpliﬁes highly the test procedures. We then state the asymptotic distribution of the
estimator as well as that of the proposed test statistics for testing the null hypothesis
of no persistence in the volatility. We then compare in a study of level and power the
standard asymptotic techniques to the technique of Monte Carlo tests which is valid
in ﬁnite samples and allow for test statistics whose null distribution may depend on
nuisance parameters. In particular maximized Monte Carlo tests (MMC) introduced
by Dufour (1995) have the exact level in ﬁnite samples when the p-value function
is maximized over the entire set of nuisance parameters. In contrast to MMC tests
which are highly computer intensive, simpliﬁed (asymptotically justiﬁed) approximate
versions of Monte Carlo tests provide a halfway solution which achieves to control
the level of the tests while alleviating the use of computers.
The paper is organized as follows. The second section sets the framework and
2the assumptions underlying the model. In the third section, we expose the estima-
tion procedure used as well as the distributional results obtained for our estimator.
Hypothesis testing is examined in the fourth section and the distribution of the test
statistics is stated. The ﬁfth section explicits the technique of Monte Carlo tests. The
sixth section presents the data used in the empirical application while implementation
results are discussed in the seventh section. All proofs are gathered in the appendix.
2. Framework
The basic form of the stochastic volatility model we study here for yt comes from
Gallant, Hsieh, Tauchen (1995). Let yt denote the ﬁrst diﬀerence over a short time
interval, a day for instance, of the log-price of a ﬁnancial asset traded on securities
markets.
Assumption 2.1 The process fyt; t 2 Ng follows a stochastic volatility model of the
type:
yt ¡ ¹y =
Ly X
j=1
cj(yt¡j ¡ ¹y) + exp(wt=2)ryzt ; (2.1)
wt ¡ ¹w =
Lw X
j=1
aj(wt¡j ¡ ¹w) + rwvt ; (2.2)
where ¹y, fcjg
Ly
j=1, ry, ¹w, fajg
Lw
j=1 and rw are the parameters of the two equations,
called the mean and volatility equations respectively. st = (yt;wt)0 is initialized from
its stationary distribution.
The lag lengths of the autoregressive speciﬁcations used in the literature are typically
short, e.g. Lw = 1, and Ly = 1, or Ly = 0 [see e.g. Andersen and Sorensen (1996),
Andersen, Chung and Sorensen (1999) Gallant, Hsieh, Tauchen (1995)].
Assumption 2.2 The vectors (zt;vt)0, t 2 N are i.i.d. according to a N(0;I2) dis-
tribution.
Assumption 2.3 The process st = (yt;wt)0 is strictly stationary.
The process is Markovian of order Ls = max(Ly;Lw) with conditional density
ps(stjst¡Ls;:::;st¡1;½) given by the stochastic volatility model,where
½ = (¹y;c1;:::;cLy;ry;¹w;a1;:::;aLw;rw)
0 (2.3)
3is a vector which contains the free parameters of the stochastic volatility model. The
process fytg is observed whereas fwtg is regarded as latent. Write py;J(yt¡J;:::;ytj½)
for the implied joint density under the model of a stretch yt¡J;:::;yt. No general
closed-form expressions are available for the moments of yt, but they can be approx-
imated by Monte Carlo integration.
3. Method-of-moments estimation of an AR(1)-SV
model
In this section, we derive analytic expressions for the moments and the estimator of
µ = (a1;ry;rw)0 as well as its distributional properties. Let us consider in a ﬁrst step
a simpliﬁed version of model (2.1)-(2.2) with ¹y = ¹w = 0 and cj = aj = 0, 8j ¸ 2:
We then have:
yt = c1yt¡1 + exp(wt=2)ryzt ; jc1j < 1 (3.4)
wt = a1wt¡1 + rwvt ; ja1j < 1 : (3.5)
We shall call the model represented by equations (3.4)-(3.5) the stochastic volatility
model with an autoregressive mean part of order one [AR(1)-SV for short]. This
speciﬁcation of the stochastic volatility model comes from Gallant, Hsieh and Tauchen
(1995). Let us ﬁrst introduce some useful notation:





)ryzt; 8 t : (3.7)
with
vt(µ) = ut(c1); 8 t : (3.8)
For simplicity of notation, let us call ut ´ ut(c1) = vt(µ) : To estimate this AR(1)-SV
model above, we consider a two-step method whose ﬁrst step consists in applying
ordinary least squares (OLS) to the mean equation which yields a consistent estimate
of the parameter c1 denoted by ^ cT and the adjusted residuals ^ ut ´ ut(^ cT). Then, we
apply in a second step a method of moments to the residuals ^ ut to get the estimate of
the parameter µ = (a1;ry;rw)0 of the mean and volatility equations. Jacquier, Polson
and Rossi (1994) have derived the expressions of the moments of ut for particular





t+m). We derive them below in
the general case for any values of k.
Proposition 3.1 Moments of the volatility process.
4Under Assumptions 2.1,2.2,2.3, with ¹y = ¹w = 0 and cj = aj = 0, 8 j ¸ 2. Then





































1 )] : (3.10)
The odd moments are equal to zero.
The proofs of the propositions are gathered in the Appendix. In particular, for k = 2,




























w=(1 ¡ a1)] : (3.13)
Solving the above moment equations corresponding to k = 2, k = 4 and m = 1 yields
the following proposition.
Proposition 3.2 Method-of-moments estimator.
Under the assumptions of Proposition 3.1, we have:
a1 =




















Given the latter proposition, it is easy to compute a method-of-moments estimator
for µ = (a1;ry;rw)0 replacing the theoretical moments by sample counterparts based






























respectively. Additionally, let ¹ gT(^ U) = 1
T
PT



























¹ gT(µ) = 1
T
PT


























with ¹(µ) = (¹2(µ);¹4(µ);¹2;2(1jµ))0. In the lemmas below we state some convergence
results which will be useful to prove Proposition 3.5.









t = ¹Y 2 ; (3.19)




1, and we have:
p
T(^ cT ¡ c1)
D ! N(0;1 ¡ c
2
1) : (3.20)






































t¡1(c1)yt¡1] = 0 : (3.24)
We can now prove the following proposition.
Proposition 3.5 Asymptotic equivalence for
p
T(¹ gT(^ U) ¡ ¹(µ)).
Under the assumptions of Proposition 3.1, the process
p
T(¹ gT(^ U) ¡ ¹(µ)) is asymp-
totically equivalent to
p
T(¹ gT(µ) ¡ ¹(µ)) :
The latter proposition will be useful in deriving the asymptotic distribution of the
method-of-moments estimator of µ, but before deriving its asymptotic distribution
we need to state the following lemma and proposition.
Lemma 3.6 Expression of covariances.
Let Xt = (X1t;X2t;X3t)0 where X1t = v2
t(µ) ¡ ¹2(µ),X2t = v4
t(µ) ¡ ¹4(µ),X3t =
v2
t(µ)v2



























Proposition 3.7 Asymptotic distribution of
p
T(¹ gT(µ) ¡ ¹(µ)).
Under the assumptions of Proposition 3.1 and under the assumption that the 3 £ 3
matrix E[(
p
T(¹ gT(µ)¡¹(µ)))2] is of full rank for all T, the process
p
T(¹ gT(µ)¡¹(µ))
is asymptotically distributed as a N(0;­¤) variable where ­¤ is a positive deﬁnite
matrix such that ­¤ = limT!1 E[(
p
T(¹ gT(µ) ¡ ¹(µ)))2].
Next proposition states the asymptotic normality of the method-of-moments estima-
tor of µ = (a1;ry;rw)0 a subvector of ½0 = (c;µ0).
Proposition 3.8 Asymptotic distribution of the method-of-moments
estimator.
Under the assumptions of Proposition 3.1, the method-of-moments estimator ^ µT(­)
is such that: p
T[^ µT(­) ¡ µ]























As usual, there is an optimal choice of this matrix, i.e. a choice which minimizes
W(­).
Proposition 3.9 Optimal weighting matrix.
Under the assumptions of Proposition 3.1, the optimal choice of the ­ matrix is:












The optimal estimator thus obtained is denoted by ^ µT. When the dimensions of ¹















It is the asymptotic variance-covariance matrix of the estimator solution of
¹ gT(^ U) = ¹(µ) :
A consistent estimator of W ¤ is obtained as soon as we have a consistent estimator of
­¤. A consistent estimator of ­¤ can be easily obtained [see Newey and West (1987)]
by a ﬁxed-bandwith Bartlett kernel estimator, i.e.:
^ ­















[gt¡k(µ) ¡ ¹ gT(µ)][gt(µ) ¡ ¹ gT(µ)]
0 (3.34)
8with µ replaced by any consistent estimator ~ µT of µ,
^ ­















[gt¡k(~ µT) ¡ ¹ gT(~ µT)][gt(~ µT) ¡ ¹ gT(~ µT)]
0 (3.36)
since

















since the perturbation vectors have been shown to be strictly stationary and ergodic
[see proof of Proposition 3.7 in Appendix].





















= a : We consider the null hypothesis H0 : a = 0 which corresponds to
test the absence of long memory in the volatility. To deﬁne these tests we have to





9and the optimal constrained estimator obtained by optimizing the criterion submitted









The Wald statistic is deﬁned as
»
W
T = T(^ µ1T)
0 ^ W
¤¡1
1 (^ µ1T) (4.38)
where ^ W ¤
1 is a consistent estimator of the asymptotic covariance-variance matrix of p
T ^ µ1T: W ¤
1 is deﬁned at equation (A.128).
The score statistic is deﬁned from the gradient of the objective function with









T) ¡ ¹ gT(^ U)) (4.39)






where A is a consistent estimator of the inverse of the covariance matrix of
p
TDT
whose covariance matrix is deﬁned at equation (A.130). Finally, we can introduce
the diﬀerence between the optimal values of the objective function that we will call















= [¹ gT(^ U) ¡ ¹(µ)]
0 ^ ­
¤¡1[¹ gT(^ U) ¡ ¹(µ)] (4.42)
Proposition 4.1 Asymptotic distribution of the three classic tests.




asymptotically equivalent under the null hypothesis, and have the common distribution
Â2(1).
We also consider the C(®)-type test statistic deﬁned by:
PC(~ µ
c
T) = T[¹(~ µ
c
T) ¡ ¹ gT(^ U)]
0 ~ W0[¹(~ µ
c
T) ¡ ¹ gT(^ U)] (4.43)
10where
~ W0 = ~ I
¡1











































and ~ P0 = P(~ µc
T) where P(µ) corresponds to the derivative of the constraints w.r.t.
the parameters of interest µ evaluated at any root-n consistent estimator of µ that
satisﬁes the constraint a = 0. For our concern, ~ µc
T will be obtained by setting a = 0
in the analytical expressions of the unrestricted method-of-moments estimator ^ µT
given at equations (3.14) to (3.16). It is known [see Dufour and Trognon (2001, p.8,
Proposition 3.1)] that the C(®)-type test statistic is asymptotically distributed as a
Â2(1) variable under the null hypothesis.
115. Monte Carlo testing
The technique of Monte Carlo tests has originally been suggested by Dwass (1957)
for implementing permutation tests, and did not involve nuisance parameters. This
technique has been later extended by Barnard (1963) and Birnbaum (1974). This
technique has the great attraction of providing exact (randomized) tests based on any
statistic whose ﬁnite sample distribution may be intractable but can be simulated.
We study here the case where the distribution of the test statistic S depends on
nuisance parameters. For the test statistics exposed in section 4, their asymptotic dis-
tribution is asymptotically pivotal (Chi-square distribution), but their ﬁnite sample
distribution remains unknown. At this stage, we need to make an eﬀort of formal-
ization to clearly expose the procedure. We consider a family of probability spaces
f(Z;AZ;P½) : ½ 2 ­g and suppose that S is a real valued AZ-measurable function
whose distribution is determined by P¹ ½ where ¹ ½ is the “true” parameter vector. We
wish to test the hypothesis
H0 : ¹ ½ 2 ­0;
where ­0 is a nonempty subset of ­. We take a critical region of the form S ¸ c,
where c is a constant which does not depend on ½. The critical region S ¸ c has level
® if and only if




P½[S ¸ c] · ®:
Firthermore, S ¸ c has size ® when
sup
½2­0
P½[S ¸ c] = ®:
If we deﬁne the distribution and p-value functions,
F[xj½] = P½[S · x];x 2 ¹ R;
G[xj½] = P½[S ¸ x];x 2 ¹ R;









+j½] ´ ¹ c
are equivalent to S ¸ c in the sense that c · ¹ c.
We consider a real random variable S0 and random vectors of the form
S(N;½) = (S1(½);:::;SN(½))
0;½ 2 ­;
all deﬁned on a common probability space (Z;AZ;P), such that the variables
S0;S1(¹ ½);:::;SN(¹ ½) are i.i.d. or exchangeable for some ¹ ½ 2 ­, each one with dis-
tribution function F[xj¹ ½] = P[S0 · x]: Typically, S0 will refer to a test statistic
computed from the observed data when the true parameter vector is ¹ ½ (i.e., ½ = ¹ ½),
while S1(½);:::;SN(½) will refer to i.i.d replications of the test statistic obtained in-
dependently (e.g., by simulation) under the assumption that the parameter vector is
½ (i.e., P[Si(½) · x] = F[xj½]). In other words, the observed statistic S0 is simulated
by ﬁrst generating an “observation” vector y according to
y = g(½;z;v) (5.47)
where the function g is bivariate for our AR(1)-SV model, and corresponds to equa-
tions (3.4) and (3.5), with ½ = (c;µ)0, µ = (a;ry;rw)0. The perturbations z and v have
known distributions, which can be simulated (N(0;1) or student, or mixtures, e.g.)
and then computing
S(½) ´ S[g(½;z;v)] ´ gS(½;z;v) : (5.48)
The observed statistic S0 is then computed as S0 = S[g(¹ ½;z0;v0)] and the simulated
statistics Si(½) = S[g(½;zi;vi)] ;i = 1;:::;N where the random vectors z0;z1;:::;zN
are i.i.d. (or exchangeable) and v0;v1;:::;vN are i.i.d. (or exchangeable) as well.
The technique of Monte Carlo tests provides a simple method allowing one













where s(x) = 1[0;1](x) and 1A(x) is the indicator function associated with the set A.







and the p-value function
^ pN[xj½] =
N ^ GN[xj½] + 1
N + 1
:
The sample distribution function is related to the ranks R1;¢¢¢ ;RN of the variables
S1(½);:::;SN(½) (when put in ascending order) by the expression:
Rj = N ^ FN[Sj;S(N;½)] =
N X
i=1
s(Sj(½) ¡ Si(½)); j = 1;:::;N:
The central property which is exploited here is the following: to obtain critical values
or compute p-values, the “theoretical” null distribution F[xj¹ ½] can be replaced by its
simulation-based “estimate” ^ FN[xj½] ´ ^ FN[x;S(N;½)] in a way that will preserve the
level of the test in ﬁnite samples, irrespective of the number N of replications used.
Thus, in this framework, Dufour (1995) states the ﬁnite sample validity of Monte
Carlo tests when the p-value function is maximized over the entire set of the nuisance
parameters as it is formulated in the reported proposition below [see Dufour (1995,
p.13, Proposition 4.1].
Proposition 5.1 Validity of MMC tests when ties have zero probabil-
ity.
Under the above assumptions and notations, set
S0(¹ ½) = S0 and suppose that
P[Si(¹ ½) = Sj(¹ ½)] = 0; for i 6= j, i;j = 0;1;:::;N:
If ¹ ½ 2 ­0, then for 0 · ®1 · 1;





P[inff ^ FN[S0j½] : ½ 2 ­0g ¸ 1 ¡ ®1] = P[S0 ¸ supf ^ F
¡1
N [1 ¡ ®1j½] : ½ 2 ­0g]
14for 0 < ®1 < 1, and
P[supf^ pN[S0j½] : ½ 2 ­0g · ®] ·
I[®(N + 1)]
N + 1
;for 0 · ® · 1:





is the desired signiﬁcance level, the critical region supf ^ GN[S0j½] : ½ 2 ­0g · ®1
has level ® irrespective of the presence of nuisance parameters in the distribution
of the test statistic S under the null hypothesis H0 : ¹ ½ 2 ­0: The same also holds
if we use the (almost) equivalent critical regions inff ^ FN[S0j½] : ½ 2 ­0g ¸ 1 ¡ ®1
or S0 ¸ supf ^ F
¡1
N [1 ¡ ®1j½] : ½ 2 ­0g: Dufour call such tests maximized Monte
Carlo (MMC) tests. The function ^ GN[S0j½] (or ^ pN[S0j½]) is then maximized with
respect to ½ 2 ­0, keeping the observed statistic S0 and the simulated disturbance
vectors z1;:::;zN and v1;:::;vN ﬁxed. The function ^ GN[S0j½] is a step-type function
which typically has zero derivatives almost everywhere, except on isolated points
(or manifolds) where it is not diﬀerentiable. So it cannot be maximized with usual
derivative-based algorithms. However, the required maximizations can be performed
by using appropriate optimization algorithms that do not require diﬀerentiability,
such as simulated annealing. For further discussion of such algorithms, the reader
may consult Goﬀe, Ferrier, and Rogers(1994).
On the other hand, Dufour (1995) also proposes simpliﬁed (asymptotically jus-
tiﬁed) approximate versions of the Monte Carlo tests where this time the p-value
function is evaluated at a consistent point estimate, which deﬁnes a Bootstrap ver-
sion, or a consistent set estimate of ½, which deﬁnes asymptotic Monte Carlo tests
based on consistent set estimators. The author shows [see Dufour, (1995, p.16, Propo-
sition 5.1 and p.19, Proposition 6.3)] that both tests are asymptotically valid in the
sense that they have the correct level ® asymptotically and the estimated p-values
converge to the true p-values. He also assesses the validity of the MMC tests and the
asymptotic Monte Carlo tests based on consistent set estimators for general distribu-
tions , when ties have non-zero probability [see Dufour, (1995, p.14, Proposition 4.2
and p.17, Proposition 5.2)].
It is this technique of Monte Carlo tests in their maximized and Bootstrap versions
which will be applied in section 6 to compare their level and power with those of the
standard asymptotic tests of section 4.
156. Implementation results
Here we test the null hypothesis of no-persistence in the volatility, which corresponds
to H0 : a = 0 against the alternative H1 : a = 0:9. The nominal level of the tests
has been set to ® = 5%. M represents the number of replications to evaluate the
frequence of rejection of both hypotheses, and N represents the number of simu-
lated statistics used in the Monte Carlo tests. T is the sample size of the serie yt
whose data generating process is assumed to be speciﬁed as in equations (3.4)-(3.5).
Implementation is performed with the GAUSS software.
The Wald statistic as deﬁned at equation (4.38) is evaluated at the unrestricted
method-of-moments estimator ^ µ1T. The Score statistic as deﬁned at equation (4.40) is
evaluated at the restricted estimator ^ µc
T which minimizes the criterion M¤
T(µ) deﬁned
at equation (4.42) submitted to the constraint a = 0 whereas ~ µc
T represents another
restricted estimator of µ obtained by setting a = 0 in the analytical expressions of
the unrestricted method-of-moments estimator ^ µT given at equations (3.14) to (3.16).
The C(®)-type statistic as deﬁned at equation (4.43) is evaluated at this restricted
estimator ~ µc
T of µ. Additionally, the LR-type test statistic corresponds to the diﬀerence
between the optimal values of the objective function. Let LR( ^ ­) ´ »C
T [see equation
(4.41)] where ^ ­ ´ ­(^ µT). The weighting matrix ^ ­ is estimated by a kernel estimator
with a ﬁxed-Bandwith Bartlett Kernel, where the lag truncation parameter K has
been set to K = 5 as deﬁned through equations (3.35) and (3.36).
Let S denote the test statistic which alternatively will take the form of one of the
four test statistics earlier mentionned and let S0 denote the statistic computed from
the observed data (Standard and Poor’s Composite Price Index) or the “pseudo-true”
data obtained by simulation under the hypothesis to be tested. The critical regions
used to perform the tests are of the form:
Rc = fS0 > Â
2
1¡®(1) = 3:84g
for the standard asymptotic tests, and of the form:
Rc = f^ pN[S0j^ ½
c
T] · ®g
with the p-value function
^ pN[S0j½] =
N ^ GN[S0j½] + 1
N + 1
;







for the Bootstrap tests where the p-value function may be evaluated at any con-
sistent restricted estimator of ½ = (c;µ0)0 = (c;a;ry;rw)0: The simulated statistics
Si(½) i = 1;:::;N will always be evaluated under the null hypothesis in the Monte
Carlo tests whatever the hypothesis to be tested. ® has been set to ® = 5%. The
Bootstrap version of the Monte Carlo tests whose p-value function is evaluated at
a consistent point estimate of the nuisance parameters follows the methodology ex-
plicited in section 5.
6.1. Test level
Here we study the empirical frequence of rejection of the null hypothesis H0 : a = 0
and compare it to the nominal level ﬁxed at ® = 5%.
LEVELS in % (under H0)
Asymptotic tests
T=50 T=100 T=200 T=500 T=1000 T=2000
Wald 0.4 1.3 1.8 4.4 2.4 3.2
Score( ^ ­C) 14.3 7.6 5.4 4.2 3.2 3
LR( ^ ­) 25.8 17.9 13.7 7.4 3.9 3.7
C(®) 3.7 2.6 2.9 3 2.9 2.9
LEVELS in % (under H0)
Bootstrap tests
T=50 T=100 T=200 T=500 T=1000 T=2000
Wald 5.1 5.1 4.3 2 0.8 3.1
Score( ^ ­C) 3.1 1.7 2 4.3 4.4 2.9
LR( ^ ­NC) 3.5 3.2 2.6 1.4 0.5 2.9
C(®) 4.7 4.4 4.9 6.3 5.4 4
Note that the Bootstrap test which is a simpliﬁed (asymptotically justiﬁed) version
of the Maximized Monte Carlo test, reduces drastically the size distorsions observed
for its standard asymptotic counterpart, mostly for the score test statistic. The C(®)
test performs quite well and is attractive in this context since it does not require
any computer optimization to get the restricted estimate of µ. However the level of
17the LR( ^ ­) test remains over 5% for a sample size of T = 1000, which suggests a
maximized version of the Monte Carlo test to control the level in this case.
6.2. Test power
Here we study the power of the tests, that is the empirical frequence of rejection of
the null hypothesis H0 : a = 0 when the data have been generated under alternative
hypothesis H1 : a = 0:8. The ﬁrst table below reports the power of the standard
asymptotic tests whose size has been corrected with respect to the corresponding
simulated critical values which yield exact 5%-level tests under the null hypothesis.
Simulated critical values
MM=10000 replications
T=50 T=100 T=200 T=500 T=1000 T=2000
Wald 0.9619 1.4615 2.1764 3.5563 3.0587 3.0344
Score( ^ ­C) 8.8501 5.5501 3.8858 3.3685 3.0459 2.9812
LR( ^ ­) 39.6310 19.0368 11.7330 5.0693 3.4685 3.0480
C(®) 3.1991 3.0226 2.8863 2.9096 2.8879 2.9133
POWER in % (under H1)
Size-corrected Asymptotic tests
T=50 T=100 T=200 T=500 T=1000 T=2000
Wald 12.6 17.1 28.8 50.2 82.4 92.5
Score( ^ ­C) 16.9 21.3 42 78.4 95.8 99.6
LR( ^ ­) 13 8.2 13.4 55.8 87.3 96.6
C(®) 17.2 30.1 50.2 81.5 96 99.5
POWER in % (under H1)
Bootstrap tests (N = 99)
T=50 T=100 T=200 T=500 T=1000 T=2000
Wald 10.9 12.5 19.9 43.2 68.1 83.5
Score( ^ ­C) 12.5 10.8 19.5 49.8 76.2 88.7
LR( ^ ­) 10.6 6.8 12.8 53.7 81.9 91.4
C(®) 15.9 27.1 42.6 73.9 93.5 98.5
We do not prescribe these methods when the sample size is very small (e.g. T =
50), the tests do have ver little power and in this case a maximized Monte Carlo test
18could improve the results. Both test procedures have more power when the sample
size grows which is intuitive since both tests are asymptotically justiﬁed. In the
standard asymptotic procedure, the likelihood ratio type (LR) and C(®) tests are
the most powerful when the sample size is large. Once again, the C(®) test is the
most powerful one in the Bootstrap procedure where it reaches and exceeds a power
of 90% while being the easiest to implement since it does not require in our case any
optimization procedure.
7. Empirical application
In this subsection we test the null hypothesis of no-persistence in the volatility from
real data (Standard and Poor’s Composite Price Index (SP), 1928-87).
7.1. Data
The data have been provided by Tauchen where Eﬃcient Method of Moments have
been used by Gallant, Hsieh and Tauchen to ﬁt a standard stochastic volatility model
and various extensions. The data to which we ﬁt the univariate stochastic volatility
model is a long time series comprised of 16,127 daily observations, f~ ytg
16;127
t=1 , on
adjusted movements of the Standard and poor’s Composite Price Index, 1928-87.
The raw series is the Standard and Poor’s Composite Price Index (SP),daily, 1928-
87. We use a long time series, because, among other things, we want to investigate
the long-term properties of stock market volatility through a persistence test. The
raw series is converted to a price movements series, 100[log(SPt) ¡ log(SPt¡1)], and
then adjusted for systematic calendar eﬀects, that is, systematic shifts in location and
scale due to diﬀerent trading patterns across days of the week, holidays, and year-end
tax trading. This yields a variable we shall denote yt.
7.2. Results
The unrestricted estimated value of ½ from the data is:
^ ½T = (0:129;0:926;0:829;0:427)
0
where the method-of-moments estimated value of a corresponds to ^ aT = 0:926. We
may conjecture that there is some persistence in the data during the period 1928-87
what is statistically checked by performing the tests below. The restricted estimated










Note the large discrepancy between the unrestricted and restricted estimated values
of rw.
data
Asymptotic tests Bootstrap tests
S0 N=19 N=99 N=999
Wald 206.03 0.05 0.01 0.001
Score( ^ ­C) 1039.04 0.05 0.01 0.001
LR( ^ ­) 63.20 0.05 0.01 0.001
C(®) 854.55 0.05 0.01 0.001
All standard asymptotic tests reject indeed the null hypothesis of no-persistence in
the volatility since S0 > Â2
1¡®(1) = 3:84 as well as all the Bootstrap tests whose
p-value is equal or less than 5%, whatever length of the simulated statistics is used
to implement them.
8. Concluding remarks
The C(®) test outperforms the other types of tests while being the easiest to imple-
ment since it does not require in our framework any optimization procedure. It has
good statistical properties: a good level and a high power for suﬃciently large sample
sizes. On the other hand, the Monte Carlo tests in general appear as a good alter-
native to the standard asymptotic tests, speciﬁcally when the standard asymptotic
approach fails - unit root speciﬁcation or small-sample tests where the distribution
of the test statistic in unknown. We may consider as further reasearch an extension
of our approach to asymetric distributions such as the asymetric student distribution
and a willingness to test the hypothesis of leverage eﬀect in the stochastic volatility
model.
20A. Appendix
Proof of Proposition 3.1
First, we recall that if U » N(0;1) then E(U2p+1) = 0, 8 p 2 N and E(U2p) =
(2p)!=[2pp!] 8 p 2 N [see Gouriéroux, Monfort, p.518, vol.2]. Under Assumptions



























































































































1 ) : (A.51)
Proof of Proposition 3.2






















Inserting Q ´ (r2
w=(1 ¡ a2
























which, after a few manipulations, yields



















¶ ¡ 1 : (A.57)
From the expressions of Q ´ r2
w=(1 ¡ a2
















Proof of Lemma 3.3
To prove the result, we shall show ﬁrst that the process fy2
t ¡ ¹Y 2 ;t 2 Ng is a
L1-mixingale w.r.t. the subﬁelds Ft = ¾(st;st¡1;:::) where st = (yt;wt)0. In a second
step, we shall show that the sequence fy2
t ¡ ¹Y 2 ;t 2 Ng is uniformly integrable.
Finally we shall apply the Law of Large numbers (L.L.N.) for L1-mixingales to the
sequence fy2
t ¡ ¹Y 2 ;t 2 Ng to get the desired result.
For the L1-mixingale property, we note ﬁrst that:
y
2










t + 2c1yt¡1 exp(wt=2)ryzt (A.59)



























t + 2c1yt¡1 exp(wt=2)ryzt] : (A.60)
Besides, by Assumptions 2.2 and 2.3 we have:
























































































































































23Therefore, taking the unconditional expectation of the absolute value, we deduce
EjE(y
2





























































































































































































t ¡ ¹Y 2jFt¡m)j · ´t»m





























1 )j ;8 m;
(A.64)




t=1 ´t = 1 < 1: Thus, the process fy2
t ¡
¹Y 2 ;t 2 Ng is a L1-mixingale w.r.t. the subﬁelds Ft ;t 2 N:
We shall show now that the sequence fy2
t ¡ ¹Y 2 ;t 2 Ng is uniformly integrable.
By the ~ cr¡inequality [see Loève (1963, p.155)], we get:
Ejy
2




2 + Ej¹Y 2j
2)
24= 2¹Y 4 + 2¹
2
Y 2 ; (A.65)
where
¹Y 4 ´ Ey
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1¹Y 2¹2(µ)) < 1 : (A.67)
Hence, Ejy2
t ¡ ¹Y 2j2 above is ﬁnite and is equal to Ejy2
t ¡ ¹Y 2j1+µ < 1 ; with
µ = 1 from which it follows that limM!1 E(jy2
t ¡ ¹Y 2j1jy2
t¡¹Y 2j¸M) = 0 [see James
Davidson (1994, p.190, Theorem 12.10)]. This holds for all t 2 N: We can then say
that the process fy2
t ¡ ¹Y 2 ;t 2 Ng is uniformly integrable.
Finally, we apply the L.L.N. for L1-mixingales [see Hamilton (1994, p.191, propo-
sition 7.6)] to the process fy2

















P ! ¹Y 2 : (A.68)
The process fut(c1)yt¡1 ;t 2 Ng is clearly a martingale diﬀerence sequence (m.d.s.)
w.r.t. the subﬁelds F0
t. Hence, by the Central Limit Theorem (C.L.T.) for m.d.s. [see
Hamilton (1994, p.193, Proposition 7.8)], we get:
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T(^ cT ¡ c1)
D ! N(0;1 ¡ c
2
1) : (A.70)
Proof of Lemma 3.4
a) To show (3.21), we examine the uniform integrability of the process. We have:
Ejutyt¡1j
















For a standard gaussian variable, it is known that :
Ejztj
2n = (2n ¡ 1)!! (A.72)








[see Gradshteyn and Ryzhik (1980, p.337, formula 3.461.3)]. Since
yt¡1 = c1yt¡2 + exp(wt¡1=2)ryzt¡1 ;
we have:
jyt¡1j
r = jc1yt¡2 + exp(wt¡1=2)ryzt¡1j
r : (A.74)
Using the ~ cr¡inequality [see Loeve (1963, p.155)], we can say that:
Ejyt¡1j






















~ cr = 1 for 0 < r · 1 ;
~ cr = 2r¡1 for r > 1 :











1 ¡ a2) ´ Kr < 1 (A.76)
with 1 ¡ ~ crjc1jr 6= 0, and where Ejztjr is given by equations (A.72) and (A.73). In
















Thus, we can say that:
Ejyt¡1j
r · Kr < 1 ;











)Kr ´ Br < 1 (A.77)
and this holds for any r ﬁnite. Ejutyt¡1jr = Ejutyt¡1j1+µ with µ = (r ¡ 1) > 0 i.e.




[see Davidson, (1994, p.190 Theorem 12.10)]. And this holds for all t 2 Nnf0g. Thus,
the collection fut(c1)yt¡1; t 2 Nnf0gg is uniformly integrable.
Second, the process fut(c1)yt¡1; t 2 Nnf0gg which is a m.d.s. w.r.t. Ft can
be described as a L1-mixingale w.r.t. Ft with »0 = 1, »m = 0 ;m ¸ 1 and set
´t = Ejut(c1)yt¡1j which corresponds to equation (A.77) with r = 1 from which it













B1 = B1 < 1 :
Finally, by the L.L.N. for L1-mixingale [see Hamilton (1994, p.191, Proposition 7.6)]






P ! E(ut(c1)yt¡1) = 0 : (A.78)
b) To prove (3.22), we proceed in a similar way. Clearly, the process































= 0 ; (A.79)
from which it follows that E[ut(c1)3yt¡1] = 0 ;8t 2 Nnf0g.



















)Kr ´ Br < 1 (A.80)
according to equations (A.76), (A.72) and (A.73). Further, Ejut(c1)3yt¡1jr =









[see James Davidson, (1994), p.190, Theorem 12.10]. And this holds for all t 2 Nnf0g.
Thus the collection fut(c1)3yt¡1 ;t 2 Nnf0gg is uniformly integrable.
Second, the process fut(c1)3yt¡1 ;t 2 Nnf0gg which is a m.d.s. w.r.t. Ft can be
described as a L1-mixingale w.r.t. Ft with »0 = 1, and »m = 0 for m ¸ 1. Setting













B1 = B1 < 1 :








3yt¡1) = 0 : (A.81)
c) To prove (3.23), we need to check that the conditions required by the L.L.N.
for L1-mixingales are met for this process. Note that E(u2
t(c1)ut¡1(c1)yt¡2) =
E(yt¡2)E(u2
tut¡1) = 0 since E(yt¡2) = 0. The proof is structured as follows. In
a ﬁrst step we show that the process u2
t(c1)ut¡1(c1)yt¡2 is a L1-mixingale. To do so,




with limm!1 »m = 0. Let us ﬁrst compute E[u2







1 yt¡m + c
m¡3
1 ut¡m+1 + c
m¡4





















since E(zt¡1jFt¡m) = E(zt¡1) = 0:
Similarly, we also have that E[u2
t(c1)ut¡1(c1)yt¡2jFt¡2] = 0. Therefore,
EjE[u
2
t(c1)ut¡1(c1)yt¡2jFt¡m]j = 0 ; m ¸ 2




























































































recalling that Ejyt¡2j · K1 and Ejzt¡1j =
q
2





tut¡1yt¡2j · B :
Then, the process fu2
tut¡1yt¡2g is a L1-mixingale with ´t = Eju2
tut¡1yt¡2j; 8t, »m = 1




t=1 ´t · B < 1:
On the other hand, we show that the process fu2
tut¡1yt¡2g is uniformly integrable.
To do this, we shall compute Eju2

















































































tut¡1yt¡2j¸M) = 0 ;
30[see Davidson (1994, p.190, Theorem 12.10)]. And this holds for any t 2 Nnf0;1g:
Then, the collection fu2
tut¡1yt¡2 ;t 2 Nnf0;1gg is uniformly integrable.










tut¡1yt¡2 = 0 :
d) Finally, to prove (3.24), we need to show that the process futu2
t¡1yt¡1g is on
one hand a L1-mixingale w.r.t. the subﬁeld Ft and on the other hand uniformly
integrable for the L.L.N for L1-mixingales to hold. Let us show ﬁrst that the process
futu2












= 0 ; (A.86)
since zt
iid » N(0;1). Hence, we deduce that E(ut(c1)u2
t¡1(c1)yt¡1) = 0. Therefore,
the process futu2
t¡1yt¡1g which is a m.d.s. w.r.t. Ft can be described as a speciﬁc
L1-mixingale w.r.t. Ft with »0 = 1 and »m = 0 for m ¸ 1.
On the second hand we show that this process is uniformly integrable. Using once











































































































´ Br < 1 (A.87)
where it has been shown earlier that Ejyt¡2jr · Kr by equation (A.76), that °r ´




2rr! since zt » N(0;1), and °r
and °3r are given by equations (A.72), (A.73). Noting that Ejut(c1)u2
t¡1(c1)yt¡1jr =
Ejut(c1)u2











And this holds for all t 2 Nnf0g. Hence, the collection fut(c1)u2
t¡1(c1)yt¡1 ;8 t 2
Nnf0gg is uniformly integrable. Besides, taking ´t = Ejut(c1)u2
t¡1(c1)yt¡1j which













B1 = B1 < 1 :










t¡1(c1)yt¡1) = 0 : (A.88)
Proof of Proposition 3.5
The asymptotic equivalence of the function:
p

























T(¹ gT(µ) ¡ ¹(µ)) will be shown component by component.






t(c) ´ (yt ¡ cyt¡1)2 and ^ u2
t ´ u2
t(^ cT): Noting that:
u
2
t(^ cT) ¡ u
2






t¡1 ¡ 2(^ cT ¡ c1)ytyt¡1
= ¡2(^ cT ¡ c1)yt¡1ut(c1) + y
2
t¡1(^ cT ¡ c1)
2 ;
(A.90)


































By Lemmas 3.3,3.4 the last two terms of the right-hand side of equation (A.91)





















t ¡ ¹4(µ)) Noting that:
u
4








t(c1)(^ cT ¡ c1)
2 ¡ 4y
3






























T(^ cT ¡ c1) + 6
p





























We shall show here that RT is an op(1)-variable. To do so, let us ﬁrst focus on






























t(c1)) = ¹Y 2¹2(µ) < 1 :
(A.95)
Hence by Markov inequality we have:
P[XT ¸ ²] ·
E(XT)
²
< 1 8² > 0:

































3jryjEjztjE exp(wt=2) < 1 ; (A.97)
by equations (A.73), (A.76) and by E exp(wt=2) = exp[r2
w=(8(1 ¡ a2
1))] < 1 :
Once again by Markov inequality, we have:
P[jXTj ¸ ²] ·
EjXTj
²
< 1 8² > 0:













t¡1 = ¹Y 4 < 1, we can say by Markov
34inequality that:
P[XT ¸ ²] ·
E(XT)
²
< 1 8² > 0:































































































































































If we can show that the expectation of the absolute value of each one of these
components is ﬁnite, then by Markov inequality we will be able to state that
these quantities are bounded in probability and then conclude that RT is an
op(1)-variable by Lemmas 3.3 and 3.4. In this aim, let us compute the expec-










t¡1(c1) ¸ 0 (A.102)











1¹Y 2¹2(µ) + ¹4(µ) < 1





















































where the equality comes from replacing the perturbations by their expression.
Then, exploiting the log-normality of the perturbations exp(wt), the indepen-



































where the summation symbol disappears (the quantities inside do not depend
on t any more by Assumption 2.3) and where ¹Y 2 = Ey2
t¡2, K1 = Ejyt¡2j < 1




















































where the summation symbol disappears (the quantities inside do not depend
on t any more by Assumption 2.3) and we know that
















since Ejzt¡1j2n+1 < 1 by equation (A.73) and Ejyt¡2jr = kr < 1 by equation
(A.76), we can deduce that EjXTj < 1.








































































1¹Y 4 + ¹Y 2¹2(µ) < 1 : (A.107)
Therefore all the quantities appearing in equation (A.101) have a ﬁnite expec-
tation of the absolute value, hence by Markov inequality we can say that they
are bounded in probability to ﬁnally conclude by Lemmas 3.3 and 3.4 that RT
is an op(1)-variable.



































































and from equation (3.8) we know that ut(c1) = vt(µ) 8 t then we have the asymptotic
equivalence
p




T(¹ gT(µ) ¡ ¹(µ)) ;
with ¹ gT(µ) deﬁned as in equation (3.18)
Proof of Lemma 3.6
Here we derive the covariances of the components of Xt = (X1t;X2t;X3t)0 that is








































































1) ¡ 1] : (A.110)
39Finally,


















































1 ] ¡ 1g (A.111)
for all ¿ ¸ 2.
Proof of Proposition 3.7
In order to establish the asymptotic normality of
p
T(¹ gT(µ)¡¹(µ)) we shall use a
Central Limit Theorem (C.L.T) for dependent processes [see Davidson (1994, p.385,
Theorem 24.5)]. For that purpose, we shall ﬁrst verify the conditions under which




















gt(µ) ¡ ¹(µ) ; (A.113)
and the subﬁelds Ft = ¾(st;st¡1;:::) where st = (yt;wt)0, we need to verify three
conditions, i.e.:
a) fXt;Ftg is stationary and ergodic





¡1=2EjSTj < 1 (A.114)
in order to get that T ¡1=2ST =
p
T(¹ gT(µ)¡¹(µ))
D ! N(0;­¤) [see Davidson (1994,
p.385, Theorem 24.5)].
a) By Propositions 5 and 17 from Carrasco,Chen (1999) we can say that
i) if fwtg is geometrically ergodic, then f(wt;lnjvtj)g is Markov geometrically
ergodic with the same decay rate as that of fwtg;
40ii) if fwtg is stationary ¯-mixing with a certain decay rate, then flnjvtjg is ¯-
mixing with a decay rate at least as fast as that of fwtg.
If the initial value v0 follows the stationary distribution, then flnjvtjg is strictly sta-
tionary ¯-mixing with an exponential decay rate. Since this property is preserved
by any continuous transformation, fvtg and hence fvk
t g and fvk
t vk
t¡1g are strictly sta-
tionary and exponential ¯-mixing. We can then deduce that Xt is strictly stationary
and exponential ¯-mixing.
b) Moreover, a mixing zero-mean process is an adapted L1-mixingale with re-
spect to the subﬁelds Ft provided it is bounded in the L1-norm [see Davidson




t ¡ ¹2(µ)j · E(jv
2
tj + j¹2(µ)j)
= 2¹2(µ) < 1 ;
Ejv
4






t¡1 ¡ ¹2;2(1jµ)j · 2¹2;2(1jµ) < 1:
We now need to show that the L1-mixingale fXt;Ftg is of size ¡1. Since Xt is
¯¡mixing, it has mixing coeﬃcients of the type ¯n = c½n ;c > 0; ;0 < ½ < 1. In
order to show that fXtg is of size ¡1, we need to show that its mixing coeﬃcients






= exp(Álogn + nlog½) :




exp(Álogn + nlog½) = 0 :
And this holds in particular with Á > 1.
c) Now, the last condition to verify before applying the Central Limit Theorem
































so that to show equation (A.114) is equivalent to show that limsupT!1 T ¡1E(S2
T) <
1.



























i) The ﬁrst component of ST.
Set ST1 =
PT
t=1 X1;t where X1;t ´ v2



































where ° ´ r2
w=(1¡a2
1). We must prove that
PT
¿=1(1¡ ¿
T)°1(¿) converge as T ! 1. By
lemma 3.1.5 in Fuller (1976, p.112), it is suﬃciant to show that
P1
¿=1 °1(¿) converge.
































































































j < 1 :
The proof is very similar for the second component of ST. We will skip to the
third component of ST.
ii) The third component of ST.
Likewise, we just have to show that
P1









































































1 ]exp[°(1 + a1)
2a
¿¡1
















· °3(1) + ¹
2
2;2(1jµ)°(1 + a1)







= °3(1) + ¹
2
2;2(1jµ)°(1 + a1)







= °3(1) + ¹
2
2;2(1jµ)°(1 + a1)






Since limsupT!1 T ¡1=2Ej
PT
t=1 Xtj < 1 we can therefore apply Theorem 24.5,
p.385 [see Davidson (1994)] to the process fXt;Ftg deﬁned in equation (A.112) with




































Proof of Proposition 3.8






(¹(µ) ¡ ¹ gT(^ U))
0 ^ ­(¹(µ) ¡ ¹ gT(^ U)) (A.124)
where we recall that





















or else ¹ gT(^ U) = 1
T
PT
t=1 gt(^ U) and ^ ut = ut(^ cT), and ¹(µ)0 = (¹2(µ);¹4(µ);¹2;2(1jµ)).
The ﬁrst order conditions (F.O.C) associated with this problem are:
@¹0
@µ
(^ µT) ^ ­(¹(^ µT) ¡ ¹ gT(^ U)) = 0 :
An expansion of the F.O.C above around the true value µ yields
@¹0
@µ




@µ0(µ)(^ µT ¡ µ) ¡ ¹ gT(^ U)
¶
' 0
after rearranging the equation we have
p











T(¹ gT(^ U) ¡ ¹(µ)) :
Using then, propositions 3.5 and 3.7 we get the asymptotic normality of ^ µT(­) with
asymptotic covariance matrix W(­) as speciﬁed in proposition 3.9.
Proof of Proposition 4.1
The proofs derived here follow the lines of Gourieroux,Monfort,Renault (1993). The






with µ1 = a and µ0
2 = (ry;rw) : The null hypothesis is deﬁned by H0 : fµ1 = 0g which
corresponds to test the absence of long memory in the model, i.e. a = 0.
































T(¹ gT(^ U) ¡ ¹(µ))
45p











































































and we show that
@¹0
@µ1[Id ¡ M2]0­¤¡1[Id ¡ M2]
@¹
@µ0
1 = (A11 ¡ A12A
¡1
22 A21) yielding
W1 ´ V aras(
p




























































































































































= A11 ¡ A12A
¡1
22 A21 :
Thus, the Wald statistic
»
W





is asymptotically equivalent to:
»
W






















































¤¡1(¹ gT(^ U) ¡ ¹(µ)) :
The score statistic is based on the gradient of the objective function with respect
to µ1 evaluated at the constrained estimator ^ µ
0c













































































































T(¹ gT(^ U) ¡ ¹(µ))
where M2 has been deﬁned at equation (A.126). Finally, from equation (A.127) we
have
DT ' ¡(A11 ¡ A12A
¡1
22 A21)^ µ1T : (A.129)
There is asymptotically a one-to-one linear relationship between DT and the unre-
stricted estimator ^ µ1T and this shows that the score test is asymptotically equivalent
to the Wald test and
V aras(DT) = A11 ¡ A12A
¡1
22 A21 : (A.130)
On the other hand, the diﬀerence between the two optimal values of the objective
function (the constrained minus the unconstrained one) is such that
»
C
T ' T(¹ gT(^ U) ¡ ¹(µ))
0[Id ¡ M2]
0­
¤¡1[Id ¡ M2](¹ gT(^ U) ¡ ¹(µ))
¡(¹ gT(^ U) ¡ ¹(µ))
0[Id ¡ M]
0­


















@µ ­¤¡1 : Thus,
»
C
T ' T(¹ gT(^ U) ¡ ¹(µ))
0­
¤¡1[Id ¡ M2](¹ gT(^ U) ¡ ¹(µ))
¡(¹ gT(^ U) ¡ ¹(µ))
0­
¤¡1[Id ¡ M](¹ gT(^ U) ¡ ¹(µ))
' T(¹ gT(^ U) ¡ ¹(µ))
0­
¤¡1[M ¡ M2](¹ gT(^ U) ¡ ¹(µ)) :
A classical argument of block inverse gives
­
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