We consider flux-based multiple-porosity/multiple-permeability poroelasticity systems describing mulitplenetwork flow and deformation in a poro-elastic medium, also referred to as MPET models. The focus of the paper is on the convergence analysis of the fixed-stress split iteration, a commonly used coupling technique for the flow and mechanics equations defining poromechanical systems. We formulate the fixed-stress split method in this context and prove its linear convergence. The contraction rate of this fixed-point iteration does not depend on any of the physical parameters appearing in the model. This is confirmed by numerical results which further demonstrate the advantage of the fixed-stress split scheme over a fully implicit method relying on norm-equivalent preconditioning.
Introduction
Double-porosity poroelasticity models have been used to describe the motion of liquids in fissured rocks as early as in [4] . As a generalization of Biot's theory of consolidation, [6, 7] , they have been further extended in the framework of multiple-network poroelastic theory (MPET) where the deformable elastic matrix is permeated by more than two fluid networks with differing porosities and permeabilities. The latter find important applications in biophysics and medicine, see [27, 12, 15, 28] .
In a bounded Lipschitz domain Ω ⊂ R d , d = 2, 3, the mathematical model is described by the MPET system:
where (1a) and (1b) are for i = 1, . . . , n. Here σ = 2µǫ(u) + λdiv(u)I and ǫ(u) = 1 2 (∇u + (∇u)
denote the effective stress and the strain tensor respectively and the Lamé parameters λ and µ are expressed in terms of the modulus of elasticity E and the Poisson ratio ν ∈ [0, 1/2) by
Properties of the flux-based MPET problem
Firstly, we present the operator form of the MPET equations (1) . After imposing boundary and initial conditions to this system to obtain a well-posed problem, we use the backward Euler method for its time discretization. Subsequently, a static problem in each time step has to be solved which with rescaling and proper variable substitutions has the form:
. . , p n T = f T , 0 T , . . . , 0 T , g 1 , . . . , g n T . 
are made.
Preliminaries and notation
Denote v T := (v . . , p n ), q T := (q 1 , . . . , q n ) where v, z ∈ V = V 1 × · · · × V n , p, q ∈ P = P 1 × · · · × P n and U = {u ∈ H 1 (Ω)
, and P i = L 2 0 (Ω) if Γ u,D = Γ = ∂Ω. The weak formulation of system (3) reads as: Find (u; v; p) ∈ U × V × P , such that for any (w; z; q) ∈ U × V × P there hold (ǫ(u), ǫ(w)) + λ(div u, div w)
or, equivalentely, A((u; v; p), (w; z; q)) = F (w; z; q) for (w; z; q) ∈ U ×V ×P , where
Here we have denoted (Div v) T := (div v 1 , . . . , div v n ) and
Furthermore, define R −1 := max{R
n }, λ 0 := max{1, λ} and the n × n matrices
that are used later in the convergence analysis of the fixed-stress coupling iteration. It is easy to show that Λ i are symmetric positive semidefinite (SPSD) for i = 1, 2, 4 while Λ 3 is symmetric positive definite (SPD). Moreover, we denote
which obviously is an SPD matrix and therefore, can be used to define the parameter-matrixdependent norms · U , · V , · P induced by the inner products:
(p, q) P = (Λp, q).
As shown in [18] , these norms are crucial to show the parameter-robust stability of the MPET system.
Stability properties
The following inf-sup conditions for the spaces U , V , P are assumed to be fulfilled in the analysis presented in this paper:
for some constants β d > 0 and β s > 0, see [11, 8] . Then from [18] , we know that the MPET problem (6) is uniformly well-posed, namely the three assertions in Theorem 1 hold:
(i) There exists a positive constant C b independent of the parameters λ, R
. . , n} and the network scale n such that the inequality
holds true for any (u; v; p) ∈ U × V × P , (w; z; q) ∈ U × V × P .
(ii) There is a constant ω > 0 independent of the parameters λ, R
. . , n} and the number of networks n such that
where X := U × V × P .
(iii) The MPET system (6) has a unique solution (u; v; p) ∈ U ×V ×P and the following stability estimate holds:
where C 1 is a positive constant independent of the parameters λ, R
. . , n} and the network scale n, and f U * = sup
A norm equivalent preconditioner
Consider the block-diagonal operator 
Here, γ ij ,γ ij , i, j = 1, . . . , n are the entries of Λ and Λ −1 , respectively. As substantiated in [18] , the stability results for the operator A imply that the operator B is a uniform norm-equivalent (canonical) block-diagonal preconditioner that is robust with respect to all model and discretization parameters.
Note that the existence of this canonical uniform block-diagonal preconditioner can be transferred to the discrete level as long as discrete inf-sup conditions analogous to (8) and (9) are satisfied, cf. [18] .
3 Fixed-stress method for MPET model
In the proposed fixed-stress split iterative coupling scheme for the MPET system, and as for Biot's equations, we first solve the flow and then the mechanics problem where, in order to avoid instabilities, a stabilization term is added to the flow equation. Note that generalizing the fixedstress iteration from the Biot to the (flux-based) MPET model is not straightforward due to the involvement of n pressures p i and n fluxes v i . Our formulation suggests a stabilization that employs the sum of the pressures which later shows itself to be vital in the convergence analysis of the scheme.
In order to elucidate our approach, we present the fixed-stress splitting scheme for the continuous problem first. Let u k , v k i and p k i denote the k-th fixed-stress iterates for u, v i and p i respectively, i = 1, . . . , n. The single rate fixed-stress coupling iteration is given by the following algorithm:
Algorithm 1 : Fixed-stress coupling iteration for the MPET system
Step a: Given u m , we solve for v m+1 i
and p
Step b: Given v m+1 i
and p m+1 i
, we solve for u
Our main result is formulated in terms of the following quantities:
denoting the errors of the k-th iterates
. . , n generated by Algrorithm 1. The error block-vectors e k v and e k p are defined by (e
, . . . , e k pn ). Since u, v i , p i , i = 1, . . . , n are the exact solutions of (6), the error equations
hold, the latter of which playing a key role in the presented convergence analysis.
Note that in the following we do not make any further restrictive assumptions on the parameters in (6) but consider the general situation in which only (5) needs to be satisfied. Useful for deriving and defining the tuning parameter L is the constant c K in the estimate
which is used for w = e We perform the convergence analysis in two steps. The first one is the proof of the following lemma. 
Proof.
Using the identity
equation (19) can be rewritten as
Now, taking
and, substituting (21) in (20), conclude that
The latter inequality can be expressed equivalently in the form
To estimate the last term in (22) 
Next, from (17) we have that ǫ(e
Hence
Therefore, using (25) in (22), we obtain
which completes the proof.
Using (18), we can prove that 
, the convergence factor in (26) can be estimated by
Proof. By the Stokes inf-sup condition, we have that for any
where β s is the Stokes inf-sup constant in (9) . Hence,
Taking w = w p in (16c) and using (29) yields
Now, applying Cauchy's inequality, we obtain
which implies
Given Lemma 2 and (32), we therefore obtain
or, equivalently,
which proves (26)- (27) . Finally, (28) follows from (27) by choosing L = 1 λ + c and e m p for the fixed-stress iterative method utilizing the uniform stability results from [18] . Before we present Theorem 5, we introduce the matrices:
Analogous to the assertion of Lemma 1 in [18] , the properties of Λ e are as follows in Lemma 4:
Also,
Subsequently, we can use Λ e to define the following parameter-dependent norms:
(p, q) Pe = (Λ e p, q).
As stated in the following theorem, the fixed-stress coupling iteration for the MPET system converges uniformly. 
where the constants C u and C vp are independent of the model parameters and the time step size τ . Furthermore, the convergence rate rate(λ) satisfies (27) .
Proof. In the same manner as we derived (25) we find
which shows (37). Moreover, rewriting the error equations (16a)-(16c) and using the definition of Λ L we deduce the variational problem
Denote
, then by the triangle inequality, (24) and the contraction estimate (26) , it follows that
Next, by taking f = 0, g = (g e , g e , · · · , g e ) T and replacing Λ 1 + Λ 2 by Λ 1 + Λ 2 + Λ L in (6) and using the uniform stability estimate (11) with Λ replaced by Λ e , we obtain
Further, by Lemma 4 and (40), we have
(g e , g e )
Combining (41) and (42) then implies (37) and (38).
Discrete MPET problem
In this section, mass conservative discretizations of the MPET model are discussed, see also [18, 17] . The analysis here can be similarly used for other stable discretizations of the MPET model.
Notation
We consider a shape-regular triangulation T h of Ω into triangles/tetrahedrons. Here, the subscript h indicates the mesh-size. The set of all interior edges/faces and the set of all boundary edges/faces of T h are denoted by E I h and E B h respectively and their union by E h . We define the broken Sobolev spaces
We next introduce the notion of jumps [·] and averages {·}. Let T 1 and T 2 be two elements from the triangulation sharing an edge or face e and n 1 and n 2 be the corresponding unit normal vectors to e pointing to the exterior of T 1 and T 2 . Then for
and any e ∈ E I h we define
while for e ∈ E B h , [q] = q| e , [v] = v| e , {v} = v| e · n, {τ } = τ | e n.
Mixed finite element spaces and discrete formulation
In order to discretize the flow equations, we use a mixed finite element method to approximate the fluxes and pressures whereas for the mechanics problem we apply a discontinuous Galerkin method to approximate the displacement. The considered finite element spaces are denoted by:
where
For each of these choices, we would like to point out that div U (T ) = div V i (T ) = Q i (T ) is satisfied. As commented also in [17, 18] , for all e ∈ E h and for all
where u n and u t denote the normal and tangential component of u respectively. Using the notation
the discretization of the variational problem (6) can be expressed as: Find (u h ; v h ; p h , ) ∈ X h , such that for any (w h ; z h ; q h ) ∈ X h and i = 1, . . . , n
, and η is a stabilization parameter independent of the parameters λ, R
, where i, j ∈ {1, . . . , n}, the network scale n and the mesh size h.
The discrete variational problem (44) corresponds to the weak formulation (6) with homogeneous boundary conditions. The DG discretizations for general rescaled boundary conditions can be found in [18, 17] .
Stability properties
Let u be a function from U h and consider the mesh dependent norms
and u
The well-posedness and approximation properties of the DG formulation are detailed in [19, 16] . Here we briefly present some important results:
• · DG , · h , and · 1,h are equivalent on U h ; that is
• a h (·, ·) from (45) is continuous and it holds true that
• The inf-sup conditions
are valid for our choice of U h , V h and P h , see [24] , and the positive constants β sd and β dd are independent of λ, R
. . , n}, the network scale n and the mesh size h.
where α a > 0 is a constant independent of the model and discretization parameters λ, R
n}, n and h.
Using the definition of the matrices Λ 1 and Λ 2 , we define the bilinear form
Similar to Theorem 1, the following uniform stability results can be found in [18] .
Theorem 6.
(i) For any (u h ; v h ; p h ) ∈ X h , (w h ; z h ; q h ) ∈ X h there exists a positive constant C bd independent of the parameters λ, R
. . , n}, the network scale n and the mesh size h such that the inequality
holds true.
(ii) There exists a constant β 0 > 0 independent of the model and discretization parameters λ, R
. . , n}, n and h, such that
Then the estimate
holds with a constant C 2 independent of λ, R
Fixed-stress method for the discrete MPET model
In the manner of Algorithm 1, we formulate the fixed-stress method for the mixed continuousdiscontinuous Galerkin finite element method (44):
Algorithm 2 : Fixed-stress method for the discrete MPET problem
Step
Step b:
The main convergence result for Algorithm 2 is formulated in terms of the following quantities corresponding to the discrete case:
denoting the errors of the k-th iterates u
. . , n generated by Algrorithm 2. In the discrete case, the useful constant for defining the tuning parameter L is the constant c
Note that c K d is strictly positive and independent of the mesh size h.
Using the approach applied to proving Lemma 2, for the continuous MPET model we obtain the corresponding lemma for the discrete case as follows:
The errors e 
By Lemma 7, again following the proof of Theorem 3 for the continuous MPET model, we obtain the corresponding statements, Theorem 8, for the discrete case: Theorem 8. Let c K d and β sd denote the constants in (58) and (49) respectively. The single rate fixed-stress iterative method for the discrete static MPET problem (44) defined in Algorithm 2 is a contraction that converges linearly for any L ≥ 1/(λ + c
) independent of the model parameters, the time step size τ and the mesh size h. The errors e m p h in this case satisfy the inequality
, the convergence factor in (60) can be estimated by
Note that Theorem 8 only gives the convergence rate of e e
where the constants C ud and C vpd are independent of the model parameters, the time step size and the mesh size.
Numerical results
In our numerical test setup, we assume that:
• Ω = [0, 1] is partitioned into 2N 2 right-angled triangles with catheti of length h = 1 N ;
• Problem (6) is discretized by a strongly conservative discontinuous Galerkin method based on a mixed finite element space formed by the triplet of BDM 1 /RT 0 /P dc 0 elements;
• the constant for the fixed-stress splitting is L = 1 1 + λ ;
• the iterative process is terminated when residual reduction by a factor 10 8 in the combined norm induced by the inner products (7) (the norm induced by the inverse of the preconditioner) is reached.
Numerical experiments have been performed in FEniCS, [3, 22] , and their aim was:
(i) to validate the theoretical estimates for the convergence of the fixed-stress splitting;
(ii) to compare the performance of the latter with the preconditioned MinRes algorithm using the norm-equivalent preconditioner proposed in [18] .
The two-network model
The Biot-Barenblatt model involves two pressures and two fluxes. In our notation, it has the following formulation:
Specifically, the subject of numerical study in this subsection is the cantilever bracket benchmark problem, see [14] , for which f = 0, g 1 = g 2 = 0. The boundary Γ of the domain Ω = [0, 1] 2 is split into bottom, right, top and left boundaries denoted by Γ 1 , Γ 2 , Γ 3 and Γ 4 respectively and
on Γ. Table 1 gives the base values of the model parameters as taken from [21] . We have varied the parameter K 2 over a wider range than K 1 since, at least, for the MinRes iteration it happened to be the more interesting case. The results in Tables 2-4 show very clearly the robust behaviour of the fixed-stress iteration with respect to mesh refinements and variation of the hydraulic conductivities K 1 and K 2 , and also λ. Furthermore, they demonstrate its advantage over the MinRes method in terms of rate of convergence.
The four-network model
This subsection is devoted to the four-network MPET model. As with the previous example, the boundary Γ of Ω is split into bottom (Γ 1 ), right (Γ 2 ), top (Γ 3 ), and left (Γ 4 ) boundaries. The considered boundary conditions are chosen as:
on Γ, p 4 = 40 on Γ, whereas the right hand sides are f = 0, g 1 = g 2 = g 3 = g 4 = 0. Table 5 shows the base values of the parameters which have been taken from [28] . The presented numerical results in Table 6 demonstrate again the superiority of the fixed-stress splitting method over the preconditioned MinRes algorithm and its robustness with respect to large variations of the coefficients λ, K 3 and K = K 1 = K 2 = K 4 .
Concluding remarks
To the best of our knowledge, this paper is the first example of a proposed and analyzed fixedstress splitting scheme for a three-field formulation of the MPET model. Fundamental to the linear convergence of the evolved algorithm is the incorporation of stabilization that employs the sum of all pressures. By applying the stability results proven in [18] , we have demonstrated that 
