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Abstract. The human visual system employs a selective attention mech-
anism to understand the visual world in an efficient manner. In this
paper, we show how computational models of this mechanism can be ex-
ploited for the computer vision application of scene recognition. First, we
consider saliency weighting and saliency pruning, and provide a compari-
son of the performance of different attention models in these approaches
in terms of classification accuracy. Pruning can achieve a high degree
of computational savings without significantly sacrificing classification
accuracy. In saliency weighting, however, we found that classification
performance does not improve. In addition, we present a new method to
incorporate salient and non-salient regions for improved classification ac-
curacy. We treat the salient and non-salient regions separately and com-
bine them using Multiple Kernel Learning. We evaluate our approach
using the UIUC sports dataset and find that with a small training size,
our method improves upon the classification accuracy of the baseline bag
of features approach.
1 Introduction
When presented with the visual world, the human visual system (HVS) is bom-
barded with more information than can be processed with its limited resources,
and perhaps more information than it actually needs. It is impossible to process
all of this information simultaneously. Thus the visual system must selectively
choose regions of the scene to focus its attention on. The remaining information
is still processed, but at a lower acuity than the attended regions [1]. This mech-
anism enables fast scene understanding; the HVS can quickly locate the regions
of interest and then parse the scene.
Much work has been done to attempt to model the bottom-up portion of the
selectivity mechanism [2,3]. In these models, low-level image features are pooled
in a way that computes saliency by modeling the center surround [4,5] or similar
mechanism [6] of the HVS. Recently, these models have begun to see use in
computer vision applications [7,8]. Computer vision systems are very much under
similar constraints as the HVS, and thus the same kind of selectivity mechanism
can prove useful. Most often, saliency is used as a sort of preprocessing stage to
reduce the amount of irrelevant information to be processed.
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This paper consists of two main parts: an evaluation of models for saliency-
based feature pruning and weighting, and a description of a new technique for
improving classification performance using saliency. We first evaluate saliency
pruning and saliency weighting using five saliency models. Although there are
many evaluations of saliency models on predicting eye tracking [2], little ef-
fort has been made to evaluate different saliency models for a computer vision
recognition task. However, from this evaluation we conclude that both saliency
pruning and weighting do not yield higher classification accuracy because they
discard potentially useful information. Given this, we then propose a new method
to improve recognition performance. Our approach incorporates both the salient
regions and the non-salient regions for classification. We show that this approach
yields improved classification accuracy over a baseline bag of words approach.
2 Bottom-Up Saliency for Descriptor Pruning
2.1 Previous Work
In previous work, saliency has been used as prior information to prune the object
search space [7], or prune local features [9,10,8]. The idea here is that what is
salient is the most important for recognition, while the non-salient regions consist
of distracting information that lowers recognition performance.
In one of the first approaches that incorporates saliency in computer vision,
Rutishauser et al. [7] use bottom-up saliency to generate a region of interest for
use in object recognition. In this region a traditional SIFT-based algorithm is
used to recognize the object. The authors show that using saliency gives a higher
ROC score, however it is not difficult to imagine situations where the desired
object does not fall into the salient area of interest and this method would fail.
Similarly, Borji and Itti [9] use saliency to prune dense SIFT-based and C2
features for the application of scene recognition. Although the saliency pruning
significantly decreases the number of local features that must be processed, the
overall classification accuracy decreases as well. Moreover, the authors use only
the Itti model and do not evaluate the performance of other models.
More recently, Khan et al. [10] use category-specific color saliency to weight,
rather than prune, shape-based features. This weighting achieves superior re-
sults compared with combining shape and color in an early fusion or late fusion
approach. It is worth noting that the authors incorporate both top-down and
bottom-up saliency in their approach. However, their approach largely ignores
the non-salient regions, and thus it may not work as well on different datasets.
Siagian and Itti [11] showed that rather than using saliency to prune other
features, the saliency itself can be used as a feature. The authors use saliency to
form both a local feature and a global (gist) feature. Their approach is specific
to the Itti model, and may not generalize to other saliency models. They report
encouraging results for the application of scene recognition.
Kienzle et al. [12] learn a spatio-temporal interest point detector from eye
tracking data. They then use this trained interest point detector to classify videos
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(a) Badminton (b) Bocce ball (c) Croquet (d) Polo
(e) Rock Climbing (f) Rowing (g) Sailing (h) Snowboarding
Fig. 1: The UIUC sports dataset [13] consists of 8 categories. Most of the images
have clear salient objects or regions.
of human activities, and achieve a greater classification accuracy than when using
other detectors.
Most closely related to our work, Vig et al. [8] find that weighting histogram
based features by spatio-temporal saliency improves the performance of action
recognition in videos. They also use context as an additional feature, however
their results show that their saliency model does no better than a Gaussian
center bias model. They do show that using eye tracking data to weight features
achieves higher classification accuracy than using Gaussian model, meaning that
there is much room for improvement.
2.2 Procedure for Evaluation of Saliency Weighting and Pruning
To the best of our knowledge there does not exist an evaluation of techniques for
using saliency to prune descriptors. Is it best to weight descriptors? Or prune
them? Furthermore, what is the best model to use? Does the performance vary
significantly from model to model?
To answer these questions, we consider the basic bag of features framework
with spatial pyramid matching (SPM) [15]. In the bag of features framework, an
image is described in terms of the relative occurrence of quantized local image
features. First, SIFT features are computed in a dense grid at multiple scales.
From all SIFT patches in the training set, vector quantization is used to form a
codebook of m representative codewords. A feature vector is formed by assigning
patches to the nearest codeword and forming a histogram of the occurrence of
codewords. This histogram is calculated at different divisions of the image in a
pyramid structure. All of the histograms are concatenated together to form a
feature vector for a single image. Finally, we use a support vector machine with
a χ2 kernel for classification.
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(a) Image
(b) Itti [4]
(c) GBVS [5]
(d) RARE [6]
(e) AWS [14]
Fig. 2: Comparison of saliency maps on UIUC sports dataset. Some of the models
do not perform well on certain images because they will label shadows or portions
of the background as salient.
In this paper we first evaluate two methods for incorporating saliency into
this bag of words framework:
1. Saliency Thresholding In this approach we take only the n features with
corresponding highest saliency values. n can be seen as a parameter that
affects the tradeoff between computation time and classification accuracy.
2. Saliency Weighting In this approach, we first normalize the saliency map
so that the maximum is 1. Then we weight each feature by its corresponding
saliency value. Unlike the first approach, this method does not yield any ben-
efit in terms of computation time. However, we test it to see if classification
accuracy improves.
These two approaches are representative of the general strategy for incorpo-
rating saliency in scene recogntion.
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(b) Weight by saliency
Fig. 3: Saliency weighting and pruning on the UIUC sports dataset with 30 train-
ing samples. Pruning by saliency (a) can achieve good accuracy while discarding
many of the features. Weighting by saliency (b) offers no advantages in this
dataset over the baseline SPM approach [15].
2.3 Results
We evaluate saliency pruning and weighting on the UIUC sports dataset [13]
(Figure 1). The dataset consists of 8 categories: rowing, polo, snowboarding,
sailing, badminton, bocce ball, croquet, and rock climbing. Each category con-
tains between 137 and 250 images. All of the images include a clear salient object,
namely the person(s) playing the sport.
Here we discuss the parameters used for the bag of words approach. First
the images are resized to a common height of 480 pixels. The width is allowed
to vary so that the aspect ratio of the image does not change. SIFT features
are calculated on a dense grid of two pixels at scales 4, 6, 8, and 10. In forming
our codebook we use 600 codewords. We run k-means five times with different
initial clusters, and take the codebook with the minimal energy. Spatial pyramid
matching with 3 levels is used to create a feature vector for an image. We use the
VLFeat library [16] to construct the features, and LibLinear [17] for classification.
We consider five saliency models that are representative of bottom-up models
(Figure 2). The Itti98 model is a classical approach that implements the center
surround feature response and the feature integration theory [4]. We use the
implementation provided by the GBVS package [5]. Graph based visual saliency
(GBVS) [5] is an extension of the Itti98 model that uses random walks on a graph
to determine saliency. The RARE [6] model predicts saliency using both a local
and global rarity function with low and mid-level features. Finally, Adaptive
Whitening Saliency (AWS) [14] is a more recent model that has been found to
achieve the highest performance in a recent survey paper [2]. We also consider a
simple Gaussian blob as a model. The photographer’s bias tends to place objects
of interest near the center of the image, so the Gaussian blob models this bias.
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Fig. 4: Overview of the proposed saliency weighted approach. T represents the
combined operation of thresholding the saliency map and multiplying with the
original image to obtain salient and non-salient regions.
To test the classification performance of these models, we train on 30 ran-
dom images and test on the remaining images. We repeat this five times and
average the results. Figure 3 shows the results for both pruning descriptors and
weighting by saliency. For pruning descriptors the simple gaussian model gives
the best performance. This can be attributed to a strong photographer’s bias in
the dataset. GBVS does well for the same reason: it has a center bias built in.
Surprisingly, the AWS model performs poorly in saliency pruning and saliency
weighting despite good performance on eye tracking datasets.
3 Combining Salient and Non-salient Regions for
Improved Performance
Descriptor pruning remains popular because it can yield significant computa-
tional savings without a significant loss of classification performance. However,
the pruning based methods may discard a significant amount of useful informa-
tion that could be useful to encode the context of the scene. For example, in
the UIUC sports dataset the salient region might be a snowboarder, but the
rest of the image (the mountain and the snow) may tell just as much about the
action in the image. Thus we propose to combine information from the salient
and non-salient areas of the scene to achieve higher classification accuracy.
It is well known in the computer vision community that context can improve
object or scene recognition. Galleguillos and Belongie [18] provide an overview
of the use of context in computer vision. Here we discuss more recent work.
Marat and Itti [19] use HMAX and gist features to encode the object and its
context. They find that context significantly improves performance on a syn-
thetic database. Marszaek and Schmid [20] attempt to learn foreground and
background, and then suppress background features. In our approach we use
a low-level model of the attention mechanism of the human visual system to
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Fig. 5: Recognition performance on UIUC sports dataset with different models
using our proposed method. The AWS model yields the best performance for all
number of training sizes.
separate the region of interest from the contextual information. This is both bi-
ologically motivated, and may be more computationally efficient than the pure
computer vision approaches.
We again use the basic bag of features framework described in Section 2 as
our baseline. In our approach, we first compute the saliency of the image. The
image is then divided into salient regions and non-salient regions using a simple
threshold. Two separate bag of features histograms are formed using spatial
pyramids [15]: one for the salient regions and one for the non-salient regions.
Next we must learn the relative influence of the information in the salient
and non-salient regions. We treat each part separately and use multiple kernel
learning (MKL) [21] to combine the information. Multiple kernel learning at-
tempts to find the best linear combination of SVM kernels. In our case we have
2 kernels: one corresponding to SPM features for the salient areas, and the other
corresponding to SPM features for the non-salient areas. Specifically the MKL
algorithm finds the optimal K∗:
K∗ = αKs + (1− α)Kns
where Ks is the χ
2 kernel for the salient regions and Kns is the χ
2 kernel
for the non-salient regions. The MKL algorithm finds the optimal α. In our
experiments, we use a version of the Liblinear MKL Matlab library1 that has
been modified for use with custom kernels.
1 By Ming-Hen Tsai. Available at http://www2.csie.ntu.edu.tw/~b95028/
software/liblinear-mkl/index.php
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Fig. 6: Recognition performance on UIUC sports dataset with our method using
the AWS model.
3.1 Results
First we test the classification accuracy of five saliency models in our proposed
approach. We train on a number of random training samples and test on the
remaining images of the dataset. We run each test five times, using a different
random training set each time, and then take the average classification accuracy.
For all models we set the saliency threshold to T = 0.5. We find that the AWS
model [14] achieves the best performance in our method (Figure 5). This is
consistent with studies showing that AWS performs the best on eye tracking
datasets [2].
Our proposed method using the AWS model yields higher accuracy than the
baseline SPM approach for a small training size (Figure 6). Both approaches use
features calculated on the whole image, so it is clear that separating the salient
regions from the non-salient regions gives greater discriminative ability.
With a large training size, any benefit from treating the salient regions sepa-
rately from the non-salient becomes negligible. This may be because the richness
of a larger training set cancels out any performance gains. For small training size,
the extra information from the non-saliency proves useful. It is also worth noting
that many times, the saliency models do not produce reasonable maps. What
should not be salient is predicted as salient, and thus the distinction between
salient and non-salient in these cases is weak. If the saliency model is improved,
the performance of our method will also improve.
4 Discussion and Conclusion
Our improved approach can be seen as modeling the concept of gaze and periph-
ery. While it is true that the human visual system will fixate on certain salient
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regions in an image, the human visual system also has the ability to recognize
in the periphery [1]. The salient region features could represent the gaze regions,
whereas the non-salient region features could represent the peripheral gist.
It must be noted that the current saliency models fail on many images in
the dataset. Although we have not performed any eye tracking experiments,
most of the images in the dataset have clear salient objects (usually the human
performing the action). It may be that the newer saliency models are beginning
to over-fit the standard eye tracking datasets. The most widely used database
to verify model performance consists of only 120 images [22]. These 120 images
may not be representative of the real world. Additionally, Tatler et al. noted that
the eye tracking experiments themselves are flawed and are not representative
of how we see the world [23]. Finally, in this application it may be appropriate
to incorporate top-down knowledge into the saliency maps. Nevertheless, we
have shown that even a suboptimal saliency model with our approach yields
improvement over the baseline bag-of-words approach for a small number of
training samples.
In future work we would like to apply this approach on a wider variety
of problem domains, such as object recognition (Caltech 101, and Pascal VOC
datasets), or other scene recognition datasets (MIT Indoor scenes, and Scene15).
The proposed method works well on the UIUC sports dataset because in many
cases there is a clear salient object. In other problem domains, there may not be
a clear salient object or objects to pick out. Additionally, it would be useful to
obtain ground truth eye-tracking on the UIUC dataset both to see which model
is the most accurate and to obtain an upper bound on the performance of our
classification approach.
In this paper, we have analyzed several different approaches that incorporate
saliency in the application of scene recognition. We show that although pruning
descriptors by saliency reduces computation time, it offers no performance ben-
efit in terms of classification accuracy. For this dataset, weighting by saliency
also offers no performance advantage over the baseline bag of words model. How-
ever, we propose a method that uses salient and non-salient regions of an image
separately for classification. Compared with the baseline SPM approach, our re-
sults show improved performance with an appropriate saliency map for a small
training set on the UIUC sports dataset.
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