The weight hierarchies of outer product codes  by Park, Jeng Yune
Discrete Mathematics 224 (2000) 193{205
www.elsevier.com/locate/disc
The weight hierarchies of outer product codes
Jeng Yune Park
University of Wisconsin, Madison, WI, USA
Received 1 October 1999; accepted 20 December 1999
Abstract
The weight hierarchy of the outer product of two self-complementary codes is expressed as a
function of the weight hierarchies of the component codes. An alternative method to calculate the
rth generalized Hamming weight (and so the weight hierarchy) of the rst-order Reed{Muller
code is given. The outer product of a self-complementary code and a nonself-complementary
code is also discussed. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Throughout this paper, all codes considered will be binary linear codes. We write
D6C when D is a subcode of C.
The support of a vector x= (x1; x2; : : : ; xn) 2 Fn2 is dened by
(x) = fi j xi 6= 0g
and the support of a subset D Fn2 is dened by
(D) =
[
x2D
(x):
The rth generalized Hamming weight (GHW) of an [n; k; d] code C is dened as
dr = dr(C) = minfj(D)j jD6C and dim(D) = rg:
The weight hierarchy of C is the set of GHWs
fd0; d1; d2; : : : ; dkg:
Note that d0 = 0 and d1 = d.
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The following properties of GHW are from [2].
(i) (Monotonicity)
0 = d0<d1<d2<   <dk6n:
(ii) (Duality)
fdr0(C?)j16r06n− kg= f1; 2; 3; : : : ; ng − fn+ 1− dr(C) j 16r6kg:
(iii) (Generalized Griesmer bound)
dr>
r−1X
i=0

d1
2i

for all r = 1; 2; : : : ; k.
One way to construct a code by combining two codes is the outer product, which
was introduced by Brualdi et al. [1]. In this paper, we study the relation between the
weight hierarchy of an outer product code and the weight hierarchies of its component
codes. For some classes of codes, the outer product’s weight hierarchy is completely
determined by its components’ weight hierarchies.
2. Preliminaries
Let x = (x1; x2; : : : ; xn1 ) 2 Fn12 and y = (y1; y2; : : : ; yn2 ) 2 Fn22 . The outer product of
two vectors x and y is the n1  n2 matrix
x  y=
2
6664
x1 + y1 x1 + y2    x1 + yn2
x2 + y1 x2 + y2    x2 + yn2
...
...
. . .
...
xn1 + y1 xn1 + y2    xn1 + yn2
3
7775 :
Let 1n denote the all 1’s vector of length n. Then the following holds.
Lemma 1 (Brualdi et al. [1]). Let x; x0 2 Fn12 and y; y0 2 Fn22 . Then
(i) x  y= x⊗ 1n2 + 1n1 ⊗ y;
(ii) (x+ x0)  (y+ y0) = x  y+ x0  y0;
(iii) x  y=O if and only if x= 0 and y= 0; or x= 1n1 and y= 1n2 .
Let C1 and C2 be (linear) codes of lengths n1 and n2, respectively. The outer product
of C1 and C2 is dened to be the code
C1  C2 = fx  y jx 2 C1; y 2 C2g
of length n1n2. Since C1 and C2 are linear codes, it follows from property (ii) of
Lemma 1 that C1  C2 is also a linear code.
A (linear) code of length n is self-complementary if it contains the all 1’s
vector 1n.
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Remark 2. 1. The outer product C1  C2 is self-complementary if and only if at least
one of C1 and C2 is [1].
2. The outer product C1 C2 is a subcode of the product C1⊗C2 if and only if both
C1 and C2 are self-complementary by property(i) of Lemma 1.
Lemma 3 (Brualdi et al. [1]). Let C1 and C2 be linear codes with parameters [n1; k1]
and [n2; k2]; respectively. Then C1  C2 is an [n1n2; k] code where
k =

k1 + k2 − 1 if both C1 and C2 are self -complementary;
k1 + k2 otherwise:
Example 4 (Brualdi et al. [1]). The rst-order Reed{Muller code R(1; 1) is the 2-tuple
space F22. It follows from the well-known recursive characterization of the rst-order
Reed{Muller code R(1; m) and the denition of the outer product that
R(1; m) = R(1; m− 1)  F22:
Hence,
R(1; m) = F22  F22      F22| {z }
m
:
This is a self-complementary code of
length = 2  2    2 = 2m;
dimension = (((2 + 2− 1) + 2− 1) +   ) + 2− 1 = m+ 1;
all of whose vectors have even weights.
Lemma 5. Let fxi j 16i6k1g and fyj j 16j6k2g be bases of C1 and C2; respectively.
Then C1  C2 is generated by the set
B= fxi  0 j 16i6k1g [ f0  yj j 16j6k2g:
The set B is also a basis of C1C2 if at least one of C1 and C2 is not self-complementary.
Proof. For any element x  y in C1  C2, we have
x=
k1X
i=1
ixi and y=
k2X
j=1
jyj
for some i; j 2 F2. Hence,
x  y=
 
k1X
i=1
ixi
!

0
@ k2X
j=1
jyj
1
A
=
0
@ k1X
i=1
ixi +
k2X
j=1
0
1
A 
0
@ k1X
i=1
0+
k2X
j=1
jyj
1
A
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=
k1X
i=1
(ixi  0) +
k2X
j=1
(0  jyj) by Lemma 1(ii)
=
k1X
i=1
i(xi  0) +
k2X
j=1
j(0  yj):
Therefore, B generates C1  C2.
If either C1 or C2 is not self-complementary, then, by Lemma 3,
k1 + k2 = dim(C1  C2) = dim(hBi):
But jBj= k1 + k2. Hence, B is linearly independent and B is a basis for C1  C2.
Lemma 6. Let C1 and C2 be [n1; k1] and [n2; k2] codes; respectively. If both C1 and
C2 are self-complementary; there exist subcodes C01 of C1 and C
0
2 of C2 such that
C01 and C
0
2 are not self-complementary;
dim(C01) = dim(C1)− 1;
dim(C02) = dim(C2)− 1;
C1  C2 = C01  C2 = C1  C02:
Proof. Let fx1; : : : ; xk1g be a basis of C1 such that xk1 = 1n1 , and fy1; : : : ; yk2g a basis
of C2 such that yk2 = 1n2 . By the previous lemma,
B= fxi  0 j 16i6k1g [ f0  yj j 16j6k2g
generates C1  C2. Since
xk1  0= 1n1  0= 1n1n2 = 0  1n2 = 0  yk2 ;
B− fxk1  0g also generates C1  C2.
Dene C01 = hx1; : : : ; xk1−1i. Then C01<C1; dimC01 = k1 − 1 and 1n1 62C01. We have
C01  C2<C1  C2 and dim(C01  C2) = (k1 − 1) + k2 = dim(C1  C2). Therefore, C01 
C2 = C1  C2.
Similarly, C02 = hy1; : : : ; yk2−1i satises the lemma.
Lemma 7. Let C1 and C2 be linear codes. Any r-dimensional subcode of C1 C2 has
a basis fxl  yl j 16l6rg such that all nonzero xl’s and all nonzero yl’s are linearly
independent vectors in C1 and C2; respectively.
Proof. Let fzl  wl j 16l6rg be an arbitrary basis for an r-dimensional subcode of
C1  C2. Suppose wl 6= 0 for some l and there is a linear dependence wl =
P
i2I wi
where I f1; 2; : : : ; rg n flg and wi 6= 0 for all i 2 I . Using elementary operations, we
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can replace zl  wl by
zl  wl +
X
i2I
(zi  wi) =
 
zl +
X
i2I
zi
!

 
wl +
X
i2I
wi
!
=
 
zl +
X
i2I
zi
!
 0
and get a new basis. Hence, without loss of generality, we have a basis of the form
fx1  0; : : : ; xp  0g _[fzp+1  wp+1; : : : ; zr  wrg (06p6r);
where wp+1; : : : ;wr are linearly independent.
We do similar operations on linear dependencies among x1; : : : ; xp; zp+1; : : : ; zr . Note
that x1; : : : ; xp are linearly independent since x1  0; : : : ; xp  0 are linearly independent.
Without loss of generality,
x1; : : : ; xp; zp+1; : : : ; zq (06p6q6r)
are linearly independent and zq+1; : : : ; zr are linear combinations of x1; : : : ; xp;
zp+1; : : : ; zq. Hence, by elementary operations, we have a basis of the form
fx1  0; : : : ; xp  0g _[fzp+1  wp+1; : : : ; zq  wqg _[f0  yq+1; : : : ; 0  yrg
where x1; : : : ; xp; zp+1; : : : ; zq are linearly independent vectors in C1 and wq+1; : : :wq;
yq+1; : : : ; yr are linearly independent vectors in C2.
3. Weight hierarchies of outer product codes
3.1. Outer product of two self-complementary codes
If both C1 and C2 are self-complementary, then the weight hierarchy of C1  C2 is
determined by the weight hierarchies of its components C1 and C2.
Lemma 8. Let C1 and C2 be linear codes and x1  y1; : : : ; xk  yk be any k elements
in C1  C2. If C2 is self-complementary; then there are k (not necessarily distinct)
vectors y01; : : : ; y
0
k in C2 such that
y0l 2 f yl; yl + 1n2g and

k[
l=1
(xl  yl)
>

k[
l=1
(0  y0l)

for l= 1; 2; : : : ; k:
Proof. We rst establish the following notations:
N1 = f1; 2; : : : ; n1g
N2 = f1; 2; : : : ; n2g and
Xl = (xl);
Yl = (yl);
Y 0l = (y
0
l):
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For each i = 1; 2; : : : ; n1, dene Ri and Rci by
Ri =
(
j 2 N2 j (i; j) 2
k[
l=1
(xl  yl)
)
and Rci = N2 n Ri:
Without loss of generality,
jR1j=minfjRij j 16i6n2g:
Hence, we have
k[
l=1
(xl  yl)
 =
 _[
i=1
n1
fig  Ri

=
n1X
i=1
jRij
>
n1X
i=1
jR1j
= n1jR1j: (1)
Since
fig  Rc1 
"
k[
l=1
(xl  yl)
#c
=
k\
l=1
[(Xl  Yl) _[(X cl  Y cl )];
there is a subset Lf1; 2; : : : ; kg such that
fig  Rc1
"\
l2L
(Xl  Yl)
#
\
2
4\
l62L
(X cl  Y cl )
3
5 :
So,
fig
\
l2L
Xl \
\
l62L
X cl and R
c
1
\
l2L
Yl \
\
l62L
Y cl :
Set
y0l =

yl + 1n2 if l 2 L;
yl if l 62 L:
Then
R1 
[
l2L
Y cl [
[
l62L
Yl
=
[
l2L
Y 0l [
[
l62L
Y 0l
=
k[
l=1
Y 0l
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and hence
jR1j>

k[
l=1
Y 0l
 :
Note that
k[
l=1
(0  y0l)
= n1

k[
l=1
Y 0l
 :
Therefore, together with (1) we have
k[
l=1
(xl  yl)
> n1jR1j
> n1

k[
l=1
Y 0l

=

k[
l=1
(0  y0l)
 :
Theorem 9. Let C1 and C2 be self-complementary codes. Let D be a subcode of
C1  C2. Then there exist subcodes D16C1 and D26C2 such that
j(D1  D2)j6j(D)j and dim(D1  D2) = dimD1 + dimD2 = dimD:
Proof. Let r = dimD, 06p6q6r and
f0  y1; : : : ; 0  yp; xp+1  yp+1; : : : ; xq  yq; xq+1  0; : : : ; xr  0g
be a basis of D as in Lemma 7. So fxl jp+ 16l6rg and fyl j 16l6qg are linearly
independent. By Lemma 6, we may assume that 1n2 62 hyl j 16l6qi. Let E1 = hxl j q+
16l6ri and E2 = hyl j 16l6pi. We have
D = h(E1  E2) [ fxl  yl jp+ 16l6qgi
and
(D) = (E1  E2) [
2
4 q[
l=p+1
(xl  yl)
3
5 :
Consider the punctured codes C1 and C2 of lengths n1 − j(E1)j and n2 − j(E2)j,
obtained from C1 and C2 by removing the coordinate positions corresponding to (E1)
and (E2), respectively. Let z 2 Ci denote the codeword obtained from z 2 Ci in this
way. Note that C2 is self-complementary. We apply Lemma 8 to C1 C2 and xl  yl’s.
Then 
q[
l=p+1
( 0  yl0)
6

q[
l=p+1
(xl  yl)
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for some yl0 2 fyl; yl + 1g. Dene
y0l =

yl + 1n2 if yl
0 = yl + 1;
yl if yl0 = yl;
that is, choose y0l so that (y
0
l) = (yl)
0. We have
j(D)j =
(E1  E2) [
q[
l=p+1
(xl  yl)

= j(E1  E2)j+

q[
l=p+1
(xl  yl)

> j(E1  E2)j+

q[
l=p+1
( 0  yl0)

=
(E1  E2) _[
q[
l=p+1
( 0  y0l)

=
(E1  E2) [
q[
l=p+1
(0  y0l)

=

0
@E1 
*
E2 [
q[
l=p+1
fy0lg
+1A
 :
So
j(D)j>j(D1  D2)j
where D1 = E1 and D2 = hE2 [
Sq
l=p+1fy0lgi= hy1; : : : ; yp; y0p+1; : : : ; y0qi:
A nontrivial linear combination of y1; : : : ; yp; y0p+1; : : : ; y
0
q is either
P
i2I yi + 1n2 orP
i2I yi for some nonempty set I f1; 2; : : : ; qg. Either of them cannot be equal to 0 or
1n2 because 1n2 62 hy1; : : : ; yqi and fy1; : : : ; yqg is linearly independent. Hence, 1n2 62D2
and fy1; : : : ; yp; y0p+1; : : : ; y0qg is linearly independent. So
dim(D1  D2) = dimD1 + dimD2 since 1n2 62 D2
= (r − q) + q
= r
= dimD:
Corollary 10. Let C1 and C2 be self-complementary linear codes with weight hierar-
chies fd1p j 06p6k1g and fd2q j 06q6k2g; respectively. The rth GHW of the outer
product C1  C2 is
dr(C1  C2) = minfd1pn2 + n1d2q − d1pd2q jp+ q= rg:
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Proof. The previous theorem implies that, in order to nd the rth GHW of C1 C2, we
only need to look at support weights of D1D2 where dim(C1C2)=dimD1+dimD2=r.
So
dr(C1  C2)
= min
D16C1
D26C2
fj(D1  D2)j j dim(D1  D2) = dimD1 + dimD2 = rg
= min
(p;q)
p+q=r
fj(D1  D2)j j dimD1 = p; dimD2 = q; dim(D1  D2) = p+ qg:
(2)
Given two integers p and q (06p6k1; 06q6k2), consider two subcodes D16C1
and D26C2 such that dimD1 = p and dimD2 = q. We have
(D1  D2) = ((D1) N2) [ (N1  (D2))
=N1  N2 − (N1 − (D1)) (N2 − (D2)):
Hence,
j(D1  D2)j= j(D1)jn2 + n1j(D2)j − j(D1)jj(D2)j
= n1n2 − (n1 − j(D1)j)(n2 − j(D2)j);
and this is minimal when j(D1)j and j(D2)j are minimal, that is, when j(D1)j= d1p
and j(D2)j= d2q.
If dim(D1D2) 6= p+q, i.e., if 1n1 2 D1 and 1n1 2 D2, then j(D1D2)j=n1n2>dp+q.
So removing the condition dim(D1 D2) =p+ q does not change the minimum value
in (2). Therefore, we have
dr(C1  C2) = min
(p;q)
p+q=r
min
D16C1
D26C2
fj(D1  D2)jdimD1 = p; dimD2 = qg
= min
(p;q)
p+q=r
fd1pn2 + n1d2q − d1pd2qg:
Example 11. We use Corollary 10 to nd the rth GHW of the rst-order Reed{Muller
codes R(1; m) of length 2m. (In [3], Wei determined the weight hierarchy of R(1; m)
using the generalized Griesmer bound and a constructive method.)
In Example 4, we saw that R(1; m) is the outer product of R(1; m−1) and F22. Hence,
the weight hierarchy of R(1; m) can be determined recursively.
Let d(k)r denote the rth GHW of the [2k ; k + 1] code R(1; k), where k = 0; 1; : : : ; m.
Since 12m 2 R(1; m),
d(m)m+1 = 2
m:
Now assume that 16r6m. Since F22 has the weight hierarchy f0; 1; 2g, by Corollary 10,
we have
d(k)r =minf2d(k−1)r ; d(k−1)r−1 + 2k−1; 2kg
=minf2d(k−1)r ; d(k−1)r−1 + 2k−1g
202 J.Y. Park /Discrete Mathematics 224 (2000) 193{205
for all k = 1; 2; : : : ; m. Let Lk−1 be the operator that replaces d
(k)
r in an expression by
2d(k−1)r and Rk−1 be the operator that replaces d
(k)
r by d
(k−1)
r−1 +2
k−1 for k=1; 2; : : : ; m.
Since
Lk−2Rk−1(d(k)r ) = Lk−2(d
(k−1)
r−1 + 2
k−1) = 2d(k−2)r−1 + 2
k−1
and
Rk−2Lk−1(d(k)r ) = Rk−2(2d
(k−1)
r ) = 2(d
(k−2)
r−1 + 2
k−2) = 2d(k−2)r−1 + 2
k−1;
we have
Lk−2Rk−1 = Rk−2Lk−1
for all k = 2; : : : ; m. Hence, for some s such that 06s6m− 1,
d(m)r = L1L2   Lm−s−1Rm−sRm−s+1   Rm−1(d(m)r )
= L1L2   Lm−s−1(d(m−s)r−s + 2m−s + 2m−s+1 +   + 2m−1)
= 2m−s+1d(1)r−s + 2
m−s + 2m−s+1 +   + 2m−1 = ():
But d(1)r−s is dened only when r − s= 0 or r − s= 1, namely,
d(1)r−s =

0 if s= r;
1 if s= r − 1:
In either case,
() = 2m−r + 2m−r+1 +   + 2m−1 = 2m − 2m−r :
Therefore,
dr(R(1; m)) =

2m − 2m−r if r6m;
2m if r = m+ 1:
3.2. Outer product of a self-complementary code and a non self-complementary
code
If C1 is non self-complementary and C2 is self-complementary, then the weight
hierarchy of C1 C2 cannot be described in terms of the weight hierarchies of C1 and
C2 only, as we can see in Example 13. Two codes with the same length and the same
weight hierarchy may produce outer products with dierent weight hierarchies.
We rst quote a theorem from [1].
Theorem 12. Let C1 and C2 be linear codes of length n1 and n2; respectively. Let
d1 and e1 denote; respectively; the minimum (nonzero) weight and maximum weight
of C1; and let d2 and e2 denote; respectively; the minimum (nonzero) weight and
maximum weight of C2. Then the minimum weight of a nonzero vector of C1  C2
equals
minfn1d2; d1n2; e1(n2 − e2) + (n1 − e1)e2g:
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Example 13. Let A and B be [7; 3]-codes dened by the generator matrices A and B
respectively, where
A=
2
4 1 1 1 0 0 0 00 0 1 1 1 0 0
0 0 0 0 1 1 1
3
5
and
B=
2
4 1 1 1 0 0 0 00 1 1 1 1 0 0
0 1 0 0 1 1 1
3
5 :
Both A and B have the same weight hierarchy f3; 5; 7g. The maximum weight of A is
6 and the maximum weight of B is 5. So by Theorem 12,
d1(A  F22) = minf7; 6; (7− 6)  2g= 2;
d1(B  F22) = minf7; 6; (7− 5)  2g= 4:
Hence, A  F22 and B  F22 do not have the same weight hierarchy.
Now we introduce the other deciding factor of the weight hierarchy of C1  C2.
Denition 14. Let C be an [n; k] nonself-complementary code. We dene the sequence
fep(C) j 06p6kg
by
e0(C) = n
and
ep(C) = max
x1 ;:::;xp2C
fj(xp)− (x1; : : : ; xp−1)j jx1; : : : ; xp linearly independentg
for 16p6k:
Remark 15. The numbers ep are generalization of the maximum weight of a code.
Lemma 16. If C is an [n; k] nonself-complementary code and C is the [n; k + 1]
self-complementary code obtained from C by
C = hC [ f1ngi;
then
dp(C) = minfdp(C); n1 − ep(C)g
for 06p6k.
Proof. Let E be a subcode of C such that dim E = p>1. If E 
 C, then E has a
basis of the form
fx1; x2; : : : ; xp−1; xp + 1ng; xi 2 C:
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Since we are interested in E with j(E)j<n, we may assume that 1n 62 E and hence
x1; x2; : : : ; xp−1; xp are linearly independent in C. We have
(E) =
p−1[
i=1
(xi) [ (xp + 1n)
=
p−1[
i=1
(xi) [ (N − (xp))
=N −
"
(xp)−
p−1[
i=1
(xi)
#
and hence
j(E)j= n−
(xp)−
p−1[
i=1
(xi)
 :
The right-hand side of the above equation is minimal when j(xp) −
Sp−1
i=1 (xi)j is
maximal, that is, when it is equal to ep(C). Therefore,
dp(C)
=min

min
D6C
fj(D)jjD6C; dimD = pg; min
E6C
fj(E)jjE
C; dim E = pg

=minfdp(C); n− ep(C)g:
Theorem 17. If C1 is nonself-complementary and C2 is self-complementary with
weight hierarchies fd1p j 06p6k1g and fd2q j 06q6k2g; respectively;
dr(C1  C2) = min
(p;q)
p+q=r
fd1pn2 + n1d2q − d1pd2q; n1n2 − ep(n2 − d2q)g;
where ep = ep(C1) for p= 1; 2; : : : ; k1.
Proof. Let C1 be the self-complementary code such that
C1 = hC1 [ f1n1gi:
By Lemma 6, C1  C2 = C1  C2, in particular,
dr(C1  C2) = dr(C1  C2):
By Corollary 10
dr(C1  C2) = minfdp(C1 )n2 + n1d2q − dp(C1 )d2q jp+ q= rg:
By Lemma 16, dp(C1 ) = minfdp(C1); n1 − epg and hence
dr(C1  C2) = dr(C1  C2)
=minfd1pn2 + n1d2q − d1pd2q; (n1 − ep)n2 + n1d2q − (n1 − ep)d2qg
=minfd1pn2 + n1d2q − d1pd2q; n1n2 − ep(n2 − d2q)g:
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Example 18. The codes A and B in Example 13 have the same weight hierarchy
f3; 5; 7g but the outer products AF22 and BF22 have dierent weight hierarchies. This
is because of the dierence between fep(A)g and fep(B)g:
fep(A)g= f7; 6; 4; 2g
and
fep(B)g= f7; 5; 3; 2g:
By Theorem 17, the weight hierarchy of A  F22 is:
d1(A  F22) = minf6; 7; 2; 7g= 2;
d2(A  F22) = minf10; 10; 6; 8; g= 6;
d3(A  F22) = minf14; 12; 10; 10g= 10;
d4(A  F22) = minf14; 12g= 12;
d5(A  F22) = 14:
and the weight hierarchy of B  F22 is:
d1(B  F22) = minf6; 7; 4; 7g= 4;
d2(B  F22) = minf10; 10; 8; 9g= 8;
d3(B  F22) = minf14; 12; 10; 11g= 10;
d4(B  F22) = minf14; 12g= 12;
d5(B  F22) = 14:
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