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Résumé
Le problème étudié concerne l’analyse de la saillance dy-
namique dans des vidéos. Plus précisément, nous cher-
chons à chaque instant à déterminer si une image peut
être classée comme saillante ou non selon des informations
liées au mouvement dans l’image. Une image sera détectée
comme saillante si elle contient des éléments dont le mou-
vement se démarque de son contexte spatio-temporel. L’ap-
proche proposée traite les cas où la caméra est en mouve-
ment et utilise l’apprentissage profond. Plusieurs variantes
en sont proposées et comparées. La détection temporelle
est pertinente pour de nombreuses applications où une
alerte ou une attention particulière doit être déclenchée en
rapport avec le contenu dynamique des vidéos. Des expéri-
mentations sur une base de vidéos réelles variées montrent
la très bonne précision de classification obtenue.
Mots Clef
Saillance dynamique, Estimation du mouvement, Appren-
tissage profond, Classification d’image
Abstract
We address the problem of motion saliency in videos. More
precisely, we aim to determine at each time step if an
image can be classified as salient or not according to its
motion content. An image will be detected as salient if
it contains objects whose motion departs from its spatio-
temporal context. The proposed approach handles situa-
tions with a mobile camera and involves a deep learning
stage. Several variants are proposed and compared. Tem-
poral saliency detection is relevant for applications that re-
quire to trigger alerts or to monitor dynamic behaviours
from videos. Experiments on real videos demonstrate that
the proposed methods can provide accurate classification.
Keywords
Dynamic saliency, Motion estimation, Deep learning,
Image classification
1 Introduction
Nous abordons le problème de la saillance dynamique
dans des vidéos définie comme la présence d’un contenu
spatio-temporel se démarquant de son contexte et ce prin-
cipalement par son mouvement propre. L’information de
saillance dynamique permet de repérer la présence d’objets
au mouvement singulier, inattendu ou de comportement
rare. La saillance dynamique est une information pertinente
pour des tâches qui requièrent d’appréhender un environne-
ment en mouvement, la caméra pouvant être elle-même en
mouvement.
Dans cet article, nous nous intéresserons plus précisément
à un objectif de classification. Nous voulons déterminer
pour chaque image d’une séquence vidéo si elle doit être
classée comme saillante ou non, au sens où elle contient ou
non des éléments dynamiquement saillants. Nous ne cher-
cherons pas à ce stade à estimer des cartes de saillance dy-
namique. Une telle estimation est certes plus élaborée et
peut permettre une localisation spatiale, mais, d’un autre
côté, la classification image par image apporte une déci-
sion explicite et souvent suffisante. Ce type de problème
n’a pas encore été abordé à notre connaissance, mais il est
pourtant crucial pour de nombreuses applications, comme
l’irruption d’obstacles en robotique mobile ou pour des vé-
hicules autonomes, la détermination d’alertes en vidéosur-
veillance, le déclenchement d’attention pour un diagnostic
sur vidéos, ou le pointage sur des informations pertinentes
pour l’élaboration de résumés de vidéos. Nous propose-
rons une approche originale à ce problème de classifica-
tion (que l’on peut nommer aussi détection temporelle) de
la saillance dynamique dans des vidéos, approche qui s’ap-
puiera sur un apprentissage profond.
L’article est organisé comme suit. Dans la section 2, un ra-
pide état de l’art des méthodes de saillance dynamique est
fourni. Des méthodes d’apprentissage profond pouvant être
appliquées à ce problème sont également discutées. Dans
la section 3, les bases de vidéos, synthétiques et réelles,
constituées pour l’évaluation de notre approche de classi-
fication sont présentées. Dans la section 4, nous décrivons
notre approche et les différentes méthodes que nous avons
développées. Les résultats expérimentaux sont rassemblés
et commentés dans la section 5. Enfin, la section 6 contient
la conclusion.
2 État de l’art sur la saillance dyna-
mique
L’étude de la saillance spatio-temporelle ou saillance dy-
namique s’est tout d’abord concentrée sur la mise en évi-
dence d’objets en mouvement dans des scènes vues par une
caméra statique [19]. La scène peut néanmoins inclure des
artefacts (ou textures) dynamiques [4], telles que de la vé-
gétation ou des drapeaux oscillant dans le vent, des ondula-
tions à la surface de l’eau, qu’il ne s’agit pas de considérer
comme saillants [30]. De façon plus générale, la scène peut
être observée par une caméra en mouvement. Une première
catégorie de méthodes cherche à compenser la composante
du mouvement dans l’image due à la caméra mobile [10].
Un second type d’approches consiste à combiner des in-
formations spatiales et temporelles [6, 15, 20, 31]. Ka-
rimi et al. [14] utilisent des indices spatio-temporels et re-
présentent les vidéos comme des graphes spatio-temporels
afin de minimiser une fonction globale. Un problème voi-
sin est la détection d’anomalies dans des foules [24].
L’apprentissage profond a permis d’obtenir d’importantes
avancées dans le domaine du traitement d’image, notam-
ment en classification d’image [9, 17, 29]. Des applications
en traitement vidéo, telles que le calcul du flot optique [11],
la segmentation d’objets mobiles [30], la description auto-
matique de vidéos [34], ou encore la reconnaissance d’ac-
tions dans des vidéos [18, 26, 27] ont montré la pertinence
de l’application des réseaux de neurones convolutionnels
aux vidéos également. Les architectures existantes sont va-
riées, avec par exemple [27] qui introduit une architecture
« deux flux » pour la reconnaissance d’actions.
L’étude de la saillance dans des vidéos à l’aide de mé-
thodes d’apprentissage profond n’a été entreprise que ré-
cemment. Dans [3], Chaabouni et al. cherchent à estimer la
saillance définie par des cartes de fixation du regard. Cette
définition n’est pas équivalente à celle qui nous intéresse,
puisque le regard peut être attiré par des éléments statiques
de la scène, tels que des personnes. Des travaux proches
concernent la détection d’anomalies dans des scènes ou des
foules [7, 33, 35]. Dans [32], les auteurs s’intéressent au
cas plus général de l’obtention de cartes de saillance spatio-
temporelle en exploitant mouvement et apparence.
La méthode proposée dans cet article cherche à détermi-
ner si chaque image issue d’une vidéo peut être déclarée
saillante ou non, c’est-à-dire comportant ou non une infor-
mation saillante au sens du mouvement, indépendamment
de l’apparence et de la nature des objets de la scène.
3 Description des bases de vidéos
Dans cette section, nous introduisons les bases de vidéos
synthétique et réelle que nous avons employées dans nos
expérimentations.
3.1 Base d’exemples synthétiques
Les méthodes d’apprentissage en général, et en particu-
lier celles basées sur l’apprentissage profond, requièrent
un jeu de données d’apprentissage suffisamment important
[8, 28]. Il a été d’autre part montré dans de nombreuses
applications de vision par ordinateur que le recours à des
données synthétiques s’avère judicieux. Aussi, nous avons
construit une base de vidéos synthétiques pour une pre-
mière phase d’entraînement des réseaux.
Chaque élément de la base consiste en une paire d’images
formée d’une image originale et d’une seconde image ob-
tenue par application à la première d’un modèle de mou-
vement paramétrique, en l’occurrence affine. Des éléments
saillants formés de portions d’autres images subissant un
mouvement affine différent de ce mouvement principal
sont ensuite inclus. Les images de PascalVOC 2012 [5] ont
servi pour la génération de cette base. Des exemples sont
donnés en figure 1. Les exemples sont générés avec une
probabilité de 0,5 pour l’absence de saillance, 0,25 pour la
présence d’un élément saillant et 0,25 pour la présence de
deux éléments saillants. Les éléments saillants ont une di-
mension limitée, de l’ordre de 0,5% à 1,5% de la surface
de l’image. Nous avons délibérément inclus des éléments
saillants de petite taille pour constituer des exemples de
saillance difficiles à détecter.
En générant les exemples de cette façon, le risque serait
que la méthode proposée distingue les éléments saillants de
par leur aspect généralement différent du reste de l’image,
et non du fait de leur véritable saillance dynamique. Pour
éviter ce problème, les exemples non saillants peuvent
contenir jusqu’à deux portions issues d’autres images, qui
suivent cette fois le mouvement principal. La forme des
portions d’images incluses a été générée aléatoirement.
Afin de maximiser la variabilité des exemples servant à en-
traîner les réseaux, les paires d’images sont générées à la
volée pendant l’apprentissage. Pour la phase d’apprentis-
sage, nous sommes amenés à générer à la volée environ
4 millions d’éléments. Les ensembles de validation et de
test contiennent 2000 éléments chacun.
FIGURE 1 – Exemples tirés de la base de vidéos synthé-
tiques. Les champs de vitesse associés sont représentés en
code couleur, teinte pour la direction du vecteur, saturation
pour son amplitude. L’image du haut est non saillante et
celle du bas est saillante.
3.2 Base de vidéos réelles
Pour pouvoir évaluer notre méthode de classification de la
saillance dynamique, il est nécessaire de disposer en outre
d’une base de vidéos réelles. En particulier, puisque la mé-
thode proposée s’applique à des situations générales com-
portant des caméras mobiles, il faut que la caméra soit ef-
fectivement en mouvement dans une part conséquente des
vidéos traitées.
La vérité-terrain qui nous intéresse doit porter sur la pré-
sence de saillance liée au mouvement dans chaque image.
La base de vidéos constituée par Bideau et Learned-Miller
[1] est ainsi une bonne opportunité. Elle rassemble les
bases FBMS-59 [22], Complex Background [21] et Ca-
mouflaged Animals [2], ré-annotées spécifiquement pour le
problème de la segmentation d’objets mobiles. Cette base
de vidéos comprend notamment des exemples adaptés à
notre problème, en particulier les vidéos extraites de Ca-
mouflaged Animals, où visuellement seule l’information
de mouvement permet de détecter l’animal saillant. Notre
annotation de classe saillante pour une image résulte de
la présence d’un élément saillant dans la vérité-terrain de
cette base. Il faut noter que cette vérité-terrain n’est dispo-
nible que pour une partie des images des vidéos.
Toutefois, notre objectif n’étant pas de localiser spa-
tialement les éléments mobiles saillants mais de détec-
ter temporellement leur présence, des exemples de sé-
quences d’images non saillantes sont nécessaires pour ser-
vir d’exemples négatifs. De tels exemples étant très mino-
ritaires dans la base de [1], nous l’avons complétée avec
71 nouvelles vidéos exclusivement non saillantes, que nous
avons nous-mêmes acquises.
La base de vidéos finale contient 144 vidéos, dont 94 dans
l’ensemble d’apprentissage, 13 dans l’ensemble de valida-
tion et 37 dans l’ensemble de test, pour un total de 3451
paires d’images. Ces trois ensembles sont globalement
équilibrés en terme d’images saillantes et non saillantes.
Pendant l’apprentissage, nous procédons à une augmenta-
tion de données par redimensionnement, par « cropping »,
par inversion temporelle, ainsi que par symétrie autour
d’un axe vertical (flip). De plus, la vérité-terrain étant dis-
ponible pour toutes les images des 71 nouvelles vidéos,
systématiquement non saillantes, toutes les images de ces
vidéos peuvent être utilisées pendant l’apprentissage. Les
données pour la construction des batchs introduits dans
l’apprentissage des réseaux seront par la suite choisies de
façon à garantir un équilibre entre le nombre d’éléments
saillants et non saillants.
4 Classification de la saillance dyna-
mique
Dans cette section, nous allons décrire notre approche de
classification image par image de la saillance dynamique,
que nous pouvons aussi appeler approche de détection tem-
porelle de la saillance dynamique. Elle s’appuie sur l’uti-
lisation de réseaux de neurones convolutionnels (CNN en
anglais, sigle que nous utiliserons à l’occasion pour simpli-
fier l’écriture) qui ont montré toute leur efficacité ces der-
nières années sur des problèmes de classification d’image.
Nous en avons conçu plusieurs variantes. Tout d’abord,
nous avons défini deux manières de poser ce problème de
classification de saillance dynamique :
— La première compare l’image courante et l’image sui-
vante recalée par le mouvement principal (ou domi-
nant) estimé entre ces deux images ;
— La seconde se démarque des images et exploite la dif-
férence (ou flot résiduel) entre flot optique et mouve-
ment dominant calculés entre l’image courante et sa
suivante.
Nous avons comparé deux façons de calculer le modèle
paramétrique de mouvement correspondant au mouvement
dominant dans l’image. La première utilise la méthode ro-
buste incrémentale Motion 2D [23]. Pour la seconde, nous
avons élaboré une méthode par apprentissage profond.
4.1 Classification de la saillance après ali-
gnement des images successives
Dans la très grande majorité des cas, le mouvement induit
par une caméra mobile correspond au mouvement domi-
nant dans l’image. Ce dernier est exprimé sur les régions de
l’image correspondant aux éléments statiques de la scène.
Si les variations de profondeur ou d’orientation de ces élé-
ments statiques sont faibles par rapport à la distance à la
caméra, un seul modèle paramétrique 2D de mouvement,
comme un modèle affine ou quadratique, pourrait raison-
nablement appréhender ce mouvement dominant. Dans le
cas contraire, il faudrait en introduire plusieurs, et procéder
à une segmentation de la scène pour affecter un modèle de
mouvement à chaque zone segmentée. Pour valider l’ap-
proche proposée, nous nous focaliserons à ce stade sur des
situations où le recours à un seul modèle paramétrique de
mouvement peut être suffisant. Notons par ailleurs que si
la caméra effectue un plan rapproché sur un élément mo-
bile de la scène, le mouvement dominant devient celui de
cet objet en gros plan. Pour autant, notre détection de la
saillance dynamique restera opérante, car il s’agira toujours
de détecter une présence d’un élément se démarquant de ce
mouvement dominant.
Une fois les images alignées à partir du modèle affine es-
timé, la classification est réalisée par un réseau convolu-
tionnel. Les deux images pré-alignées étant des images en
couleur, nous formons une entrée du réseau à 6 canaux. Le
schéma de principe de cette première architecture de clas-
sification de la saillance dynamique est fourni à la figure 2.
La structure du CNN pour la classification a été définie à
l’aide d’expériences préliminaires menées sur la base de
données synthétiques. Cette architecture est détaillée à la
figure 3. Lors d’expérimentations préalables, nous avons
observé qu’introduire une plus grande profondeur dans le
réseau conduisait à du sur-apprentissage. L’entraînement
de ce CNN est réalisé avec la fonction d’entropie croisée
comme fonction de perte.
FIGURE 2 – Classification de la saillance dynamique basée
sur l’alignement préalable des images à partir de l’estima-
tion du mouvement dominant.
FIGURE 3 – Réseau convolutif pour la classification de
la saillance dynamique après alignement des images. Les
convolutions sont suivies d’une « batch normalisation » et
de la non-linéarité ReLU.
La compensation du mouvement est réalisée avec un mo-
dèle paramétrique affine qui s’écrit pour chaque point
p ∈ Ω, où Ω est le domaine de l’image ;
ωθ(p) =
(
a1 + a2x+ a3y
a4 + a5x+ a6y
)
(1)
où p = (x, y), et θ = (a1, ..., a6) forme le vecteur des
paramètres du modèle de mouvement.
Une première mise en œuvre de cette classification de
saillance dynamique par alignement préalable des images
exploitera l’algorithme robuste et incrémental Motion2D
[23] pour l’estimation paramétrique du mouvement domi-
nant. Cette méthode sera notée par la suite WS-Motion2D
pour Warping Saliency with Motion2D.
4.2 Estimation du mouvement dominant par
apprentissage profond
Dans la section précédente (méthode WS-Motion2D), l’es-
timation du modèle paramétrique de mouvement est obte-
nue par une méthode classique de régression robuste. Il est
toutefois intéressant d’en étudier le remplacement par un
module basé également sur l’apprentissage profond, pour
envisager un schéma d’apprentissage de bout en bout.
Dans [25], Rocco et al. proposent un réseau convolutionnel
pour le réalignement, entre deux images prises selon des
points de vue éventuellement très différents, d’instances
différentes d’objets d’une même classe, par exemple deux
images de voitures. Il conduit à l’estimation paramétrique
d’une transformation géométrique entre images.
Nous avons repris cette architecture et l’avons adaptée à
l’estimation d’un modèle de mouvement 2D affine entre
images successives d’une vidéo. Dans notre cas, un as-
pect important est la présence d’outliers qui ont un mouve-
ment différent du mouvement dominant. De plus, les mou-
vements attendus sont nettement moins marqués. Aussi,
l’amplitude maximale des déplacements générés dans la
base synthétique a été fixée à 15% des dimensions de
l’image. Cette architecture, schématisée à la figure 4, a été
entraînée à l’aide des exemples synthétiques décrits au pa-
ragraphe 3.1. Dans cette architecture, le CNN est composé
de deux couches convolutionnelles de supports respectifs
7x7 et 5x5, suivies d’une couche complètement connectée
pour la classification.
La fonction de perte utilisée pour entraîner ce réseau est
similaire à celle utilisée dans [25]. Une grille de points G
est déformée par le mouvement dominant estimé de para-
mètres θ̂ et par la vérité-terrain θGT . La fonction de perte
ε(θ̂) compare ces deux ensembles de déplacements pro-









FIGURE 4 – Architecture inspirée de [25] pour l’estimation
paramétrique du mouvement dominant.
En utilisant ce réseau, nous avons obtenu une erreur
moyenne d’estimation du mouvement dominant sur l’en-
semble de test synthétique de 0,20 pixel, avec un écart-type
de 0,08. En ce qui concerne Motion2D, l’erreur moyenne
est de 0,03 pixels pour un écart-type de 0,41.
Sur cet ensemble de test synthétique, Motion2D fournit une
estimation du mouvement plus proche de la vérité-terrain,
mais la précision obtenue par le réseau reste raisonnable.
Nous pouvons penser que la précision diminuera sur les vi-
déos réelles et que le réseau aura a priori plus la capacité de
s’adapter aux situations réelles. En remplaçant Motion2D
par ce réseau, nous avons une nouvelle variante de la mé-
thode de classification que nous nommerons par la suite
WS-Fully Deep Learning ou WS-FD.
Il est à noter que pour la variante s’appuyant entièrement
sur l’apprentissage profond, le réseau d’estimation du mou-
vement dominant a été pré-entraîné séparément puis figé
par la suite. Il serait toutefois possible de réaliser un en-
traînement de bout en bout en adoptant une méthode de
rétro-propagation de l’opération de réalignement, comme
il est suggéré dans [12].
4.3 Classification de la saillance à partir du
flot optique résiduel
La seconde méthode proposée part de la constatation que la
saillance dynamique est par définition liée au mouvement.
Au lieu de mettre en entrée du classifieur les images, l’idée
est cette fois d’exploiter directement des informations liées
au mouvement. Cela permet de s’affranchir complètement
des aspects d’apparence. Nous calculons tout d’abord le
flot optique résiduel, en faisant la différence du flot optique
et du flot affine dû au mouvement dominant estimé θ̂ :
∀p ∈ Ω, ωres(p) = ω(p)− ωθ̂(p) (3)
Ce flot résiduel est placé en entrée du classifieur.
Le schéma de principe de cette méthode est décrit à la fi-
gure 5. Les composantes du flot optique forment les deux
canaux de l’entrée du classifieur.
FIGURE 5 – Classification de la saillance basée sur le flot
résiduel.
Le flot optique est calculé à l’aide de l’algorithme Flow-
Net2.0 [11]. FlowNet2.0 a été choisi en raison de ses
bonnes performances, mais aussi en raison de son très
faible temps de calcul. La même architecture de classifieur
que celle décrite à la figure 3 est utilisée.
Une première version de cette méthode d’estimation de la
saillance dynamique sera notée par la suite RFS-Motion2D
pour « Residual Flow Saliency with Motion2D » dans le cas
où Motion2D est utilisé pour l’estimation paramétrique du
mouvement. Une seconde version exploitant le réseau pré-
senté à la section précédente pour l’estimation du mouve-
ment dominant sera dénommée RFS-FD pour RFS-Fully
Deep Learning.
5 Évaluation expérimentale
5.1 Implémentation des méthodes
Les méthodes présentées dans la section 4 ont été implé-
mentées à l’aide de la librairie caffe [13]. L’optimisation a
été réalisée à l’aide de la méthode Adam [16] avec les pa-
ramètres proposés par les auteurs. Le taux d’apprentissage
initial a été fixé à 10−3 pour l’apprentissage sur données
synthétiques et à 10−5 pour les données réelles 1. Le temps
nécessaire pour le traitement d’un batch dans la phase d’ap-
prentissage (prédiction et rétro-propagation), avec un GPU
Tesla M40 et un processeur cadencé à 3,9 GHz, est respec-
tivement de 1,4 sec, 1,8 sec, 0,7 sec et 1,2 sec pour WS-FD,
WS-Motion2D, RFS-FD et RFS-Motion2D. La taille des
batchs est de 32, 32, 8 et 12 éléments respectivement. La
prédiction pour une image dans la phase de test se réalise
respectivement en 20,0 fps, 15,2 fps, 10,4 fps et 9,5 fps.
5.2 Remarques préliminaires
Les quatre méthodes introduites ci-dessus ont d’abord été
entraînées sur la base d’exemples synthétiques présentée au
paragraphe 3.1. L’évaluation sur la base de validation syn-
thétique a permis d’atteindre une précision dépassant les
98% dans tous les cas. Une performance de ce type s’ex-
plique par le caractère idéal des données synthétiques.
1. Des expériences ultérieures semblent indiquer que des perfor-
mances équivalentes peuvent être obtenues plus rapidement avec un taux
d’apprentissage à 10−3 pour les données réelles.
Il est un aspect du problème que nous n’avons pas encore
abordé, le choix du pas de temps pour le test, c’est-à-dire
l’écart temporel entre les deux images prises en compte. Un
pas de temps de 1 signifie que nous prenons deux images
consécutives de la vidéo, un pas de temps de 2, l’image t et
l’image t+2, etc... En effet, il est plausible que prendre des
images plus espacées dans le temps devrait faciliter la dé-
tection d’éléments saillants dont le mouvement est faible.
Cependant, l’estimation paramétrique du mouvement do-
minant est censée être plus performante sur des images
proches, moins susceptibles de comporter de grands mou-
vements de caméra. Un compromis sur le pas de temps sera
donc à trouver comme expliqué plus loin.
5.3 Définition de deux méthodes de référence
À notre connaissance, le problème que nous étudions n’a
pas été traité sous cette forme jusqu’à présent, ce qui rend
impossible les comparaisons directes avec des méthodes
existantes. Afin de cerner la difficulté du problème, deux
méthodes de référence « naïves » sont proposées.
La première méthode considère une différence d’intensités
recalées comme dans le paragraphe 4.1. Pour ce faire, un






|I(p+ ωθ̂(p), t+ 1)− I(p, t)| (4)
où θ̂ correspond aux paramètres du mouvement dominant
estimé, ωθ représente le flot affine dominant, I est l’inten-
sité de l’image, Ω est le domaine de l’image et p désigne un
de ses points. De façon à éviter des effets de bord, les pixels
sur les bords qui sortent de l’image ne sont pas inclus dans
Ω. Motion2D est utilisé pour l’estimation du mouvement
dominant.
La distribution empirique de ce critère C1 est calculée sur
l’ensemble de validation de la base de données réelles.
Cette distribution est identifiée à la loi exponentielle. Nous
appliquons un test de p-valeur avec une probabilité de
fausse alarme donnée (en pratique à 5%) pour fixer le seuil
de décision sur C1.
La seconde méthode de référence exploite le flot résiduel
comme dans le paragraphe 4.3. Nous évaluons alors le cri-






‖ω(p, t)− ωθ̂(p, t)‖2 (5)
où ω est le flot optique et ωθ̂ est le flot optique correspon-
dant au mouvement dominant estimé. Motion2D est utilisé
à nouveau pour estimer le mouvement dominant et Flow-
Net2.0 pour le calcul du flot optique.
De la même façon qu’avec C1, la distribution empirique des
valeurs de C2 est identifiée à une distribution exponentielle.
La même stratégie de seuillage fondée sur une probabilité
de fausse alarme à 5% est appliquée.
La suite des expériences montrera que le choix d’un pas
de temps plus grand que 1 permet d’améliorer les perfor-
mances des méthodes. Afin que les méthodes de référence
puissent tirer également parti de cette constatation, le pas
de temps est fixé à 4 pour ces deux méthodes.
Les performances de ces deux méthodes sur l’ensemble
de test réel sont rassemblées dans le tableau 1. Les per-
formances constatées ne dépassent pas les 55 % de prédic-
tions correctes sur l’ensemble de test complet. Ces résultats
confirment la non-trivialité du problème traité et la néces-
sité de développer des méthodes plus élaborées.
5.4 Évaluation des méthodes définies
Nous avons fait le choix d’architectures de classification
fournissant la seule probabilité de saillance à laquelle nous
appliquons un seuillage à 0,5. Nous avons en effet constaté
par des expériences préliminaires, sachant que nous trai-
tons un problème à deux classes, que la somme des pro-
babilités de saillance et de non-saillance tend en pratique
vers 1. L’alternative habituelle en classification consiste à
calculer les probabilités pour toutes les classes et à choi-
sir la classe de probabilité la plus élevée. Mais en l’occur-
rence, les deux stratégies sont pratiquement équivalentes.
Les fonctions de répartition des probabilités de la figure 6
illustrent bien le fait que les probabilités calculées se dé-
marquent bien du seuil à 0.5. La valeur du seuil n’est donc
pas critique, et la politique de seuillage permet au passage
de gagner un petit peu de temps de calcul.
Pour déterminer le pas de temps optimal pour chaque mé-
thode, une évaluation a été d’abord réalisée sur l’ensemble
de validation, comme illustré au tableau 2.
Les performances des différentes méthodes sont rassem-
blées dans le tableau 1. La méthode la plus efficace est
RFS-Motion2D, basée sur le flot résiduel. Elle atteint une
précision de 87,5% et démontre l’intérêt d’une approche
portant sur la seule information du mouvement. La mé-
thode WS-Motion2D s’appuyant sur les images recalées
atteint un score qui reste élevé, de 85,2%. Nous consta-
tons que les variantes des méthodes utilisant l’apprentis-
sage profond pour l’estimation du mouvement dominant
restent un peu moins performantes sur cette base de vidéos
réelles. Des exemples de classification sont rassemblés et
commentés en figure 7. Notons que, malgré le fait que le
mouvement de la caméra dans ces scènes réelles est diffi-
cilement descriptible par un modèle paramétrique unique,
les classifications proposées sont malgré tout pertinentes.
En comparant les résultats à ceux obtenus en n’utilisant
que les données synthétiques pour l’entraînement (voir ta-
bleau 3), nous observons que l’apprentissage complémen-
taire sur vidéos réelles permet dans tous les cas d’amé-
liorer la précision. Notons toutefois que la méthode WS-
Motion2D a déjà de bonnes performances avec la seule
utilisation des données synthétiques pour l’apprentissage,
ce qui est moins vrai pour les autres méthodes. Une expli-
cation possible de ce comportement est que dans le cas de
WS-Motion2D, les images sont réalignées avec une préci-
sion correcte, ce qui facilite la décision.
Pour les méthodes utilisant Motion2D, le choix du modèle
paramétrique peut avoir un impact dans les performances
des méthodes. Le tableau 4 compare les résultats obtenus
pour WS-Motion2D en remplaçant le modèle affine par un
modèle de mouvement quadratique (polynômes de degré
2 pour les deux composantes du vecteur de vitesse pour
un total de 8 paramètres différents) dans le test, sans ré-
entraîner le classifieur. Nous constatons que l’influence du
choix du modèle est faible, du moins sur ces vidéos réelles.
FIGURE 7 – Exemples de classification par RFS-Motion2D. Les
éléments de gauche sont bien classés et ceux de droite sont mal
classés. Les éléments de la première ligne sont non saillants, les
autres sont tous saillants. Des cas complexes comme le cours
d’eau ou l’escargot sont bien classés. Le vent dans les feuillages
(en haut à droite) et de petits objets mobiles partiellement mas-
qués (entourés en rouge) posent par contre problème.
6 Conclusion
Dans cet article, nous avons formulé le problème de dé-
tection temporelle de la saillance dynamique dans des vi-
déos sous un angle nouveau. Nous avons présenté quatre
méthodes pour résoudre ce problème, qui exploitent l’ap-
prentissage profond. Une base de vidéos synthétiques a été
constituée, en complément d’une base de vidéos réelles ap-
propriée et annotée pour le problème traité. La meilleure
méthode atteint une précision de 87,5% sur l’ensemble de
test réel.
Des pistes de recherches pour de futurs travaux incluent
une estimation plus complète du mouvement dominant
dans le cas de scènes complexes, à l’aide d’une approche
multi-modèle. Le CNN utilisé pour l’estimation du mou-
vement dominant pourrait également être amélioré, notam-
ment par l’utilisation de stratégies multi-échelles.
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FIGURE 6 – Fonctions de répartition empiriques (probabilités cumulées) de la probabilité de saillance pour des images
saillantes (en rouge) et de la probabilité de non-saillance pour des images non-saillantes (en vert), fournies par la méthode
WS-Motion2D. Les deux graphiques correspondent à gauche au cas du réseau pré-entraîné sur les données synthétiques, et à
droite, entraîné en outre sur les vidéos réelles. Dans les deux cas, l’ensemble de validation réel a été utilisé pour calculer les
fonctions de répartition. Le pas de temps optimal a été utilisé pour chaque réseau.
Méthode Pas de Pourcentage d’images Pourcentage sur les Pourcentage sur les
temps correctement classifiées images saillantes images non saillantes
C1 4 50,2 87,0 8,2
C2 4 54,4 64,6 42,8
WS-Motion2D 6 85,2 78,4 93,0
WS-FD 2 76,5 59,4 96,2
RFS-Motion2D 5 87,5 79,7 96,4
RFS-FD 3 84,6 73,0 98,0
TABLE 1 – Taux de bonne classification des différentes méthodes sur l’ensemble de test réel.
Pas de temps 1 2 3 4 5 6 7 8 9
Précision 84,9 89,0 88,3 88,9 89,6 88,9 88,9 89,2 88,5
TABLE 2 – Performance de RFS-Motion2D sur l’ensemble de validation réel pour différents pas de temps.
Méthode Pas de Pourcentage d’images Pourcentage sur les Pourcentage sur les
temps correctement classifiées images saillantes images non saillantes
WS-Motion2D 2 80,9 76,8 85,7
WS-FD 3 67,3 62,3 73,1
RFS-Motion2D 5 76,0 62,2 91,8
RFS-FD 5 69,7 44,1 99,0
TABLE 3 – Taux de bonne classification des différentes méthodes sur l’ensemble de test réel, pour les méthodes entraînées
uniquement sur données synthétiques.
Méthode Pas de Pourcentage d’images Pourcentage sur les Pourcentage sur les
temps correctement classifiées images saillantes images non saillantes
WS-Motion2D (affine) 6 85,2 78,4 93,0
WS-Motion2D (quadratique) 6 85,2 77,9 93,5
TABLE 4 – Comparaison des modèle paramétriques affine et quadratique pour WS-Motion2D
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