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a b s t r a c t
We characterize the rank of edge connection matrices of partition
functions of real vertex models, as the dimension of the homoge-
neous components of the algebra of G-invariant tensors. Here G is
the subgroup of the real orthogonal group that stabilizes the vertex
model. This answers a question of Balázs Szegedy from 2007.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Let G be the set of all isomorphism classes of graphs, allowing multiple edges, loops and circles.
Here a circle is a loopwhich does not contain vertices. AnR-valued graph parameter is amap p:G→ R
which takes the same values on isomorphic graphs.
Throughout this paper we set N = {0, 1, 2 · · ·} and for n ∈ N, [n] denotes the set {1, . . . , n}. Let
R := R[x1, . . . , xn], (1)
denote the polynomial ring in n variables. Note that there is a one-to-one correspondence between
linear functions h: R → R and maps h:Nn → R; α ∈ Nn corresponds to the monomial xα :=
xα11 · · · xαnn ∈ R and themonomials form a basis for R. LetD and E be finite sets, withD ⊆ E. Given amap
φ: E → [n], we can view the multiset φ(D) as an element α ∈ Nn via α1 = |φ−1{1} ∩ D|, . . . , αn =
|φ−1{n} ∩ D|.
Following de la Harpe and Jones [3] we call any map h:Nn → R a vertex model. The partition
function of h is the graph parameter ph:G→ R defined by
ph(G) =

φ:EG→[n]

v∈VG
h (φ (δ(v))) , (2)
for G ∈ G. Here δ(v) is the multiset of edges incident with v. Note that a loop counts twice.
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Fig. 1. Gluing two k-fragments into a graph.
We need to introduce the concept of a fragment. A k-fragment is a graph which has k of its vertices
labeled 1 up to k, each having degree one. These labeled vertices are called the open ends of the graph.
The edge connected to an open end is called a half edge. LetFk be the collection of all k-fragments. We
can identifyF0 withG, the collection of all graphs. Let k ∈ N. Define a gluing operation ∗:Fk×Fk → G
as follows: for F ,H ∈ Fk connect the half edges incident with open ends with identical labels to form
single edges (with the open ends erased); the resulting graph is denoted by F ∗G; see Fig. 1. Note that
by gluing two half edges, of which both their endpoints are open ends, one creates a circle.
For any graph parameter p, letMp,k be the Fk × Fk matrix defined by
Mp,k(F ,H) = p(F ∗ H), (3)
for F ,H ∈ Fk. This matrix is called the k-th edge connection matrix of p. In [7], Szegedy used the edge
connection matrices to characterize when a graph parameter p is of the form ph for some h:Nn → R.
In the same paper (cf. [7, Question 3.1]), Szegedy asked for a characterization of rk(Mp,k), for k ∈ N, if
p = ph for some h:Nn → R. The same question is also posed in [1]. In this paper we give an answer
to this question, which we describe now.
Let O(n) := {U ∈ Rn×n | UTU = I} be the orthogonal group. The orthogonal group acts on the
polynomial ring R; for q ∈ R, v ∈ Rn and U ∈ O(n), (Uq)(v) := q(U−1v). The action of O(n) on R
induces an action on R∗, the space of linear functions on R; for h ∈ R∗, and U ∈ O(n), Uh is defined by
(Uh)(q) := h(U−1q), for q ∈ R.
For h ∈ R∗, define
Stab(h) := {U ∈ O(n) | Uh = h} . (4)
Let V = Rn. The action of O(n) on V extends naturally to V⊗k for any k ∈ N. As usual, for a subgroup
H of O(n),
(V⊗k)H := v ∈ V⊗k | Uv = v for all U ∈ H . (5)
Our characterization reads:
Theorem 1. Let h:Nn → R. Then for any k ∈ N,
rk(Mph,k) = dim(V⊗k)Stab(h). (6)
The organization of this paper is as follows. In Section 2we discuss a related result by Lovász, which
characterizes the rank of vertex connection matrices of partition functions of real valued weighted
spin models.
Section 3 deals with some framework and preliminaries. In particular, we give a combinatorial
interpretation of the space of tensors invariant under the action of Stab(h), for h:Nn → R
(cf. Theorem 3), from which we will deduce Theorem 1.
In Section 4 we give a proof of Theorem 3. Our proof uses a result of Schrijver, characterizing
algebras of G-invariant tensors for subgroups G of O(n).
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2. Related work
In [4], Lovász characterized the rank of vertex connection matrices of partition functions of real
valuedweighted spinmodels. In order to state his result, we first need to introduce some terminology.
This is not used anywhere else in this paper.
Let α ∈ Rn be strictly positive and let β ∈ Rn×n be symmetric. Following de la Harpe and Jones [3]
we call the pair (α, β) a weighted spin model. Let G′ be the collection of all graphs, allowing multiple
edges but no loops or circles. The partition function of (α, β) is the graph parameter pα,β :G′ → R
defined by
pα,β(H) :=

φ:VH→[n]

v∈VH
αφ(v) ·

uv∈EH
βφ(u),φ(v), (7)
for H ∈ G′.
We can view pα,β in terms of weighted homomorphisms. Let G(α, β) be the complete graph on n
vertices (including loops) with vertex weights given by α and edge weights given by β . Then pα,β(H)
can be viewed as counting the number of weighted homomorphisms ofH into G(α, β). In this context
pα,β is often denoted by hom(·,G(α, β)).
A k-labeled graph is a graph H with an injective map φ: [k] → VH . Let G′k be the collection of all
k-labeled graphs. For F ,H ∈ G′k define FH ∈ G′k to be the k-labeled graph obtained from the disjoint
union of F and H by identifying equally labeled vertices. For any graph parameter p:G′ → R and
k ∈ N, the k-th vertex connection matrix Np,k is the G′k × G′k matrix defined as follows:
Np,k(F ,H) = p(FH), (8)
for F ,H ∈ G′k.
The vertex connection matrices were used by Freedman et al. in [2] to characterize graph
parameters which are of the form pα,β for some positive α ∈ Rn and symmetric β ∈ Rn×n.
Let α ∈ Rn positive and β ∈ Rn symmetric. Lovász [4] characterized the ranks of the vertex
connection matrices of the parameter pα,β . Let G = G(α, β). Two distinct vertices i, j ∈ VG are called
twins if β(i, l) = β(j, l) for all l ∈ VG.
Theorem 2 (Lovász [4]). Let G be as above and let Aut(G) ⊆ Sn be the automorphism group of G. If G is
twin free, then
rk

Npα,β ,k
 = dim V⊗kAut(G) . (9)
If G has twins, one can make a twin free graph G′ (by identifying twins) such that hom(H,G) =
hom(H,G′) for all H ∈ G′.
Our result on the rank of the edge connection matrices of partition functions of real vertex models
is a natural analogue of Lovász’s theorem. It is possible to give a proof of Theorem 2 using our proof
method for Theorem 1. We will however not do this here.
In [5], Schrijver introduced a different type of vertex connection matrix. It is also possible to
characterize the rank of these connection matrices of partition functions of unweighted spin models
(i.e. α is the all ones vector) using our method. The characterization is similar to Theorem 2.
3. Framework and preliminaries
In this sectionwewill introduce the necessary framework and preliminaries in order to give a proof
of Theorem 1.
Let F := ∞k=0 Fk and let RF denotes the linear space consisting of (finite) formal R-linear
combinations of fragments. These are called quantum fragments.
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Let V = Rn be equipped with the standard inner product ⟨·, ·, ⟩ and let e1, . . . , en be the standard
basis for V . Let
T (V ) =
∞
k=0
V⊗k. (10)
The space T (V ) is the tensor algebra over V (with product the tensor product). The standard basis for
V⊗k is given by the set {eφ | φ: [k] → [n]}, where eφ := eφ(i) ⊗ eφ(2) ⊗ · · · ⊗ eφ(k). The inner product
on V naturally extends to T (V ).
We now fix a vertexmodel h:Nn → R and show that there is a natural map fromRF to the tensor
algebra.
LetD ⊆ E be finite sets and letφ:D → [n] andψ: E → [n].We say thatψ extendsφ ifφ(d) = ψ(d)
for all d ∈ D. This is denoted by ψ D φ. For a k-fragment F and a map φ: [k] → [n] we will consider
φ as a map from the half edges of F to [n]. Moreover, for a fragment F we denote by VF its vertices
which are not open ends and by EF its edges, including half edges. Define for φ: [k] → [n] and F ∈ Fk
hφ(F) :=

ψ:EF→[n]
ψDφ

v∈VF
h (ψ (δ(v))) , (11)
and extend this linearly to RFk.
We now extend ph to a map from RF to the tensor algebra. Define ph:RF → T (V ) by
ph(F) :=

φ:[k]→[n]
hφ(F)eφ, (12)
for F ∈ Fk and k ≥ 0, and extend this linearly to RF . Note that for k = 0 this agrees with our original
definition of ph.
Note that for F ,H ∈ Fk,
ph(F ∗ H) =

φ:[k]→[n]
hφ(F)hφ(H) = ⟨ph(F), ph(H)⟩ . (13)
This implies thatMph,k is the Gram matrix of the tensors ph(F) for F ∈ Fk. Hence
rk(Mph,k) = dim(ph(RFk)). (14)
Recall that Stab(h) is the subgroup ofO(n) that leaves h invariant. The following theorem states that
the image of ph is equal to the algebra of tensors invariant under Stab(h); thus giving a combinatorial
interpretation of the algebra of tensors invariant under Stab(h).
Theorem 3. Let h:Nn → R. Then
ph(RF ) = T (V )Stab(h). (15)
Note that Theorem 1 follows from Theorem 3, using (14). So we only need to prove Theorem 3.
This will be the content of the next section.
4. A proof of Theorem 3
A crucial ingredient in our proof is a result of Schrijver, characterizing algebras of G-invariant
tensors for subgroups G of O(n). To state this result we first need some definitions.
A subset A of T (V ) is called graded if A =∞k=0 A ∩ V⊗k.
For 1 ≤ i < j ≤ k ∈ N, the contraction, Cki,j, is the unique linear map
Cki,j: V
⊗k → V⊗k−2, satisfying (16)
v1 ⊗ · · · ⊗ vk →

vi, vj

v1 ⊗ · · · ⊗ vi−1 ⊗ vi+1 ⊗ · · · ⊗ vj−1 ⊗ vj+1 ⊗ · · · ⊗ vk.
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A graded subset A of T (V ) is called contraction closed if Cki,j(a) ∈ A for all a ∈ A ∩ V⊗k and
1 ≤ i < j ≤ k ∈ N.
Note that for any subgroup G ⊆ O(n), T (V )G is clearly graded. It is also contraction closed. Indeed,
write for v = v1 ⊗ · · · ⊗ vk, Cki,j(v) =

vi, vj

u. Then for any U ∈ O(n)we have
U(Cki,j(v)) =

vi, vj

Uu = Uvi,UvjUu = Cki,j(Uv). (17)
Hence if v ∈ T (V )G, then Cki,j(v) ∈ T (V )G.
Define for a subset A of T (V ), the stabilizer of A by
Stab(A) := {U ∈ O(n) | Ua = a for all a ∈ A} . (18)
Theorem 4 (Schrijver [6]). Let A ⊆ T (V ). Then A = T (V )Stab(A) if and only if A is a graded contraction
closed subalgebra of T (V ) and contains
n
i=1 ei ⊗ ei.
Let h:Nn → R be a vertex model. Our proof now consists of two steps. First we show that ph(RF )
satisfies the conditions of Theorem 4. After that we show that Stab(ph(RF )) = Stab(h). Combining
these two steps completes the proof of Theorem 3.
We canmakeRF into a (graded) algebra by defining, for F ∈ Fk andH ∈ Fl, F⊗H to be the disjoint
union of F and H , where we add k to the labels of the open ends of H so that F ⊗ H is contained in
Fk+l.
We define a contraction operation for fragments. For 1 ≤ i < j ≤ k ∈ N, the contraction
Γ ki,j:Fk → Fk−2 is defined as follows: for F ∈ Fk, Γ ki,j(F) is the (k − 2)-fragment obtained from F
by connecting the half edges incident with the open ends labeled i and j to a single edge (erasing i and
j) and then relabeling the remaining open ends such that the order is preserved.
The following lemma shows that ph is an homomorphism of algebras and that ph preserves
contractions.
Lemma 1. The map ph is a homomorphism of algebras. Furthermore, for 1 ≤ i < j ≤ k ∈ N and F ∈ Fk,
ph

Γ ki,j(F)
 = Cki,j (ph(F)) . (19)
Proof. Let F ∈ Fk and H ∈ Fl. Then
ph(F ⊗ H) =

φ:[k+l]→[n]
hφ(F ⊗ H)eφ
=

φ:[k]→[n]
ψ:[l]→[n]
hφ(F)hψ (H)eφ ⊗ eψ = ph(F)⊗ ph(H). (20)
As for contractions, let 1 ≤ i < j ≤ k and let F ∈ Fk. Note that for φ: [k] → [n], the contraction
of eφ is contained in {eψ | ψ: [k − 2] → [n]} if φ(i) = φ(j) and is zero otherwise. The following
equalities now prove the lemma:
Cki,j(ph(F)) =

φ:[k]→[n]
hφ(F)Cki,j(eφ) =

φ:[k]→[n]
φ(i)=φ(j)
hφ(F)Cki,j(eφ)
=

φ:[k−2]→[n]
hφ

Γ ki,j(F)

eφ = ph

Γ ki,j(F)

.  (21)
Now to see that ph(RF ) satisfies the conditions of Theorem 4, note that ph(RF ) is clearly graded
and by Lemma 1 it is a contraction closed subalgebra of T (V ). Moreover, let I ∈ F2 be the half edge of
which both its endpoints are open ends. Then ph(I) =ni=1 ei⊗ ei.Hence ph(RF ) = T (V )Stab(ph(RF )),
by Theorem 4.
To conclude the proof, we will finally show that Stab(h) = Stab(ph(RF )).
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Fig. 2. The fragment H can be obtained from the fragment F by applying first Γ 61,4 and then Γ
4
1,3 .
The basic k-fragment Fk is the k-fragment that contains one vertex and kopen ends connected to this
vertex, labeled 1 up to k. For a map φ: [k] → [n], we define the monomial xφ ∈ R by xφ :=ki=1 xφ(i).
It is not difficult to see that
hφ (Fk) = h

xφ

. (22)
Lemma 2. Let U ∈ O(n). Then for any ψ: [k] → [n],
U (ph (Fk)) , eψ
 = (Uh)(xψ ). (23)
Proof. Write
U−1eψ =

φ:[k]→[n]
uφeφ . (24)
Then
U−1xψ =

φ:[k]→[n]
uφxφ . (25)
We then have
U (ph (Fk)) , eψ
 = ph (Fk) ,U−1eψ  = 
φ:[k]→[n]
h(xφ)

eφ,U−1eψ

=

φ:[k]→[n]
h(xφ)uφ = h(U−1xψ ) = (Uh)(xψ ). (26)
This proves the lemma. 
Lemma 2 immediately implies that Stab(ph(RF )) ⊆ Stab(h). Moreover, it also implies that
ph (Fk) ∈ T (V )Stab(h) for any k. Note that ph(I) = ni=1 ei ⊗ ei ∈ T (V )Stab(h), as Stab(h) ⊆ O(n).
Since any fragment F ∈ F can be obtained as a series of contractions applied to products of basic
fragments and I (see Fig. 2), it follows that ph(RF ) ⊆ T (V )Stab(h). Hence Stab(h) ⊆ Stab(ph(RF )).
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