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1. INTRODUCTION
In this paper we consider differential equations of the form
(1.1) F(x, y, y')=O.
Here x denotes a complex variable and y(x) a complex m-vector function.
Furthermore, F is an m-vector valued function defined and analytic in a
neighbourhood of a point (xo, Yo, zo) Eq xq mxqm and F(xo, Yo, zo) = O.
The problem of finding solutions analytic near (Xo, Yo, Zo) can be divided
into an algebraic and an analytic part. The algebraic part consists of the
construction, or at least of a proof of the existence of a formal solut ion
of the form U(x) = k=oan(x-xo)n with ao=Yo, al=Zo. The solution is
called formal because it is a formal power series (not necessarily with a
positive radius of convergence), which satisfies (1.1) in the sense that
substitution of u in the left-hand side of (1.1) yields the zero power series.
(1.2) REMARK. Sometimes, formal solutions of a different form are
sought, e.g. U= !anxn1k, whore k is a positive integer, or u =1p(x) LanXn,
where lJ!(x) is a function of simple type, which has no power series ex-
pansion at x=o (we suppose here that xo= O). D
The analytic part of the problem consists of a proof that tho formal
solution u thus constructed is related in one way or another to an actual
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solution of (1.1). Ideally, u converges (i.e. has a positive radius of con-
vergence) and hence represents an analytic solution defined in a neigh-
bourhood of (xo, Yo, zo). In section 2 we give a condition that guarantees
that this is indeed the case (theorem (2.6)). Unfortunately this condition
is rather restrictive if one is interested in the behaviour of the solutions
in a neighbourhood of a singular point. It can be seen from simple examples
(see example (2.8)) that the condition given in theorem (2.6) cannot be
essentially relaxed. However, the same example suggests that formal
solutions will have a significance for the differential equation as an
asymptotic series of an analytic solution. In a forthcoming paper ([7]),
it will be shown that this is a correct suggestion, under a very weak
hypothesis. In this paper we restrict ourselves to the convergent case.
In section 2 the problem will be formulated and our main result will
be given in sections 3 and 4. In section 3 we prove an auxiliar result
(lemma (3.3)) which will be given in a more general form than necessary
for our present purposes in view of later applications. As a byproduct of
this lemma we obtain a result about the convergence of a formal solution
of an analytic equation of the form
(1.3) !(x, y) = 0
where! is analytic in a neighbourhood of a point (xo, Yo) EO xOm. This
result is also proved in [9] and implicitly contained in [1, theorem 1.2]
The result of section 3 is used to reduce the differential equation (1.1)
to a form suitable for the application of Banach's contraction mapping
theorem, by which theorem (2.6) will be proved in section 4.
We conclude this section with a few examples of situations in which
the behaviour of solutions in a neighbourhood of a singular point arises
in a natural way.
(1.4) EXAMPLES.
(i) Consider the differential equation
dy
dt =H(t, y) .
Suppose that we want to know the behaviour of the solutions for t --+ 00.
Substitution of t = 1[o: yields
dy
-x2 dx =H(l/x, y)= : !(x, y) .
Usually, !(x , y) will be singular in x= 0, but even if ! is analytic, the
differential equation still may be singular because of the factor x2 in the
left hand side. See e.g. [2, Ch. 91 for a type of equation that can be handled
this way .
(ii) Consider the autonomous equation
dz
- =H(z)dt .
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Suppose, that we know that the solution under consideration tends to
Z for t ~ 00. Then we may use one of the components, say x = Zl, as an
independent variable, and the vector Y = (Z2, ... , zm) formed by the other
components as the dependent variable.
We have
from which we may eliminate t:
The resulting equation usually is singular at (x, y) =Z (since H(z) = 0).
For an example of this situation we refer to [5].
(iii) Suppose that a solution of the equation
dy
dx =H(x, y)
is known to have a singularity at a certain value Xo of x. For simplicity
let us restrict ourselves to the case of a single equation (m= 1), for which
we have y(x) ~ 00 (x ~ xo). Ifwe substitute y = liz we obtain the following
equation for z
dzdx = -z2H(x, liz) = : !(x, z).
Then! will usually be singular at (x, z) = (xo, 0) . o
2. STATEMENT OF THE RESULT
We denote by q[[Xl, . . . , xn]] the set of formal power series in the
variables Xl , .. ., Xn ' Sometimes we aggregate some of the variables in
order to shorten the notation, e.g. q[[x, y, z]] =q[[x, Yl , .. ., Ym, Zl, .• • , zp]],
if Y=(Yl , ... , Ym) and Z=(Zl, . .. , zp). The subspace of power series with a
positive radius of convergence will be denoted by q{Xl' ... , xn}, with
analogous possibilities of aggregation. If [/ is any space, k E 11, l E 11,
then [/k denotes the space of k-column vectors the components of which
are elements of [/. Similarly, [/k xl denotes the space of k x l matrices
with entries in [/.
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Without loss of generality we may assume t hat the point (xo, Yo, zo)
mentioned in the introduc ti on is the origin (0,0,0) in q x q mx q m, since
we can always obtain this situat ion by the subst itut ions x =xo+ ';,
y = yo+ ';Zo+?].
Let FEqm{x, y , z}, F(O, 0,0)=0, where y Eqm, z Eq m. Then
(2.1) F (x ,y(x ),y'(x ))=O
is an analytic differenti al equation in a neighbourhood N of the origin
(0,0,0) in q2m +l. Let N x denote the projection of N on t he z-plane .
A function y defined and analytic in some open set S in N x will be called
a solution of (2.1) if it satisfies (2.1). Suppose that we are able to find
a formal solution
00
(2.2) u= ~ anx n
n-2
of (2.1). Unless otherwise stated it will always be understood implicitly,
that a formal solution of an analytic equation has a vanishing constant
te rm . In this case , in order to guarantee that the argument of F has
values in a neighbourhood of (0,0,0) , we require also a l = 0. Our question
is: Does u have a positive radius of convergence ? The answer to this ques-
t ion depends on t he rank of the form al solution.
(2.3) DEFINITION. L et u be a formal solution of (2.1). The rank e(u)
of u is defined to be the smallest integer v for which there exists a matrix
M Eqm xm[[X]] such that
M (x)Fz (x, u, u') =x'I
where F z denotes the matrix of partial derivatives of F with respect to z.
If there exists no such matrix then we define e(u ) = 00.
(2.4) DEFINITION. L et v be a formal power series in x. The order of v
is defined to be the index of the first nonzero coefficient of v and is denoted
by w(v). If v =O we define w(v) =00.
If e(u) < 00, then F z(x , u , u') is invertible. Then we may set
e(u )= - W(F;:l( X, u , u')) .
If e(u )=00, then F z(x , u , u ' ) is not invertible.
In literature, often differential equations of the form
(2.5) x·y' = f(x , y)
are considered (see P O] Ch. I-V) . For such equations, one may speak of
t he rank of t he origin as a singular point of t he differential equation.
Our result is
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(2.6) THEOREM. Let u be a [ormal solution 01 (2.1) . II e(u) = °or e(u) = 1,
then u has a positive radius 01 convergence.
Ife(u) = 0, then Fz(O, 0, 0) is nonsingular. Hence by the implicit function
theorem, we can solve for y' in (2.1):
y'=G(x, y)
where G Eqm{x,y}. It is well known that this equation has a unique formal
solution which is convergent. (see [10, Theorem (2.1)]). The proof of the
case e(u) = 1 will be given in section 4.
Theorem (2.6) includes the following special case : II u is a [ormal
solution 01
(2.7) xy' (x) = I(x, y)
then U Eqm{x}.
Our proof of theorem (2.6) consists of the reduction of the general case
to this special case. The result of this special case is known (see [4]),
but a proof is not easily found in literature. Therefore we will give a proof
of theorem (2.6) for this case in section 4.
If e(u) > 1 it is possible that a formal solution diverges.
(2.8) EXAMPLE. Consider the differential equation
(2.9) x2y' =y -x.
It is easily verified that
00
(2.10) u= I (n-l)!xn
n-1
is a formal solution that does not converge. The general solution of (2.9)
can be given explicitly, viz .,
z
y(x) = Ce-1/z - f ~-lel/H/Zd~,
1
where C=y(I). By standard methods of asymptotic analysis it can be
seen that every solution has (2.10) as an asymptotic power series in every
sector of the form
S={xEOIx*o , iarg xl< n - <5}
with <5 > ° (see [10, Ch. III], also compare [2, section (1.5)]). 0
It follows that the conclusion of theorem (2.6) is no longer valid if
e(u) > 1. But at the same time the example suggests. that in case e(u) > 1,
the formal solution, though not convergent, has a significance as an
asymptotic expansion of a solut ion . It will be shown in [7] that this is the
case, in a sense to be defined precisely, if e(u) < 00. The problem is still
open for the case e(u) = 00.
220
3. A FUNDAMENTAL LEMMA AND SOME APPLICATIONS
If
00
u= L anxn eQm[[x]]
n-l
and N e 11 or N = 0, we introduce the N-head of u by
N
(3.1) NU := L anxn
n-l
and the N -tail of u by
00
(3.2) U[N]:= L an+NXn.
n -l
It is clear that NU eQm[x] (a polynomial), u[N]eQm[[x]] , and that U=NU+
+ xNu [N] . Furthermore, OU = 0, u[O] = u .
The main result of this section is
(3.3) LEMMA . Let F EQP{X, y, z], where y= (Yl , •• •, Ym) , Z= (Zl' •••, zp).
Let (y, z)= (u, v) be a formal solution of the equation
(3.4) F(x, y, z) = 0.
If there exists M e QPXp[[x]] such that
M(x)Fz(x, u , v)=x'I
then there exists f EQp{X, y} with the following properties
(i) Every solution (formal, or analytical, defined in a set in a neighbour-
hood of the origin in the (1], n -space) of
(3.5) x'C= f(x, 1])
yields a solution of (3.4) by means of the transformations
(3.6) y= 2.U+a?·1], Z2.=V+a?·C.
(ii) For every formal solution (u, v) satisfying 2.U = 2.U, 2.U = 2'V, the pair
(U[2.] , V[2.]) is a formal solution of (3.5). In particular (u[2.1 , V[2.]) is a formal
solution of (3.5).
PROOF. If '11=0, then Fz(O, 0, 0) is nonsingular. According to the
implicit function theorem, there exists a function f EQp{X, y}, such that
(3.4) is form ally and locally equivalent to the equation z=f(x, y).
Now suppose that v ;;;. 1. We define
F1(x, y, i) :=F(x, 2.U+Y, 2.v+i)
and consider a Taylor expansion of F 1 :
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where F, F y and F z are evaluated at (x, 2.U, 2"V) and where G contains
only second and higher order terms in y and z. Now Fz(x, 2.U, 2.V) and
Fz(x, u, v) agree up to the term with x2".
Let M 1 EQpXP[[x]] be such that M1(x)Fz(x, u, v)=x·I. Define N(x):=
=z.M1(x). (Definition (3.1) has been extended here to matrices). Then
N(x)Fz(x, 2.U, z.v)=x'(I +x·A(x))
for some A E Qp Xp{x}. Since v» 0 the matrix 1 + x· A (x) is invertible in
q Pxp{x1.Therefore, there exists a nonsingular matrix function M EqP xp{x},
such that
We define
We substitute y=xZ''Yj, z =xZ'C and observe that
for some G1 E qp{x, y, z}, since G does not contain linear or constant terms
in y, z. It follows that the equation (3.4) is equivalent to
Since 'Yj=u[Zv] and C=v[Zv] satisfy these equations formally, we must have
M F = xZ'b(x) for some b E qp{x}. Hence we obtain an equation of the form
x'C+H(x, 'Yj, x'C)=O
where H contains only constant second and higher order terms in x·C.
Since H is analytic, we may apply the implicit function theorem, to
obtain
for some analytic function I. It is easily seen that I satisfies the properties
(i) and (ii). 0
If we apply the lemma to the case where y does not appear in F (that
is, m = 0), we find
(3.7) COROLLARY. Let F E Qp{x, z], where Z= (Zl, ... , zp) and let Z=V be
a [ormal solution 01 the equation F(x, z) = o. II det Fz(x, v) i' 0, then v is
convergent.
PROOF. If detFz(x,v)i'O, there exists M(x) EqPXp[[X]] and'll such
that M( x)Fz(x, v) =x·I. According to the lemma, C=v[z,] is a formal
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solution of an equation of the form
x'C= f(x),
where f E qp{x}. Hence v=z.v+xz"v[Zv]=zvv+x·f(x) is convergent. 0
If p= 1, the condition det Fz(x, v)+O can be relaxed considerably :
(3.8) COROLLARY. Let p = 1 and v a formal solution of the equation
F(x, z) = 0 (see (3.7)). If F is not identically zero, then v is convergent.
PROOF. First we observe that we may assume that F(O, z) is not
identically zero. If F(O, z) = 0, then F is divisible by x and v is also a
formal solution of the equation
F1(x , z)=O
where F 1(x, z) =x-1F(x, z). We may repeat this procedure until we obtain
a function, Fk(x, z) say, of which v is a formal solution and which satisfies
Fk(O, z)+O.
Suppose now that F(O, z) is not identically zero. If F z(x, v) = 0 then
v is a formal solution of the equation F z(x, z) = O. If F zz(x, v) = 0 then we
repeat this procedure and use Fzz(x, z) to start with. It is not possible
that okF(x, V)/OZk=O for all k, because this would imply that okF(O, 0)/
i)kZ=O for all k, and hence that F(O, z)=O. It follows that for some k
we have
i)kF(x, v) i)k+lF(x, v)
i)zk = 0, OZk+l +O.
Now we may apply corollary (3.7) to F(x, z) = i)kF(x, Z)/OZk. 0
It is not difficult to extend lemma (3.3) and corollary (3.7) to the case
of more independent variables (compare also [1, lemma (2.8)]).
Our main application of lemma (3.3) will be
(3.9) COROLLARY. Let u be a formal solution of (2.1). If v: =e(u) <00,
then there exists f E qm{x, y} , such that 1] = u[z.] is a formal solution of
(3 .10) x".,/(x) = f(x , 1](x)).
In addition, any (analytical) solution of (3.10) defined in a set sufficiently
close to the origin, yields a solution of (2.1) by the transformation
(3.11) y=z.u+x2v'Y/ .
PROOF. We restrict ourselves to the case v :> 1. Let u be a formal solution
of F(x,y,y')=O, then (u ,v) , where v:=u' , is a formal solution of
F(x, y , z) = 0 (notice that We have assumed that w(u) = 2, so that v does
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not contain a constant term). According to lemma (3.3) there exists an
analytic function g(x, y) such that (1'}, C) = (U[2.], V[2 v]) is a solution of
x·C=g(x,1'}). Since
(where U2V+l is the first coefficient in the power series expansion of U[2 v ] ) ,
it follows that 1'} = U[2v] is a formal solution of
xVr/ = I(x, 1'})
where I(x, 1'}): =g(x, 1'}) - 2vxv-1(1'} -U2v+I). Conversely, if we have a solution
of this equation defined in a sot in a neighbourhood of x = 0, the formula
(3.11) will give us a solution of (2.1) in the same set. 0
According to corollary (3.9), it suffices for the proof of theorem (2.6)
to restrict ourselves to equations of the form
xy' = I(x, y),
where 1 E qm{x, y}. The proof of theorem (2.6) for this case will be given
in the next section.
4. PROOF OF THEOREM (2.6)
Let f Eqm{x,y}, where y=(Ylo .. . ,Ym) and suppose that u is a formal
solution of
(4.1) xy'=/(x,y).
We write I(x, y)=Ay+h(x, y), where A : =/1/(0,0) is an m x m matrix and
h E qm{x, y} satisfies hl/(O, 0)=0. In order that the Contraction Mapping
Theorem be applicable, we will require that the following condition is
satisfied :
(4.2) CONDITION. Every eigenvalueA01 A satisfiesthe inequality Re ;. <;;; - 1.
We show that it is no loss of generality to assume that this conditions
holds. If the equation
(4.3) xy' =Ay+h(x, y)
does not satisfy (4.2) we substitute the series u partially. Setting
where pEn, we obtain the following equation for 1'}
where
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Since '/'} = u[vl is a formal solution of (4.4) hI must be analytic (a pole of
hI w.r.t. x, would not vanish upon the substitutiori n =u[Pl, since "fJ only
occurs with analytic factors in hI)' Furthermore,
hI'l(x, "fJ)=hll(x, pu+xP"fJ)
and in particular, hI'l(O, O)=hll(O, 0)=0. We observe that u[pl is a formal
solution of equation (4.4), which satisfies (4.2) if p is sufficiently large.
And, of course, the convergence of ulp l implies the convergence of u.
We want to point out that the formal solution u is unique if condition
(4.2) is satisfied. This can easily be verified.
Equation (4.2) can be rewritten into an integral equation by means
of the variation of constants formula
III
y(x) = x-Ac +X-I S (~/X)-A-Ih(~, y(~))d~
"'0
where xP ; = exp (P log x) and c is an arbitrary element of Qm. We are
interested in solutions y(x) that satisfy y(O)= 0. Because of condition (4.2),
x-A --+ °(x ~ 0), so that we must have
III
y(x) =x-I S (~/X)-A-Ih(~, y(md~.
o
As an integration path we choose the straight segment connecting the
origin with z, and paramatrised by ~=AX (O <A< 1). This yields
1
(4.5) y(x)= S A-A-1h(AX, y(Ax))dA.
o
An analytic function y(x) satisfying this integral equation and the initial
condition y(O)=O is an analytic solution of (4.1). The power series ex-
pansion of this analytic solution is a formal solution of (4.1). Consequently,
our proof will be complete if we establish the existence of an analytic
solution of (4.5) vanishing at the origin .
For r >O let f/r denote the space of analytic functions y: N; --+ qm
satisfying the inequality ly(x)I<Olxl for some 0 >0. Here Nr:={x EO!
Ixl <r} and Iyl is a (fixed) norm in qm. In f/r we define a norm by
IIYII: = sup {Ix-Iy(x)I 10< Ixl <r}.
With this norm and the usual addition and scalar multiplication f/r is a
Banach space over O. We denote by flAr,q the set {y E f/rillyll <q}.
The function h in (4.3) satisfies hll(O, 0) = O. Consequently, the in-
equalities
(4.6) Ih(x, y)1 < M(lxl +lyl2)
and
(4.7) Ih(x, y) -h(x, z)1 <N(lxl+ Iyl + [zl)ly-zl
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hold for sufficiently small x, y, z, say for [xl < b, Iyl < b, Izi < b. It is also
assumed that h is analytic for these values of x, y. Since condition (4.2)
is satisfied we have IIt.-A - 111 < L (0 < t.< I) for some L > 0.
For sufficiently small r, the operator f/J given by
1
f/J(y) : = f A-A-1h(l..x, Y(Ax))dA
o
is defined on !Jjr .q, where q:=LM. Indeed, this is true if IAxI < <5,
IY(Ax)I <<5 for 0<1.<;1, Ixl<r and YE!Jjr .q and these inequalities are
satisfied if r < <5 and qr < <5. Furthermore, if q2r < 3/2, then f/J maps !Jjr .fJ.
into !Jjr ,q as follows from (4.6). Similarly it follows from (4.7) that
1If/J(y)-f/J(z)lI<illy-zli if NLr<3/2.
Consequently, if we choose r » °such that the inequalities
r<<5, LMr<<5, L2M2r<;3/2, LNr <3/2
hold, then f/J is a contraction on !Jjr,LM and hence f/J has a fixed point,
which is an analytic solution of (4.5) vanishing at the origin. This com-
pletes the proof of theorem (2.6).
5. SOME GENERALISATIONS
1. Consider a system of linear differential equations
(5.1) y'(.l) = A (x )y(x)
where A(x) is a single valued meromorphic matrix in some neighbourhood
of x = 0. The origin is said to be a regular singular point if the solutions
of (5.1) have at most an algebraic growth near the origin, that is, if
for some a E '6, holds for every solution y .
A sufficient (but not necessary) condition for the origin to be a regular
singular point is that xA(x) be analytic at x=O, in which case we may
write
(5 .3) xy'(x)=B(x)y(x)
with B E qmxm{x}. The proof given in section 4 can easily be adapted to
the situation where the equation is of the form
(5.4) y'(x) =A(x)y(x)+h(x, y)
where A(x) may have a singularity at X= 0, but such that the linearisation
has a regular singular point at x = o.
Thus we may relax the condition e(u) =1 in theorem (2.6) by: (5.1)
has a regular singular point at the origin, where
A(x) = _F;l(X, NU, Nv)Fy(x, NU, NV)
and N is a sufficiently large number.
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Conditions for regularity have been given by several authors. We
refer to [3], [8].
II. We also may consider tho differential equation
(5 .5) F(x, y(x), y'(x)) = 0
where F E Op{x, y, z}, Y E om, that is where tho number of equations and
the number of unknowns are not equal. We distinguish between two cases:
(i) p>m. If u is a formal solution of (5.5) then e(u) is defined to be
the minimal value of v for which there exists a matrix M EOm Xp[[x] ] such
that M(x)Fz(x, u, u') =x"I, and e(u) =00 if no such matrix exists.
It can be shown (see e.g. [6, Thm (4.6)]) that there exist matrices
U EOPXP[[X]], V E Omxm[[x]] such that U, V are invertible,
U-I EOP XP[[X]], V-I EOmxm[[X]], UFz(x,u,u')V=D,
where
and
L1=[X"t o ...~]
O. . 0
o... 0 X"m
with '111<;.. • <;'JIm· It is not difficult to see that 'JIm='JI:=e(u) .
We choose N > 'II and set y: = NV'1] and
G(x, '1], C) := - NUF(x, NV'1], NV''1] +NVC) .
Then the differential equation for '1] is
(5.6) G(x, '1], '1]')=0.
The formal power series w: = N Y-1u is a formal solution of (5.6). (It is
easily seen that NV is invertible in Om xm{xJ.) Furthermore,
Gc(x, OJ, OJ') = NUFz(x, U, U')NV =D+ xNO
for some 0 E Qp xm[[x]]. Let us denote by H the function consisting of
the first m components of G. It follows that '1] = OJ is a formal solution of
(5 .7) H(x, '1], '1]') = 0
and that
H,(x, OJ, OJ') = L1 + x N r
for some r E Om xm[[x] ]. Obviously, the rank of OJ with respect to equation
(5.7) equals v. If '11= I then OJ and hence u converges.
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(ii) Now consider the case that p-cm. In this case it is not necessarily
true that a formal solution converges, even if e(u) = 1. Here we define
e(u) to be the smallest integer v ;;;. 0, for which there exists an m x p
matrix M such that Fz(x, u, u')M(x)=xT We can state a result which
has some similarity with [1, Theorem (1.2)].
(5.8) THEOREM. Let u be a formal solution of (5.5) with e(u) = 1. Then,
there exists for every k E 11 a convergent solution 11 of (5.5) such that
w(u-11);;;.k.
PROOF. This result is obvious from our previous considerations in the
case F > m. Hence we restrict our attention to the case p < m , Like in
the case p>m we may multiply equation (5.5) by a matrix U(x) and
apply the transformation 'Yj = Vy to obtain that the equation has the
following form (using the names of the original variables again)
(5.9) F(x, y, y' , Z, z') =0
where F EOP{X, y, '0, z, z}, and where for the corresponding formal solution
(y, z) = (u , v) there exists an m x m matrix M(x) such that
F,,(x, u , u', v, v')M(x) = xI.
From lemma (3.3) one can derive that the tails ('Yj,;) = (u[21, V[2l) satisfy
an equation of the form
(5.10) X'Yj' = f(x, 'Yj, ;, ;').
(Compare the proof of corollary (3.9)). Conversely, every convergent
solution of (5.10) corresponds to a convergent solution of (5.9) by the
transformations
Hence it suffices to prove the theorem for equations of the form (5.10).
Let us therefore assume that we have an equation of the form
(5.11) xy' = f(x, y, z, z').
Substituting
Y =NU+XN'Yj, Z=NV+XN;
for sufficiently large N , we obtain an equation of the same type but with
the property that fy(O, 0, 0, 0) has only eigenvalues with negative real
part. Then it follows that for every choice of Z EClm-p{x} there exists a
unique formal solution y, which is also convergent. Thus, if we substitute
Z=kV we obtain a solution y=y which is easily seen to satisfy w(y-u) ;;;.k.
Hence (y, z) = (y, kV) is the required solution of (5.11). 0
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