The main purpose of this article is to suggest an approximation method for solving continuous population models. Using the collocation method and matrix operations, the problems are reduced into a system of nonlinear algebraic equations. The desired approximate solutions are obtained by solving this system via Maple 15. The error analysis for the proposed method is also introduced using the residual function. Numerical experiments are given to demonstrate the efficiency of the method. The results obtained from the proposed method are compared with the known results.
INTRODUCTION
Differential equations and their systems have an importance in science and engineering since they have been used for modelling many problem in these areas [1] . Population models have been examined in various fields such as ecology, biology, medicine. The first studies on population models were made by Thomas Malthus (1798). Pierre-Francois Verhulst (1838) has made a linear approach to the population problem by assuming that the population is a continuous function of time. This equation is called logistic differential equation which is also known Verhulst-Pearl equations [2] . The logistic model is commonly written in the form: (1) where 0 r  is the intrinsic growth rate and 0 k  is the carrying capacity of the population [3] . Eq.(1) only assumes that the growth rate of a population at any time t depends on the relative number of individuals at that time.
If there are more than one species, these species interact. There are three main types of relation between these species. These predator-prey situations are competition and mutualism or symbiosis [4] .
In this work we deal with predator-prey situation which means when the growth rate of one population is decreased, the other is increased. The first predator-prey model with afteraffect was proposed by Volterra [5] . This model is a system as follow: where 1 ( ) y t and 2 ( ) y t indicate respectively the populations of prey and predator at time t , and 1 2 ( ) ( ) y t y t denotes the amount of the two organisms encounter each other , 0 a  growth rate of prey, 0 b  the efficiency of the predator's ability to capture the prey, 0 c  the death rate of the predator, 0 d  the growth rate of the predator [14] .
Up to now, the decomposition method [6] , He's homotopy perturbation method [7] , Bessel collocation method [8] have been used for solving logistic equation numerically. Also, Biazar et al. [9] [10] [11] used the Adomian decomposition method (ADM) and power series method, Rafei et al. and Pamuk [6, 12] used the homotopy perturbation method (HPM) and the decomposition method, Rafei et al. [13] and Yusufoglu et al. [14] used variational iteration method (VIM) and Yuzbasi used Bessel collocation method [8] to solve the system (2) numerically.
In recent years, various matrix and collocation methods and the polynomial approximations [18] [19] [20] [21] have been used. In this paper, Taylor matrix and collocation method is modified and developed to obtain the solution of model (1) and (2). Our aim is to approach solutions of these models which are expressed in the truncated Taylor series forms respectively;
where , , , 0,1,..., , 1, 2
Taylor coefficients to be determined.
APPLICATION OF THE METHOD FOR MODEL (1)
During this part of the work we want to convert (1) or equivalently
to a matrix equation. For this purpose we first consider the approximate solution ( ) y t and its derivative defined by truncated Taylor series (3). Then we write (3) and its derivative in the matrix form we obtain relations (6), (7) 
Similiarly, 2 ( ) y t which is the nonlinear term of (1) can be defined by the relation 
By substituting (6), (7), (8) into Eq. (5), we reach the primary equation as:
If it is wanted to write Eq. (10) in the compact form then it is obtained 
or the matrix equation 
To obtain the solution of (1) under condition we get the matrix form as: (0) .
We replace row matrix (15) by any row of the matrix (14) and we get the new system depending on conditions. So, we obtained to a system of nonlinear algebraic equations with unknown Taylor coefficients 0 1 , , . 
that it indicates ( ) ( ).
N y t y t 

RESIDUAL CORRECTION PROCEDURE FOR SINGLE SPECIES MODEL
In this part of the study, it will be explained an error estimation based on the residual function [15] - [17] for Taylor collocation method. Using this procedure it can be estimated the optimal M giving minimal absolute error. To modify the procedure to Eq (1) 
APPLICATION OF THE METHOD FOR MODEL (2)
Now we consider the interacting species model (2) or
y t ay t b y t y t y y t cy t d y t y t y
Let's start to apply the procedure with the solution (4) and its first derivative, for 0,1, 2,..., n N  then we get the matrix forms as follows:
and 
The expressions 1 2 ( ) ( ) y t y t and 2 1 ( ) ( ) y t y t can be represented by the relations respectively 
If the relations (19) , (20), (21) substitute into the system (18), we get the following matrix system
In relation (22) whether lineer and nonlinear parts are seperated then we get the relation
Hence, system (23) is expressed as:
In Eq. (24), by using collocation points (12) we obtain the matrix equations sytem 
In a similar way it is obtained the matrix form of initial conditions of (2) as:
. To find the solutions of (2) under these conditions we should replace (27) and (28) by any two rows of (26). So we have the required augmented matrix.
By solving this system we determine the unknown coefficients 1,n y and 2,n y , ( 0,1, , ) n N   and therefore we attain the numerical approaches as
If it is wanted to check the accuracy of the approximate solutions,we put these solutions into (2) and thus equation (30) is acquired for 
RESIDUAL CORRECTION PROCEDURE FOR INTERACTING SPECIES MODEL
In this section, using similar procedure in Section 3 it can be estimated the optimal M giving minimal absolute error. For modifying the procedure to system (2), first we get the residual function for Taylor polynomial solution (29) as Table 1 shows that comparison of the exact solution and the numerical solutions acquired by present method and the methods used in ref [6, 7] . In Table   2 , it is demonstrated that the absolute error Table 2 . The  norms of the absolute errors, estimations of the absolute errors, the  norms of the corrected absolute errors and upper bonds of the absolute errors for Example1. Example 2.
t a e t be t e t by t e t by t e t R e t c e t de t e t dy t e t dy t e t R
[6], [7] As a second problem, we consider the following problem 
After we apply the mentioned method for different N values as in Section 4, we compare the outputs from different methods as you can see in Table 3 .
In Figure 2 and Figure 3 , it is plotted that the numerical approaches gained by our method and the decomposition method for 4 N  . Also, we compare the accuracies of the approximate solutions in Table 4 and we show this results in 
CONCLUSIONS
In this study, we perform the Taylor matrix method to obtain approximate solutions of model (1) and (2) . Since the results are readily obtainable with a computer program this process is quite useful. To estimate the absolute error residual correction procedure is also improved for these models.
Moreover, one can specify optimal N which gives minimum absolute errors in any norm. In Table 1 , the numerical outputs obtained by different values of N are given with the exact solution. As it can be seen from the values, increasing N yields more accurate solution. In Table 2 , infinite norms of the absolute errors, corrected absolute errors and upper bounds of the absolute errors are displayed.
From the results acquired, it is said that residual correction procedure estimates the absolute errors well. For Example 2, since the exact solutions set is unknown, we test the accuracies of the approximate solutions. As seen from Tables 3-4 and figures, the accuracies are better for larger values of N . For both examples, the results are shown that the convergence of our method are better.
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