The ability of a single neural circuit to produce qualitatively distinct behaviors is typically attributed to some adaptive mechanism in the circuit itself. However, neural circuits are also embedded in particular bodies and environments, and feedback through the sensorimotor loop may also serve to drive behavioral differentiation. Here we explore the ability of a single neural circuit to produce qualitatively different behaviors based on changing patterns of environmental feedback. Agents equipped with two sets of effectors and controlled by fixed neural circuits are evolved to catch circles under three different motor conditions. In one condition, the agent must coordinate both sets of effectors, while in each of the other conditions one set of effectors is lesioned and the agent must rely on the other set alone to accomplish the task. A detailed behavioral analysis of the best evolved agent is reported, providing numerous insights into its evolved behavioral mechanism. The agent is found to produce significantly different motor outputs in each of the three conditions, to rely on continuous environmental feedback for successful behavior, and to switch flexibly between different behavioral conditions.
Introduction
The ability of a single neural circuit to produce multiple qualitatively distinct behaviors, referred to as multifunctionality, is typically thought to be due to some adaptive mechanism in the neural circuit itself. For example, a single neural circuit may produce multiple distinct behaviors as a result of synaptic plasticity, neuromodulation, or intrinsic multistability (Briggman and Kristan, 2008; Getting, 1989; Morton and Chiel, 1994) . In all of these mechanisms, the primary source of behavioral differentiation is assumed to be the neural circuit itself, while the role of bodily and environmental context is taken to be of secondary importance. However, in the past few decades, researchers from a variety of disciplines-including artificial intelligence, neuroscience, philosophy of mind, and cognitive science-have increasingly emphasized the importance of situatedness and embodiment for the production of intelligent behavior (Brooks, 1991; Clark, 1995; Pfeifer and Bongard, 2007; Beer, 2008) . Broadly speaking, situatedness refers to the role played by an agent's ongoing interactions with its immediate environment in shaping behavior. For example, a situated agent may substitute actions in the world for actions in the head, effectively offloading aspects of cognitive processes to the environment (Kirsh and Maglio, 1994; Hutchins, 1995) . Embodiment refers to the influence that the structure and properties of an agent's body have on its behavior. For instance, embodiment allows an agent to actively select and structure the information that it receives from its environment (Lungarella and Sporns, 2005; Polani et al., 2007) .
But how much can situatedness and embodiment really influence behavior? In particular, can different bodily or environmental contexts produce qualitatively different behaviors from the same neural circuit, or only slight variations? As a corollary, how important is it for cognitive scientists to take into account the bodies and environments of intelligent agents in order to understand the mechanisms that produce their behavior? A recent study by Izquierdo and Buhrmann (Izquierdo and Buhrmann, 2008) explored these questions in a radical way, by evolving model neural circuits to exhibit qualitatively distinct behaviors when their bodies and environments were literally switched. Specifically, building upon earlier studies where neural circuits were evolved for walking (Beer and Gallagher, 1992; Beer, 1995a; Beer et al., 1999) and chemotaxis (Beer and Gallagher, 1992) , Izquierdo and Buhrmann evolved individual circuits to perform both tasks. In one condition, the neural circuits were embodied in a simple legged agent and evolved to exhibit walking behavior. In a second condition, the same neural circuits were embodied in an agent with a chemo-sensor and were evolved to perform chemotaxis. Crucially, the neural circuits were evolved with fixed synaptic weights, so that there was no intrinsic adaptive mechanism in the circuits themselves. Additionally, the circuits did not receive any explicit signal indicating which of the two behavioral conditions they were in. Thus, the only information that the circuits received about the appropriate behavior for their current context, and the only means by which the circuit could generate these distinct behaviors, was via changing patterns of feedback through the body and environment.
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Izquierdo and Buhrmann also performed a dynamical analysis of the best evolved circuit, and found that the same region of autonomous dynamics was utilized by the circuit in both behavioral conditions. In other words, the different behaviors of the circuit could not be tied to different regions of autonomous dynamical behavior, as one might conventionally expect. Rather, the distinct behavioral patterns were shown to arise solely through different patterns of feedback on multiple timescales within the behaving brainbody-environment system. Thus, the primary objective of this study was to demonstrate the profound importance that feedback through the body and environment can have on producing different behaviors from the same neural circuit, and in this it succeeds admirably.
However, it would also be desirable to demonstrate the same idea without requiring the radical changes of swapping bodies and environments, especially since biological circuits exhibit multifunctionality often times without such changes. In particular, one would like to demonstrate that changing environmental feedback alone suffices to evoke different behaviors, while body and environment remain the same. In general terms, behavior is the product of a complete brainbody-environment system, and thus the generation of multiple behaviors can be driven by changes in any part of that system. Thus, while multiple behaviors can be produced, as in the case of Izquierdo and Buhrmann, by changing multiple parts of the brain-body-environment system simultaneously, multiple behaviors can also be produced by changing only one element of the brain-body-environment system at a time. In addition to changes in the underlying neural system (Briggman and Kristan, 2008) , such changes can also include modifications to an agent's sensors (Buhrmann et al., 2013) , actuators (Nolfi, 2009) , or overall body morphology (Fine et al., 2007; Auerbach and Bongard, 2009 ).
The goal of this project was to achieve a simple demonstration of how changes in an agent's actuators can drive multiple behaviors, and to begin exploring exactly how multiple behaviors can be produced through changing patterns of environmental feedback. In this study, agents are evolved to catch circles falling towards them from above. The agents are equipped with two set of effectors, and are evolved to catch circles under three behavioral conditions. In the first condition, the agent must coordinate the actions of both sets of effectors to successfully catch the objects. The other two conditions are formed by "lesioning" one or the other of the agent's effectors, such that the agent must perform the task with only one functional set of effectors. Thus, in each of the three conditions, the agent must generate radically different behaviors in order to accomplish the task. Moreover, as in (Izquierdo and Buhrmann, 2008) , the neural circuit controlling each agent has fixed synaptic weights, and the agent receives no direct information regarding which or the three conditions it is in, i.e., there is no signal indicating that one or the other of its effectors have been lesioned. As a result, Figure 1 : The agent and environment. The agent moves horizontally using two sets of effectors while circles fall towards it from above. The agent's sensory apparatus consists of an array of seven distance sensors.
the agent must rely solely on the time-varying perceptual feedback that it receives as a result of its actions in the environment in order to successfully perform the task.
In the next section, we describe the model agent and environment that were used in this study and describe the evolutionary protocol that was used to evolve agents. In the third section, we then describe results from a series of experiments exploring the behavior of the best evolved agent. Finally, in the fourth section, we summarize the results from these experiments and then conclude.
Methods
The model agent used in this study has a circular body with a diameter of 30, and an array of 7 distance sensors equally spaced over an angle of π 3 radians on the agent's top side ( Figure 1 ). Each distance sensor has a maximum length of 220. Distance sensors take on values inversely proportional to the distance at which their corresponding rays intersect objects in the environment. This part of the agent model is essentially the same as in previous work on categorical perception (Beer, 1996 (Beer, , 2003 Williams et al., 2008) . The agent is positioned along the bottom edge of a planar environment and is able to move horizontally in either direction. The agent's motion is produced by two sets of effectors. One set of effectors, henceforth referred to as wheels, propel the agent in either direction with a pure force having a maximum magnitude of 6. The other set of effectors control a simple model leg that the agent can use to walk in either direction. The leg is controlled by three effectors, with two governing left and right swing and the third controlling the position of a foot. When the foot is up, the two swing effectors allow the agent to swing the leg through a range of [− π 4 , + π 4 ] with a maximum angular velocity of 5, while the body remains still. If the foot is down, the swing effectors can exert a force to move the agent either left or right. The leg can exert a maximum force of 8 and a maximum torque of 5 to move the body. When the leg exerts a force on the body, it stretches elastically so that the body's vertical position remains unchanged. However, if the leg reaches either extreme of the allowed angular range of motion, the agent's velocity immediately drops to 0. The agent's motion is also impeded by a constant frictional force of 1, which must be overcome by the effectors in order to produce movements. The agent's task is to catch circles that fall towards it from above. Specifically, circles of diameter 40 fall towards the agent from an initial vertical distance of 220 (the maximum length of each ray sensor) and at a constant vertical velocity of -1. The agent is to catch each circle by minimizing its horizontal separation from the circle when the circle completes its fall. During evolution, agents were evaluated on 10 circle presentations in each of three motor conditions (explained momentarily), uniformly distributed over a range of horizontal offsets between [−150, +150] relative to the agent. The agent's performance on each trial is given by:
where d is the distance between the agent and the circle when the circle completes its fall, clipped at 150, and 150 was chosen because it is the maximum initial horizontal offset at which circles are presented. The agent's performance is evaluated under three different motor conditions. In the first condition, referred to as the walking and wheels condition, the agent must coordinate the behavior of both sets of effectors in order to catch the object. This condition can be thought of as the natural behaving state for the agent. In the second walking only condition, the agent's wheels effectors are lesioned, such that they have no effect on the agent's motion. In this case, the agent must catch circles using only its leg. Finally, in the third wheels only condition, the agent's leg is lesioned, and the agent must use only its wheel effectors to perform the task. Overall performance is then calculated by averaging trial performance for all 10 object offsets in each of the three motor conditions. The agent's behavior is controlled by a continuous-time recurrent neural network (Beer, 1995b) with the following state equation:
where s is the state of each neuron, τ is the time constant, w ji is the strength of the connection from the j th to the i th neuron, θ is a bias term, σ(x) = 1 1+e −x is the standard logistic activation function, and I represents an external input. The output of a neuron is o i = σ(s i + θ i ). The agent's sensors are fully connected to a layer of seven interneurons, which are fully interconnected and which project fully to the five motor neurons. In addition, to cut down on the number of parameters that need to be evolved, the agent's neural architecture is forced to be bilaterally symmetric.
Neural parameters are evolved using a real-valued genetic algorithm with rank based selection. A fitness scaling multiple of 1.01 and a mutation variance of 4 were used. The following parameters, with corresponding ranges, are evolved: time constants ∈ [1, 20], biases ∈ [−16, 16], and connection weights (from sensors to neurons and between neurons) ∈ [−16, 16]. Simulations are integrated using the Euler method with a step size of 0.1. In addition, in preliminary evolutionary runs it was discovered that, by evolving agents in all three motor conditions from random initial conditions, agents would converge prematurely to solutions that performed well in the wheels only condition but poorly in the other two conditions. Presumably this finding is due to the fact that walking is a much more difficult behavior to evolve than motion via pure force effectors, and so walking performance was unable to bootstrap itself before the wheels only condition had already been optimized. In order to overcome this difficulty, agents were evolved initially in the walking only condition until an average performance of 90% was reached, and only then were they evolved under all three motor conditions. On the order of 3,000 generations were required to reach an initial level of 90% proficiency in the walking only condition, and then agents were evolved for an additional 10,000 generations in all three motor conditions. A population size of 200 was used in all evolutionary runs.
Behavioral Analysis
The best evolved agent achieved a mean performance of 97.1% on 5,000 evaluation trials with horizontal offsets uniformly distributed between [−150, +150] for each of the three motor conditions, with performances of 98.6% with wheels only, 96.5% with walking only, and 96.1% with walking and wheels. The performance of the best evolved agent is shown in Figure 3 . From this, it is clear that the agent exhibits a high-performing and general solution to the task. Accordingly, the next question that we would like to ask is how this works. In particular, how does the agent utilize different patterns of feedback to produce the different behaviors? For that matter, how different are the behaviors to begin with? Does the agent's neural circuit use different autonomous dynamics to produce the different behaviors, or is the behavior truly a collective property of the entire brainbody-environment system? While some of these questions are beyond the scope of the present study, we can move towards answering them by performing a detailed analysis of the agent's behavior. By examining the agent's behavior and how it changes under various perturbations, we can begin to constrain the possible underlying mechanisms that might give rise to it. 
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Normal behavior
We start by examining the agent's behavior under normal circumstances. This is shown in Figure 2 , where sample trajectories of the agent's motion in each of the three motor conditions are shown. In the wheels only condition, the agent's behavior is characterized by large scans back and forth over the object, before ultimately centering the object as it reaches the bottom of its fall. Interestingly, for offsets around 100 in the wheels only condition, the agent actually begins by moving further away from the object before turning back and centering it. The agent's motion in the walking only and walking and wheels condition show striking differences from the wheels only condition, largely due to the different biomechanics for walking versus wheels. Successful walking requires that the agent alternate between exerting force while the foot is down and swinging the leg back while the foot is up, resulting in a motion trajectory that al-ternates between short bursts of motion and stasis. In contrast, with the wheels the agent is able to glide smoothly back and forth unimpeded. The plots in Figure 2 also show apparent similarities between the walking only and the walking and wheels conditions, giving an initial impression that behavior in these two conditions is more closely related than either is to the wheels only condition.
Behavioral comparison
Next we can ask how much the agent's behavior actually differs in the three motor conditions. Since it is a basic supposition of this paper that the neural circuit exhibits different behaviors, this is an important question to ask. Here a clarification also must be made regarding the intended meaning of "behavior". At one level, the agent's behavior can be considered the same in all three conditions, since in each case the agent realizes the same high-level goal of catching circles. However, if behavior is defined at the lower level of the actual motor trajectories that are produced, then the behaviors may in fact be different in each case. That is, although the agent realizes the same goal in each condition, the actual motor actions required for walking versus wheels versus coordinating both may differ substantially. To determine whether this is the case, we can begin by comparing the agent's behavior in the three conditions when presented with the exact same stimuli (Figure 4) . From this comparison, we see that, despite the apparent similarities between the walking only and walking and wheels conditions in Figure 2 , the behavior in all three conditions is actually quite different. The contrast is most clear in Figure 4(c) , where the trajectory for the walking and wheels condition can be seen to combine the steplike motion of the walking condition with periodic glides characteristic of the wheels only condition.
While Figure 4 provides an initial qualitative comparison of behavior in the three conditions, it is also possible to perform a more rigorous and quantitative comparison. To do this, we record the agent's motor outputs in one of the three conditions and then "playback" various of the motor streams to determine how the agent would have performed in the other conditions. For example, when the agent is evaluated in the wheels only condition, the agent actually produces motor outputs for the leg as well, but those outputs are simply ignored in order to simulate the leg being lesioned. Thus, if we record the outputs of the leg motors during the wheels only condition and then subsequently play them back, using them to drive the agent's leg effectors, we can examine how the agent would have performed had it been in the walking only condition. Similarly, we can play back the motor streams for both the wheels and leg to simulate the walking and wheels condition. In general, we can perform the same experiment by running the agent in each of the three conditions and performing playback simulations of the other two. The results from performing these experiments are shown in Figure 5 , both as average performances and as performance across the range of horizontal offsets. Clearly, there are significant drops in performance in all of the playback conditions. The largest drops are found between the wheels only condition and the other two, in line with our earlier observation that behavior is most different in the wheels only condition. However, even between the walking only and walking and wheels conditions there are significant declines in performance. Thus, the results of these experiments strongly support our earlier qualitative observations that the agent does in fact produce different behaviors in each of the three conditions.
Effects of removing the object
Having established that the agent exhibits different behaviors, we can next ask about the source of this behavioral differentiation. In particular, to what extent does the differentiation rely on continuous feedback from the environment? If we found, for instance, that the agent does not rely on continuous feedback, this would suggest that the agent's neural circuit may be intrinsically multifunctional, with initial environmental input serving only to switch the agent into one or the other of its behavioral modes. On the other hand, if the different behaviors rely on continuous feedback, this would lend support to the idea that the environmental feedback is in fact crucial for producing the different behaviors. To determine which is the case, we can remove the visual object at different times during each trial and measure the impact on performance. Figure 6 shows the results of performing these experiments. Performance in all three conditions is significantly impaired by removing the object at nearly all times except very late in the trial, presumably after the agent has already settled on its final position. Also, interestingly, whereas the walking condition shows a steady increase in performance as the object is removed later in the trial, the other two conditions show much greater variability. There are certain times when the agent is very sensitive to the object being removed, and certain other times when performance is hardly affected at all. Also, by comparing the density plots in Figure 6 with the behavioral trajectories in Figure 2 , one can begin to see why this is likely the case. The points in time when performance is impacted the most appear to correspond to times when the agent's behavioral trajectory is changing, turning either towards or away from the object. Thus, one reasonable prediction is that environmental feedback influences behavior precisely at these critical junctures, when the agent is actively moving to position itself with respect to the object.
Effects of switching motor conditions
The final set of experiments examine the agent's ability to flexibly switch between the motor conditions. There are several reasons why the results of these experiments are of interest. First, the ability to switch between conditions provides a ECAL -General Track
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measure of the robustness of the agent's control mechanism. Since, as is well established by now, the behavioral trajectories in each condition are actually quite different, it is not at all obvious that the agent should be able to switch behaviors mid-trial. Successful walking, for example, may rely fundamentally on the precise pattern of feedback that the agent selects for itself while walking, which differs significantly from feedback in the walking and wheels condition. Thus, to the extent that the agent is able to switch conditions, we can explore the robustness of the evolved mechanism. A second reason that these experiments are of interest is that the ability to switch behaviors would also provide further support for the idea that the agent's behavior relies fundamentally on continuous environmental feedback. For example, if the agent uses feedback only to switch into one or the other behavioral mode, and ignores it thereafter, then the agent presumably will fail when switched to a different condition. On the other hand, if the agent is continuously adjusting its behavior online as a result of changing patterns of feedback, then it is more likely able to adapt to a different motor condition.
The results of switching motor conditions at different times during the trial are shown in Figure 7 . First, we see that when switching from the wheels only condition to either of the other two conditions performance decreases significantly, especially as the switch occurs later in the trial. One possible explanation for this is that the agent sweeps back and forth over the object much more widely in the wheels only condition, and when switched to the walking only or walking and wheels condition it may be unable to recover this distance before the object completes its fall. However, when switching from either of the other two conditions, performance remains high regardless of when the switch occurs. This is a somewhat surprising result, especially considering switches to the wheels only condition which, as we have seen, involves very different behavior. Moreover, this result also provides strong support for the earlier findings of Section 3.3, indicating that the agent's behavior relies fundamentally on continuous environmental feedback.
Discussion
Although neural mechanisms are undoubtedly crucial in producing different behaviors, the embodied and embedded contexts of neural circuits also provide many additional degrees of freedom that are often under-appreciated. Behavior is the product not of brains, but of entire brain-bodyenvironment systems, and each of these three components may have a profound influence on behavior. This paper explored the ability of environmental feedback to drive the production of different behaviors from a single fixed neural circuit. Agents were evolved to accomplish the same objective-catch circles-under three different motor conditions, and based solely on the different patterns of environmental feedback produced by these conditions. The successful evolution of agents in this task demonstrated the ability of environmental feedback alone to drive behavioral selec- tion. Next, a detailed analysis of the behavior of the best evolved agent was performed. Preliminary experiments provided quantitative evidence in support of the claim that the behaviors produced by the agent differ significantly. Next, experiments where the agent's environmental feedback was removed at different times during each trial, by removing the object that the agent is supposed to catch, showed the agent's fundamental reliance of continuous environmental feedback.
Finally, experiments where the agent was switched between motor conditions at different times demonstrated the robust behavioral mechanism that the agent employs, and further confirmed the agent's reliance on continuous environmental feedback.
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Figure 7: The effect of switching motor conditions. The agent's average performance as a function of the time of switch is shown for the following switches: wheels only to (a) walking only and (d) walking and wheels; walking only to (b) wheels only and (e) walking and wheels; and walking and wheels to (c) wheels only and (f) walking only.
