Artificial intelligence based prediction models provide good air pollution forecasters, proper to real time forecasting systems. Among them, artificial neural networks are the most used ones, being universal approximators. Usually, the identification of the best neural model (i.e. most accurate one) is based on experiments and results of time series analysis. The paper focuses on time series analysis for particulate matter (PM) air pollutant prediction with artificial neural networks in the Ploiesti city. Two types of neural models were used: feed forward and radial basis function. For each model we have experimented several architectures in order to identify the most accurate one in terms of root mean square error and average square error. The experimental datasets include five time series with concentration measurements of five air pollutants, PM10, CO, NO 2 , NO x , and SO 2 in the period 2008-2012 at PH-6 air quality monitoring station from the Ploiesti city.
Introduction
Time series analysis provide a better understanding of the processes that arise in environmental and ecological systems. Several research work on this topic were reported in the literature. Examples of time series analysis techniques that were used so far are: Kalman filtering and fixed interval smoothing [1] , wavelet analysis [2] , extended Kalman filtering [3] , persistence analysis and nonparametric wind regression technique [4] , SARIMA model and Holt-Winters method [5] , k-means clustering [6] , asymmetric multiscale detrended fluctuation analysis [7] , time series cluster analysis [8] .
Real time air pollution forecasting accuracy can be improved by using air pollutants concentrations and/or meteorological time series analysis which extract meaningful information (either statistics or other data characteristics) for the prediction method [9] . One of the air pollutants that can have potential negative effects on human health is particulate matter (PM) with its associated fractions, PM10, PM 2.5 , i.e. PM with the aerodynamic diameter of 10µm, 2.5µm, respectively, or less. Therefore, the corresponding PM concentration time series as well as other air pollutants concentration time series need a careful analysis in order to identify trends, patterns and any information that can be used in PM forecasting.
The paper presents an analysis of PM10 time series and some PM 10 related air pollutants (CO, NO 2 , NO x , and SO 2 ) time series in order to select the proper artificial intelligence based prediction model which is implemented with two types of artificial neural networks (ANNs): feed forward and radial basis function. The derived PM prediction model will be included in the forecasting module of the ROKIDAIR decision support system developed under the ROKIDAIR research project, (http://www.rokidair.ro/en), which has as main purpose the protection of children health to PM2.5 air pollution episodes in two Romanian cities, Ploiesti and Targoviste.
Methodology
Our research work applied a methodology with the following main phases and corresponding sub-phases: During the first phase (time series analysis), possible correlations between the analyzed parameters (in our case study, air pollutants concentrations) are discovered and some forecasts on PM10 concentration evolution are generated with time series exponential smoothing.
A preliminary statistical analysis (I.1) is performed: time series missing values replacement, computing a set of statistical parameters (mean, standard deviation, maximum, minimum, Kurtois and Skewness statistics) and generating some plots to highlight possible correlations among air pollutants. Time series analysis (I.2) will discover correlations, similarity, trends or cycle components in the air pollutants time series that were included in the dataset. Finally, a time series exponential smoothing (I.3) will be applied to generate PM 10 forecasts.
During second phase (PM prediction model selection), two ANN prediction models will be built, a feed forward ANN model (FFANN) (II.1) and a radial basis function ANN model (RBFANN) (II.2), for PM 10 forecast, and a comparison of the best architectures derived for each model will be made (II.3). Figure 1 shows the schema of the proposed methodology that was followed in the experiments performed with SAS Enterprise Miner 13.2. We have chosen the ANN model for PM 10 prediction based on the recent results reported in the literature for real time air pollution prediction in general (see e.g. [9] ), and various fractions of PM (i.e. PM 10 , PM 2.5 ), in particular (see e.g. [6] , [10] ). Moreover, artificial neural networks are universal approximators of nonlinear functions [11] that can be applied in various forecasting applications (see. e.g. [12] , [13] , [14] , [15] , [16] ).
Experimental results

The dataset
The database used in our experiments contains hourly air pollutants concentration measurements recorded from 2008 to 2012 at the air pollution monitoring station RO0180A (PH-6 station) located in the Ploiesti city. The station is part of the National Network for Air Quality Monitoring and the dataset were taken from AirBase.
A number of 43848 records are included in our database with 7 variables representing the values of five major air pollutants (sulfur dioxide -SO2, nitrogen dioxide -NO 2 , nitrogen oxides -NO x , particulate matter PM 10 and carbon monoxide -CO) measured at the monitoring station, and the time ID with recorded date and time.
The dataset for ANN PM 10 prediction model building was divided randomly in three sets: 70% in the training set, 20% in the validation set and 10% in the test set. All the experiments were run under SAS Enterprise Miner 7.1 Workstation 13.2 and SAS Enterprise Guide.
Preliminary statistical analysis
The preliminary statistical analysis of the experimental dataset shows the Skewness and Kurtois statistics of each variable as well as some information on different characteristic values (mean, minimum, maximum, standard deviation) for each air pollutant, CO, NO2, NO x , SO 2 , PM 10 (given in Table 1 ). Also, it was computed the Pearson correlation parameter which has the following values for each air pollutant: CO -0.61489, NO 2 -0.54993, NO x -0.48489, and SO 2 -0.06164. 
Time Series Analysis
During time series analysis with SAS Enterprise Miner 7.1 the following steps were followed:
• Time series data preparation;
• Identifying correlations between time series variables, by computing the crosscorrelations of time series variables.
• Identifying the similarities between time series.
• Discovering the classical seasonal decomposition of the time series data. Some details on time series analysis results provided as plots are discussed as follows. Figure 6 highlights daily evolution of PM10 related air pollutants concentrations in comparison with PM 10 concentration. A day can be divided in 5 hourly intervals. The first one begins at midnight and lasts until 5 o'clock when all air pollutants concentrations are decreasing. A possible explanation is that during the night, the traffic and industrial activities are significantly reduced. The second interval, from 5 a.m. to 9 a.m., shows an increase of the pollutants concentrations, because during this time most people typically move away to/from jobs. The same increase is found in the interval from 4 p.m. to 9 p.m. During weekdays, from 9 a.m. to 3 p.m. the air pollutant concentrations decrease can be justified by the work program of most people, when they are usually at work, the road traffic being relatively low. Figure 7 shows the weekly evolution of all air pollutants. In the first 3 days of the week there is a raise of all air pollutants concentrations, which are kept more or less constant till day 6, when they are decreasing. One possible explanation can be linked to industrial and human traffic activity which is high during weekdays and low in the weekend. The crosscorrelations of PM 10 and related air pollutants that were considered are drawn in figure 8. We can noticed that the crosscorrelations of CO, NO 2 and NO x with PM 10 are very similar as evolution, SO 2 showing a similar course, but staggered.
Another possibility to highlight the similarities between time series evolutions is by using time series similarity facility as shown in figure 9 where the distances between PM 10 time series (RO180A_PM10) and PM 10 related air pollutants time series (RO0180A_SO2, RO0180A_NOx, RO0180A_NO2, RO0180A_CO) are given. The classical seasonal decomposition of the time series data can be done by using time series decomposition. In figure 10 it is sketched the trend component of the time series from January 2008 to December 2012. The peaks in the trajectory evolution are met in the winter season for all time series; furthermore there can be highlighted the summer months downward trajectory for the considered air pollutants concentrations. A yearly evolution is presented in figure 11 . In 2008, all parameters have high value at the beginning of the year. From May until October there are registered lower concentrations, and from November 2008 to January 2009 there is an upward trajectory.
The main conclusion of time series analysis performed on the Ploiesti city dataset from PH-6 monitoring station is that there is a strong similarity and crosscorelation between PM10 and CO, NO 2 , NO x , and a moderate to weak correlation of PM 10 with SO 2 . This conclusion was used in the second phase of our methodology when we are building the proper ANN prediction model for PM 10 . 
Time series exponential smoothing
Different prediction models were used to forecast the desired time series. Figure 12 shows the forecasting charts of all air pollutants that were considered in our study, for the next 6 hours prediction of air pollutant concentrations. In the next hour (25 hour on the plot), CO is expected to be close to 0.40. It will decrease slightly in the next 2 and 3 hours (i.e. 26 and 27 hour on the plot). Then there will be an increase in the value of this pollutant during the next 4 and 5 hours (i.e. at 28 and 29 hour on the plot). Similar interpretations can be made for the evolution of NO2 and NO x concentrations evolution. SO 2 and PM 10 forecasts are similar, both knowing a decrease from values of 9.5 or, respectively 55 predicted for next hour prediction. The actual values of the PM 10 time series, predicted values and confidence intervals are represented in detail in figure 13 . The graph also shows current values that fall outside the confidence intervals (regarded as outliers figure 13 ). Table 2 shows the concentrations of PM 10 that were predicted for the next 6 hours starting from the last hour measurement that is included in the analyzed PM 10 time series. Table 3 presents the values of validation ASE for different RBFANN architectures, the best one being highlighted (RBF4_3 model with 5 hidden units and NR-EV RBFANN architecture). 
Feed forward ANN model
The multilayer perceptron (MLP) is the most popular form of ANN architecture [11] . A MLP with one hidden layer can learn to approximate virtually any function to any degree of accuracy. In our experiments we have used a feed forward ANN model which is based on MLP. The identification of the best ANN architecture involves experiments with different number of hidden units and different ANN training techniques. A variety of such techniques are implemented in SAS Enterprise Miner 13.2: Trust-Region (TR), Levenberg-Marquardt (LM), Quasi-Newton (QN), Conjugate Gradient (CG), Back Prop (BP), Rprop (RBP -The RProp technique tends to take more iterations than conjugate gradient methods, but each iteration is very fast), QProp (QRBThe QuickProp technique is a Newton-like method which uses a diagonal approximation to the Hessian matrix.).
In table 5 are presented the relevant tests for determining the optimal number of hidden units and training technique for the feed forward ANN model. The best result is highlighted (FF4_1 ANN model for which validation ASE is 50.46). In 
ANN prediction models comparison results
The last step of the proposed methodology is ANN prediction models comparison in terms of two prediction errors: ASE and RMSE. Table 7 presents the results obtained by the two ANN prediction models, FF4_1 and RBF4_3, for the two prediction errors for all three data sets: training, validation and testing sets, which were generated in the data partition step (see figure 1) . Both FF4_1 and RBF4_3 ANN models have values around 52 for ASE and around 7 for RMSE. Although, with a very small difference, FF4_1 performs better to forecast the PM10 concentration in our case study dataset (air pollutants concentration time series measured at PH-6 monitoring station in Ploiesti city). In Table 8 are shown the PM 10 concentration forecasted values computed with the two artificial neural networks that were proposed as forecasting models (FF4_1 and RBF4_3) and a specific time series method, exponential smoothing (implemented in SAS Enterprise Miner). All three methods predicted the PM 10 next hour concentration with around 4 measurement units' difference by the target value. In figure 14 are sketched the score distribution for both models in all three data sets. In the test set, the FF4_1 ANN model scores have almost the same value for the mean predicted and for mean target until around the value of 70. Between 70 and 90 there is an overestimated value for the mean concentration (the mean predicted is higher than mean target); for values over 90 the model score presents values smaller than the mean target. In the same data set, the RBFANN model has the same behaviour for values lower than 70. After this point, the model score is under the mean target (the mean predicted is lower than the mean target).
Conclusion
The purpose of our research work was to improve the PM 10 prediction accuracy by using a proper artificial neural network model and air pollutants time series analysis. According to the proposed experimental methodology, the initial architecture of the PM 10 prediction ANN model was derived based on the information extracted during time series analysis. The experiments were run under SAS Enterprise Miner 13.2. Five time series with CO, NO 2 , NO x , SO 2 and PM 10 air pollutants hourly concentrations measured in the period 2008 -2012 in the Ploiesti city at PH-6 air pollution monitoring station were used. After a detailed time series analysis, three air pollutants (CO, NO 2 , and NO x ) were selected as inputs of an ANN PM 10 prediction model, being the ones most correlated to PM 10 .
Two ANN prediction models were designed and compared: a radial basis function ANN model (RBFANN) and a feed forward ANN model (FFANN). The main conclusion of the PM 10 ANN prediction models comparison is that both neural networks perform quite similarly for the used dataset, with a slightly lower RMSE value for FFANN model.
