We leverage the Keldysh formalism to extend our implementation of finite temperature coupled cluster theory [J. Chem. Theory Comput. 2018, 14, 5690-5700] to thermal systems that have been driven out of equilibrium. The resulting Keldysh coupled cluster theory is discussed in detail. We describe the implementation of the equations necessary to perform Keldysh coupled cluster singles and doubles calculations of finite temperature dynamics, and we apply the method to some simple systems including a Hubbard model with a Peierls phase and an ab initio model of warm-dense silicon subject to an ultrafact XUV pulse.
I. INTRODUCTION
Understanding the behavior of condensed phase systems driven out of equilibrium is key to the development of technologies that can make use of exotic nonequilibrium electronic properties in real devices. Ultrafast spectroscopy provides the experimental means to probe non-equilibrium dynamics, and has been used to study transient electronic phases of materials. [1] [2] [3] [4] [5] However, the direct simulation of the dynamics is complicated by several factors including:
1. The quantum many-body problem for a realistic material 2. The statistical mixture of many-body states implied by a finite temperature 3. The generically non-thermal, time-dependent distribution of states generated by the perturbation 4. The coupling between electronic and nuclear degrees of freedom.
For simplicity in this study we will neglect the description of electron-nuclear coupling. However, points 1.-3. already pose major challenges for an electronic treatment. In ab initio real time dynamics, there have been applications of real-time density functional theory (DFT) to both materials as well as molecules [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , while timedependent ab initio wavefunction methods such as timedependent configuration interaction [16] [17] [18] and coupled cluster methods have been introduced in molecules [19] [20] [21] [22] [23] [24] . These works however, have typically neglected temperature either due to the complications introduced, or because it is not of interest to the phenomenon studied. Finite-temperature electron dynamics has been studied using model Hamiltonians with a variety of methods, such as time-dependent exact diagonalization 25 , time-dependent density matrix renormalization group a) Electronic mail: whiteaf@berkeley.edu b) Electronic mail: gkc1000@gmail.com methods [26] [27] [28] [29] [30] , diagrammatic Monte Carlo [31] [32] [33] [34] [35] , and hierarchical equations-of-motion [36] [37] [38] . However, the ab initio extensions of such studies remain to be developed.
Here, we present a method to model finite-temperature electronic dynamics that is suited to ab initio simulations of condensed phase systems as well as molecules. We work within the coupled cluster framework, which has enjoyed great popularity for solving the zero-temperature electronic structure problem, [39] [40] [41] [42] and where extensions to periodic solids [43] [44] [45] [46] , finite temperatures [47] [48] [49] [50] , and open systems 51 have become areas of recent research. From a theoretical perspective, one can either start from the equation-of-motion for the density matrix or from a thermofield formalism which propagates a pure state in an extended Hilbert space [52] [53] [54] . We work within the density matrix language, and use the Keldysh formalism [55] [56] [57] to provide a straightforward generalization of the imaginary-time finite-temperature CC equations in Ref. 49 to describe the dynamics of finite temperature systems. We show some initial applications to model systems and a simple ab initio representation of high-temperature silicon under the influence of an ultrafast extreme ultraviolet (XUV) pulse.
A. Finite temperature coupled cluster
In Ref. 49 we presented a finite temperature coupled cluster theory which provides an ansatz for the correlation contribution to the grand potential Ω such that Ω = Ω (0) + Ω (1) + Ω CC
where Ω (0) + Ω (1) is the grand potential of the thermal Hartree-Fock theory and Ω CC is the approximation computed by coupled cluster. Our strategy was to generalize the diagrammatic rules of finite temperature perturbation theory to the diagrammatic representation of the coupled cluster iteration. Interestingly, this statregy ultimately led to equations identical to those of Mukherjee's thermal cluster cumulant theory (TCC) 47, 48, 58, 59 (the relationship between the thermal Wick expansion used in TCC and thermofield dynamics is also discussed in Mukherjee's work 58 ). The coupled cluster correction to the grand potential is computed from time-dependent amplitudes, s µ (τ ), evaluated in imaginary time: 
Here, β is the inverse temperature, we use f and pq||rs as the 1-particle and antisymmetrized 2-particle integrals of the interaction, and the sums run over all orbitals. The set of generalized excitation operators enumerated by µ defines the truncation of the theory, and the amplitudes are determined from a set of non-linear Volterra integral equations of the form
∆ µ denotes a difference of orbital energies, and the kernel, S µ , is a nonlinear function of the amplitudes that is local in imaginary time. It contains contractions that are identical in graphical representation to those of ground state coupled cluster theory, the only difference algebraically being the inclusion of Fermi-Dirac occupation numbers and sums that run over all orbitals. Explicit expressions for the FT-CCSD S 1 and S 2 kernels are given in the appendix of Ref. 49 . Properties of the thermal system can then be computed by differentiation of Ω. In practice, this is accomplished by defining a Lagrangian, 
(Equation 37 of Ref. 49) with Lagrange multipliers λ µ (τ ) such that L coincides with the free energy at its stationary point but is a variational function of λ µ (τ ) and s µ (τ ).
Variational optimization of L with respect to λ µ yields the amplitude equations (Equation 3) and variational optimization with respect to s µ yields linear equations for λ µ of the form
The L µ kernel is also local in imaginary time and contains the same contractions as the ground state λ equations. We use the notation given bỹ
The discretized versions of these equations are given in Appendices A and C of Ref. 49 .
B. The Keldysh formalism for non-equilibrium systems
Our approach to the non-equilibrium problem is based on the Keldysh formalism. [55] [56] [57] 60 This approach is conceptually appealing because the 3 generic difficulties mentioned in Section I are treated on the same footing. Many-body correlation, initial finite-temperature, and the dynamics of a driven system are all treated naturally in a single time-dependent framework. We introduce the basic ideas and notations in Appendix A.
The key to the Keldysh formalism is the compact representation of the out-of-equilibrium average of some property as a trace of a contour-ordered exponential (see Equation A9 ). In recent years, manybody methods using this formalism have gone by the name "Kadanoff-Baym dynamics" [61] [62] [63] . Such methods commonly compute the Green's functions along the Keldysh contour, 61,64-67 but we will instead use the nonequilibrium analog of the free energy to compute proper-
A cartoon depiction of the Keldysh contour in the complex time plane with forward (f), backward (b), and imaginary (i) branches labelled. Note that we draw the forward (backward) branches some small amount above (below) the real axis for clarity. In actual calculations, the forward and backward branches lie on the real axis.
ties. We will refer to this quantity as the Keldysh cumulant generating function.
Consider the grand potential represented as the logarithm of the trace of a time-ordered exponential:
K 0 is the zeroth order Hamiltonian including the chemical potential (Equation A6), and V I (t) is the interaction in the interaction picture. We can rewrite this expression as an integral along the Keldysh contour C because the contribution from the forward (0 → t f ) and backward (t f → 0) branches will exactly cancel (see Fig. 1 ):
We may now introduce a functional dependence on a parameter α such that
(9) Notice that for α = 0 this is just the equilibrium grand potential,
but the derivative of Ω[α] evaluated α = 0 will reproduce Equation A9 with an extra factor of β:
This means that the derivatives of Ω[α], the Keldysh cumulant generating function, are the observables of the non-equilibrium system
C. Non-equilibrium properties from Keldysh coupled cluster
In order to compute this quantity as a straightforward extension of finite temperature coupled cluster, we slightly rewrite Ω[α] as
The expression is now analogous to what we compute in the equilibrium version of finite temperature coupled cluster. The only difference is that we have a modified potential,
where δ C indicates that the delta function acts only once along the contour. In practice there is great flexibility in how the contour is chosen as long as it passes through t f at least once.
FT-CC provides an approximation to Ω by imaginary time-integration of non-linear amplitude equations. We now extend this same approximation to systems out of equilibrium by solving the same non-linear amplitude equations along the Keldysh contour. This leads to complex amplitudes s µ (t) where the time argument, t, runs along the Keldysh contour. The coupled cluster contribution to the grand potential is given by
For computational reasons, the integrals in the amplitude equations are broken up so that
where we have used the superscripts f, b, i to refer to the forward, backward, and imaginary parts of the Keldysh contour (see Figure 1 ). Explicit expressions for the kernel, S µ , of Keldysh-CCSD are given in Appendix B.
We now define a Lagrangian in analogy with Equation 4:
We have used C(t) to indicate the limits of the integral along the Keldysh contour. In Appendix C, we discuss the equations determining the multipliers, λ µ (t), along the Keldysh contour. From the amplitudes and Lagrange multipliers, we can construct (unrelaxed) coupled cluster density matrices at each time along the contour as described in Appendix D. This means that once we solve the CC equations on the Keldysh contour, we can compute any 1-particle property for any real time t ≤ t f . Two particle properties can also be computed, though the additional computational cost is significant. Some details of the implementation are discussed in Section III.
D. Correlation functions from higher-order response
The theory can also be extended to the computation of correlation functions,
in or out of time order. We must consider a more general Keldysh cumulant generating function
and use the flexibility of the Keldysh formalism to choose the contour and the locations of the contour delta functions (δ C ) such that contour ordering reproduces the ordering of the operators in the desired correlation function. One can then compute the desired n-point correlation function by the nth order derivative:
Therefore higher order responses of a coupled cluster approximation to Ω[α 1 , α 2 , . . .], constructed along the appropriate contour, can be used to obtain the coupled cluster approximation to arbitrarily general correlation functions.
E. Differential form of the Keldysh CC equations
Thus far we have expressed everything as non-linear Volterra type integral equations, but there is an equally valid differential form (see for example the TCC representation of finite temperature coupled cluster given in references 47, 48, 58, and 59) . We start with the integral equations for s andλ along the Keldysh contour:
. (24) Note that since the density (Equations D1-D4) depends only onλ, we never need to work with λ directly using this formulation.
Taking the time derivative of Equations 23 and 24 yields equations of motion for s andλ:
In both these equations, the term proportional to ∆ µ comes from the fact that we have formulated our equations in the Schrodinger picture. These equations can be used to directly propagate the s-amplitudes andλ-amplitudes along the Keldysh contour. In this way it is possible to avoid storing the amplitudes as is necessary when working with the integral formulation of the equations. However, working with this differential form presents other difficulties. While the value of s µ is initially known to be zero at t = 0, the value ofλ µ is known at t = −iβ. Considering the dependence of L µ on s, this requires the calculation to be carried out in two steps. First s µ is propagated from t = 0 to t = −iβ. This propagation can be carried out along the Keldysh contour or just along the imaginary axis. Second, both s andλ are propagated back from t = −iβ to t = 0 along the Keldysh contour and the density matrix is computed along the way as per Appendix D. Though this differential formulation is ultimately a more natural form for the dynamical problem, we have not yet fully investigated the numerical properties of such a method and instead use the integral formulation to investigate the basic properties and some initial applications.
F. Violation of conservation laws in Keldysh-CC
When considering dynamics, and finite-temperature dynamics in particular, it is more difficult to construct approximations that yield dynamics that match even qualitatively those of the exact system. Kadanoff and Baym 68,69 stated conditions that approximate Green's functions must satisfy in order to yield dynamics consistent with all local conservation laws (such as the continuity equation relating density and current), and approximations that meet these criteria are called "conserving". Coupled cluster theory is not constructed as a conserving approximation. However, coupled cluster methods have been used to obtain accurate zero-temperature dynamics in small finite systems nonetheless [19] [20] [21] [22] [23] [24] . Furthermore, even conserving approximations can yield qualitatively incorrect results 63 . We do not consider this property to be an absolute requirement for useful approximations to dynamics.
Unfortunately, the Keldysh CC presented in this work, truncated at some finite excitation level, can also violate global conservation laws. Perturbation theory approximations to the cumulant generating functional do conserve global symmetries in general as we will now show.
Consider a cumulant generating functional, Ω, that admits a perturbation theory expansion in some interaction controlled by a coupling, λ, such that
Note that nth order correction can be computed by finite difference in that
where the λ x are points slightly displaced from λ = 0, and the {c x }, {λ x } are defined by a particular finite difference approximation. If we now compute some time-dependent observable, O, by differentiating with respect to a timedependent coupling, α(t), the nth order contribution to the observable is
This implies that if O is globally conserved by the exact dynamics, it should also be conserved in perturbation theory. In Appendix E, we present a detailed analysis of particle number conservation in an exactly solvable problem which suggests that in general, truncated Keldysh-CC does not have this property. This can limit the applicability of the method as we will discuss in Section IV.
III. IMPLEMENTATION
To enable a concrete implementation, we truncate the coupled cluster equations to the singles and doubles level (CCSD), where µ labels at most four fermionic lines. The implementation of Keldysh-CCSD closely mirrors the implementation of FT-CCSD, so we refer to Ref. 49 for most of the details. There are two primary differences. First, everything must use complex arithmetic as a result of the real-time propagation. Second, the numerical time integration must be appropriately modified.
A. Numerical integration
Conceptually, we integrate the amplitude equations (Eq. 18) just as for FT-CCSD, except that we now con-sider each branch of the contour separately:
Again, we have used labels f , b, and i to refer to the different branches of the Keldysh contour (forward in real time, backward in real time, and imaginary time), and as in our FT-CCSD description, we have used G as a generic tensor of quadrature weights such that
In the non-equilibrium case we compute by differentiation the response density matrix at a particular time. This means that, unlike in the equilibrium case, we must use a quadrature rule where the weights have a smooth continuum limit,
where G(t) and g(t) are smooth functions. If this condition is not satisfied, the response density matrix as a function of time will not have a well-defined limit as the grid becomes finer. This means that we cannot use quadratures like Simpson's rule or Boole's rule. In this work we use constant quadrature weights, i.e.
where δ is the grid spacing. This has the advantage of simplicity, but it requires a large number of grid points to obtain high accuracy and this limits the current study to relatively short times.
B. Computational considerations
We will use n r , n i , and n g = 2n r + n i to indicate the number of grid points in real time, imaginary time, and in total respectively. If n is the number of orbitals, the most expensive computational steps scale like O(n g n 6 ) and O(n 2 g n 4 ). The O(n g n 6 ) step arises from the most expensive CCSD contractions which must be performed for the amplitudes at each point in time. The (n 2 g n 4 ) step comes from the numerical integration in that the amplitudes at each point must be computed from summing quantities at all previous time points. For quadrature rules that strictly obey the integral property
in discretized form,
the integrals to t y can reuse the information from the previous point and the O(n 2 g n 4 ) step can be reduced to O(n g n 4 ). The storage requirement scales like O(n g n 4 ) if we store all the amplitudes as in FT-CCSD. Most of the amplitudes can be stored on disk at any given time, but the storage requirement becomes quickly prohibitive if n g is large and this limits the lengths of real time that we can consider. Using the differential form of the equations described in Section II E can reduce the storage requirement to O(n 4 ) and eliminate the O(n 2 g ) computational steps. All computations must use complex arithmetic and, as a result, the grand potential and response properties may acquire an imaginary part. The grand potential and equilibrium properties should be real for real-valued reference orbitals and exact integration because no operator appears on the forward and backward parts of the Keldysh contour, and any complex exponentials will cancel. However, this is not the case for dynamic properties, and they can acquire an imaginary part due to errors in the coupled cluster approximation on the real axis. This is similar to the small imaginary parts of properties obtained from ground state CCSD with complex orbitals. Thus, if we use reference orbitals that are real, then we may attribute any imaginary part in the grand potential (Keldysh cumulant generating function) to numerical integration, while for dynamic properties the imaginary part can be due to the numerical integration and to the coupled cluster approximation itself.
IV. APPLICATIONS A. A simple benchmark
To demonstrate that the Keldysh CCSD method yields exact dynamics for a 2 orbital system, we present some benchmark calculations on a Hamiltonian of the form
where i, j run over 2 spatial orbitals having the same spin degree of freedom. We take h and V to be the 1-electron and 2-electron spatial-orbital integrals of a STO-3G hydrogen molecule at R = 0.6Å, and d to be the integrals of the dipole operator. We choose a laser frequency in the UV (ω = 0.2095588) and a temperature of k B T = 1.
In Figure 2 , we show the error in the dipole moment as a function of time relative to the full CI value obtained by explicitly propagating the full CI, grand canonical density matrix. As expected, the theory is exact in that the only error is due to the numerical integration. An analysis of the error on a log-log plot indicates that the error is approximately quadratic with time for a constant grid spacing.
B. Hubbard model with Peierls substitution
The Hubbard model is one of the simplest models of correlated electrons. Despite its simplicity, the Hubbard model is valuable as a testing ground for theory and as a minimal model of correlation-induced phenomena. The interaction of the underlying lattice with a field can be incorporated into such a model by adding a "Peierls phase" so that the Hamiltonian becomes time-dependent:
(39) The parameters t H and U are the hopping and on-site repulsion respectively. We study the 1-dimensional Hubbard model with a Peierls phase of the form:
This functional form is taken almost exactly from Ref. 70 , where the dynamics of this model are studied at zero temperature. We use U = 0.5, σ = 0.8, t 0 = 2, ω = 6.8, and we show full CI and Keldysh-CCSD results for A 0 = 0.5, 1.0, 2.0. The simulation starts from a temperature of T = 1.0 at half-filling. We use zerotemperature unrestricted Hartree-Fock (UHF) orbitals and orbital energies for the coupled cluster calculation. These calculations were done with 800 grid points which is enough such that the error due to numerical integration is less than 1%. The results for the difference in population between the two sites are shown in Figure 3 . Even for this simple problem, Keldysh-CCSD is no longer exact, but it still performs quite well relative to the exact the result. As expected, the error is larger for larger values of A 0 , when the system is driven further out of equilibrium. For A 0 = 0.5 and A 0 = 1.0, the deviations from the exact dynamics are barely visible in Figure 3 . Despite the fact that global symmetries are not generally conserved by Keldysh-CCSD, the particle number is conserved for this particular Hamiltonian by virtue of the particle-hole symmetry at half-filling.
C. Ultrafast electron dynamics in Si at high temperature
We now apply the method to driven electron dynamics in high-temperature silicon in order to demonstrate clearly the advantages and drawbacks of the method when applied to a more realistic Hamiltonian. We use a single primitive cell of Si in a minimal basis (SZV elements were obtained from the PySCF software package using plane-wave density fitting 74 . We use the dipole approximation in the velocity gauge so that the coupling has the form:
A(t) is the time-dependent vector potential and it is related to the electric field by
To mimic the application of an ultrafast XUV pulse, we use a pulse of the form
with the following pulse width and center: σ = 48.378 as (2 atomic units), t 0 = 362.83 as (15 atomic units). ω is chosen to correspond to a 46.9 nm XUV laser. The system is taken to initially have a temperature of T = 63155.01 K (k B T = 0.2E h ). These parameters are unrealistic in two ways. We have chosen an unrealistically short laser pulse so that we can avoid doing dynamics for very long times, and we have chosen an unrealistically high temperature so that finite-temperature effects are accentuated. Despite the unphysical conditions, the Hamiltonian itself should capture the qualitative features of ab initio Hamiltonians of crystalline solids. We must first ask whether or not the particle number is conserved by Keldysh-CCSD dynamics, since we have already stated that this can be a problem. In Figure 4 intensities. We expect this to lead to unphysical results at longer times.
If we are only interested in relatively short times, the laser-driven dynamics can be corrected by examining the difference induced by the laser field. The differences in the populations of the valence and conduction bands induced by the laser as a function of t are shown in Figure 5 . Here we see dynamics that is physically reasonable. At high intensity, the laser increases the population of the conduction band and depopulates the valence band. Thus despite the violation of particle number conservation, Keldysh-CCSD can provide an approximation to the dynamics which yields qualitatively correct correlated many-body dynamics at finite temperature for short times.
V. CONCLUSIONS AND FUTURE WORK
In this work, we have shown how the Keldysh formalism may be used to extend imaginary time finite temperature coupled cluster to treat the finite tempera-ture dynamics of correlated fermionic systems. We have discussed the theory in detail and presented results for the singles and doubles variant of this method, Keldysh-CCSD. In addition to the integral equations that form the basis of our current implementation, we have shown how the theory may be extended to the computation of correlation functions with arbitrary time-orderings, and we have shown how a differential form, more natural for dynamics, may be used to avoid storing the amplitudes at all times. One difficulty in applying the method to realistic systems is that there is the potential for the violation of global symmetries. In Section II F we have discussed this issue, and in Appendix E, we have presented a more detailed analysis for an exactly solvable system.
In order to demonstrate some of the potential applications and issues with the method, we have performed calculations on a 2-site Hubbard model with a Peierls phase and simple ab initio model of bulk silicon in the presence of an intense XUV laser pulse. For the small Hubbard model, Keldysh-CCSD performs well relative to the exact dynamics, while for the silicon model, we are limited to studying relatively short-time dynamics due to unphysical results at longer times.
The generalization of coupled cluster theory to finitetemperature dynamics presented here displays a number of practical and theoretical challenges which present opportunities for future work. Chief among them are We imagine a system in thermal equilibrium at time t = 0. At t = 0 some perturbation, v(t), is turned on.
The average value of O at some time t f is given by
where ρ is the equilibrium density operator,
for inverse temperature β and chemical potential µ, and H v (t) is the full Hamiltonian including the perturbation,
(A3) The cyclic property of the trace allows us to write this expression as
where the subscript H indicates the Heisenberg representation.
We can now rewrite this expression in the interaction picture by splitting the Hamiltonian as
where K 0 is the one-electron part,
and V (t) is the interaction and includes v(t) for t > 0. Note that if the Hamiltonian commutes with the number operator the chemical potential term can be included in the propagator from the beginning or trivially added at any stage. The expression for O becomes
where U I is the propagator in the interaction picture (as indicated by the "I" subscript), and Z is the grand canonical partition function. Inserting the time-ordered representations of the propagators, we obtain
In the first line we have used the T as the time-ordering operator in real or imaginary time and T * as the anti-time-ordering operator. In the second line we have introduced the contour-ordering operator T C which orders its arguments along the Keldysh (or Kadanoff-Baym) contour (see Figure 1 ) and allows us to write the out-ofequilibrium thermal average in a compact way. The contour C usually has three branches that go from 0 → t f , t f → 0, and 0 → −iβ respectively, though many different choicwes are possible.
Appendix B: Keldysh CCSD amplitude equations
The amplitude equations are determined by the kernels S 1 and S 2 , which contain contractions identical to those in the CCSD T 1 and T 2 equations:
We have used n p to indicate the Fermi-Dirac occupation number of the pth orbital:
Here and elsewhere, we use the notation:
Appendix C: Keldysh CCSD lambda equations
In practice, we solve for the discretized Lagrange multipliers, λ(t y ), by taking derivatives of the discretized Lagrangian with respect to the amplitudes at each grid point. This leads to equations of the form
where we have again used f, b, i to indicate forward, backward, and imaginary time branches. The L µ kernel is local in time and contains precisely those contractions that appear in the ground state CC λ equations with the slight modification that those terms arising from the derivative of the energy are multiplied by a negative sign:
Theλ are integrals of the λ amplitudes with an exponential factor. We compute them separately along each branch of the contour:
The t f and t 0 appearing as indices of grid point tensors are those grid points occuring at t = t f and t = 0 respectively.
Appendix D: Keldysh CCSD 1-RDM
Given the s µ and λ µ amplitudes on the Keldysh contour, we can efficiently form the one-electron density matrix as a function of real time so that any one-electron observable can be computed at any real time. For Keldysh-CCSD, the coupled cluster contribution to the density has 4 parts:
The value of some one-electron observable at time t y can be computed as
We have used . . . 0 as the average in the thermal reference. Note that the density matrix as a function of real time can be computed from either the forward or backward parts of the contour. In the limit of exact integration the result will be the same, but in practice there could be differences. Averaging the values obtained from the forward and backward parts of the contour may provide slightly higher accuracy at the cost of computing additional density matrices. We have not explored this possibility and compute the densities from the forward branch of the contour.
Appendix E: An analysis of particle number conservation in a 1-particle problem
In this appendix we will show some illuminating analytic results for a 1-particle Hamiltonian. In particular, we will show explicitly that perturbation theories truncated at 2nd order and at 3rd order preserve the particle number, and, though Keldysh coupled cluster singles (CCS) is exact, linearized Keldysh coupled cluster singles (LCCS) is not exact and does not preserve particle number at finite temperature. These results are supported by numerical calculations, and we use the features of this simple problem to infer some properties of more general Keldysh CC models.
Preliminaries
We will consider a 1-particle Hamiltonian of the form
The corresponding grand potential is denoted by Ω, and and we will can do perturbation theory in powers of f :
The value of some observable at time t is given by
where
as discussed in Section II C. For the purpose of this discussion, we will assume the perturbation, f , is independent of time. This will simplify the algebra and make violations of particle-number conservation more obvious. We will consider several theories based on perturbation theory and coupled cluster expansions. We will not derive these theories in detail, as they can be found elsewhere (see for example Ref. 49 ), but they are most easily considered from a diagrammatic perspective. The 0th and 1st order perturbation theory contributions are trivial, and are not considered here. The diagrams representing 2nd, 3rd, and 4th order perturbation theory contributions are shown in Figure 6 .
The CCS and LCCS equations are shown diagrammatically in Figure 7 . A cursory analysis of these diagrams indicates that 1. CCS is complete to all orders in perturbation theory and is therefore exact 2. LCCS is complete only to 3rd order in perturbation theory 3. The 4th order terms missing in LCCS are those arising from the 3rd skeleton in Figure 6 (c).
Second order perturbation theory
The free energy at second order can be expressed as a contour integral where s a i (t) [1] are the first order amplitudes, and C is a contour integral along the Keldysh contour. If we allow the perturbation to become a function of a coupling to the number operator acting at a particular point on the Keldysh contour, we get that
where the amplitudes are now implicitly a function of α as well. The amplitudes are equal to
which implies that the free energy as a function of α is
Expanding Ω in α results in
where Ω [2] n is the nth derivative wrt α. We find two contributions to the first derivative:
(E10) The sum over i, a reduces to a single sum because of the delta functions and we obtain
This derivative is the 2nd order correction to the particle number in that
Notice that this correction is non-zero at finite temperature, equal to the FT-MP2 correction to the particle number (cf. Equation 49 of Ref. 75 ), but independent of time (t 1 ).
Third order perturbation theory
We can perform the same analysis for the 3rd order terms. We must use the second order amplitudes
The corresponding contribution to the grand potential is
The two terms in the expression for the grand potential are the two 3rd order diagrams (particle and hole-type diagrams) arising from the 3rd order skeleton depicted in Figure 6 (b). Each term has 3 factors of f which means that there will be 6 total terms that are 1st order in α:
We will now perform algebra similar to that of previous section to simplify terms (1)- (3): (E25)
Terms (4)- (6) are analogous. Examining these expressions, we see that each contains terms dependent on t 1 and that the prefactors of (1) and (3) are the same, but the prefactor of (2) is different. We will now use the notation (1)[t 1 ] to indicate those terms in (1) that are dependent on t 1 , and we will show that
There is a slight subtlety here in that while we know that (1), (2), and (3) all have well-defined, finite, limits as ∆ → 0, the same is not true of (1)[t 1 ] for example. So, for the remainder of this section we will assume that ∆ is finite and show that all the t 1 dependence cancels in this case. Since we know that (1) + (2) + (3) has a finite limit, this should also be sufficient to show that the t 1 -dependence vanishes in the limit as ∆ → 0, but the expressions that we will be be working with will themselves not be valid in this limit. If we wanted to be perfectly rigorous, we would consider this limit separately. The t 1 -dependent parts are
Each expression has two terms and the 1st term of (1)[t 1 ] cancels the first term of (3)[t 1 ] so that the sum of all of them is given by
A critical simplification is acheived by multiplying the real exponential factors into the occupation numbers so that, for example,
The results are that
We can now relabel indices so that in the second line a, i → p, a and in the 4th line a, p → i, a:
Everything is now close to canceling completely. We note that
which allows us to write
Finally, it is clear that the first line cancels the second and the 3rd line cancels the 4th. Thus, we can say that (1) + (2) + (3) makes a contribution to the particle number that is independent of t 1 . An exactly analogous argument can presumably be made for (4) + (5) + (6). This means that for 3rd order perturbation theory each of the two 3rd order diagrams individually conserves particle number.
4. Some features of 4th order perturbation theory 4th order perturbation theory becomes quite tedious, but it is sufficient for our purposes to consider the pair of 4th order diagrams that arise from the quadratic term in the CCS equations. These diagrams correspond to the skeleton listed 3rd in Figure 6 (c):
We have indicated this particular pair of 4th order contributions by an asterisk. Plugging in the definition of the 1st order s amplitudes given in Equation E7 yields:
Just as before, we expand this expression as a function of α to obtain
We are interested in the coefficient of α in this expansion since it gives the 4th order ( * ) correction to the particle number. Clearly there are 4 terms:
terms should have no dependence on t 1 as per the argument in Section II F, this also implies that Ω [4] − Ω [4] * does not generate dynamics that conserve particle number. Since LCCS includes the Ω [4] − Ω [4] * contribution at 4th order, this suggests that Keldysh-LCCS will not conserve particle number.
Numerical results
From this discussion and the discussion given in Section II F, we conclude several things about particle number conservation in the 1-particle problem:
1. nth order perturbation theory should conserve particle number 2. For 2nd and 3rd order perturbation theory, each diagram individually conserves the particle number 3. But this is not true of 4th order perturbation theory where the ( * ) terms (and therefore the remaining terms also) do not conserve particle number 4. LCCS does not conserve particle number 5. CCS does conserve particle number by virtue of being exact: it is complete to all orders in perturbation theory.
We will now verify numerically these statements. Because there is error in the particle number due to the numerical integration, we will say that a given theory does not conserve particle number if the quantity changes in time and this change does not decrease as the grid is made finer. Our example Hamiltonian is a two-level system,
For this example, we use
The relatively large perturbation is used to accentuate the defects in the theory. We use µ = 0.0 and T = 0.5 in these calculations, and compute N at points between t = 0 and t = 1. For the exact dynamics of the system, N is conserved.
In Table I , we show the number of particles for different approximate methods for the equilibrium grand potential. As expected, different many-body methods will lead to different numbers of electrons at finite temperature, and CCS is exact for this 1-particle problem.
In the following time-dependent calculations, separate calculations are performed at each time point and the property of interest, N , is computed by finite difference differentiation. Since separate calculations have to be performed for each time point anyway, we use the same number of grid points at each time point. This leads to an integration error which is easy to recognize and FIG. 11. Absolute difference in particle number relative to the particle number at t = 0 as a function of time for each contribution to Keldysh PT at 3rd order. The solid lines show the contribution from the "particle" diagram and the dotted lines show the contribution from the "hole" diagram. Both appear to individually conserve particle number.
separate from errors in the many-body approximations themselves. In Figures 8-10 we confirm numerically point (1). These figures indicate that for perturbation theory at any order, N will be conserved as a function of time in the limit of exact numerical integration.
Point (2) is trivially true at 2nd order where there is only a single diagrammatic contribution. At third order however, there are two diagrams which we refer to as the "particle" and "hole" diagrams for the diagrams containing more particle or hole propagators respectively. In Figure 11 we show that each of these contributions individually conserves N . This confirms numerically the result of Section E 3.
Point (3) is confirmed numerically in Figure 12 where the * contributions at 4th order are included and the Absolute difference in particle number relative to N at t = 0 as a function of time for LCCS. Note that increasing the number of grid points does not decrease the difference in N (t).
particle number is no longer conserved.
Point(4) is confirmed in Figure 13 which qualitatively resembles Figure 12 .
Finally, point (5) is corroborated in Figure 14 . In this particular example, the fact that particle number is not conserved does not create a significant problem because the differences on this time-scale are small compared to the error in the various methods at equilibrium (see Table I ), but this will not be true in general.
In this Appendix, we have examined particle-number conservation of different perturbation theory and coupled cluster models for finite-temperature dynamics without two-particle interactions. The problem is trivially solv- FIG. 14. Absolute difference in particle number relative to the value at t = 0 as a function of time for CCS. N appears to be conserved as we would expect from a theory that is exact.
able, but it nonetheless allows us to show explicitly conclusions (1) - (5) . In Section E 5 we verified these results numerically. This discussion suggests that in more general Keldysh-CC models, such as the Keldysh-CCSD presented in this article, global symmetries will not be preserved by the dynamics. The seriousness of this flaw will, in general, depend on the system.
