Abstract. We consider a period map Ψ from Teichmüller space to Hom(K 2 , H 1 ) R , which is a real vector bundle over the Siegel upper half space. This map lifts the Torelli map. We study the action of the mapping class group on this period map. We show that the period map from Teichmüller space modulo the Johnson kernel is generically injective. We derive relations that the quadratic periods must satisfy. These identities are generalizations of the symmetry of the Riemann period matrix. Using these higher bilinear relations, we show that the period map factors through a translation of the subbundle ( 3 H 1 ) R and is completely determined by the purely holomorphic quadratic periods. We apply this result to strengthen some theorems in the literature. One application is that the quadratic periods, along with the abelian periods, determine a generic marked compact Riemann surface up an element of the kernel of Johnson's homomorphism. Another application is that we compute the cocycle that exhibits the mapping class group modulo the Johnson kernel as an extension of the group
is a real vector bundle over the Siegel upper half space. This map lifts the Torelli map. We study the action of the mapping class group on this period map. We show that the period map from Teichmüller space modulo the Johnson kernel is generically injective. We derive relations that the quadratic periods must satisfy. These identities are generalizations of the symmetry of the Riemann period matrix. Using these higher bilinear relations, we show that the period map factors through a translation of the subbundle ( 3 H 1 ) R and is completely determined by the purely holomorphic quadratic periods. We apply this result to strengthen some theorems in the literature. One application is that the quadratic periods, along with the abelian periods, determine a generic marked compact Riemann surface up an element of the kernel of Johnson's homomorphism. Another application is that we compute the cocycle that exhibits the mapping class group modulo the Johnson kernel as an extension of the group Sp g (Z) by the group ( 3 H 1 ) Z . §0. Introduction.
The goal of this paper is to produce "higher bilinear period relations" for a compact Riemann surface from a point of view which combines that of Gunning [4] and Jablow [9] on quadratic periods with that of Hain [6] and Pulte [13] on variations of mixed Hodge structure. The primary object arising from abelian periods on pure Hodge structures is the Torelli map Ω : T g → h g which sends a marked Riemann surface (f, M ) from Teichmüller space T g to the period matrix Ω f in the Siegel upper half space h g ; the notation (f, M ) refers to a map f from a fixed topological reference surface S to a Riemann surface M , thus giving a marking on M . The Torelli map Ω is equivariant with respect to the action of the mapping class group M g on T g and the action of the symplectic group Sp g (Z) on h g . The symplectic group arises as the quotient of M g by the Torelli group I g , the normal subgroup of M g inducing the identity on H 1 (S, Z). The map [Ω] : T g /M g → h g /Sp g (Z) injects by Torelli's theorem; alternatively, noting that T g /M g can be identified with the moduli space of Riemann surfaces of genus g, one says the abelian periods Ω ij completely determine the Riemann surface. Our emphasis will be on the symmetry Ω ij = Ω ji of the period map Ω; this symmetry is a consequence of Riemann's bilinear relations which we henceforth view as a period relation restricting the possible abelian periods. Gunning [4, p. 14] pointed out that the bilinear period relations of Riemann follow from the existence of iterated integrals which are homotopy functionals. It is the generalization of these period relations to the period map giving classes of extensions of mixed Hodge structure that we discuss in this paper.
The "higher periods" of a marked Riemann surface (f, M, z) are the values of iterated integrals of 1-forms on M over loops in π 1 (M, z). We only consider iterated integrals which are path homotopy functionals in order to restrict attention to homotopy classes of loops. The classical abelian periods fit into this picture as the values γ ω, for γ ∈ π 1 (M, z) and ω ∈ H 1 (M, C), of iterated integrals of length one. For a 1-form ω, the integral ω is a homotopy functional precisely when ω is closed. A standard basis ω 1 , . . . , ω g for the holomorphic 1-forms on M is chosen in the following way . If a 1 , . . . , a g , b 1 , . . . , b g are standard generators of π 1 (M, z) satisfying g i=1 (a i , b i ) = e, then the requirement a j ω i = δ ij for 1 ≤ i, j ≤ g uniquely determine the ω i . The period matrix Ω f is then given by (Ω f ) ij = b j ω i for 1 ≤ i, j ≤ g. Since ω 1 , . . . , ω g , ω 1 , . . . , ω g give a basis for H 1 (M, C), the abelian period matrix Ω f fully describes the periods in the length one case. The length two case is immediately more complicated because iterated integrals of the form I 2 = i ξ i η i + µ, for ξ i , η i , µ 1-forms on M , may not be homotopy path functionals even when the ξ i , η i are closed. The condition that a µ exists such that I 2 is a homotopy functional is in fact that i ξ i ⊗ η i lies in the kernel of the cup product K 2 (M ) = ker(∪ :
does not seem to have a natural basis in terms of ω i ⊗ ω j , ω i ⊗ ω j , etc., we can make some convenient choices and obtain the corresponding homotopy functionals: the purely holomorphic homotopy functionals σ ij = ω i ω j , the mixed functionals τ ij (see Remark 2.11), and so on. The periods of the ω i , σ ij , τ ij and their conjugates over loops in π 1 (M, z) fully describe the periods in the length two case. Homotopy functionals of length two, moreover, provide information about the length one periods; for example, if the σ ij for 1 ≤ i, j ≤ g are applied to the commutator relation g i=1 (a i , b i ) = e, we obtain Riemann's Equality (Ω f ) ij = (Ω f ) ji . The question arises whether relations among the length two periods may be derived by considering homotopy functionals of length three. This is indeed feasible, and all such relations are generated by those in equations 5.15 and 5.16. The choice of a basis for K 2 (M ) is an unpleasant aspect of these equations, and one may ask for an intrinsic version. The intrinsic meaning of these equations is better perceived in the context of mixed Hodge structures, and it is in these terms that the paper is written.
A mixed Hodge structure (see [6] ) may be put on homotopy functionals which are iterated integrals of a fixed length. Let B s (M ) denote the iterated integrals on M of length at most s, and let B s (M ) be those with no constant term. Let H 0 (B s (M ), z) denote the homotopy functionals on π 1 (M, z) from B s (M ). The weight filtration on H 0 (B s (M ), z) is given by the length of a representative iterated integral, and the Hodge filtration is given by the "number of dz's" in the iterated integral. To every pointed Riemann surface (M, z), there is an associated extension of mixed Hodge structures given by
The congruence class of this extension is given byΨ (M,z) ∈ Ext(K 2 (M ), H 1 (M, C)) (see [2] or [6] ), which is computed viaΨ (M,z) = r Z •s 2 for a Hodge filtration preserving section Ext(K 2 (M ), H 1 (M )) embodies all the length two periods and is intrinsic to M , we may useΨ (M,z) to construct an intrinsic version of the "higher bilinear period relations" found in equations 5.15 and 5.16. In order to construct homotopy functionals of length three it was necessary to consider K 3 
) and the exact sequence 0 → H 0 (B 2 (M ), z) → H 0 (B 3 (M ), z) → K 3 (M ) → 0. In Definition 5.7, a section s 3 : K 3 (M ) → H 0 (B 3 (M ), z) is defined which provides homotopy functionals of length three. The section s 3 was constructed using Chen's path functional derivative (see Proposition 5.8 or [3] ). Applying this section s 3 to
provides the intrinsic version of the "higher bilinear relations" given in Proposition 5.12. Instead of working with a fixed Riemann surface, however, we work over Teichmüller space T g, * (see beginning of §1).
We globalize these constructions using the abelian periods and the Torelli map as a model. The Torelli map arises from trying to send each Riemann surface to its polarized Hodge structure; however, it is easier to map marked Riemann surfaces and allow an appropriate group action to identify changes of marking. The Torelli map Ω : T g, * → h g is equivariant with respect to M g, * and Sp g (Z); the group M g, * identifies equivalent Riemann surfaces and the group Sp g (Z) identifies equivalent polarized Hodge structures. The Torelli group I g, * acts trivially on Ω, and we have Sp g (Z) ∼ = M g, * /I g, * . To each Z ∈ h g , we may construct a principally polarized abelian variety A Z (see beginning of §1) whose first cohomology group gives a weight one polarized Hodge structure H 1 (Z) with polarization form q Z . We let K 2 (Z) = ker(q Z :
We replace the Siegel upper half space h g with a real vector bundle over h g , Hom(K 2 , H 1 ) R , whose fiber over each Z ∈ h g is Hom(K 2 (Z), H 1 (Z)) R (see 1.7). We define a period map Ψ : T g, * → Hom(K 2 , H 1 ) R which takes each marked Riemann surface to its congruence class of extension of mixed Hodge structures given by (*). In Definition 2.8, we defineΨ f ∈ Hom(K 2 , H 1 ) R byΨ f = r Z •s 2 using the section s 2 and a retraction r Z which depends on the marking f . In Definition 2.10, we define Ψ f = (w f ) * Ψf using the Abel-Jacobi map
gives the correct extension class in Ext. Thus we have chosen not to map into a torus bundle over h g with Ext(K 2 , H 1 ) as fibers but into a real vector bundle over h g with Hom(K 2 , H 1 ) as fibers. The subgroup N g, * of M g, * which acts trivially on Ψ turns out to be the kernel of Johnson's homomorphism τ (see 3.1). The map Ψ is equivariant with respect to M g, * and the group M g, * /N g, * which plays the role in the mixed Hodge structure case that Sp g (Z) plays in the pure Hodge structure case. We explicitly give the structure of M g, * /N g, * in Proposition 3.10. A global version of the "higher period relations" is given by the factorization of Ψ through a subset of Hom(K 2 , H 1 ) R in Theorem 5.24, part of which we state here. The definitions of the various symbols are given in the main sections, so we mention them only briefly here:δ is the cocycle extension (see §3) of 
and Ψ is equivariant with respect to the action of M g, * /N g, * .
We also have the factorization from Torelli space through the translation of a torus bundle:
and Ψ is equivariant with respect to the affine action of
The result of the bilinear relations in the case of the Torelli map Ω is that a corresponding tensor in H 1 ⊗ H 1 is symmetric. The result of the higher bilinear relations in the case of Ψ is that a corresponding tensor in [13] shows that for each fixed Riemann surface M the difference ofΨ at any two basepoints factors through the intermediate Jacobian J 2 (Jac(M )) and also that 2Ψ ∈ J 2 (Jac(M )): 
R is generically injective. In Lemma 6.2 and Corollary 6.5 we use the higher period relations to show that the map Ψ is completely determined by the purely holomorphic quadratic periods. This result has implications for the earlier work on higher periods which usually studied only the purely holomorphic periods; it shows that on a Riemann surface the purely holomorphic periods already determine the congruence class of the extension of mixed Hodge structure and hence determine all the periods of mixed type. This result allows us to weaken the assumptions in two of Jablow's results [9] . Proposition 6.6 says that if an element h ∈ I g, * fixes all the purely holomorphic quadratic periods then h ∈ N g, * = Ker τ . Theorem 6.7 says that the abelian and purely holomorphic quadratic periods generically determine a pointed marked Riemann surface up to elements of N g, * . We end the paper by showing how to effectively compute any period of mixed type in terms of the purely holomorphic periods.
Finally, we try to give an indication of the importance of these results for the program that we are following. The torus-bundle of translated intermediate Jacobians J 2 over h g and the affine action of M g, * /N g, * give a moduli space for a class of (polarized) nilmanifolds which have (polarized) abelian varieties as quotients and which are "like" the second albanese manifold of a compact Riemann surface. Questions such as a global pointed Torelli theorem, "Does Ψ :
inject?", become "Is (M, z) determined by the equivalence class of its second albanese as a polarized nilmanifold in J 2 /(M g, * )?". It is to study the second albanese directly as a member of a specific class of nilmanifolds that we have endeavored to explicitly determine all of the polynomial relations which bind the periods of Ψ.
The authors thank Richard Hain of Duke University for his helpful and interesting discussions. We also thank the referee for detailed, excellent comments on a previous version of this paper.
The main part of the paper is organized into six sections:
In §1, we make some preliminary definitions and prove some preliminary propositions. We define the important bundle Hom(K 2 , H 1 ) R . We also define various identification maps.
In §2, we define our period map Ψ, which embodies the quadratic periods.
In §3, we define our cocycleδ that extends Johnson's homomorphism. We compute the cocycle that gives the structure of the mapping class group modulo Johnson's kernel.
In §4, we compute the action of mapping class group M g, * on Ψ. We define an affine action of the mapping class group on Hom(K 2 , H 1 ) R , and we show that M g, * acts equivariantly on Ψ. We also show that Ψ is generically injective modulo Johnson's kernel.
In §5, we derive the "higher bilinear relations" and prove the main theorem that Ψ factors through the translation of a certain subbundle isomorphic to
In §6, we show that Ψ is actually determined by the holomorphic quadratic periods. We use this to strengthen some results in the literature. Finally, we show how to effectively compute any period of mixed type in terms of the holomorphic periods. §1. Preliminaries.
We let S be a compact real 2-manifold of genus g ≥ 1, and s ∈ S be a distinguished point. We denote by β i , α i for i = 1, . . . , g, or by γ i for i = 1, . . . , 2g if one symbol is desired, the standard generators of π 1 (S, s). We note that the [γ i ] then give a standard basis for H 1 (S, Z). Here, we use [·] to denote the element in homology corresponding to an element in homotopy. We place a fixed complex structure on S and use it as a fixed surface for the construction of the Teichmüller space T g, * of marked, pointed Riemann surfaces. Let A be the set of triples (f, M, z) where M is a compact Riemann surface of genus g, z ∈ M and f : (S, s) → (M, z) is an orientation preserving homeomorphism of S onto M taking s to z. Two elements of A are termed equivalent if there is a conformal map
T g, * is the set of equivalence classes in A and we view T g, * as the moduli space of "marked" Riemann surfaces. For (f, M, z) ∈ T g, * , a standard set of generators for π 1 
and this is what is meant when f is referred to as a "marking". The mapping class group M g, * is the group of isotopy classes of orientation preserving homeomorphisms of (S, s) onto (S, s). We let the group M g, * act on the right on T g, * via:
z) .
A class h ∈ M g, * is given by an orientation preserving homeomorphism h : (S, s) → (S, s),
and h induces an automorphism h * of π 1 (S, s) which induces the identity on H 2 (S, Z) as well as a symplectic automorphism of H 1 (S, Z) which we also denote by h * . We let ρ h ∈ Sp g (Z) be the 2g × 2g matrix which represents h * on H 1 (S, Z) with respect to the standard basis [γ i ]. This gives a homomorphism ρ : M g, * → Sp g (Z), which is onto by a theorem of Manger [12] ; its kernel Ker (ρ) = I g, * is known as the Torelli group.
We let h g denote the Siegel upper half space of g × g symmetric complex matrices with positive definite imaginary part.
g be a lattice and
has the structure of a principally polarized abelian variety. The identification of lattice elements in L Z with loops based at 0 in A Z gives the canonical
Given Z ∈ h g , we may use this identification to construct a standard basis for
We note that the polarization form is dual to the element
and Z ∈ h g . We will use a right action of Sp g (Z) on h g given by The right action of Sp g (Z) on h g × H 1 (S, Z) defined above is easily motivated. We are imitating the right action of
Here, A, B stand for the row vector with components A i and B i , respectively.
for any given σ ∈ Sp g (Z) and (B A) 
Proof. Left to the reader. 
The action of σ ∈ Sp g (Z) on each fiber is actually a morphism of polarized Hodge structures. To check this, let (B A)
, and we verify that ( Proof. Everything has been verified already except the part about the action of the subgroup Γ. Sp g (Z)/ ± I acts properly discontinuously on h g [8, p.25] . If Γ is fixed point free then H 1 (C) → H 1 (C)/Γ will be a covering map so that h g /Γ will be a complex manifold and H 1 (C)/Γ will be a vector bundle [8, p.117] .
We have described the construction of the bundle H 1 (C) in some detail because we will omit most details when constructing further bundles. The abelian category of polarized Hodge structures admits both duals and tensor products. These two operations on vector spaces induce corresponding operations on vector bundles. We have the vector bundle H 1 (C) ⊗ H 1 (C), which will be a vector bundle of Hodge structures, and Sp g (Z) acts naturally on the right as morphisms on fibers. We continue to write the right action of
would be more precise; this convention avoids the need to change our notation every time an intermediate isomorphism such as
will be a section of the bundle H 1 (C) ⊗ H 1 (C); call this section q. Since each q Z may be thought of as a bilinear map q :
The symplectic group leaves q invariant; so the symplectic group restricts to an action on the kernel of q. Namely, we can construct vector bundles of polarized Hodge structures K 2 and K 3 where the fibers are given by the exact sequences of Hodge structures:
So Sp g (Z) will act on the vector bundles K 2 and K 3 . Our main interest will be in the real vector bundle Hom(
) has a Hodge structure of weight −1. Because Hom(K 2 , H 1 ) has negative weight, the real space Hom(
For a quick proof, let A be a Hodge structure of negative weight. Then
which gives the set of congruence classes of separated extensions of mixed Hodge structures of K 2 by H 1 (see [2] or [6] ). We may also define the torus bundle Ext(
, the following diagram commutes:
If the homology basis
for σ ∈ Sp g (Z), then
has the homology matrix ρ h with respect to the homology basis
that was used to compute Ω f . Accordingly the action of f •h•f −1 on the homology basis
, and we conclude that
This additional piece of information is enough to show that the following diagram commutes. For (f, M, z) ∈ T g, * and h ∈ M g, * , (1.9)
Also, for any Z ∈ h g , we have the diagram (1.10)
We now introduce certain isomorphisms, λ, ı, and θ, which will be defined whenever we have a principally polarized Hodge structure of weight one. In general, we use angular brackets · , · to denote the pairing between a mixed Hodge structure and its dual. Definition 1.11. Let (H 1 , q) be a principally polarized Hodge structure of weight one with
We now prove a useful lemma. 
Proof. The injections in the top row are clear. To show that
with m j , n j ∈ C. We can cycle the three tensor components in q ⊗ h to obtain equal representations of 2q ⊗ h:
Equating elements in
2 H 1 paired with A j or B j in the third tensor component, we would have 2m j q = B j ∧ h and 2n j q = h ∧ A j . Since q is not decomposable, we conclude m j , n j = 0, and hence h = 0. The subspace (
is clearly the kernel of id +θ since id + θ is twice the projection onto Sym(H 1 ⊗ H 1 ) ⊗ H 1 . This shows the exactness of the last three terms. The third row contains the map (
, and to show this is an injection, we must show
This implies that h ⊗ q is alternating when the first two tensor components are switched. Since h ⊗ q is alternating when the last two tensor components are switched, we conclude that h ⊗ q ∈ 3 H 1 . By our previous argument, (H 1 ⊗ q) ∩ ( For more details about Teichmüller space, see Bers [1] ; about the Torelli group, see
Johnson [10] ; about h g , see Igusa [8] ; about extensions of mixed Hodge structures, see
Carlson [2] . §2. The map Ψ.
In this section we define the map Ψ :
For a compact Riemann surface M with basepoint z, we have the following exact sequences of mixed Hodge structures [6] :
and the dual sequence,
is the space of homotopy functionals which can be expressed as a reduced length two iterated integral; and the ring J(M, z) is the augmentation ideal of the group ring Cπ 1 (M, z). We will denote the pairing (via integration) of an iterated
, and the subspace of (p + q)-forms of type p, q by A p,q (M ). Also, denote the subspace of closed forms by Z p,q .
Lemma 2.4. There is a unique linear map
Proof. We will first prove the claim that to each k ∈K 2 (M ) there exists a unique pair
Since ∧k is exact, there exists a 1, 0-form w ∈ A 1 (M ) such that ∧k + dw = 0. This can be proven as follows. Consider the following diagram with exact rows,
This induces a surjective linear map,
So this map is an isomorphism, which means that ∧k ∈ dA 1 (M ) implies ∧k ∈∂A 1,0 (M ). Hence there exists a 1, 0-form w ∈ A 1 (M ) such that ∧k + dw = 0, as claimed. There is also a 1, 0-form v ∈ A 1 (M ) such that ∧k + dv = 0. Then we have dw − dv = 0, and so w − v is closed. By the Hodge decomposition, we have
To prove the uniqueness in this claim, suppose also that u andũ are in A 1,0 (M ) such that du +∧k = 0, dũ +∧k = 0, and u −ũ is exact. Then we have du − du = 0, so that u − u ∈ Z 1,0 (M ). Similarly, we haveũ −ũ ∈ Z 1,0 (M ). Also, since u −ũ and u −ũ are exact, then their difference, u − u − (ũ −ũ ) is exact. But (u − u ) is holomorphic and (ũ −ũ ) is antiholomorphic; hence by the Hodge decomposition of closed 1-forms, they must both be 0. Thus u = u andũ =ũ , proving uniqueness and the claim.
Note that since dũ(k)
is exact, we must have thatũ(k) = u(k) by uniqueness in the claim. Thus we have proven that there exists a set-theoretic map u :
Such a map must be unique since any such map u would generate a pair u and u that satisfies the above claim.
The uniqueness in the claim forces this map u to be linear since corresponding to any element
) and (ũ(k 1 ) +ũ(k 2 )) and the pair (u(k 1 + k 2 )) and (ũ(k 1 + k 2 )) both satisfy the claim and hence must be the same.
This map u was constructed and used by Pulte in section 3 of [13] . We have repeated the existence proof here because u is important in our computations.
Remark 2.5. By using harmonic representatives, we may view
. This allows us to use the restricted map u : 
Proof. (Pulte [13, p.730 ]) The iterated integral (k + u(k)) is a homotopy functional since ∧k + du(k) = 0. It preserves the Hodge filtration since u(k) ∈ A 1,0 and u|
Remark 2.7. The section s 2 also preserves the weight filtration. But s 2 is not a morphism of mixed Hodge structures because s 2 does not preserve the lattice.
h h, which may take the value
where
gives the congruence class of the extension of mixed Hodge struc-
Proof. Since r Z (I) = r Z (I) and 
Remark 2.11. If we wish to considerΨ as a period map, we select a basis for K 2 (M ). Let ω 1 , . . . , ω g be a normalized basis of abelian differentials on M so that
for loops c ∈ π 1 (M, z). We may explictly giveΨ f as follows. For simplicity, write
The functions σ ij (c k ), τ ij (c k ), etc. are well-defined functions on T g, * . The functions
arising from the purely holomorphic part of K 2 are called the quadratic periods, and the τ ij (a k ), τ ij (b k ) are called the mixed periods (see [9] , [4] ). The basis used here is merely convenient and we know of no "natural" basis for K 2 (M ). When one wishes to present a statement about periods in a basis-free form, it is best to use the mapΨ. §3. The cocycleδ.
In this section, we define a cocycleδ
The cocycleδ extends Johnson's homomorphism δ and will be used in the next section to compute the action of M g, * on Ψ in Proposition 4.2. The global section η gives the value ıδ(y) in ((H 1 ⊗ H 1 )/q) ⊗ H 1 ) for some homology involution y ∈ M g, * , and among all such sections we show that η is intrinsically distinguished by its retracting to zero in 3 H 1 (Lemma 3.9). This explicit section η is then used to compute the cocycle φ which gives the group extension 0 → (
Hence the structure of the mapping class group modulo Johnson's kernel, M g, * /N g, * , is given very explicitly.
We now recall D. Johnson's homomorphism [10] . There are three equivalent versions, which we denote by δ , δ and τ ; these maps differ in their image spaces. The homomorphism δ ,
is defined for h ∈ I g, * to be the element δ (h) ∈ Hom(H 1 (S), (
is obtained from δ through the natural isomorphism Hom(
Recalling the identification map of Definition 1.11, ı : ((
Johnson showed [10, p.170 ] that this map τ has the same image as 3 H 1 , and this is the most important fact for us.
We will define a mapδ from M g, * to (
* , where the sum runs over a basis [γ] of H 1 . We use this viewpoint to define our mapδ; however,δ is no longer a homomorphism but a cocycle of some sort.
Definition 3.2.
For h ∈ M g, * , recall that we let ρ h ∈ Sp g (Z) be the matrix representing
Proof. To show thatδ(h) = δ(h) for h ∈ I g, * , notice that by definition ρ h = I so that we
, and so we
which is exactly δ(h).
To prove the cocycle relation, let h ∈ M g, * . We We now computeδ(y) for a specific homology involution y.
Proposition 3.7.
There is a y ∈ M g, * such that y * maps α i → α
i , and
Proof. Thinking of π 1 (S, s) as the quotient of the free group on α i , β i modulo the commutator relation i (α i , β i ) = 1, we let v ∈ Aut(π 1 (S, s)) be defined by
One needs to check that the commutator relation is preserved. Since it is easy to see that each (α i , β i ) → (α i , β i ), the commutator relation is actually preserved exactly, and v is indeed an automorphism of π 1 which induces +1 on H 2 . Since S is a K(π 1 , 1), there exists a homeomorphism y : (S, s) → (S, s) which induces y * = v on π 1 and hence is orientation preserving. Therefore, we have y ∈ M g, * . Finally we note that the action of y * on H 1 ∼ = π 1 /[π 1 , π 1 ] is α i → −α i and β i → −β i so that y is a homology involution, that is, ρ y = −I = (−δ ij ). By Definition 3.2, we havê
Hence for i = 1, . . . , g, we havê
In the same way, we have for i = 1, . . . , g,δ
This proves the first equation in the proposition. The other two equations follow by applying the maps  and ı. ((h, y) ).
Lemma 3.8. For any homology involution y, and for any h ∈ M g, * , we havê
Proof. Fromδ(hy) = h * δ (y) +δ(h),δ(yh) = y * δ (h) +δ(y), and
The centrality of y * = −id H 1 implies that (h, y) * = id H 1 , so thatδ((h, y)) =δ(hy)−δ(yh). This completes the proof by noting that, since (h, y) ∈ I g, * , we haveδ((h, y)) = δ ((h, y) 
Proof. The injection of (3) , and the mentioned retraction, say r, of 
As an application of the techniques used in the above proofs, we compute the cocycle in
Recall that the existence of this extension follows from the two exact sequences
We mention some facts from group cohomology which can be directly verified. Let M be a Z-module with no two-torsion, and let G be a group with a central element y.
Assume that M is also a G-module and that y acts on M as −1. We employ the usual boundary operators:
we also define a homotopy y i : σ 2 , y) , etc. One computes that on C n (G, M ), we have y n+1 δ n + δ n−1 y n = 2 id C n , and this shows that multiplication by 2 is homotopic to zero. Hence H * (G, M ) consists solely of two-torsion elements. From the long exact cohomology sequence for the short exact sequence 0
We will apply these results to G = Sp g (Z) with y = −I being central and with M = 
where Sp g (Z) acts naturally on H 1 (S, Z). Letη = ıδ(y) ∈ V be given by equation 3.7:
We have
Under the isomorphism y 2 ,
the extension class of φ is given by y 2 φ = [δ 0η ]. This class is nontrivial; so the extension does not split.
from M g, * to the semidirect product V × Sp g (Z). We have Ker Θ = N g, * because Ker (ρ) = I g, * and because for h ∈ I g, * , we have ıδ(h) = τ (h) = 0 if and only if h ∈ N g, * . The restriction to I g, * of Θ is τ × {I}, and the projection to Sp g (Z) of Θ gives ρ. Therefore we may compute a cocycle φ ∈ Z 2 (Sp g (Z),
3
H 1 ) defining the extension by using any section of ρ, s : Sp g (Z) → M g, * , and letting φ = δ 1 (ıδ•s).
We choose s(−I) = y, where y ∈ M g, * is the homology involution of Proposition 3.7. We use the identity y 2 δ 1 + δ 0 y 1 = 2 id on C 1 (Sp g (Z),
H 1 ) to compute that
We see that the image of y 2 φ in H 1 (Sp g (Z), 
Next, if σ is given by (type 2)
given by (type 3)
and so for g ≥ 2, δ 0η is at least not the boundary of the zero 0-cycle. 
where the coefficients are in Z 2 . Assume that σx − x = 0 when σ is the first type of generator (type 1). The resulting condition on x is easily seen to be a ijk = d ijk and b ijk = c kij . Now write
and assume that σx − x = 0 when σ is the second type of generator (type 2). The linear map L :
sends a triple wedge to zero if it has no a factor or if it has both a and b facotrs. Conversely, a moment's thought shows that L is nonsingular on the span of the triple wedges with an a factor but no b factor. From the assumption L x = σx − x = 0, we conclude that x does not contain a term with an a factor that does not also have a b factor. Therefore x can contain no a i ∧a j ∧a k terms, and so a ijk = 0. Also, x can contain no a i ∧a j ∧b k terms, and so we have b ijk = 0. Hence we have x = 0. This shows that a nontrivial x cannot be simultaneously fixed under the first two types of generators of Sp g (Z) and completes the proof that the class of δ 0 (η) is nontrivial. Notice that this same calculation implies that fixed elements of The following lemma is essential in computing the action of M g, * on Ψ. It is in this computation that one can see how the cocycleδ arises naturally.
We now apply the definition 3.2 ofδ j (h), noting that s
Therefore, we have (
In step three of the above calculation we used that the isomorphism (p *
] commutes with f in the following sense:
Recall from section §1 that Sp g (Z) has a natural right action on the vector bundles H 1 and K 2 . These actions are induced from the action given in Definition 1.4. Accordingly, any h ∈ M g, * acts on the vector bundle Hom(K 2 , H 1 ) R by a map on the fibers ρ h :
We apply  Ω f to both sides and use
Corollary 4.3.
For any h ∈ I g, * and (f, M, z) ∈ T g, * , we have
Proof. This follows immediately from Proposition 4.2 by noticing that ρ h = I since h ∈ I g, * , and also thatδ(h) = δ(h) when h ∈ I g, * .
We may define an action on Hom(K 2 , H 1 ) R to imitate the action of M g, * on Ψ. There is no apriori guarantee that such an action exists, but nonexistence would be more interesting as it would furnish a special property of the image of Ω in h g .
Definition 4.4. Define an action of
We call this the affine action of M g, * /N g, * .
We need to check that φ · h = (φ +  Z λ −1δ (h)) · ρ h is a right group action and that N g, * acts trivially. This follows from the cocycle relations thatδ satisfies. We have
Proof. This is a result of the action of M g, * on Ψ f given in Proposition 4.
, and the definition of the affine action of h as given in Definition
We can now use the results of Harris, Hain, Pulte, and Koizumi to state that Ψ is generically injective on T g, * /N g, * . Definition 4.6. Let E g ⊆ T g, * be the set of (f, M, z) such that Jac(M ) has no complex multiplication for g ≥ 1 and M has nonzero harmonic volume for g ≥ 3.
Remark 4.8. B. Harris in [7] has shown that the generic curve has nonzero harmonic volume and S. Koizumi [11] has shown that the generic curve has a Jacobian with no complex multiplication. Since E g ⊆ T g, * is a generic subset, we may say that Ψ is generically injective.
Proof of Proposition 4.7. Suppose that we are given (
Since Ω f 1 = Ω f 2 , we may conclude by the injectivity of the Torelli map that M 1 and M 2 are conformally equivalent, and hence, without loss of generality, that they are the same. Therefore, we have one Riemann surface M with points z 1 , z 2 and markings f 1 and f 2 . Recall that z 1 ) and notice that F is an orientation preserving homeomorphism from M to M . We have a map F * :
be the matrix representing F * with respect to the basis
The following simple lemma gives an essential symmetry of length two iterated integrals.
Proof. This follows from the preceding lemma, the fact that (
, and the following commutative diagram
Remark 5.3. In terms of periods, the lemma 5.1 represents well-known symmetries like
for c ∈ π 1 (M, z) (see [4] ). We can reformulate the lemma using the map θ that switches tensor components, as defined in Definition 1.11.
because id + θ is twice the projection onto Sym (H 1 ⊗ H 1 ) ⊗ H 1 as in Lemma 1.12. From Corollary 5.2 we have the desired result:
We proceed to construct a section s 3 :
, z) which preserves the Hodge filtration. Recall that we have the exact sequences of mixed Hodge structures [6] :
where the second exact sequence can be taken as the definition of K 3 (M ). The map p 3 for
and is thus dual to the map
We mention that the kernel of p * 3 is Ker p *
By the symmetry of the argument, we also have
This completes the proof.
Proof. We must show that u(k)∧h is exact. Since u(k) ∈ A 1,0 (M ), we have u(k)∧h = 0 for the case when h ∈ H 1,0 . For the case when h ∈ H 0,1 , we use the fact that
This lemma and the linearity of u permit the following definition.
The map s 3 is defined via: 
Proof. To show that an interated integral is a homotopy functional we make use of Chen's theory of differential forms on the path space of M , (see [3, p.839] or [6, p.262] ). According to this theory s 3 (κ) is a homotopy functional on loops if it is closed with respect to Chen's functional derivative d C given by:
In the computation that d C s 3 (κ) = 0 we must again use the representations κ
is not spanned by its decomposable elements. We have
Summing these iterated integrals of 1-forms and 2-forms and using the definition 5.7 of s 3 (κ) we obtain d C s 3 (κ) = 0. This shows that s 3 
). This follows from the familiar formulae
and 
be defined by multiplication in Cπ 1 (M, z) .
is given by 
Proof. Recall from definition 5.7 that
Hence we have that 
We will use the above proposition to find symmetries that Ψ must satisfy. Since the identity e = g j=1 (a j , b j ) ∈ π 1 (M, z) is annihilated by H 0 (B 3 (M ), z), and since the aspect of the pairing with J 3 which is not determined by K 3 factors through * , we may in essence apply e to Ψ ⊗ id + id ⊗ Ψ. More precisely, we have the following proposition which contains the "higher bilinear period relations" mentioned in the introduction. Here, (a, b) = aba −1 b −1 denotes a group commutator, whereas [a, b] = ab − ba denotes the ring commutator.
Proposition 5.12 (Higher Bilinear Relations
). Let (f, M, z) ∈ T g, * . For all κ ∈ K 3 (M ), we have (Ψ f ⊗ id + id ⊗Ψ f )(κ) , q M = κ , g j=1 ([a j ] ⊗ [b j ] − [b j ] ⊗ [a j ]) ⊗ ([a j ] + [b j ]) .
Proof. We recall the following algebra from
Since any homotopy functional on M annihilates g j=1 (a j , b j ), and any iterated integral of length 3 annihilates J 4 , we have the following equation for any κ ∈ K 3 :
The same process applied to κ
will produce the following period relation: for any i, j, k,
We reformulate the "higher bilinear relations" of Proposition 5.12 by introducing a map which, like θ, permutes tensor components. Also, recall the map ı of 1.11. Definition 5.17. Let (H 1 , q) be a principally polarized Hodge structure of weight 1, and let H 1 be the dual of H 1 . Define
Remark 5.18. Since both the domain and range of z have projections onto (
given by x → x − z(x).
Proof. We are simply shuffling the tensor components in Corollary 5.13.
by Corollary 5.13.
Up until now, we have been studying the element λΨ f ∈ ((H 1 ⊗ H 1 )/q) ⊗ H 1 , but it will be more convenient now to describe ıλΨ f ∈ ((H 1 ⊗ H 1 )/q) ⊗ H 1 . 
Corollary 5.23 (Johnson
We are now ready to state our main result. For the convenience of the reader, we now repeat some of the notation. The map Ψ :
is defined by sending (f, M, z) ∈ T g, * to the abelian period matrix Ω f ∈ h g and the 
The map Ψ is equivariant with these two (right) actions of M g, * , and in each case we have induced actions by M g, * /N g, * because N g, * , the kernel of Johnson's homomorphism, acts trivially. By a homology involution, we mean an element y ∈ M g, * whose induced map y * on H 1 (S, Z) is −id. We view λ 
factors in each fiber over Z through the affine quotient of the translated torus (− 
be the intermediate Jacobian and
be the Abel-Jacobi map of Griffiths (see [13] , p.734). For two markings of
0 (Jac(M )) as well. Pulte showed that there is an injection of the torus J 2 (Jac(M )) into the torus Ext(
, and
Therefore, the difference of the images of (f 1 , M, z 1 ) and (f 2 , M, z 2 ) into Ext under theΨ map factors through J 2 (Jac(M )). This should be compared with the second paragraph of the Main Theorem which says that any two points (f 2 , M, z 2 ) and (f 1 , M, z 1 ) in Teichmüller space which have the same abelian period matrix 
In this paper we knew that the higher bilinear relations imply that Ψ satisfies certain constraints and were interested to determine what those constraints were. We have here referred to only a few of the results in Pulte's paper [13] . §6. Holomorphic quadratic periods.
In this section we show in Lemma 6.2 that if a φ ∈ Hom(K 2 , H 1 ) R comes from an element of 3 H 1 , then φ is completely determined by its values on F 2 K 2 . This observation shows that Ψ is completely determined by its purely holomorphic quadratic periods and allows us to improve several theorems in the literature [9] . Finally, in Theorem 6.8 we go further and compute the remaining mixed periods of Ψ in terms of the purely holomorphic ones. 
The condition that φ ∈ Hom(K 2 , H 1 ) R , which is φ = φ, becomes the equalities One way to interpret this corollary is to say that the quadratic periods σ ij (a k ), σ ij (b k ) completely determine Ψ. This is interesting with regard to the works of Gunning [4] and Jablow [9] who studied only these quadratic periods. The τ ij periods are hence determined by the σ ij periods, and we actually tell how to compute the τ ij periods from the σ ij periods at the end of this section.
From the point of view of variation of mixed Hodge structure as discussed in Hain [6] , we have the injection J 2 (Jac(M )) → Ext(K 2 (M ), H 1 (M )) and the isomorphism E. Jablow [9] proved the following proposition with the additional assumption that Jac(M ) has no complex multiplication. E. Jablow [9] proved the following theorem for g = 3 with a different generic set than E g . The definition of E g was given in Definition 4.6. Proof. The two marked surfaces have the same abelian periods, so we have that Ω f 1 = Ω f 2 and that Ψ f 1 and Ψ f 2 are in the same fiber Hom(K 2 (Ω f ), H 1 (Ω f )) R . By Corollary 6.5, we obtain Ψ f 1 = Ψ f 2 since they have equal quadratic periods and hence are equal on F 2 K 2 .
However, by Proposition 4.7, Ψ injects on E g /N g, * ⊆ T g, * /N g, * .
Corollary 6.5 says that the quadratic periods completely determine Ψ, and we now give explicit formulae for this phenomenon. The mixed periods τ ij (c) = c (ω i ω j −Λ ij ω 1 ω 1 +u ij ), where u ij = u(ω i ⊗ ω j − Λ ij ω 1 ⊗ ω 1 ), are rather mysterious because the 1, 0-forms u ij such that du ij + ω i ∧ ω j − Λ ij ω 1 ∧ ω 1 = 0 are not familiar. We can, however, give the following formulae for the computation of the mixed periods. 
Proof. These formulae may be derived by manipulating the formulae given in Remark 5.3, equation 5 .15, and equation 5.16.
