Abstract-We develop a generalized group-based epidemic model (GgroupEM) framework for any compartmental epidemic model (for example; susceptible-infectedsusceptible, susceptible-infected-recovered, susceptible-exposedinfected-recovered). Here, a group consists of a collection of individual nodes. This model can be used to understand the important dynamic characteristics of a stochastic epidemic spreading over very large complex networks, being informative about the state of groups. Aggregating nodes by groups, the state space becomes smaller than the individual-based approach at the cost of aggregation error, which is strongly bounded by the isoperimetric inequality. We also develop a mean-field approximation of this framework to further reduce the state-space size. Finally, we extend the GgroupEM to multilayer networks. Since the groupbased framework is computationally less expensive and faster than an individual-based framework, then this framework is useful when the simulation time is important.
I. INTRODUCTION

E
PIDEMIC spreading processes over complex networks is an important topic for different research fields, such as epidemiology, social science, computer science, etc. [1] , [2] , [3] , [4] , [5] , [6] . The theoretical model of stochastic epidemic spreading processes over a network can reveal important dynamic characteristics of the epidemic. The spread of computer virus, information, opinions, rumors, knowledge, products, or any spreading process in a network of interactive agents can be modeled as the epidemic process. All the above spreading processes follow some common patterns. Compartmental models are widely used in the study of epidemics. In a compartmental model, individuals/agents can be in different compartments. Generally, compartments represent the fraction of a homogeneous population in a given state. The set of compartments can be different for different models. The widely used compartments in the literature are susceptible, infected, recovered, immune, and latent [1] . The compartments can be different for different research areas or scenarios. An individual can move from one compartment to another compartment when this event is assumed to be an independent Poisson process with a constant rate, this assumption leads to a continuous-time Markov process. Some complex networks have a large set of nodes/agents. Modeling epidemic spreading over those very large networks is computationally expensive and time-consuming. To address this issue, the group-based epidemic model can be useful. Sahneh et. al. proposed a generalized epidemic model framework (GEMF) for the individual-based approach [7] . This individual-based approach can estimate the state of any individual node or agent at any time t. However, for some scenarios, it is redundant to know the state of every node, as in the case of a network of farm animals that contains millions of farm animals. In this scenario, the individualbased approach is not only computationally expensive but also not required. To face this complexity, sometimes researchers scale their network by reducing the number of nodes. To do that, they consider several individuals or a group as a single node [8] , [9] , [10] . This type of scaling can alter the actual network, and estimation of the dynamics of the system can be misleading. The group-based approach is a solution to this problem. A group can consist of farm animals of the same category, and the group state can tell us the summary of its node states. A group-based framework is not only useful in the network of livestock but also be useful to find out the dynamics of any type of network; such as, communication network, trade network, human network, biological network, power-grid network. In this new era, because of the improvement of the digital technology, different types of communication among humans are popular, as a result, a large number of people are connected to form very large networks. These networks can influence public opinion, which is very impactful in the field of politics, economy, business, and many other fields. A groupbased framework can be useful to handle these very large networks to understand the different dynamics of its groups. It can also help us to find out the impact of the groups in the dynamics of the system. The N -intertwined mean-field method (NIMFA) [11] , [12] and the heterogeneous mean-field method (HMF) [13] , [14] are two well-established approximation methods for the analysis of dynamical processes on complex heterogeneous networks. They are two particular cases of the group-based approach unified mean-field framework (UMFF) which was first proposed by Devriendt et. al. for susceptible-infected-susceptible epidemic model [15] . The group-based approach has fewer degrees of freedom than NIMFA. Although HMF also has this property, however UMFF has more flexibility to choose groups than HMF. The heterogeneous mean-field method (HMF) is a degree based approach, and nodes of the same degree are assumed statistically equivalent, which is not the only case for UMFF.
In this paper, we generalize the group-based approach UMFF for any compartmental epidemic model. Generalization can increase its flexibility, compatibility, and applicability. Different dynamics can be modeled with a different compartmental model. Even only in the epidemiology, some diseases dynamics are more suitable by susceptible-infected-susceptible (SIS) model, some are more suitable by susceptible-infectedrecovered (SIR) compartmental model, and so on. A general framework can give more flexibility to the researches to model an epidemic spreading in a network. To derive a group-based general model, at first we develop a continuous-time Markov model for multi-compartmental node dynamics. Secondly, we propose the mean-field approximation of the continuous-time group-based Markov model. Finally, we provide the multilayer extension of the multi-compartmental group-based framework.
The GgroupEM framework has a lower computation complexity and faster simulation time in comparison with the individual-based GEMF because of the reduced state space size. This paper is organized as follows, some backgrounds of our work are reviewed in section II. In section III, we propose a continuous-time Markov process for a general group-based framework. Then, we provide the mean-field approximation for this framework in section IV. We also provide some simulation results in this section. In section V, we provide the multilayer extension of the GgroupEM framework. In the end, we provide some concluding remarks of our work in section VI.
II. BACKGROUNDS
Here, we present some well known compartmental epidemic models based on group-based approach and discuss about the epidemic modelling on a network.
A. Compartmental epidemic models
Compartmental models can describe the epidemic spreading on a network G(N, E) [16] . Here, N is the number of nodes and E is the set of edges in the network G. In this paper, we present a group-based framework for any compartmental epidemic model. There are two types of transitions between compartments; 1) nodal transitions or independent transitions and 2) edge transitions or dependent transitions [7] . The nodal transition of a node only depends on the current state of the node. The edge transition of a node depends on the current state of a node and the state of neighboring nodes. Each edge transition has an influencer compartment. This compartment can be defined as the compartment of the neighboring nodes or state of the neighboring nodes which affects that edge transition. For example, in susceptible-infected-susceptible epidemic, the susceptible to infected edge transition of a susceptible node depends on its infected neighboring nodes. Therefore, infected compartment is the influencer compartment for this edge transition. Even though our focus is in the group-based approach, however, those node-level transitions are important even in the group-based approach. The change of a group state happens because of those node-level transitions. We can call those transitions as events. When an event (nodal or edge transition) happens on a node of a group, the group state changes. Some common epidemic compartmental models are described here:
1) Susceptible-infected-susceptible (SIS): This model has two compartments, m ∈ {1, 2}: susceptible (m = 1) and infected (m = 2). A node in the network can be susceptible or can be infected. There are two transitions in this model: one is edge transition (susceptible to infected) and another is nodal transition (infected to susceptible). Susceptible to the infected transition of a node depends on the infected neighbors of that node. The infected compartment is the influencer compartment for the transition susceptible to infected. In GgroupEM, each group will have two types of nodes; susceptible and infected. The group state will tell how many nodes are in each compartment. Let a group be in a state where it has S susceptible nodes and I infected nodes. If one infected node changes its compartment to the susceptible compartment, then the group state will change to S + 1 susceptible nodes and I − 1 infected nodes.
2) Susceptible-infected-recovered (SIR): This model has three compartments, m ∈ {1, 2, 3}: susceptible (m = 1), infected (m = 2), and recovered (m = 3). Each group can have these three types of nodes. There are also two transitions in this model: one is edge transition (susceptible to infected) and another is nodal transition (infected to susceptible). In GgroupEM, each group will have three types of nodes: susceptible, infected, and recovered nodes.
3) Susceptible-exposed-infected-recovered (SEIR): This is a variation of the SIR model. This model has four compartments, m ∈ {1, 2, 3, 4}: susceptible (m = 1), exposed (m = 2), infected (m = 3), and recovered (m = 4). There are three transitions in this model: one is an edge transition (susceptible to exposed) and the other two are nodal transitions (exposed to infected and infected to recovered). For this model, the infected compartment is the influencer compartment for the susceptible to exposed edge transition.
These are some basic widely used epidemic compartmental model. A compartmental model can have any number of compartments and any number of transitions. Compartment number and type can be different in the scenario of rumor spreading or computer virus spreading.
B. Epidemic modelling on networks
A continuous-time Markov chain can model an epidemic process on a network, where each transition between compartments is an independent Poisson process with constant transition rate [17] . The assumption of the independent Poisson process makes the system memoryless. In the individual-based approach, nodes are at the individual level. Each node has a fixed number of possible state. The state of a node in a network at time t defined as n i (t) ∈ 1, 2, 3, ...........M . In the epidemic process, if a node can move from compartment 2 to compartment 1 in a ∆t time by a nodal transition with rate δ, then the waiting time for this transition is exponentially distributed with rate δ. So,
Here, o(∆t) is a function of higher-order terms of ∆t.
For an edge transition of node i from compartment 1 to 2 with a transition rate β, when the node has one infected neighbor, the infection process for the node i is,
In this work, we have assumed that each infective link can transmit the disease with constant rate β. In a network of N nodes, the individual-based or node-based Markov chain has M N possible states for a M compartmental epidemic model [7] . In the following section, we present the group-based continuous-time Markov chain epidemic modeling on a network. All the symbols and their definitions to develop this model are given in the Table I . In this model, the network consists of N nodes, which are divided into C disjoint nonempty groups. Where,
Here, N i represents the number of nodes in a group i and i = 1, 2, ..., C. This group-based model does not contain information about each node state, it only contains the state of each group. The state of a group gives the number of nodes of that group in each compartment. The adjacency matrix A of the network G is a N × N matrix, where each element is a binary number,
In undirected networks, A(i, j) = A(j, i). The group-based adjacency matrix A g is a C × C matrix. A element of the matrix A g (i, j) represents the links from group i to group j,
Here, L ij indicates number of the links from group i to group j.
Where, u i is a 1 × N vector, where each element is 0 or 1. If k th node is in group i, then u i (k) = 1 otherwise u i (k) = 0. The group-based adjacency matrix A g is a symmetric matrix for an undirected network. The diagonal elements of the A g matrix is 
A. Group state vectors
For a M compartmental epidemic model, the state vector of a group contains information about how many nodes are in each compartment. The number of possible states of a group with N i nodes for the M compartmental model is
, which is determined from the stars and bars combinatorics problem [18] . This problem tells us the number of possible ways to put N i indistinguishable nodes into M distinguishable compartments. The state indicator vector of a group i can be defined as, 
This state indicator vector indicates that group state is in k th possible state. The full state matrix V i of a group i is a
Here, x i,m represents the number of nodes in the compartment m in the group i, also 0
The k th possible state can be obtained from the list of the all possible states. In the following, we give two example of list of all the possible group states. 
Here, | represents a divider and o represents a node. Two dividers can divide the nodes into three compartments. The left matrix represent a chart of dividers and nodes. In each row, the nodes in the left side of the first divider are in the first compartment, the nodes in between the first divider and the second divider are in the second compartment and nodes in the right side of the second divider are in the third compartment. Each row represents a possible group state. First row represents that first compartment has zero nodes, second compartment also has zero nodes, and third compartment has two nodes. So, x i,1 = 0, x i,2 = 0, and x i,3 = 2. The right matrix presents the full state matrix V i , where first column is the number of nodes in the first compartment x i,1 , second column is the number of nodes in the second compartment x i,2 and third column is the number of nodes in the third compartment x i,3
Second example: N i = 3, M = 3, and number of possible state is
Dividers and nodes
Here, we have two dividers to divide the three nodes into three compartments. We propose the pattern in expression (10) and (11) to organize the dividers and nodes. This pattern allows us to find the full state of a group from the state indicator vector e k i . The state of a group i at any time t is g i (t) = e k i , which represents that group i is in the k th possible state at time t and full state of that group i can be found from the k th row of the matrix V i . In this model, the joint state of all the groups is needed to understand the network state. The network state or joint state of all the groups at time t is G(t), which is defined as,
Here, ⊗ represents the Kronecker product. The dimension of the joint state vector is
....
elements are zero except one element corresponding to the network state. The dimension of the joint state vector is less than or equal to the dimension of the individual-based framework. Therefore,
From the network state G(t) at any time t, it is possible to infer each group state g i (t) in the following way,
B. Group-level transitions
All events or transitions are modeled here as independent Poisson processes, therefore the waiting times for events are exponentially distributed. Hence, the system has the memoryless property. An event or transition in a group changes the network state, which is the state transition in the Markov chain. The transitions in the group state are also two types: 1) nodal transition or independent transition, and 2) edge transition or dependent transition.
1) Nodal transition : This transition only depends on the state of a group. It does not depend on the state of its neighboring groups. If a nodal transition from compartment m to compartment n (m → n) happens in a node of a group i with a rate δ that means a node in group i moves from compartment m to n. Therefore, the group will change its state for this nodal transition from group state k to l with the rate x i,m δ.
2) Edge transition and an approximation: The edge transition of a group i depends on its own state with the state of its neighboring groups. The edge transition is a dependent transition as it depends on the states of its neighboring groups. When an edge transition happens on a node of a group i, it depends on its neighboring nodes, who are distributed in different groups. As an example, the susceptible-to-infected edge transition in group i happens if a susceptible node in group i is in contact with at least an infected node. However, the group-level framework does not contain information about which node is in which compartment. Also, the group-level adjacency matrix cannot tell about the exact neighbors of a node. Therefore, the edge transition in the group-level needs an approximation at the network-level. This approximation is based on the discrete isoperimetric inequality. It is an ancient Greek problem. Isoperimetric inequality focuses on the relationship between the surface and the volume of an object [19] , [15] . For this approximation, we need to define the surface and volume in the context of a network. The surface is related to the edges and volume is related to the nodes of a network. An edge is a unit of the surface and a node is a unit of the volume. A nodal transition from compartment m to compartment n depends on the the volume of compartment m, that means number of nodes in compartment m. An edge transition is more complex than a nodal transition. An edge transition from compartment m to n is proportional to the surface area from compartment m to n, which is the number of edges from nodes of compartment m to nodes of compartment n. Let, X is the set of nodes that are in compartment m in group i and Y is the set of nodes that are in compartment n in group j. Now, L X Y is the number of edges, which have one end in a node in X and another end in a node of Y. The red dashed lines in Fig. 2 are presenting L X Y , where m is the susceptible compartment and n is the infected compartment in the SIS dynamic. The surface for the edge transition m → n event between group i and j is,
However, in the group-level approximation, we don't know which node is in which compartment. This model only tells us about the volume of each compartment in each group. Here, we need the approximation which Devriendt et. al. [15] defined as a topological approximation. This can be defined as,
Here, |X | = x i,m , |Y| = x j,n , and d is the average node degree and d ∈ R. It is possible to give a bound on the topological approximation from the isoperimetric inequality [19] , [20] . This bound is based on the discrepancy inequality [19] ,
here, |d − σ i | ≤ θ for i = 0. σ i are the eigenvalues of the Laplacian matrix of the network for 1 ≤ i < N . There is other way to give tighter bound on this approximation derived from the Max Cut problem and the expander mixing lemma [20] . For the average node degree, we approximate,
This approximation comes from a intuition that if nodes of group i has L ij connections with the nodes of group j, then nodes of group i has total number of connection in the network 
C. Evolution of the network state
Evolution of the network state G(t) follows a continuoustime Markov process. Network state is the joint state of all the group states. In the group-based framework, groups are interacting entities, which are jointly Markovian and form a collective system. In the individual-based network model, each node is different with respect to its connections with the neighboring set of nodes, however each node has same set of possible states. In the group-based network model, each group is also different with respect to its connections with the neighboring set of groups, however this model has another complexity that each group can have different sets of possible group states corresponding to their sizes. For example, in an SIS epidemic, each individual node in the individual-based approach has two possible states: susceptible and infected. However, in the group-based approach, each individual group has different number of possible states depends on their size (number of nodes in that group); the number of possible states in a bigger group is larger than a smaller group. Therefore, the group-based Markovian process has another level of complexity than the individual-based one. If the network is in the G(t) state at time t, then the evolution of the network state tells us that the network state G(t +
The dynamics of a group state depends on the state of its neighboring groups state. The group state changes when a stochastic event occurs or a node in the group changes its compartment. The waiting time for any event or transition in the network is stochastically independent. We define the transition matrix for a group i as θ i . The dimension of this matrix is
. Before defining the elements of the θ i matrix, we define a new matrix for each type of transition. We name it transition indication matrix. For a nodal transition, the transition indication matrix will be ∆ i,δq ; this matrix indicates a group state transition by a q-type nodal transition. In other words, it indicates a nodal transition of a node from compartment m to compartment n with a transition rate δ q in the group i. The dimension of ∆ δqi is same as the θ i . If this transition moves the group state from k to l, then the elements of ∆ δqi can be defined as,
Here, I and J are index variables for the matrix ∆ i,δq . This square matrix indicates all the group-level transitions for the nodal transition δ q . A simple example of this matrix is given in Eq. B.2 in appendix B.
The definition of the transition indication matrix for an edge transition is same as the transition indication matrix for a nodal transition, and we denote it as ∆ i,βq . The transition β q represents an edge transition from compartment m to n with rate β q . The group transition matrix depends on the node-level transition, as a transition event in the node-level happening at a time t causes the change in the group state. Now, we can define the elements of the transition matrix θ i , which represents the group transition. If an epidemic model has q n types of nodal transitions and q e types of edge transitions, then an element of group transition matrix θ i (k, l) has q n + q e parts. This element represents the transition from state k to l, and each part corresponds to each transition. Even though it has q n +q e parts corresponding to q n +q e transitions, however only one transition indication matrix has a non-zero element in the (k, l) th position in θ i . A part of θ i (k, l) for a q type nodal transition will be,
Here, • indicates the Hadamard product or element wise product, and each row of V i,m is equal to the m th column of the V i matrix which is V i (: m). So, V i,m is a square matrix with the same dimension of ∆ i,δq . Examples of this matrix are given in Eq. B.3 and B.7 in the Appendix B. Now, let us consider a q-type edge transition from compartment m to n with the rate β q , which depends on the n compartmental neighboring nodes. The group state transition rate of a group i for the edge transition β q is ,
Here, u i,m is a vector with dimension 1 × N . Elements correspond to the nodes of the network: u i,m (n) = 1 if n th node is in compartment m and in group i, otherwise u i,m (n) = 0, and
, representing the number of nodes in the m compartment in group i when the group is in g i (t) state. From the topological approximation we can write the expression (21) as,
Here, X i,m = (V i (:, m)) T g i (t). Now, we can define the part of θ i (k, l) for this edge transition as,
Therefore, a element of the group-level transition matrix θ i is,
Here, θ i (k, l) represents the rate for the group transition from state k to l. The Eq. (24) has two parts; the first one is for all types of nodal transitions and the second one is for all types of edge transitions. The transition matrix θ i is group specific; different groups will have different θ i matrix. The transition from group state k to l is an independent Poisson process, which occurs in (t, t + ∆t] time interval. Therefore,
Eq. (25) will be used to derive the time evolution of the network state. The group transition matrix θ i give us the description of the group-level transition. The evolution of the network state G(t) is a continuous-time Markov process, where actual Markov states are the possible network states. This process is fully characterized by a systems of differential equations named as the Kolmogorov differential equations for a given initial condition. The procedure to derive the Kolmogorov differential equations for a Markov chain from the one state transition rates is a standard process, which is described in [21] , [22] . The expected value of a group state in the next time step, when the network is in the G(t) state, can be obtained from Eq. (24) and (25),
Now, considering the expected value of both sides in Eq. (26),
In Eq. (27), the expression for h i (t) is,
Here, h i (t) is the number of neighbors of group i, who are in the compartment n. And compartment n is the influencer compartment for the q th edge transition. After rearranging the Eq. (27) as follows,
Let ∆t → 0, so the Eq. (29) will become,
The differential equation of the joint state or the network state can be written as,
This is the time evolution of the network state. Here, Θ is the network transition matrix of the underlying Markov process, this closed set of differential equation can fully characterize the network state. The rate of change between network states is described by the Θ matrix, which is equivalent to the infinitesimal Q matrix of the individual-based approach [12] . Any element in the Θ matrix Θ KL represents the rate of change from network state K to L. The dimension of the Θ is
. The derivation of the network transition matrix Θ for group-based framework are given in Appendix A and we also provide a simple example of an SIS spreading process in a network with two groups in Appendix B. The network state evolution in the group-based structure is a multidimensional birth-death process, which is a special case of the continuous-time Markov process. The Eq. (31) fully describes the dynamics of the underlying system, which is the Kolmogorov differential equation of the Markov process with
states. This is not an exact Markov process, this is a approximated Markov process because of the topological approximation. A strong bound on this approximation can be given from the discrete isoperimetric inequality (Eq. 16).
IV. MEAN-FIELD APPROXIMATION OF THE GGROUPEM A. Mean-field equations
The Eq. (30) and (31) contains higher order moment terms E[h i (t)g i (t)]. This framework has assumed that states of individual groups are independent random variables and invoke moment-closure approximation for those higher order moment. This approximation allows to assume the covariance between two random variable h i (t) and g i (t) is zero. From the first moment-closure approximation we can write,
The mean-field equation of the group-based framework will be,
This is a first-order closure approximation leading to a unified mean field equation. The higher order equation is given in [15] . Now, we will provide the equations in the compartmental level for a group. These compartmental equations allow us to describe the evolution of the expected values through the (M − 1)C ordinary differential equations. If a node in a group move its compartment from m to n with a rate δ q , then the group state will change with rate x i,m δ q . Fig. 3a is presenting that a node in group i is changing its state from compartment m to n through a q-type nodal transition and Fig  3b is presenting that the group state has changed from state k to l for the nodal transition in Fig. 3a . So, the population for the m compartment will be,
and population for the n compartment will be,
The transition matrix Q δq represents a nodal transition from compartment m to n with rate δ q . It has a dimension M × M , where Q δq (m, m) = −δ q , Q δq (m, n) = δ q and zero otherwise. This matrix has the form of a Laplacian matrix. The general equation for all type of transitions is,
If the fraction of node in each compartment in a group i is ρ i = 
Summarizing, GgroupEM framework has two approximations: 1) topological approximation and 2) moment-closure approximation. We only know about error bound of the topological approximation from isoperimetric inequality. However, the error bound for the moment-closure approximation of this framework is not known [15] . Group-based mean-field equations for some epidemic models are given below.
B. Examples
1) Susceptible-infected-susceptible: The SIS model [12] has two types of transitions; one is an edge transition (susceptible to infected) and the other is a nodal transition (infected to susceptible). The infected compartment is the influencer compartment for the edge transition. The mean-field equation for the group-based framework of SIS epidemic model can be written as,
Here, ρ i,S and ρ i,I represent the fraction of susceptible and infected nodes in the group i and ρ i,S + ρ i,I = 1 at any time t. The first part and second part in the Eq. (40) is for the edge transition S → I (susceptible to infected) and nodal transition I → S (infected to susceptible) respectively. The rate for edge transition is β and the rate for nodal transtion is δ. This process has (2 − 1)C ordinary differential equations. The dynamics of an SIS epidemic model for an Erdös-Rényi (N, p) random network [23] is given in Fig. 4 . This random network has N = 10000 nodes and p = 0.01 connection probability. The number of edges and average node degree of this network are 999903 and 200 respectively. The normalized population in different compartments of stochastic numerical simulation of the individual-based approach for SIS is presenting in Fig 4a. The mean-field approximation for the individual-based is given in 4b. The Group-based approachs are presenting in Fig 4c- e. For each case, β = 0.0167 and δ = 1. As a initial condition, we have started the epidemic from 0.2% infected nodes. An summary of the results is given in Table II .
2) Susceptible-infected-recovered: The SIR epidemic spreading has three compartments and two types of transitions, one is an edge transition (susceptible to infected) and the other is a nodal transition (infected to recovered). The infected compartment in the influencer compartment of the edge transition. The mean-field approximation of susceptible-infected-recovered (SIR) epidemic model for the individual-based framework are developed by Youssef et. al. [24] . Here, we present the equation for the group-based framework as, 
The first part of this equation is for the transition S → I and the second part is for the transition I → R. The number of non linear differential equations for the mean-field approximation of SIR epidemic model for the group-based framework is (3 − 1)C as at any time t, ρ i,S + ρ i,I + ρ i,R = 1.
The results for the SIR epidemic model in the Erdös-Rényi are given in Fig. 5 . The network properties and transition rates in the epidemic model are same as the SIS case. The result of stochastic simulation for SIR is presenting in Fig 5a and mean-filed approximation for individual-based approach is given in Fig 5b. Group-based approaches are presenting in Fig 5c- e. The simulation time for individual-based mean-field approach is 12.183s. The simulation time can be reduced by using group-based approaches. The simulation time reduces with the reduction of the group number (≤ 0.088s). 3) Susceptible-exposed-infected-recovered: The SEIR epidemic model has four compartments and three transitions: susceptible to exposed, exposed to infected and infected to recovered. The first transition is the edge transition, where transition rate (β) is influenced by the number of infected nodes in the neighboring groups. The other two transitions are nodal transitions with the rate δ 1 (E → I) and δ 2 (I → R) respectively. The group-based mean-field equation for the SEIR epidemic is given below,
The first part of the Eq. (42) represents the edge transition S → E, the second part represents the nodal transition E → I and the last part represents the nodal transition I → R. The number of nonlinear ordinary differential equations for this epidemic model is (4 − 1)C, as at any time t, ρ i,S + ρ i,E + ρ i,I + ρ i,R = 1. The results for the SEIR are given in Fig. 6 . Here, the value of β, δ 1 , and δ 2 is 0. The group-based approach is a solution with reduced computational time. However, because of topological and moment closure approximation, the results can deviate from the exact process for some scenarios. It is not the scope of this paper. From previous research works, mean-field SIS model is less accurate in the sparse graphs [7] . The accuracy of the meanfield models is also sensitive to the network structure. The mean-field model can follow the exact process very closely when the size of the network is very large [25] . An extensive numerical simulation of GgroupEM in different scenario with respect to different network structures, initial conditions, and group sizes can be a valuable research topic for future analysis.
V. MULTILAYER EXTENSION OF THE GGROUPEM
In the real world, contact network among interacting agents can have a complex structure, where the nature of the connection between two agents can be of multiple types. For example, in the rumor spreading network, two people can be connected via Facebook or they can be connected via Twitter. To represents these complex structures, researchers are using multilayer networks [26] , [27] , where each layer represents each type of connection. If a social network has three types of connections: direct connection, Facebook connection, and twitter connection, then a three-layer network can be used to represent this network where each layer corresponds to each type of connections. In a disease spreading network, if a disease spreads through direct contact and by air, then a two-layer network will represent the network more precisely; one layer is for direct contact and another layer is for the air transmission.
In the group-based structure, nodes and groups will be maintained in each layer, however, the connection among them will be different for different layers. An example of a groupbased multilayer network, presented in Fig. 7 has three layers. Groups are the same for each layer, however, the connections are different for each layer. In particular, green lines form the link of layer-1, red lines form the link of layer-2, and purple lines form the link of layer-3. Fig. 7 . Example of a multilayer network, which has three layers. The nodes are divided into three groups, G − 1, G − 2, and G − 3 .
If the network has L layers, then the Eq. (30) can be modified as,
Here, the matrix for edge transition ∆ i,β ql is layer-specific, and h il (t) = C j=1 A gl ij X j,n . The transition rate for edge transition can different for different layers. Also, the mean field equation Eq. (38) can be modified for the multilayer network as,
Only the parts for edge transition in Eq. (30) and (38) are needed to be modified for the multilayer extension, as nodal transitions are independent of the network structure. The Eq. (39)-(42) can be rewritten in this similar manners as Eq. (44).
VI. CONCLUSION
In this paper, we propose a general group-based epidemic model (GgroupEM) framework capable of representing any compartmental model in any multilayer networks. We develop a continuous-time Markov model for the groupbased approach that has
possible states. This is a multidimensional birth-death process. The possible states in the Markov chain of the GgroupEM are fewer than or equal to the possible states in the Markov chain of the individual-based approach, which are M N . Therefore, GgroupEM has a reduced computational complexity and it requires less simulation time. Simulation time is important when considering very large networks. The group-based process lies on an approximation based on the isoperimetric inequality. We further reduced the number of states by using a moment-closure approximation. The N -intertwined meanfield approximation (NIMFA) method [11] , [12] and the heterogeneous mean-field method (HMF) [13] , [14] are two well-known methods of the moment-closure approximation, which are two particular cases of the group-based mean-field method. The number of the nonlinear differential equation for the mean-field approximation of the group-based approach is (M − 1)C. Finally, we present some simulation results of the mean-field approximation for SIS, SIR, and SEIR epidemic model in the Erdös-Rényi random network. For each case, we find that simulation time reduces with the reduction of the number of groups. The GgroupEM framework lies on two approximations; topological approximation and moment-closure approximation. The topological approximation is for the underlying network and the error for this approximation can be bounded by the isoperimetric inequality. On the other hand, for the moment closure approximation, we only know that for the C = N grouping, the moment-closure approximation is the upper bound of the exact process. However, we do not have exact knowledge about the error bound for the moment-closure approximation. The accuracy of the mean-field model has been explained in [7] , [12] . The group-based approach allows us to scale the network and reduce computational time. It is possible to obtain the disease dynamics of an epidemic model in a large complex network by using GgroupEM when aggregated dynamics of groups of nodes are the focus of interest. In this paper, we have developed a general group-based framework (GgroupEM). An extensive performance analysis of the group-based approach in different types of networks with different initial conditions can be an interesting future step of this research. A development of a continuous-time numerical stochastic simulator for GgroupEM will allow the researchers to compare GgroupEM with GEMFsim [28] .
APPENDIX A DERIVATION OF THE Θ
In this section, we present the derivation of the Θ in Eq. (31). To do this, we derive the expression for network state G(t + ∆t) when G(t) is given. Here, ∆t is a very small time period when only one event can occur. Let, the network state at any time t is,
The network state will change by the one transition in the group state of group i,
The expression for the conditional expectation of a group E[g i (t + ∆t)|G(t) = g Z ] can get from the Eq. (26) as,
Now, from the definition of expectation and the law of total probability we get the network state at t + ∆t time,
Here, the range of Z for the summation in Eq. (A.4) is 1 :
.... SIS epidemic process has two compartments; susceptible and infected. One divider | can divides the nodes o into two compartments. At first, we will present the steps to get Θ δ1 for the nodal transition infected to susceptible compartment, then we will present the steps to get Θ β1 for the edge transition susceptible to infected compartment. Here, the transition indication matrix for the group-1 and group-2 for the nodal transition from susceptible to infected compartment will be, The definition of the transition indication matrix is given in Eq. (19) . Now, V i,m in Eq. for the infected (compartment m = 2) to susceptible (compartment m = 1) nodal transition will be, The Θ δ1 matrix can get for this case from Eq. (A.6), which is presented in Eq (B.5).
let, the states of the groups at time t are, g z1 (t) = 
