In this work we propose a Variable Neighborhood Search (VNS) approach for the long-term maintenance programming of an iron ore processing plant of a company in Brazil. The problem is a complex maintenance programming where we have to assign the machine preventive programming orders to the available work teams over a 52-week planning. In order to evaluate our solution we developed a general mixed integer programming model and used the numerical results as the benchmark. The proposed VNS approach improved most of the instances leading to new benchmarks.
INTRODUCTION
Preventive maintenance of industrial machines and equipment is an effective way to keep the production system in good condition. In fact, this type of maintenance seeks to correct failures even before they occur, thus avoiding losses and risks of interruption of production. This practice consists in periodically performed maintenance on the basis of technician's experience or according to specifications in the manufacturer's manual.
Problems related to maintenance optimization have become very attractive, arousing the interest of several researchers. (Simões et al., 2011) made an review on maintenance performance measurement published in 67 journals between 1969 and 2009. (Sharma et al., 2011) also made an extensive review on this area, which were reviewed 104 articles starting from early 1960s. According to these last authors, maintenance optimization could have several optimization criteria such as maintenance cost rate, profitability, plant utilization, performance efficiency and work safety. Although there are some articles on optimization of maintenance cost, they are all focused on the maintenance strategy such as Reliability Centered Maintenance (RCM), Total Productive Maintenance (TPM) and Plant Asset Management (PAM). All these techniques have several trade-offs that have to be balanced to give an optimal solution. (Yamayee et al., 1983) proposed a mathematical formulation for optimal preventive maintenance scheduling problem and used dynamic programming as a framework to solve it. The problem was to schedule 21 maintenance orders with different capacities and different costs. (Yao et al., 2004) proposed a mixed integer programming model for the short-term preventive maintenance scheduling for 29 maintenance orders distributed on 11 different tools associated with a time window. The objective is to maximize the overall tool availability and minimize unavailability during the periods when a significant amount of work is expected. (Adhikary et al., 2016 ) present a multi-objective genetic algorithm for a preventive maintenance scheduling problem that involves the maximization of availability and minimization of maintenance cost for a continuous operating series system. The results reached by the authors shows that the genetic algorithm can improve the availability along with profound reduction of the maintenance cost.
This work has its focus on the problem of assigning the machine preventive maintenance orders to the work teams over a specific time period. The goal is to maximize the number of orders performed and minimize the number of work teams necessary to execute them.
In real scenarios we have to take into account specific constraints related to the maintenance order programming. Most of these constraints are directly re-lated to the scheduling problems, widely studied in the literature (see (Brucker, 2007) ). The work team (group of workers that have to work together) cannot perform more than one maintenance order at the same time. Moreover, each machine cannot have more than one preventive maintenance being executed at the same time. Each preventive maintenance also have a time window limit that must be obeyed. Besides above mentioned constraints, each preventive maintenance has to be performed by a team that has the ability to perform it. Furthermore, there exists usually more than one team that is able to execute the same preventive maintenance.
At the studied company, the long-term maintenance programming is made by the engineering team using a specific maintenance software. It is a general maintenance software that manages all preventive and corrective maintenance activities such as work order, inventory, and material management. It also has the data of all maintenance procedures performed and all the maintenance plans. The maintenance plan for each machine includes all the preventive maintenance that have to be performed, the frequency that each preventive maintenance has to be performed, the expected time to complete the preventive maintenance, the team which is able to perform the preventive maintenance and the materials and tools that are necessary. From this database it is built a 52-weeks preventive maintenance plan, which consists of assigning the preventive maintenance to the teams. The problem is that the maintenance plan is unfeasible and it has to be rescheduled. To do it, the maintenance team works in extra hours, but even so, some preventive maintenance are not allocated.
For solving this problem, we developed a general mixed integer programming model and also a heuristic approach, based on the Variable Neighborhood Search meta-heuristic (Mladenović and Hansen, 1997) .
The main difference of our problem from the ones that we found on the literature is the objective function. Here we want to maximize the number of orders executed and try to minimize the number of teams necessary to execute them. The greatest challenge is the huge size of it. In our problem we have more than 30,000 maintenance orders to be executed.
The remaining of this paper is organized as follows. Section 2 shows the mathematical formulation, which formally describes the problem. Section 3 presents a heuristic approach, based on VNS, for solving the problem. The results are discussed in Section 4 and the conclusions are presented in Section 5.
PROBLEM DEFINITION AND MATHEMATICAL MODEL
The Long-term Preventive Maintenance Scheduling Problem (LTPMSP) can be formally described as follows. Let E = {1, 2, · · · , Q} be the set of Q industrial machines which must be submitted to preventive maintenance. Let also T = {1, 2, · · · , N} be the set of N preventive maintenance, and let W = {1, 2, · · · , M} be the set of M available work teams and responsible to realize them. The processing time of the preventive maintenance i is denoted by P i . Each preventive maintenance i ∈ T must be realized in a single machine E i and just one work team is sufficiently capable to perform it, but two or more different maintenance may be associated with the same machine. However, only one preventive maintenance can be performed at a time on a specific machine. In addition, each preventive maintenance has a time window, i.e, an interval [ e i , l i ], where e i and l i correspond, respectively, to the earliest and the latest time available to perform the preventive maintenance i. Each preventive maintenance i ∈ T requires a work team with a specific ability, being that W i ⊆ W indicates the set of work teams with ability to perform it. If the preventive maintenance i is not performed, there is a penalty cost C i that must be paid. Each work team k ∈ W can process at most one preventive maintenance at a time, and has availability to work by h k continuous hours. The set T k ⊆ T indicates the preventive maintenance that can be executed by the work team k.
The aim of the LTPMSP is to determine a scheduling plan to perform as many preventive maintenance as possible in order to minimize the number of work teams. In order to formulate the problem, we define five sets of decision variables, which are described as follows:
• x k i j : binary variable that gets 1 if maintenance i is performed immediately before maintenance j by the work team k; 0, otherwise; • y ik : binary variable that gets 1 if maintenance i is performed by the work team k; 0, otherwise; • z k : binary variable that gets 1 if work team k is used; 0, otherwise; • c ik : completion time of the maintenance i when it is performed by the work team k; • r i j : binary variable that gets 1 if maintenance i is performed before maintenance j and 0, otherwise.
With these variables we can describe the LTPMSP by the Mixed-Integer Linear Programming (MILP) formulation expressed by Equations (1)- (17):
aa We define a fictitious maintenance 0 that precedes immediately the first maintenance and follows immediately the last maintenance performed by each work team. The completion time of this maintenance is 0 for all work teams, as imposed by the constraint (6). The objective function (1) minimizes the total number of work teams, while maximizes the number of maintenance performed through the minimization of the penalties. Constraint (2) ensures that each maintenance is performed by at most one work team. Constraint (3) guarantees if a work team k performs a maintenance j, that maintenance must be contained in the maintenance schedule of work team k. By constraint (4), if at least one maintenance is assigned to the work team k, this work team is used. Constraint (5) ensures the continuity of the maintenance schedule of each work team. Constraint (7) calculates the completion time of all preventive maintenance. The constraints (8) and (9) force that all maintenance is performed in their respective time windows. The constraints (10) and (11) ensure that two or more maintenance are not performed at the same time on the same machine. Note that these last two constraints can be applied only between different work crews because there will be no overlap of execution of maintenance by the same work team, it being ensured by the predecessor constraints. The constraint (12) ensures that the number of working hours of work teams are not exceeded. And, finally, the constraints (13) to (17) define the scope and domain of the decision variables.
The constants M i j and M i j in Equations (7), (10) and (11) can be any sufficiently large number that is greater or equal to l i + P j and l j + P i , respectively.
HEURISTIC APPROACH
As showed in results section (Section 4), the MILP formulation for the LTPMSP presents a high complexity and solving it by this method requires excessive computational time. Therefore, in this section we describe a heuristic approach based on the metaheuristic Variable Neighborhood Search (VNS) in order to obtain high quality solutions with short computational time. The proposed heuristic and its components are detailed below.
Solution Representation and Evaluation Function
A solution to the problem is represented by a permutation π = π 1 , π 2 , ..., π N of the N maintenance orders. The evaluation of the quality of a solution π is done as follows. Consider a procedure where the preventive maintenance orders are sequentially allocated to the first available time slot that have a duration greater or equal of the preventive maintenance duration. For each preventive maintenance, the available time slot is built checking its time window and the non-allocated time of the teams. When all the allocation conditions are met, the preventive maintenance is allocated at the beginning of the available time slot; otherwise, a penalty is incurred. In order to clarify the characteristics of this allocate procedure, consider an instance with 6 maintenance orders involving 3 machines, which should be executed by 3 teams. The maintenance orders 1, 2, 3 and 6 can be executed by the work teams 1 and 2, and the maintenance orders 4 and 5 by work team 2. The maintenance orders 1, 3 and 5 must be executed at machine 1, while the maintenance orders 2 and 6 at machine 2 and maintenance order 3 at machine 3. The time windows of the maintenance orders start in the following time: 0, 2, 3, 2, 3, 4; and end in the following time: 4, 7, 9, 6, 8, 7. The processing times of the preventive maintenance are the following: 1, 2, 3, 1, 2, 1. The penalty for not performing a maintenance order is the following : 20, 30, 40, 20, 30, 40 . Figure 1 shows an allocation to the permutation π = 1, 2, 3, 4, 5, 6 . The time window of each maintenance order is represented by a horizontal bar, and the time and duration are represented by the filled part. This allocation has a cost of 3.
Initial Solution and Neighborhood Structure
The initial solution is obtained choosing any random permutation π of N maintenance orders. In order to explore the solution space, we define a simple neighborhood structure that consists of exchanging two positions of the permutation π. shows the allocation from s . This allocation is the optimal solution with cost 2. We represent all neighbors of a solution s are represented by N (s).
Variable Neighborhood Search
Variable Neighborhood Search (VNS), proposed by Mladenović & Hansen (Mladenović and Hansen, 1997 ) (see e.g. (Hansen and Mladenović, 2014 ) for a recent description), is a method that explores the solutions through systematic changes on the neighborhood structures. For each neighborhood, it searches for a local optimum.
Algorithm 1 describes the pseudo-code of VNS for solving the LTMPSP. The algorithm's initial solution (line 1 of Algorithm 1) is generated randomly according to Section 3.2 and it is considered as the best solution so far. While maximum neighborhood structure are not achieved (line 12), the algorithm progressively shakes (see SHAKE procedure, shown in Figure 4 ) the current best solution s (line 4) and applies a local search (line 5). This local search (see LOCAL-SEARCH procedure, shown in Figure 5 ) consists of applying a descent method using a best improvement strategy. If a better solution is achieved (line 6), it is accepted and the neighborhood structure is returned to 1 (lines 7 and 8, respectively). Otherwise, the neighborhood structure is incremented by 1 in line 10. When the loop is interrupted either by time limit or the maximum number of neighborhood structure, the best solution is returned (line 13).
Algorithm 1: VNS. 
COMPUTATIONAL EXPERIMENTS
Our proposed MILP formulation was coded in C++ language using the Concert Technology Library of CPLEX 12.5 Academic Version, with default settings, except for the runtime that was limited to 1 hour. The VNS algorithm was coded in C++ language and executed sequentially. All the experiments were performed on an Intel Core i5-4440 CPU @ 3.10GHz x 4 computer, 8GB RAM, Ubuntu 14.04 LTS 64 bits. Our VNS algorithm (Algorithm 1) has only one parameter (k max ) that was empirically determined and set to N, i.e, the number of preventive maintenance orders.
The real instance of the studied iron ore processing plant consists of 33,484 preventive maintenance orders involving 1,032 industrial machines to be allocated to 145 work teams. As the MILP formulation is not able to solve real-size instances, we have created 100 different instances in order to compare the VNS algorithm to the MILP. As reported in Table 1 , these instances, which are sub-instances of the real instance, differ from each other by the number of preventive maintenance orders, number of industrial machines and number of work teams.
We now present the results obtained by our approaches for the LTPMSP. Notice that since there is no literature regarding this problem, we are only going to compare the results of our approaches.
In Table 1 , the four first columns describe the instances, where the columns ID, Q, N and M inform, respectively, the identifier number of each instance, the number of industrial machines, the number of preventive maintenance orders and the number of available work teams. The results obtained by the MILP formulation are described in the columns Obj, #T, #P, Opt, Gap and Time(s). The column Obj shows the solution value obtained at the end of the computation, #T informs the number of work teams used to perform the #P preventive maintenance orders, the column Opt shows if each instance was solved to optimality (indicated by an asterisk), the column Gap shows the relative gap between upper bound (Ob j) and LB computed as (Ob j -LB)/Ob j, where LB is the lower bound value at the end of the computation and the column Time(s) informs the processing time in seconds spent by the MILP formulation. In the last five columns, we present the VNS results. The column Obj shows the best solution value found after 10 executions of the VNS algorithm, while the column σ informs the standard deviation of the all 10 solution's values. The columns #T, #P have the same meaning of the columns for the MILP formulation, which refer to the best solution found by the VNS algorithm. Finally, the column Time(s) shows the processing time in seconds required by the VNS.
Notice that in order to highlight the solution quality of each proposed method, best results reached in each instances are boldfaced.
The results show that, within a 1 hour time limit, our MILP formulation found the optimal solution (column Opt with *) for 26 instances (26% of the total). It is also observed that for 92 instances (92% of the total), the VNS algorithm found solutions whose values are equal or better to those obtained by the MILP formulation.
Notice that, for a given Q and N, the MILP formulation behaves better for the smaller values of M, since the smaller this value the lower the combinatorial complexity of the problem. As seen from Table 1, the MILP formulation obtained better solutions than the VNS algorithm only for the instances with the smallest number of workers, considering the instances with the same number preventive maintenance orders and the same number of industrial machines. According to the column σ, we can note that the VNS algorithm presented good convergence, as the standard deviation of the 10 solutions obtained is equal to zero or close to zero for most of the instances.
Regarding the computational time and the solution's quality, we can see that the VNS algorithm is more efficient while compared to the MILP formulation. For all instances the VNS algorithm was faster than the MILP formulation, and analyzing the 8 instances (instances with ID 011, 016, 021, 036, 041, 061, 071 and 091) in which the VNS algorithm obtai-ned worse solutions than the MILP formulation, we can see that the difference between the solutions is only an unperformed preventive maintenance, except for the instance with ID 071, which has that difference of 2 preventive maintenance orders.
Note that for none of the 100 instances, reported in Table 1 , the MILP formulation and the VNS algorithm were able to allocate all preventive maintenance orders for the set of available work teams (see the columns N and #P). This occurs even when the number of available work teams is greater than the number of used work teams (see the columns M and #T), and even when the optima solution was found (see e.g. the instances with ID 003, 004, 005, 008, 028, 029). This fact arises because the time windows defined for maintenance orders prevent them from being performed due to the constraint that only one maintenance can be performed at the same time on a specific machine (see constraints (10) and (11) in the MILP formulation described in Section 2).
For the complete instance it was not possible to make a comparison with the MILP formulation because the CPLEX optimizer could not handle the instance. To get a result with the VNS approach within a reasonable time, we limited the application of the algorithm to one hour. Even with this time limit, the VNS could assign 30,975 maintenance orders from a total of 33,484 (92,5% of the orders).
CONCLUSIONS
In this paper, we examined the optimization approach proposed in the literature and built our own MILP model based on the real objective function and restrictions of a preventive maintenance of an existing iron ore processing plant. This MILP model is very straightforward and helps us understand the problem mathematically. Although its easiness to understand, it can not solve large instances. In order to get a reasonable solution, we proposed a VNS approach that was able to handle the real instance with good results.
Although the proposed algorithm gave good results, it was not able to compare the results of the real instance with a baseline. In the future, we would like to implement more meta-heuristic approaches and evaluate the results using the VNS as the baseline. Other enhancement is a improvement on the local search and shaking algorithm to consider only exploring promising solutions.
