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Abstract
We study the convergence of the Method of Reflections for the Dirichlet problem of the
Poisson and the Stokes equations in perforated domains which consist in the exterior of
balls. We prove that the method converges if the balls are contained in a bounded region
and the density of the electrostatic capacity of the balls is sufficiently small. If the capacity
density is too large or the balls extend to the whole space, the method diverges, but we
provide a suitable modification of the method that converges to the solution of the Dirichlet
problem also in this case. We give new proofs of classical homogenization results for the
Dirichlet problem of the Poisson and the Stokes equations in perforated domains using the
(modified) Method of Reflections.
1 Introduction
In this paper, we consider Poisson and Stokes equations in perforated domains
−∆u = f in R3K , u = 0 in K, (1)
and
−∆v +∇p = f , ∇ · v = 0 in R3K , v = 0 in K. (2)
where u is a scalar function, and v is a vector field with values in R3. Here, the set K consists
of mutually disjoint balls,
K =
⋃
i∈I
Bri (xi), (3)
where I is a finite or countable index set.
Problems analogous to (1) and (2) have been often studied in the physics literature using
the so-called Method of Reflections. This method allows to obtain some formal series for the
solutions of these equations which eventually should approximate them.
However, the series obtained by means of the Method of Reflections are divergent for prob-
lems like (1) and (2) where K extends to the whole space. This divergence takes place even if
the source term f is compactly supported or decays very fast at infinity.
The purpose of this paper is to obtain what is the precise mathematical meaning of the
formal series obtained by means of the Method of Reflections and to explain how these series
can be used to obtain the asymptotic behaviour of the solutions of (1) and (2) in the limit of
small balls and the number of balls per unit volume tending to infinity.
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1.1 The Method of Reflections
The Method of Reflections in hydrodynamic equations was introduced by Smoluchowski (cf.
[Smo11]). This method allows to approximate the solutions of boundary value problems for the
Poisson or Stokes equations in domains with complex boundaries consisting of many connected
components. We write any of those equations as
Lφ = f in Ω (4)
where φ is the solution to be computed and f is a suitable source term, and where L could be
in principle any linear elliptic operator. We will assume by definiteness that we wish to solve
these equations in the domain Ω = Rd⋃j Cj , where the sets Cj , which from now on will be
denoted as particles, are compact sets and Cj ∩ Ck = ∅ if j 6= k. The boundary conditions
might be Dirichlet, Neumann or Robin or any other type as long as they are linear. We will
write the boundary condition at each set Cj as
Bφ = gj on ∂Cj . (5)
Suppose that the exterior boundary value problem outside each of the sets Cj can be solved
explicitly, i.e., we have explicit formulas (typically in terms of integrals) for the problems
Lψj = 0 in RdCj , Bψj = hj on ∂Cj . (6)
It is then possible to compute iteratively a solution for the boundary value problem (4), (5)
in Ω as follows. We write as zero order approximation Φ0 to the solution of (4), (5) just as the
solution of
LΦ0 = f in Rd. (7)
This solution cannot be expected to satisfy the boundary condition (5). We then define a first
order approximation to φ adding to Φ0 the solutions of the problems (6) where hj is chosen as
the difference between the desired boundary condition and the one given by Φ0. More precisely
we define Φ1,j as the solution of
LΦ1,j = 0 in RdCj , BΦ1,j = gj − BΦ0 on ∂Cj . (8)
We then define Φ1 =
∑
j Φ1,j . Then Φ0 + Φ1 yields a new approximation to φ. This new
approximation does not satisfy the boundary conditions on ⋃j ∂Cj . We can then define a new
correction Φ2, defining functions Φ2,j in a manner analogous to (8). More precisely we define
inductively functions Φk,j as
LΦk,j = 0 in RdCj , BΦk,j = −B
∑
`6=j
Φk−1,`
 on ∂Cj for k = 2, 3, ..., (9)
Φk =
∑
j
Φk,j (10)
Iterating the method, we obtain a series ΨN = Φ0 + Φ1 + Φ2 + ... + ΦN . The reason, why
this sequence can be hoped to converge to the solution of the boundary value problem (4), (5)
is that ΨN satisfies (4) and, by induction,
BΨN = gj − BΦN+1,j on ∂Cj .
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There are several variations of the Method of Reflections in the literature. In some cases
the corrections Φk,j are not computed simultaneously for all the particles but sequentially in
each of the particles (cf. for instance [Luk89]). Nevertheless the main idea of the method is
always the same, and it consists in adding recursively the corrective terms required to have
the desired boundary conditions.
Variations of the Method of Reflection have been used extensively to compute solutions
of Poisson and Stokes equations (cf. [HB12], [IB01], [TT97], and [Kir82] to mention only a
few). However the mathematical results yielding rigorous conditions on the convergence of
this method and its precise range of applicability are much more limited. Convergence of the
Method of Reflections has been considered in [Luk89] for a particular type of boundary condi-
tions which arise naturally in sedimentation problems, and in [Tra06] for Dirichlet boundary
conditions.
There are several clear difficulties that one encounters when trying to prove the convergence
of the method described above to the solution φ. If there are infinitely many particles Cj ,
it is not clear whether the functions Φk would be defined since they are given by a series
with infinitely many terms. Actually, the divergence of these series might be expected in this
situation because the solutions of Poisson and Stokes equations yield long range interactions
which decay as power laws with a too slow decay. Even if the functions Φk are well defined,
the convergence of {ΨN}N as N → ∞ is not clear. Divergence of this series might happen
if the particles Cj are too close and their mutual interactions do not tend to zero sufficiently
fast. More precisely, divergence is expected if∣∣∣∑
l 6=j
Φk,l(xj)
∣∣∣ > |Φk,j(xj)|
for most of the particles j. Indeed this condition implies, that adding Φk does not bring the
function closer to the right boundary conditions at those particles j.
In order to investigate the application of the Method of Reflections to Problem (1), let us
consider for simplicity the special case of particles with equal radii distributed on a lattice, i.e.,
K =
⋃
x∈(dZ)3
Br (x), (11)
where d > 0 is the particle distance. For the analysis of the convergence, it turns out that
some characteristic length is of great importance, namely the screening length. This concept
was introduced in the physics literature in [MR84]. A precise mathematical discussion of this
length and its relevance in phase transition problems driven by diffusive effects can be found
in [NO01], [NV06]. The following precise definition of the screening length is well suited in
the context of the Methods of Reflections. We consider equal charges on all particles that are
contained in a ball of radius ρ. Then, we look at the potential at the particle which is at the
center of this ball. This potential is the sum of the potential that is induced by the charge on
that particular particle and the potential due to all the other particles. Then, the screening
length is the critical radius ρ at which those two portions are equal. More precisely, we define
uj to be the unique solution with uj(x)→ 0 as |x| → ∞ of the problem
−∆uj = 0 in R3Bj ,
uj = 1 on ∂Bj .
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Then, the screening length is defined as
Λ := sup
{
ρ > 0 : sup
∂Bj
( ∑
l 6=j, xl∈Bρ
ul (x)
)
< 1
}
.
If we now apply the Method of Reflections for Poisson equation to the system containing
only the particles in a cloud of radius R, i.e., for KR = K∪BR(0) with K as in (11), a sufficient
condition for convergence would be
R < Λ.
Indeed, adding Φk would then really bring the function closer to the right boundary conditions
for most of the particles, leading to the estimate
‖Φk+1‖ ≤ θ‖Φk‖
in a suitable norm, where
θ := sup
∂Bk
 ∑
j 6=k, xj∈BR
uk (x)
 < 1. (12)
This condition is similar to the sufficient condition obtained in [Tra06] for the convergence of
the Method of Reflections for the Laplace equation in exterior domains with Dirichlet boundary
conditions. The condition there reads
max
i
∑
k 6=i
r
|xi−xk|
1− r|xi−xk|
< 1. (13)
In many particles systems with small radii and typical distance between particles d, the Con-
ditions (12) and (13) are roughly equivalent to
d−3rmax
i
∑
k 6=i
d3
|xi − xk| < C
with C of order one. Approximating the sum by an integral and assuming that the particles
are contained in ball with radius R, this would be equivalent to
d−3r
ˆ
BR(0)
dy
|y| < C.
Thus, the screening length Λ is of order
√
r−1d3.
Therefore, for general particle distributions, it is natural to define
µ0 := inf
i∈I
rid
−3
i , (14)
where di denotes the distance of the particle i to the closest other particle. We will give the
precise conditions for the particle distributions at the beginning of Section 2.
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1.2 Main Results for the Screened Poisson Equation
In order to avoid divergences but still allow for infinitely many particles, instead of Poisson
equation, we will consider first a modified version of the problem (1), namely the screened
Poisson equation
−∆u+ ξ−2u = f in R3K , u = 0 in K (15)
for some ξ > 0. The basic difference between (1) and (15) is that the Green’s function associated
to the second problem decreases exponentially in distances of order ξ. Thus, the series defining
the functions Φk are well defined. Moreover, particle interactions decay exponentially on
distances of order ξ. Therefore, the series in the Method of Reflections converges for infinitely
many particles provided µ0 < Cξ−2, as stated in the following theorem.
Theorem 1.1. Suppose that L = −∆ + ξ−2 and B = I. There exists C0 > 0 depending only
on α and κ from Condition 2.2 and 2.4, and there exists ε < 1 depending only on κ with the
following properties. Let Ω = R3K with K as in (3), and let gj = 0 on ∂Cj . Suppose also
that f ∈ H−1 (R3) and define Φ0 as in (7) and inductively the functions Φk by means of (9),
(10). Suppose that µ0 defined in (14) satisfies
µ0 < C0ξ
−2. (16)
Then the series∑∞k=0 Φk converges to the unique solution u of (15) in H1 (R3\K). Moreover,∥∥∥ N∑
k=0
Φk − u
∥∥∥
H1(R3\K)
≤ CεN‖f‖H−1(R3),
where C depends only on ξ In particular, the convergence is uniform in all particle configura-
tions satisfying (16).
As indicated above, if µ0 & ξ−2, the condition (16) fails. In that case the series
∑∞
k=0 Φk
is in general divergent and the Method of Reflections cannot be applied, at least not in the
form stated in Theorem 1.1. However, it turns out that it is possible to give a meaning to the
formal series arising in the Method of Reflections in order to obtain a modified series which
converges to the solution of (15).
Theorem 1.2. Suppose that Conditions 2.2 and 2.4 hold with some constants α and κ, and
suppose
µ0 ≤ C∗ξ−2,
for some constant C∗ <∞. Then, there exists a double sequence q (k,N) defined for k,N ∈ N
and 0 ≤ k ≤ N, depending only on α, κ, and C∗ with the following properties. For all k ∈ N,
limN→∞ q (k,N) = 1 , and for all f ∈ H−1(R3), the sequence
ΨN =
N∑
k=0
q (k,N) Φk
converges as N →∞ to the unique solution u of (15) in H1 (R3\K).
Moreover, there exists a constant ε < 1 depending only on α, κ, and C∗ such that
‖ΨN − u‖H1(R3\K) ≤ CεN‖f‖H−1(R3),
where C depends only on ξ.
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1.3 The Summation Procedure and the Main Result for the Poisson Equation
Theorem 1.2 can be thought as a summation method for the original series ∑∞k=0 Φk. The
precise construction of the sequence q (k,N) will be given in Section 2.
Theorems 1.1 and 1.2 refer to the Dirichlet problem for the screened Poisson equation (15)
containing a parameter ξ which restricts the range of interaction between particles to the finite
value ξ. It is natural to ask if the result can be generalized to the Dirichlet Problem for the
Poisson equation (1) which corresponds to ξ =∞.
In this case, the series (10) defining the functions Φk does not converge if the particles
extend to the whole space R3 and then the Method of Reflections as formulated in Theorem
1.1 becomes meaningless (see also (16)).
Nevertheless, using the formal series∑∞k=0 Φk, it is possible to construct an alternative series
which converges to the solution of (1). However, the relation between the original (divergent)
series and the modified one, is much more involved than in the case of the screened Poisson
equation Theorem 1.2. Therefore, we will first give an idea of the summation method.
The summation method is based on an interpretation of the Method of Reflections using
an abstract idea of Functional Analysis in Hilbert spaces. It is well known that by means of
convenient choices of Hilbert spaces H, the solutions of many boundary value problems for a
large class of equations with the form (4) is equivalent to the orthogonal projection of L−1f to
the subspace of the Hilbert space for which the boundary conditions hold. We denote here by
L−1 the operator solving (4) in the whole space, which can be easily computed using the Green’s
function associated to (4). We will denote this orthogonal projection operator providing the
solution of the boundary value problem (4) by P . This projection maps the Hilbert space
H into the subspace satisfying the boundary conditions, which will be denoted by V. On the
other hand, we can associate another orthogonal projection operator Pj to the solution of the
boundary value problem for a single particle j. This projection maps H in a subspace Vj for
which the boundary conditions are satisfied at the particle j.We have V = ∩jVj . Let Qj denote
the orthogonal projection from H in the orthogonal of Vj in H.
It turns out that the partial sums for the Method of Projections ∑Nk=0 Φk can be written as(
1−
∑
j
Qj
)N
L−1f.
Thus, the Method of Projections converges to the solution of (4) if
P = lim
N→∞
(
1−
∑
j
Qj
)N
(17)
in some suitable way. This result would hold trivially if the subspaces {Vj} were mutually
orthogonal. However, if the angles between some of these subspaces are too small a geomet-
rical argument shows that (17) will fail. It is precisely condition (16) that ensures that the
convergence (17) takes place for the Dirichlet Problem of the screened Poisson equation (15).
This is the main idea in the Proof of Theorem 1.1.
A related geometrical interpretation of the Method of Reflections has been analyzed in
[Luk89]. The method used in [Luk89] can be applied to systems with finitely many particles,
and the convergence of the Method of Reflections used there, which does not treat all the
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particles simultaneously but sequentially, leads to showing that
lim
N→∞
(∏
j
Pj
)N
= P,
where the product is taken over the finite number of particles chosen in any order. Actually,
the Method of Reflections used in [Luk89] cannot be applied in the case of Dirichlet boundary
conditions. Instead, it is applied to the Stokes system imposing the set of mixed boundary
conditions at the particles satisfied by sedimenting inertialess particles, and to the Poisson
equation with analogous boundary conditions.
As indicated above, the convergence stated in (17) cannot be expected if (16) fails. However,
a geometrical argument shows that, as long as the sum ∑j Qj is convergent, the following
convergence takes place.
P = lim
N→∞
(
I − γ
∑
j
Qj
)N
,
if γ > 0 is small enough. Actually the right hand side can be written as a series directly related
to the original series ∑Nk=0 Φk stated in Theorem 1.2.
For the Poisson equation with particles extending to the whole space, the series ∑j Qj is
in general divergent. However, a similar idea can be applied by including in γ an additional
dependence on the particle position.
Theorem 1.3. Let f ∈ H˙−1 (R3) . There exists a γ0 > 0 depending only on µ0 from Equation
(14) and κ from Condition 2.2 such that the sequence
lim
N→∞
(
1− γ
∑
j
e−|xj |Qj
)N
(−∆)−1f
converges to the solution of (1) in H˙1
(
R3
)
for all γ < γ0.
Remark 1.4. We denote by H˙1(R3) := {v ∈ L6(R3) : ∇v ∈ L2(R3)} the homogeneous Sobolev
space and by H˙−1
(
R3
)
its dual space.
1.4 Homogenization Results
To illustrate the possible use of the Method of Reflections, we will give a proof of classical
homogenization results in perforated domains using only the tools developed in this paper.
For simplicity we will only consider regular particle configurations (11). We have already
explained the importance of the quantity d−3r when we introduced the screening length Λ.
Furthermore, we can draw the following analogy to the theory of electrostatics. The electro-
static capacity of a conductor is the charge induced on it by a difference of potential. In the
case of the system under consideration, we consider the difference of u between the surface of
the sphere and sufficiently far from it, at distances of the order of the particle distances. It
turns out that d−3r is of the order of the density of the electrostatic capacity of the particles
of the system. We recall that the electrostatic capacity of a sphere of radius r is 4pir (cf.
[Jac99]). The role of the electrostatic capacity in the solution of the Dirichlet problem for
the Laplace equation in perforated domains was already recognized in [CM97], [MK08]. The
question considered in this paper was the homogenization problem
−∆ur = f in ΩKr , ur = 0 in Kr ∪ ∂Ω, (18)
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where Ω is an open bounded subset of Rn and Kr is the sequence of domains
Kr =
⋃
x∈(dZ3)
Br (x), (19)
where the density of electrostatic capacity µ = 4pir
d3 is assumed to be constant. It was proved in
[CM97] that for f ∈ L2 (Ω) the sequence of solutions ur converges weakly in H1 (Ω) as r → 0
to the solution of
−∆u+ µu = f in Ω , u = 0 in ∂Ω. (20)
The results of [CM97] do not require to assume that µ is constant, and more general par-
ticle configurations than the ones in (3) can be considered. Generalizations have been de-
veloped, including more general elliptic operators, in particular Stokes equations [All91a],
[DGR08], [MK08]. Most of the homogenization results for elliptic problems have been obtained
in bounded domains. The homogenization problem associated to (18) has been considered in
[NV04], [NV06]. In particular, it was proved in those papers that assuming that f ∈ L∞ (Rn),
the unique bounded solutions of (18) converge weakly in H1loc (Rn) as r → 0 to the solution of
(20) with Ω = Rn. The proof of the homogenization results in [NV04], [NV06] relies heavily in
the derivation of the so-called screening estimate, which states that the fundamental solution
for the Laplace equation in a perforated domain with homogeneous Dirichlet boundary condi-
tions decreases exponentially over distances of the order of the screening length Λ = 1√µ . The
proof of this estimate given in [NV06] uses the maximum principle for second order elliptic
operators and therefore the proof cannot be easily generalized to higher order operators.
Since the convergence result in Theorem 1.3 is uniform in particle configurations as in (19)
if the capacity density remains bounded, it turns out that it is possible to use it to derive also
homogenization results not using Maximum Principle arguments.
Theorem 1.5. Suppose that f ∈ H−1 (R3) . Then, the problems (15) with K = Kr as in (19)
and constant µ = 4pir
d3 have unique solutions ur ∈ H1
(
R3
)
. In the limit r → 0, ur converges
weakly in H1
(
R3
)
to the unique solution u ∈ H1 (R3) of the problem
−∆u+ µu = f in R3.
An analogous result can also be proved for the solutions of the equation (15) with K = Kr
and r → 0. In that case, the limit equation reads
−∆u+ (ξ2 + µ)u = f.
The previous results can be obtained also for Stokes equation. In this case we need to precise
the meaning of solving the equations (7), (8). We will use the standard procedure of solving
the equations in the space of divergence free functions using the pressure as a suitable Lagrange
multiplier. We will say that φ is a solution of the equation LStokes (φ) = f in U with φ = 0 in
∂U with f ∈ H˙−1 (U ;R3) and U an open set of R3 if φ ∈ H˙1 (U ;R3) , we have ∇ · φ = 0, and
there exists p ∈ L2 (U) such that φ is a weak solution of
−∆φ+∇p = f , ∇ · Φ = 0
in the domain U.
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Theorem 1.6. Let f ∈ H˙−1 (R3;R3) . There exists a γ0 > 0 depending only on µ0 from
Equation (14) and κ from Condition 2.2 such that the sequence
lim
N→∞
(
1− γ
∑
j
e−|xj |Qj
)N
L−1Stokesf
converges to the solution of (2) in H˙1
(
R3;R3
)
for all γ < γ0.
Using Theorem 1.6, we can also also homogenization results for the Stokes equation.
Theorem 1.7. Suppose that f ∈ H−1 (R3;R3) . Then, the problems (2) with K = Kr as in
(19) and constant µ = 6pir
d3 have unique solutions ur ∈ H1
(
R3;R3
)
. In the limit r → 0, ur
converges weakly in H1
(
R3;R3
)
as r → 0 to the unique solution u ∈ H1 (R3;R3) of
−∆u+∇p+ µu = f in R3, ∇ · u = 0 . (21)
Related results have been obtained in [All91a], [DGR08], [MK08]. The system of equations
(21) is known as Brinkman equations, which is a well established model in the theory of
filtration. It provides an interpolation between the Stokes equation and Darcy’s law in porous
media (see [SP82] and [All91b]). All the results in those papers have been obtained in bounded
domains. Theorem 1.7 above provides a new proof of this type of homogenization results by
means of the Method of Reflections. Note that the homogenization result in Theorem 1.7 is
valid for particle distributions in the whole space. However, we do not think that the Method
of Reflections is really needed to prove homogenization results in unbounded domains, because
seemingly the methods of [DGR08] might be easily adapted to prove Theorem 1.7. We just
want to emphasize that the convergence result in Theorem 1.6 is strong enough to allow the
derivation of the homogenization limit.
1.5 Plan of the Paper
The rest of the paper is organized as follows.
In Section 2, we will prove Theorem 1.1 and 1.2. To do so, after repeating a basic lemma
from Functional Analysis, we will give the precise formulation of the Method of Reflections
in terms of orthogonal projections in Section 2.2., which will directly lead to necessary and
sufficient conditions for convergence of the series obtained by the Method of Reflections. In
Section 2.3, we will provide the necessary estimate to prove Theorem 1.1. In Section 2.4, we
will explain in detail the geometrical idea leading to the summation method yielding Theorem
1.2. In Section 2.5, we will analyze the summation method on the level of the original series
obtained by the Method of Reflections.
In Section 3, we will explain the modification needed to adapt the method derived in Section
2 to the Poisson equation. This modification basically consists in a spatial cutoff in order to
solve the problem of divergent series due to the long range structure of the Poisson equation.
This leads to the proof of Theorem 1.3.
In Section 4, we prove the homogenization result, Theorem 1.5. In Section 4.1, we show
that Problem (1) with K as in (11) is well posed in H1(R3) due to the existence of a Poincaré
inequality in H10 (R3\K). Thereafter we give a formal derivation of the homogenization result
based on the original formal series obtained by the Method of Reflections. Finally, we give the
rigorous proof of Theorem 1.5 using the tools and results from the previous sections.
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In Section 5, we apply the method to the Stokes equations (2) in order to prove Theorem 1.6
and 1.7. Since most parts work exactly the same way as for the Poisson equation, we refrain
from going through all the details again, but rather point out the necessary modifications.
2 The Screened Poisson Equation
We will now specify the particle distributions that we consider throughout Section 2 and
Section 3. In Section 4, we only consider special configurations.
For a finite or countable index set I we denote (xi)i∈I and (ri)i∈I the positions and radii of
the particles. We denote the space that the particles occupy by
K :=
⋃
i∈I
Bi,
where we abbreviate Bi = Bri(xi). We only consider spherical particles, but everything also
works if we instead assume that the i-th particle is contained in Bi.
For each particle i ∈ I we define the distance to the nearest other particle
di := inf
j 6=i
|xi − xj |.
Then the sets B di
2
(xi) are disjoint.
In the following, we will always assume that the following two conditions are satisfied.
Condition 2.1. There exists a constant µ0 such that
rid
−3
i ≤ µ0 for all i ∈ I.
Condition 2.2.
There exists a constant κ > 1 such that
di
2 > κri for all i ∈ I.
Remark 2.3. Without loss of generality, we will always assume κ ≤ 2 in the following.
The second condition is not very restrictive. First, it is satisfied for any finite number of
non-touching particles. Second, it is also satisfied for infinitely many particles, if all the radii
are sufficiently small and Condition 2.1 holds. Condition 2.1 can is as an upper bound for the
capacity density of the particles.
In this Section, we will additionally impose the following condition, which is only important
when considering the screened Poisson equation (15) and trivially satisfied for sufficiently small
particles.
Condition 2.4. There exists a constant α such that
ri ≤ αξ for all i ∈ I.
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2.1 Preliminaries of Functional Analysis.
In the following, G0 := (−∆+ξ−2)−1 will denote the solution operator for the screened Poisson
equation in the whole space R3. Then, G0f = Wξ ∗ f , where
Wξ(x) =
e
− |x|
ξ
4pi|x| . (22)
Moreover, G0 is an isometric isomorphism from H−1(R3) to H1(R3) if we modify the standard
scalar product in H1(R3) according to
(u, v)H1
ξ
:= (∇u,∇v)L2 + ξ−2(u, v)L2 .
We will always consider H1(R3) endowed with this scalar product.
Furthermore, we will denote the dual pairing between H−1 and H1 by 〈·, ·〉.
Moreover, we will use the following notation that differs slightly from the usual terminology.
Given any closed set K ⊂ R3 we will denote as H10
(
R3K
)
the closure in the H1
(
R3
)
topology
of the set of functions u ∈ C∞c
(
R3
)
such that u = 0 in K. Notice that with this convention the
elements of H10
(
R3K
)
are also elements of H1
(
R3
)
.
We now recall a classical Functional Analysis result which allows to interpret the solutions
of the Dirichlet problem for elliptic equations using projections. These projection operators
will be an essential tool in the rest of this paper.
Lemma 2.5. Let Ω ⊂ R3 be open. Then, for every f ∈ H−1(R3), the problem
−∆u+ ξ−2u = f in R3\Ω,
u = 0 in Ω
(23)
has a unique weak solution u ∈ H1(R3). Moreover, the solution for Problem (23), is given by
PΩG0f,
where PΩ is the orthogonal projection from H1(R3) to the subspace H10 (R3\Ω).
Proof. Existence and uniqueness follow directly from the Riesz Representation Theorem since
the weak formulation reads
(u, v)H1(R3) = 〈v, f〉 for all v ∈ H10 (R3\Bi).
Furthermore, denoting by u the solution to Problem (23), we have for v ∈ H10 (R3\Bi)
(G0f − u, v)H1(R3) = 〈v, f〉 − 〈v, f〉 = 0.
Hence, u = PiG0.
2.2 Formulation of the Method of Reflections Using Orthogonal Projections
We now recall the Method of Reflections and give directly an interpretation involving the
projection operators mentioned in the introduction. These projection operators are defined by
Qi = 1− Pi, (24)
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where Pi := PBi are the projection operators from Lemma 2.5. Thus, Qi is the orthogonal
projection in H1(R3) to the subspace H10 (R3\Bi)⊥. Equivalently, for u ∈ H1(R3), Qiu solves
−∆Qiu+ ξ−2Qiu = 0 in R3\Bi, (25)
Qiu = u in Bi.
This also yields the characterization
H10 (R3\Bi)⊥ = {v ∈ H1(R3) : −∆v + ξ−2v = 0 in R3\Bi}. (26)
Here and in the following, we write "f = 0 in Ω" for some f ∈ H−1(R3) if f is supported in
R3\Ω.
For f ∈ H−1(R3), we define Φ0 := G0f . Then, the first order correction for a particle i
is given by Φ1,i := −QiΦ0, and the first order approximation for the solution is obtained by
subtracting from Φ0 the correctors Φ1,i for all the particles, i.e.,
Ψ1 = Φ0 +
∑
i∈I
Φ1,i.
Similarly, the k-th order correction for a particle i is given by
Φk,i = −Qi
∑
j 6=i
Φk−1,j .
Then, we define
Φk =
∑
i
Φk,i. (27)
and the k-th order approximation Ψk = Φ0 + · · · + Φk. Therefore, the Method of Reflections
yields the series
G0f −
∑
i1
Qi1G0f +
∑
i1
∑
i2 6=i1
Qi1Qi2G0f −
∑
i1
∑
i2 6=i1
∑
i3 6=i2
Qi1Qi2Qi3G0f + . . . . (28)
As mentioned in the introduction, we want to rewrite this series in terms of powers of a
certain operator. To do so, the key observation is that
Φk,i = −Qi
∑
j 6=i
Φk−1,j = −QiΨk−1.
This is due to the fact that
Ψk−1 = Φk,i ∈ Bi, (29)
which follows inductively from the definition of Ψk and Φk,i.
Therefore, we have
Ψk+1 = −
∑
i
QiΨk,
and thus, the partial sums of the scattering series are given by(
1−
∑
i
Qi
)n
G0f. (30)
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Definition 2.6. The operator L : H1(R3) ⊃ D(L)→ H1(R3) is defined as
L =
∑
i
Qi.
The domain D(L) of this operator consists of all function u ∈ H1(R3) such that the series∑
iQi exists.
Remark 2.7. We will show below (cf. Proposition 2.11) that L is a bounded operator in the
whole of H1(R3). As mentioned in the introduction, this is due to the exponential decay in the
fundamental solution of the screened Poisson equation and fails for the Poisson equation.
Remark 2.8. . We note that D(L) = H1(R3) implies that L is a nonnegative self-adjoint
operator, since the operators Qi are orthogonal projections
Theorem 2.9. (i) If the series (28) obtained by the Method of Reflections is absolutely
convergent, then it yields a solution to the Dirichlet problem (15).
(ii) The series (28) is absolutely convergent for every f ∈ H−1(R3) if the operator L from
Definition 2.6 is a bounded operator on H1(R3) with ‖L‖ < 2. The series (28) is conver-
gent for every f ∈ H−1(R3), then L defines a bounded operator on H1(R3) with ‖L‖ ≤ 2.
(iii) Assume L is a bounded operator on H1(R3) with ‖L‖ < 2, and L has a spectral gap, i.e.,
inf{λ ∈ σ(L)\{0}} = c > 0,
where σ(L) denotes the spectrum of L. Then, there exists ε < 1 depending only on ‖L‖
and c such that
‖(1− L)nG0f − u‖H1
ξ
(R3) ≤ εn‖f‖H−1
ξ
(R3) for all f ∈ H−1(R3), (31)
where u denotes the solution to the Dirichlet problem (15).
Proof. As above, we denote the partial sums of the series (28) by Ψn. Since (−∆+ξ−2)Qiv = 0
for all v ∈ H1(R3) (cf. (25)), it follows
(−∆ + ξ−2)Ψn = f ∈ R3\K.
Thus, this equation is also satisfied by the limit. By (29) we have Ψn = Φn+1,i → 0 in Bi since
Φn+1,i appears in the series (28) which we assumed to be absolutely convergent. This implies
that the limit indeed solves (15).
To prove the second statement, we observe that by (30), the partial sums of the series
(28) can be written as (1 − L)nG0f . Since G0 is an isometry, these partial sums only exist
if D(L) = H1(R3). Then, by Remark 2.8, L is a nonnegative self-adjoint operator. Thus,
by the spectral theorem (for unbounded self-adjoint operators), up to an isometry, L is a
multiplication operator T on H := L2ν(X) for some measure space (X,A, ν), i.e., there exists
a function f ∈ L∞ν (X) such that Tϕ = fϕ for all ϕ ∈ L2ν(X). Thus, (1− L)nG0f corresponds
to
(1− f)nϕ
which converges iff
−1 < (1− f) ≤ 1 ν-a.e.
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Since L is nonnegative, this is equivalent to f < 2, ν-a.e., and hence, a sufficient condition for
convergence is ‖L‖ < 2, and a necessary condition is ‖L‖ ≤ 2.
If, in addition, L has a spectral gap, then for ν-a.e. x, f(x) = 0 or f(x) ≥ c and (31)
follows.
Remark 2.10. It is essential to observe the following. If L defines a bounded operator on
H1(R3) with ‖L‖ < 2, then (1−L)n converges to the orthogonal projection to the kernel of L.
Indeed, by decomposing any u ∈ H1(R3) into u = u1 +u2, where u1 ∈ kerL and u2 ∈ (kerL)⊥,
we see that (1 − L)nu2 = u2 and (1 − L)nu1 → 0 using the spectral theorem as in the proof
above.
We recall that L = ∑iQi, where Qi are orthogonal projections to H10 (R3\Bi)⊥. Therefore,
kerL =
⋂
i
H10 (R3\Bi) = H10 (R3\K) =: V.
Hence, the series (28) written as (1−L)nG0f converges to PG0f , where P denotes orthogonal
projection to V . However, this is just a different way to see that the series indeed converges to
the solution of Problem (15). Indeed, the fact that PG0f solves Problem (15) follows directly
from Lemma 2.5.
2.3 Estimates for the Operator L
Proposition 2.11. There exists a constant C1 > 0 depending only on α and κ from Condition
2.2 and 2.4 such that
‖L‖ ≤ (1 + C1ξ2µ0).
The key estimate for the proof of the above proposition is the following lemma. Roughly
speaking, it states that correlations betweenH−1 functions which are supported in the particles
are controlled by the capacity density times the norms of the functions themselves.
Lemma 2.12. Assume (fi)i∈I ⊂ H−1(R3) satisfies supp fi ⊂ Bi for all i ∈ I. Then,
c
∑
i
‖fi‖2H−1
ξ
(R3) ≤
∥∥∥∑
i
fi
∥∥∥2
H−1
ξ
(R3)
≤ (1 + C1µ0ξ2)
∑
i
‖fi‖2H−1
ξ
(R3), (32)
where c > 0 is a universal constant and C1 depends only on α and κ from Condition 2.2 and
2.4.
For the proof we need the following lemma.
Lemma 2.13. Let i, j ∈ I. Assume f ∈ H−1(R3) is supported in Bj. Then, there exists a
function v ∈ H10 (Bκri(xi)) such that v = G0f in Bi, and
‖v‖H1
ξ
(R3) ≤ C
√
rirj
e
− |xi−xj |
ξ
|xi − xj | ‖f‖H−1ξ (R3),
for a constant C that depends only on α and κ from Condition 2.2 and 2.4.
14
Proof. For z ∈ Bκri(xi), we define θ ∈ C∞c (Bκrj (z − xj)) such that θ = 1 in Brj (z − xj) and
|∇θ| ≤ Crj , (where the constant depends on κ). We use that f is supported in Bj . Therefore,
using the fundamental solution (22),
|(G0f)(z)| = |(Wξ ∗ f)(z)| = |((θWξ) ∗ f)(z)|
= |〈(θWξ)(z − ·), f〉| ≤ ‖f‖H−1
ξ
(R3)‖θWξ‖H1ξ (R3),
(33)
and
|∇(G0f)(z)| ≤ ‖f‖H−1
ξ
(R3)‖θ∇Wξ‖H1ξ (R3). (34)
Using Condition 2.2 and 2.4, we estimate
‖θWξ‖H1
ξ
(R3) ≤ ‖Wξ‖H1
ξ
(Bκrj (z−xj)) +
C
rj
‖Wξ‖L2(Bκrj (z−xj))
≤ Cr3/2j e−
|xi−xj |−κrj
ξ
(
1
(|x− y| − κrj)2 +
1
rj(|xi − xj | − rj) +
1
ξ(|xi − xj | − rj)
)
≤ Cr1/2j
e
− |xi−xj |
ξ
|xi − xj | ,
and
‖θ∇Wξ‖H1
ξ
(R3) ≤ Cr1/2j
e
− |xi−xj |
ξ
|xi − xj |2 .
Now, we use another cutoff function η ∈ C∞c (Bκri(xi)) such that η = 1 in Bi and |∇η| ≤ Cri to
define v := η(G0f). Then, we get from the pointwise estimates on G0f , (33) and (34),
‖v‖H1
ξ
(R3) = ‖η(G0f)‖H1(R3) ≤ ‖G0f‖H1(Bκri (xi)) +
C
ri
‖G0f‖L2(Bκri (xi))
≤ C√rirj e
− |xi−xj |
ξ
|xi − xj | ‖f‖H−1(R3).
Proof of Lemma 2.12. Let ηi ∈ C∞c (Bκri(x)) such that ηi = 1 in Bi and |∇ηi| ≤ Cri . Now,
we observe that for all u ∈ H1(R3)
‖u‖L2(Bκri (xi)) ≤ ‖u‖L6(Bκri (xi))‖1‖L3(Bκri (xi)) ≤ Cri‖∇u‖L2(R3),
where we have used the Gagliardo-Nirenberg-Sobolev inequality ‖u‖L6(R3) ≤ C‖∇u‖L2(R3).
Hence,
‖ηiu‖H1
ξ
(R3) ≤ ‖u‖H1
ξ
(R3) +
C
ri
‖u‖L2(Bκri (xi)) ≤ C‖u‖H1ξ (R3). (35)
On the other hand, denoting f = ∑i fi,∑
i
‖fi‖2H−1
ξ
(R3) =
∑
i
〈G0fi, fi〉 =
∑
i
〈ηiG0fi, fi〉
=
∑
i
〈ηiG0fi, f〉 ≤ ‖f‖H−1
ξ
(R3)
∥∥∥∑
i
ηiG0fi
∥∥∥
H1
ξ
(R3)
.
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By taking squares on both sides and using the fact that the balls Bκri(xi) are disjoint together
with the preliminary estimate (35), we deduce(∑
i
‖fi‖2H−1
ξ
(R3)
)2
≤ C‖f‖2
H−1
ξ
(R3)
∑
i
‖G0fi‖2H1
ξ
(R3).
Since G0 is an isometry, this yields the first inequality in (32).
For the second inequality, we use again that G0 is an isometry to get∥∥∥∑
i
fi
∥∥∥2
H−1
ξ
(R3)
=
∥∥∥∑
i
G0fi
∥∥∥2
H1
ξ
(R3)
=
∑
i
‖G0fi‖2H1
ξ
(R3) +
∑
i
∑
j 6=i
(G0fi, G0fj)H1
ξ
(R3)
=
∑
i
‖fi‖2H−1
ξ
(R3) +
∑
i
∑
j 6=i
〈G0fj , fi〉.
Let i 6= j. Since fi is supported in Bi, we have
〈G0fj , fi〉 = 〈v, fi〉,
for any v ∈ H1(R3) such that v = G0fj in Bi. Therefore, application of Lemma 2.13 yields
|〈G0fj , fi〉| ≤ C√rirj e
− |xi−xj |
ξ
|xi − xj | ‖f‖H−1ξ (R3).
Finally, taking the sum in i and j and using
√
rirj‖fi‖H−1
ξ
(R3)‖fj‖H−1
ξ
(R3) ≤
1
2
(
ri‖fi‖2H−1
ξ
(R3) + rj‖fj‖2H−1
ξ
(R3)
)
and symmetry in i and j, we conclude using Condition 2.1
∑
i
∑
j 6=i
〈G0fj , fi〉 ≤ C
∑
i
∑
j 6=i
ri
e
− |xi−xj |
ξ
|xi − xj | ‖fi‖
2
H−1
ξ
(R3)
≤ C
∑
i
µ0d
3
i ‖fi‖2H−1
ξ
(R3)
≤ C
∑
i
‖fi‖2H−1
ξ
(R3)
ˆ
R3
e
− |z|
ξ
|z| dz
≤ Cµ0ξ2
∑
i
‖fi‖2H−1
ξ
(R3).
Proof of Proposition 2.11. We choose an enumeration of the index set I and define
LN :=
N∑
i=1
Qi,
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where Qi was defined in (24). From (26) we see that every function in the image of G−10 Qi is
supported in Bi. Using that G0 is an isometry, Lemma 2.12 implies
‖LNu‖2H1
ξ
(R3) ≤ (1 + C1ξ2µ0)
N∑
i=0
‖Qiu‖2H1
ξ
(R3) = (1 + C1ξ
2µ0)
N∑
i=0
(Qiu, u)H1
ξ
(R3)
= (1 + C1ξ2µ0)(LNu, u)H1
ξ
(R3).
(36)
As a sum of orthogonal projections, LN is self-adjoint. Thus, by the spectral theorem for self-
adjoint bounded operators, up to an isometry, LN is a multiplication operator S onH := L2ν(X)
for some measure space (X,A, ν), i.e., there exists a function f ∈ L∞ν (X) such that Sϕ = fϕ
for all ϕ ∈ L2ν(X). The estimate (36) above yieldsˆ
X
f2ϕ2 dν ≤ (1 + C1ξ2µ0)
ˆ
X
fϕ2 dν,
implying
‖LNr ‖ = ‖f‖L∞(X) ≤ 1 + C1µ0ξ2.
On the other hand, convergence of LNu holds for any u ∈ H1(R3) that is compactly sup-
ported, because particles lying outside of the support of u do not play any role. By an
ε
3 -argument, Lu =
∑∞
i=1Qiu is well defined for all u ∈ H1(R3) and ‖L‖ ≤ 1 + C1ξ2µ0.
Remark 2.14. The second estimate in (32) is sharp in the following sense. For all particle
configurations, ‖L‖ ≥ 1, and there exist particle configurations satisfying Conditions 2.1, 2.2,
and 2.4, such that
‖L‖ ≥ cξ2µ0,
for a universal constant c.
Proof. Consider any particle configuration and a function supported in one particle, i.e.,
u ∈ H10 (Bi) for some i ∈ I. Then u is a fixed point of the operator L =
∑
iQi, because
Qiu = u and Qju = 0 for all j 6= i. Hence ‖L‖ ≥ 1.
The fact that also the capacity µ0 has to appear on the right hand side follows more or less
directly from the definition of the electrostatic capacity. The capacity of a set K is defined as
‖∇v‖2L2(R3\K),
where v is the solution to
−∆v = 0 in R3\K,
v = 1 in K.
Now we consider particles distributed on a lattice with equal radius r, i.e., the set K occupied
by the particles is
K =
⋃
x∈(dZ)3
Br (x).
We choose d << 1 and consider u ∈ H1(R3) such that u = 1 in B := B1(0). Then, for each
xi ∈ (dZ)3 ∩B, we have for y ∈ R3\Bi
(Qiu)(y) = re
r
ξ
e
− |y−xi|
ξ
|y − xi| ,
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and thus,
‖Qiu‖2H1(R3) ≥ ‖∇Qiu‖2L2(R3) ≥ r2
ˆ ∞
r
e
− s
ξ
s2
ds ≥ Cξ2r.
Therefore, using again that Qi is an orthogonal projection,
‖Lr‖ ≥ c(Lru, u)H1(R3) = c
∑
x
(Qxu, u)H1(R3) ≥ c
∑
x∈(dZ)3∩B
‖Qxu‖2H1(R3) ≥ cξ2
∑
x∈(dZ)3∩B
r,
where we put the norm of u into the constant because u has been chosen independently of the
particle distribution. Since the number of xi in (dZ)3∩B is of order d−3 = µ0r−1, we conclude
‖L‖ ≥ cµ0.
Using the bound on the norm of L that we proved in Proposition 2.11 it follows from Theorem
2.9 that the series (28) obtained by the Method of Reflections converges to the solution of
Problem (15). Uniform convergence also follows from Theorem 2.9 and the following Lemma.
Lemma 2.15. There exists a constant c1 > 0 depending only on κ from Condition 2.2 such
that
(Lu, u)H1(R3) ≥ c1‖u‖2H1(R3),
for all u ∈ H10 (R3\K)⊥.
Proof. Let ηi ∈ C∞c (Bκri(xi)) such that ηi = 1 in Bi and |∇ηi| ≤ CrI . Now, we observe that
for all v ∈ H1(R3)
‖v‖L2(Bκri (xi)) ≤ ‖v‖L6(Bκri (xi))‖1‖L3(Bκri (xi)) ≤ Cri‖∇v‖L2(R3),
and hence,
‖ηxv‖H1(R3) ≤ ‖v‖H1(R3) +
1
r
‖v‖L2(B2r(x)) ≤ C‖v‖H1(R3).
On the other hand, we know that every u ∈ H10 (R3\K)⊥ satisfies −∆u+ ξ−2u = 0 in R3\K
(cf. Equation (26)). Thus, the variational form of this equation implies that u is the function
of minimal norm in the set Xu := {v ∈ H1(R3) : v = u in K}. Clearly, ∑i ηiQxu ∈ Xu, and
hence,
(Lu, u)H1(R3) =
∑
i
(Qiu, u)H1(R3) =
∑
i
‖Qiu‖2H1(R3)
≥ c
∑
i
‖ηiQiu‖2H1(R3) = c‖
∑
i
ηiQiu‖2H1(R3) ≥ c‖u‖2H1(R3).
Proof of Theorem 1.1. By Proposition 2.11, we have ‖L‖ ≤ 1+C1ξ2µ0. Defining C0 := 12C1 ,
we have ‖L‖ ≤ 32 if µ0 ≤ C0ξ−2. Furthermore, Lemma 2.15 implies
‖Lu‖ ≥ c1‖u‖ (37)
for all u ∈ H10 (R3\K)⊥. By Remark 2.10, we have kerL = H10 (R3\K). Thus, Estimate (37)
implies that L has a spectral gap. Therefore, Theorem 2.9 implies the exponential convergence
‖(1− L)nG0f − u‖H1
ξ
(R3) ≤ εn‖f‖H−1
ξ
(R3) for all f ∈ H−1(R3),
for some ε depending only on c1 and thus depending only κ from Condition 2.2. Since the
norm ‖ · ‖H1
ξ
(R3) is equivalent to the standard H1-norm, this concludes the proof.
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2.4 Convergence of a Modified Method of Reflections
In the previous subsection, we proved that the series (28) obtained by the Method of Reflections
converges for small capacities. Recall that the series is given by
lim
n→∞(1− L)
nG0f. (38)
First of all, we note that the series is indeed divergent if the capacity is sufficiently large.
Indeed, as shown in Remark 2.14 the operator norm of L diverges as the capacity tends to
infinity and we have already observed in Theorem 2.9 that the series is divergent if the operator
norm of L is larger than 2.
Now we want to give the series a meaning for arbitrary capacities. As seen in Remark 2.10,
the solution to Problem (15), which we want to obtain by the Method of Reflections, is given
by PG0f , where P is the orthogonal projection to the kernel of L. Therefore, the modification
simply consists in replacing (38) by
lim
n→∞(1− γL)
nG0f,
with γ := 1/‖L‖. Using again the spectral theorem, we will show in Proposition 2.16 below
that this ensures convergence to the solution to Problem (15). However, let us first give a
heuristic explanation why this can be expected.
We can give the following interpretation of the Method of Reflections using the representation
(38). To the solution of the equation without boundary conditions G0f , we add the sum of all
the correctors, which is −L. Doing this, we expect to push the function towards zero boundary
conditions. By iterating this, we hope to obtain a sequence converging to the solution to the
Dirichlet problem (15). However, if G0f has the same sign in several particles that are close
to each other and sufficiently large (i.e., large capacity), then, the effect of L is too large: The
boundary conditions in each of those particles are not only corrected by the corresponding
projection operator, but they also undergo a push in the same direction by the effect of all the
other particles. In other words, we push in the right direction but too far. Therefore, reducing
the push by multiplying with γ might solve this problem.
We can also give a purely geometrical interpretation. Let P denote the orthogonal projection
to kerL, and Q the projection to its orthogonal complement. We recall that L is the sum of
the operators Qi which are the orthogonal projections. Let us denote their kernel by Vi. Then
kerL =
⋂
i
Vi =: V.
If the subspaces Vi were orthogonal to each other, than, we would have
1− L = 1−
∑
i
Qi = 1−Q = P,
and the convergence of (1− L)n to P would trivially hold.
However, they are not orthogonal to each other. Indeed, the closer two particles are, the more
they interact with each other. Interaction of the particles, however, means lack of orthogonality.
Therefore, the series diverges if there is too much interaction between particles close to each
other – too large capacity µ0 – or if the interaction does not decay fast enough – too large ξ.
In Figure 1, we see what happens in the orthogonal complement V ⊥ if the angles between the
subspaces Vi are small. We consider the simplest non-trivial case in which only two particles
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are present. As we see in Figure 1, (1−L)x might end up on the other side of the origin then x.
In this example, (1−L)x is still closer to the origin than x. This is a feature of the case of only
two subspaces since ‖L‖ < 2 as long as the subspaces Vi have trivial intersection. Therefore,
the Method of Reflections always yields a convergent sequence if there are only two particles
and they do not intersect. However, if more particles are present and the angles between the
subspaces are sufficiently small, (1 − L)x will be larger than x. In that case, adding a small
parameter γ in front of L will solve this problem. Indeed, as in Figure 1, we can ensure that
(1− γL)x lies on the same side of the origin as x by choosing γ < 1/‖L‖.
Figure 1
Proposition 2.16. Assume H is a Hilbert space and Vk ⊂ H are closed subspaces for k ∈ J ,
where j is a finite or countable index set. Define Qk to be the orthogonal projections from
H to V ⊥k . Let V = ∩k∈jVk and define P to be the orthogonal projection from H to V . If
S := ∑k∈j Qk defines a bounded operator, then, for all 0 < γ < 2‖S‖ ,
lim
M→∞
(1− γS)M = P,
pointwise in H. Moreover, if S is strictly positive in V ⊥, i.e., there exists c > 0 such that
(Sx, x)H ≥ c‖x‖2H for all x ∈ V ⊥, (39)
then,
‖(1− γS)M − P‖ ≤ max{1− γc, γ‖S‖ − 1}M . (40)
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Remark 2.17. To optimize the exponential convergence in (40), one can choose
γ = 2‖S‖+ c .
Proof. By definition of S, we have kerS = V . Thus, (1 − γS)Mx = x for all x ∈ V . On the
other hand, as S is self-adjoint, we have R(S) ⊂ (kerS)⊥ = V ⊥.
We define T as the restriction of S to V ⊥ (in both the domain and the range) satisfies
‖1− γT‖ ≤ max{1− γc, γ‖S‖ − 1}. Thus, it suffices to show that (1− T )n → 0 pointwise in
H.
Being a sum of orthogonal projections, S and also T are self-adjoint operators. Hence, by
the spectral theorem, we can assume that T is a multiplication operator on H = L2ν(X) for
some measure space (X,A, ν), i.e., there exists a function f ∈ L∞ν (X) such that Tϕ = fϕ for
all ϕ ∈ L2ν(X). Since T is positive and bounded by ‖S‖, we have 0 < f ≤ ‖S‖. Therefore,
‖(1− γT )Mϕ‖2H =
ˆ
X
|ϕ|2(1− γf)2M dν → 0.
If in addition, (39) holds, then c < f ≤ ‖S‖. Thus,
‖(1− γT )ϕ‖2H =
ˆ
X
|ϕ|2(1− γf)2 dν
≤ ‖1− γf‖2L∞ν (X)‖ϕ‖
2
H
≤ max{1− γc, γ‖S‖ − 1}‖ϕ‖2H .
Corollary 2.18. Let C1 be the constant from Proposition 2.11. Then, for all particle config-
uration satisfying
C1µ0ξ
2 ≤ C2,
for some C2 < ∞, there exists a constant γ0, which depends only on C2, with the following
property. For all γ ≤ γ0,
(1− γL)M → P in L(H1(R3)) as M →∞,
where P is the orthogonal projection from H1(R3) to H10 (R3\K).
Moreover, there exists ε < 1 depending only on κ, and C2 such that
‖(1− γ0L)M − P‖L(H1(R3)) ≤ Cεn,
where C depends only on ξ.
Proof. We define γ0 = 1/(1 + C2). Proposition 2.11 implies γ0 ≤ 1/‖L‖ Then, the assertion
follows directly from Proposition 2.16 and Lemma 2.15.
2.5 The Modified Method of Reflections as a Summation Method
Lemma 2.19. Let f ∈ H−1(R3). Let Φn as in (27) be the n-th order correction obtained by
the Method of Reflections. Then, for all γ > 0
(1− γL)MG0f =
M∑
n=0
q(n,M, γ)Φn,
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where q(0,M, γ) := 0, q(n,M, γ) = 0 for n > M , and
q(n,M, γ) = M !(M − n)!(n− 1)!
ˆ γ
0
tn−1(1− t)M−n dt = M !(M − n)!(n− 1)!B(γ;n,M − n+ 1),
for 0 < n ≤ M . Here, B denotes the incomplete Beta function. In particular, for all γ > 0,
and n ∈ N it holds
lim
M→∞
q(n,M, γ) = 1.
Proof. As we have seen in (30), it holds
M∑
n=0
Φn = (−Lr)MG0f.
By induction, this leads to the following identity
(−Lr)MG0f =
M∑
n=1
(−1)M−n
(
M − 1
n− 1
)
Φn. (41)
Expanding (1 − γL)M and using (41) leads to q(0,M, γ) = 1, q(n,M, γ) = 0 for n > M ,
and, for 0 < n ≤M ,
q(n,M, γ) =
M∑
l=n
(
M
l
)
γl(−1)l−n
(
l − 1
n− 1
)
= (−1)n
M∑
l=n
M !
l(M − l)!
(−γ)l
(n− 1)!(l − n)!
= (−1)n M !(n− 1)!
M−n∑
k=0
1
k + l
(−γ)k+l
(M − n− k)!k! .
Defining
ψ(z) :=
M−n∑
k=0
1
k + n
zk+l
(M − n− k)!k! ,
we find
d
dz
ψ(z) =
M−n∑
k=0
zk+n−1
(M − n− k)!k!
= z
n−1
(M − n)! (1 + z)
M−n,
and hence,
ψ(z) = 1(M − n)!
ˆ z
0
tn−1(1 + t)M−n dt.
Inserting this in the above equation, we finally get
M∑
l=n
(
M
l
)
γl(−1)l−n
(
l − 1
n− 1
)
= (−1)n M !(M − n)!(n− 1)!
ˆ −γ
0
tn−1(1 + t)M−n dt
= M !(M − n)!(n− 1)!
ˆ γ
0
tn−1(1− t)M−n dt
= M !(M − n)!(n− 1)!B(γ;n,M − n+ 1).
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Proof of Theorem 1.2. The result is a direct consequence of Corollary 2.18 and Lemma
2.19.
3 The Poisson Equation
In order to directly apply the method to the Poisson equation, we need to change the spaces
that we work in to make it possible to solve the Poisson equation in the whole space.
Definition 3.1. We define the homogeneous Sobolev space H˙1(R3) as the closure of C∞c (R3)
with respect to the L2-norm of the gradient and denote its dual by H˙−1(R3). Moreover, for an
open set Ω ⊂ R3, we define the space H˙10 (Ω) to be {u ∈ H˙1 : u = 0 in R3\Ω}.
Note that, with these definitions, the Laplacian is an isometry from H˙1 into H˙−1(R3).
Correspondingly to the previous section, we denote G0 = (−∆)−1.
The following lemma corresponds to Lemma 2.5.
Lemma 3.2. Let Ω ⊂ R3 be open. Then, for every f ∈ H˙−1(R3), the problem
−∆u = f in R3\Ω,
u = 0 in Ω
(42)
has a unique weak solution u ∈ H˙1(R3). Moreover, the solution for Problem (42) is given by
PΩG0f,
where PΩ is the orthogonal projection from H˙1(R3) to the subspace H˙10 (R3\Ω).
As before, we define
Qi = 1− Pi,
where Pi := PBi are the projection operators from Lemma 3.2. Moreover, we note as in (26)
that Qi is the orthogonal projection to
H˙10 (R3\Bi)⊥ = {v ∈ H˙1(R3) : −∆v = 0 in R3\Bi}.
As mentioned before, the operator ∑iQi, which we have denoted L for the screened Poisson
equation, will in general not be a bounded operator for infinitely particles. This is due to
the long range interactions of the Laplacian. Therefore, we use a spatial cutoff to define the
operator L for the Poisson equation.
Definition 3.3. We define
L :=
∑
i
e−|xi|Qi.
Remark 3.4. The choice of the specific exponential cutoff was only made for definiteness and
to make the proof of the estimate for L (cf. Lemma 3.5) as analogous to the screened Poisson
equation as possible. However, any cutoff that maps H˙1(R3) to H˙−1(R3) would work (note
that H˙1(R3) is not contained in H˙−1(R3)). In particular, we could choose a polynomial cutoff
with sufficiently fast decay.
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3.1 Convergence of the Modified Method of Reflections
Lemma 3.5. The operator L from Definition 3.3 is a well defined, bounded, nonnegative,
self-adjoint operator on H˙1(R3) with
‖L‖ ≤ (1 + Cµ0),
where the constant C depends only on κ from Condition 2.2.
The proof follows the lines of the proof of the corresponding result for the screened Poisson
equation, Proposition 2.11. The only difference is that the exponential cutoff in the definition
of L replaces the the exponential decay of the fundamental solution of the screened Poisson
equation (22). We omit the details of the proof. However, we state the lemma corresponding
to Lemma 2.12 for further reference.
Lemma 3.6. Assume (fi)i∈I ⊂ H˙−1(R3) satisfy supp fi ⊂ Bi. Then,∥∥∥∑
i
e−|xi|fi
∥∥∥2
H˙−1(R3)
≤ (1 + Cµ0)
∑
i
e−|xi|‖fi‖2H˙−1(R3),
where the constant C depends only on κ from Condition 2.2.
As in Proposition 2.16 we would like to prove convergence for
(1− γL)nG0f = (1−
∑
i
γe−|xi|Qi)nG0f.
for sufficiently small γ > 0. The only difference is that, instead of putting the same small factor
γ in front of all the operators Qi, we now have factors depending on the particle position due
to the spatial cutoff e−|xi| in Definition 3.3. Thus, we will see in Proposition 3.7 below, that
convergence to the desired solution still holds for sufficiently small γ. However, due to the
spatial cutoff, L lacks the coercivity on H˙10 (R3\K)⊥ the analogous of which we had in the
case of the screened Poisson equation (cf. Lemma 2.15): Clearly, if u ∈ H˙10 (R3\K)⊥ is only
non-zero in particles very far away from the origin, then, ‖Lu‖H˙1 is very small compared to
‖u‖H˙1 . Hence, we cannot expect any result about uniform convergence of (1 − γL)nG0 from
a purely abstract argument as in Proposition 2.16. Indeed, the farther the mass of the source
term f is away from the origin, the slower we expect the convergence to take place.
Proposition 3.7. Let H be a Hilbert space and Vk ⊂ H closed subspaces for k ∈ J , where J
is a finite or countable index set. Define Qk to be the orthogonal projections from H to V ⊥k .
Let V = ∩k∈JVk and define P to be the orthogonal projection from H to V . Assume γk > 0,
k ∈ J , are chosen such that S := ∑k∈J γkQk defines a bounded operator with ‖S‖ < 2. Then,
lim
M→∞
(1− S)M = P,
pointwise in H.
If ‖S‖ ≤ 1, then for all x ∈ H,
(Sx, x)H ≥ ‖Sx‖2H , (43)
and
(S(1− S)x, (1− S)x)H ≤ (Sx, x)H . (44)
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Proof. The statement about convergence is proven in the same way as in Proposition 2.16.
Observe that estimates (43) and (44) are trivially satisfied in V . We define again T as the
restriction of S to V ⊥ (in both the domain and the range). Using the spectral theorem, we can
assume T to be a multiplication operator on H = L2ν(X) for some measure space (X,A, ν),
i.e., there exists a function f ∈ L∞ν (X) such that Tϕ = fϕ for all ϕ ∈ L2ν(X). By assumption,
we know 0 < f ≤ 1. Therefore,
(Tϕ, ϕ)H =
ˆ
X
fϕ2 dν ≥
ˆ
X
f2ϕ2 dν = ‖Tϕ‖2H ,
and
(T (1− T )ϕ, (1− T )ϕ)H =
ˆ
X
f(1− f)2ϕ2 dν ≤
ˆ
X
fϕ2 dν = (Tϕ, ϕ)H .
Proof of Theorem 1.3. We define γ0 ≤ 1/‖Lr‖. Proposition 2.11 ensures that this is possi-
ble in such a way that γ0 depends only on µ0 and κ. Then, the assertion follows directly from
Proposition 3.7 and Lemma 3.2.
3.2 The Modified Method of Reflections on the Level of the Original Series
In this subsection, we will show how to compute the expansion of the term (1− γL)n in order
to obtain a series similar to the original series obtained by the Method of Reflections (28). This
is not only interesting in itself, but will be used to derive the homogenization results Theorem
1.5 and 1.7 in Section 4.
This leads to the following definition and lemma.
Definition 3.8. Let n ∈ N∗ and β ∈ Nn∗ , where we denote N∗ := N\{0}. Then, we define the
operator Aβ : H˙1(R3)→ H˙1(R3) by
Aβ =
∑
i1
e−β1|xi1 |Qi1
∑
i2 6=i1
e−β2|xi2 |Qi2 · · ·
∑
in 6=in−1
e−βn|xin |Qin .
Lemma 3.9. For all n ∈ N∗, the following identity holds
(Lr)n =
n∑
l=1
∑
β∈Nl∗
|β|=n
A
(r)
β .
In particular, for all β ∈ Nn∗ , Aβ is a bounded operator with
‖Aβ‖ ≤ (1 + Cµ0)n,
where C is a universal constant.
Proof. For n = 1, the assertion is trivial. Let n ≥ 2 and β ∈ Nn∗ . We write β = (β1, β′) for
some β′ ∈ Nn−1∗ . Using Q2x = Qx, it is easy to see that
LrAβ = A(1,β) +A(β1+1,β′).
Observe that for every 1 ≤ l ≤ n + 1 and every γ ∈ Nl∗ with |γ| = n + 1, either γ1 = 1, then,
there exists a unique β ∈ Nl−1∗ with |β| = n such that γ = (1, β), or γ1 > 1, then, l ≤ n, and
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there exists a unique β ∈ Nl∗ with |β| = n such that γ = (β1 + 1, β′). Therefore, the assertion
for n follows from the one for n− 1.
For β ∈ Nn∗ with βj = 1 for all 1 ≤ j ≤ n, the estimate for the operators Aβ follows directly
from the bound on L (see Lemma 3.5) and the identity that we just have proven, since all the
operators Qi are positive. For general γ ∈ Nn∗ , we clearly have ‖Aγ‖ ≤ ‖Aβ‖ if β is chosen as
above. This concludes the proof.
4 Homogenization
In this section, we will consider particles of equal radii r with centers on the lattice Γ := (dZ)3.
Then, Condition 2.1 is satisfied with µ0 = rd−3. For the homogenization, it is convenient to
include the factor 4pi in the capacity density, which we define as
µ := 4pird−3
We are interested in the limiting behavior of Problem (1) for r, d → 0 and fixed µ. Thus,
throughout this section, we will consider µ as a fixed quantity. Since for fixed µ Condition 2.2
will be satisfied if r is sufficiently small, we will always assume that r is chosen in such a way.
In the following, we will use Γ as the index set for the particles (i.e., we index them by their
space position). Moreover, since for fixed µ, the particle configuration does only depend on r,
we will write an index r to indicate this dependence, e.g., we write
Kr =
⋃
x∈Γ
Bx.
4.1 A Poincaré Inequality for Perforated Domains
An important feature of this regular particle distribution is that Problem (1) admits a unique
solution in H1(R3) for sources f ∈ H−1(R3), instead of solutions only in H˙1(R3) for sources
in H˙−1(R3). This is due to the existence of a Poincaré inequality in the space H10 (R3\K).
We first notice the following local Poincaré inequality.
Lemma 4.1. Assume z ∈ R3, R > ρ > 0 and u ∈ H1(BR(z)) such that u = 0 in Bρ(z). Then,
the following Poincaré inequality holds:
‖u‖2L2(BR(z)) ≤
R3
ρ
‖∇u‖2L2(BR(z)).
Proof. It suffices to prove the estimate for z = 0 and for smooth functions. Let ϕ ∈ C1(BR(0))
such that ϕ ≡ 0 in Bρ(0). Then, denoting the unit sphere in R3 by S2 we have for every x ∈ S2
and every t ∈ (ρ,R)
|ϕ(tx)| ≤
ˆ R
ρ
|∇ϕ(sx)| ds.
26
Thus,
ˆ
BR(0)
|ϕ|2 dy ≤
ˆ
S2
ˆ R
ρ
t2
(ˆ R
ρ
|∇ϕ(sx)| ds
)2
dt dx
≤ 13(R
3 − ρ3)
ˆ R
ρ
1
s2
ds
ˆ
S2
ˆ R
ρ
s2|∇ϕ(sx)|2 ds dx
≤ R
3
ρ
ˆ
BR(z)
|∇ϕ|2 dy.
Corollary 4.2. All u ∈ H10 (R3\Kr) satisfy
‖u‖2L2(R3) ≤ Cµ−1‖∇u‖2L2(R3)
for a universal constant C.
Corollary 4.3. For all f ∈ H−1(R3), there exists a unique weak solution u ∈ H1(R3) to the
problem
−∆u = f in R3\Kr,
u = 0 in Kr,
(45)
which satisfies
‖u‖2H1(R3) ≤ (1 + Cµ−1)‖f‖2H−1(R3).
4.2 The Main Idea of the proof
In order to explain the idea how we are going to prove the homogenization result, we need the
following definition.
Definition 4.4. For a particle with radius r at position x ∈ Γr, we define the operator Tx
from H˙1 to H˙−1(R3) by means of
Qx = G0Tx.
Moreover, we define Mx : H˙1(R3)→ H˙−1(R3) to be the uniform charge density approximation
of Tx,
(Mxu)(y) =
(u)x,r
r
H2|∂Br(x).
Furthermore, we define Q˜x = G0Mx,r to be the induced approximation for Qx.
The uniform charge density approximations of the operators A(r)β from Definition 3.8 are
defined by
M
(r)
β :=
∑
x1
e−β1|x1|Q˜x1
∑
x2 6=x1
e−β2|x2|Q˜x2 · · ·
∑
xn 6=xn−1
e−βn|xn|Q˜x3 .
Remark 4.5. Note that both Tx and Mx implicitly depend on r.
Remark 4.6. For u ∈ H1(R3), Txu is supported in Bx. Since Tx = G−10 Qx, and Qx is the
orthogonal projection to H10 (R3\Bx)⊥, this follows directly from the characterization (26).
27
To understand the meaning of the operator Tx, we take any potential u ∈ H˙1(R3) and denote
f := G−10 u the source corresponding to u. Moreover, we denote g = Txu. Then, adding g to
f , gives a source f + g, which corresponds to a potential v := G0(f + g) that solves
−∆v = f in R3\Bx,
v = 0 in Bx.
We can also draw the following analogy to electrostatics. In this context, TxG0f gives the
charge density that is induced by f in Bx if Bx represents a grounded conductor (surrounded
by vacuum).
With this definition the original series obtained by the Method of Reflection (28) becomes,
G0 −
∑
x1
G0Tx1G0 +
∑
x1
∑
x2 6=x1
G0Tx1G0Tx2G0 − . . . , (46)
This is how the series appears in [Kir82], where Tx is called a scattering operator. In this paper,
the Method of Reflection is interpreted as a scattering process. Viewing G0 as some kind of
propagator, (46) inherits the interpretation of the potential due to a source which propagates
according to G0 and scattered at the particles by Tx.
We want to give an heuristic explanation for the homogenization result Theorem 1.5. To do
so, let us pretend for the moment that the series (46) exists, and that all the operators are well
defined on H1(R3) (instead of H˙1(R3)). Moreover, let us assume that we already know that in
the limit r → 0, we can replace the operator Tx by Mx in Definition 4.4. Using the definition
of Mx and recalling the fixed value of the capacity density µ = 4pird−3, the series
∑
Mxu can
be interpreted as a Riemann sum for µu, leading to∑
x
Txu ≈
∑
x
Mxu ⇀ µJu in H−1(R3),
as r → 0, where J is the inclusion from H1(R3) to H−1(R3).
Therefore, the first order term in the series (46) converges to (−G0J)G0f . It seems plausible
that the higher order terms converge weakly to (−µG0J)kG0f . Thus, the weak limit of the
sequence of solutions is formally given by
∞∑
k=0
(−µG0J)kG0 = (1 + µG0J)−1G0 = (−∆ + µJ)−1,
which is the desired result.
Since the series (46) is in reality divergent, we use the modified version
(1− γLr)nG0f, (47)
which we already know to converge to the solution of (1). We want to expand (47) in powers of
L and then to take the weak limit in each of the resulting terms separately. However, one has
to take into account that the weak limit is not interchangeable with taking powers. Therefore
it turns out, that it is convenient to use Lemma 3.9 in order to write (LT )n as a sum of terms
such that no particle appears back to back with itself.
Somewhat surprisingly, the exponential cutoff in the definition of the operator L does not
cause much trouble when computing the weak limit. The only difference to the heuristic
reasoning above is that some additional combinatorial identities are needed.
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4.3 Weak Limits of Powers of L
Since the inclusion map from H˙1(R3) to H˙−1(R3) is not well defined, we need the following
replacement.
Definition 4.7. We define X to be the following subspace of H˙1.
X := {u ∈ H˙1(R3) : u = −∆v for some v ∈ H˙1(R3)}.
Moreover, we define J : X → H˙−1(R3) by means of
〈Ju,w〉 = (∇v,∇w)L2(R3) for all w ∈ H˙1,
where v ∈ H˙1(R3) is the solution to −∆v = u.
Remark 4.8. Note that J can be viewed as the inclusion map, since 〈Ju,w〉 = ´R3 uw dx,
whenever the latter is well defined.
Lemma 4.9. The operator A : H˙1(R3)→ H˙1(R3),
(Au)(x) = e−|x|u(x),
is a bounded linear operator with range R(A) ⊂ X. Moreover, the composition JA, where J is
the inclusion operator from Definition 4.7, is a bounded operator from H˙1(R3) to H˙−1(R3).
Proof. We observe that the range of A satisfies R(A) ⊂ H˙1(R3) ∩ L6/5(R3) ⊂ X. The first
inclusion follows from the Gagliardo-Nirenberg-Sobolev inequality ‖w‖L6(R3) ≤ C‖∇w‖L2(R3)
and Hölder’s inequality. The second one is deduced by the Gagliardo-Nirenberg-Sobolev in-
equality, too, since this implies boundedness of the functional F (w) :=
´
R3 uw dx in H˙
1 if
u ∈ H˙1(R3) ∩ L6/5(R3), providing in turn a solution v ∈ H˙1(R3) to −∆v = u.
The second assertion follows from ‖Ju‖H˙−1(R3) = ‖v‖H˙1(R3) and the reasoning above.
Proposition 4.10. Let u ∈ H˙1(R3) and n ∈ N∗. Then, in the limit r → 0 with fixed µ,
Lnru ⇀
n∑
l=1
∑
β∈Nl∗
|β|=n
(
l∏
j=1
µG0JA
βj
)
u = µG0JA(µG0JA+A)n−1u =: Rnu in H˙1(R3).
In particular, for all γ > 0 and all M ∈ N
(1− γLr)Mu ⇀
(
1 +
M∑
n=1
(
M
n
)
(−γ)nRn
)
u =: SMu in H˙1(R3)
The fact that the complicated looking weak limit of Lnr equals Rn follows from the combi-
natorial consideration that, expanding the power in the definition of Rn, each term in the sum
on the right hand side will appear exactly once.
As mentioned above, the proof of Proposition 4.10 is based on a Riemann sum argument
using the operators Tx and Mx from Definition 4.4. This is not very difficult but technical.
Therefore, we first show how to derive the homogenization result from Proposition 4.10 and
the results from Section 3.
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Proposition 4.11. Let M ∈ N and SM be the pointwise weak limit of (1 − γLr)M from
Proposition 4.10. Then, for all µ > 0 there exists γ0 > 0 such that, for all γ ≤ γ0 and all
f ∈ H˙−1(R3),
lim
M→∞
SMG0f = u,
where u is the unique weak solution to
−∆u+ µu = f in R3. (48)
Proof. We observe that µG0J + 1 as an operator from X to H˙1(R3) is invertible. Indeed,
we know that for any f ∈ H˙−1(R3) ⊂ H−1(R3), Problem (48) has a unique weak solution
u ∈ H1(R3) ⊂ H˙1(R3). Moreover, u = −µ−1∆(v − u), where v ∈ H˙1(R3) is the solution to
−∆v = f . Hence, we have u = (G−10 +µJ)−1f ∈ X. Thus, (µG0J+1)−1 = (G−10 +µJ)−1G−10 .
Additionally, we see that (µG0J + 1)−1 is a bounded operator since for u and f as above we
have ‖∇u‖L2(R3) ≤ ‖f‖H˙−1(R3).
Therefore, inserting the definitions of SM and Rn from the previous theorem, we deduce
SM = 1 +
M∑
n=1
(
M
n
)
(−γ)nRn = 1 +
M∑
n=1
(
M
n
)
(−γ)nµG0JA(µG0JA+A)n−1
= 1 + µG0J(µG0J + 1)−1
M∑
n=1
(
M
n
)
(−γ)n((µG0J + 1)A)n
= 1 + µG0J(µG0J + 1)−1((1− γ(µG0J + 1)A)M − 1).
Next, we show that (1 − γ(µG0J + 1)A)M → 0 pointwise in H˙1(R3) as M → ∞. First,
by Lemma 4.9, we know that G0JA is a bounded operator. Second, G0JA is also a positive
operator since
(G0JAu, u)H˙1(R3) = 〈JAu, u〉 =
ˆ
Au · u dx =
ˆ
e−|x||u(x)|2 dx.
Finally, G0JA is clearly self-adjoint since
(G0JAu, v)H˙1(R3) =
ˆ
Au · v dx =
ˆ
Av · u dx.
Therefore, using the spectral theorem for bounded self-adjoint operators as in the proof of
Proposition 2.16, we conclude (1− γ(µG0J + 1)A)M → 0 pointwise in H˙1 for small enough γ.
Furthermore,
µG0J(µG0J + 1)−1 = 1− (µG0J + 1)−1,
and hence, this is a bounded operator, as well. Therefore, multiplying by G0 from the right
and taking the limit M →∞ yields
(1− (1− (µG0J + 1)−1))G0 = (1 + µG0J)−1G0 = (G−10 + µJ)−1 = (−∆ + µ)−1,
which is the desired result.
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4.4 Uniform Estimates and Proof of Theorem 1.5
Combining Proposition 4.10 and 4.11 we see that (1 − γLr)MG0f converges weakly to the
solution of (48) if we take the limits in the order r → 0 followed by M →∞. In order to prove
Theorem 1.5, it remains interchange the order of taking the limits. For this purpose, we will
prove that the speed of convergence of (1−γLr)MG0f to ur in H˙1loc(R3) as M tends to infinity
is uniform in r for fixed µ.
Corresponding to Lemma 2.15, we have the following lemma. It implies that the sequence
(1 − γLr)MG0f is close to zero boundary conditions in the particles in any fixed bounded
region uniformly in r as M →∞.
Lemma 4.12. Let u ∈ H˙10 (R3\Kr)⊥ and R > 0, we define v ∈ H˙1(R3) to be the solution to
−∆v = 0 in R3\(Kr ∩BR(0)),
v = u in Kr ∩BR(0).
Then,
(Lru, u)H˙1(R3) ≥ ce−R‖v‖2H˙1(R3),
where c > 0 is a universal constant.
Proof. Let ηx ∈ C∞c (B2r(x)) such that ηx = 1 in Br(x) and |∇ηx| ≤ Cr . Now, we observe that
for all w ∈ H˙1(R3)
‖w‖L2(B2r(x)) ≤ ‖w‖L6(B2r(x))‖1‖L3(B2r(x)) ≤ Cr‖∇w‖L2(R3),
and hence,
‖ηxw‖H˙1(R3) ≤ ‖w‖H˙1(R3) +
C
r
‖w‖L2(B2r(x)) ≤ C‖w‖H˙1(R3).
On the other hand, by the variational form of the equation for v, we know that v is the
function of minimal norm in the set Xv := {w ∈ H˙1(R3) : w = v in Kr ∩ BR}. Clearly,∑
x∈BR+r ηxQxv ∈ Xu, and hence,
〈Lrv, v〉 =
∑
x
e−|x|‖Qxv‖2H˙1(R3)
≥ ce−R
∑
x∈BR+r
‖ηxQxv‖2H˙1(R3)
= ce−R‖
∑
x∈BR+r
ηxQxv‖2H˙1(R3)
≥ ce−R‖v‖2
H˙1(R3).
The next Lemma is needed to ensure that the values of (1 − γL)MG0f in a fixed bounded
region is very little affected by particles far away from this region.
Lemma 4.13. For all µ > 0, there exists a nonincreasing function eµ : R+ → R+ with
lims→∞ eµ(s) = 0 that has the following property. For all 0 ≤ ρ ≤ R, all w ∈ H˙10 (R3\Kr)⊥
with w = 0 in Kr ∩BR(0) satisfy
‖∇w‖L2(Bρ(0)) ≤ eµ(R− ρ)‖∇w‖L2(R3),
if r is sufficiently small.
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Proof. The proof uses the classical Widman’s hole filling technique (see e.g. [Gia83]). Fix
a particle configuration with capacity µ and d < 1/(2
√
3), and fix R, ρ, and w according to
the assumptions. For 1 ≤ s ≤ R − 1, we define ηs ∈ C∞c (B1+s(0)) such that ηs = 1 in Bs(0),
|ηs| ≤ 1, and |∇ηs| ≤ C. We use η2w as a test function in the weak form of the equation w
satisfies, namely,
−∆w = 0 in R3\Kr
w = 0 in Kr ∩Bs+1.
This yields
0 =
ˆ
Bs+1
∇w∇(η2w) dx =
ˆ
Bs+1
(η∇w)2 + 2η∇w∇ηw dx.
Using the Cauchy-Schwartz inequality and the Poincaré inequality in the annulus Bs+1\Bs,
provided by Lemma 4.15, we deduce
‖∇w‖2L2(Bs) ≤ ‖η∇w‖L2(Bs) ≤ C‖w‖2L2(Bs+1\Bs) ≤ C(1 + µ−1)‖∇w‖2L2(Bs+1\Bs).
Let us denote ak := ‖∇w‖2L2(Bρ+k). Then, the above estimate implies for all k such that
ρ+ k ≤ R− 1
ak ≤ C(1 + µ−1)(ak+1 − ak).
Therefore,
ak ≤ C(1 + µ
−1)
C(1 + µ−1) + 1ak+1 =: λµak+1,
and λµ < 1. By iterating up to n = bR− ρ− 1c, we conclude
‖∇w‖2L2(Bρ) ≤ λnµ‖∇w‖2L2(R3).
This is the desired estimate with eµ(s) := λ
bs−1c
2
µ (for s ≥ 1 and eµ = 1 otherwise).
Remark 4.14. As seen in the proof, the decay eµ is exponential. This can be interpreted as
a screening effect due to the presence of the particles. This effect can be exploited to prove
homogenization results also for sources f ∈ L∞(R3) (cf. [NV04], [NV06]).
Lemma 4.15. Let s ≥ 1 and d < 1/(2√3). Then, for all u ∈ H˙10 (R3\Kr),
‖u‖2L2(Bs+1\Bs) ≤
2
√
3
µ
‖∇u‖2L2(Bs+1\Bs).
Proof. As the Poincaré inequality for the whole space R3, Corollary 4.2, the basically follows
from the estimate
‖u‖2L2(BR(z)) ≤
R3
ρ
‖∇u‖2L2(BR(z))
if u = 0 in Bρ(z), which is the statement of Lemma 4.1. However, there are certain technical
issues due tothe nonconvexity of the annulus.
Let us denote the annulus Bs+1(0)\Bs(0) by As. First observe that Lemma 4.1 remains true
if we replace BR(z) by any Ω ⊂ BR(z) that is star-shaped with respect to z. The reason is
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that we only integrated over line segments with endpoint z. Therefore, the assertion follows,
once we have shown that there exists a covering
As ⊂ ∪x∈ΓrBRx(x),
such that for all x ∈ Γr the set As ∩BRx(x) is star-shaped with respect to x and Rx ≤ 2
√
3d.
Equivalently, for every point y in the annulus, we have to find x ∈ As ∩ Γr and Rx ≤ 2
√
3d
such that y ∈ BRx(x) and As ∩BRx(x) is star-shaped with respect to x.
For y ∈ As, there exists a ball B2√3d(z1) ⊂ As that contains y, since d < 1/(2
√
3). In this
ball we find B√3d(z2) ⊂ B2√3d(z1) with distance
√
3d from the inner boundary of the annulus,
i.e., dist{∂Bs(0), B√3d(z2)} ≥
√
3d. By definition of the particle configuration, there exists
x ∈ B√3d(z2) ∩ Γr. Moreover, by construction, we have y ∈ B2√3d(x).
Finally, we prove that As ∩ B2√3d(x) is star-shaped with respect to x. Clearly, the only
problem can occur by removing the inner ball Bs(0) from B2√3d(x). If B2√3d(x) ∩ Bs(0)
is empty, then, we are done. If not, As ∩ B2√3d(x) is star-shaped with respect to x if, for
any z ∈ ∂Bs ∩ ∂B2√3d(x), the line segment l from z to x is disjoint from Bs(0). Clearly,
it is equivalent to check that l has smaller length than any line segment t from x to some
w ∈ ∂Bs(0) that is tangential to ∂Bs(0). Since dist{∂Bs(0), B√3d(z2)} ≥
√
3d and s ≥ 1, it
follows
|t|2 ≥ (s+√3d)2 − s2 = 2s√3d+ 3d2 ≥ 2√3d ≥ 12d2 = |l|2.
This finishes the proof.
Proposition 4.16. Let f ∈ H˙−1 (R3) . For all 0 < µ1 ≤ µ2 < ∞, there exists a γ > 0
depending only on µ1 and µ2 such that the sequence
lim
N→∞
(
1− γ
∑
j
e−|xj |Qj
)N
G0f
converges to the solution of (1) uniformly in H˙1loc(R3) for all particle configuration with capacity
µ1 ≤ µ ≤ µ2 and sufficiently small r.
Proof. As in the proof of Theorem 1.3, we choose γ ≤ 1/‖Lr‖. Lemma 3.5 ensures that this
is possible such that γ depends only on µ if r is sufficiently small.
Let ρ > 0, ε > 0, and u := G0f ∈ H˙1(R3). Since ker(Lr) = H˙10 (R3\Kr), it suffices to
consider u ∈ H˙10 (R3\Kr)⊥. Define uM := (1− γLr)Mu.
Then, we know from Proposition 3.7
‖(1− γLr)u‖2H˙1(R3) = ‖u‖2H˙1 − 2(γLru, u)H˙1 + ‖γLru‖2H˙1
≤ ‖u‖2
H˙1 − γ(Lru, u)H˙1 .
Iterating and using monotonicity of (LruM , uM )H˙1 , which follows from the estimate (44) in
Proposition 3.7, yields
0 ≤ ‖uM+1‖2H˙1 ≤ ‖u‖2H˙1 − (M + 1)γ(LruM , uM )H˙1 .
Thus,
(LruM , uM )H˙1 ≤
1
(M + 1)γ ‖u‖
2
H˙1 .
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Define vM ∈ H˙1(R3) to be the solution to
−∆vM = 0 in R3\(Kr ∩BR),
vM = uM in Kr ∩BR,
and wM := uM − vM . Then, Lemma 4.13 implies for all R > ρ
‖∇wM‖L2(Bρ(0)) ≤ eµ(R− ρ)‖wM‖H˙1 ≤ eµ(R− ρ)(‖uM‖H˙1 + ‖vM‖H˙1)
≤ eµ(R− ρ)(‖u‖H˙1 + ‖vM‖H˙1),
and it is possible to choose R large enough such that eµ(R − ρ) < ε3 . On the other hand, by
Lemma 4.12, we have
ce−R‖vM‖2H˙1(R3) ≤ (LruM , uM )H˙1(R3) ≤
1
(M + 1)γ ‖u‖
2
H˙1 .
Therefore, choosing M0 large enough yields for all M ≥M0
‖vM‖H˙1(R3) <
ε
3‖u‖H˙1 .
By combining the estimates for vM and wM , we conclude (assuming without restriction ε ≤ 3)
‖∇uM‖L2(Bρ(0)) < ε‖u‖H˙1(R3) = ε‖f‖H˙−1(R3).
Proof of Theorem 1.5. We first prove that u converges weakly in H˙1(R3) for all sources
f ∈ H˙−1(R3). Since the sequence is bounded, it suffices to consider test functions in C∞c (R3).
Let ϕ ∈ C∞c (R3) and choose R > 0 such that suppϕ ⊂ BR(0). Further, let γ < γ0 from
Proposition 4.16 and denote by SM the corresponding pointwise weak limit of (1−γLr)M from
Proposition 4.10. Then, for all M > 0,
|(ur − u, ϕ)H˙1 | ≤ |(SMG0f − u, ϕ)H˙1 |+ |(1− γLr)MG0f − SMG0f, ϕ)H˙1 |
+ |(ur − (1− γLr)MG0f, ϕ)H˙1 |.
The third term on the right hand side is estimated by
‖∇(ur − (1− γLr)MG0f)‖L2(BR)‖ϕ‖H˙1 .
By choosing M sufficiently large, since Proposition 4.16 ensures that this term becomes small
independently of r. On the other hand, also the first term becomes small by choosingM large,
and the second term vanishes in the limit r →∞.
Weak convergence in H˙1(R3) is equivalent to weak convergence in L2(R3) of the gradients.
However, due to Corollary 4.3, the sequence ur is uniformly bounded in H1(R3). There-
fore, we can extract subsequences that converge weakly in H1(R3). Since their weak limit is
uniquely determined by the weak limit of their gradients, the whole sequence converges weakly
in H1(R3).
The result for f ∈ H−1(R3) follows from density of H˙−1(R3) in H−1(R3) using again that
the solution operators for Problem (45) are uniformly bounded.
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4.5 Proof of Proposition 4.10
Lemma 4.17. The following holds for the operators defined in Definition 4.4 and 3.8.
(i) There exists a constant C such that, for all x ∈ R3 and u ∈ H˙1,
‖(Tx −Mx)u‖H˙−1(R3) ≤ C‖∇u‖L2(Bx). (49)
(ii) For fixed µ and r → 0, we have for all u ∈ H˙1(R3), all n ∈ N, and all β ∈ Nn∗ ,
‖M (r)β −A(r)β )u‖H˙1 → 0 as k →∞. (50)
For the proof we need the following lemma.
Lemma 4.18. For r > 0 and x ∈ R3, let Hr := {u ∈ H1(Br(x)) :
´
Br(x) u = 0}. Then, for all
r > 0, there exists an extension operator Er : Hr → H10 (B2r(x)) such that
‖∇Eru‖L2(B2r(x)) ≤ C‖∇u‖L2(Br(x)) for all u ∈ Hr,
where the constant C is independent of r.
Proof. For r = 1 let E1 : H1(B1(x))→ H10 (B2(x)) be a continuous extension operator. Then,
by the Poincaré inequality on H1, we get for all u ∈ H1
‖∇E1u‖L2(B2(x)) ≤ ‖E1u‖H1(B2(x)) ≤ C‖u‖H1(B1(x)) ≤ C‖∇u‖L2(B1(x)).
The assertion for general r > 0 follows from scaling by defining (Eru)(x) := (E1ur)(xr ), where
us(x) := u(sx).
Proof of Lemma 4.17. Let u ∈ H˙1(R3). First, we observe by a straightforward calculation
that
(Q˜xu)(y) =
(u)x, if x ∈ Bx,(u)x r|y − x| , otherwise.
Now, we use again that G0 is an isometry and that Qx = G0Tx is the orthogonal projection to
the subspace
H˙10 (R3\Bx1)⊥ =
{
u ∈ H1(R3) : −∆u = 0 in R3\(Bx)
}
.
Therefore, we can characterize Qxu as the function v ∈ H˙1(R3) that solves
−∆v = 0 in R3\Bx,
v = u in Bx.
Hence, v is the function of minimal norm that coincides with u inside the ball Bx. Clearly,
Q˜xu ∈ H˙10 (R3\Bx)⊥, and thus, QxQ˜x = Q˜x. Therefore,
(Qx − Q˜x)u = Qx(u− Q˜xu).
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Since Q˜xu = (u)x in Bx, we can use the extension operator Er from Lemma 4.18 (since, by
the Rellich embedding theorem, the restriction of a H˙1 function to a ball is a H1 function in
that ball) and estimate
‖(Qx − Q˜x)u‖H˙1(R3) ≤ ‖Er((u− Q˜xu)|Bx)‖H˙1(R3)
= ‖∇Er((u− (u)x)|Bx)‖L2(R3)
≤ C‖∇u‖L2(Bx).
This concludes the proof of assertion (i).
Observe that Mxu satisfies supp(Mxu) ⊂ ∂Bx. It can easily be seen that Lemma 3.6 still
holds true when replacing the cutoff e−|x| by e−j|x| for any j ∈ N∗. Therefore, we get for n = 1
‖(M (rβ −A(r)β )u‖2H˙1(R3) ≤ (1 + Cµ)
∑
x
e−β|x1|‖(Qx − Q˜x)u‖2H˙1(R3).
Hence, the convergence (50) for n = 1 follows directly from the estimate (49), since, for fixed
capacity, the volume of the particles inside a fixed bounded domain tends to zero as r tends
to zero.
For n ≥ 2, we first argue that it suffices to prove the assertion for functions u in the dense
set H1(R3) ⊂ H˙1(R3). Indeed, this follows once we have shown that, for any β, both A(r)β
and M (r)β are bounded, uniformly for all particle configurations with the same capacity µ. For
A
(r)
β , this is the second statement of Lemma 3.9. To estimate M
(r)
β , we consider first β = 1.
By part (i), we have for all u ∈ H˙1∑
x
‖(Q˜x −Qx)u‖2H˙1 ≤ C‖u‖2H˙1 .
Note that we can use Lemma 3.6 to take the sum out of the norm in the definition of M (r)1 ,
since Mxu is supported on ∂Bx for all u ∈ H˙1. Using additionally the bound for Lr from
Lemma 3.5, we estimate
‖M (r)1 u‖2H˙1 = ‖
∑
x
e−|x|Q˜xu‖2H˙1
≤ ‖
∑
x
e−|x|(Q˜x −Qx)u‖2H˙1 + ‖Lru‖2H˙1
≤ (1 + Cµ)
∑
x
‖e−β1(Q˜x −Qx)u‖2H˙1 + (1 + Cµ)2‖u‖2H˙1
≤ C(1 + µ)2‖u‖2
H˙1 .
For general n ∈ N∗ and β ∈ Nn∗ , one can argue as in the proof of Lemma 3.9 by taking powers
of M (r)1 in order to deduce ‖M (r)β ‖ ≤ (C(1 + µ))n. Indeed, the only ingredient for the proof of
the formula, which we derived in Lemma 3.9 for (Lr)n, was that Qx is a projection. We did
not use orthogonality. Since Q˜ is a projection as well, the analogous version of that formula
holds for the powers of M (r)1 .
The general assertion now follows by induction. For n = 2, we have
‖(M (r)β −A(r)β )u‖2H˙1(R3) ≤
∥∥∥∑
x1
∑
x2 6=x1
e−β1|x1|e−β2|x2|Qx1(Qx2 − Q˜x2)u
∥∥∥2
H˙1(R3)
+
∥∥∥∑
x1
∑
x2 6=x1
e−β1|x1|e−β2|x2|(Q˜x1 −Qx1)Q˜x2u
∥∥∥2
H˙1(R3)
.
(51)
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To further estimate the first term on the right hand side, we use that ∑x1 e−β1|x1|Qx1 is a
bounded operator. Together with part (i) and using again QxQx = Qx and QxQ˜x = Q˜x, we
get (with a constant that depends on µ)∥∥∥∑
x1
∑
x2 6=x1
e−β1|x1|e−β2|x2|Qx1(Qx2 − Q˜x2)u
∥∥∥
H˙1(R3)
≤
∥∥∥∑
x1
e−β1|x1|Qx1
∑
x2
e−β2|x2|(Qx2 − Q˜x2)u
∥∥∥
H˙1(R3)
+
∥∥∥∑
x1
e−β1|x1|Qx1(Qx1 − Q˜x1)u
∥∥∥
H˙1(R3)
≤ C
∥∥∥∑
x2
e−β2|x2|(Qx2 − Q˜x2)u
∥∥∥
H˙1(R3)
+ C
∥∥∥∑
x1
e−β1|x1|(Qx1 − Q˜x1)u
∥∥∥
H˙1(R3)
≤ C
∥∥∥∑
x2
e−β2|x2|(Qx2 − Q˜x2)u
∥∥∥
H˙1(R3)
→ 0.
For the second term on the right hand side of (51), recall
(Mx1 − Tx1)v = 0 in R3\Bx1
for all v ∈ H˙1(R3). Hence, for u ∈ H1(R3), we can use Lemma 3.6 to take out the sum in x1,
and we use the estimate for the uniform charge density approximation from part (i),∥∥∥∑
x1
∑
x2 6=x1
e−β1|x1|e−β2|x2|(Q˜x1 −Qx1)Q˜x2u
∥∥∥2
H˙1(R3)
≤
∑
x1
e−β1|x1|
∥∥∥ ∑
x2 6=x1
e−β2|x2|∇Q˜x2u
∥∥∥2
L2(Bx1 )
.
(52)
Inserting the definition of Q˜x2 , expanding the square of the sum over x2, and estimating the
integral yields
∑
x1
e−β1|x1|
∥∥∥ ∑
x2 6=x1
e−β2|x2|∇Q˜x2u
∥∥∥2
L2(Bx1 )
≤ C
∑
x1
∑
x2 6=x1
∑
x3 6=x1
e−β1|x1|r5
e−2β2|x2|(u)x2
|x1 − x2|2
e−2β3|x3|(u)x3
|x1 − x3|2 .
(53)
Consider the off-diagonal terms first, i.e., x2 6= x3. We estimate
e−β1|x1|e−2β2|x2|e−2β3|x3| ≤ e− |x1−x2|2 e− |x1−x3|2
and use r = (4pi)−1µd3 to bound the sum over x1 by an integral,
∑
x1
r
e−
|x1−x2|
2
|x1 − x2|2
e−
|x1−x3|
2
|x1 − x3|2 ≤ Cµ
ˆ
R3
e−
|y−x2|
2
|y − x2|2
e−
|y−x3|
2
|y − x3|2 dy,
for all x2 6= x1, x3 6= x1. To estimate the integral, we denote z = x2 − x3 6= 0 for the moment
and split the integral to get
ˆ
R3
e−
|y|
2
|y|2
e−
|y−t|
2
|y − t|2 dy ≤
ˆ
R3\B|z|/2(0)
4e−
|z|
4
|z|2
e−
|y−z|
2
|y − z|2 +
ˆ
B|z|/2(0)
e−|y|
|y|2
4e−
|z|
4
|z|2 ≤ C
e−
|z|
4
|z|2 .
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Hence, using (u)x2(u)x3 ≤ 12((u)2x2 + (u)2x3) and symmetry, we deduce
∑
x1
∑
x2 6=x1
∑
x3 6=x1
x3 6=x2
r5(u)x2(u)x3
e−
|x1−x2|
2
|x1 − x2|2
e−
|x1−x3|
2
|x1 − x3|2 ≤
∑
x2
∑
x3 6=x2
Cµr4(u)x2(u)x3
e−
|x2−x3|
4
|x2 − x3|2
≤
∑
x2
Cµ2r3(u)2x2
ˆ
R3
e−
|x2−y|
4
|x2 − y|2 dy
≤ Cµ2
∑
x2
r3
( 
Bx2
u(y) dy
)2
≤ Cµ2‖u‖2L2(∪x2Bx2 ) → 0,
where we finally used u ∈ H1(R3) in order to have control of the L2-norm. It remains to bound
the diagonal terms in (53). For those, we use the estimate
r
∑
x1 6=x2
e−
|x1−x2|
2
|x1 − x2|4 ≤ Cµ
ˆ
R3\Bd(0)
e−
|y|
2
|y|4 dy ≤ Cµd
−1.
Hence, ∑
x1
∑
x2 6=x1
r5(u)2x2
e−
|x1−x2|
2
|x1 − x2|4 ≤ Cµrd
−1‖u‖2L2(∪x2Bx2 ) → 0.
For n ≥ 3, one does exactly the same thing. For n = 3, instead of ‖u‖2L2(∪x2Bx2 ), one ends
up with ∑
x2
∥∥∥ ∑
x3 6=x2
Q˜x3u
∥∥∥2
L2(Bx2 )
and this can be estimated exactly as the right hand side of Equation (52). The only difference
is that the gradient is not there, but, due to the exponential cutoff, this does not matter. Thus,
for n ≥ 3, the assertion follows by induction.
Proof of Proposition 4.10. By Lemma 3.9 it suffices to prove
A
(r)
β u ⇀
(
n∏
j=1
µG0JA
βj
)
u in H˙1,
for all u ∈ H˙1(R3), all n ∈ N∗, and all β ∈ Nn∗ .
Since G0 is an isometry, for n = 1, it suffices to show∑
x
e−β1|x|Txu ⇀ µJAβ1u in H˙−1(R3)
for all u ∈ H˙1(R3) and analogously for n ≥ 2. Since by Lemma 3.9, we have a uniform bound
on A(r)β , it suffices to prove the assertion for the dense subset H˙1(R3) ∩ C1(R3). Lemma 4.17
implies that we can replace all the operators Tx by Mx. Moreover, it suffices to consider test
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function from the dense set C∞c (R3). Let u ∈ H˙1(R3) ∩ C1(R3) and ϕ ∈ C∞c (R3). Then, we
estimate
|〈ϕ,Mxu〉 − 4piru(x)ϕ(x)| ≤ 1
r
ˆ
∂Bx
|(u)xϕ(y)− u(x)ϕ(x)| dy
≤ Cr2‖u‖C1(R3)‖ϕ‖C1(R3).
On the other hand, defining qx to be the cube centered at x with edges of length d parallel to
the coordinate axes, we find∣∣∣∣µˆ
qx
e−β1|y|u(y)ϕ(y) dy − re−β1|x|u(x)ϕ(x)
∣∣∣∣ ≤ µ ˆ
qx
|e−β1|y|u(y)ϕ(y)− e−β1|x|u(x)ϕ(x)| dy
≤ Crd‖e−β1|·|u‖C1(R3)‖ϕ‖C1(R3).
Now, we take the sum in x and use that ∪xqx = R3 up to a nullset. Furthermore, we observe
that we only have to take into account those cubes that lie in the support of ϕ. The number
of such cubes is bounded by Cd−3 = Cµr−1. Therefore, combining the above estimates leads
to
|〈ϕ,
∑
x
e−β1|x|Mxu− µJAβ1u〉| ≤ Cµd.
This proves the convergence for n = 1.
For n = 2, we write∑
x1
∑
x2 6=x1
e−β1|x1|e−β2|x2|Mx1G0Mx2u− (µ)2JAβ1G0JAβ2u
=
(∑
x1
e−β1|x1|Mx1 − µJAβ1
)
µG0JA
β2u
+
∑
x1
e−β1|x1|Mx1G0
( ∑
x2 6=x1
e−β2|x2|Mx2 − µJAβ2
)
u.
(54)
The first term converges to zero weakly in H−1(R3) by the assertion for n = 1. We observe
that for all x2 6= x1 ∈ Γr, and all z ∈ Bx1 ,∣∣∣∣ ˆ
∂Bx2
e−β2|x2|(u)x2Φ(z − y) dz − µ
ˆ
qx2
e−β2|y|u(y)Φ(z − y) dy
∣∣∣∣
≤ Crded−|x2|‖u‖C1(R3)‖Φ(z − ·)‖C1(Qx2)
≤ Crd‖u‖C1(R3)ed−|x2−x1|
( 1
|x2 − x1| +
1
|x2 − x1|2
)
.
Taking the sum over x2 6= x1 yields
e−β1|x1|
∣∣∣∣(G0 ∑
x2 6=x1
M˜x2u− µJAβ2u
)
x1
∣∣∣∣ ≤ Cµed‖u‖C1(R3)d.
Note that it is crucial for deriving this bound that the sum runs only over x2 different from
x1. Testing again by ϕ ∈ C∞c (R3), we conclude that also the second term in Equation (54)
tends to zero weakly in H−1(R3).
Convergence of the higher order terms is proven by induction.
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5 Adaptation to Stokes Equations
In this section, we will adapt the previous results for the Poisson equation to the case of Stokes
equations. We will not repeat everything from the previous sections but rather point out the
necessary modifications.
Working only in spaces of divergence free functions, the presence of the pressure in the Stokes
equations can be in principle ignored for the definition of all the operators needed.
Definition 5.1. We define H˙1σ(R3;R3) ⊂ H˙1(R3;R3) to be the closed subspace of divergence
free functions, and H˙−1σ (R3;R3) its dual space.
Notation 5.2. To improve readability, we will from now on write H˙1(R3) instead of H˙1(R3;R3)
and similarly for H˙−1(R3;R3), H˙1σ(R3;R3), etc.
Remark 5.3. Note that H˙−1σ (R3) ⊂ H˙−1(R3). Here, the inclusion for f ∈ H˙−1σ (R3) to
a function in H˙−1(R3) is given by 〈u, f〉 := 〈Pσu, f〉 for all u ∈ H˙1(R3), where Pσ is the
orthogonal projection from H˙1(R3) to H˙1σ(R3).
Lemma 5.4. Let f ∈ H˙−1(R3). Then, the Stokes equations
−∆u = −∇p+ f,
div u = 0
has a unique weak solution (u, p) ∈ H˙1σ(R3)×L2(R3). The solution operator G¯0 for the velocity
field is given by
G¯0f = Φ ∗ f,
where
Φ(x) := 18pi
( 1
|x| +
x⊗ x
|x|3
)
.
Moreover, the restriction of the solution operator to H˙−1σ , which we denote by G0, is an iso-
metric isomorphism.
Lemma 5.5. Let Ω ⊂ R3 be open. Then, for every f ∈ H˙−1(R3), the problem
−∆u = −∇p+ f in R3\Ω,
div u = 0,
u = 0 in Ω,
p = 0 in Ω
(55)
has a unique weak solution (u, p) ∈ H˙1σ(R3)× L2(R3). Moreover,
u = PΩG¯0,
where PΩ is the orthogonal projection from H˙1σ(R3) to the subspace H˙10,σ(R3\Ω).
Remark 5.6. Analogous to H10 (R3\Ω), we use the convention
H˙10,σ(R3\Ω) := {u ∈ H˙1σ(R3\Ω): u = 0 in Ω}.
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Remark 5.7. The condition p = 0 in Ω in Equation (55) ensures uniqueness. Indeed, dropping
this condition, p can be chosen equal to any constant in every bounded connected component
of Ω.
Again, for a particle i, we define the orthogonal projection Qi = 1−Pi, where Pi = PBi and
notice that
H˙10,σ(R3\Bi)⊥σ = {u ∈ H˙1σ(R3) : −∆u = −∇p in R3\Bi for some p ∈ L2(R3\Bi)},
where ⊥σ indicates that we take the orthogonal complement with respect to H˙1σ(R3).
Notice that G−10 Qiu ∈ H˙−1σ (R3) is supported in Bi, i.e., 〈v,G−10 Qxu〉 = 0 for every v in
H˙10,σ(R3\Bx). This, however, does not mean that G−10 Qiu, viewed as an element of H˙−1(R3),
is supported in Bi.
In the case of Poisson equation, we often used cutoff functions to exploit that a function
f ∈ H˙−1σ (R3) is supported in Bi. However, multiplication with a cutoff function destroys the
property of a function to be divergence free. Therefore, the following Lemma is needed.
Lemma 5.8. Assume f ∈ H˙−1σ (R3) is supported in Bi. Then, there exists a unique p ∈ L2(R3)
with p = 0 in Bi such that f˜ := f+∇p is supported in Bi as a function in H˙−1(R3). Moreover,
‖f˜‖H˙−1(R3) ≤ C‖f‖H˙−1(R3) for a universal constant C. We denote by S the operator that maps
f to f˜ .
Proof. Since f ∈ H˙−1σ (R3) is supported in Bi, we have 〈f, v〉 = 0 for all v ∈ H˙10,σ(R3\Bi).
Hence, there exists a unique p ∈ L2(R3\Bi) such that f = −∇p in R3\Bi and we can set
p = 0 in Bi. By Lemma 5.9 below, we can find u ∈ H˙10 (R3\Bi) such that div u = p and
‖u‖H˙1(R3) ≤ C‖p‖L2(R3). Hence,
‖u‖H˙1(R3)‖f‖H˙−1(R3) ≥ 〈u, f〉 = 〈u,−∇p〉 = ‖p‖2L2(R3),
and thus ‖p‖L2(R3) ≤ C‖f‖H˙−1(R3). Hence, f˜ := f + ∇p is supported in Bi as a function in
H˙−1(R3), and ‖f˜‖H˙−1(R3) ≤ C‖f‖H˙−1(R3).
The following Lemma can be found in every standard textbook on Stokes equations, e.g., in
[Gal11].
Lemma 5.9. Let Ω ⊂ R3 be a locally lipschitzian bounded or exterior domain. Then there
exists a constant C with the following property. For all f ∈ L2(Ω), that satisfiesˆ
Ω
f dx = 0,
if Ω is a bounded domain, there exists u ∈ H10 (Ω) such that
div u = f
and
‖∇u‖L2(Ω) ≤ C‖f‖L2(Ω).
Remark 5.10. The constant C is invariant under scaling of Ω.
Now one can define the operator L analogously to the corresponding operator for the Poisson
equation from Definition 3.3. Using Lemma 5.8, the estimate for L (cf. Lemma 3.5) follows in
the same manner as before. Then, Theorem 1.6 follows immediately from Proposition 3.7 and
Lemma 5.5.
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5.1 Homogenization
Corresponding to Definition 4.4, we introduce the following operators.
Definition 5.11. We define Tx : H˙1σ(R3) → H˙−1(R3) by Tx = SG−10 Qx, where S is the
operator from Lemma 5.8.
Moreover, we define the uniform force density approximation of the operator T to be the
operator Mx : H˙1σ(R3)→ H˙−1(R3),
(Mxu)(y) =
3(u)x,r
2r
Note that the definition of Mx differs from the corresponding operator for the Poisson equa-
tion (cf. Definition 4.4) by a factor 3/2. The reason for this is that the electrostatic capacity
of a ball of radius r is 4pir. The corresponding quantity for the Stokes equations, however, is
the absolute value of the Stokes’ drag force acting on a ball of radius r moving with unit speed
in a fluid which is at rest at infinity, which is 6pir.
Lemma 4.18 used in the proof Lemma 4.17 has to be replaced by the following Lemma.
Lemma 5.12. For r > 0 and x ∈ R3, let Hr :=
{
u ∈ H1(Br(x)) :
´
Br(x) u = 0
}
. Then for all
r > 0 there exists an extension operator Er : Hr → H10 (B2r(x)) such that
‖∇Eru‖L2(B2r(x)) ≤ C‖∇u‖L2(Br(x)) for all u ∈ Hr,
where the constant C is independent of r.
Proof. For r = 1 let E1 : H1(B1(x))→ H10 (B2(x)) be a continuous extension operator. Then,
by the Poincaré inequality on H1 we get for all u ∈ H1
‖∇E1u‖L2(B2(x)) ≤ ‖E1u‖H1(B2(x)) ≤ C‖u‖H1(B1(x)) ≤ C‖∇u‖L2(B1(x))
The assertion for general r > 0 follows from scaling by defining (Er)u(x) := (E1ur)(xr ) where
us(x) := u(sx).
These are the only things that change in the proof of the homogenization result, Theorem
1.7, except for the result about locally uniform convergence in the particle configuration. For
the Poisson equation, this result was stated in Proposition 4.16. The analogous statement for
the Stokes equations remains valid.
However, the proof of Lemma 4.12 and 4.13 needed in the proof of Proposition 4.16 have
to be modified due to the use of cutoff functions. Corresponding to Lemma 4.12 and 4.13, we
will prove Lemma 5.14 and 5.16 . For the proof Lemma 5.14, we need the following lemma.
Lemma 5.13. Let Ω ⊂ R3 be a bounded and locally lipschitzian domain and assume v ∈ H1(Ω)
satisfies ˆ
Ω
v · ν = 0.
Then, for any R > 0 and x ∈ R3 such that Ω ⊂⊂ BR(x), there exists u ∈ H10 (Ω) such that
u = v in Ω
div u = 0 in BR(x)\Ω
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and
‖u‖H1(BR) ≤ C‖v‖H1(Ω),
where the constant depends only on the domains Ω and BR(x).
In particular, for any v ∈ H1(Br) with
´
br
v · ν = 0, we can find u ∈ H10 (B2r(x)) such that
u = v in Br(x)
div u = 0 in B2r(x)\Br(x)
and
‖∇u‖2H1(B2r(x)) ≤
C
r2
‖v‖2L2(Br(x)) + C‖∇v‖2L2(Br(x)) ≤ C‖∇v‖2L2(R3),
where the constant is independent of r and v.
Proof. We take any (not necessarily divergence free) extension u1 of v to BR(x) that satisfies
the estimate, and take a solution u2 ∈ H1(BR\Ω) of div u2 = −div u1 provided by Lemma 5.9
and define u = u1 + u2.
The second assertion follows from scaling, and the last inequality is a consequence of Hölder’s
inequality and the Gagliardo-Nirenberg-Sobolev inequality.
Lemma 5.14. Let u ∈ H˙10,σ(R3\Kr)⊥σ and R > 0. We define v ∈ H˙1σ(R3) to be the solution
to
−∆v = −∇p in R3\(Kr ∩BR(0)),
div v = 0,
v = u in Kr ∩BR(0).
Then,
(Lru, u)H˙1(R3) ≥ ce−R‖v‖2H˙1(R3),
where c > 0 is a universal constant.
Proof. By the variational form of the equation for v, we know that v is the function of
minimal norm in the set Xv := {w ∈ H˙1σ(R3) : w = v in K ∩ BR}. For every x in Γr ∩ BR=r,
Corollary 5.13 provides functions vx ∈ H10 (B2r(x) with ‖vx‖H˙1(R3) ≤ C‖Qxv‖H˙1(R3) such that
vx = Qxv = v in Bx. Clearly,
∑
x∈BR+r vx ∈ Xu, and hence,
〈Lv, v〉 =
∑
x
e−|x|‖Qxv‖2H˙1(R3)
≥ ce−R
∑
x∈BR+r
‖vx‖2H˙1(R3)
= ce−R‖
∑
x∈BR+r
vx‖2H˙1(R3)
≥ ce−R‖v‖2
H˙1(R3).
For the proof Lemma 5.16, we need the following lemma.
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Lemma 5.15. Let u ∈ H1(R3) and x ∈ R3. Assume 0 < ρ < R. Then
‖u‖2L2(Bρ(x)) ≤ C
(
ρ3
R3
‖u‖2L2(BR(x)) + ρ2‖∇u‖2L2(BR(x))
)
,
where C is a universal constant.
In particular, for all particle configurations with capacity µ and all u ∈ H1(R3), we have
‖u‖2L2(Kr) ≤ Cµ‖u‖2L2(R3) + Cµ‖∇u‖2L2(R3).
Proof. Define (u)R,x =
ffl
BR(x) u. Then, using Lemma 4.18 we get
‖u− (u)R,x‖L2(Bρ(x)) ≤ ‖u− (u)R,x‖L6(Bρ(x))‖1‖L3(Bρ(x))
≤ Cρ‖∇ER(u− (u)R,x)‖L2(Bd(x)) ≤ Cρ‖∇u‖L2(BR(x)).
Furthermore,
‖(u)R,x‖2L2(Bρ(x)) = Cρ3
( 
BR(x)
u dx
)2
≤ Cρ3
 
BR(x)
u2 dx = C ρ
3
R3
‖u‖2L2(BR(x)).
Combining these two estimates yields the assertion.
Lemma 5.16. For all µ > 0 and ρ > 0, there exists a nonincreasing function eµ,ρ : R+ → R+
with lims→∞ eµ,ρ(s) = 0 that has the following property. All w ∈ H˙10 (R3\Kr)⊥ with w = 0 in
Kr ∩BR(0) satisfy
‖∇w‖L2(Bρ(0)) ≤ eµ,ρ(R)‖∇w‖L2(R3),
for all R ≥ ρ if r is sufficiently small.
Proof. Fix a particle configuration with capacity µ and d < 1/(2
√
3), and fix R, ρ, and w
according to the assumptions. Assume s ≥ 1 satisfies 2s ≤ R. Note that w is the function of
minimal norm in the set
Xw := {v ∈ H˙1σ : v = 0 in Kr ∩B2s(0), v = u on ∂B2s(0)}
Define η ∈ C1(R3) to be a cut-off function with η = 1 in R3\B2s(1−3r)(0), eta = 0 in Bs(1+3r),
and |∇η| ≤ C/s. Then, v1 := ηw has the right boundary condition to be in the set Xw but
fails to be divergence free. Indeed, div v1 = ∇η · w. Therefore, we use Lemma 5.9 to find a
function v2 ∈ H˙10 (B2s\Bs) with div v2 = −div v1 and
‖∇v2‖L2(B2s\Bs) ≤ C‖ div v1‖L2(B2s\Bs) ≤
C
s
‖w‖L2(B2s\Bs).
Now v1 + v2 is divergence free and equals w on ∂B2s. To match the boundary conditions in
Kr ∩ B2s(0), we use Corollary 5.13. For x ∈ Γr ∩ (B2s(1−2r)\Bs(1+2r)) it provides a function
vx ∈ H10,σ(B2r(x)) with vx = −v2 in Bx and
‖vx‖2H˙1 ≤
C
r2
‖v2‖2L2(Bx) + C‖∇v2‖2L2(Bx)
≤ C(µ‖v2‖2L2(B d
2
(x) + ‖∇v2‖2L2(B d
2
(x)
≤ C(s2µ+ 1)‖∇v2‖2L2(B d
2
(x),
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where we used Lemma 5.15 for the second estimate and the Poincaré inequality in H˙10 (B2s\Bs)
for the last one. By construction, v := v1 + v2 +
∑
x∈Γr∩(B2s(1−2r)\Bs(1+2r)) vx is an element of
Xw. Therefore,
0 ≤ ‖∇v‖2L2(R3) − ‖∇w‖2L2(R3)
≤ C‖∇w‖2L2(B2s\Bs) + C(
1
s2
+ µ)‖w‖2L2(B2s\Bs) − ‖∇w‖2L2(Bs).
Since s ≥ 1 by assumption, the factor s−2 can be dropped. Using the Poincaré inequality in
the annulus B2s\Bs, provided by Lemma 4.15 below, we deduce
‖∇w‖2L2(Bs) ≤ C(1 + µ−1)‖∇w‖2L2(B2s\Bs).
Using again the hole filling technique and iterating from s := max{ρ, 1} until 2ks ≥ R/2
concludes the proof.
6 Conclusions
We have analyzed the convergence properties of the Method of Reflections for both Poisson
and Stokes equations with Dirichlet boundary conditions. For typical particle configurations
extending to the whole space, convergence does not hold. However, a modified method has been
obtained that ensures convergence for particle configurations with bounded capacity density.
Using this method, we have proven classical homogenization results in unbounded domains
for regular particle configurations and sources f ∈ H−1(R3). For the Poisson equation it was
proven in [NV04], [NV06] that this result can be extended to sources f ∈ L∞ (Rn). The proof
in [NV04], [NV06] relies heavily in the derivation of the so-called screening estimate, which
states that the fundamental solution for the Laplace equation in a perforated domain with
Dirichlet boundary conditions decays exponentially. In [NV04], [NV06], this decay was proven
by means of the Maximum Principle. As we have seen in Lemma 4.13 (cf. also Remark 4.14), it
is possible to derive such exponential screening estimates without using Maximum Principles,
relying instead on Poincaré estimates for perforated domains (cf. Corollary 4.2 and Lemma
4.15). Therefore, the results can hoped to be extended to more general elliptic operators.
For the Stokes equations, however, we do not have such a strong decay estimate (cf. Lemma
5.16). In fact, the solutions of the Brinkman equations (21) with compactly supported sources
g ∈ L∞(R3) decay only cubic in the distance to the support of g (cf. [AHJ80]). Therefore, the
solutions with sources f ∈ L∞(R3) cannot be expected to be bounded.
The boundary conditions used in [Luk89] are not the homogeneous Dirichlet conditions
but the set of natural boundary conditions for sedimenting particles (or an analogous set of
Neumann-Dirichlet boundary conditions in the case of the Poisson equation). It is worth to in-
dicate that the screening effects, which have been discussed above, can be expected to be rather
different for the set of boundary conditions in [Luk89] and for Dirichlet boundary conditions
that we considered. Using again the electrostatic analogy, the Dirichlet boundary conditions we
consider in this paper are those corresponding to grounded conducting particles, while those in
[Luk89] correspond to isolated conducting particles. Hence, the Dirichlet boundary conditions
result in the onset of induced charges at the particles which are proportional to the capacity
of the particles. On the contrary, the type of boundary conditions used in [Luk89] results
in the onset of induced dipoles at the particles, instead of charges. The potentials produced
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by dipoles decay faster than the ones produced by charges and as a consequence screening
effects and collective particle interactions might be expected to be less relevant. Understand-
ing this type of dipole induced screening effects is an interesting issue, which deserves further
investigation.
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