MicroRNAs (miRNAs) are non-coding RNAs that play important roles in post-transcriptional regulation. Identification of miRNAs is crucial to understanding their biological mechanism. Recently, machine-learning approaches have been employed to predict miRNA precursors (pre-miRNAs). However, features used are divergent and consequently induce different performance. Thus, feature selection is critical for pre-miRNA prediction. We generated an optimized feature subset including 13 features using a hybrid of genetic algorithm and support vector machine (GA-SVM). Based on SVM, the classification performance of the optimized feature subset is much higher than that of the two feature sets used in microPred and miPred by five-fold cross-validation. Finally, we constructed the classifier miR-SF to predict the most recently identified human pre-miRNAs in miRBase (version 16). Compared with microPred and miPred, miR-SF achieved much higher classification performance. Accuracies were 93.97%, 86.21% and 64.66% for miR-SF, microPred and miPred, respectively. Thus, miR-SF is effective for identifying pre-miRNAs.
a b s t r a c t a r t i c l e i n f o
Introduction
MicroRNAs (miRNAs) are a family of~22nt endogenous noncoding RNAs involving in post-transcriptional regulation [1] . Mature miRNAs are usually cleaved from~90nt miRNA precursors (premiRNAs), characterized by a stem-loop or stem-loop-like structure that can be used as a characteristic for identifying novel miRNAs. The first miRNA (lin-4) is discovered in 1993 [1, 2] ; currently 15,172 miRNAs in 142 species are in the latest version of miRBase (version 16), including 1048 human miRNAs [3] . Recent estimates suggest that there is a large number of undiscovered miRNAs in many species [4, 5] .
Currently, computational prediction and experimental approaches have been used to discover novel miRNAs. A cDNA cloning technique is frequently used in experimental approaches. Although the cDNA cloning is direct and reliable, capturing miRNAs with low-expression levels or miRNAs that are expressed in a time-specific or tissuespecific manner is difficult. In recent years, computational prediction has been used to identify potential pre-miRNAs, since it is not affected by time or tissue specificity of miRNA expression. In particular, machine learning approaches including support vector machine (SVM) [6] [7] [8] [9] , random forest (RF) [10] , hidden Markov model (HMM) [11] [12] [13] and naive Bayes classifier (NBC) [14] have been used. Sequence compositions and RNA folding measures of secondary structure have been used as inputting features in these approaches. The divergent features used in these approaches result in different outcomes. Hence, selecting effective feature subset is very important for identifying new pre-miRNAs.
In miRabela [15] , 40 distinctive sequence and structural features from the hairpins are employed to identify pre-miRNAs in the genomic regions near the known mammalian miRNAs. This method predicted about 50 to 100 novel pre-miRNAs for several species; about 30% of potential pre-miRNAs predicted were experimentally validated. miPred, which is an SVM-based classifier, was constructed using 29 "global and intrinsic" features from hairpin folding characteristics, and is used to predict human pre-miRNAs. Its accuracy in test set reaches 93.50% for human [6] . A recent microPred approach used 21 features related to sequence composition and thermodynamic stability to distinguish human pre-miRNAs from pseudo hairpins. MicroPred based on SVM achieves high classification results for both sensitivity (SE) (90.02%) and specificity (SP) (97.28%) [8] .
Although these approaches achieve satisfactory performance in several species, they have limitations. MiRabela and miPred consider the importance of the stem-loop structure characteristics for identifying real pre-miRNAs, but do not filter out features in the feature set that may lead to poor classification performance. For microPred, only fine features from the initial feature set remain after a Genomics 98 (2011) 73-78 filter feature selection. However, the filter model requires no feedback from the classifier and estimates the classification performance by indirect assessments such as distance measures, which reflect how well the classes separated from each other. Although feature selection in microPred improves classification accuracy, feature selection using the filter model does not provide much higher classification accuracy. By contrast, the wrapper feature selection methods are classifier dependent, in which the "goodness" of the selected feature subset is evaluated directly by classification accuracy. Based on previous studies, the classification accuracy of the wrapper model is higher than the filter model in feature selection [16] [17] [18] [19] .
In this study, to find a more effective feature subset for classification, we firstly extract as many characteristics of pre-miRNAs as possible from the literatures [6, 8, 15] . Then, a wrapper feature selection that evaluated if the features were useful or not, a hybrid of genetic algorithm and support vector machine (GA-SVM), was employed to identify an optimized feature subset. Based on SVM, the classification performance of the optimized feature subset is much higher than that of the initial features without feature selection and the two feature sets used in microPred and miPred by using five-fold cross-validation. The SVM-based classifier miR-SF is constructed for predicting the most recently identified human pre-miRNAs in miRBase (version 16) by using the optimized feature subset. Compared with the two SVM-based microPred and miPred, miR-SF (93.97%) achieves much higher classification accuracy than microPred (86.21%) and miPred (64.66%).
Materials and methods

Data set
The sequences of human miRNA precursors were downloaded from release 15 of miRBase registry database, which included 940 human pre-miRNA entries. The secondary structure of all sequences used in this study was predicted using the RNAfold procedure in the Vienna RNA package version 1.8.1 [20] . After removing the premiRNAs with multiple loops in the stem-loop structure, 906 premiRNAs were obtained, which composed the positive samples. 657 of those were contained in release 12 of miRBase and were used to generate the optimized feature subset, while the remaining 249 premiRNAs were used to evaluate the optimized feature subset.
As negative samples, 8494 pseudo hairpins were extracted from protein coding regions according to the RefSeq and UCSC refGene annotations. These were also used in microPred [8] and miPred [6] . To distinguish miRNAs from other small RNAs, 754 other small RNAs used in microPred [8, 21] were obtained, of which 129 small RNAs without multiple loops were also taken as negative samples.
Feature set
Constructing an initial feature set was very important for identifying the optimized feature subset. In order to extract an effective classification feature subset, we selected as many features of pre-miRNAs as possible based on the literatures. We obtained 185 features for the original feature set, characterized by sequence composition and RNA folding measures of secondary structure. Sequence features mainly included the frequency of single nucleotides, dinucleotides and trinucleotides in the pre-miRNA sequences, while secondary structure features included adjusted Shannon entropy, distance between internal loops and the frequency of the minimum free energy structure, etc. All features are described in detail in the supplementary material.
All feature values were extracted by analyzing pre-miRNA primary and secondary structures. Fig. 1 shows the primary and secondary structure of the hsa-let-7e precursor and the locations of some terms in the secondary structure. The secondary structure of all pre-miRNA sequences was predicted using RNAfold under default parameters. After extracting all feature values, we found that "the number of symmetrical loops with each part exactly containing seven bases" and "the number of asymmetrical loops with the longest part exactly containing seven bases" were zero for all sequences used. These two features were removed, and the remaining 183 features formed the initial feature set.
Identification of an optimized feature subset
GA-SVM was proposed for selecting an optimal feature gene subset for disease classification in our previous study [22] . This is a hybrid of genetic algorithm (GA) and support vector machine (SVM) that fully utilizes the unique merits of the two data-mining approaches. Here, for each sample set, GA-SVM was employed to extract an optimal feature subset for distinguishing real pre-miRNAs from pseudo hairpins and other small RNAs. GA was used to extract the optimal feature subset based on the process of nature selection, in which the fitness value of an individual (feature subset) is given based on the classification accuracy of the SVM classifiers. First, we randomly generated N fixed-length individuals (the set of the feature subsets) as an initial population, encoded as N binary strings for easier operation. Based on the corresponding feature value submatrix for each individual, SVM classifiers were constructed, and the average classification accuracy based on five-fold cross-validation was denoted as the fitness value of this individual. Individuals with higher fitness values had a greater chance to be selected to generate new feature subsets than those with low values by crossover and mutation. Better individuals were retained by survival of the fittest, and finally Fig. 1 . The primary and secondary structure of the hsa-let-7e precursor and the locations of some terms in the secondary structure. The upper part shows the primary structure of hsa-let-7e and the lower one indicates the secondary structure and the relevant terms with different colors.
the optimal individual was obtained as an optimal feature subset when the stop condition was met. In this study, for a certain sample set, GA-SVM with default parameters was employed to extract an optimal feature subset for distinguishing two classes, using the following steps:
(1) Encoding. We constructed the feature value matrix M K and the initial feature set with n features for a certain sample set. , the adaptability of the individual j was evaluated by the average accuracy of the classifiers based on five-fold cross validation, which was denoted as eval j = eval (SM j K ) for the individual j. Where the fitness value was
was the number of sample sets generated by one five-fold cross validation, ACC d was the classification accuracy of the test samples T d in the dth sample set set d (detailed description was shown in five-fold cross validation in methods) using the SVM algorithm. Discriminant function in SVM was given by
where x was the test sample vector, x i was the training sample vector, L was the number of test samples, y i was label of samples, a i was the Lagrange multiplier related with x i . For SVM, a i ≠ 0, sgn{} was symbol function, and K(x i ⋅ x) was a kernel function (linear kernel was used in this study). The proportion of samples correctly classified in the test samples was obtained as the classification accuracy (ACC). (3) Producing new population by crossover and mutation. Since the initial set of feature subsets (initial population) is not, in general, the whole subsets of the feature set, but is randomly generated, the new set of the feature subsets (new generation population) was generated by crossover and mutation to obtain the optimal feature subset. Based on the fitness value of each individual in the initial population D 0 K , the highest N/2 individuals were obtained to form the set of the feature subsets denoted D 01 K , which did not undergo crossover and mutation and directly entered the next generation. Using the choice
eval j , we randomly selected individuals in the initial population D 0 K to generate another N/2 new individuals denoted D 02 K by crossover and mutation. Here the higher the fitness value of an individual j was, the more the selected probability was for that individual. For the initial population D 0 K , based on crossover probability 0. (4) Extracting an optimal feature subset. The best individual (feature subset) with the highest eval j in the current generation D 1 K was obtained by calculating the fitness value of all individuals. When the classification accuracy difference of the two best individuals in neighboring two generations was less than 0.001, or the maximum generation reached 100, iteration was stopped, and the last best individual was extracted as the best feature subset in the current set of feature subsets in which each feature number was approximately n/2. To further select the optimal feature subset, the initial feature set was replaced with the above extracted best feature subset, the initial feature value matrix M K was replaced with the corresponding submatrix SM K (in which the column of the feature value matrix was all features of the new feature subset) of this new feature subset, and the above steps were repeated until the last two feature subsets extracted were the same. This feature subset was extracted as the optimal feature subset of this sample set.
Measures of evaluating the optimized feature subsets
Based on the optimized feature subset, we constructed the SVM classifier for evaluating the classification power of this feature subset. Five-fold cross validation and the five indices including sensitivity (SE), specificity (SP), accuracy (ACC), F-measure (Fm) and Matthews correlation coefficient (MCC) were used to evaluate the classification performance of the optimized feature subset. The formulas of these indices were:
where TP was the number of real pre-miRNAs correctly identified, FN was the number of real pre-miRNAs missed; TN was the number of pseudo hairpins correctly identified, and FP was the number of pseudo hairpins incorrectly classified.
Five-fold cross validation
For the optimized feature subset, we used five-fold crossvalidation to evaluate its classification performance. First, positive and negative samples in a sample set were randomly divided into five non-overlapping parts of roughly equal size, denoted as P i (i = 1, 2, …, 5) for positive samples (real pre-miRNAs) and N i (i = 1, 2, …, 5) for negative samples. A combination of P i and N i was used as the test set, and the rest of the sample set was used as the training set. Thus, all combinations produced 25 pairs of training and test sets, 
Results
Using the GA-SVM algorithm we identified an optimized feature subset for distinguishing real pre-miRNAs from non-pre-miRNAs. Then, the classification performance of the optimized feature subset was compared with the initial features and the two previous feature sets by using five-fold cross-validation based on SVM. Finally, the miR-SF classifier was constructed by using this optimized feature subset. The classification performance of miR-SF was compared with two previous approaches (microPred and miPred) by using the identification power of the most recently identified miRNAs in miRBase (version 16).
Optimized feature subset extracted
We extracted 657 pre-miRNAs (positive samples) from release 12 of miRBase after removing the pre-miRNAs with multiple loops in the stem-loop structure. The number of the positive samples was significantly less than the negative samples, so we established an unbiased classifier by selecting 657 negative samples, including 129 other small RNAs and randomly selected 528 negative samples from 8494 extracted protein-coding sequences. This was repeated 100 times to form 100 different negative sample sets. Thus, 100 different training sets were obtained by combining 657 positive samples with one of the 100 random negative sample sets, 100 times. Each of the 100 training sets was composed of 657 real pre-miRNAs and 657 nonpre-miRNAs. These training sets were employed to extract an optimized feature subset.
The GA-SVM algorithm was used to select an optimal feature subset for each training set. However, each optimal feature subset was extracted based on only one training set. In order to improve the classification power, we integrated the 100 optimal feature subsets. First, the frequency of each feature in all 100 optimal feature subsets was calculated, with a maximum value of 1 and minimum value of 0. Feature frequencies are shown in Fig. 2 , marked with solid circles. The higher the feature frequency was, the more important that feature was for pre-miRNA identification. Next, we employed the permutation technique to determine the threshold of feature frequency by disturbing category labels 10 times randomly for each of the 100 training sets. Based on the 1000 random sets, the random feature frequencies were calculated, with a highest frequency of 0.09 (dotted line in Fig. 2) . Here, 0.09 was set as the threshold of feature frequency. Finally, 13 features were statistic significance, which had the feature frequencies larger than 0.09. The 13 features composed the final optimized feature subset. Feature name, detailed description and frequency of each feature are listed in Table 1 . The 13 features related to RNA secondary structure folding measures are denoted with red solid circles in Fig. 2 . The result showed that structure features could be more effective than sequence composition for classification of premiRNAs, which was consistent with previous approaches such as miPred, microPred and G 2 DE's [13] . Some features were found in many approaches [6, 8, 13, 15] and might be crucial for the prediction of pre-miRNAs, such as MFEI1, dQ, zQ, dD and zD.
Performance evaluation using five-fold cross validation
In order to evaluate the classification performance of the identified optimized feature subset, it was compared with the initial feature set used here and the feature subsets used in microPred and miPred. Firstly, the remaining 249 pre-miRNAs in release 15 of miRBase and the re-extracted 249 negative samples were combined as the reference sample set. Next, by using the reference sample set, fivefold cross validation based on SVM was performed on the four feature sets (the identified optimized feature subset, the feature subset identified in microPred, the feature subset used in miPred and the initial feature set used here). Finally, the classification performance was evaluated by five indices: SE, SP, ACC, Fm and MCC. As a result, our optimized feature subset achieved the higher SE (100%), SP (97.98%), ACC (98.99%), Fm (99.01%) and MCC (98.02%) than that of the other two feature subsets and the initial total features (Table 2) . Thus, the identified optimized feature subset was effective for distinguishing real pre-miRNAs from non-pre-miRNAs.
Accuracy evaluation using the most recently confirmed pre-miRNAs in miRBase
Based on release 15 of miRBase, the optimized feature subset was used to distinguish the pre-miRNAs from non-pre-miRNAs, and achieved better performance than the initial features and the two other feature subsets (in microPred and miPred). To evaluate the power of identification for new miRNA sequences, 119 newly discovered human pre-miRNAs in release 16 of miRBase were extracted, of which 116 pre-miRNAs had no multiple loops. These pre-miRNAs were predicted using miR-SF, microPred and miPred. As a result, miR-SF achieved the highest prediction accuracy, at 93.97% (109/116), while microPred was 86.21% (100/116) and miPred was 64.66% (75/116). These results indicated that miR-SF is a powerful approach for predicting novel pre-miRNAs.
Conclusion
Identification of miRNAs is the first step in understanding their biological characteristics. In recent years, many approaches have been proposed to predict pre-miRNAs, using different feature sets and yielding different performances. However, these did not consider the effect of feature selection on classification. Selection of the feature subset is important for distinguishing pre-miRNAs from non-premiRNAs. In this study, the GA-SVM algorithm proposed in our previous work was applied to identify the optimized feature subset including 13 features. Based on this subset, miR-SF was constructed for predicting novel pre-miRNAs.
Firstly, using the reference sample set, the classification performance of the optimized feature subset was compared with the initial 183 features without feature selection and the two existing feature subsets used in previous methods. Based on SVM, we evaluated the performances of the four feature sets by using five-fold crossvalidation, which showed that the identified optimized feature set achieved the highest classification power. This demonstrated that feature selection is crucial for identifying pre-miRNAs. Secondly, we constructed the SVM classifier (miR-SF) based on the optimized feature subset. In the prediction of the most recently identified premiRNAs in release 16 of miRBase, the accuracy of miR-SF was much higher than that of the two other methods (microPred and miPred). These results demonstrated that miR-SF was effective for predicting novel pre-miRNAs.
Moreover, very significantly, all 13 features extracted in this study were RNA folding measures of secondary structure. This showed that structural features might be more effective than sequence composition for identifying pre-miRNAs. The frequency of the two features "the structural diversity" and "the frequency of MFE structure" were significantly higher than other features. These were important for predicting RNA secondary structure [20, 23] . Furthermore, stem-loop secondary structure was important for predicting the pre-miRNAs [7, 24] . Thus, the two features we proposed might be promising characteristics for distinguishing the pre-miRNAs from non-pre-miRNAs.
Finally, the classifier based on the optimized feature subset should have the ability to predict novel miRNAs in human genome. However, 11 million hairpins are identified by scanning the entire human genome [25] . For the huge number of candidate hairpins, enormous false positives can be produced in genome-wide prediction of premiRNAs, even if the specificity is 97.98%. How to reduce the false positive rate would be the next problem that needs to be thought deeply. And with more and more miRNAs identified, the false-positive predictions should also be reconsidered [4, 5] . Furthermore, although the classification performance of miR-SF was satisfactory, the initial feature set extracted from the known literature did not contain all possible features describing pre-miRNAs. Thus, some effective features might be omitted. With further research on pre-miRNA characteristics, we might find more effective features using GA-SVM, and miR-SF might identify many more potential pre-miRNAs. The best performance in each index is highlighted with bold front.
