Chiral crystal surfaces lack mirror or glide plane symmetry. Nevertheless, some chiral surfaces deviate more significantly from an achiral configuration, and thus possess greater enantioselective potential, than others. We describe a procedure to calculate chiral indices, I C (in Å), of any two-dimensional (2D) periodic atomic surface based on atomic displacements from ideal mirror or glide plane symmetry. We define a 2D unit cell parallel to the surface, identify coordinates of atoms associated with that surface unit cell, and employ minimization procedures to determine the positions and orientations of best-fit pseudo-mirror and pseudo-glide plane operators perpendicular to that surface. Achiral surfaces invariably have I C = 0, but we find that surfaces of intrinsically chiral crystals [e.g., quartz (1 0 1)] may also display I C = 0, depending on the surface atoms selected. Of 14 surfaces modeled, I C is greatest for chiral faces of achiral crystals: the (2 1 4) scalenohedral faces of calcite (I C = 2.60 Å), the (1 1 0) faces of diopside (I C = 1.54 Å), and the (6 4 3) faces of FCC metals such as copper and platinum (I C = 1.29 Å).
Introduction
The ability of some chiral crystalline surfaces to adsorb chiral molecules and to promote heterogeneous enantioselective catalysis has received considerable recent attention from researchers in science and industry [1] [2] [3] [4] [5] [6] [7] [8] [9] . Prebiotic enantioselective adsorption of amino acids onto mineral surfaces has been proposed as a viable mechanism to account for the exclusive incorporation of left-handed amino acids in biological organisms [10, 11] . Enantiomeric selection on crystalline surfaces, furthermore, presents a promising avenue for efficient chiral purification of pharmaceuticals and in other industrial applications [7] .
In a strict crystallographic sense any periodic two-dimensional (2D) surface is either chiral or achiral, depending on whether mirrors or glide planes (both improper symmetry operators) exist perpendicular to that surface [12] . Nevertheless, some chiral arrangements of surface atoms deviate only slightly from their enantiomer, whereas other enantiomeric pairs of surfaces differ significantly from each other. In other words, some surfaces are "more chiral" than others, and thus have a greater intrinsic enantioselective potential [13] . The extent of chiral discrimination achieved for a given combination of crystal surface and chiral molecule will, of course, depend on structural details. But, lacking a detailed structural model of surface interactions, crystal surfaces with greater intrinsic enantioselectivity warrant special consideration.
No single number can characterize uniquely the "degree of chirality" of an exposed crystalline surface. Indeed, several factors, including positions of terminal atoms, their effective charge, and their bonding environments, can contribute to deviations of a crystal surface from ideal mirror or glide plane symmetry. Nevertheless, the extent to which atomic positions of a periodic 2D surface structure deviate from strict mirror or glide plane symmetry can provide the basis for a conceptually useful and mathematically well-defined "chiral index"-a measure of the enantioselective potential of that surface. This idea of a chiral index builds on a long tradition of crystal-chemical distortion indices, which have proven exceptionally useful in describing deviations of groups of atoms from an ideal symmetry. Thus, for example, a variety of distortion indices have been devised to characterize cation coordination polyhedra, such as SiO 4 tetrahedra and MgO 6 octahedra in ionic compounds [14] [15] [16] . Similarly, a distortion index described by Thompson and Downs [17] quantifies the deviation of a periodic three-dimensional oxygen array in a quasi-close-packed mineral from an ideal close-packed array. These and other distortion indices quantify the misfit of an observed atomic structure superimposed onto an idealized structure, for example, through a minimized sum of the squares of distances between observed and idealized atom positions.
This minimization strategy suggests a potentially useful approach to defining chiral indices in terms of the deviation of the observed positions of surface atoms from those of an idealized surface with mirror or glide plane symmetry. Such chiral indices define the intrinsic chirality of a surface as the extent to which that surface is non-superimposable on its enantiomer. Thus, for example, a slight distortion of an achiral surface may lead to a chiral surface with low chiral index, because the two enantiomers almost superimpose. By contrast, enantiomeric surfaces of left-and right-handed quartz (SiO 4 ), with opposite-handed helices of corner-linked SiO 4 tetrahedra, might be predicted to have relatively large chiral indices because they are not obviously superimposable [13] . The usefulness of such a chiral index is that one can assess a priori the potential of a given surface structure for chiral selectivity. Greater misfit of enantiomeric surfaces (i.e., deviation of observed atomic coordinates from idealized mirror or glide plane symmetry) should correlate with a greater probability for an energy difference in the adsorption of molecular enantiomers, and thus a greater potential for enantioselectivity.
Calculation of chiral indices

Computational strategy
Two steps are necessary to calculate a chiral index. First, we specify a 2D periodic surface structure in terms of a surface unit cell (defined by two vectors, a and b, with lengths a and b, and an angle, γ, between them) and a set of coordinates for all atoms associated with that surface unit cell (x, y, z), where x and y are fractional coordinates in terms of a and b, and z is height relative to the surface. Note that the third dimensional coordinate z is required because many common crystal surfaces have atoms at varying heights.
Once a surface unit cell has been defined, then we generate a comprehensive range of fictive mirror and glide plane symmetry operators perpendicular to the surface, compute fictive atom coordinates based on those operators, and calculate deviations of observed atom positions from the fictive atom positions. We propose two complementary chiral indices based on these deviations. The "average displacement index" (I CA ) is based on the mirror or glide plane for which the average deviation of atomic positions from ideal positions (in Å) is minimized.
Alternatively, we report a "maximum displacement index" (I CM ), which is derived by determining the largest deviation of an observed atom position (also in Å) from its ideal position for each possible fictive mirror or glide plane. The I CM is the smallest of all possible maximum displacements.
Determination of the 2D unit cell
A surface (2D) unit cell is a parallelogram defined by vectors, a and b, with lengths a and b, and an angle, γ, between them. The surface unit cell can be translated by integral steps of a and b to generate the entire surface. The symmetry of the periodic surface must conform to one of the 17 plane groups, as listed in the International Tables of  Crystallography. The choice of surface atoms and their coordinates is not unique. In this study we define the 2D structure of a surface (h k l) as an idealized slice of the crystal that contains all terminal atoms in the surface [13] . Note, however, that the surface of real oxide and silicate crystals feature atoms whose positions are usually relaxed from those of the 3D crystal structure [18] [19] [20] [21] . Similarly, real surfaces of FCC metals are known to undergo considerable fluctuations in local structure due to thermal diffusion [22, 23] . For this paper, however, we employ idealized atomic coordinates from the bulk crystal, as determined from 3D diffraction experiments (e.g., for calcite [24] , diopside [25] , orthoclase [26] , quartz [27] , and FCC copper with unit-cell edge a = 3.60 Å). Most surface structures have some associated depth; therefore, we define a z-coordinate that provides a measure of the height of the atom in angstroms for each atom. The basis vector associated with this depth is perpendicular to the surface. The slice of atoms is generated with the interactive visualization software, XtalDraw [28] .
By definition, a direct space vector,
k, and l are integers), only if hx + ky + lz = 0 (nomenclature after Boisen and Gibbs [29] : bold v denotes the name of the vector, [·] denotes the triple associated with the vector v with respect to the basis indicated by the subscript D, and the superscript t designates the transpose of the triple). A surface lattice must exist in the plane parallel to a crystal face, because the equation has solutions for integer values of x, y, and z. We generate this surface lattice by finding atoms and their translational equivalents, where the translation vector is made of integers. In general, we choose the shortest vector from the set of all such translations, and define it to be one of the axes of the surface lattice. We find another reasonably short vector that defines a primitive surface lattice and that is as close as possible to being perpendicular to the first axis. The interaxial angle, γ, is found from the inner product of these lattice vectors, a and b. The coordinates of the atoms in the surface are then transformed from the 3D crystallographic basis to the new 2D surface basis.
The basis vectors of the 2D unit cells of 14 surfaces examined in this study are recorded in Table 1 with the coordinates of all atoms in the cell with respect to the surface basis. Several features of these 2D unit cells should be noted.
1. The dimensions of a surface unit cell may be significantly larger than those of the 3D unit cell. This situation often arises in surfaces with relatively high-Miller-indices, such as those of FCC metals, because of the oblique intersection of the surface with the 3D unit cell. 2. The number of atoms in the 2D asymmetric unit commonly differs from that of the 3D asymmetric unit. In the case of high-Miller-indices, the 2D number of atoms may greatly exceed that of the 3D structure. For example, a single atom forms the 3D asymmetric unit of FCC metals, but FCC surfaces that incorporate kink sites require a minimum of five atoms. By contrast, a low Miller index surface such as (0 0 1) of many layer minerals may have only one atom in the 2D asymmetric unit, whereas 3D structures can require more than a dozen atoms. 3. A 2D lattice with a = b and γ = 90 • lacks mirror or glide plane symmetry and thus is inherently chiral; the surface structure will have plane group symmetry P1 or P2 (see also [12] ). Orthogonal 2D lattices or lattices with Table 1 Surface (2D) unit cells (a, b, and γ) and atom coordinates (x, y, z) a = b may also be chiral if at least two atoms form the asymmetric unit and at least one of those atoms is in a 2D general position (xy).
Determination of chiral indices
We computed two separate chiral indices, I CA and I CM , for each crystal surface. The index, I CA , is a measure of the average deviation of surface atoms from a best-fit mirror or glide plane image. Alternatively, the index, I CM , is the minimum of the family of maximum deviations of individual atoms from their mirror or glide images. The chiral indices were computed using a FORTRAN code specifically developed for this purpose. The general principle involves (1) the creation of a mirror or glide plane image of a surface; (2) the association of each atom in the surface with its closest image in the mirror or glide plane image; and (3) computation of the distances separating the pairs of mirror-or glide plane-related atoms.
The values of chiral indices associated with mirror or glide plane operations depend on both the orientation and the location of the mirror or glide plane. In the special case of lattices that contain mirror or glide plane symmetry (e.g., any orthogonal lattice or lattice with a = b), an integer vector in Table 1 a Calcite Miller indices are based on the hexagonal structural unit cell, as opposed to the morphological unit cell [13] . b Diopside (1 1 0) features at least three alternative surface terminations. The terminations (1 1 0)-a, -c, and -e correspond to structures described and illustrated by Hazen [13] in Fig. 8a , c and e, respectively. either direct or reciprocal space can be used to describe the orientation of the symmetry plane. However, the orientation of a symmetry plane is not so straightforward to define when the lattice, itself, does not possess mirror or glide plane symmetry. On the one hand, if a mirror is defined perpendicular to an integral reciprocal lattice vector, then there is no guarantee that the separation between a given atom and its mirror image will be the same for any translation-equivalent pair because the image of lattice points may not be superimposed. Consequently, a direct space vector must be used to define the orientation of a mirror plane. In this case, we define the mirror by [uv] m, where [uv] is an integral direct space vector perpendicular to the mirror plane. The coordinates, (u, v) , are defined with respect to the surface bases listed in Table 1 . On the other hand, a necessary condition for a glide plane is that the composition of a glide operation with itself must produce a lattice translation (i.e., defined by integers) that is perpendicular to the plane normal. This condition can be guaranteed only if the orientation of the glide plane is defined by integers in reciprocal space (again, because hx + ky + lz = 0). In this case, we define the glide by (h k) g, where (h k) designate the integral coordinates of a reciprocal space vector that is perpendicular to the glide plane. In our algorithm, the orientations of the planes were defined by examining every mirror or glide plane with indices h and k between −10 and 10 [a total of 128 possible nonequivalent (h k)] in the appropriate direct or reciprocal space, respectively.
We examined the effect of the location of a given symmetry plane by computing chiral indices with the plane displaced systematically from the origin of the surface unit cell. Our algorithm translated the symmetry plane across one surface unit cell, from one corner to another, displacing the plane in 100 equally spaced steps and computing the chiral indices at each step.
We computed chiral indices at each of 128 orientations and each of 100 displacements for mirror and for glide symmetry planes with the following algorithm. First, we generated the coordinates of all atoms in a 3 × 3 array of surface unit cells. A new Cartesian basis, designated the plane basis, was computed with its x-axis perpendicular to the symmetry plane, z-axis parallel to the surface z-axis, and y-axis perpendicular to x and z, and consequently parallel to the plane. Note that the y-axis defines the direction of translation resulting from the composition of a glide with itself. The 3 × 3 array of surface atomic coordinates were transformed to the plane basis. We varied the origin of the plane basis for each of the 100 plane displacements, so that the plane always passed through the origin of the plane basis. Simply changing the sign of the x-coordinate then generates the mirror image. The glide image was computed from the mirror image by adding the translation vector determined from the composition of the glide with itself.
Each atom in the plane basis was paired with its closest atom in the mirror or glide plane image and the sep- 8 5 4) 0.84
The name of the mineral and its surface indices are given in the first two columns. The average displacement index, I CA , and maximum displacement index, I CM , are given in units of angstroms. The orientation of the symmetry plane is given in the last column with respect to the surface basis (see Table 1 ). When only one orientation is given then the symmetry planes for I CA and I CM coincide, and when two orientations are given, then the first is with respect to I CA . Orientations given with square brackets represent mirrors, [xy] m, and those with round brackets represent glides, (h k) g.
arations between them were determined. We computed an average index, I A , for each orientation and displacement by summing each of the atomic-pair separations, and dividing by the number of atoms; I CA is the minimum of these indices. A maximum displacement index, I M , was computed by finding the maximum atomic-pair displacement at each orientation and displacement; I CM is the minimum of these indices. The computed values of I CA and I CM along with the orientation of the best-fit mirror or glide symmetry plane for each of 14 different crystalline surfaces are given in Table 2 . An illustration of the effect of displacing a mirror across a surface unit cell is provided in Fig. 1 for the (0 1 1) surface of quartz. Fig. 1a is a plot of the average index, I A , versus the displacement of the mirror, [12] m, as it is displaced in 100 steps across the surface cell from (0 0) to (0 1). Note that the surface unit cell has four local minima, each occurring where the pseudo mirror intersects an atom, and the global minimum occurs where the pseudo mirror is halfway between a pair of atoms and is perpendicular to the surface projection of the interatomic vector. To illustrate these pseudo mirrors, Fig. 1b displays a 3 × 3 array of surface unit cell contents along with fictive mirrors that pass through the local and global minima in I A . In general, local minima in the chiral index can be found when a mirror intersects an atom or when the mirror is halfway between a pair of atoms and is perpendicular to the interatomic vector. Fig. 1 . Displacing a mirror across a surface unit cell has a significant effect on the chiral index, as illustrated for the (0 1 1) surface of quartz. The pseudo mirror associated with I CA is perpendicular to the direct space vector [12] . (a) Average chiral index, I A , plotted against the displacement of the mirror, [12] m, as it is displaced in 100 steps across the surface cell from (0 0) to (0 1). Note that there are four local minima and one global minimum, I CA . The local minima occur for pseudo-mirrors that pass through the atomic locations. In this example, the global minimum occurs where the pseudo mirror is placed half way between pairs of atoms. (b) A 3 × 3 array of surface unit cell contents with a bold line that indicates the pseudo mirror associated with I CA , and four thin lines that indicate the location of the pseudo mirrors associated with the local minima in (a). The pseudo mirror associated with I CA looks like a true mirror from this projection of the atoms; however, the mirror image pairs of atoms are at different heights.
Results
Calculated chiral indices, I CA and I CM , for 14 different crystalline surfaces (Table 2 ) reveal a number of significant, and in some instances unanticipated, features. In the following sections we summarize our analyses of 10 common mineral surfaces described and illustrated by Hazen [13] , including those of calcite (CaCO 3 ), diopside (CaMgSi 2 O 6 ), orthoclase (KAlSi 3 O 8 ), and quartz (SiO 2 ), as well as four different kinked surfaces of FCC copper. The face-centered cubic (FCC) unit cell edge of Cu is 3.60 Å, yielding a radius for Cu of ≈1.27 Å, which is similar to the radius of O. Thus, the chiral indices of Cu and minerals are comparably scaled.
Calcite
Calcite dramatically illustrates the potential for an achiral crystal to exhibit strongly chiral surfaces. The common (2 1 4) scalenohedral face of calcite (CaCO 3 ), which is a chiral surface that adsorbs d-and l-aspartic acid differentially [11] , displays by far the largest calculated chiral indices among the 14 surfaces modeled in this study. The greatest of these indices (I CM = 2.60 Å) is comparable in magnitude to nearest neighbor anion-anion distances in many oxides and silicates and thus may represent a near-maximum possible value for I CM of typical rock-forming minerals. This face also exhibits the largest calculated I CA (1.73 Å).
The reason for these relatively large chiral indices is evident from the terminal atomic structure (Fig. 2) . The distribution of oxygen atoms at the calcite (2 1 4) surface shows little hint of mirror or glide plane symmetry. This atomic surface is characterized by the oblique intersection of alternating planes of Ca and CO 3 groups-an arrangement that produces a strongly contoured, chiral surface [13] . The large chiral indices thus reflect the irregular structure, and point to the strong enantioselective potential of this surface.
By contrast, we find that the achiral calcite (1 0 4) cleavage surface has I CA = I CM = 0 Å for symmetry planes perpendicular to the [10] surface basis vector (Fig. 3) , as required by symmetry constraints.
Diopside
Chiral (1 1 0) cleavage surfaces of the common rockforming silicate diopside (CaMgSi 2 O 6 ) illustrate the strong dependence of chiral indices on details of surface structure. This surface can be modeled with at least three distinct arrangements of oxygen, magnesium and calcium atoms [13] , depending on the presumed oxygen coordination of terminal divalent cations (Fig. 4) . While details of these surface structures differ, all three feature complex distributions of O, Mg and Ca that deviate from mirror or glide plane symmetry. All of these arrangements thus possess relatively large chiral indices (maximum I CA = 0.72 Å and I CM = 1.54 Å), and none of these arrangements displays an obvious pseudo-mirror or pseudo-glide plane. The diopside (1 1 0) cleavage thus represents another promising surface for enantioselectivity.
Orthoclase
Feldspar, the commonest rock-forming mineral in Earth's crust, often features the chiral (1 1 0) growth face. We modeled (1 1 0) of a monoclinic potassium end-member feldspar, orthoclase (KAlSi 3 O 8 ). As in the case of diopside, the structural complexity of the terminal oxygen atoms, coupled with near-surface tetrahedrally coordinated Al and Si cations, results in a strongly chiral surface structure (Fig. 5 ). This face, consequently, possesses significant chiral indices (I CA = 0.52 Å and I CM = 1.01 Å).
Quartz
Quartz (SiO 2 ) is the only common chiral rock-forming mineral. Its structure features helices of corner-linked SiO 4 tetrahedra that can adopt either left-or right-handed configurations. One might predict, therefore, that quartz should display among the largest chiral indices. Indeed, many previous researchers employed powdered left-and right-handed quartz in studies of enantioselectivity based on this assumption [3, 30, 31] . Surprisingly, we find that the commonest quartz crystal growth surfaces, including (1 0 0), (1 0 1) and (1 1 0), possess relatively small chiral indices. Indeed, the calculated chiral indices for (1 0 1) are zero, because the idealized terminal oxygen atom positions yield strict mirror symmetry. In this case near-surface Si atoms, which are not included in our idealized surface structure, will break the mirror symmetry, because surface relaxation of terminal oxygen positions will lead to shifts in surface atom positions [19] . Thus the actual (1 0 1) surface is probably somewhat chiral. Nevertheless, this quartz surface is not well suited to chiral discrimination of adsorbed molecules.
The (1 0 0) prismatic and (0 1 1) rhombohedral surfaces of quartz are more promising, with maximum chiral indices of I CA = 0.54 Å and I CM = 0.59 Å ( Table 2) . Nevertheless, unlike the chiral surfaces described above for calcite, The relatively low (or zero) chiral indices of quartz are a consequence of the constraint that every silicon atom, even those near the crystal termination, remains four-coordinated. Only oxygen atoms appear at the idealized surface, therefore, and these atoms possess a quasi-regular spacing-a topology that leads to pseudo-mirror and glide plane symmetry. The enantioselective potential of quartz thus appears, at best, to be weak compared to other common rock-forming minerals.
Copper
Copper, gold, platinum and silver possess the achiral face-centered cubic structure. Intuitively, it might seem that these high-symmetry metallic elements are unlikely to provide surfaces of interest in studies of chiral selection. However, a number of recent studies demonstrate that high-Miller-index planes of these metals may be cut, polished and annealed to yield chiral faces that feature periodically stepped surfaces with "kink sites" that act as chiral centers [1, 2, 4, 32, 33] . We modeled four of these planes-(5 3 1), (6 4 3), (8 7 4), and (8 5 4 One unanticipated result is that the FCC (5 3 1) surface displays the lowest chiral indices among the four terminations examined, even though the (5 3 1) surface has the greatest density of kink sites (and thus a greater density of chiral centers). This result arises because our chiral indices measure not only the short-range effects of chiral centers, but also the long-range distribution of these centers about fictive mirrors or glide planes. Tables 1 and 2 lead to a number of general observations regarding chiral indices, I CA and I CM .
Discussion
General considerations
Data in
1. For all mirrors and glide planes I CA ≤ I CM , because the maximum atom displacement must be greater than or equal to the average atom displacement. In several cases, however, the best-fit symmetry planes for I CA and I CM differ in orientation with respect to the surface unit cell. 
Alternative chiral indices
Our calculations of I CA and I CM for 14 surfaces demonstrate that chiral indices can provide a useful relative proposed indices I CA and I CM , for example, focus specifically on the deviations of a 3 × 3 array of surface unit cells from ideal mirror or glide plane symmetry. As such, these indices provide a measure of intermediate-range features, typically 15-45 Å in length, but they may not adequately characterize interactions between these surfaces and chiral molecules at significantly larger or smaller scales.
In some instances, the scale of the calculation is not important. For example, if a 2D unit cell is orthogonal or if a = b, then the best-fit symmetry plane must be oriented parallel to a cell edge or a cell diagonal. In such a case I CA and I CM are independent of the number of surface unit cells considered.
In the case of a non-orthogonal unit cell, however, chiral indices may be a function of the number of unit cells included in the calculation. Consider, for example, a pseudo-orthogonal cell (a = 3 Å, b = 5 Å, γ = 85 • ) with one atom at the origin, as illustrated in Fig. 7 . In this case, the best-fit mirror is always oriented close to the pseudo-orthogonal cell edge, but the exact orientation of that mirror varies with the number of 2D unit cells under consideration, and the average and maximum deviations of atomic positions from that mirror increase as more unit cells are considered. Thus, in some cases I CA and I CM may vary depending on the scale of the calculation. Note that surfaces of this type may be more likely to interact selectively with large chiral molecules than small ones.
By contrast, a "kink site" on an FCC metal surface provides an effective chiral center at the scale of a few angstroms, even though much of the metal surface area may be intrinsically achiral. The local kinks, rather than the entire surface, provide chiral sites for enantioselectivity. Given these effects of scale, at least two alternative types of useful chiral indices could be devised with strategies similar to those outlined above.
Three-point interactions
Chiral selection of molecules requires three non-colinear points of interaction [34] . One could, therefore, define a chiral index based on the maximum enantiomeric mismatch of triangles formed by nearest-neighbor atoms. Such a chiral index thus probes short-range effects of chiral centers over a few Angstroms, rather than long-range effects over several unit cells.
The first step in calculating such a three-point chiral index is to identify all symmetrically distinct triangles formed by three non-colinear, nearest-neighbor surface atoms. Each atom in the surface unit cell will be incorporated into such triangles. For a surface unit cell with only one atom there exists only two different triangles, but this number increases significantly with additional atoms in the unit cell, especially if two or more different atomic species are present. For a surface to display a high degree of enantioselectivity two criteria must be met. 1. At least one triangular, three-atom configuration must deviate significantly from an isosceles triangle (which possesses mirror symmetry and thus is inherently achiral). Greater enantioselective potential will be associated with three-point configurations that deviate more from an isosceles triangle. 2. In addition, at least one of these non-isosceles, three-atom triangles must differ significantly from the mirror images of itself and of all other triangles. This restriction arises because a surface will be achiral if every non-isosceles triangle is present in both enantiomeric forms.
A three-point chiral index, therefore, will be based on the maximum misfit between a three-atom surface triangle and mirror images of itself and of all other surface triangles.
Molecule-specific interactions
Many studies of chiral selection are concerned with the efficient separation of specific molecular enantiomers. An alternative chiral index strategy, therefore, is to model the relative fit (or lack thereof) of a target chiral molecule on various crystalline surfaces versus that of its enantiomer. One could devise a misfit index that evaluates the conformity of any desired molecule (and that of its enantiomer) adsorbed onto various surfaces, based on likely three-point bonding configurations of the molecule and surface. The optimum surface for chiral resolution will have significantly different misfit parameters (one close to zero and the other large) for the two molecular enantiomers. This approach, which requires realistic atomic models of both the crystal surface and the chiral molecules, would facilitate the identification and engineering of surfaces for optimal selectivity.
Conclusions
Calculations of the chiral indices, I CA and I CM , of various crystalline surfaces reveal several trends.
1. Achiral crystals often display strongly chiral surfaces.
The (2 1 4) No one parameter can define the "degree of chirality" of a surface. Nevertheless, chiral indices provide a direct measure of the deviation of a surface from mirror or glide plane symmetries, and thus can prove useful in identifying promising surfaces for further study.
