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DES Deep eutectic solvent







Gas-expanded liquids (GXLs) are a unique class of tunable solvents with unlimited 
potential. A wide range of solvent properties and solvent interactions and complexes are 
possible by adjusting the amount of the gas component (in situ) or changing the organic 
liquid. Aside from solvent tunability, there are environmental and processing benefits to 
using GXLs. Organic solvent use is decreased, the gas component can be vented off 
facile separations, and the gas can act as an antisolvent for selective solute precipitation. 
As a result there are numerous reaction and extraction schemes and materials processing 
applications that could benefit from GXL use. Unfortunately, important molecular-level 
details that can drive a chemical process are largely unknown and limit GXL use in 
industrial and specialty applications. The work presented in this uses a synergistic study 
of experiments and computer simulations to explore solvation processes and molecular 
interactions in GXLs and the effects on macroscopic observables like spectroscopy, 
transport, and reactions. 
 Steady-state solvation of a laser dye is studied with spectroscopy (UV/vis and 
fluorescence) and molecular dynamics simulations (MD). Both experiment and theory 
show that organic enrichment occurs in the vicinity of the solute called the cybotactic 
region. Subsequently, the solvent dynamics arising by electronically perturbing the solute 
are studied with MD simulation. Unexpected dynamics are observed and are dependent 
on the organic component and gas composition. The diffusion of heterocyclic compounds 
is studied with MD simulations and compared to the Taylor-Aris diffusion study of 
former group members. The experiments and simulations do not agree, but solvent 
 xix
structures obtained by simulation are shown to provide valuable insight into solvent-
dependent absorption spectroscopy, or solvatochromism. Finally, dissociation constants 
of alkylcarbonic acids that form in situ in CO2/alcohol mixtures are presented from 
spectroscopic measurements. Spectroscopic techniques to measure dissociation constants 
are well known; however, the high-pressure and multiple equilibria associated with 
alkylcarbonic acids hinder straight-forward measurement and analysis.
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Gas-expanded liquids (GXLs) are a class of tunable solvents that possess the 
solvent strength of organic liquids and transport capabilities of supercritical fluids 
(SCFs). GXLs are formed by the dissolution of a gas into an organic liquid at mild 
temperatures and pressures (20-40°C and <60bar) to yield a volume-expanded liquid 
phase with properties that can be adjusted between the pure liquid and pure gas by adding 
or venting the gas. Consequently, GXLs are an attractive medium for reactions and 
separations because less organic solvent is needed and once the process is complete, the 
gas can be vented for facile separation. A major application that takes advantage of 
pressure-tunable solvent strength of GXLs is gas-antisolvent (GAS) crystallization. 
Solute molecules (catalysts, reactants, products, nanoparticles) can be precipitated 
selectively by varying the solvent composition for facile separation. A driving force of 
GAS and other separations and reactions is the difference in intermolecular interactions 
between the solvent and solute, which can affect solubility, reaction rate, and selectivity. 
Designing a process and selecting the appropriate solvent(s) and operating conditions 
requires an understanding of molecular interactions to achieve the optimal performance 
with the easiest separation scheme. The work presented in this thesis is a synergistic 
study of spectroscopic experiments and computer simulations to explore molecular 
interactions in GXLs.  High-pressure spectroscopy and molecular dynamics (MD) 
simulations were used to study steady-state and dynamic solvation processes and their 
effects on transport properties, light absorption, and acid-catalyzed reactions. 
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Chapter 2 provides an in-depth background to GXLs, molecular interactions, and 
the spectroscopic and simulation techniques used in this study. 
Chapter 3 explores steady-state solvation of a probe molecule, Coumarin 153 
(C153), in CO2-expanded methanol (MeOH) and CO2-expanded acetone are investigated 
using simulation and spectroscopy. UV/vis and fluorescence spectroscopy are used to 
explore solvation of C153’s ground and first excited-state, respectively. Specifically, the 
solvatochromic shift (solvent-dependent absorption or emission spectra) is measured as a 
function of CO2 composition, and a simple model was developed to determine the local 
composition around C153. The results show that the local composition is different than 
the bulk composition. MD simulations also provided the local composition around C153, 
but also yield atomic-scale details, i.e. solvent maps around C153, that are unobtainable 
by experimental techniques. There is excellent agreement between the local compositions 
from UV/vis results and the ground state MD simulations; however, the fluorescence 
results and excited-state simulations disagree. Reasons for this disagreement are 
discussed. 
Solvation dynamics are explored in Chapter 4 via MD simulations. This study 
explores solvent reorganization dynamics following the excitation of C153 and links the 
ground and excited-state solvent structures that were presented in Chapter 3. Unexpected 
solvation behavior is seen and is a strong function of bulk CO2 composition, and the 
organic solvent. CO2-expanded MeOH solvation timescales are similar to the neat MeOH 
timescale at CO2 compositions up to 80% because of preferential organic solvation. 
Beyond this composition, solvation is markedly slower and sensitive to bulk composition. 
CO2-expanded acetone has a maximum solvation rate at 60% CO2, which is unexpected, 
 3
because of decreased solvent polarity. This behavior suggests that solvation in GXLs 
depends on two solvent properties: polarity and viscosity.  
Solvent rotational dynamics provide insight into solvation mechanisms and the 
molecular interactions that influence solvation. MeOH’s hydrogen-bonded structure 
slows rotation. The addition of CO2 decreases the solvent viscosity, breaks up the 
hydrogen bond network, and facilitates reorganization. On the other hand, acetone and 
CO2 molecules become more mobile with CO2 addition from decreased viscosity. This 
study applies the local organic enhancements that were calculated in Chapter 3 and 
applies the tunable solvent properties of GXLs to solvation dynamics. 
Chapter 5 examines the solvatochromic behavior of five heterocyclic compounds 
in CO2-epanded MeOH and solvent clustering behavior with MD simulations. The 
solutes were chosen because their structures are similar, but the placement of nitrogen 
atoms on the aromatic ring gives different dipole moments which alter solvent clustering 
behavior and ultimately impacts spectroscopy. Solvent structures are a basis to rationalize 
the solvatochromic behavior and demonstrate the sensitivity of solvation patterns to 
solute changes.  
Chapter 6 presents a novel technique to measure the acid dissociation constant 
(pKa) of alkylcarbonic acids (ACAs). ACAs form in situ from the equilibrium reaction 
between CO2 and alcohols in CO2-expanded alcohols. This group has used these acids as 
acid catalysts and polarity switches in reversible ionic liquid solvents, but the strengths, 
or pKa, are not known. UV/vis spectroscopy was used to study ACA equilibria. Past 
investigations of ACA ionization constants encountered analysis complications due to 
multiple equilibrium reactions and high-pressure nature of the solvents. These problems 
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were overcome by a careful degree-of-freedom analysis that will be detailed in the 
chapter. 
Appendices A and B are figures and tables that were not included in Chapters 3 
and 4. Appendix C explores diffusion of the heterocyclic solutes from Chapter 5 in CO2-
expanded MeOH with MD simulations. The results in neat MeOH are in good agreement 
with experimental data taken by former group members, but the simulations predict faster 
diffusion in the GXLs. The same trend of faster diffusion with more CO2 that was seen in 
the experiments was also predicted by the simulations; however, MD simulations did not 
predict the actual diffusion coefficients in GXL conditions. 
Appendix D describes a computational investigation of solvent effects on 
tautomeric equilibrium. The purpose of this project was to use the tunable properties of 
several different GXLs (MeOH, acetonitrile, and cyclohexane) to change the isomeric 
distribution of the keto and enol forms of the tautomerizing molecule benzoylacetone. 
The goal was to measure tautomeric equilibrium constants in the different GXLs with 
infrared (IR) spectroscopy and explore solvent-solute interactions with MD simulations. 
Unfortunately the high-pressure IR cell had too large a pathlength and the ZnSe windows 
absorbed most of the incident light. The MD simulations predicted Gibbs free energies of 
the tautomeric equilibrium process and the results and procedure are discussed. 
Appendix E discusses solvent effects on the cis/trans isomerization reaction rate 
of N,N diethylnitroazobenzene (DENAB) in GXLs. The isomerization rate was 
observable by our detection method in non-polar GXLs and showed little dependency on 
CO2 composition. The reaction was too fast in polar GXLs, like CO2-expanded acetone, 
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to measure with our instrumentation. A detector with fs resolution is required to monitor 
this reaction in polar solvents. 
Appendix F presents fluorescence and UV/vis spectroscopic results of the 
fluorophore ellipticine to measure the pKa of ACAs. This project paved the way for the 
ACA study described in Chapter 6, but itself had problems with the spectral analysis and 
sensitivity to water.  
Appendix G summarizes neutron scattering experiments in GXLs performed at 
Los Alamos and Argonne National Laboratories. CO2-expanded MeOH and acetone were 
investigated to compare to MD simulation results. Neutron scattering was stopped due to 
equipment failure. 
Appendix H discusses MD simulations in a deep eutectic formed by urea and 
fructose at 65°C. Solvent structures of two compositions were explored with radial 
distribution functions (RDFs) and indicate that hydrogen bonding between the two 
components is important in forming the eutectic. Solvent dynamics were studied with 





CHAPTER 2: BACKGROUND ON GAS-EXPANDED LIQUIDS, 





Solvents have a huge impact on chemical processing.1 They can enhance or 
hinder reaction rates, dictate a separation process, and impact the environment and human 
health. Unfortunately the perfect solvent does not exist. For example a solvent that could 
enhance catalyst solubility may be difficult to remove in a downstream separation 
process. Tunable solvents add versatility and flexibility to the solvent properties. The best 
known tunable solvents are supercritical fluids (SCFs) which consist of a fluid that has 
been heated and pressurized above the critical point—the thermodynamic point where the 
liquid and gas densities merge and the liquid phase ceases to exist. SCFs have both liquid 
and gas like properties, but most importantly the density and consequently solvent 
properties can be tuned by adjusting pressure, and venting removes the solvent system. 
SCFs have tunable solvation solvent strength, a built in separation mechanism, negligible 
surface tension, and gas-like transport properties; however, the operating conditions, 
particularly pressure, are extreme and escalate capital equipment costs. Additionally the 
solvent strengths are significantly weaker than organic solvents. Solvent strength can be 
increased by adding cosolvent amounts (<10%) of an organic solvent, but the high 
pressures limit SCF use in industry.  
Gas-expanded liquids (GXLs) are the next generation of tunable solvents that 
combine the benefits of SCFs and organic liquids.2, 3 These solvents are formed by the 
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dissolution of a gas, most often CO2, into an organic solvent to form a volume-expanded 
liquid phase with pressure-tunable properties that can be reversed by venting. Figure 2.1 
illustrates these GXL operating principles. GXLs operate at lower pressures the SCFs, 
<60bar versus hundreds of bars, and the large organic composition increases the solvent 
strength. The drawbacks are decreased fluidity and residual organic solvent that preclude 
a completely facile separation. As a result SCFs and GXLs are suited for different 
applications. SCFs are attractive as extraction and reaction media for mass-transfer 
limited processes because the gas-like viscosity can effectively penetrate porous and solid 
matrices. The strong and tunable solvation power makes GXLs attractive for antisolvent 









The most well-known GXL application is gas-antisolvent (GAS) crystallization 
which utilizes the poor solvent strength of the gaseous species to precipitate solute 
molecules. This has been demonstrated in the size-selective precipitation of 
nanoparticles4-6 and reaction products, but could also be used to separate catalysts from 
solution. Catalytic reactions like hydroformylations and oxidations capitalize on 
increased gas solubility (O2, H2) in GXLs, which leads to faster reaction rates relative to 






alkylcarbonic acids10-13 that form in CO2-expanded alcohols. These applications reflect 
the versatility of GXLs and GXLs can be chosen for a particular process if molecular 
interactions are known. Solvent interactions with a solute molecule can greatly impact 
macroscopic observables like phase behavior, solubility, reaction rate and selectivity; 
therefore, this thesis studies molecular-scale phenomena in GXLs to exploit them in 
chemical reactions and separations. 
 
The Cybotactic Region 
The dissolution of a solute molecule can disrupt the bulk solvent landscape 
because different intermolecular interactions are introduced.14 Solute-induced disruptions 
are termed the cybotactic region, defined as the solvent region(s) impacted by the 
presence of a solute molecule. A schematic representation of the cybotactic region is 
shown in Figure 2.2. The cybotactic region is represented by the circle surrounding the 
large gray solute molecule and solvent molecules. This figure highlights the effects of 
solute-solvent interactions, showing that the composition and/or density in the cybotactic 
region can deviate significantly from the bulk composition or density. This local solvent 
composition can impact reaction rates, solubility, and spectroscopy. As a result the local 
composition in the cybotactic region has been the focus of much research and is a central 





Figure 2.2: Schematic view of cybotactic region. 
 
 
This thesis extends the work of computational and spectroscopic studies 
performed in other tunable solvents, particularly SC-CO2. Many studies have used 
solvatochromic dyes to probe the cybotactic region in SCFs15-18 and co-solvent modified 
(<10% organic) SCFs.19-22 These studies used similar analytical techniques to those 
presented in this thesis to study local solvent composition or local density enhancements 
in SCFs. Pioneering work by Kim and Johnston15 explored local density clustering 
around the dye phenol blue with spectroscopy. They developed a simple modeling 
technique to extract local densities from absorbance spectra. Rice et al16 developed a 
spectroscopy model based on solvent properties to obtain better estimates for local 
density. Several research groups21, 22 extended these modeling techniques to co-solvent 
modified SCFs. In these studies the focus shifted to local composition enhancements 
because they are mixed solvents. More recently, MD simulations have been used to study 
local solvent behavior in SCFs.23 Using MD simulations to create solvent maps has been 
performed in SCFs with different solutes and is central to this study of the cybotactic 
region.24, 25 Maroncelli et al used MD simulations to study density enhancements around 
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stilbene molecules.24 In addition to solvent maps, they explored the effect of local 
viscosity on rotations and local density effects on spectroscopy. Favero and Skaf 
explored local solvation patterns of CO2 around alkaloids, including caffeine. This study 
links local solvation with the most well known application of CO2 natural product 
extraction. The previous work on local solvation in SCFs sets the tone for this thesis. 
Many of the concepts from these SCF studies form the foundation for this work in GXLs; 
however, GXLs present different challenges than those faced in SCFs. 
 
 
Spectroscopy & Solvatochromism 
The absorption reorganizes a chromophore’s electronic structure and typically 
results in a charge-separated excited state. The relative ease of charge separation is 
related to the energy of transition required to excite the molecule. This determines which 
wavelength(s) of light the chromophore absorbs. Any variable that can assist or hinder 
charge separation alters the energy of transition and will ultimately affect the absorption 
spectra. One such variable is the solvent. Solvent-solute interactions impact the electronic 
reorganization process. This solvent-dependent absorption (or emission) phenomenon is 
called solvatochromism and is a common technique to probe molecular interactions. If 
the dipole moment increases upon excitation, increasingly polar solvents increase the 
absorption wavelengths (i.e. lower energy of transition). This is called positive 
solvatochromism and is the typical solvent-facilitated absorption process. Conversely, 
negative solvatochromism occurs if the dipole moment decreases following excitation, in 
which case increasingly non-polar solvents lead to absorption at higher wavelengths. 
These general solvatochromic principles apply to emission or fluorescence spectroscopy 
described next. 
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Once a chromophore becomes electronically excited, it must return to the ground 
state. In this work two mechanisms are applicable: 1) radiative decay where the 
chromophore emits light, or fluoresces and 2) non-radiative decay where the 
chromophore relaxes through molecular vibrations. A typical absorption/emission energy 
diagram is provided in Figure 2.3. Light absorption rearranges the chromophore’s dipole 
moment; absorption maximum is related to the transition energy. Solvent molecules 
around the solute (in the cybotactic region) are initially perturbed and realign their 
dipoles with the excited state chromophore dipole. This process is called solvent 
reorganization or solvation dynamics and is the focus of Chapter 4. The excited-state is 
solvated by an equilibrium solvent configuration and the chromophore emits light to 
decay back to the ground state. The emitted wavelength provides information about 
excited-state solvent structure and is dependent on the solvent composition—specifically 
the local composition. After emission, solvent molecules reorganize again to re-solvate 
the ground-state dipole. 
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Molecular Dynamics Simulations 
Simulation is a valuable tool that provides researchers with atomic-scale 
information that is otherwise unobtainable with experimental techniques. Simulations can 
also serve as a direct comparison to experimental results. Classical molecular systems are 
often simulated using Monte Carlo (MC) and Molecular Dynamics (MD). Quantum 
chemical simulations and hybrid classical/quantum mechanical simulations are 
advantageous for some applications and provide valuable insight into electronic structure; 
however, they are not computationally feasible for large systems and are not considered 
in this study. MC simulations are useful to study fluid structure and phase behavior and 
have been applied to CO2-expanded systems;26-28 however, solvent dynamics are a key 





simulations are well suited for exploring equilibrium structures and non-equilibrium 
dynamics and the basic principles will be discussed in detail to provide readers with 
sufficient background. 
MD simulations integrate the equations of motion on atoms or molecules and the 
positions, velocities, and forces of each species are updated at each timestep.29 Atoms are 
modeled as infinitesimal points with a potential function that describes interactions 
between other molecules. Potential functions, or force fields, contain non-bonded, bond 
stretch, angle bend, and dihedral terms to describe the electrostatic and intramolecular 
energy associated with molecular motion. Simple molecules and geometrically 
constrained species sometimes ignore intramolecular potentials and treat the molecules as 
rigid bodies with non-bonded interactions. Larger and flexible molecules like proteins 
and polymers must take intramolecular interactions into account. A common non-bonded 







































ε       Equation 2.1 
 
where U is the potential energy, ε is the Lennard-Jones well-depth or energy parameter, σ 
is the Lennard-Jones distance parameter or atomic radius, r is the interatomic distance, 
and q is the partial charge of an atom. The subscripts i and j denote different atoms. An 
ensemble must be defined that specifies which simulation variables remain fixed. The 
three most common ensembles are the microcanonical (NVE, where N is the number of 
atoms, V is volume, and E is energy), canonical (NVT, where T is temperature), and 
grand canonical (NPT, where P is pressure) ensembles. The first two use periodic 
boundary conditions to fix the volume and the last uses a barostat, i.e. a movable piston, 
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to regulate pressure. Temperature is regulated by a thermostat. Barostats and thermostats 
require a time constant parameter that reflects how strongly the pressure or temperature 
regulator is coupled to the system. 
 A MD code integrates the equations of motion numerically by finite-difference 
methods, usually the forward Euler method. The most common integration algorithm for 
MD simulations is the Verlet algorithm. The software package used in this work, 
DL_POLY,30 calculates the positions and forces at each timestep with a half-step lag in 
the velocities to decrease compounded error associated with property (i.e. energy, 
temperature) drift. The Verlet integration algorithm is a multi-step process that begins by 
calculating the forces from the potential function: 
i
i dr
dUtF =)(          Equation 2.2 
 
where the subscript i denotes the Cartesian component of the force (F) or position (r). 
Velocities (v) are updated by a half timestep: 
m
tFtttvttv )()()( 212121 ∆+∆−=∆+       Equation 2.3 
 
 
where t is time, ∆t is the timestep typically ~1fs, and m is the mass of the site. Atomic 
positions are then updated with the new half-step velocities: 
)()()( 21 ttvttrttr ∆+⋅∆+=∆+       Equation 2.4 
 
 
Properties are calculated at the same timestep as the positions instead of a half-step 













         Equation 2.5 
 
where N is the number of atoms and kB is Boltzmann’s constant. The integration 
procedure is repeated at each timestep. An initial configuration of atomic positions is 
required to start a simulation and usually includes an equilibrium period where velocities 
are rescaled to prevent instability. Equilibrations are typically several hundred 
picoseconds and ensure that a stable initial configuration is generated for statistical 
sampling simulations. Dynamic and structural data require statistical averaging because 
one simulation is a small representation of an actual system. The more samples used to 
calculate a property by more particles, more trajectories, or higher sampling frequency 
increases the accuracy of a calculated property. Consequently, properties calculated in 
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CHAPTER 3: LOCAL COMPOSITION ENHANCEMENTS IN GAS-EXPANDED 





Solvent interactions with a solute molecule—an extractant, reactant/product, or 
catalyst – can change the solution chemistry and ultimately affect macroscopic 
observables. Examples include solubility, kinetics, reaction selectivity, and spectroscopy. 
As a result solute-solvent interactions should be understood and considered when 
selecting a solvent or designing a chemical process. GXLs offer a wide range of solvent 
interactions that can be adjusted by changing the gaseous species concentration. This 
provides advantages over traditional organic liquids because solvent characteristics can 
be manipulated in situ. The work presented in this chapter uses a combination of 
spectroscopy and MD simulation to explore solvation in two GXLs: MeOH/CO2 and 
acetone/CO2. The synergistic approach is advantageous over the independent methods 
because the simulations provide atomic-level detail and experiments verify the simulation 
results and indicate which GXLs to simulate. 
Combined computational and experimental studies have become a common 
practice to study solvent systems like organic liquids,1, 2 SCFs,3, 4 and ionic liquids. This 
work is among the first to use MD simulations and spectroscopy to study GXLs.5-7 
Previous MD simulations by this group and others showed that GXLs are heterogeneous 
solvents composed of organic clusters that vary in size and persistence with 
composition.8, 9 This unique solvent structure demonstrates the versatility of these 
solvents and the ability to change the microscopic solvent landscape by altering the bulk 
composition. The addition of a solute molecule to the system further impacts the solvent 
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landscape and gives rise to the cybotactic region;10 defined as the area of solvent 
impacted by the solute. The solvent composition in the cybotactic region can be very 
different from the bulk composition because of solvent-solute interactions and this 
composition affects the solution chemistry as previously noted. Consequently, this work 
uses experiments and simple solvation models to predict this local composition and MD 
simulations to create solvent maps around the solute and serve as a comparison to 
experimental local compositions. 
 
Background and Methods 
The solvatochromic absorption and emission behavior of C153 were investigated 
over a range of CO2 compositions. The structure of C153 and the charge distribution of 
the ground and first excited state are shown in Figure 3.1. The absorption maximum 
(λmax) is related to the transition energy required to promote an electron from the HOMO 
to LUMO. This energy is affected by relatively short-ranged solvent-solute interactions 
and thus λmax provides insight into the solvent composition surrounding C153. It was 
assumed that solvent molecules that are affected by the solute molecule, i.e. in the 
cybotactic region, contribute to the solvatochromic behavior. Similarly, emission maxima 
are affected by the solvent composition around the excited-state C153. If the effects of 
solvent composition on λmax can be modeled, then local composition in the cybotactic 
region can be inferred. Onsager’s Reaction Field Theory11 (ORFT) relates 




































ευ       Equation 3.1 
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where ∆ν is the solvatochromic shift relative to the value in vacuum (ν0), in cm-1, ε and n 
are the solvent dielectric constant and refractive index respectively. The parameters A and 
B are solute-dependent constants that were treated as adjustable parameters in this work, 
but fell within the range provided by Maroncelli et al.3 Values for A, B, and ν0 used in 















































Figure 3.1: Molecular structure of C153  (top) and charge distribution of the ground 
(bottom left) and first excited state (bottom right). Lettering scale is used to 
illustrate partial charge distribution: a: |q| < 0.1, b: 0.1 < |q| < 0.2, c: 0.2 < |q| < 0.3, 




Table 3.1: Parameters used in Equation 3.1 and parameters from Reference 3.3 for 
comparison. 
Co-solvent Spectroscopy A B υ0 (10-3 cm-1) 
Acetone Absorption -1.6 -11.8 27.1 
Methanol Absorption -1.9 -11.8 27.1 
Ref. 3.3 Absorption -2.1 to -2.8 -8.0 to -10.0 25.3 to 27.9 
     
Acetone Emission -1.0 -8.1 21.6 
Methanol Emission -2.2 -7.9 21.6 
Ref. 3.3 Emission -3.8 to -5.2 -6.0 to -10.0 20.8 to 23.3 
 
 
The two parts of the Equation 3.1 describe two solvent-induced events that occur 
upon chromophore excitation. The first term is the solvent’s orientation polarization, 
found by subtracting inductive polarization effects (refractive index term) from 
electrostatic effects (the dielectric constant term). This describes the solvent’s ability to 
realign its dipole moment with the newly created excited-state dipole moment and is 
applicable only in polar solvents. This term is zero in cases where ε = n2 — i.e. non-polar 
solvents – because non-polar solvents have no net dipole to realign with the 
chromophore’s dipole. All solvatochromic effects are due to induced dipole effects, 
which are described by the second term in Equation 3.1. The fastest step of the excitation 
process is electron polarization from induced dipole effects. This is a strict function of 
refractive index, which describes light interaction with the medium. By inspection, non-
polar solvation typically has a smaller effect on solvatochromic shift than polar solvation. 
ORFT requires the refractive indices and dielectric constant in each GXL 
considered, which is challenging to obtain in mixed solvents. Data exist for MeOH/CO2 
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at 35C, but are unavailable at the conditions used in this work. Data are not available in 
acetone/CO2 GXLs. Mixing rules provide a reasonable estimate in the absence of data 
and can be applied to any other GXL or solvent mixture in the technique described in the 
proceeding sections. 
The Lorenz-Lorentz mixing rule12 (Equation 3.2) is a widely used method for 

























       Equation 3.2 
 
where Φ is the volume fraction, N is the number of components in the mixture, and the 
subscript i denotes the species. The refractive index of pure CO2 at each operating density 
were found by the Buckingham and Pople formulation16 (Equation 3.3) with virial 
refractivity coefficients from Besserer and Robinson17 (Equation 3.4). Refractive indices 
of MeOH and acetone were obtained from the literature.18 











         Equation 3.4 
 
where RLL is the refractivity coefficient, the superscript “0” denotes the refractivity at 
zero density (extrapolated), coefficients B and C are the respective second and third virial 
coefficients of CO2, and ρ is the density of CO2 at the operating temperature and 
pressure. 
A number of mixing rules are available to estimate dielectric constants in 
mixtures. GXLs require extra consideration because heterogeneous solvent clusters 
disrupt linear dielectric behavior. This is especially true in self-associating solvents like 
alcohols,19 where hydrogen bonding leads to heterogeneous solvent clusters, amplified 
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when the GXL is formed. Bruggeman developed a mixing rule (Equation 3.5) for 
heterogeneous mixtures by differentially increasing the concentration of a dispersed 
species to gradually change the dielectric constant.20 Consequently his equation is an 




















        Equation 3.5 
 
where ε is the dielectric constant and Φ is the volumetric fraction. The subscript c refers 
to the continuous species and d the dispersed species. In this work the organic species 
was chosen as the dispersed species because this led to the best agreement with available 
MeOH/CO2 dielectric data,21, 22 particularly in the low-organic concentration regime 
where organic clustering is more prevalent. 
Materials 
 C153 and HPLC grade solvents were used as received from Sigma-Aldrich. 
Carbon Dioxide was obtained from Airgas and dried over molecular sieves prior to use. 
Equipment and Methods 
 Absorption spectra were recorded using a Hewlett-Packard 1050 Series UV 
detector. Emission spectra were recorded using an Ocean Optics USB2000 fiber optic 
detection system. The incident light source was a Kratos LH151 N/2 short arc lamp with 
1000Watt power controlled with a monochrometer. All spectra were analyzed via Origin 
v7.5 software from Origin Labs. All samples were loaded into a high-pressure optical cell 
with sapphire windows and a cooling jacket connected to an external ethylene glycol 
chiller. Temperature was monitored by contacting the liquid phase with an Omega J-type 
thermocouple with ±0.1°C precision. Pressure was monitored with a Druck pressure 
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transducer with ±1psi precision calibrated with a hydraulic counterweight apparatus from 
Ruska. Carbon dioxide was introduced into the cell with an Isco syringe pump. 
 1mL of mM C153 in MeOH was introduced to the cell (regardless of co-solvent) 
and dried under vacuum for several hours. Fresh solvent was added and to the cell as 
needed and sealed. CO2 was then introduced to the cell and thermostated at 298K for 
several hours before recording spectra, to ensure that equilibrium was achieved. The 
samples were stirred throughout the experiment with a magnetic stir bar to maintain 
uniform conditions. For the fluorescence experiment, the emitted light was detected 
perpendicular to the incident beam. 
Computational Models and Methods 
 All molecules were treated as rigid bodies with Lennard-Jones (LJ) (6-12) plus 







































ε       Equation 3.6 
 
where i and j are interaction sites on two separate molecules, rij is the distance between 
the two sites, and q is the partial charge. LJ parameters ε and σ are the well-depth and 
atomic radius site-site interaction terms obtained by the Lorentz-Berthelot combining 
rules: εij (εii εjj)1/2 and σij = ½( σii+ σjj). CO2 pair interactions were modeled with the 
TrAPPE23 (Transferable Potentials for Phase Equilibrium) potential. MeOH and acetone 
were modeled with the J224 and OPLS25 (Optimized Potential for Liquid Systems) 
derived potentials respectively. C153 LJ parameters were obtained from the OPLS 
model26 and were assumed to be the same in ground (S0) and excited states (S1). C153 
partial charges (S0 and S1) were obtained from Maroncelli et al.2 
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 Simulations were performed in the DL_POLY package (V2)27 with added 
subroutines developed in-house. The equations of motion were integrated with the Verlet 
leapfrog algorithm with a timestep of 3fs. Coulombic interactions were handled internally 
by DL_POLY with the Ewald summation method with a specified tolerance of 1.0 x 10-5. 
Rigid bodies were also handled by DL_POLY with the SHAKE algorithm. The system 
consisted of a single C153 molecule in 500 total solvent molecules (CO2 and organic) for 
20% and 5% organic GXLs and 1000 total solvent molecules for 2% organic GXLs. 
Initial configurations were generated by randomly orienting solvent molecules around 
C153 in a simulation box  whose size was determined via the Patel-Teja equation of 
state.28 The equilibrium solvent structures were investigated in the canonical (NVT) 
ensemble, meaning the number of molecules, volume, and temperature were held fixed. 
Temperature was regulated with a Nose-Hoover thermostat with relaxation time of 5ps.29 
Each initial configuration was equilibrated (velocity rescaling every step) for 400ps under 
NVT conditions before a 500ps NVT simulation in which configurations were saved 
every 1.5ps to compute the average local composition around C153. Statistics were taken 
every 30fs to compute the structural function g(x,y,z) at the simulation’s end. 
 Solvent maps represent the average distribution of different solvent molecules 
around a solute probe. Molecules fluctuate around an average energy in equilibrium MD 
simulations and therefore statistics must be taken to obtain the average value of 
observables like structural distribution functions. Typically, fluid structure is investigated 
with 1-dimensional radial distribution functions (RDFs), which show the most probable 
distance between two types of atoms. The addition of large solute molecules complicates 
the structural investigation because spatial resolution is lost in a single dimension, i.e. 
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average distances do not include effects from nearby atoms on the solute molecule. 
Consequently higher dimension distribution functions were used to investigate the 
solvent structure around C153. The trade-off for better resolution is longer simulations to 
obtain adequate statistics. 
 A 3-dimensional (3D) distribution function was calculated for each solvent 
species relative to the C153 center-of-mass. Cartesian coordinates were used to calculate 
the 3D axial distribution function6 (ADF) instead of radial coordinates to simplify the 
analysis and better capture the resolution around the C153 functionality. The ADF or 








),,( =         Equation 3.7 
 
where <ni(x,y,z)> is the average number of particles of atom i in a finite element of 
volume V and coordinates x, y, and z relative to the C153 center-of-mass. The ADF is the 
ratio of number density of species i in a finite element to the bulk number density in the 
simulation box, ρi. The statistical acquisition method first normalizes the atomic 
coordinates to a new periodic coordinate system with C153 center-of-mass as the origin 
and two relative vectors from the center of mass to define the x and y axes. The z-axis is 
the cross-product of these two vectors. The new simulation box is divided into 106 finite 
elements and the number of each type of solvent atom in each finite element is recorded 
as a histogram every 10 steps. 
 
Results and Discussion 
UV/Vis Spectroscopy 
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 Normalized UV/vis spectra for CO2-expanded MeOH and CO2-expanded acetone 
are shown in Figure 3.2 and Figure 3.3 respectively. The neat organic spectra are shown 
in the respective Figures and the neat CO2 absorption spectrum is included in both. As the 
CO2 concentration increases there is a blue (hypsochromic) shift to higher wavenumber, 
indicating a decrease in solvent polarity around C153. The important value for each 
spectrum is the peak maximum, υmax (λmax). As previously mentioned, υmax is related to 
the transition energy and ultimately local solvent polarity by Equation 3.1 The maxima in 
both GXLs (MeOH and acetone) are plotted versus CO2 composition in Figure 3.4 to 
demonstrate the effects of solvent composition on absorption spectra. The absorption 
maximum in vacuum, υ0, has been subtracted to highlight solvation effects on absorption. 
The maxima in GXLs with less than 80% CO2 resemble the maxima in neat organic 
solvents. This implies that C153 is in a polar environment, suggesting preferential 
organic solvation. Beyond 80% CO2 there is a sharp decline which indicates increasing 
CO2 solvation. Another important feature of Figure 3.4 is the merger of MeOH and 
acetone maxima at high CO2 composition. 
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Figure 3.2: C153 absorption spectra in CO2-expanded MeOH. Left-most spectrum is 






Figure 3.3: C153 absorption spectra in CO2-expanded acetone. 
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Figure 3.4: Positions of C153 absorption maxima at varying CO2 concentrations. 
Wavenumbers have been subtracted from gas-phase absorption values. Circles are 
CO2-expanded MeOH maxima, triangles are CO2-expanded acetone maxima. Error 




 Normalized emission spectra in MeOH and acetone GXLs are shown in Figure 
3.5 and  
Figure 3.6 respectively. Both figures show a large difference between the GXLs and pure 
CO2 emission indicating a highly polar solvation mechanism. A plot of the maxima 
(Figure 3.7) illustrates this point better. The maxima in GXLs are nearly identical to the 
emission in neat organics, even in GXLs with 97% CO2 composition! Polar solvents 
solvate the excited state better, but this observed effect at such low organic concentration 
is astounding. Also important is the large transition energy difference between MeOH 
and acetone GXLs, further indicating that polarity is an important criterion in the excited-
state solvation process. 
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Figure 3.5: C153 emission spectra in CO2-expanded MeOH. Dashed line is emission 












Figure 3.7: C153 emission maxima at varying CO2 concentrations. Wavenumbers 
have been subtracted from gas-phase absorption values. Circles represent CO2-
expanded MeOH emission and triangles represent CO2-expanded acetone emission. 





 Solvent maps were created from the statistical histograms and the ADF 
expression of Equation 3.7. C153 has a planar structure that is advantageous for solvent 
maps because solvation can be explored around the molecule from different 2D 
perspectives without losing information. Solvent maps for a 5% acetone + CO2 GXL 
around the ground-state (S0) C153 are shown in Figure 3.8 from two different 
perspectives: a bird’s-eye-view to demonstrate solvent accumulation around the C153 
perimeter and an in-plane view to highlight solvation above and below the C153 plane. 
Figure 3.8a and 3.8b are acetone maps while Figure 3.8c and 3.8d are CO2 maps. Organic 
and CO2 maps for all three MeOH GXLs (20%, 5%, and 2% MeOH), and the other two 
acetone GXLs around both the ground and excited states of C153 are provided in 
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Appendix A. The scale for the different gray shades represents the magnitude of the 
ADF. The darker areas of the maps are regions of higher solvent enrichment.  
Acetone is more prevalent around the C153 than CO2, which is consistent with the 
absorption spectroscopy results; however, MD simulations provide extra details about the 
solvation mechanisms. Acetone molecules partition near the ester functionality, which is 
expected because this part of the solute is electron withdrawing and has a large partial 
charge. There is significant acetone enrichment along the entire perimeter of the solute 
with some increased enrichment near the nitrogen atom—the electron donating side of 
C153. On the other hand, CO2 forms a uniform solvent shell around the probe; but there 
are enrichments between the carbonyl and trifluoro groups and near the nitrogen, 
suggesting CO2 interaction with these functionalities. CO2 is non-polar, but does have a 
quadrupolar moment and can interact with free electrons on oxygen and nitrogen atoms 
and is a known fluorophore. The in-plane views (Figure 3.8b and 3.8d) better highlight 
the two different solvation mechanisms. Acetone clusters near the electron withdrawing 
end while CO2 clusters around the π-cloud above and below C153. 
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Figure 3.8: Axial distribution functions at two different vantage points around 
ground-state C153 in a 5% acetone GXL. Scale represents values of the ADF for 
(a&b) Acetone and (c&d) CO2 clustering around C153. Depicted plane is coplanar 
to the C153 molecule (a&c). Vertical line through the probe molecule represents the 
sample plane used to show solvent accumulation above and below the C153 plane 
(b&d). The solid and dotted parts of this line are used to differentiate between the 




Ground-state solvation patterns in the other acetone GXLs have similar patterns: 
acetone favors the electron-withdrawing end of C153 and CO2 the carbonyl, trifluoro, and 
amine functional groups. However, the ADF magnitudes of both solvent species increase 
with added CO2 because ADF magnitudes are relative to the bulk density, which 
decreases and thus amplifies the magnitude. Excited-state solvation has two distinct 
differences from ground-state solvation: The magnitudes of both acetone and CO2 are 
much higher and the organic solvation pattern is slightly different. The organic ADFs 
increase by up to an order of magnitude in a 2% acetone GXL because the C153 dipole 
moment increases from 7D to 15D and polar solvent better solvate polar solutes. Acetone 
molecules are in closer proximity to the electron-withdrawing side and greatly increase 
along the excited dipole moment which is directed from the nitrogen atom to the oxygen 
atoms. 
MeOH has many of the same solvation features as acetone with some exceptions. 
MeOH accumulates near the electron withdrawing side of C153, but also accumulates 
along the C153 dipole moment. The solvation pattern near the trifluoro group and 
carbonyl are similar, but there is little MeOH near the nitrogen atom. CO2 solvation 
patterns are essentially the same in acetone and MeOH GXLs, but are of lower magnitude 
in MeOH GXLs. The increased magnitudes at high bulk CO2 composition are still seen. 
C153 excitation effects are more dramatic in MeOH GXLs, where MeOH and CO2 
drastically increase their presence and MeOH changes its solvation pattern, particularly 
around the trifluoro group and nitrogen atom. MD simulations provide important atomic-
level information that is not obtainable by spectroscopic means, and are a direct 
comparison to spectroscopic experiments in this study. Local compositions were 
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calculated from solvent accumulation statistics. This serves as a direct comparison to the 
spectroscopic experiments and shows the effects of solvation on solvatochromic 
behavior. 
Local Compositions from Experiments and Theory 
 Local compositions were estimated from solvatochromic behavior through a 
technique developed in this work. ORFT (Equation 3.1) relates local solvent polarity to 
solvatochromic shift and was used to calculate the expected solvatochromic shift for each 
bulk CO2 composition considered in this work. Dielectric constants and refractive indices 
of each GXL were estimated with Equation 3.2 to Equation 3.5 and parameters A and B 
in Equation 3.1 were adjusted to match the neat CO2 and organic experimental maxima. 
Calculated and experimental solvatochromic shifts in MeOH GXLs are shown in Figure 
3.9. For each case the calculated maximum does not match the experimental maximum 
and is of lower wavenumber. ORFT assumes that the local composition equals the bulk 
composition; however, spectroscopic responses are based on the solvent environment 
around the probe. If the probe is in an organic-enriched environment, then the maximum 
wavenumber will be lower than the bulk wavenumber. The effective micro-environment 
around C153 is estimated from the differences between experimental and calculated 
maxima. The solvent composition that gives a calculated maximum equal to the 
experimental maximum is taken as the local composition in the cybotactic region. The 
arrows in Figure 3.9 demonstrate this estimation technique. 
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Figure 3.9: Experimental solvatochromic shifts for C153 absorption in CO2-
expanded MeOH (triangles) and calculated solvatochromic shifts from ORFT 
(circles). Linear local composition approximation (dashed line) is shown for 
comparison. At identical spectral shift values, the experimental composition is the 
bulk CO2 composition while the composition corresponding to calculated shift 




Estimating local compositions from MD simulations depends on the definition of 
the cybotactic region. The simplest model is a sphere from the C153 center-of-mass that 
encompasses solvent-enriched areas. Although C153 is a non-spherical molecule, a 
sphere accounts most of the organic and CO2 enrichments around the probe. Areas of 
bulk composition that are encompassed in the sphere do not contribute to the overall 
cybotactic enrichment. A radius of 7Å surrounded most of the organic and CO2 
enrichments in all GXLs and was used in all cases. The amounts of organic and CO2 
encompassed by the 7Å sphere were recorded and the composition of averaged for 4000 
samples per GXL and C153 electronic state. Local compositions for MeOH and acetone 
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from experiments and simulations are presented in Table 3.2 and Table 3.3. Experimental 
estimates were interpolated from the actual spectra to match the simulated GXLs. 
 
Table 3.2: Local compositions determined from spectroscopic experiments 
(interpolated) and MD simulations at each simulated bulk-fluid methanol 
concentration. 
Percent Methanol State Experiment Simulation 
20% S0 59.5 57.6 
5% S0 20.4 30.5 
2% S0 12.0 18.0 
    
20% S1 73.7 32.9 
5% S1 69.8 13.6 




Table 3.3: Local compositions determined from spectroscopic experiments 
(interpolated) and MD simulations at each simulated bulk-fluid acetone 
concentration.  
Percent Acetone State Experiment Simulation 
20% S0 40.3 36.0 
5% S0 10.9 5.6 
2% S0 4.4 2.6 
    
20% S1 71.3 26.0 
5% S1 63.0 10.0 
2% S1 20.0 8.3 
 
 
 Ground-state experimental and computational local compositions agree very well, 
particularly at the 20% organic compositions. Excited-state simulations underestimate the 
experimental values from fluorescence spectroscopy, but do indicate preferential organic 
solvation in each case. There are several explanations that may cause this phenomenon. 
The first is CO2 enhancement around excited-state C153. The solvent maps indicate a 
substantial increase in organic presence upon excitation, but closer inspection reveals that 
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the enhancements occur in localized areas around certain functional groups. Another 
consequence is increased CO2 presence around the probe. The ADF magnitude is lower 
than the organic, but is more uniform around the probe. This could dilute the local 
composition because the estimation technique is based on statistical sampling. 
Fluorescence is an electronic phenomenon that could be affected by the more polar 
organic despite local CO2 enrichment. Another possibility is a shortcoming in the LJ 
potentials, which were assumed the same in the excited and ground-state simulations. 
This was suggested by a literature source30 as a potential problem, and given the short 
range nature of dipolar interactions could cause erroneous results. Strong specific 
interactions such as hydrogen bonding between MeOH and C153 that are not explicitly 
captured in the simulations seem to have little effect the spectroscopy since the 




 Solvation is an important concept for the chemical industry--particularly in 
solvent and chemical process design. The work presented in this chapter provides an in-
depth look into solvation in two GXL systems: MeOH and acetone, and is unique 
because a combination of spectroscopic experiments and computer simulations was used. 
This synergistic technique is advantageous over either independent method alone because 
it provides an atomic-scale look into solvent structure and probes solvent-solute 
interactions with spectroscopy. Spectroscopy was used to estimate the local solvent 
composition in the cybotactic region with a simple modeling technique that is versatile 
and applicable to other solvent systems. Spectroscopic results were used to select which 
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compositions to simulate. MD simulations served two purposes: 1) to compare directly to 
local compositions determined from experiment and 2) to provide solvent structures, or 
solvent maps, around a solute molecule to explore solvation from a molecular scale. The 
results were very encouraging and suggest that combined computational and 
experimental studies are a powerful method to study solvation. 
UV/Vis and fluorescence spectroscopy predicted reliable local compositions with 
minimal data and simple modeling techniques. The local compositions around the ground 
(S0) state of C153, predicted from UV/vis results, were in good agreement with the MD 
simulations. Solvation patterns are similar regardless of bulk composition. This result is 
very promising for future MD studies to explore molecular interactions that are important 
for studying structure-property relationships for molecular design and solvent selection. 
Excited-state (S1) simulations disagreed with fluorescence experiments, but did provide 
insight into solvation mechanisms and intermolecular interactions that are important in 
excited-state dynamics, a topic discussed in a subsequent chapter. This study of the 
cybotactic region and solute-solvent interactions in GXLs provides future researchers 
with fundamental information for studying and designing complex systems like 
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The solvent maps presented in Chapter 3 and Appendix A reveal different 
solvation patterns between the ground and excited states of C153. Excited states have 
organic and CO2 density enhancements in the cybotactic region relative to the ground 
state that indicate a solvent response upon C153 excitation. The excited-state organic and 
CO2 solvation patterns are also different than their respective ground-state patterns. 
Electronic reorganization of C153 takes ~1fs; however, the solvent response is much 
slower (several ps). The speed and duration of the solvent reorganization depends on 
solvent properties. Knowledge of solvent reorganization behavior in various GXLs 
provides insight into solvation mechanisms and the ability to tune the solvent response to 
electronic perturbations. In this chapter MD simulations were used to determine solvation 
response times in MeOH and acetone GXLs and explore how solvent rotations contribute 
to the solvent response time. This project is an extension to the steady-state solvation 
work presented in Chapter 3 and adds a dynamic perspective to the behavior reported 
therein. 
Solvation dynamics affect ultrafast chemical processes like electron transfer 
reactions and free radical chemistries.1, 2 Consequently, many spectroscopic,3 
computational,4 and theoretical studies5 have been performed in a variety of media, 
including tunable solvents like SCFs.6-9 Solvent selection is an important consideration in 
these processes because solvation of a newly formed radical or electronically perturbed 
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species may impact or facilitate a process. This effect has been demonstrated in free 
radical polymerizations10 where polar solvents solvate a free radical species and allow the 
reaction to proceed, whereas non-polar solvents lead to precipitation of the free radical 
species. Another application is molecular wire design and application that involve 
electron tunneling through a donor-bridge-acceptor dyad upon exposure to stimuli like 
light or an electric field. Electron transfer through the dyad is strongly coupled to the 
solvent environment and its ability to reorganize around the dyad. Solvents impact 
electron tunneling and ultimately affect device performance and optical properties.11-13  
Solvation timescales in SCFs are often long compared to organic solvents, and 
solvation cannot respond to electronic perturbations within a reasonable time for many 
charge-transfer processes. Despite their versatile tunable properties, SCFs respond too 
slowly for the aforementioned applications. GXLs are attractive for these applications 
because they combine the tunable solvation properties of SCFs with the fast solvation 
dynamics of liquid organics. This allows in situ control over device performance, reaction 
rates, and selectivity at competitive solvation rates. Their use as solvents in these 
processes requires knowledge of solvation timescales and the solvent motions that make 




 All simulations were run in DL_POLY v2.014 with a Verlet leapfrog algorithm to 
integrate the equations of motion. All molecules were treated as rigid bodies with a 
Lennard-Jones plus Coulombic interactions force field. C153 was modeled with an 
OPLS-AA force field15 and partial charges taken from Kumar and Maroncelli.4 MeOH 
and acetone used J216 and OPLS17 force fields respectively and CO2 the TraPPE 
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potential.18 Site-site interactions are determined by the Lorentz-Berthelot combining 
rules: σ12 = 0.5(σ1 + σ2) and ε12 = (ε1ε2)0.5. Simulations are of the liquid phases at the 
bubble point, which eliminates interfacial effects on the solvent dynamics. Initial 
configurations for the solvation dynamics simulations were set up by running a 200ps 
equilibrium simulation in the NVT ensemble with a relaxation time of 1ps. The timestep 
was 3fs and the temperature 300K with Nose-Hoover thermostat. The initial 
configuration was a randomly-distributed periodic box of 500 solvent molecules (600 for 
98% CO2 GXLs) and a single C153 in the ground state. The box size was scaled to match 
the liquid-phase volumes as predicted by the Patel-Teja equation of state.19 Long NVT 
simulations were run with coordinates saved every 6ps for solvation dynamics inputs. 
Solvation dynamics were run in the NVE ensemble after changing the C153 partial 
charges to the S1 excited-state. Simulations were ~5ps due to the relatively short 
reorganization timescales. Coordinates were saved every 45fs and analyzed in an external 
FORTRAN program. 
Solvation dynamics are quantified by the solvent response function (SRF) shown in 
Equation 4.1. The SRF is a normalized function of the energy gap between the C153 









EtEtS        Equation 4.1 
 
where ∆E(t) is the energy gap between the C153 electronic states and S(t) is the SRF. For 
simplicity the C153 Lennard-Jones parameters were the same in the ground and excited 
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states. Therefore, electrostatic differences between the solvent and solute compose the 














1         Equation 4.2 
 
where ε0 is the relative permittivity in vacuum, N is the number if solvent molecules, α 
denotes a solute atom, β denotes a solvent atom on molecule i. Terms qiβ and ∆qα are 
respectively the partial charge on solvent atom β and difference in partial charge between 
ground and excited state on C153 atom α. Equation 4.1 is cumbersome and requires many 
trajectories to obtain a representative sample. A convenient substitution for Equation 4.1 













       Equation 4.3 
 
This linear response approximation assumes that the non-linear response is described by 
fluctuation around the average energy, i.e. δE(t) = ∆E(t) – <∆E>. If this is reasonable, 
then equilibrium simulations can be run instead of non-equilibrium simulations. Equation 
4.3 describes neat liquid systems adequately, but breaks down in systems like SCFs and 
GXLs where preferential solvation and/or local density enhancements occur. C153 
excitation increases organic and CO2 density around the probe (relative to the ground-
state), which breaks down the linear response assumption since solvation changes are no 
longer described by normal fluctuations. Although this increases the computational 
demand, it allows computation of solvent rotational correlation functions that can 
dominate the solvation process. 
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 Solvation is a complex process involving both electronic and nuclear 
rearrangements; each has a unique solvent-dependent timescale. Electronic 
reorganizations, from solvent polarization, are very fast (fs timescale) and were not 
considered in this work to save on computational time. Polarization slows down the 
response in neat MeOH,20 but becomes less significant as the medium becomes non-
polar. Solvent rotations and translation occur on ps timescales and have the largest impact 
on the response time. Rotations were studied in great detail, although results presented in 
Chapter 3 suggest that solvent diffusion into the cybotactic region contributes to the 
solvent response. Previous investigations21 of MeOH and acetone diffusion in their 
respective GXLs showed that diffusion is dependent on CO2 composition, and acetone 
diffusion is faster then MeOH diffusion at all identical CO2 mole fractions. MeOH was 
expected to diffuse faster because the molecules are smaller and lighter than acetone, but 
strong MeOH-MeOH interactions inhibit rapid diffusion. C153 motions are slow 
compared to solvent molecules because of the large size and thus do not contribute to 
solvation. 
 




 SRFs of acetone GXLs and MeOH GXLs (including neat organics) are presented 
in Figure 4.1 and Figure 4.2 respectively. The results represent averages of over 1000 
trajectories per CO2 composition calculated via Equation 4.1 and fitted with exponential 
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where k is the number of exponential decay terms considered, ai is a pre-exponential 
fitting parameters, and τi and is a characteristic timescale that indicates the duration of a 
solvation event. Pre-exponential factors indicate the relative contribution of the different 
solvation events to the overall solvation process. All SRFs were fit with a bi-exponential 
decay function with a standard error less than 4% and fitting parameters for MeOH and 
acetone GXLs are shown in Table 4.1. An interesting feature in both neat solvents is the 
rapid initial response that composes ~70-90% of the solvation process. The initial decay 
lasts only ~100fs and is followed by a slow relaxation to equilibrium that lasts up to 13ps 
in the slowest case. In both classes of GXLs, the initial decay in the neat organic liquid is 
the fastest; however, the long term relaxation is faster in the 60% and 80% CO2 GXLs. 
This behavior suggests that two competing solvent characteristics determine solvation 
timescales: polarity and viscosity. Polar solvents respond to electronic perturbation and 
can rearrange dipoles with a solute’s dipole to solvate the molecule. Complete solvation 
is determined by transport of additional solvent molecules into the cybotactic region to 
stabilize the highly charge separated excited state. This was seen in Chapter 3 where the 
organic and CO2 density around the C153 excited state increased relative to the ground 
state. Consequently decreased solvent viscosity facilitates solvent enrichment and can 










Figure 4.1: Acetone and CO2-expanded acetone SRFs at varying CO2 composition. 
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Figure 4.2: MeOH & CO2-expanded MeOH SRFs at different CO2 compositions. 




Table 4.1: Parameters used to fit Equation 4.4 to SRF data. 
% CO2 a1 τ1 (ps) a2 τ2(ps) 
Neat Acetone 0.883 0.112 0.117 10.0 
60% 0.892 0.253 0.108 8.147 
80% 0.722 0.216 0.278 5.074 
95% 0.715 0.288 0.285 5.66 
98% 0.681 0.44 0.319 13.77 
     
% CO2 a1 τ1 (ps) a2 τ2(ps) 
Neat MeOH 0.739 0.082 0.261 1.874 
60% 0.763 0.102 0.237 1.338 
80% 0.759 0.10 0.241 1.126 
95% 0.815 0.132 0.185 4.443 




Solvation times quantify the total solvent response time and provide a comparison 






)( dttSSτ         Equation 4.5 
 
where τs is the solvation time and the brackets denote that it is an average value. 
Solvation times in both types of GXLs are shown in Figure 4.3 as a function of CO2 
composition. Both acetone and MeOH GXLs have a minimum solvation time under GXL 
conditions (instead of the neat organic liquid) because there are two competing 
mechanisms: polarity and viscosity effects. The maximum rate in acetone is much more 
significant than the maximum rate in MeOH; however, other important features are 
apparent and unique to the co-solvent. Solvation times vary little between neat organic 
liquids and 80% CO2 GXLs. Most of the tunability occurs at high CO2 composition. 
Similar behavior was seen in Chapter 3 where the absorption maxima closely resemble 
the maxima in neat acetone or MeOH at compositions up to 80% CO2. After this 
composition there is a sharp decrease to the absorbance maximum in liquid CO2. The 
absorption spectra and solvation rates are the result of preferential organic solvation. 
Beyond 80% CO2 the local solvent environment becomes significantly less polar, and the 
absorbance maxima approach the pure CO2 maximum. In solvation dynamics, the 
transport rates are much higher in this composition range, but the polar molecules are 
dispersed in the bulk fluid and require more time to diffuse into the cybotactic region. 
GXLs with very high CO2 concentration have an insufficient amount of the polar species 
and must rely on local CO2 density enhancements to solvate the excited C153 molecule. 
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The neat MeOH solvation time is much faster than experimental results,22 but it 
agrees reasonably well with MD simulation results from other researchers,4, 20 although 
these studies used different cases of MD simulations. Kumar and Maroncelli4 used a 
fixed C153 molecule and the linear time-correlation approximation of Equation 4.3 in 
their analysis. Cichos et al20 used a similar approach, but added a non-equilibrium case 
with polarizability. Polarizable force fields slow down the solvent response and provide 
better agreement with the experimental findings. SRFs in neat acetone are in better 
agreement with experimental data22 than those in neat MeOH, but this result is slightly 




 Rotational dynamics were investigated with first and second order rotational 


















       Equation 4.7 
 
 
where Ci(t) is the RCF of rank i, and n
r  is a characteristic molecular vector. CO2 is a 
linear molecule with one characteristic vector from the carbon atom to one of the oxygen 
atoms. MeOH is a small molecule so one axis of rotation is sufficient to describe rotation-
-the bond vector directed from the MeOH oxygen and protic hydrogen. This rotation is 
more likely to contribute to the solvation response than the oxygen methyl vector since 
the polar hydroxyl group contributes more to the dipole moment and thus the rotations. 
Two bond vectors were used for acetone because it is a bulky molecule with at least two 
axes of rotation. One vector extends along the carbonyl group from the carbon to the 
oxygen and the other is directed from the carbonyl carbon to a methyl group. First-order 
RCFs indicate the time a molecule takes to lose its orientation while second-order RCFs 
indicate the timescale to lose the molecule’s alignment. First-order RCFs are 2-3 times 
slower than second-order RCFs. Molecules in this system range from very fast rotors like 
CO2 to relatively slow rotors like MeOH. 
 RCFs of solvent molecules are considered in three classifications: 1) those that 
take place immediately after C153 excitation 2) solvent molecules that are in the 
cybotactic region of C153 and 3) solvent rotations that occur in the bulk fluid, i.e. no 
C153. The three cases will be referred to as SRF, Cybo, and Bulk respectively. This 
distinguishes bulk solvent rotations that occur from normal fluctuations from solvent 
rotations affected by C153 excitation. The cybotactic region is a dynamic area that 
constantly changes location as the solute and solvent molecules diffuse, so assumptions 
were made to study this transient region. The same definition was used as was described 
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in Chapter 3. Briefly, a sphere of 7A was drawn outwards from the C153 center of mass. 
Any solvent molecules that were initially in this sphere were considered part of the 
cybotactic region throughout the entire simulation. C153 diffusion is very slow and most 
solvent rotations occur before diffusive escape from the region. Solvent molecules that 
entered the sphere mid-simulation were not considered a part of the cybotactic region for 
simplification purposes.  
Second-order RCFs for acetone (along the C-O bond) and MeOH GXLs, SRF 
case, are shown in Figure 4.4 and Figure 4.5. These figures illustrate the faster rotations 
from CO2 addition which gives the solvent gas-like properties and thus facilitates 
rotation. There are several apparent features in these figures that are common throughout 
all cases considered: 1) multiple timescales, a rapid initial decay followed by a long-term 
decay 2) a large rate increase between 80% CO2 and 95% CO2. In addition there are two 
distinguishing features between acetone and MeOH RCFs: 1) initial acetone rotations are 
nearly identical between all GXLs and neat acetone. This is seen by the overlap of RCFs 
until 0.3ps when divergence begins. 2) Acetone rotations are faster than MeOH. All 
acetone RCFs are uncorrelated within 2ps while MeOH RCFs range from 2ps to 9ps. CO2 
RCFs (SRF case) in acetone and MeOH GXLs are shown in Figure 4.6 and Figure 4.7 
respectively. CO2 molecules rotate faster than both organic species in the same solvent 
and are less sensitive to bulk composition, although rotations are faster when more CO2 is 
present. CO2 has an initial lag period during the first 0.1ps that is not present in the 
organic RCFs. CO2 could be initially unresponsive because weak intermolecular 




Figure 4.4: Second-order acetone rotational correlation functions in acetone and 




Figure 4.5: Second-order MeOH rotational correlation functions in different MeOH 




Figure 4.6: Second-order CO2 rotational correlation functions in several acetone 




Figure 4.7: Second-order CO2 rotational correlation functions in several MeOH 
GXLs for the SRF case.
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RCFs were fit with exponential decay functions of Equation 4.4. Most organic 
RCFs were fit with bi-exponential decay functions, although second-order MeOH RCFs 
were fit with tri-exponential decay functions, and all CO2 RCFs were with exponential 
decay functions. All fits had a standard error less than 2%, but most were less than 1%. 
RCF fitting parameters for bulk, SRF, and cybo cases for CO2 and organic RCFs in are 
presented in Appendix B. The general trend for solvation times for GXLs with the same 
bulk solvent composition is: Bulk < SRF < Cybo. This trend shows that C153 effects 
solvent rotation. Two possible scenarios account for this behavior: 
1) Charge redistribution on C153 increases electrostatic interactions with 
nearby solvent molecules and hinders their ability to rotate. 
2) Solvent molecules become aligned with C153 and thus trapped in a 
minimum energy state. 
Solute-solvent interactions are different than solvent-solvent interactions and can change 
solvent dynamics. Strong electrostatic and dipolar interactions with C153 disrupt bulk-
like rotations. Solvation occurs as molecules realign with the newly formed C153 dipole 
moment, and molecules within the cybotactic region will align with nearby functional 
groups on C153. If a molecule becomes perfectly aligned with a bond vector of the 
solute, its rotations will be halted. Both arguments fit; however, the first could accelerate 
rotations if solute-solvent forces are repulsive instead of attractive. Examination of the 
fitting parameters in Appendix B shows that the initial rotations are similar in all three 
cases and most discrepancy occurs at longer timescales. This could indicate that a solvent 
molecule has become trapped in a stable alignment with C153.  
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  Acetone rotation along the C-O bond vector is initially independent of 
composition, although the relative contributions (denoted by the pre-factor) change 
significantly with CO2 composition. This is evident in Figure 4.4 where the initial rate of 
decay is identical in each GXL, and most variations occurred after 0.5ps. Acetone 
rotation along the C-Me vector has initial timescales that are an order-of-magnitude faster 
than initial rotations along the C-O vector. Longer timescales are faster than the C-O 
case, and the fitting parameters exhibit less variation between GXLs. This behavior 
shows the heterogeneous nature of acetone rotations, suggesting that the C-Me axes are 
the preferred axes of rotation.  
First-order MeOH RCFs behave similarly to the acetone RCFs where the initial 
timescales vary little between GXLs and the pre-factors increase with CO2 composition. 
The longer timescales become significantly shorter with more CO2, but contribute less to 
the overall rotation timescale. Second-order RCFs were fit with a tri-exponential decay 
function because there is a very fast initial response followed by two distinct and 
significant rotational times. The initial response time and contribution is very 
composition-dependent and most significant at higher CO2 compositions. Long 
timescales decrease with increased CO2 composition over the entire range, which 
indicates that MeOH-MeOH interactions do not inhibit MeOH rotation at first, but 
become significant and hinder rotation after this brief first period. As more CO2 is added, 
MeOH-MeOH hydrogen bonds are less prevalent and MeOH rotates more freely. 
 Solvent rotations give additional insights into the solvation behavior in GXLs and 
the underlying molecular interactions that affect solvation. MeOH rotations are slower 
than the solvation timescales in neat MeOH and 60% and 80% GXLs because of strong 
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MeOH-MeOH hydrogen bonds. Solvation in these solvents is a function of MeOH 
diffusion into the cybotactic region. At very high CO2 compositions (>95%) the 
rotational rates become comparable to solvation rates. In this regime the hydrogen 
bonding is less pronounced and solvation is due primarily to solvent rotation and 
diffusion in the cybotactic region. CO2 rotations are comparable to solvation timescales, 
but the non-polar properties of CO2 limit its contribution to solvation. Acetone rotations 
are less affected by composition and rotations around both axes in neat organic and low-
pressure GXLs are comparable to the solvation timescale. Rotations are much faster in 
high-CO2 GXLs, so acetone diffusion into the cybotactic region determines the solvation 
time. The different rotational speeds about both acetone rotational axes indicate that the 




A solvent’s response to electronic perturbations like ion or radical formation and 
electronic restructuring impacts ultrafast processes like electron transfer reactions, radical 
polymerizations, and ligand coordination for homogenous catalysis. GXLs are a versatile 
medium for these types of processes because the response time can be altered by 
changing the co-solvent or manipulating the composition in situ. The solvation dynamics 
in CO2-expanded MeOH and acetone exhibit behaviors that are consistent with the 
steady-state solvation study presented in Chapter 3. A key finding from that study was 
preferential organic solvation at CO2 compositions up to 80%.  The dynamic solvent 
behavior shows similar trends where the solvation timescale is nearly the same as the neat 
organic timescale. Solvation is a multi-step process that is affected by preferential 
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solvation. The first step is rotation by polar solvent molecules to realign their dipole 
moments with the excited-state solute dipole moment. Rotations are responsible for the 
rapid initial decay while bulk transport into the cybotactic region dictates the long-time 
decay. Rotations were considered in great detail with correlation functions; however, 
bulk diffusion was not, as it is well-known in GXLs.21 
Organic and CO2 rotations are dependent on the bulk composition and organic 
rotations behave like the neat liquid system up to 80% CO2. This behavior is due to 
strong solvent-solvent interactions that hinder rotation. Beyond this composition, 
intermolecular interactions are weakened and the organic molecules can rotate faster. 
Solvent rotations within the cybotactic region are slower than bulk rotations, indicating 
that rotation, and ultimately the solvation timescale are dependent upon solvent polarity, 
molecular interactions, and viscosity. This study of solvent and solvation dynamics 
demonstrates the tunable properties of GXLs and links molecular scale properties like 
solvation timescales, molecular motion, and interactions to bulk solvent composition. 
With this information, electron transfer reactions, nanowire performance, and 
polymerizations can be tuned to fit the needs of the application. 
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CHAPTER 5: EFFECTS OF SOLVENT STRUCTURE ON 





Several studies, including the work presented in Chapter 3 have used 
spectroscopy to explore the cybotactic region around a solute molecule in organic 
liquids,1 GXLs,2-5 and SCFs.6 Other studies have used MD simulations to calculate 
solvatochromic shifts in SCFs7 and GXLs2 for a direct experimental comparison. 
Calculating solvatochromic shifts are outside the scope of this work; however, linking 
solvent structural patterns to solvatochromic behavior is of interest. This chapter explores 
solvation around the simple heterocyclic probes shown in Figure 5.1 and the effect on 
solvatochromic behavior. Absorption spectra and radial distribution functions (RDFs) are 
very dependent on the solute structure. Simple changes in molecular structure lead to 
markedly different solvation patterns and absorption spectra, so the solutes are ideal 
probes for structure-property relationships. GXLs are unique solvents where a variety of 
intermolecular interactions are possible by cosolvent and/or pressure adjustments, and 




Figure 5.1: Solutes used in this study, from left: benzene, pyridine, pyridazine, 
pyrimidine, pyrazine, 1,3,5 triazine. 
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Absorption spectra of these heterocyclic compounds in organic solvents8-12 
(including MeOH) are solute dependent. Restructuring the nitrogen atoms on an aromatic 
ring changes the spectral characteristics. The solutes either show a decrease in dipole 
moment when excited or have a zero net dipole moment, as in the cases of benzene and 
pyrazine, so typical solvatochromic behavior is not observed. Excitation delocalizes the 
lone pair electrons on the nitrogen atoms into the π-cloud, and any interference with the 
delocalization increases the energy of transition (related to the maximum absorption 
wavelength, λmax). CO2 and MeOH interact with the lone-pair electrons and increase the 
transition energy, which decreases the λmax observed in the absorption spectra. 
Consequently, MeOH-nitrogen hydrogen bonds, Lewis acid/base interactions with CO2, 
and local polarity affect delocalization and ultimately the spectroscopy.  
The arrangement of solvent molecules in the cybotactic regions has a large effect 
on absorption. In this case both CO2 and MeOH interact with nitrogen and the proximity 
to the lone-pair impacts the spectra. Unfortunately spectroscopy can indicate only solvent 
distribution. MD simulations provide atomic-level solvent structures that give insight into 
solvent effects on absorption. This work further exemplifies the synergy of experiments 
and theory that was introduced in Chapter 3. Neither independent method gives the 
complete picture of electronic excitation, but their combination uses MD simulations to 





All solutes (benzene, toluene, phenol, 2-naphthol, pyridine, pyridazine, 
pyrimidine, pyrazine and 1,3,5-triazine, analytical grade) were purchased from Sigma-
Aldrich. All were used as received.  Carbon dioxide was purchased from Airgas and dried 
over molecular sieves prior to use. Anhydrous methanol, from Sigma-Aldrich, was used 
in the UV/vis spectroscopy experiments. 
UV/Vis Absorption 
Absorption spectra were obtained using a Hewlett Packard 1050 series detector. 
Solvatochromic experiments were performed in a high-pressure optical cell equipped 
with sapphire windows and cooling jacket externally connected to a temperature-
controlled ethylene glycol bath. Temperature was measured with an Omega J-type 
thermocouple (with 0.1°C precision) in contact with the liquid phase. Temperature was 
maintained at 40°C throughout the experiment. CO2 was added to the cell with an Isco 
syringe pump and pressure was measured with a Druck pressure transducer with 1 psi 
precision. Samples were allowed to equilibrate for several hours before recording spectra. 
 
Computational Methods 
Force Fields and Ensembles Used 
  Representative conditions from each GXL was selected from experiments and 
used to conduct detailed and extensive MD simulations of the heterocyclic solutes in 
CO2-expanded MeOH. The simulated systems are neat MeOH, 25%, and 75% CO2 at 
40°C.   The simulation system represents a single liquid phase with the compositions and 
pressure determined by these experiments and the density determined by the Patel-Teja 
equation of state.13 
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Carbon dioxide and MeOH have been modeled as rigid collections of atomic sites 
with specified fixed charges interacting through pairwise-additive, site-site Lennard Jones 
and Coulomb forces. Equation 5.1 is the force field used in the CO2-MeOH systems.  
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Carbon dioxide pair interactions have been modeled using the TrAPPE potential.14  The 
J2 potential15 has been used for MeOH pair interactions. The potentials for pyridine, 
pyrimidine, pyridazine, pyrazine, and benzene are OPLS-derived.16,17 1,3,5-triazine was 
not used in the computational study due to the lack of a reliable force model. Each of the 
pairwise potentials specifies a representation for the fixed point charges and these are 
assumed to remain fixed in the heterogeneous pairwise Coulombic interactions.   
Molecular dynamics (MD) simulations were carried out using the DL_POLY 
Software package.18 Regardless of the relative composition, each simulated system box is 
populated by a total of 1001 molecules: one solute molecule and 1000 solvent/cosolvent 
molecules. Cubic periodic boundary conditions (PBCs) are used throughout, but the 
length of the system box is scaled to preserve the specified density. As a result, pair-wise 
terms in the potential were cut off at half the box length.  Coulombic interactions were 
handled internally by DL_POLY with the Ewald summation method using the “automatic 
parameter optimization” option with a tolerance of 1E-5. The equations of motion were 
integrated using a time step of 2 fs with the Velocity verlet algorithm as implemented by 
DL_POLY. Initial configurations were generated by randomly distributing solvent 
molecules around a centralized solute and equilibrating using velocity rescaling for 200 
ps in the canonical (NVT) ensemble. Temperature was thermostated using a Nose-Hoover 
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thermostat with 1ps relaxation time constant. Following equilibration, a long equilibrium 
simulation was run in the NVT ensemble. Trajectories were saved every 5ps and used as 
initial configurations for the transport and structural studies. Statistics of 100 trajectories 
were recorded over 500ps of MD simulation runs in the microcanonical (NVE) ensemble. 
Radial distribution functions (RDFs), calculated by Equation 5.2, measure solvent 
structures by giving the most probable distances between atoms. In this study RDFs of 
nitrogen on the solute, or center of mass of benzene, and either the MeOH protic 








        Equation 5.2 
 
 
where g(r) is the radial distribution function, n(r) is the average number of atoms in a 
spherical shell of width ∆r at distance r, and ρ is the bulk density.. Higher dimension 
distribution functions were used to create solvent maps around benzene, pyridine, and 
pyridazine. Only these solutes were considered because information can be generalized to 
the other solutes and the corresponding RDFs. Extra dimensionality provides better 
spatial resolution around the solute and gives solvation information that is unobtainable or 
lost in one dimension. 3-dimensional (3D) solvent distribution functions, g(x,y,z) are 
found by periodically dividing the simulation box into finite elements and recording the 
positions of solvent atoms relative to benzene’s center of mass or a nitrogen atom on 
pyridine and pyridazine. The magnitude of the distribution function in each finite element 












where <NCell> is the average number of a particular atom in a finite element of volume, 
VCell. NBox and VBox are the total number of a particular atom in the simulation box and 
volume of the simulation box, respectively. The DL_POLY source code was altered to 
accommodate the 3D distribution functions. Solvent distribution maps are then created by 
shading the finite elements according to the magnitude of the distribution function. The 
maps shown in this work are 2D sample planes that depict MeOH and CO2 solvation of 
the solutes from in-plane perspectives. 
 
Results and Discussion 
UV/vis Solvatochromism 
Solvent-dependent absorption, or solvatochromism, probes local polarity and 
solvent interactions with a chromophore.19 The term local is used to emphasize the short-
range effect that solvent polarity and specific interactions have on absorption. It is 
assumed that the absorption spectra are influenced by molecules within the cybotactic 
region; consequently interactions that could influence diffusion are assumed to occur 
within this region. Generally, a more polar local environment decreases the energy of 
transition required to electronically excite a chromophore, which is inversely proportional 
to the wavelength of maximum absorption (λmax). This behavior is termed positive 
solvatochromism. The azo compounds used here display negative solvatochromism, 
where increased solvent polarity causes a blue shift (lower wavelength) in the λmax11,20 
because the dipole moment decreases upon excitation.11 Lone pair electrons on the 
nitrogen atoms results in a large ground-state dipole moment; after excitation, the lone-
pair electrons become delocalized in the ring and the dipole moment decreases. Polar 
solvents hinder electron delocalization, particularly if the solvent can participate in 
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specific interactions, requiring additional energy for excitation. CO2-expanded MeOH can 
form hydrogen bonds through MeOH and Lewis acid/base interactions through CO2. Both 
would decrease the λmax.  
The six probes give very different spectra and solvatochromic behavior depending 
on the structural features of the probe. Benzene is the only solute that cannot form 
specific interactions with either solvent component; and as expected the absorption 
spectra (Figure 5.2) display positive solvatochromism, due to decreased solvent polarity 
with added CO2. The blue shift is small (~1-2 nm) because benzene has no net dipole 
moment in either the ground state or excited state. The other non-dipolar solvents, 
pyrazine and 1,3,5-triazine have nitrogen atoms that can interact with both MeOH and 
CO2. Pyrazine’s spectra (Figure 5.3) blue shift slightly (~1nm) with added CO2 because 
CO2 interacts with the nitrogen. Other studies have shown that hydrogen bonding causes a 
large solvatochromic shift between isooctane and MeOH,11,12 meaning the additional blue 
shift from CO2-nitrogen interactions are small relative to hydrogen bonds, but important. 
Pyridine also displays this behavior (Figure 5.4) because of CO2 interactions. A more 
dramatic blue shift with CO2 is seen in 1,3,5-triazine (Figure 5.5a). A subsequent 
experiment in CO2-expanded hexane exhibits a large blue shift (~5nm) with added CO2 
(Figure 5.5b). This proves that specific CO2-nitrogen interactions are very influential on 
spectra because CO2 is considered non-polar and a blue shift could only arise from a 
specific interaction with nitrogen.  
Pyrimidine does not shift with CO2 addition, but three absorption peaks between 
260-270nm appear when a small amount of CO2 is added to MeOH (Figure 5.6). Similar 
behavior was seen in the absorption spectra in isopentane/ethanol mixtures where 
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increased isopentane led to the appearance of these peaks on the blue side10. A significant 
solvatochromic shift was detected because of ethanol hydrogen bonding. These 
absorption peaks are consistent with n-π* transitions, which typically absorb at lower 
frequency than π-π* transitions. In neat MeOH the n-π* transitions could be negated by 
strong MeOH-nitrogen hydrogen bonds. As CO2 is introduced, hydrogen bonds are 
replaced by weaker CO2 interactions which are favorable to the n-π* transition. This 
pattern is unique to pyrimidine, which is the only solute with two isolated nitrogens and a 
dipole moment, thus more susceptible to specific solvent-nitrogen interactions. Pyridazine 
is the only solute that red shifts with added CO2 pressure as seen in Figure 5.7. RDFs 
indicate decreased CO2 interactions with the nitrogen atoms at higher CO2 concentration 
are responsible for the red shift. 
 
 




Figure 5.3: Pyrazine absorption spectra in MeOH GXLs. Lines represent the same 





Figure 5.4: Pyridine absorption spectra in MeOH GXLs. Lines represent the same 




Figure 5.5: 1,3,5 Triazine absorption spectra in CO2-expanded MeOH (left) and 






Figure 5.6: Pyrimidine absorption spectra in MeOH GXLs. Lines represent the 





Figure 5.7: Pyridazine absorption spectra in MeOH GXLs. Lines represent the same 





Molecular dynamics simulations provide atomic level structural details that aid the 
interpretation of spectra and diffusion results. RDFs between the solvent components and 
the solute nitrogen(s) indicate that both CO2 and MeOH influence solvatochromic 
properties. Solute center-of-mass RDFs give less insight into solvent effects on spectra 
and diffusion and will therefore not be provided. Instead 2-dimensional solvent maps 
around the aromatic are shown because solvent ordering around the aromatic ring 
provides a general understanding about heterocyclic solvation. This structural analysis 
shows that while MeOH-nitrogen hydrogen bonds are the predominant interaction; CO2 
can interact with the probe and disrupt short and long-range solvent structure, ultimately 
affecting the absorption spectroscopy. The solvatochromic shift relative to pure MeOH is 
more dependent on the CO2-nitrogen interactions than hydrogen bonds. 
Benzene 
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UV/vis absorption suggests that the micro-environment around benzene becomes 
increasingly non-polar with CO2 addition. Center-of-mass RDFs and 2-dimensional 
orientational distribution functions show that the solvent forms a neatly organized cage 
around the solute. Benzene is the only solute where center-of-mass RDFs and 2D 
distribution functions are considered because benzene lacks nitrogen atoms and many of 
the solvation features can be generalized to the other solute molecules. The 2D solvent 
distribution functions for CO2 and MeOH are shown in Figure 5.8. These display 
solvation above and below the benzene molecule from an in-plane perspective. The 
distinct feature of MeOH solvation is the two areas ~3Å above the center of the ring. 
MeOH forms a circular solvent cage around benzene with significant agglomeration 
directly behind the two clusters. CO2 forms an ovoid solvent cage with a higher 
composition than MeOH and increased clustering directly behind the two MeOH clusters 
at 3Å from the solute. These 2D solvent features can be used to analyze features in the 1D 
RDFs shown in Figure 5.9. 
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Figure 5.8: 3D distribution function from an in-plane perspective to illustrate 
MeOH accumulation (Left) and CO2 accumulation (Right) above and below the 
benzene molecular plane. The horizontal line represents the benzene molecule. Tick 







Figure 5.9: Benzene RDF from benzene’s center of mass (COM) to either the MeOH 
protic hydrogen (H) or the CO2 carbon (C). The insert shows the corresponding 





The small (< 1) MeOH peaks near 2.5Å arise from the small MeOH cluster ~3Å 
from the center of mass. The broad peaks located between 5-7Å are the result of the 
solvent cage that MeOH forms around benzene. The magnitude of the broad peaks is 
slightly greater than unity, which means the local MeOH composition inside the solvent 
cage is larger than the bulk MeOH composition. This agrees with the 2D structure where 
the magnitude of the distribution function is between one and two. The broad peak 
characteristic is due to solvent cage asymmetry where some portions of the solvent cage 
are further from the probe than others because the cage is not a perfect sphere. The CO2 
RDFs have a broad peak at 5Å with a shoulder at 4Å. The shoulder occurs because of the 
CO2 enhancements in the solvent cage directly behind the MeOH clusters 3Å above 
benzene. The CO2 enhancements are closer to benzene because of the non-spherical 
solvent cage. The peak is due to the remainder of the solvent cage. A smaller peak at 8Å 
indicates long-ranged solvent ordering around benzene where CO2 and MeOH solvent 
shells alternate. The RDFs show overlap between the MeOH and CO2 solvent cages, 
which is better seen in the 2D solvent maps. A faint ring of CO2 enhancement can be seen 
beyond the initial CO2 cage in Figure 5.8 which is responsible for the peak at 3Å. The 
alternating MeOH/CO2 solvation pattern is only seen in the 25% CO2 GXL. At 75% CO2 
the 8Å CO2 peak is almost non-existent and is substantially overlapped by the second 
MeOH peak. This implies a breakdown of the long range structure at higher CO2 
concentrations. Benzene solvation patterns provide an in depth look into general solvation 
patterns around heterocyclic molecules. Solvent ordering around the nitrogen atoms has a 




Interesting structural behavior occurs in the second and third solvent shells as seen 
in Figure 5.10. The first CO2 and MeOH peaks remain at the same distance regardless of 
composition, but the proximity of the first MeOH peak indicates a hydrogen bond with 
the nitrogen atom. CO2 addition causes the second and third CO2 solvent shells to shift 
further from the nitrogen atom but become more well-defined. The second MeOH peaks 
show that MeOH is displaced by CO2 when GXLs are formed. Another interesting feature 
of pyridine’s solvent structure is the absence of the alternating CO2/MeOH solvent shells 
that occurs with the other solutes. Beyond the first CO2 peak there is substantial overlap 
of MeOH with the CO2 peaks. This pattern could result from increasingly bulk-like 
behavior far from the solute or secondary solvation effects from other parts of the solute. 
The 3D CO2 and MeOH maps for pyridine in a 25% CO2/MeOH GXL are shown 
in Figure 5.11. These maps show solvent clustering from an in-plane perspective. CO2 
forms a shell around the nitrogen atom; most enhancements occur directly above and 
below the nitrogen atom, relative to the molecular plane. Some long-range structure is 
seen, but is insignificant relative to the first shell as indicated by the RDF. MeOH 
enhancements occur on the opposite side of pyridine; however, there are several clusters 
~2Ǻ from the nitrogen that cause the first peak in the RDF. MeOH displays more long-
range ordering than CO2 as denoted by the concentric enhancement patterns. 
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Figure 5.10: Pyridine RDFs from the nitrogen atom (N) to MeOH protic hydrogen 
(Hm) and CO2 carbon atom at 313K and 150 bar. Insert corresponds to the CO2 











Pyridazine solvent structure, shown in Figure 5.12, has pressure-dependent CO2 
solvation patterns that could be responsible for the interesting absorption spectroscopy. 
The first CO2 peak shifts from 3.1 to 3.5Å with added CO2. This indicates weakened 
CO2-nitrogen interactions which could facilitate a red shift in the absorption spectra. It is 
interesting to note the disappearance of the large CO2 peak near 5Å between the 25% and 
75% GXLs while the third CO2 peak remains. As a result the alternating solvation pattern 
does not persist beyond the first solvent shells for the 25% CO2 GXL. It does exist in the 
75% GXL because of the peak. The entire MeOH structure remains at constant position, 
but increases in magnitude between 25% and 75% CO2. There is little change in the 
structure between neat MeOH and the 25% CO2 GXL. 
Pyridazine solvent maps (Figure 5.13) show solvent ordering around the nitrogen 
atoms and the influence of hydrogen atom on the solvent structure. CO2 and MeOH both 
accumulate in the same vicinity, directly below the nitrogen atoms in Figure 5.13, but 
CO2 is slightly further from away from the nitrogen atoms than MeOH. Close 
examination of the two maps show that there are two CO2 hot spots surrounding a single 
MeOH-rich area. CO2 molecules are more persistent in this region forming a shell around 
the nitrogen atoms, while MeOH is localized to one small region. This suggests that a 
minimal number of MeOH molecules hydrogen bond to nitrogen. CO2 molecules are 
more prevalent and free to interact in this region. This behavior has implications on the 
spectroscopy because the degree of CO2 interaction with the nitrogen atoms dictates the 
transition energy. This phenomenon is composition-dependent and causes the observed 
red shift with added CO2. Hydrogen influences the MeOH solvation pattern by pushing 
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the solvation shell back. There are MeOH enhancements between the hydrogen atoms, 





Figure 5.12: Pyridazine RDF at 313K and 150 bar between a pyridazine nitrogen 
atom and either MeOH protic hydrogen (Hm) or CO2 carbon. Lines correspond to 











 Pyrimidine solvent maps for the 25% CO2 GXL are shown in Figure 5.14. Several 
features that were seen in Pyridazine like the effect of hydrogens are present; but the 
overall structures are significantly different. The displacement of nitrogen has a big 
impact on the structure because a hydrogen atom separates them and disrupts the solvent 
shell. MeOH and CO2 form localized solvent clusters around the nitrogen atoms instead 
of the large shell around the pyridazine nitrogen atoms. MeOH solvation at the nitrogen 
atoms is extremely large and explains the large MeOH peak in the RDF shown in Figure 
5.15. The degree of CO2 solvation is independent of bulk composition. MeOH solvation 
is very concentration dependent. A second MeOH shell at ~4.2Å is non-existent in neat 
MeOH but gradually becomes well defined with increasing CO2 as does the broad third 
peak. This pattern influences the solvatochromic behavior where no shift was observed. 
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MeOH-nitrogen hydrogen bonds are strong and isolated by the adjacent hydrogens that 
CO2 cannot displace MeOH. This is supported by the CO2-nitrogen RDF which are 
independent of composition. Although no shift occurs, the two absorption peaks that are 
only present in the GXLs suggest CO2 influences the MeOH solvation pattern and 
ultimately absorption spectra. This assumption is supported by the MeOH-nitrogen RDF 













Figure 5.15: Pyrimidine RDF at 313K and 150 bar between a pyrimidine nitrogen 
atom and either MeOH protic hydrogen (Hm) or CO2 carbon. Lines correspond to 





Figure 5.16 shows CO2 disruption of the secondary MeOH solvent structure, 
shifting the second peak further from the nitrogen atoms. The position of the first MeOH 
solvent shell remains unchanged with CO2 dilution, but the magnitude is comparatively 
low. There is a crossover effect in the relative magnitudes of the first and second peaks. 
The pure MeOH first solvent shell peak is intermediate between 75% and 25% CO2 
peaks, but becomes the largest second-shell peak. This may be due to CO2 displacing 
MeOH above and below the pyrazine plane. The 2D solvent maps around benzene 
indicate that CO2 favors the aromatic ring. The CO2 peaks remains at the same position in 





Figure 5.16: Pyrazine RDF at 313K and 150 bar between a pyrazine nitrogen atom 
and either MeOH protic hydrogen (Hm) or CO2 carbon. Lines correspond to same 





MD simulations reveal important structural information not attainable by 
solvatochromic experiments alone. As expected MeOH RDFs show significant hydrogen 
bonding interactions between the protic hydrogen and nitrogen atoms of the heterocyclic 
solutes that are concentration-dependent. Higher-ordered structure i.e. second solvent 
shell structure is also concentration dependent and exhibits alternating MeOH/CO2 
solvent shells well into the third solvent shell in some cases. More surprising are the 
solute structure effects on CO2 solvation. CO2-nitrogen RDFs are very dependent on bulk 
concentration where the first solvent shell can shift up to half an Angstrom. The impact 
on absorption spectroscopy is seen by the different solvatochromic behavior between the 
solute molecules. The solvatochromic and structural results presented here show that 
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molecular interactions are very dependent on the solute and the solvent choice and MD 
simulations give insight to spectroscopic phenomena. 
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CHAPTER 6: SPECTROSCOPIC MEASUREMENTS OF ALKYLCARBONIC 






CO2 and alcohols react under moderate pressure in gas-expanded liquids (GXLs) 
to form in situ acids called alkylcarbonic acids (ACAs),1 which are similar to the 
formation of carbonic acid formed in CO2/water mixtures. Unlike CO2/water systems, 
CO2 is highly soluble in alcohols and consequently the acid species exist in appreciable 
concentrations, making ACAs attractive for acid catalysis applications.  ACAs can 
dissociate, or ionize, to the conjugate base and proton and is dependent on the alcohol. 
The multi-step ACA equilibrium2 is shown below in Figure 6.1. The first step is the 
formation reaction with equilibrium constant K1, the second reaction is the dissociation 


















Acid catalysts are widely used in the chemical industry, but face environmental 
challenges: the need for neutralization with strong base and the concomitant formation of 
solid waste. ACAs exist in equilibrium systems and only exist when CO2 is present. 
Venting the system reverses the equilibrium and destroys the ACA, thus eliminating 
neutralization and salt formation.  The strength of acids is measured by their ability to 
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dissociate, or ionize, indicated by the acid’s pKa. This parameter is an important 
consideration when selecting an acid for catalysis; consequently, organic acids of 
comparable strength used in existing chemical processes can be replaced with 
environmentally benign ACAs. A recent kinetic study examining the acid catalyzed 
reaction of diazodiphenylmethane (DDM) showed that methylcarbonic acid (MCA) and 
ethylcarbonic acid (ECA) have faster reaction rates than carbonic acid (pKa = 6.3 at 
25°C). This suggests that the overall performance, and possibly the pKa, are and larger 
than carbonic acid for MCA and comparable for ECA. A literature source reports the pKa 
of MCA in water, to be 5.613 at 25°C determined by the hydrolysis reaction constant. 
This value is intermediate between carbonic acid and acetic acid. Most mineral acids used 
in industry have pKa ~1, so ACAs are too weak to replace these acids if high 
concentrations are needed; however, ACAs have tunable properties and environmental 
benefits. Solution acidity can be changed orders of magnitude by alcohol substitution and 
the proton concentration can be fine tuned by changing the CO2 pressure. As a result, 
ACAs are well suited for specialty applications or processes requiring dilute acid 
concentrations.  
Recent studies by this group used ACAs as acid catalysis2, 4-6 and a polarity 
switch in the formation of reversible ionic liquids7. The acid-catalyzed reaction of β-
pinene into hydrolysis and hydrocarbon products is dependent on proton concentration;2 
therefore, the reaction can be designed to meet product specifications. Ionization 
constants are important criteria to select optimal operating conditions and the appropriate 
alcohol for a reaction system, but are difficult to measure in GXLs.  Sampling from high-
pressure systems require complex techniques and it is very difficult to sample without 
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disturbing the equilibrium. Spectroscopy is an in situ technique that avoids the problems 
of sampling from high pressure systems and has been used in extreme solvents like 
supercritical and nearcritical water,8-10 sulfuric acid/ammonia,11 and supercritical 
water/CO2 mixtures.12 The first and second ionization constants of carbonic acid were 
measured with spectroscopy13, 14 and were in close agreement with literature values.  
In this chapter three CO2 expanded alcohols: MeOH, EtOH, and benzyl alcohol 
(BzOH) were studied with UV/vis spectroscopy. The results show the relative strength of 
each acid, but the multiple equilibrium nature of ACAs introduces a degree of freedom 
and complicates the analysis. Separation of the formation and dissociation constants (K1 
and Ka, respectively) requires an extra equation, so a novel approach is presented to 
overcome this problem. This technique is dependent on vapor-liquid equilibrium (VLE) 
and works only for the system MeOH/CO2 because of unique characteristics of this 
system. Reasons for this behavior are discussed and “effective” equilibrium constants 
(Keff) are presented as an alternative comparison tool. 
 
Experimental Techniques 
The dye 2,6 dinitrophenol (DNP) was used as an optical indicator because it is 
readily protonated in acidic medium and the acid and base forms absorb at 343nm and 
425nm respectively. The relative concentrations of each peak are affected by the proton 
concentration and the equilibrium constants of DNP and the ACA can be found via the 
spectra and equilibrium relationships. 
Materials 
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 2,6 dinitrophenol (>99% purity) and anhydrous alcohols (MeOH, EtOH, BzOH) 
were obtained from Sigma-Aldrich and used as received. Alcohols were stored under 
inert gas (nitrogen or argon) and metered into an evacuated cell using a gas-tight syringe. 
CO2 was obtained from Airgas and dried over molecular sieves prior to use in an Isco 
syringe pump. 
Equipment 
Absorption spectra were recorded on a Hewlett-Packard 1050 Series UV 
spectrometer. The high-pressure optical cell was equipped with sapphire windows and a 
cooling jacket that was connected externally to an ethylene glycol bath. Temperature was 
monitored by contacting the liquid phase with an Omega J-type thermocouple with 0.1°C 
precision. Pressure was measured with a Druck pressure transducer (1 psi precision) 
calibrated with a hydraulic balance system from Ruska. CO2 was added to the optical cell 
with an Isco syringe pump. All spectra were deconvoluted and integrated with software 
from Origin Labs v8.0. 
Procedure 
A stock solution (5x10-4 M) of DNP in the appropriate alcohol was made and 
stored under inert atmosphere. The solution was introduced to an evacuated cell with a 
gas-tight syringe to minimize water (specifically, carbonic acid) contamination. CO2 was 
added to the cell via Isco pump to the appropriate pressure as determined by the Patel-
Teja equation of state. The system was stirred with a magnetic stir bar at 25°C until the 
absorption spectrum remained constant. Acid-base kinetics were slow and each sample 
took at least 24 hours to equilibrate. Spectra were recorded at 100psi intervals, including 
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neat alcohol, up to 600psi. Spectra were deconvoluted with Gaussian fits and integrated. 
Absorption spectra at varying CO2 compositions are shown in Figure 6.2 to Figure 6.4 
 
 















The Beer-Lambert law shown in Equation 6.1 relates absorption spectra to 
concentrations.  
clA )()( λελ =          Equation 6.1 
 
where A is absorption, ε is the molar absorptivity or extinction coefficient at a certain 
wavelength (λ), c is the molal concentration, and l is the path length. Absorption and 
molar absorptivity are dependent on the wavelength. Since the acidic and basic forms of 
DNP absorb at different wavelengths, there are two molar absorptivities for the acidic and 
basic forms that must be determined in each alcohol to determine concentrations of both 
forms. Absorption versus concentration curves of each form were constructed by 
bleaching the acidic or basic peak with NaOH and trifluoroacetic (TFA) acid 
respectively. Because the path length is constant, it was lumped with the molar 
absorptivity term. A sample spectra of the basic and absorption spectra in the three 
alcohols are shown in Figure 6.5, Figure 6.6, and Figure 6.7 and a calibration curve of the 




Table 6.1: 2,6 DNP dissociation constants in the three neat alcohols and molar 
absorptivity ratios 
 MeOH EtOH BzOH 
pKDNP 4.34 4.49 7.24 




























Figure 6.8: Calibration curve of the basic form of 2,6 DNP in EtOH. 
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Results and Discussion 
 
 
Dissociation constant of 2,6 dinitrophenol 
DNP has a dissociation constant as shown in Figure 6.9. The pKa of DNP in water 























Variability from CO2 addition was not considered as ACA formation would complicate 
the analysis. This is a reasonable estimate at all of the pressures considered, since most 
polar solute molecules are preferentially solvated by the organic species up to ~80% CO2 
in CO2-expanded MeOH, as was shown in Chapter 3.  The equilibrium expression for 
DNP dissociation is given by Equation 6.2 and is used to calculate the proton 









        Equation 6.2 
 
where KDNP is the dissociation constant of DNP, m is the molal concentration in mol kg-
1and γ± is the activity coefficient of the charged species. The subscript HI denotes the 
protonated form of DNP, I- refers to the basic form of DNP, and H+ is the free proton 
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concentration. DNP concentrations were obtained by a modified form of the Beer-











=          Equation 6.3 
 
where A is the absorption at the respective acidic or basic wavelength, but was taken as 
the area of the respective acid or base peak. ε is the molar absorptivity of the appropriate 
form determined by the method outlined in the previous section. In neat alcohols, all free 
protons result from DNP dissociation, so the charge balance is: 
 
−+ = IH mm          Equation 6.4  
 
 
A DNP mass balance provides a check for Equation 6.3 and is used to find 
individual concentrations needed for activity coefficient calculations and systems with 
ACAs. 
−+= IHIHI mmm
0          Equation 6.5 
 
 
where 0HIm is the initial DNP concentration. Activity coefficients of ionic species were 
calculated from the mean ionic activity coefficient determined from Pitzer’s formula16 
shown in Equation 6.6. Activity coefficients of neutral species were assigned a value of 

























1          Equation 6.7 
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where A is the Debeye-Huckel parameter taken from Bradley and Pitzer,17 I is the ionic 
strength of solution, and mi and qi are the molal concentration and charge of ionic species 
i. Activity coefficients and proton concentration are calculated via an iterative method 
involving the above equations. DNP dissociation constants (pKDNP) in the solvents are 
provided in Table 6.1. The dissociation constants vary over several orders of magnitude 
between the different alcohols and an order of magnitude between water and the fastest 
alcohol, MeOH. 
Effective dissociation constant of Alkylcarbonic acids 
 The equilibrium expressions for the formation and dissociation reactions are given 
by Equation 6.8 and Equation 6.9. The CO2 term in the formation equilibrium is the 
















        Equation 6.9 
 
where mROH and fCO2 are the molal concentrations of the alcohol and fugacity of CO2, 
mACA and mACA- are the molal concentrations of the ACA and the carboxylate ion 
(conjugate base), respectively. The activity coefficient is calculated from Equation 6.6 
and Equation 6.7 as described in the previous section. CO2 and alcohol concentrations 
and liquid phase densities and liquid volumes were taken from the VLE data.18,19 
Carboxylate ion concentrations were determined from a charge balance, similar to 
Equation 6.4, but including the carboxylate ion concentration. The charge balance is 
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rearranged to Equation 6.10. This simplification uses DNP concentration ratio (R) and the 
initial DNP concentration (mI0). 










=−          Equation 6.11 
 
There are three unknowns in Equation 6.8 and Equation 6.9: K1, Ka, and mACA, 
which leaves the system underspecified. An effective equilibrium constant, Keff, can be 
formed by combining the formation and dissociation equations. The fugacity term was 

















      Equation 6.12 
 
where φ  is the fugacity coefficient of CO2 estimated by the Lee/Kesler correlation20 and 
were within the range of 0.8 to 1, P is the pressure in bar, and P0 is a reference pressure 
in bar. This equation eliminates the ACA concentration term and combines the two 
remaining equilibrium constants into one solvable term. Effective equilibrium constants 
provide insight into the relative strength of ACAs and can be used to calculate the proton 
concentration, which is important for catalysis and other pH-sensitive applications. 
Values for the three effective equilibrium constants are shown in Table 6.2. The relative 
trend of acid strength denoted by Keff is MCA > ECA > BCA. This finding is consistent 
with the absorption spectra where increased CO2 concentration has the largest impact on 
the absorption spectra in MeOH, less impact in EtOH, and minimal impact in BzOH. 
This also agrees with a pH-sensitive kinetic study4, 5 that reported the following trend for 
acid strength: 1° > 2° > 3°. 
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Table 6.2: Equilibrium constants for the three alkylcarbonic acids. aEffective 
equilibrium constant determined via Equation 6.12. bEffective equilibrium constant 
determined by the product of K1 and Ka. 
 
 MCA ECA BCA 
pKeffa 8.97 10.1 12.4 
pKa 5.73 - - 
pK1 3.21 - - 




Separation of effective equilibrium constants 
 
Effective equilibrium constants are important design tools that give information 
about the relative strength of ACAs; but dissociation constants compare ACAs to other 
acids. Processes using acids of similar pKa can be redesigned around ACAs to take 
advantage of the tunable properties and environmental benefits. To overcome the degree-
of-freedom problem discussed in the previous section, another equation must be used to 
solve for the dissociation constant. The ACA carboxylate concentration can be 
determined from a charge balance and exists in very small quantities; however, the ACA 
is formed in appreciable (~0.1 mM) amounts and can be estimated from an alcohol 
balance: 
−+++= ACAACAROHROHROH mmmmm VapL0      Equation 6.13  
 
 
where the superscripts 0, L, and Vap denote the initial, liquid phase, and vapor phase 
concentrations of the alcohol. The liquid and vapor phase concentration are determined 
from an equation of state calculation. Equation 6.13 allows the calculation of the acidic 
 102
ACA species, which can be used in Equation 6.8 and Equation 6.9 to find the equilibrium 
constants. 
 This approach is sensitive to the precision of the equation of state calculation (or 
VLE data) and could introduce error since the initial, liquid phase, and vapor phase 
alcohol concentrations can be several orders of magnitude larger than the ACA 
concentration. The two equilibrium constants can be multiplied and compared to the 
effective equilibrium constant as a check. This technique was applicable for MCA, which 
has a pKa of 5.73 which is in good agreement with a literature source3. This value and the 
formation constant, K1, are shown in Table 6.2. The EtOH and BzOH spectra (Figure 6.3 
and Figure 6.4) are less sensitive to CO2 addition because the DNP dissociation constant 
is lower in these alcohols and the ACAs are weaker than MCA. This increases the 
uncertainty in the mass balance and leads to erroneous equilibrium constants. 
Consequently this technique is applicable only to acids similar in strength to MCA. 
 
Conclusions 
A spectroscopic technique is presented to study the formation and dissociation at 
25°C of ACAs formed in situ in CO2-expanded alcohols. ACAs are an interesting and 
green system because they offer tunable proton concentration and can be reversed by 
depressurization, thus eliminating neutralization and solid waste generation. The multiple 
ACA equilibria introduce a degree of freedom and hinder a straightforward pKa 
measurement. An effective equilibrium constant was calculated for each ACA which is 
an assessment tool to compare the relative strength of ACAs. The effective constants 
ranged over several orders of magnitude with overall ACA performance in the order: 
MeOH > EtOH > BzOH. This demonstrates the tunability of ACAs systems and provides 
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a parameter that can be used to determine proton concentration and select operating 
conditions for an acid catalysis system.  
An alcohol balance was used to remove the degree of freedom and separate the 
effective constant into formation and dissociation terms. This led to a pKa of 5.73 for 
MCA, which is in good agreement with a reported value of 5.61. Attempts in ECA and 
BCA acids led to erroneous results brought on by uncertainty. Specifically the smaller 
DNP pKa in EtOH and BzOH minimizes the effect of CO2 on the absorption spectra and 
introduces error in the equilibrium expressions. The combined use with VLE data in the 
mass balances adds too much uncertainty for a reliable pKa calculation. This study 
demonstrates the ability of spectroscopy to measure acid ionization constants in non-
conventional media like GXLs. Future spectroscopic pKa measurements of supercritical 
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Local Compositions in Gas-Expanded Liquids 
In this work, a synergistic study of high-pressure spectroscopy and MD 
simulations was used to study steady-state solvation of Coumarin 153 in the ground and 
excited states. A technique based on solvent and solute characteristics was developed to 
estimate local compositions from spectral maxima. This showed improvement over the 
commonly-used linear estimation technique which would have overestimated MD 
simulation predictions in this study. MD simulations provided atomic-level information 
that spectroscopy cannot probe and served as a direct comparison to the experimental 
local compositions.  
The simulations and experiments agreed in ground state solvation, but did not 
agree in excited-state solvation. 3D distribution functions, or solvent maps, provided 
insight into this disparity. A consequence of C153 excitation is increased solvation by 
CO2 and the organic species. Organic solvation was localized to small areas near the 
polar functional groups, while CO2 was distributed uniformly around C153. This dilutes 
the organic enhancement and predicts erroneous local compositions. Fluorescence 
spectroscopy is related to the solvation energy and could be dominated by polar solvent 
molecules. Absorption maxima were very similar to the maxima in neat organic liquids at 
CO2 compositions up to 80%. This indicates preferential solvation, but shows the 
composition ranges where GXLs are behave like the organic component and is a 
recurring theme throughout this thesis. 
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Solvent and Solvation Dynamics in Gas-Expanded Liquids 
 Solvation is an important process that can impact chemical processes. This study 
demonstrates the importance of preferential solvation and further highlights the 
applications of tunable solvent properties. MD simulations are an alternative method to 
experimental techniques like time-resolved fluorescence spectroscopy and give atomic-
level insight to the reorganization process. GXLs display composition-dependent solvent 
rotations and solvation timescales that result from intermolecular interactions and bulk 
properties like polarity and viscosity. This study shows that GXLs are a versatile medium 
for fast chemical processes and are advantageous over neat organic liquids. Future studies 
should use this information to study a process that is dependent on solvation. Numerous 
examples are available in the literature, but electron transfer polymerizations are 
promising and could be performed in this lab.  
GXLs are an attractive medium for polymerizations because the tunable solvation 
dynamics can be used to control molecular weight distribution.1 Electron transfer 
polymerizations use organometallic catalysts to cleave an alkyl halide bond and generate 
alkyl and halide radicals. The halide can complex with the metal or accept an electron 
and remain in solution as an ion. The metal-halide complex can deactivate the radical and 
cease polymerization by the reverse process. The ratio of activation to deactivation rates 
is dependent on the solvent and its ability to solvate the halide ion and facilitate electron 
transfer from the metal complex to the halide radical. MeOH and acetone have slower 
response rates than their respective GXLs because of preferential solvation and enhanced 
transport. Halide solvation could be faster in GXLs; therefore, yielding better molecular 
weight control and facilitating downstream separation by GAS precipitation or venting 
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CO2. This chapter provides the necessary information to select solvents and the 
appropriate operating conditions to obtain the optimal molecular weight distribution. 
 
Effects of Solvent Structure on Solvatochromism in Gas-Expanded Liquids 
 This work links the two analytical techniques in this thesis, solvatochromism and 
MD simulations, with structure-property relationships. The solutes were very similar in 
structure, a single aromatic ring with different numbers and placements of nitrogen 
atoms; but displayed very different absorption spectra and solvent interactions. An 
interesting feature of the solutes is the range of dipole moments and interactions with the 
solvent components. Dipole moments ranged from a net dipole of zero like benzene and 
pyrazine, to the very large moment of pyridazine.  Higher order moments are also 
present. Solvent-solute interactions that influence spectroscopy include Van der Waals 
interactions, as seen in benzene solvatochromism, hydrogen bonds between nitrogen and 
MeOH, and Lewis acid/base interactions between nitrogen and CO2. Each of these 
interactions and the solute dipole moment impact the spectra and are sensitive to local 
solvent structure and composition. 
 Absorption spectra are unique to the individual solutes and the types of 
interactions with the two solvent species. Both red and blue shifts are observed, and the 
synergistic approach used in this study provides insight to the mechanism. Except for 
benzene, lone pair electrons on the nitrogen are delocalized into the aromatic ring upon 
excitation; and solvents that interact with the nitrogen hinder delocalization and cause a 
blue shift. A surprising revelation was the observed blue shift of pyridine, pyrazine, and 
1,3,5 triazine when CO2 was added to MeOH. CO2 molecules displaced the strongly 
interacting MeOH molecules and caused a blue shift relative to neat MeOH. The 
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observed red shift in the pyridazine case was attributed to weakened CO2 interaction at 
higher CO2 composition.  
The computational results supported these findings and provided a detailed 
visualization of the complex micro-environment surrounding the solutes. 1D RDFs reveal 
concentration-dependent structural information that affects solvatochromism. 3D 
distribution functions show that CO2 and MeOH form intricate solvation patterns around 
the solutes. ADFs provide better spatial resolution and highlight features in the RDFs. 3D 
imaging gives a better understanding of solvation and solvatochromism and is a viable 
structural analysis technique that is applicable to other complex systems. 
 
Spectroscopic Measurements of Alkylcarbonic Acid Dissociation 
This project presents a novel spectroscopic method to measure the pKa of ACAs 
which form in situ by the reversible reaction of CO2 and an alcohol under pressure. ACAs 
have been used as acid catalysts and polarity switches, but the dissociation is unknown 
because of multiple equilibrium reactions and the high pressure nature. Effective 
equilibrium constants, the product of the formation and dissociation constants, were 
measured in MCA, ECA, and BCA. This parameter indicates the relative acid strength of 
the ACAs and is a selection parameter for choosing an ACA. 
Alcohol material balances were used to remove a degree of freedom and solve for 
the independent association and dissociation constants. Unfortunately this technique only 
worked for MCA. The formation and dissociation constants for ECA and BCA are too 
small and add uncertainty to the spectral analysis. MCA’s pKa is 5.8 at 25°C which is 
similar to a literature value2 of a similar CO2/MeOH system. The pKa is slightly lower 
than carbonic acid’s pKa and is consistent with kinetic data.3 This study highlights the 
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pressure-tunable acid concentrations that GXLs offer and provides information that can 
be used to design a chemical process like an acid catalyzed reaction. 
 
Future Directions 
GXLs have tremendous opportunity in the chemical industry because of the 
environmental and economical benefits. This thesis provides a molecular-scale 
understanding of GXLs that can be applied to real applications like separations, 
extractions, and reactions. The work in this thesis is complete and does not require 
ongoing work from a successor, but there are exciting opportunities that can take 
advantage of the fundamental information presented here.  
Chapters 3 and 5 focus on steady state solvation patterns around solute molecules 
and the effect on spectroscopy. The spectroscopic techniques and MD simulation analysis 
techniques could be applied to any other solvent system to obtain a fundamental 
understanding of molecular interactions in these solvent systems. Examples in this 
laboratory include designer solvents like piperylene sulfone and reversible ionic liquids. 
There are several broad-scale applications that could serve several industries, most 
notably the pharmaceutical and oil and gas industries. The most attractive use for GXLs 
is GAS crystallization, and investigating optimal solvents and conditions to selectively 
precipitate molecules (i.e. products or catalysts) is applicable to nanomaterials 
processing, homogeneous catalyst recovery and recycle, and crystallization. Solute 
solubility is dependent on interactions with the solvent; therefore, exploring the 
cybotactic region would allow researchers to design a solvent for a particular GAS 
separation scheme.  Enhanced oil recovery is a technique used to extract crude oil from a 
drilling well. When CO2 is added to the well, the crude viscosity decreases and is easier 
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to process; however, this causes asphaltine molecules to precipitate which leads to 
scaling and processing problems. Opportunities exist in both chemistry and engineering. 
A study similar to this could provide information about solvent-asphaltine interactions 
and different additives or the appropriate operating conditions could be developed to 
prevent precipitation. 
The solvation dynamics work presented in Chapter 4 provides many opportunities 
for controlled chemistry. As mentioned in the chapter, solvent dynamics affect ultrafast 
chemistries like nanomaterial behavior and electron-transfer polymerizations, and the 
results from this study provide insight into solvent selection for these applications. These 
applications can be strongly coupled to the solvent environment and their performance 
can be hindered or enabled by changing this variable. A GXL can be tuned from organic-
like to gas-like properties, which allows control over nano-device performance or 
polymer molecular-weight control. A successor could use GXLs as a medium for the 
polymerization reaction described in this chapter to control molecular weight distribution 
by adjusting the CO2 composition. 
The techniques to measure dissociation constants of ACAs offer immediate 
opportunities for a new graduate student to learn about GXLs, UV/vis spectroscopy, and 
high-pressure systems. The work presented in this chapter studies only three alcohol/CO2 
systems at one temperature. Other alcohols and temperatures should be explored to 
complete the ACA study. Once this is known, other acid catalyzed reactions and pH-
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APPENDIX A: SOLVENT MAPS FOR CHAPTER 3 
 
Parts a&c are plane that are coplanar to the C153 molecule. Vertical line through the 
probe molecule represents the sample plane used in parts b&d to show solvent 









Figure A.1: Axial distribution functions relative to ground-state C153 in a 2% 





















Figure A.2: Axial distribution functions relative to excited-state C153 in a 2% 















Figure A.3: Axial distribution functions relative to ground-state C153 in a 5% 




















Figure A.4: Axial distribution functions relative to excited-state C153 in a 5% 





















Figure A.5: Axial distribution functions relative to ground-state C153 in a 20% 












Figure A.6: Axial distribution functions relative to excited-state C153 in a 20% 









Figure A.7: Axial distribution functions at two different vantage points around 
ground-state C153 in a 2% acetone GXL. Scale represents values of the ADF for 







Figure A.8: Axial distribution functions relative to excited-state C153 in a 2% 







Figure A.9: Axial distribution functions relative to excited-state C153 in a 5% 







Figure A.10: Axial distribution functions relative to ground-state C153 in a 20% 







Figure A.11: Axial distribution functions relative to excited-state C153 in a 20% 
acetone GXL. (a&b) Acetone and (c&d) CO2 clustering around the C153 probe. 
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APPENDIX B: ROTATIONAL CORRELATION FUNCTIONS AND FITTING 




This appendix contains RCFs that were referenced in Chapter 4 and the fitting parameters 






























Figure B.5: First-order MeOH RCFs in MeOH GXLs (SRF case).
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Table B.1: First-order CO2 exponential decay fitting parameters in CO2-expanded 
MeOH and Acetone. Pre-exponential parameters are unity. 
τ1 (ps) Acetone GXLs 
% CO2 Bulk SRF Cybo 
60% 0.942 0.914 1.139 
80% 0.860 0.879 1.264 
95% 0.704 0.732 0.904 
98% 0.603 0.683 0.778 
 
τ1 (ps) MeOH GXLs 
60% 0.637 0.738 0.785 
80% 0.629 0.683 0.971 
95% 0.613 0.653 0.931 





Table B.2: Second-order CO2 exponential decay parameters in CO2-expanded 
MeOH and acetone. Pre-exponential parameters are unity. 
τ1 (ps) Acetone GXLs 
% CO2 Bulk SRF Cybo 
60% 0.300 0.307 0.340 
80% 0.341 0.342 0.376 
95% 0.366 0.356 0.429 
98% 0.383 0.398 0.446 
 
τ1 (ps) MeOH GXLs 
60% 0.299 0.298 0.310 
80% 0.277 0.289 0.378 
95% 0.280 0.259 0.338 




Table B.3: First-order acetone RCF bi-exponential decay fitting parameters along 
both axes of rotation. 
 a1, C-O Rotational Axis a2, C-O Rotational Axis 
% CO2 Bulk SRF Cybo Bulk SRF Cybo 
0% 0.288 0.331 0.274 0.712 0.669 0.726 
60% 0.402 0.469 0.332 0.598 0.539 0.668 
80% 0.504 0.406 0.477 0.496 0.594 0.523 
95% 0.893 0.557 0.383 0.107 0.443 0.617 
98% 0.875 0.646  0.125 0.354  
   
 τ1 (ps), C-O Rotational Axis τ2 (ps), C-O Rotational Axis 
0% 0.231 0.258 0.188 1.430 1.548 1.915 
60% 0.286 0.330 0.203 1.749 2.050 1.835 
80% 0.357 0.273 0.364 2.211 1.540 2.366 
95% 0.571 0.337 0.239 3.097 1.774 1.544 
98% 0.453 0.331  4.606 1.185  
   
 a1, C-Me Rotational Axis a2, C-Me Rotational Axis 
0% 0.461 0.462 0.471 0.539 0.538 0.529 
60% 0.486 0.535 0.508 0.514 0.465 0.492 
80% 0.522 0.475 0.615 0.478 0.525 0.385 
95% 0.423 0.446 0.735 0.577 0.556 0.265 
98% 0.607 0.579 0.579 0.393 0.421 0.421 
  
 τ1 (ps), C-Me Rotational Axis τ2 (ps), C-Me Rotational Axis 
0% 0.052 0.050 0.065 1.337 1.364 1.871 
60% 0.057 0.074 0.057 1.475 1.763 1.962 
80% 0.077 0.053 0.154 1.599 1.220 3.586 
95% 0.035 0.045 0.320 0.895 1.093 2.927 




Table B.4: Second-order acetone RCF bi-exponential fitting parameters along both 
axes of rotation. 
 a1, C-O Rotational Axis a2, C-O Rotational Axis 
% CO2 Bulk SRF Cybo Bulk SRF Cybo 
0% 0.642 0.620 0.597 0.358 0.380 0.403 
60% 0.724 0.602 0.658 0.376 0.398 0.342 
80% 0.644 0.787 0.913 0.356 0.213 0.087 
95% 0.889 0.903 0.839 0.111 0.097 0.161 
98% 0.976 0.950 0.749 0.024 0.050 0.251 
   
 τ1 (ps), C-O Rotational Axis τ2 (ps), C-O Rotational Axis 
0% 0.193 0.183 0.190 0.728 0.746 0.790 
60% 0.198 0.175 0.156 0.931 0.713 0.895 
80% 0.189 0.207 0.239 0.714 0.951 1.511 
95% 0.221 0.217 0.204 1.259 1.394 0.701 
98% 0.213 0.206 0.150 2.647 2.173 0.772 
   
 a1, C-Me Rotational Axis a2, C-Me Rotational Axis 
0% 0.748 0.798 0.682 0.252 0.202 0.318 
60% 0.822 0.871 0.935 0.178 0.129 0.065 
80% 0.783 0.798 0.756 0.217 0.211 0.244 
95% 0.803 0.856 0.624 0.197 0.144 0.376 
98% 0.758 0.560 - 0.242 0.440 EXP 
  
 τ1 (ps), C-Me Rotational Axis τ2 (ps), C-Me Rotational Axis 
0% 0.014 0.017 0.01 0.192 0.236 0.122 
60% 0.019 0.022 0.028 0.302 0.535 2.442 
80% 0.016 0.017 0.001 0.240 0.272 0.275 
95% 0.017 0.022 0.002 0.222 0.282 0.348 




Table B.5: MeOH first-order RCF bi-exponential fitting parameters. 
 a1 a2 
% CO2 Bulk SRF Cybo Bulk SRF Cybo 
0% 0.232 0.232 0.195 0.768 0.768 0.805 
60% 0.494 0.342 0.271 0.506 0.658 0.729 
80% 0.323 0.303 0.269 0.677 0.697 0.731 
95% 0.577 0.611 0.364 0.423 0.389 0.636 
98% 0.565 0.553 0.898 0.435 0.447 0.102 
   
 τ1 (ps) τ2 (ps) 
0% 0.213 0.213 0.324 8.053 8.053 8.652 
60% 0.490 0.386 0.244 6.317 7.333 10.195 
80% 0.323 0.254 0.194 5.495 6.078 8.176 
95% 0.294 0.397 0.236 3.403 4.659 4.032 





Table B.6: MeOH second-order RCF tri-exponential fitting parameters. 
 a1 τ1 (ps) 
% CO2 Bulk SRF Cybo Bulk SRF Cybo 
0% 0.169 0.211 0.185 0.212 0.049 0.036 
60% 0.200 0.254 0.236 0.033 0.044 0.035 
80% 0.296 0.352 0.268 0.048 0.065 0.044 
95% 0.258 0.423 0.457 0.002 0.032 0.086 
98% 0.351 0.331 0.267 0.001 0.001 0.001 
   
 a2 τ2 (ps) 
0% 0.212 0.286 0.195 0.619 0.639 0.352 
60% 0.253 0.383 0.239 0.332 0.819 0.422 
80% 0.317 0.492 0.273 0.620 1.160 0.574 
95% 0.434 0.387 0.038 0.282 0.410 13.750 
98% 0.413 0.288 0.377 0.178 0.135 0.207 
   
 a3 τ3 (ps) 
0% 0.619 0.503 0.620 3.457 3.885 3.895 
60% 0.547 0.363 0.526 2.736 4.616 3.716 
80% 0.387 0.155 0.459 3.271 9.074 3.633 
95% 0.308 0.191 0.505 2.580 1.622 1.387 
98% 0.236 0.381 0.356 0.805 0.764 2.425 
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APPENDIX C: DIFFUSION COEFFICIENTS OF HETEROCYCLIC SOLUTES 






Diffusion coefficients are important in the design and optimization of industrial-
scale GXL processes.  MD simulations are an alternative method for calculating diffusion 
coefficients and have previously been used to determine the binary diffusion coefficient 
of benzene in supercritical CO2.1 Likewise, simulated self-diffusion coefficients of 
MeOH in CO2-expanded MeOH were determined by MD simulations and shown to 
increase with added CO2 pressure.2, 3 In this work, binary diffusion coefficients of the six 
heterocyclic compounds shown in Figure 5.1- benzene, pyridine, pyridazine, pyrimidine, 
and pyrazine- were determined in CO2-expanded MeOH via MD simulations at 313 K 
and 150 bars.  
This work was a follow-up to previous experimental work4 performed by the 
Eckert-Liotta group where diffusion coefficients of these solutes were measured by 
Taylor-Aris (TA) dispersion techniques.5-7 These solutes were chosen for their range of 
dipole moments and potential interactions with the solvent. The initial theory for this 
work was different effective solute sizes, consisting of the solute and first solvation shell, 
which would affect the diffusion. Diffusion coefficients from MD simulations agreed 
with the TA results in neat MeOH and reasonably well in neat sc-CO2 but could not 
match the experiments under GXL conditions. Although the numbers did not match, MD 
simulations displayed faster diffusion with increased CO2 that the experiments predicted. 
The effects of solute structure on diffusion were negligible in this study; however, it does 
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affect spectroscopy and the local solvent structure around the solute. This finding was the 
basis for the solvatochromic and solvent structure study presented in Chapter 5. 
 
Computational Methods 
Experimental Inputs for MD Simulations 
In what follows, experimental conditions from the TA dispersion technique were 
used to conduct detailed and extensive MD simulations. It should be emphasized that this 
data describes the solvent component of a one-phase, high-pressure GXL.  Consequently, 
we do not need to simulate the multi-phase equilibria as long as we only wish to address 
the microscopic properties of the solvent far away from the interface.  Without the 
experiment, however, the multi-phase equilibrium simulation would be necessary in order 
to obtain the correct solvent density, for example.  On the other hand, it is possible that 
the molecular model potentials contain errors that would lead to a partitioning in the 
multi-phase equilibria that differs from the experimental observations.  The macroscopic 
properties of the metastable solvent phase in this model must therefore be validated as 
done below with respect to macroscopic variables such as diffusion coefficients. 
Force Fields and Ensembles Used 
  Representative conditions from each of composition regime were selected from 
experiments and to conduct detailed and extensive MD simulations of the heterocyclic 
solutes in CO2-expanded MeOH. The simulation system represents a single liquid phase 
with the compositions and pressure determined by these experiments and the density 
determined by the Patel-Teja equation of state.8 
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Carbon dioxide and MeOH were modeled as rigid collections of atomic sites with 
specified fixed charges interacting through pairwise-additive, site-site Lennard Jones and 
Coulomb forces. Equation C.1 presents the force field in the CO2-MeOH systems.  
12 6
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∑∑      Equation C.1 
 
Carbon dioxide pair interactions were modeled using the TrAPPE potential introduced in 
Chapters 3.  The J2 potential (also used in Chapter 3 to 5) has been used for MeOH pair 
interactions. The potentials for pyridine, pyrimidine, pyridazine, pyrazine, and benzene 
are OPLS-derived.9 1,3,5-triazine was not used in the computational study because it 
lacked of a reliable force field. Each pairwise potential specifies a representation for the 
fixed point charges and these are assumed to remain fixed in the heterogeneous pairwise 
Coulomb interactions.   
MD simulations were carried out using the DL_POLY Software package. 
Regardless of the relative composition, each simulated system box is populated by a total 
of 1001 molecules: one solute molecule and 1000 solvent/cosolvent molecules. Cubic 
PBCs were used throughout, but the length of the system box was scaled to preserve the 
specified density. Pair-wise terms in the potential were cut off at half the box length.  
Coulombic interactions were handled internally by DL_POLY with the Ewald summation 
method using the “automatic parameter optimization” option with a tolerance of 1E-5. 
The equations of motion were integrated using a time step of 2 fs with the Velocity verlet 
algorithm as implemented by DL_POLY. Initial configurations were generated by 
randomly distributing solvent molecules around a centralized solute and equilibrating 
using velocity rescaling for 200 ps in the canonical (NVT) ensemble. Temperature was 
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thermostated using a Nose-Hoover thermostat with 1ps relaxation time constant. 
Following equilibration, a long equilibrium simulation was run in the NVT ensemble. 
Trajectories were saved every 5ps and used as initial configurations for the transport and 
structural studies. Statistics of 100 trajectories were recorded over 500ps of MD 
simulation runs in the microcanonical (NVE) ensemble. 
 
Results 
Binary diffusion coefficients can be calculated from MD statistics using the 
Einstein relation: 
21lim [ ( ) (0)]
6t




       Equation C.2  
 
Diffusion coefficients determined from MD simulation are presented in Figure C.1. The 
diffusivity of each solute increases as expected due to the nearly 75% decrease in 
viscosity between pure MeOH and 75mol% CO2-expanded MeOH.10 At first glance it 
appears that diffusion coefficients exhibit a slight structural dependency, particularly at 
75% CO2. Unfortunately there is substantial overlap of the error bars, which represent a 
90% confidence interval for the data sets; and no statistical difference can be concluded 
from these data. Pyrazine diffusion at 25% CO2 is slightly outside of the confidence 
intervals of the other solutes; however, the small margin of error introduces skepticism 
into a solid conclusion.  
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Figure C.1: Diffusion coefficients determined by MD simulation at 313K and 150 
bars. Bars become progressively lighter with added CO2 composition, starting in 
neat MeOH (darkest bars), 25% CO2 75% CO2, and pure CO2 (lightest) for benzene 




Comparison to Experiments 
 Experimental diffusion coefficients are presented in Figure C.2. The 
computational and experimental diffusion results agree in pure MeOH, but overestimate 
diffusion coefficients in GXLs. Benzene diffusion in pure CO2 is slightly faster than the 
experimental prediction. Experimental diffusion coefficients in 25% CO2 resemble 
diffusion in pure MeOH while the computational counterparts are intermediate between 
pure MeOH and 75% CO2. Computational diffusion coefficients in 75% CO2 resemble 
the experimental data in pure supercritical CO2. The clear disagreement between 
experimental and computational techniques in GXLs and scCO2 suggest a shortcoming in 
the CO2 force field. This could be due to specific solvent-solute interactions like 
alkylcarbonic acids. These acids are formed in catalytic amounts in CO2/alcohol mixtures 
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and are not accounted for in the MD simulations. They could influence diffusion by 
increasing the effective size of the solute molecules via strong interactions with nitrogen. 
This would explain the disparity seen in the GXLs, but not scCO2 because benzene is 
incapable of forming these complexes. Most likely an assumption such as non-polarizable 
force fields or rigid CO2 molecules caused the inaccurate diffusion coefficients. While the 
TA and MD simulation results do not agree, they indicate direction of changes, 
suggesting important molecular-scale phenomena exist and are concentration-dependent 
and influence diffusion. 
 
 
Figure C.2: Experimental diffusion coefficients measured by Taylor-Aris techniques 
at 313K and P=150bar. Neat MeOH (circles), 25% CO2 (inverted triangles), 50% 





Diffusion coefficients of heterocyclic compounds were determined in CO2-
expanded MeOH using TA dispersion techniques and MD simulations at 313 K and 150 
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bars. Binary diffusion coefficients of the solutes from both experiments and simulations 
increase with added CO2, but are insensitive to solute polarity and structure.  In other 
words, any local structure in the cybotactic region of the solute molecules (from different 
solute structure) does not significantly impact its diffusion. The simulated diffusion 
coefficients overpredict the experimental values in most cases except neat MeOH; 
however, simulations show the general trend of faster diffusion with CO2 addition. It 
appears that while MeOH force field is well suited for transport studies, the CO2 model 
exhibits faster diffusion than this work and literature sources predict. Although a 
discrepancy exists between computation and experiment, MD simulations predict the 
general trend of diffusion with bulk viscosity and could be improved with more 
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The keto/enol tautomeric equilibrium of diketones is a solvent-dependent 
phenomenon. Benzoylacetone (BZA) was chosen as the diketone for this study because 
its tautomeric equilibrium constant is sensitive to local solvent polarity and gives a good 
distribution of both enol and diketone forms. The tautomeric equilibrium reaction for 
BZA is shown in Figure D.1. 
 
 
Figure D.1: Tautomeric equilibrium reaction of benzoylacetone. 
 
 
Local solvent interactions have a profound effect on the equilibrium constant,1-3 so the 
objective of this work was to use MD simulations to explore local solvent structure and 
use IR spectroscopy to measure the equilibrium constants in various GXLs. This would 
demonstrate the effects of the local composition on chemical equilibrium. Because the 
equilibrium is solvent dependent, the reaction coordinate was described by the total 
interaction energy of the solvent with BZA. The total interaction energy is the sum of 






 Initial MD simulations showed that BZA was preferentially solvated by the 
organic component of the GXL. Thus very high CO2 compositions were required to 
change the tautomeric equilibrium. The pressures needed to obtain such compositions at 
25°C exceded the pressure rating of the attenuated total reflectance (ATR)-IR cell. 
Further attempts with a high-pressure UV/vis cell fitted with ZnSe windows (transparent 
to IR light) had a large path length that absorbed the entire incident IR beam. 
Consequently, experiments were halted, but we attempted to obtain thermodynamic data 
from reaction coordinate data. A similar study was done by Arroyo et al to obtain free 
energies of reaction in water/formaldehyde mixtures.4 Free energy can be calculated from 
reaction coordinate statistics from Equation D.1: 
 
)(ln)( EPTkEG sbs ∆⋅−=∆∆        Equation D.1 
 
where ∆Gs is the free energy of the solute, ∆E is the reactant coordinate or total solvent-
solute interaction energy, kb is Boltzmann’s constant, T is temperature, and Ps is the 
probability of finding a solvent configuration with interaction energy ∆E. Probabilities 
were found by periodically sampling trajectories and calculating the Coulombic and 
Lennard-Jones potential (Equation 3.6) between every solvent and BZA atom. 
Frequencies were tabulated as integers in a histogram. Simulations of the enol and 
diketone forms were run to construct free energy diagrams of each form.  An example of 






















Several thermodynamic quantities can be estimated from Figure D.2: the tautomeric free 
energy (∆G), free energy of activation (∆G*), and the free energy of reorganization (∆Gr) 
which is the energy required to rearrange the solvent and enable tautomerization. 
Simulations of a single BZA molecule in both the enol and diketone forms were run in 
CO2-expanded MeOH, acetonitrile (ACN), and cyclohexane at three different organic 
compositions: 40%, 15%, and 5%. 
 Figure D.3 to Figure D.5 depict the free energy curves in three MeOH GXLs. In 
each case the diketone form is shown to be more thermodynamically stable which would 
be expected because MeOH is polar and can better stabilize the carbonyl groups with 
hydrogen bonds. The tautomeric free energies of each form are quite similar in all three 
GXLs, which indicates an equilibrium of nearly unity with minimal solvent 







































































Figure D.6 to Figure D.8 show that the enol form is most stable in all three ACN 
GXLs. ACN is a more polar than MeOH, but is aprotic. This result suggests that 
hydrogen bonding is an important factor in stabilizing the diketone form. Another 
important difference is the large free energy differences between the enol and diketone 
forms which seem to be equal in each solvent. This behavior is consistent with a similar 
solvation pattern in all three GXLs. ACN likely preferentially solvates BZA and therefore 

































































 Free energy curves in cyclohexane GXLs are shown in Figure D.9 to Figure D.11. 
The free energy curves have strange behavior where the tautomeric free energy is nearly 
zero in all three GXLs although the enol form is more stable. Consequently 
reorganization free energies are very large. Both CO2 and cyclohexane are non-polar and 
have much solvation patterns than the other two types of GXLs. The enol from would 
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Figure D.11: Free energy curves of BZA in a 40% cyclohexane GXL. 
 
  
These results demonstrate the ability of MD simulations to study equilibrium 
reactions and could be used to study solvolysis or other reactions with a reaction 
coordinate related to the solvent. The force fields and models used in this study were too 
simplistic to obtain accurate thermodynamic information. More complex models for BZA 
such as polarizable force fields and non-rigid bodies could better model solvation. The 
real system involves electron withdrawal and rotation around bonds, and hydrogen bond 
formation that are not accounted for at this time. This would impact the solvation shell 
and thus the tautomeric equilibrium and its related free energies. While the information 
presented in this project is simple, it is a starting place for future studies in GXLs and 
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4-(diethylamino)-4’-nitroazobenzene (DENAB), shown in Figure E.1, is stable in 
the trans form at ground-state conditions. Upon excitation, the molecule undergoes rapid 
isomerization the cis form. The cis isomer is less stable than the trans isomer and 
undergoes a reverse isomerization once the excitation beam is removed. The cis/trans 
isomerization has two mechanisms1: fast rotation of a charge-separated intermediate and 
slow inversion about the azo bond. The mechanism is influenced by the solvent and the 
reaction rate is highly coupled to the solvent environment. Polar solvents stabilize the 
charge-separated transition state which increases the isomerization rate. The rate in non-
polar solvents is orders-of-magnitude slower because the transition state is short-lived 
and the inversion process is slower. Consequently the DENAB isomerization reaction 
probes local solvent polarity and has been used to probe a variety of media, including 
SCFs2, 3 and organic solvents of varying polarity.1, 4-6 DENAB has been incorporated into 
polymers and surfaces to add photo-responsive properties for optics applications photo-








 DENAB (>99% pure) was purchased from Aldrich and used as is. Anhydrous 
solvents were added to an evacuated pressure cell with a gas-tight syringe to avoid water 
contamination. The pressure cell was equipped with three sapphire windows positioned 
on three sides of the cell and a cooling jacket connected to an external ethylene glycol 
chiller. CO2 was dried over molecular sieves prior to use and metered into the cell with 
an Isco syringe pump. Temperature was monitored with an Omega J-type thermocouple 
in contact with the liquid phase and pressure was monitored with a Druck pressure 
transducer. 
 The incident light was a Kratos LH151 N/2 short arc lamp with 1000-W power. 
The lamp was equipped with a monochrometer which was removed to provide more 
intensity. The DENAB isomerization reaction was probed by monitoring the 
reappearance of the trans isomer at ~450nm using a DH-2000-BAL UV/visible/near 
infrared light source from from Mikropack and HR4000 fiber optic detection system from 




 Several CO2-expanded solvents were studied: 1,4 dioxane, cyclohexane, hexane, 
and acetone. The solvents were chosen to give a wide range of polarity that would have 
different sensitivity to CO2 addition. First order rate constants are shown versus CO2 
mole fraction in Figure E.2. The rate in pure 1,4 dioxane agreed reasonable well with the 
literature value6 (0.037 s-1) and followed the appropriate trend, decreasing rate with added 
CO2. The rate in cyclohexane and hexane was an order of magnitude faster than the 
literature values.6 Hexane was unaffected by CO2 addition while the rate in cyclohexane 
increased with added CO2. These results were puzzling and were never reproducible 
within reasonable error. The reaction in neat acetone was too fast to measure with our 
equipment and would require a detection system with fs resolution to monitor the 
reaction progress. CO2 did not slow down the reaction, even at 90% CO2. This implies 
that DENAB is preferentially solvated by acetone which could stabilize the charge-
separated transition state. Another explanation is CO2 interaction with the amine group to 
further stabilize the transition state. The acetone results showed promise and could be a 
probe of local polarity and preferential solvation if the appropriate equipment became 
available. The project was halted because the non-polar solvent data was questionable 
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Ellipticine (Figure F.1) is an anti-caner drug, but is be used in UV/vis and 
fluorescence spectroscopy as a chromophore. Recent studies explored the solvatochromic 
behavior of ellipticine in various organic solvents. This would allow in vivo spectroscopic 
monitoring of ellipticine uptake into target cancer cell by linking solvatochromic 
behavior to different environments.1, 2 Interesting dual fluorescence behavior was 
observed in protic solvents that could potentially be used to assay the acidity or proton 
















Fluorescence spectra in several CO2-MeOH mixtures are shown in Figure F.2. As 
expected dual fluorescence is seen in the neat solvent because MeOH is protic. As CO2 is 
added the intensity of the un-protonated peak (450nm) decreases while the protonated 
peak (530nm) increases. This behavior is consistent with ACA formation and 
dissociation, but a concern is the inferred high pKa of ellipticine. Very little CO2 is 
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needed to instill a large change in the fluorescence spectra. There is a large response by 
adding just 0.4% CO2 as the un-protonated peak nearly disappears. There is little change 
between this composition and 3.7% CO2 indicating that most ellipticine has been 
protonated. Ellipticine is very basic and this result is not surprising, but suggests that 
ellipticine fluorescence is not a valid technique for MCA. Carbonic acid formation from 
water contamination is a concern and increases the amount of preparation to dry samples. 
Ellipticine fluorescence is a potential analysis technique for weaker ACAs like BCA, 
which is several orders of magnitude weaker than MCA and ECA. 
 
 
Figure F.2: Ellipticine emission spectra in CO2-expanded MeOH. 
 
 
Absorption spectra in CO2-expanded MeOH and EtOH have an additional peak at 
~310nm that is not present in the neat alcohols. Consequently the absorption spectra were 
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taken to check the sensitivity of this peak to CO2 composition as an alternative to 
fluorescence spectroscopy. The absorption spectra in CO2-expanded MeOH and EtOH 
are shown in  
Figure F.3 and Figure F.4 respectively. Absorption in neat MeOH shows a single 
peak at ~315nm that splits into two peaks at 310nm and 330nm. This could be due to 
ACA protonation, but is insensitive to CO2 composition after the initial split. There are 
some dilution effects from solvent expansion. Neat EtOH absorption does not have a 
peak at 310nm, but CO2 addition causes the appearance of a peak at this wavelength. This 
magnitude decreases as more CO2 is added due to dilution effects indicating that all 
ellipticine molecules are protonated. This behavior is consistent with the fluorescence 
results and consequently ellipticine was replaced by 2,6 dinitrophenol, which has a lower 
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APPENDIX G: NEUTRON DIFFRATION EXPERIMENTS IN CO2-EXPANDED 




Our group was awarded neutron beam time at Los Alamos and Argonne National 
Laboratories in the fall semester of 2005. The objective was to experimentally determine 
radial distribution functions (RDFs), g(r), in CO2-expanded MeOH and acetone. This 
would serve as a direct comparison to RDFs determined computationally by former group 
member and Ph. D. student, Charu Shukla.1 This work could be used to tune force field 
parameters used in MD simulations to demonstrate the how a synergistic combination of 
simulation and experiments leads to more information similar to the work of  Cipriani 
and co-workers.2 Neutron diffraction studies have been performed in scCO23 and 
scMeOH.4 
 Neutron diffraction experiments at the Los Alamos Neutron Science Center 
(LANSCE ) were performed on the High-Intensity Pulsed Preferred Orientation (HIPPO) 
Diffractometer under the supervision of instrument scientist Sven Vogel. Due to limited 
beam time only CO2-expanded MeOH was used. The MeOH was either fully deuterated 
(CD3OD) or partially deuterated (CD3OH) because neutrons scatter from nuclear 
interactions and the different isotopes scatter neutrons differently.5 This technique 
enables the differentiation between the protic and methyl hydrogen atoms on the MeOH 
molecule; each type of hydrogen gives a different RDF. We considered three different 
compositions: 31%, 77%, and 90% CO2 and two temperatures: 25°C and 40°C, or twelve 
separate runs considering the two MeOH species. Typical neutron cells are Titanium 
Zirconium, TiZr based because this material is invisible to neutrons. Other materials can 
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be used if a collimated light is used, which eliminates Bragg scattering from the cell. The 
cell (provided by LANSCE) was aluminum and collimated light was not available, 
consequently the scatter pattern had large Bragg peaks from the aluminum cell. Attempts 
to calculate RDFs with the software package PDFgetN,6 a free software package 
developed by LANSCE scientists, resulted in erroneous results that were of no value. 
 Neutron diffraction experiments at Argonne National Laboratories where done in 
collaboration with Chris Benmore and Joan Sweeney on the Gases, Liquids, and 
Amorphous Diffractometer (GLAD) at the Intense Pulsed Neutron Source (IPNS) 
facility. The MeOH/CO2 experiments were again the focus since the LANSCE 
experiments yielded erroneous results. CO2-expanded acetone would have been 
considered if time permitted. These experiments started off promising, but the TiZr 
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Deep eutectic solvents (DES) are formed when two high-melting point solids are 
heated to give a liquid mixture with a substantially lowered melting point. Fructose and 
urea (Figure H.1) independently melt at 103°C and 133°C respectively, but form a 
eutectic at 65°C when combined in a 60wt% fructose mixture.1 DES can be beneficial as 
a reactant medium if either or both components are a reactant because solvent waste and 
downstream separations are eliminated; therefore, minimizing the environmental and 
economic impact of the system. 
 
 





 The urea force field was OPLS-based with bond stretching and angle bending 
capabilities. All parameters were taken from Duffy et al.2 The inner ring of fructose was 
kept rigid, but hydroxyl and methyl groups were allowed to stretch and bend. Fructose 
parameters were an all-atom, OPLS-based force field specifically designed for 
carbohydrates.3 The initial system was set-up as a three-by-three unit cell of fructose 
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surrounding a two-by-two unit cell of urea. Fructose molecules that overlapped the urea 
crystal were removed by an external FORTRAN code. Unit cell files for fructose4 and 
urea5 were taken from the literature in a .cif format for crystalline structures and imported 
into the program Mercury version 1.4.2. Larger crystals (i.e. 3 by 3 unit cells) were 
constructed in Mercury and the resulting coordinates were saved in .xyz format and 
altered to match the DL_POLY input format.  
The concentric crystals were initially run under NVT conditions at 200°C for 
500ps to break apart the crystals and obtain a well-mixed liquid. The time step was 1fs 
with a relaxation time constant of 1ps, and the box dimensions were equal to the 
dimensions of the fructose crystal. Upon completion the final configuration was input 
into GopenMol, a free graphics package to visualize MD simulation trajectories, to 
ensure that the crystal had melted and the liquid was homogeneously distributed. A 
shorter 50ps, 200°C simulation was run and trajectories were saved every 10ps as input 
for a 75°C NVT simulation to obtain structural statistics. This temperature was higher 
than the melting point to ensure that temperature fluctuations exceeded the melting point. 
Configurations were sampled every 10fs over the course of a 200ps simulation to form 
RDFs. Separate NVE simulations were run from these trajectories to investigate dynamic 
aspects of DES. 
 
Results 
Radial Distribution Functions 
RDFs show significant hydrogen bonding between the hydroxyl hydrogen atoms 
on fructose and the carbonyl oxygen on urea. A RDF function for this system is shown in 
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Figure H.2. Other hydrogen bonds, such as urea-nitrogen to hydroxyl hydrogen, could 
contribute to the deep eutectic, but the RDF for these two atoms (Figure H.3) shows that 











































 DES are quite viscous and could encounter mass transfer limitations or difficult 
processing. Consequently micro-fluidic dynamics could provide insight into these 
limitations. Dynamics were explored with local density autocorrelation functions (LDAF) 
which indicate timescales of solvent interactions, in this case the interaction time between 
urea’s carbonyl oxygen and fructose’s hydroxyl hydrogen. The functional form of the 






tLDAF =        Equation H.1 
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where ρ(t) is the local number density within  at time t, and δρ(t) = ρ(t) - ρ . The ρ  term 
is the average local number density. Equation H.1 can be discretized to a less rigorous 
and tractable expression given by Equation H.2: 
[ ][ ]



















)(   Equation H.2 
where Ni(t) is the number of neighbor atoms within a cutoff radius (Rcut) at time, t, and 
N  is the time-averaged number of atoms within the cutoff radius. The cutoff radius was 
determined from Figure H.2 and is the distance to the first well of the RDF or 3Ǻ in this 
case.  
The LDAF for 65% fructose + urea DES is shown in Figure H.4. There are 
several interesting features in this LDAF. There is a very fast initial decay that lasts 0.5ps 
and accounts for nearly 45% of the overall decay. This is followed by two slower 
timescales, one that lasts 25ps and another very long timescale that lasts over 300ps. 
These two timescales account for 35% and 20% respectively of the remaining decay. Not 
surprisingly the dynamics are very slow because of the high viscosity and strong 
intermolecular forces between the two components. The slow dynamics are a concern and 
a third component would need to be added to increase transport in the DES and possibly 
lower the melting point. 
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 These MD simulations provide insight to the intermolecular interactions that 
cause the melting-point depression. Hydrogen bonding between urea’s carbonyl oxygen 
and the protic hydrogen atoms on fructose enables solvation and decreases the melting 
point. Surprisingly interactions between the nitrogen atoms and the protic hydrogen 
atoms are insignificant compared to the carbonyl-hydrogen interaction. The RDFs 
indicate an inter-atomic distance of 3.8Ǻ which could be a secondary effect from the 
carbonyl hydrogen bond. Dynamics indicate that the hydrogen bond is favorable and 
remains locked in place for long timescales. This has implications on bulk transport 
properties and viscosity. This preliminary study highlights interesting intermolecular 
behavior and provides information that could be used to design solvent systems; 
however, DES have limited advantages over traditional solvents. Their applicability is an 
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open-ended problem that could be revived if the unique features of the solvent prove 
beneficial to a chemical process. For this reason, the computational work was halted, but 
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